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1. Introduction and main result
In this paper, we consider the second derivation operator −D2x perturbed by the periodic δ(1)-interactions. For
β1, β2, β3 ∈ R \ {2,−2}, β3 = 0 and 0< κ1 < κ2 < 2π , we consider the operator
H = −D2x +
∑
l∈Z
(
β1δ
(1)(x− κ1 − 2π l)+ β2δ(1)(x− κ2 − 2π l)+ β3δ(1)(x− 2π l)
)
in L2(R), where δ(·) stands for the Dirac delta function supported at the origin, δ(1) the generalized derivative of the delta
function. We deﬁne the domain of H as
Dom(H) =
{
ψ ∈ L2(R)
∣∣∣ there exists some f ∈ L2(R) such that
(Hψ,ϕ)L2(R) = ( f ,ϕ)L2(R) for all ϕ ∈ D
}
,
where D = C∞0 (R).
Using the distribution theory for the discontinuous test function, we shall show that the precise deﬁnition of the operator
H is given through the boundary conditions on the lattice Γ = Γ1 ∪ Γ2 ∪ Γ3, where Γ1 = {κ1} + 2πZ, Γ2 = {κ2} + 2πZ and
Γ3 = 2πZ. We deﬁne the operator T in L2(R) as follows:
(T y)(x) = − d
2
dx2
y(x), x ∈ R \ Γ,
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{
y ∈ W 2,2(R \ Γ )
∣∣∣ ( y(x+ 0)dy
dx (x+ 0)
)
= A j
(
y(x− 0)
dy
dx (x− 0)
)
for x ∈ Γ j, j = 1,2,3
}
,
where
A j =
( 2+β j
2−β j 0
0
2−β j
2+β j
)
for j = 1,2,3. We prove the following theorem in Section 2.
Theorem 1.1.We have H = T .
In a similar way to [11, Proposition 2.1], we can show the self-adjointness of H . By the periodicity of the potential
of H and the Floquet–Bloch theory, the spectrum of H has the band structure (see [12, Proposition 1.1]). Namely, there
exists some sequence {λ j}∞j=0 ⊂ R satisfying λ2 j−2 < λ2 j−1  λ2 j for j ∈ N = {1,2,3, . . .} and σ(H) =
⋃∞
j=1[λ2 j−2, λ2 j−1].
For j ∈ N, the interval B j := [λ2 j−2, λ2 j−1] is refered to as the jth band of σ(H). The consecutive bands B j and B j+1 are
separated by an open interval G j := (λ2 j−1, λ2 j), which is called the jth gap of σ(H). If there exists j ∈ N such that G j = ∅,
i.e. the jth spectral gap is degenerate, then the corresponding bands B j and B j+1 merge. The aim of this paper is to locate
the degenerate spectral gaps of H , namely, to clarify the set
B :=
∞⋃
j=1
B j ∩ B j+1.
Furthermore, we determine the induces of the degenerate gaps of σ(H), i.e., we analyze the set
Λ := { j ∈ N | G j = ∅}.
It is not diﬃcult to show B = Λ = ∅ if β1 = β2 = 0 (see Remark 3.4). So, we are mainly interested in the case where the
operator H possesses the two or three δ(1)-interactions in the basic period cell [0,2π). We put α j = (2 + β j)/(2 − β j) for
j = 1,2,3. Our main results are the following two theorems.
Theorem 1.2 (The double periodic δ(1)-interactions). If β1 = 0 and β2 = 0, then the following statements hold true.
(i) If α2α3 = ±1 or α2 = ±α3 , then we have Λ = ∅.
(ii) We suppose that α2α3 = ±1. Then, Λ = ∅ if and only if κ2/π /∈ Q. If κ2/2π = q/p, (p,q) ∈ N2 , and gcd(p,q) = 1, then
Λ = {pj | j ∈ N}.
(iii) We assume that α2 = ±α3 and κ2 = π . Then, Λ = ∅ if and only if κ2/π /∈ {q/p | (p,q) ∈ N2, gcd(p,q) = 1, q ∈ 2N − 1}. If
κ2/π = q/p, (p,q) ∈ N2 , gcd(p,q) = 1 and q ∈ 2N− 1, then we have
Λ = {p(2 j − 1) ∣∣ j ∈ N}.
For the simplicity, we put τ1 = κ1, τ2 = κ2 − κ1, τ3 = 2π − κ2. Note that the following statements are equivalent:
(A) κ1/κ2 ∈ Q and κ2/π ∈ Q.
(B) There exists (p1, p2, p3) ∈ N3 such that τ1 : τ2 : τ3 = p1 : p2 : p3 and gcd(p1, p2, p3) = 1.
For (p1, p2, p3) ∈ N3 satisfying gcd(p1, p2, p3) = 1, we put p = p1 + p2 + p3. We deﬁne Λ1 = {pj | j ∈ N} and Λ2 =
{pj/2 | j ∈ N}.
Theorem 1.3 (The triple periodic δ(1)-interactions). If β1 = 0 and β2 = 0, then we have the following two statements.
(i) Suppose that (α21α
2
2α
2
3 − 1)(α22α23 − α21)(α21α22 − α23)(α21α23 − α22) = 0. If (κ2/κ1, κ1/π) /∈ Q2 , then we have Λ = ∅. If there
exists (p1, p2, p3) ∈ N3 such that τ1 : τ2 : τ3 = p1 : p2 : p3 and gcd(p1, p2, p3) = 1, then we have
Λ =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Λ1 if α21α
2
2α
2
3 = 1,
Λ2 if p1 ∈ 2N− 1, p2 ∈ 2N− 1, p3 ∈ 2N and α22α23 − α21 = 0,
Λ2 if p1 ∈ 2N− 1, p2 ∈ 2N, p3 ∈ 2N− 1 and α21α22 − α23 = 0,
Λ2 if p1 ∈ 2N, p2 ∈ 2N− 1, p3 ∈ 2N− 1 and α21α23 − α22 = 0,
∅ otherwise.
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2
2α
2
3 − 1)(α22α23 − α21)(α21α22 − α23)(α21α23 − α22) = 0. Then we have
B =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λ ∈ R \ {0}
∣∣∣∣∣
cotτ1
√
λ cotτ2
√
λ = α22α23−α21
α21α
2
2α
2
3−1
,
cotτ1
√
λ cotτ3
√
λ = α21α22−α23
α21α
2
2α
2
3−1
,
cotτ2
√
λ cotτ3
√
λ = α21α23−α22
α21α
2
2α
2
3−1
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
.
Our problem is called the coexistence problem. This relates the properties of the solutions to the differential equation
corresponding to H . To explain the concept of the coexistence problem, we consider the equations
− d
2
dx2
y(x, λ) = λy(x, λ), x ∈ R \ Γ, (1.1)(
y(x+ 0, λ)
dy
dx (x+ 0, λ)
)
= A j
(
y(x− 0, λ)
dy
dx (x− 0, λ)
)
, x ∈ Γ j, j = 1,2,3, (1.2)
where λ ∈ R is a spectral parameter. Let y1(x, λ) and y2(x, λ) be the solutions to (1.1) and (1.2) subject to the initial
conditions
y1(+0, λ) = 1, dy1
dx
(+0, λ) = 0, and y2(+0, λ) = 0, dy2
dx
(+0, λ) = 1,
respectively. The monodromy matrix M(λ) is deﬁned by
M(λ) =
(
m11(λ) m12(λ)
m21(λ) m22(λ)
)
=
(
y1(2π + 0, λ) y2(2π + 0, λ)
dy1
dx (2π + 0, λ) dy2dx (2π + 0, λ)
)
.
The function D(λ) := trM(λ) is called the discriminant or the Lyapunov function of H . It holds that σ(H) =
{λ ∈ R | |D(λ)|  2}. The sequence {λ j}∞j=0 is deﬁned as the zeroes of D(λ) counted with the multiplicity. In addition,
we have
B = {λ ∈ R ∣∣ M(λ) = E or M(λ) = −E}, (1.3)
E being the 2× 2 unit matrix. According to [10, Section VII], one says that the periodic solutions to (1.1) and (1.2) coexist if
all the solutions to (1.1) and (1.2) are periodic or anti-periodic. We note that the periodic solutions to (1.1) and (1.2) coexist
if and only if λ ∈ B. In this sense, the coexistence problem is the key to judge to what extent the periodicity of the potential
reﬂects on that of the solutions. Therefore, the coexistence problem has brought a lot of the investigation for the periodic
Schrödinger operators.
Let us recall the previous results which have been pioneering the solution to the coexistence problem so far. Simulta-
neously, we review the theory of the point interactions. In solid state physics, the one-dimensional Schrödinger operators
with the periodic point interactions play a role of the Hamiltonians in the one-dimensional crystals (see [7]). Point in-
teractions enable us to give the resolvent of those Hamiltonians explicitly in terms of the interaction strengths and the
points on its support. In this sense, point interactions form the solvable models. The most typical point interaction given
by the Dirac delta function were introduced by R. Kronig and W. Penney [9]. The following operator is nowadays called the
Kronig–Penney Hamiltonian:
L1 := − d
2
dx2
+ β
∑
l∈Z
δ(x− 2π l) in L2(R), β ∈ R \ {0}.
This singular perturbation of the free Hamiltonian can be deﬁned through the closed quadratic form
Q (ψ,φ) :=
(
dψ
dx
,
dφ
dx
)
L2(R)
+ β
∑
l∈Z
ψ(x− 2π l)φ(x− 2π l) on W 1,2(R).
We put
M1 =
(
1 0
β 1
)
, M2 =
(
1 β
0 1
)
.
The operator L1 coincides with the operator
(L1 y)(x) = −d
2 y
dx2
(x), x ∈ R \ 2πZ,
Dom(L1) =
{
y ∈ W 2,2(R \ 2πZ)
∣∣∣ ( y(x+ 0)dy
)
= M1
(
y(x− 0)
dy
)
for x ∈ 2πZ
}
.dx (x+ 0) dx (x− 0)
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L2 := − d
2
dx2
+ β
∑
l∈Z
δ′(x− 2π l) in L2(R), β ∈ R \ {0}.
This is the formal expression of the operator
(L2 y)(x) = −d
2 y
dx2
(x), x ∈ R \ 2πZ,
Dom(L2) =
{
y ∈ W 2,2(R \ 2πZ)
∣∣∣ ( y(x+ 0)dy
dx (x+ 0)
)
= M2
(
y(x− 0)
dy
dx (x− 0)
)
for x ∈ 2πZ
}
.
We stress that the deﬁnition of the δ′-interaction is very different from the one of the δ(1)-interactions (let us make sure
the difference of two boundary conditions corresponding to the δ′-interactions and the δ(1)-interactions). P. Šeba [15] gave
some remarks on the deﬁnition of the δ′-interactions. F. Gesztesy, H. Holden and W. Kirsch proved the coexistence problem
for the periodic δ-interaction or δ′-interaction as follows.
• Every gap of σ(L1) is nondegenerate.
• The jth gap of σ(L2) is degenerate if and only if j = 1 and β = −2π .
In [16], Yoshitomi has extended the lattice and investigated the spectral gaps of the operators
P0 = − d
2
dx2
+
∑
l∈Z
(
γ1δ(x− κ − 2π l)+ γ2δ(x− 2π l)
)
in L2(R),
P1 = − d
2
dx2
+
∑
l∈Z
(
γ1δ
′(x− κ − 2π l)+ γ2δ′(x− 2π l)
)
in L2(R)
for γ1, γ2 ∈ R\{0} and κ ∈ (0,2π). In [16], it turns out for k = 0,1 that σ(Pk) has a degenerate gap if and only if γ1+γ2 = 0
and κ/π ∈ Q hold. If γ1 + γ2 = 0, κ/2π = q/p and gcd(p,q) = 1, then the jth gap of σ(Pk) is degenerate if and only if
j − k ∈ pN.
We prepare the following notations in order to explain the generalized point interactions introduced by P. Šeba. For θ ∈ R
and A ∈ SL(2,R), we deﬁne(
L(θ, A)y
)
(x) = −d
2 y
dx2
(x), x ∈ R \ {0},
Dom
(
L(θ, A)
)= {y ∈ W 2,2(R \ {0}) ∣∣∣ ( y(+0)dy
dx (+0)
)
= eiθ
(
a b
c d
)(
y(−0)
dy
dx (−0)
)}
.
In [15], P. Šeba investigated the family of the self-adjoint extensions of the operator L00 = −d2/dx2, where Dom(L00) =
{ψ ∈ W 2,2(R) | ψ(0) = ψ ′(0) = 0} (see also [1,2]). In particular, the family of the connected extensions is given by E :=
{L(θ, A) | θ ∈ R, A ∈ SL(2,R)}. Both δ-interaction and δ′-interaction is one of the generalized point interactions. P. Šeba
[14] and Chernoff and Hughes [3] gave the approximation of the operators in a particular class of E by the Schrödinger
operators with local short-range potentials in the strong resolvent sense. We prepare the following notations. We ﬁx n ∈ N.
Let 0 = κ0 < κ1 < · · · < κn = 2π be a partition of the interval [0,2π ]. We put Γ ′j = {κ j} + 2πZ for j = 1,2, . . . ,n and
Γ ′ = Γ ′1 ∪ Γ ′2 ∪ · · · ∪ Γ ′n . For {θ j}nj=1 ⊂ R and {A′j}nj=1 ⊂ SL(2,R), we deﬁne the generalized Kronig–Penney Hamiltonian
H0 = H0(θ1, θ2, . . . , θn, A′1, A′2, . . . , A′n) as follows.
(H0 y)(x) = −d
2 y
dx2
(x), x ∈ R \ Γ ′,
Dom(H0) =
{
y ∈ W 2,2(R \ Γ ′) ∣∣∣ ( y(x+ 0)dy
dx (x+ 0)
)
= eiθ j A′j
(
y(x− 0)
dy
dx (x− 0)
)
for x ∈ Γ ′j , j = 1,2, . . . ,n
}
.
In [6], Hughes gave the Floquet–Bloch decomposition of H0(θ1, A′1). In our previous studies [11,13], we resolved the coexis-
tence problem for some particular class of the generalized Kronig–Penney Hamiltonians H0(θ1, θ2, A′1, A′2). We suppose that
κ1 = π , A′1, A′2 ∈ SL(2,R) \ {E,−E} and
A′1A′2 = ±E. (1.4)
We write the elements of A′j as
A′j =
(
a j b j
c j d j
)
for j = 1,2. Then we have the following result.
H. Niikuni / J. Math. Anal. Appl. 366 (2010) 283–296 287Theorem A. (See [13, Theorem 1.2].) If (1.4) and κ1 = π , then we have the following statements.
(a) Assume that κ1/π /∈ Q. Then we have
Λ =
{ {k + 1} if d1 = a1, b1 = 0, −c1/b1 = k2/4 for some k ∈ N,
∅ otherwise.
(b) Suppose that κ1/2π = q/p, (p,q) ∈ N2 , and gcd(p,q) = 1. Then we have
Λ =
⎧⎨
⎩
{pj | j ∈ N} if b1 = 0,
{1+ pj | j ∈ N} ∪ {1+ k} if d1 = a1, b1 = 0, −c1/b1 = k2/4 for some k ∈ N, k ≡ 0 (mod p),
{1+ pj | j ∈ N} otherwise.
Since H0(θ1, θ2, A1, A2) involves 10 real parameters θ1, θ2, a1, b1, c1, d1, a2, b2, c2, and d2, the coexistence problem are
more or less complicated to analyze. That is why we supposed that A′1A′2 = ±E in our previous work. Such complication
also prevents us proceeding to the discussion on the coexistence problem for the one-dimensional Schrödinger operators
with the periodic triple point interactions. Even the coexistence problem for the operators
L4 := − d
2
dx2
+
∑
l∈Z
(
β1δ(x− κ1 − 2π l)+ β2δ(x− κ2 − 2π l)+ β3δ(x− 2π l)
)
,
in L2(R), is still open. To open the door to analyze the coexistence problem for the one-dimensional Schrödinger operators
with the triple periodic point interactions, we are also interested in the problem for H .
In Section 2, we ﬁrst prove Theorem 1.1, namely, give the precise deﬁnition of H by using the distribution theory for
discontinuous test function. Afterward, we quote the rotation number theory for the one-dimensional Schrödinger operators
with the periodic generalized point interactions. The rotation number is convenient tool to resolve the coexistence problem,
in particular, to determine the induces of the degenerate spectral gaps. Because there exists the one-to-one correspondence
between the rotation number and the index of a gap. We prove Theorem 1.2 in Section 3. Theorem 1.3 will be proved in
Section 4.
2. Preliminaries
In this section, we prove Theorem 1.1. For this purpose, we ﬁrst introduce the distribution theory for the discontinuous
test function. For t ∈ Γ , we deﬁne the set Kt as the set of all functions with compact support on R such that those
derivatives of any order outside the point t are uniformly bounded. Furthermore, we put K =⋃t∈Γ Kt . Let K ′ be the set of
the distribution corresponding to K , namely, f ∈ K ′ is a linear form on K such that for every compact set B ⊂ R, there exist
constants C > 0 and n ∈ N∪ {0} satisfying
∣∣ f (ϕ)∣∣ C ∑
αn
sup
x=t
∣∣∣∣
(
d
dx
)α
ϕ
∣∣∣∣, ϕ ∈ Kt, t ∈ Γ, supp(ϕ) ⊂ B.
According to the distribution theory for discontinuous test functions [8], the delta function and its derivative in K ′ supported
at t ∈ Γ are linear functionals on Kt given by(
δ(x− t))(ϕ) = ϕ(t + 0)+ ϕ(t − 0)
2
,
and
(
δ(1)(x− t))(ϕ) = − (dϕdx )(t + 0)+ (dϕdx )(t − 0)
2
for ϕ ∈ Kt . In addition, the derivation of the constant distribution 1 is the distribution deﬁned by the formula(
β(x− t))(ϕ) = ϕ(t + 0)− ϕ(t − 0)
for t ∈ Γ and ϕ ∈ Kt . The derivative Dxβ(x− t) = β(1)(x− t) of this distribution is deﬁned the equation
(
β(1)(x− t))(ϕ) = −(dϕ
dx
(t + 0)− dϕ
dx
(t − 0)
)
for ϕ ∈ Kt and t ∈ Γ.
Next, we describe the difference between the generalized and classical derivatives. We deﬁne
Kt,loc =
{
f ∈ C∞(R \ {t}) ∣∣∣ f is bounded, ∣∣∣∣ dnn f (t ± 0)
∣∣∣∣< ∞
}dx
288 H. Niikuni / J. Math. Anal. Appl. 366 (2010) 283–296for t ∈ Γ . For every ψ ∈ Kt,loc , ψ ′ = (d/dx)ψ stands for the classical derivative, Dxψ = ψ(1) the derivative calculated as
a distribution. As proved in [8, Lemma 4.5], the difference between the classical derivative (d/dx)ψ and the generalized
derivative Dxψ = ψ(1) for ψ ∈ Kt,loc is illustrated by the formula
Dxψ = d
dx
ψ + (β(x− t))(ψ)δ(x− t)+ (δ(x− t))(ψ)β(x− t),
D2xψ =
d2
dx2
ψ + (δ(x− t))Dxβ(x− t)− (Dxδ(x− t))(ψ)β(x− t)
+ (β(x− t)(ψ))Dxδ(x− t)− (Dxβ(x− t)(ψ))δ(x− t). (2.1)
We consider the product of any distribution f ∈ K ′ and any function ψ ∈ Kt,loc for t ∈ Γ as
fψ(ϕ) = ψ f (ϕ) = f (ψϕ)
for an arbitrary test function ϕ ∈ Kt . We also deﬁne the product δ(1)(x− t) and ψ ∈ L2(R) as
(
δ(1)(x− t)ψ)(ϕ) = (ψδ(1)(x− t))(ϕ) = −(δ(x− t))( d
dx
(ψϕ)
)
for ϕ ∈ D satisfying supp(ϕ)∩ {t} = ∅ because ((d/dx)(ψϕ))(t ± 0) exists. As in [8, (14)], we also have
ψδ(1)(x− t) = (δ(x− t))(ψ)δ(1)(x− t)+ (β(1)(x− t))(ψ)
4
β(x− t)
+ (δ(1)(x− t))(ψ)δ(x− t)+ (β(x− t))(ψ)
4
β(1)(x− t) (2.2)
for ψ ∈ Kt,loc and t ∈ Γ .
Let us show Theorem 1.1.
Proof of Theorem 1.1. We pick a ψ ∈ Dom(H), arbitrarily. Then, there exists some f ∈ L2(R) such that (Hψ,ϕ)L2(R) =
( f ,ϕ)L2(R) for ϕ ∈ D. In particular, we obtain(−D2xψ,ϕ)L2((2π l,2π l+κ1)) = ( f ,ϕ)L2((2π l,2π l+κ1))
for ϕ ∈ C∞0 ((2π l,2π l + κ1))∩ D and l ∈ Z because
(
δ(1)(x− t)ψ)(ϕ) = (δ(1)(x− t))(ψϕ) = −(δ(x− t))( d
dx
(ψϕ)
)
= 0.
Since Dom(−D2x |(2π l,2π l+κ1)) = W 2,2((2π l,2π l + κ1)), we note that
ψ ∈ W 2,2((2π l,2π l + κ1)).
In a similar way, we obtain ψ ∈ W 2,2(R \ Γ ). We note that ψ(t + 0), ψ(t − 0), ψ ′(t + 0) and ψ ′(t − 0) are exist for t ∈ Γ
because of ψ ∈ W 2,2(R \Γ ). So, we also can deﬁne δ(x− t), δ(1)(x− t), β(x− t) and β(1)(x− t) on W 2,2(R \Γ ) for t ∈ Γ as
(
δ(x− t))(ψ) = ψ(t + 0)+ψ(t − 0)
2
,
(
δ(1)(x− t))(ψ) = −ψ ′(t + 0)+ψ ′(t − 0)
2
,(
β(x− t))(ψ) = ψ(t + 0)−ψ(t − 0),(
β(1)(x− t))(ψ) = −(ψ ′(t + 0)−ψ ′(t − 0)).
By using these formulae, formula (2.2) deﬁne the product of δ(1)(x− t) and any function ψ ∈ W 2,2(R \Γ ) for t ∈ Γ . We put
x j,l = κ j + 2π l for j = 1,2,3 and l ∈ Z. Since (β(x− t))(ϕ) = (β(1)(x− t))(ϕ) = 0 for ϕ ∈ D, we have(
β jδ
(1)(x− x j,l)ψ
)
(ϕ) = β j(δ(x− x j,l)(ψ)δ(1)(x− x j,l)(ϕ)+ δ(1)(x− x j,l)(ψ)δ(x− x j,l)(ϕ) (2.3)
for j = 1,2,3 and ϕ ∈ D. We ﬁx k ∈ Z, arbitrarily. It turns out that(
β jδ
(1)(x− κ j − 2π l)ψ
)
(ϕ) = 0 if j = 3 or l = k (2.4)
for ϕ ∈ C∞((2π(k − 1)+ κ2,2πk + κ1)). From (2.1), (2.3) and (2.4), we have0
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2
dx2
ψ + (−(β(x− x3,k))(ψ)+ β3(δ(x− x3,k)(ψ)))δ(1)(x− x3,k)
+ ((β(1)(x− x3,k))(ψ)+ β3(δ(1)(x− x3,k))(ψ))δ(x− x3,k).
Therefore, Hψ ∈ L2(R) is equivalent to the following linear system:
−(β(x− x3,k))(ψ)+ β3(δ(x− x3,k))(ψ) = 0,(
β(1)(x− x3,k)
)
(ψ)+ β3
(
δ(1)(x− x3,k)
)
(ψ) = 0.
From these equations, we have(
0 1+ β32
1− β32 0
)(
ψ(x3,k + 0)
dψ
dx (x3,k + 0)
)
=
(
0 1− β32
1+ β32 0
)(
ψ(x3,k − 0)
dψ
dx (x3,k − 0)
)
.
Since
det
(
0 1+ β32
1− β32 0
)
= β
2
3 − 4
4
= 0,
it turns out that ψ satisﬁes(
ψ(x3,k + 0)
dψ
dx (x3,k + 0)
)
= A3
(
ψ(x3,k − 0)
dψ
dx (x3,k − 0)
)
.
Therefore, we have(
ψ(t + 0)
dψ
dx (t + 0)
)
= A j
(
ψ(t − 0)
dψ
dx (t − 0)
)
, t ∈ Γ j
for j = 3. In a similar way, this formula holds true for j = 1,2. So, we obtain Dom(H) ⊂ Dom(T ) and Hψ = Tψ for
ψ ∈ Dom(H).
Finally, we prove H ⊃ T . We pick a ψ ∈ Dom(T ), arbitrarily. It follows by the self-adjointness of T and the deﬁnition
of the adjoint that there exists some f ∈ L2(R) such that (Tψ,ϕ)L2(R) = (ψ, Tϕ)L2(R) = ( f ,ϕ)L2(R) for ϕ ∈ D. In addition, it
follows that Hψ = Tψ . So, we have (Hψ,ϕ)L2(R) = ( f ,ϕ)L2(R) for ϕ ∈ D. This means that Dom(T ) ⊂ Dom(H).
Therefore, we conclude that H = T . 
Next, we introduce the rotation number for the one-dimensional Schrödinger operators with periodic generalized point
interactions. To look back on the deﬁnition of the rotation number, we consider the Schrödinger equations (1.1) and (1.2).
Let y(x, λ) denote a non-trivial solution of (1.1) and (1.2). The Prüfer transform ω = ω(x, λ) of y(x, λ) is deﬁned by the polar
coordinates (r,ω) of ((d/dx)y, y), namely, (d/dx)y = r cosω and y = r sinω. The function ω(x, λ) satisﬁes the equation
d
dx
ω(x, λ) = cos2(x, λ) + λ sin2ω(x, λ), x ∈ R \ Γ, (2.5)
as well as the boundary conditions
α2j cosω(x+ 0, λ) sinω(x− 0, λ) = sinω(x+ 0, λ) cosω(x− 0, λ), (2.6)
sgn
(
sinω(x+ 0, λ))= sgn(α j sinω(x− 0, λ)), (2.7)
sgn
(
cosω(x+ 0, λ))= sgn(α−1j cosω(x− 0, λ)) (2.8)
for x ∈ Γ j and j = 1,2,3. Following [12, Theorem 1.2], we choose the branch of ω(x+ 0, λ) as
ω(x+ 0, λ)−ω(x− 0, λ) ∈ [−π,π) for x ∈ Γ. (2.9)
Let ω = ω(x, λ,ω0) be the solution to (2.5)–(2.9) subject to the initial condition ω(+0, λ) = ω0 ∈ R. The rotation number
for H is deﬁned as
ρ(λ) = lim
k→∞
ω(2kπ + 0, λ,ω0)−ω0
2kπ
, (2.10)
where k ∈ N. Let us cite [12, Theorem 1.2], in which the properties of ρ(λ) are summarized.
Theorem B. The function ρ(λ) has the following properties.
(a) The limit on the right-hand side of (2.10) exists and is independent of the initial value ω0 .
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(c) We recall B j = [λ2 j−2, λ2 j−1] for j ∈ N. Put  = { j ∈ {1,2,3} | α j < 0}, where A stands for the number of the elements of a
ﬁnite set of A. Then we have
λ2 j−2 = max
{
λ ∈ R
∣∣∣ ρ(λ) = j − 1
2
− l
2
}
,
λ2 j−1 = min
{
λ ∈ R
∣∣∣ ρ(λ) = j
2
− l
2
}
for j ∈ N.
3. Proof of Theorem 1.2
We put β1 = 0 and β2 = 0 throughout this section. We ﬁrst consider the case of α2α3 = ±1. In this case, we have
A2A3 = ±E . By using this and Theorem A, we obtain Theorem 1.2(ii). Therefore, we have only to consider the case where
α2α3 = ±1 holds. We ﬁrst prove the following lemma.
Lemma 3.1. If M(λ) = ±E, then we have λ = 0, α2 = ±α3 and cosκ2
√
λ = cosτ3
√
λ = 0.
Proof. A direct calculation brings us the elements of M(λ) as follows.
m11(λ) = α2α3 cosκ2
√
λ cosτ3
√
λ− α2
α3
sinκ2
√
λ sinτ3
√
λ,
m21(λ) = −
√
λ
α2α3
sinκ2
√
λ cosτ3
√
λ − α3
α2
√
λ cosκ2
√
λ sinτ3
√
λ,
m12(λ) = α2α3√
λ
sinκ2
√
λ cosτ3
√
λ+ α2
α3
√
λ
cosκ2
√
λ sinτ3
√
λ,
m22(λ) = 1
α2α3
cosκ2
√
λ cosτ3
√
λ− α3
α2
sinκ2
√
λ sinτ3
√
λ.
It follows from α2α3 = ±1 that
M(0) =
(
α2α3 α2α3κ2 + α2α3 τ3
0 1α2α3
)
= ±E,
which stands for λ = 0 if M(λ) = ±E . We suppose that M(λ) = ±E . Then, we have
m11(λ)−m22(λ) =m12(λ) =m21(λ) = 0.
So, we obtain
cosκ2
√
λ sinτ3
√
λ = −α−23 sinκ2
√
λ cosτ3
√
λ = −α23 sinκ2
√
λ cosτ3
√
λ
because of m12(λ) = m21(λ) = 0. On the other hand, we see α3 = ±1 because of β3 = 0. Thus, we have
sinκ2
√
λ cosτ3
√
λ = 0. We show sinκ2
√
λ = 0 by contradiction. We suppose that sinκ2
√
λ = 0. Then, it follows by
m21(λ) = 0 and λ = 0 that sinτ3
√
λ = 0. So, we have m11(λ) = α2α3 cosκ2
√
λ cosτ3
√
λ = 0, which contradicts m11(λ) = ±1
and α2α3 = ±1. This is why we have gotten sinκ2
√
λ = 0 and cosτ3
√
λ = 0. This combined with m12(λ) = 0 leads us
cosκ2
√
λ = 0. Furthermore, we get α2 = ±α3 from m11(λ) = ±1. 
Owing to this lemma and (1.3), we can see that the statement of Theorem 1.1(i) holds. We furthermore get
B = {λ ∈ R \ {0} ∣∣ cosκ2√λ = cosτ3√λ = 0} (3.1)
if α2 = ±α3. To prove Theorem 1.1(iii), we suppose that α2 = ±α3.
Lemma 3.2.
(I) If κ2/π /∈ Q , then we have B = ∅.
(II) We suppose that κ2/π = q/p, (p,q) ∈ N2 and gcd(p,q) = 1. We obtain
B =
{{ p2(2 j−1)2
4
∣∣ j ∈ N}=: P if q is odd,
∅ if q is even.
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satisfying κ2
√
λ = π/2+ nπ and τ3
√
λ = π/2+mπ . These implies that κ2/π = (1+ 2n)/(1+ n +m), which brings us the
statement (I). Furthermore, we have B = ∅ if κ2/π = q/p, (p,q) ∈ N2, gcd(p,q) = 1 and q is even.
Next, we prove that B = P if κ2/π = q/p, (p,q) ∈ N2, gcd(p,q) = 1 and q is odd. We ﬁrst show that B ⊂ P . Since
κ2/π = q/p, we have τ3/π = (2p − q)/p > 0. Substituting κ2/π = q/p and τ3/π = (2p − q)/p into κ2
√
λ = π/2+ nπ and
τ3
√
λ = π/2+mπ , we get q√λ/p = (1+ 2n)/2, (2p − q)√λ/p = (1+ 2m)/2. So, we have
λ = p
2(1+ 2n)2
4q2
= p
2(1+ 2m)2
4(2p − q)2 .
This leads us (1+2n)(2p−q) = q(1+2m). Because of gcd(q,2p−q) = 1, there exists some k ∈ 2N−1 satisfying 1+2n = qk.
So, we have λ = p2k2/4. This is why we have B ⊂ P . Finally, we can see that, for every j ∈ N, λ j := p2(2 j− 1)2/4 satisfying
κ2
√
λ j ∈ π/2+πZ and τ3
√
λ j ∈ π/2+πZ. Therefore we also obtain B ⊃ P . 
Lemma 3.3.We suppose that κ2/π = q/p, (p,q) ∈ N2 , gcd(p,q) = 1 and q ∈ 2N− 1. Then we have
Λ = {p(2 j − 1) ∣∣ j ∈ N}.
Proof. By Lemma 3.2, we only have to show that λ j is p(2 j − 1) th spectral gap for every j ∈ N. To demonstrate this, we
calculate the rotation number ρ(λ j). As the ﬁrst step, we consider Eqs. (2.1)–(2.4) in the case where λ = λ j , subject to
the initial condition ω0 = 0, which is because the rotation number is independent of the initial value. The corresponding
solution to ω(x, λ,0) is y2(x, λ). For x ∈ (0, κ2), we have
y2(x, λ j) = 1√
λ j
sin
√
λ jx and
d
dx
y2(x, λ j) = cos
√
λ j x.
Thus, it follows by κ2/π = q/p that
ω(κ2 − 0, λ j,0) = q(2 j − 1)2 π ∈
π
2
+πZ.
Substituting this value into (2.3) and (2.4), we have
sgn
(
sinω(κ2 + 0, λ j,0)
)= sgn(α2 sin q(2 j − 1)
2
)
,
and cosω(κ2 + 0, λ j,0) = 0. Because
sin
q(2 j − 1)
2
π = (−1)m,
where m = {q(2 j − 1)− 1}/2, we see that sgn(sinω(κ2 + 0, λ j,0)) = (−1)m sgnα2. Using (2.5), we have
ω(κ2 + 0, λ j,0) =
{
ω(κ2 − 0, λ j,0) if α2 > 0,
ω(κ2 − 0, λ j,0)−π if α2 < 0.
For x ∈ (κ2,2π), we note that
y2(x, κ j) = α2√
λ j
(−1)m cos(x− κ2)
√
λ j .
As discussed above, we have
ω(2π − 0, λ j,0) = ω(κ2 + 0, λ j,0)+ (2p − 1)(2 j − 1)2 π
= p(2 j − 1)π +
{
0 if α2 > 0,
−π if α2 < 0,
∈ πZ.
In addition, we have
ω(2π + 0, λ j,0) = p(2 j − 1)π +
⎧⎨
⎩
0 if α2 > 0, α3 > 0,
−2π if α2 < 0, α3 < 0,
−π if otherwise.
Periodicity of Eqs. (2.1) in ω brings us
ω(2kπ + 0, λ j,0) = ω(2π + 0, λ j,0)k
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ρ(λ j) = ω(2π + 0, λ j,0)2π .
On the other hand, it turns out that
 =
⎧⎨
⎩
0 if α2 > 0, α3 > 0,
2 if α2 < 0, α3 < 0,
1 if otherwise.
Owing to Theorem B, we conclude that λ j is the p(2 j − 1)th spectral gap for every j ∈ N. 
Lemmas 3.2 and 3.3 lead us to Theorem 1.2.
By the way, since we easily show that B = Λ = ∅ if β1 = β2 = 0, we see the proof of it here. If β1 = β2 = 0, then it turns
out that
M(λ) =
(
α3 cos2π
√
λ
α3√
λ
sin2π
√
λ
−
√
λ
α3
sin2π
√
λ 1α3
cos2π
√
λ
)
.
This implies that M(0) = ±E , namely, λ = 0. We can show that B = ∅ by contradiction. Suppose that M(λ) = ±E . Then,
it follows from α3 = 0 that sin2π
√
λ = 0. Since α3 = ±1, we have α3 cos2π
√
λ = ±1. This contradicts M(λ) = ±E . So, it
follows that B = Λ = ∅ if β1 = β2 = 0. Therefore, we have the following statement.
Remark 3.4. We recall β1, β2.β3 ∈ R \ {2,−2} and β3 = 0. If β1 = β2 = 0 holds, then we have Λ = ∅.
4. Proof of Theorem 1.3
We ﬁnally assume that β1 = 0 and β2 = 0. The monodromy matrix in this case is not as simple as that in the previous
section. The elements of M(λ) are calculated as follows.
m11(λ) = α1α2α3 cosτ1
√
λ cosτ2
√
λ cosτ3
√
λ− α2α3
α1
sinτ1
√
λ sinτ2
√
λ cosτ3
√
λ
− α1α3
α2
cosτ1
√
λ sinτ2
√
λ sinτ3
√
λ− α3
α1α2
sinτ1
√
λ cosτ2
√
λ sinτ3
√
λ,
m21(λ) = −α1α2
α3
√
λ cosτ1
√
λ cosτ2
√
λ sinτ3
√
λ+ α2
α1α3
√
λ sinτ1
√
λ sinτ2
√
λ sinτ3
√
λ
− α1
α2α3
√
λ cosτ1
√
λ sinτ2
√
λ cosτ3
√
λ −
√
λ
α1α2α3
sinτ1
√
λ cosτ2
√
λ cosτ3
√
λ,
m12(λ) = α1α2α3√
λ
sinτ1
√
λ cosτ2
√
λ cosτ3
√
λ+ α2α3
α1
√
λ
cosτ1
√
λ sinτ2
√
λ cosτ3
√
λ
− α1α3
α2
√
λ
sinτ1
√
λ sinτ2
√
λ sinτ3
√
λ + α3
α1α2
√
λ
cosτ1
√
λ cosτ2
√
λ sinτ3
√
λ,
m22(λ) = −α1α2
α3
√
λ sinτ1
√
λ cosτ2
√
λ sinτ3
√
λ− α2
α1α3
cosτ1
√
λ sinτ2
√
λ sinτ3
√
λ
− α1
α2α3
sinτ1
√
λ sinτ2
√
λ cosτ3
√
λ+ 1
α1α2α3
cosτ1
√
λ cosτ2
√
λ cosτ3
√
λ.
The following lemma is essential to determine the set B and resolve the coexistence problem.
Lemma 4.1.We have M(0) = ±E.
Proof. Since α1α2α3m12(0) = α21α22α23τ1 + α22α23τ2 + α23τ3 = 0, we have M(0) = ±E. 
Lemma 4.2. Suppose that M(λ) = ±E. If(
α21α
2
2α
2
3 − 1
)(
α22α
2
3 − α21
)(
α21α
2
2 − α23
)(
α21α
2
3 − α22
)= 0
holds, then we have sinτ1
√
λ sinτ2
√
λ sinτ3
√
λ = 0.
H. Niikuni / J. Math. Anal. Appl. 366 (2010) 283–296 293Proof. The proof of this lemma is given by contradiction. We suppose that sinτ1
√
λ sinτ2
√
λ sinτ3
√
λ = 0. Let us put xi =
cotτi
√
λ for i = 1,2,3. By virtue of M(λ) = ±E , we notice that
m11(λ)−m22(λ) =m12(λ) =m21(λ) = 0.
Dividing three formulae by sinτ1
√
λ sinτ2
√
λ sinτ3
√
λ, we have(
α1α2α3 − 1
α1α2α3
)
x1x2x3 +
(
α1
α2α3
− α2α3
α1
)
x3 +
(
α2
α1α3
− α1α3
α2
)
x1 +
(
α1α2
α3
− α3
α1α2
)
x2 = 0, (4.1)
−α1α2
α3
x1x2 + α2
α1α3
− α1
α2α3
x1x3 − 1
α1α2α3
x2x3 = 0, (4.2)
α1α2α3x2x3 + α2α3
α1
x1x3 − α1α3
α2
+ α3
α1α2
x1x2 = 0. (4.3)
Computing ((4.2) + (4.3)) × x1, we obtain(
α1α2α3 − 1
α1α2α3
)
x1x2x3 +
(
α3
α1α2
− α1α2
α3
)
x21x2 +
(
α2α3
α1
− α1
α2α3
)
x21x3 +
(
α2
α1α3
− α1α3
α2
)
x1 = 0. (4.4)
This combined with (4.1) shows that(
α1
α2α3
− α2α3
α1
)(
1+ x21
)
x3 +
(
α1α2
α3
− α3
α1α2
)(
1+ x21
)
x2 = 0. (4.5)
It follows from 1+ x21 = 0 that(
α21α
2
2 − α23
)
x2 +
(
α21 − α22α23
)
x3 = 0. (4.6)
Furthermore, (4.1) and (4.6) give us(
α21α
2
2α
2
3 − 1
)
x1x2x3 +
(
α22 − α21α23
)
x1 = 0. (4.7)
Erasing x2 by using this equation and (4.6), we have
x1
{(
α21α
2
2α
2
3 − 1
)(
α22α
2
3 − α21
)
x23 +
(
α22 − α21α23
)(
α21α
2
2 − α23
)}= 0. (4.8)
Now let us prove α21α
2
2α
2
3 −1 = 0 by contradiction. Assume that α21α22α23 −1 = 0. This combined with α22 = 1 and β23 = 1
immediately implies that α22 − α21α23 = α22 − 1/α22 = 0 and α21α22 − α23 = 1/α23 − α23 = 0. These and (4.8) imply that x1 = 0.
Substituting x1 = 0 into (4.2) and (4.3), we can see that x2x3 = α22 = 1/α22 , which contradicts α22 = 1. This is why we obtain
α21α
2
2α
2
3 − 1 = 0. In a similar way, we can also prove x1 = 0 and α22α23 − α21 = 0.
So, we obtain x2x3 = (α21α23 − α22)/(α21α22α23 − 1) from (4.7). Substituting this into (4.3) and multiplying the result by
α1α2(α
2
1α
2
2α
2
3 − 1)/α3, we see
α22
(
α21α
2
2α
2
3 − 1
)
x1x3 +
(
α21α
2
2α
2
3 − 1
)
x1x2 = α21
(
α42 − 1
)
.
On the other hand, (4.6) × x1 means that(
α21 − α22α23
)
x1x3 +
(
α21α
2
2 − α23
)
x1x2 = 0. (4.9)
These two equations bring us x1x3 = (α21α22 − α23)/(α21α22α23 − 1).
Next we show that α21α
2
2α
2
3 = 0 by contradiction. Let us suppose that α21α22 − α23 = 0. Then, we have x1x3 = 0. Due
to x1 = 0, we get x3 = 0. This combined with x2x3 = (α21α23 − α22)/(α21α22α21 − 1) means α21α23 − α22 = 0. So, it follows
that 0 = α21α22 − α23 = (α41 − 1)α23 = 0, which is a contradiction. Then, we have α21α22 − α23 = 0. It turns out from x1x3 =
(α21α
2
2 − α23)/(α21α22α23 − 1) and (4.9) that x1x2 = (α21 − α22α23)/(α21α22α23 − 1). We also can see that α21 − α22α23 = 0 in a
similar way to show that α21α
2
2 − α23 = 0. So far, we have proven that
x1x2 = α
2
2α
2
3 − α21
α21α
2
2α
2
3 − 1
, x1x3 = α
2
1α
2
2 − α23
α21α
2
2α
2
3 − 1
, x2x3 = α
2
1α
2
3 − α22
α21α
2
2α
2
3 − 1
(4.10)
and (
α21α
2
2α
2
3 − 1
)(
α22α
2
3 − α21
)(
α21α
2
2 − α23
)(
α21α
2
3 − α22
) = 0. (4.11)
This violates the assumption. Therefore, we arrive at the goal. 
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(A.1) α21α
2
2α
2
3 − 1 = 0.
(A.2) α22α
2
3 − α21 = 0.
(A.3) α21α
2
2 − α23 = 0.
(A.4) α21α
2
3 − α22 = 0.
Lemma 4.4. Suppose that M(λ) = ±E. Then, we have one of the following statements.
(I) If α21α
2
2α
2
3 − 1 = 0, then we have sinτ1
√
λ = sinτ2
√
λ = sinτ3
√
λ = 0.
(II) If α22α
2
3 − α21 = 0, then we have cosτ1
√
λ = cosτ2
√
λ = sinτ3
√
λ = 0.
(III) If α21α
2
2 − α23 = 0, then we have cosτ1
√
λ = sinτ2
√
λ = cosτ3
√
λ = 0.
(IV) If α21α
2
3 − α22 = 0, then we have sinτ1
√
λ = cosτ2
√
λ = cosτ3
√
λ = 0.
Proof. Lemma 4.2 taught us sinτ1
√
λ sinτ2
√
λ sinτ3
√
λ = 0. We ﬁrst suppose that sinτ1
√
λ = 0, which will lead us (I)
or (IV). Substituting sinτ1
√
λ = 0 into −(α2α3/α1
√
λ)m21(λ) = 0 and (α1α2
√
λ/α3)m12(λ) = 0, we have
α22 cosτ2
√
λ sinτ3
√
λ + sinτ2
√
λ cosτ3
√
λ = 0, (4.12)
α22 sinτ2
√
λ cosτ3
√
λ + cosτ2
√
λ sinτ3
√
λ = 0. (4.13)
These imply that (1−α42) sinτ2
√
λ cosτ3
√
λ = 0. We note that 1−α42 = 0. If cosτ3
√
λ = 0, then (4.12) gives us cosτ2
√
λ = 0
and it follows by substituting cosτ2
√
λ = 0 and it follows by substituting cosτ2
√
λ = cosτ3
√
λ = 0 into m11(λ)−m22(λ) = 0
that α21α
2
3 − α22 = 0. This is worth (IV). In a similar way, sinτ2
√
λ = 0 is linked with (I).
Next, we suppose that sinτ1
√
λ = 0. In this case, we have cosτ2
√
λ = α22α23 − α21 = 0 if sinτ3
√
λ = 0, and cosτ3
√
λ =
α21α
2
2 − α23 = 0 if sinτ2
√
λ = 0. These reason is also similar. 
Lemma 4.5.We have
B =
⎧⎪⎪⎨
⎪⎪⎩
{λ ∈ R \ {0} | sinτ1
√
λ = sinτ2
√
λ = sinτ3
√
λ = 0} if (A.1),
{λ ∈ R \ {0} | cosτ1
√
λ = cosτ2
√
λ = sinτ3
√
λ = 0} if (A.2),
{λ ∈ R \ {0} | cosτ1
√
λ = sinτ2
√
λ = cosτ3
√
λ = 0} if (A.3),
{λ ∈ R \ {0} | sinτ1
√
λ = cosτ2
√
λ = cosτ3
√
λ = 0} if (A.4).
Proof. We only show that B = {λ ∈ R \ {0} | sinτ1
√
λ = sinτ2
√
λ = sinτ3
√
λ = 0} := S in the case where α21α22α23 − 1 = 0.
Suppose that α21α
2
2α
2
3 −1 = 0. Lemma 4.4 means that B ⊂ S . The inverse relation directly follows by substituting sinτ1
√
λ =
sinτ2
√
λ = sinτ3
√
λ = 0 into M(λ). 
We deﬁne S1 = {p2 j2/4 | j ∈ N} and S2 = {p2 j2/16 | j ∈ N}.
Lemma 4.6. Suppose that (α21α
2
2α
2
3 − 1)(α22α23 − α21)(α21α22 − α23)(α21α23 − α22) = 0. We have
B =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
S1 if (B) and (A.1),
S2 if (B), p1 ∈ 2N− 1, p2 ∈ 2N− 1, p3 ∈ 2N and (A.2),
S2 if (B), p1 ∈ 2N− 1, p2 ∈ 2N, p3 ∈ 2N− 1 and (A.3),
S2 if (B), p1 ∈ 2N, p2 ∈ 2N− 1, p3 ∈ 2N− 1 and (A.4),
∅ otherwise.
Proof. We consider the case where (A.1) holds. We ﬁrst show that (B) holds if B = ∅. Let us suppose that B = ∅ and
(A.1). In this case, there exists some λ ∈ R \ {0} such that sinτ1
√
λ = sinτ2
√
λ = sinτ3
√
λ = 0. This implies the existence of
(l,m,n) ∈ N3 satisfying
τ1
√
λ = lπ, τ2
√
λ =mπ, τ3
√
λ = nπ.
So, we have τ1 : τ2 : τ3 = l :m : n, which gives us
τ1 = l , τ2 = m , τ3 = m . (4.14)
2π l +m + n 2π l +m + n 2π l +m + n
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gcd(p1, p2, p3) = 1. This is why B = ∅ if (B) does not hold.
Next, we suppose that (B) and (A.1) hold. Let us show that B = S1 holds. We ﬁrst prove that B ⊂ S1. We pick λ ∈ B,
arbitrarily. Since λ satisﬁes sinτ1
√
λ = sinτ2
√
λ = sinτ3
√
λ = 0 and λ = 0, it follows that there exist (l,m,n) ∈ N3 satisfying
2π p1
√
λ/p = π l, 2π p2
√
λ/p = πm and 2π p3
√
λ/p = πn. So, we have
λ = p
2
4
(
l
p1
)2
= p
2
4
(
m
p2
)2
= p
2
4
(
n
p3
)2
.
Since mp1 = lp2 and mp3 = np2, it follows that there exist some k1,k2 ∈ N such that
m = p2
gcd(p1, p2)
k1 and n = p3
gcd(p2, p3)
k2.
So, we get
4λ
p2
=
(
k1
gcd(p1, p2)
)2
=
(
k2
gcd(p2, p3)
)2
,
namely, gcd(p2, p3)k1 = gcd(p1, p2)k2. Since gcd(p1, p2, p3) = 1, we obtain gcd(gcd(p2, p3),gcd(p1, p2)) = 1. Therefore,
there exists some j ∈ N satisfying k1 = gcd(p1, p2) j. This is why we have λ = p2 j2/4, i.e., B ⊂ S1. We can show that B ⊃ S1
by a direct calculation. Therefore, we conclude that B = S1 if (B) and (A.1).
The left proof in this lemma is analogous to that in the case of (A.1). 
Proof of Theorem 1.3. In a similar way to Lemma 3.3, Lemma 4.6 combined with Theorem A means Theorem 1.2(i).
Next, we prove (ii). We suppose that (α21α
2
2α
2
3 − 1)(α22α23 −α21)(α21α22 −α23)(α21α23 −α22) = 0. We pick a λ ∈ B, arbitrarily.
We have
sinτ1
√
λ sinτ2
√
λ sinτ3
√
λ = 0
by contradiction. Seeking a contradiction, we suppose that sinτ1
√
λ = 0. Substituting this into m12(λ) = 0 and m21(λ) = 0,
we have (4.12) and (4.13). These imply cosτ2
√
λ sinτ3
√
λ = 0. This combined with (4.12) implies
sinτ3
√
λ = sinτ2
√
λ = 0 or cosτ2
√
λ = cosτ3
√
λ = 0. (4.15)
If follows from m11(λ)−m22(λ) = 0 that(
α21α
2
2α
2
3 − 1
)
cosτ2
√
λ cosτ3
√
λ + (α21α23 − α22) sinτ2√λ sinτ3√λ = 0. (4.16)
This violates (4.15). In a similar way, we get sinτ2
√
λ sinτ3
√
λ = 0. Throughout the same discussion to the proof of
Lemma 3.2, we obtain (4.10). Therefore, we have λ ∈ K, where
K =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
λ ∈ R \ {0}
∣∣∣∣∣∣∣∣∣∣
cotτ1
√
λ cotτ2
√
λ = α22α23−α21
α21α
2
2α
2
3−1
,
cotτ1
√
λ cotτ3
√
λ = α21α22−α23
α21α
2
2α
2
3−1
,
cotτ2
√
λ cotτ3
√
λ = α21α23−α22
α21α
2
2α
2
3−1
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
Inversely, we obtain K ⊂ B from the elements of the monodromy matrix. 
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