Abstract. In the field of ontology matching, the most systematic evaluation of matching systems is established by the Ontology Alignment Evaluation Initiative (OAEI), which is an annual campaign for evaluating ontology matching systems organized by different groups of researchers. In this paper, we report on the results of an intermediary OAEI campaign called OAEI 2011.5. The evaluations of this campaign are divided in five tracks. Three of these tracks are new or have been improved compared to previous OAEI campaigns. Overall, we evaluated 18 matching systems. We discuss lessons learned, in terms of scalability, multilingual issues and the ability do deal with real world cases from different domains.
Introduction
The development in the area of semantic technologies has been enabled by the standardization of knowledge representation languages on the web, in particular RDF and OWL. Based on these languages, many tools have been developed to perform various tasks on the semantic web, such as searching, querying, integrating and reasoning about semi-structured information. However, a crucial step in their large scale adoption in real world applications is the ability to determine the quality of a system in terms of its expected performance on realistic data. Semantic technologies, even though they support a similar functionality, are often not evaluated against the same data sets or the measured results are reproducible with significant effort only. Hence, the challenges on semantic technologies evaluation involves (a) the evaluation of technologies on the basis of test cases that allow conclusions relevant for real world applications and (b) the automatism and reproducibility of the evaluation process and its results.
Regarding the first point, in the field of ontology matching, systematic evaluations are established by the Ontology Alignment Evaluation Initiative (OAEI) [7] . It is an annual evaluation campaign, carried out since 2004, that offers datasets, from different domains, organized by different groups of researchers. Recently, two new datasets have been proposed [17, 11] that put a special focus on scalability and multilingual coverage. These are important aspects, due to recent initiatives such as Open Linked Data, where a large amount of multilingual data has to be processed. The aim of this paper is to report on the evaluation results of an intermediary OAEI campaign, called OAEI 2011. 5 , that includes these two datasets. With respect to the second point, the SEALS project (http://about.seals-project.eu/) has focused on establishing automatic and systematic evaluation methods for semantic technologies by providing, in particular, a software infrastructure for automatically executing evaluations. This infrastructure involves a controlled execution environment where evaluation organizers can run a set of tools on the same data set. Tools, test data and results in the context of an evaluation campaign are stored in the SEALS repositories. The OAEI 2011.5 campaign is executed on top of this infrastructure. This allows to reproduce all evaluation results that are reported within this paper. First, we describe ontology matching and the evaluation of ontology matching systems in §2. In §3 we continue with a description of the experimental setting that we applied to OAEI 2011.5. We present the results of our evaluation experiments for each dataset on its own in §4.1- §4.5. Finally, we summarize the most important lessons learned in §5.
Ontology matching evaluation
There have been different formalizations of the matching process [1, 16] . We follow the framework presented in [8] (see Figure 1 ). According to this framework, ontology matching systems generate alignments that are sets of correspondences. Given two ontologies O 1 and O 2 , an example for a correspondence is the statement that SubjectArea in O 1 is the same as a Topic in O 2 or that ExternalReviewer in O 1 is a subclass of Reviewer in O 2 . In this example, one of the correspondences expresses an equivalence, while the other one expresses a subsumption relation. The core elements of a correspondence are an entity from O 1 , an entity from O 2 , and a relation that is supposed to hold between them. The matched entities can be classes, properties or instances. In our experiments we are only concerned with matching classes and properties via equivalence.
A minimal data set for evaluating ontology matching systems consists of two ontologies O 1 and O 2 and an alignment R that is used as a gold standard. The quality of an alignment A is measured in terms of its compliance (precision and recall) against the reference alignment R. Precision is defined as |A ∩ R|/|A|, while recall is defined as |A ∩ R|/|R|. The F-measure combines precision and recall and is usually represented as their harmonic mean. For most of our experiments we present aggregated values for these three measures.
In addition to these compliance based measures, it is also important to measure the runtime of a matching process and to understand what factors have an impact on runtime and alignment quality (size of the ontologies, available resources in terms of computational power and additional background knowledge). We have, for example, conducted specific experiments to see whether a matching system can exploit a multi-core architecture to speed up the matching process. Another criteria is the coherence of the generated alignment as defined in [18] . The coherence of an alignment A is commonly measured with respect to the number of unsatisfiable classes obtained when reasoning with the input ontologies O 1 and O 2 together with A. The coherence of an alignment is very important and determines whether it can be used for certain types of applications (e.g., query processing and data migration) that require coherent alignments.
Experimental setting
Before describing data sets and tools, we give a brief overview on the overall procedure of OAEI 2011.5. The whole campaign can be divided in three phases:
Preparatory Participants wrap their tools against a predefined interface. Thus, evaluations can be executed locally by using a provided client software. This allows to check whether their tool works correctly with the data sets. Execution Final tool versions are uploaded by participants and the organizers run the evaluation using SEALS infrastructure with both blind and published datasets. Generated results are stored in the SEALS repository. Evaluation Stored results are analyzed, aggregated, visualized and published.
An extended report on all OAEI 2011.5 results can also be found at http: //oaei.ontologymatching.org/2011.5/results/index.html
We have run evaluation experiments divided in five different tracks. The tracks MultiFarm and Large BioMed appear for the first time in an OAEI campaign.
Benchmarks For this track, the focus of this campaign was on scalability; to that extent, we considered four "seed ontologies" from different domains and with different sizes. Two of them are completely new (jerm and provenance), biblio and finance were already considered in OAEI 2011. All data sets were created artificially by a test generator. Conference The Conference track uses a collection of ontologies from the domain of conference organization [25] . 
1000 correspondences has been created by domain experts [27] . Aside from some small modifications, the data set has been used for OAEI since 2007. MultiFarm This track is based on translating the OntoFarm collection to 9 different languages (English, Chinese, Czech, Dutch, French, German, Portuguese, Russian, and Spanish). As a results of this, the track offers challenging test cases for 36 language pairs (further details can be found in [17] ). Large BioMed This track aims at finding alignments between large and semantically rich biomedical ontologies such as FMA, SNOMED CT, and NCI [11] . In the OAEI 2011.5 we have evaluated the FMA-NCI matching problem using two reference alignments based on the UMLS Metathesaurus [3] . Table 1 lists the submitted systems to the SEALS platform in the OAEI 2011 and 2011.5 campaigns. Note that we have also evaluated participants of OAEI 2011, always using the most up-to-date version. As also shown in Table 1 , not all tools could be evaluated on all tracks. This is related to problems in processing a certain dataset, memory exceptions or timeouts. We refer the reader to the OAEI 2011.5 web page for details that we omit due to the lack of space.
Note that we have evaluated GOMMA with two different configurations in Anatomy and Large BioMed tracks. GOMMA bk uses specialised background knowledge, while GOMMA nobk has this feature deactivated. Furthermore, AgrMaker is also configured to use specialised background knowledge in Anatomy (referred as AgrMaker bk ).
In addition, we implemented two simple matching algorithms. As Baseline-E we refer to a matcher based on string equality disregarding capitalization. LogMapLt is a string matcher that exploits the creation of an inverted file, a type of index that is commonly used in information retrieval, to efficiently compute correspondences. 5 In general, recall increases from Baseline-E to LogMapLt, n/a n/a n/a 0.69 (0.97|0.54) 1/1 while precision decreases. Note that in many cases it is not easy to top these baselines in terms of F-measure.
Evaluation results and discussion

Benchmarks track
We considered four "seed ontologies" from different domains and with different sizes. For each seed ontology, 94 tests were automatically generated. Table 2 presents the average results for each benchmark, along with the overall average; values are given in the format F-measure (precision|recall). Systems are first ordered according to the number of benchmarks for which an output was provided, then by the highest general average. The last column of the table shows the number of benchmarks for which the matchers generated results and performed at least as good as the LogMapLt baseline. For example, Aroma passed all benchmarks, and topped the results of LogMapLt in 3 of them. There is no best systems for all benchmarks. However, MapSSS generates the best alignments in terms of F-measure, with Aroma, WeSeE and LogMapLt as followers. We observe a high variance in the results of several systems. Outliers are, for example, a high recall for Aroma with jerm, or a poor precision for GOMMA with provenance. This might depend on inter-dependencies between matching systems and datasets, and needs additional analysis requiring a deep knowledge of the evaluated systems. Such information is, in particular, useful for developers to detect and fix problems specific to their tool.
Regarding runtime, a data set of 15 tests was used for each seed ontology. All the experiments were done in a 3GHz Xeon 5472 (4 cores) machine running Linux Fedora 8 with 8GB RAM. Figure 2 shows a semi-log graph for runtime measurement against benchmark size in terms of classes and properties.
GOMMA, Aroma and LogMap are the fastest tools. We cannot conclude on a general correlation between runtime and quality of alignments. The fastest tools provide in many cases better compliance results than slower tools (MapEVO and MapPSO). However, Lily, which is the slowest tool, provides also alignments of high quality. Furthermore, we observe that tools are more sensitive to the number of classes and properties contained in the ontologies than to the number of axioms; the biblio and jerm ontologies have a similar number of axioms (1332 vs. 1311), but the results for these benchmarks are different for almost all tools.
Conference track
For OAEI 2011.5, the available reference alignments have been refined and harmonized. New reference alignments have been generated as a transitive closure computed on the original reference alignments. In order to obtain a coherent result, conflicting correspondences (i.e. those causing an unsatisfiability) have been manually inspected and removed. As a result the degree of correctness and completeness of the new reference alignment is probably slightly better than for the old one. However, the differences are relatively restricted. Table 3 shows the results of all participants with regard to the new reference alignment. F 0.5 -measure, F 1 -measure and F 2 -measure are computed for the threshold that provides the highest average F 1 -measure. F 1 is the harmonic mean of precision and recall where both are equally weighted; F 2 weights recall higher than precision and F 0.5 weights precision higher than recall. The matchers shown in the table are ordered according to their highest average F 1 -measure. Baselines LogMapLt and Baseline-E divide matchers into four groups. Group 1 consists of best matchers (YAM++, CODI, LogMap, AgrMaker, WeSeEMtch and Hertuda) having better results than baseline LogMapLt in terms of average F 1 -measure. Group 2 consists of matchers that perform worse than baseline LogMapLt in terms of average F 1 -measure but still better than Baseline-E (GOMMA, AUTOMSv2). Group 3 (CSA, MaasMtch, CIDER, MapSSS, Lily, AROMA and Optima) contains matchers that are worse than Baseline-E but are better (or almost the same) in terms of average F 2 -measure. Finally, group 4 consists of matchers (LDOA, MapPSO and MapEVO) performing worse than Baseline-E with regard to all F-measures.
For better comparison with previous years we also evaluated the matching systems with the old reference alignments. The results based on the old reference alignments are in the most of cases better by 0.03 to 0.04 points. Regarding comparison between the OAEI 2011 and OAEI 2011.5 top matchers, YAM++ improved its results by 0.09 percentage points and remained on the top. LogMap worsened by 0.03 percentage points while CODI provided the same results, hence CODI and LogMap changed their position in the order according to F 1 -measure.
Multifarm track
In this dataset, we distinguished between two types of test cases:
6 (i) those test cases where two different ontologies have been translated in different languages; and (ii) those test cases where the same ontology has been translated in different languages. Significant differences between results measured for (i) and (ii) can be observed in Table 4 . While the three systems that implement specific multilingual techniques (WeSeE, AUTOMSv2 and YAM++ use different translators for translating the ontologies to English) clearly generate the best results for test cases (i), only one of these systems is among the top systems for type (ii). This subset is dominated by the systems YAM++, CODI, and MapSSS.
We can observe that systems focusing on multilingual methods provide much better results than generic matching systems. However, the absolute results are still not very good, if compared to the top results of the Conference dataset (0.71 F 1 -measure). From all specific multilingual methods, the techniques implemented in YAM++ generate the best alignments in terms of F-measure (followed by AUTOMSv2 and WeSeE). It is also an interesting outcome to see that CIDER can generate clearly the best results compared to all other systems with nonspecific multilingual systems.
Looking for the average of all systems in test cases (i) and the different pairs of languages, the best scores are for de-en (.29) and es-pt (.26) pairs. We cannot neglect certain language features in the matching process. The average best F-measures were indeed observed for the pairs of languages that have some degree of overlap in their vocabularies (de-en, fr-pt, es-pt). This is somehow expected, however, we could find exceptions to this behavior. In fact, MultiFarm requires systems exploiting more sophisticated matching strategies than label similarity and for many ontologies in MultiFarm it is the case. It has to be further analysed with a deep analysis of the individual pairs of ontologies. Furthermore, the way the MultiFarm ontologies have been translated by the different human expert may have an impact in the compliance of the translations according to the original ontologies.
Anatomy track
The results for the anatomy track are presented in Table 5 . Top results in terms of F-measure are generated by AgrMaker bk and GOMMA bk . These systems are closely followed by CODI, LogMap, GOMMA nobk , and finally (with some distance) MapSSS. Some systems could not top the LogMapLt baseline in terms of F-measure. However, most of these systems have higher recall scores. Low F-measure values are caused by low precision in all of these cases. This means that those systems find a large amount of non-trivial correspondences.
For measuring runtimes, we have executed all systems on virtual machines with one, two, and four cores each with 8GB RAM. Runtime results shown in Table 5 are based on the execution of the machines with one core. The column rightmost shows the reduction rate that was achieved when running the tools on the four core environment, i.e. the value is computed as runtime on a 4-core environment divided by runtime using 1-core. A matcher that scales perfectly well would achieve a value of 25%. We executed each system three times and report on average runtimes in seconds.
The fastest systems are LogMap, GOMMA (with and without the use of background knowledge) and AROMA. The enormous variance in measured runtimes is an interesting result. In general, there seems to be no positive correlation between the quality of the alignment and a long runtime. The rightmost column shows that some systems scale well and some systems can not at all exploit a multicore environment. AgrMaker, LogMap and GOMMA reduce their runtime on a 4-core environment up to 50%-65% compared to executing the system with one core. The top system in terms of scalability is MaasMatch; we measured a reduction up to 40%. However, we observed that running a system with 1-core vs. 4-cores has no effect on the order of systems. Differences in runtimes are too strong and thus the availability of additional cores does not change this order.
Large BioMed track
We evaluated the FMA-NCI matching problem using two reference alignments based on UMLS [11] . The first reference alignment contains 3,024 correspondences and represents the original UMLS-based alignment between FMA and NCI [12] . This set, however, leads to a significant number of unsatisfiable classes when integrated with FMA and NCI. The second reference alignment addresses this problem and presents a refined set which contains 2,898 correspondences [10] . Three tasks have been considered involving different fragments of FMA and NCI:
Task 1 consists of matching two (relatively small) modules of FMA and NCI.
The FMA module contains 3,696 classes (5% of FMA), while the NCI module contains 6,488 classes (10% of NCI). Task 2 consists of matching two (relatively large) modules of FMA and NCI.
The FMA module contains 28,861 classes (37% of FMA) and the NCI module contains 25,591 classes (38% of NCI). Task 3 consists of matching the whole FMA and NCI ontologies, which contains 78,989 and 66,724 classes, respectively.
We have executed all systems in a high performance server with 16 CPUs and 10 Gb. Table 6 summarizes the obtained results where systems has been ordered according to the F-measure against the refined reference alignment. Besides precision (P), recall (R), F-measure (F) and runtimes we have also evaluated the coherence of the alignments when reasoning together with the input ontologies.
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GOMMA (with its two configurations) and LogMap are a bit ahead in terms of F-measure with respect to Aroma, MaasMatch, CSA and MapSSS, which could not top the results of our base-line LogMapLt. Furthermore, MaasMatch failed to complete Tasks 2 and 3. GOMMA bk obtained the best results in terms of recall for all three tasks and the best F-measure for Task 1, while LogMap provided the best results in terms of precision and F-measure for Tasks 2 and 3. Finally, GOMMA nobk provided the most precise alignments for Task 1. The use of the original UMLS-based reference alignment did not imply important variations. It is worth mentioning, however, that GOMMA bk improves its results when comparing with the original UMLS alignment and provides the best Fmeasure for Task 3.
As expected, efficiency decreases as the size of the input ontologies increases. For example, GOMMA bk 's F-measure decreased from 0.921 (Task 1) to 0.818 (Task 3). Furthermore, GOMMA bk 's runtime also increased from 34 seconds to more than 18 minutes. CSA is an exception since (surprisingly) maintained exactly the same results for the three tasks.
Regarding mapping coherence, only LogMap generated an 'almost' clean output in all three tasks. Although GOMMA nobk also provides highly precise output correspondences, they lead to a huge amount of unsatisfiable classes.
In the following we summarize the most important lessons learned and raise some conclusions related to future work.
Multilingual coverage Only 3 systems are able to deal, at a minimal level, with the multilingual labels in MultiFarm, thus there is plenty of room for improvements towards a multilingual semantic web. We could also observe a strong correlation between the ranking in Benchmark and the ranking in MultiFarm type (ii), for non-specific multilingual systems, while there is no (or very weak) correlation between results for tests of types (i) and (ii). Precision and recall It is hard to top our baselines in terms of F-measure. This is related to the fact that it is not easy to detect non-trivial correspondences without a (significant) loss in precision. Nevertheless, comparing OAEI 2011.5 and OAEI 2011 there is an increase in a number of high quality matchers for tracks that have not changed (Anatomy and Conference). Computational resources There is a high variance in runtimes between different matching algorithms. These differences cannot be counterbalanced by additionally computational power in number of cores. At the same time, we have also seen that some systems can cope with large ontologies only with large amount of RAM. Scalability The Benchmark results indicate that there are two families of systems. Those that scale well with respect to ontology size, and those where we find big differences in runtimes. Moreover, we have learned that the relevant factor is not the number of axioms, but the number of classes and properties. Coherence As shown in the Large BioMed track even highly precise alignment sets may lead to a huge number of unsatisfiable classes. Thus, the use of techniques to assess alignment coherence is critical. However, LogMap, CODI, and YAM++ are the only systems that use such techniques. 8 In future evaluations this aspect should not be neglected. Large ontologies Efficiency significantly decreases as the size of the input ontologies increases (see Benchmark and Large BioMed tracks). In the OAEI 2012, however, we intend to evaluate even harder problems such as FMA-SNOMED and SNOMED-NCI [11] . Although these matching problems will represent another significant leap in complexity, we take our positive experiences as an indication that matching these ontologies is still feasible.
