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Abstract—Battery impedance spectroscopy
models are given by fractional order (FO)
differential equations. In the discrete-time
domain, they give rise to state-space models
where the latent process is not Markovian.
Parameter estimation for these models is therefore
challenging, especially for non-commensurate FO
models. In this paper, we propose a Bayesian
approach to identify the parameters of generic FO
systems. The computational challenge is tackled
with particle Markov chain Monte Carlo methods,
with an implementation specifically designed for
the non-Markovian setting. The approach is
then applied to estimate the parameters of
a battery non-commensurate FO equivalent
circuit model. Extensive simulations are provided
to study the practical identifiability of model
parameters and their sensitivity to the choice of
prior distributions, the number of observations,
the magnitude of the input signal and the
measurement noise.
Index Terms—Parameter estimation, System
identification, Bayesian Inference, Fractional or-
der systems, Batteries.
I. Introduction
Fractional Order (FO) models are important in the
study of electrochemical and biological systems, [1]
and references therein. Certain features in the FO
models make their identification challenging. Before
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reviewing specific issues, we recall that a continuous-
time state-space model of FO systems is given by [2]:
dαx(t)
dtα
= A¯(β)x(t) + B¯(β)u(t),
y(t) = M(β)x(t) +D(β)u(t),
(1)
where x ∈ Rn is the state vector; u ∈ R and y ∈ R
are input and output signals, respectively; A¯(β) ∈
Rn×n, B¯(β) ∈ Rn×1, M(β) ∈ R1×n and D(β) ∈ R
are system matrices which depend on the parameter
vector β ∈ Rq to be identified. Moreover,
dαx(t)
dtα
=
[dα1x1(t)
dtα1
, . . . ,
dαnxn(t)
dtαn
]
(2)
is the vector of FO derivatives, with unknown FOs
denoted by αi ∈ (0, 1), i = 1, . . . , n.
By defining the parameter vector as
θ =
[
α1 · · · αn β
]
, (3)
the corresponding model in the discrete-time domain
is given by [2]:
xk+1 =
k∑
j=0
Aj(θ)xk−j +B(θ)uk,
yk = M(θ)xk +D(θ)uk,
(4)
with
A0(θ) = diag{α1, · · · , αn}+
diag{Tα1s , · · · , Tαns }A¯(β),
Aj(θ) = (−1)jdiag
{(
α1
j + 1
)
, · · · ,
(
αn
j + 1
)}
,
for 1 ≤ j
B(θ) = diag{Tα1s , · · · , Tαns }B¯(β),
(5)
where Ts is the sample time, k ∈ N is the time index,
diag{·} denotes the diagonal matrix and (αij ) is the
binomial coefficient given by(
αi
j
)
= Γ(αi + 1)Γ(j + 1)Γ(αi + 1− j) , (6)
where, Γ(·) denotes the gamma function
Γ(αi) =
ˆ ∞
0
zαi−1e−zdz, for αi ∈ C with <(αi) > 0,
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where < denotes the real part of a complex number.
Definition 1: An FO system is said to be com-
mensurate if for all i ∈ {1, . . . n}, there exists ρ ∈
N, such that αi = ρα, where α ∈ R; otherwise it is
said to be non-commensurate [1]. 
Now, the main issues associated with parameter
estimation in FO systems are more evident: 1) the
state vector xk+1 depends on all the past states x0
up to xk, therefore the FO system is non-Markovian
1, and 2) the model is highly nonlinear, with respect
to the parameters.
Several least-squares estimation methods have
been proposed in [3]–[5] for the identification of
continuous-time FO transfer functions of the form
F (s) = Y (s)
U(s) =
bms
βm + · · ·+ b1sβ1 + b0sβ0
ansαn + · · ·+ a1sα1 + 1 , (7)
where U and Y are Laplace transforms of the input
and output (observation) signals, respectively. These
methods have been modified in [6], [7], and developed
into the Crone toolbox [8], [9]. The Crone toolbox is
mainly based on the instrumental variable state vari-
able filter (ivsvf) method and the simplified refined
instrumental variable for continuous-time fractional
(srivcf) method, which are both based on instru-
mental variable concepts [10]–[12]. In these meth-
ods, the FO model is linearised by approximating
all fractional differentiation operators sαi and sβj
by higher-order rational transfer functions [6]. The
coefficients bj ’s and ai’s are identified by using the
coefficient map that exists between the original and
approximated models. Manual search [6], gradient
descent [7], or interior-point [13] optimizations are
combined with the ivsvf and srivcf functions for
the estimation of the fractional orders. In the non-
commensurate case, the approximate model is of high
order so that the coefficient map between the original
and approximated model becomes very complex and
may be intractable. This issue highlights the need for
novel tools to directly identify general FO models.
In [14], an identification method based on swarm
optimization has been proposed to identify a battery
non-commensurate FO model.
In this paper, a novel method based on Bayesian
inference is presented. Bayesian inference assumes
a prior distribution on parameters, which is then
updated, using the observations, to yield the poste-
rior distribution. By investigating the posterior dis-
tribution, parameters can be estimated, along with
associated credible regions reflecting uncertainty. By
1In Markovian systems, xk+1 can be written as functions of
xk and inputs.
comparing the prior and posterior distributions, the
identifiability of the model can be assessed from a
practical perspective, by answering questions such
as: do the data inform the parameters? Are some
parameters more easily identifiable than others?
Markov chain Monte Carlo methods provide an
approach to approximate the posterior distribution,
provided that the associated probability density
function can be evaluated point-wise. More recently,
particle Markov chain Monte Carlo (PMCMC) [15]
methods have been proposed for Bayesian inference
in state-space models, where the posterior density
can only be estimated point-wise. For FO models, the
added difficulty lies in the fact that the latent process
is non-Markovian. Here we will use PMCMC, with a
novel implementation that leads to practical approx-
imations in the case of non-Markovian models. The
method enables Bayesian inference without requiring
any model simplifications, such as linearizations or
Gaussian assumption, and is applicable to any state-
space model with non-Markovian latent processes.
Recently, there has been a significant inter-
est in the design of model-based battery systems
to improve the efficiency and reliability of elec-
tric vehicles and renewable energies [16]. Among
the employed models, the battery Electrochemical
Impedance Spectroscopy (EIS) models with FO dy-
namics have received much attention. They are more
accurate than the conventional lumped models and
are computationally less expensive than the electro-
chemical models defined by highly coupled partial
differential equations. A comprehensive survey of
battery models has been given in [16]. A general
schematic of the battery impedance FO models is
shown in Figure 1, where i and v denote the battery
current and voltage, respectiely. R∞ represents the
battery ohmic resistance at high frequencies. Each
parallel pair is employed to model the battery pro-
cesses over a certain frequency range. The number
of parallel pairs depends on the required accuracy
for the frequency domain fitting of impedance spec-
tra. The terms Cisαi , i = 1, · · · , n, called constant
phase elements (CPEs), model diffusion processes
(e.g. charge transfer resistance and double layer ca-
pacitance) more accurately compared to the lumped
models as shown in [17] and [13]. In low frequency
ranges, the impedance frequency response may show
constant phase behaviour such that the associated
parallel resistor can be considered as an open circuit.
This is referred to as Warburg term in the literature
[17]. Reference [17] provides more information on
battery EIS and associated FO models.
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Fig. 1. The general battery electrochemical impedance spec-
troscopy model.
By defining u = i and y = v, and the voltage across
the CPEs as the state variables,
x ,
[
v1 · · · vn
]
, (8)
it is easy to show that Aj , B, M and D in the state-
space model (4) are given by:
Aj(θ) = diag {a1,j(θ), · · · , an,j(θ)}
B(θ) =
[
b1(θ) · · · bn(θ)
]
M(θ) =
[
m1 · · · mn
]
D(θ) = d(θ),
(9)
with
ai,0(θ) = αi − T
αi
s
RiCi
, ai,j(θ) = (−1)j
(
αi
j + 1
)
bi(θ) =
Tαis
Ci
, mi = 1, d(θ) = R∞
for i = 1, . . . , n and j = 1, 2, . . . , T,
(10)
where T is the data length, k = 1, . . . , T .
In order to estimate the parameter vector θ from
v and i, the battery FO models are currently fitted
to frequency domain impedance spectra that are
obtained through EIS, [18]–[20]. This requires a data
conversion that may introduce bias in the estimation
[13]. Thus, parameter estimation of the battery FO
models directly from time-domain data is very ap-
pealing.
In [2] we showed that the FO model with just
a single CPE (where n = 1 in Figure 1) is glob-
ally identifiable. Here we study the identifiability
of the model with more than one CPE using the
proposed Bayesian approach. Extensive simulations
on a battery FO system are provided to illustrate
how the proposed method enables the study of var-
ious effects on parameter identification, such as the
data length, the magnitude of the input signal, the
choice of prior, and the measurement noise. We also
show that the parameters of the Warburg term in
the non-commensurate FO battery model are not
identifiable. The source code is available online at
https://github.com/pierrejacob/BatteryMCMC.
The main contributions of the paper are:
- Introduction of Bayesian framework for Identifi-
cation of general FO systems.
- Reduction of the computational and memory
cost for the non-Markovian particle filter.
- Applications to identifiability of non-
commensurate FO battery models.
II. Bayesian Inference
In this section, we describe Bayesian inference in
the context of non-Markovian state-space models.
The vector (vs, . . . , vt) (resp. (vs, . . . , vt)) is denoted
by vs:t (resp. vs:t). The notation a ∼ p(· | b) means
that a is a random variable distributed according to
a distribution p which depends on b. The Gaussian
distribution with mean µ and variance σ2 is denoted
by N (µ, σ2).
A. Inference in state-space models
Given measurements y0:T , parameter inference
refers to the task of estimating the parameter vector
θ in the general state-space model
x0 ∼ µ(· | θ),
∀k ∈ {1, . . . , T} xk ∼ fk(· | x0:k−1, θ),
∀k ∈ {0, . . . , T} yk ∼ gk(· | xk, θ),
(11)
where T ∈ N denotes the total number of observa-
tions [21], [22]. Note that the notation reflects that
fk potentially depends on all the past states x0:k−1,
and thus {x0, · · · , xk} is not necessarily a Markov
chain. Both fk and gk could be nonlinear functions.
Therefore, the FO model (4) is in the Bayesian
framework (11), upon specifying a state noise and
an observation noise. For simplicity, we will consider
additive Gaussian noises, that is, we consider:
xk+1 =
k∑
j=0
Aj(θ)xk−j +B(θ)uk + σxεk,
yk = M(θ)xk +D(θ)uk + σyηk,
(12)
where (εk) and (ηk) are sequences of independent
standard Gaussian variables, and σx, σy are positive
values.
Statistical inference classically relies on the like-
lihood function, defined by θ 7→ p(y0:T | θ), where
p(y0:T | θ) is the density of the observations evaluated
with the dataset y0:T for the parameter θ. For state-
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space models the likelihood can be written, for any
θ, in terms of µ, fk and gk as follows,
p(y0:T | θ) =
ˆ
µ (x0 | θ) g0(y0 | x0, θ)×
T∏
k=1
fk (xk | x0:k−1, θ) gk(yk | xk, θ)dx0:T .
(13)
One way to estimate the parameters is to maximise
the likelihood function θ 7→ p(y0:T | θ) with respect
to θ, yielding the maximum likelihood estimator.
Confidence intervals can be constructed by assuming
that the maximum likelihood estimator is asymp-
totically normal; other ways to obtain confidence
intervals, such as bootstrap, are not readily appli-
cable to state-space model settings. Alternatively,
Bayesian inference relies on a probability distribution
defined on the space Θ, representing our knowledge
about the parameters given the observations [23]. We
first specify a prior distribution p(θ), representing
the knowledge of θ before observing the data (for
instance, based on past experiments, intuition, liter-
ature search, etc). Then, the posterior distribution
of the parameters given the observations is given by
Bayes formula:
p(θ | y0:T ) = p(θ)p(y0:T | θ)´
p(ϑ)p(y0:T | ϑ)dϑ. (14)
In the numerical experiments, we will be particularly
interested in the changes between the prior and the
posterior, which inform us about how much has been
learned from the data, and thus give a practical
notion of identifiability. The posterior distribution
p(θ | y0:T ) can also be used to obtain point esti-
mates, such as the posterior mean, and uncertainty
is typically measured using credible regions [23].
Since the posterior distribution typically does not
belong to a standard class of parametric probability
distributions, it is approximated using Monte Carlo
methods, which provide samples approximately dis-
tributed according to the posterior distribution.
For general state-space models, that is, generic
choices of µ, fk and gk, the integral in Eq. (13) cannot
be evaluated exactly, and has to be numerically ap-
proximated. Therefore, exact posterior density eval-
uations are not available either. We will describe
how to construct flexible and efficient approximations
of the posterior distribution using a combination of
Markov chain Monte Carlo (MCMC) algorithms [24]
and particle filters [25], called particle Markov chain
Monte Carlo (PMCMC) [15].
B. Likelihood estimation using particle filters
For our purposes, particle filters [25]–[27] will pro-
vide approximations of the likelihood in Eq. (13),
for any θ ∈ Θ, up to a multiplicative constant.
The user sets a number of particles N ∈ N. Larger
values of N yield better precision but the compu-
tational cost of the method increases linearly with
N . A population of N particles is first sampled from
the initial distribution µ(· | θ). These particles are
denoted by x1:N0 = (x10, . . . , xN0 ). Then, each particle
is weighted, using the first observation y0. That is,
for each i ∈ {1, . . . , N}, wi0 = g0(y0 | xi0, θ). These
weights w1:N0 are such that the weighted sample,
(wi0, xi0)Ni=1 is approximately distributed according
to p(x0 | y0, θ). This weighting is commonly called
importance sampling [24] and concludes the initial-
ization of the algorithm.
The next step consists in selecting some par-
ticles and discarding others, according to their
weights. This is the resampling step, which comes
in various flavors. The most standard resampling
scheme, called multinomial resampling, consists in
drawing, independently for each i ∈ {1, . . . , N},
an ancestor variable ai0 ∈ {1, . . . , N} accord-
ing to a categorical distribution with parameters
(w10/
∑N
j=1 w
j
0, . . . , w
N
0 /
∑N
j=1 w
j
0). The variable ai0 is
interpreted as the index of the parent of particle i
at time 1, among the N particles at time 0. Once
the parents a1:N0 are chosen, the new particles are
sampled and weighted according to xi1 ∼ q1(· | xa
i
0
0 , θ)
and
wi1 =
f1(xi1 | xa
i
0
0 , θ)g1(y1 | xi1, θ)
q1(xi1 | xa
i
0
0 , θ)
.
This is another importance sampling step, where
the proposal distribution is q1, and the weights are
computed such that (xi1, wi1)Ni=1 is approximately
distributed according to p(x1 | y0, y1, θ). Let us
introduce the paths x¯i0:1 = (x
ai0
0 , x
i
1), for each i ∈
{1, . . . , N}. Then the weighted paths (wi1, x¯i0:1)Ni=1
are approximately distributed according to the path
distribution p(x0, x1 | y0, y1, θ). The algorithm then
proceeds in a similar fashion for the subsequent steps,
resampling, sampling and weighting the particles
until all the data have been assimilated. A pseudo-
code description of the algorithm is given in Section
V-A. The algorithm provides at every time k a
weighted sample (wik, x¯i0:k)Ni=1 that approximates the
path distribution p(x0:k | y0:k, θ). More importantly
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for us, the quantity
pˆ(y0:T | θ) =
T∏
k=0
(
1
N
N∑
i=1
wik
)
(15)
is an estimator of the likelihood p(y0:T | θ). A rich
literature is devoted to the theoretical study of the
algorithm and the properties of this type of estimator
[28]–[30], at least in the settings of Markovian latent
processes. These results indicate that, as the num-
ber of observations T goes to infinity, the relative
variance of the likelihood estimator pˆ(y0:T | θ) can
be bounded independently of T if one chooses N
proportionally to T .
The user has to choose the proposal distributions
qk(· | x0:k−1, θ) for all k ≥ 1. The default choice of
proposal is to use qk = fk, the model transition. This
choice leads to a simplified expression of the weight,
wik = gk(yk | xik, θ). Another choice, called locally
optimal proposal, consists in using
qk(xk | x0:k−1, θ) = p(xk | yk, x0:k−1, θ), (16)
which leads to the weight wik = p(yk | x¯i0:k−1, θ). The
locally optimal proposal takes the next observation
yk into account when propagating the particles from
time k − 1 to time k. Appendix V-B details the
calculation leading to the locally optimal proposal
for the battery models of Section III. The choice
of proposal distributions has a direct impact on the
variance of the estimator pˆ(y0:T | θ).
C. Special features of non-Markovian models
We consider the following implementation of the
standard particle filter. Given the non-Markovianity
of the latent process, sampling each particle xik at
time k requires computing a function ψk of a tra-
jectory, (xi0, . . . , xik−1). In the models considered in
the article, such as (12), this function takes the form
of a weighted sum: ψk(x¯i0:k) =
∑k
t=0 αk,tx¯
i
k−t,where
(αk,t)t≥0, for each k, are coefficients that can be
computed given the parameter θ. Naively computing
this weighted sum for each particle would yield a
cost of order k, at time k; and thus an overall
computational cost of order N × T 2, where T is
the number of observations to assimilate and N the
number of particles. Furthermore, the naive memory
cost of storing all the trajectories would be of order
N × T .
However, we can reduce both the memory cost
and the computational cost, by representing the
trajectories as branches of a tree. At each step of
the particle filter, new leaves are added to the tree,
corresponding to the new generation of particles. The
ancestors give the list of new branches. At the same
time, some existing branches of the tree can be cut,
corresponding to particles that have been discarded
in the resampling step. As a result, it was shown
in [31] that the number of nodes in the tree is of
order k + CN logN at time k, in expectation. The
constant C does not depend on N and T . Efficient
algorithms to implement this tree structure are given
in [31]. Therefore, the memory cost can be reduced
fromN×T to T+CN logN . Furthermore, computing
the N sums at time k only requires browsing the
whole tree once, from the root to the leaves, for a
cost of order k+CN logN at step k. Performing this
operation for each k in {1, . . . , T} yields an overall
computational cost of order T 2+CTN logN , instead
of N × T 2 with the standard implementation..
Thus, the memory cost of particle filtering for
the paths of a non-Markovian model is of order
T + CN logN , and the computational cost of the
algorithm is of order T 2+CTN logN , when the tran-
sition involves sums as in Eq. (12). The same would
be true for any calculation that only requires parsing
the tree structure once. This is to be compared with
a computational cost of NT and a memory cost
of N for Markovian models. Since N is typically
comparable to T , and logN is a small value, the tree
structure gives an order of magnitude improvement,
both computationally and in terms of memory, over
the standard implementation.
D. Parameter estimation using particle Markov
chain Monte Carlo
We next describe briefly how point-wise likelihood
estimates pˆ(y0:T | θ), such as the ones produced
by particle filters, can be used to obtain samples
from the posterior distribution. We consider MCMC
algorithms to produce θ1:M = (θ1, . . . , θM ), the re-
alization of a Markov chain approximately following
the posterior distribution of Eq. (14) [24]. Standard
MCMC requires point-wise evaluations of the poste-
rior density, and thus is not applicable here. Instead,
we have access to estimators provided by particle
filters, which leads to particle MCMC [15]. These
methods have been thoroughly analyzed in [32]–
[35]. We will use in particular the Particle Marginal
Metropolis–Hastings (PMMH) algorithm, based on
the standard Metropolis–Hastings algorithm [24],
[36]. Remarkably, the Markov chain θ1:M produced
by PMMH still converges to the target distribution
when M goes to infinity, as if exact density evalua-
tions were used. The PMMH algorithm is described
5
R1
1
C1s↵1
R1
1
C2s↵2 i(t)
v(t)
-
+
Fig. 2. The R∞ −R1|| 1C1sα1 −
1
C2sα2
circuit.
0 0.05 0.1 0.15 0.2 0.25 0.3
Z
real(Ω)
0
0.05
0.1
0.15
0.2
-
Z
im
ag
(Ω
)
0.01
frequency increases
0.1 mHz
R1 and 1/(C1 s
α
1)
2 kHz
1/(C2 s
α
2)
ohmic
resistance
R
∞
Warburg term
charge transfer resistance and
double layer capacitance
Fig. 3. Frequency response of the circuit Figure 2 for the
parameters values given in Eq. (17).
in pseudo-code in Section V-C, along with details on
algorithmic tuning.
Remark 1: The literature on particle filters and
PMCMC methods usually considers the case where
the latent process (xk)k∈N is a Markov chain, but
we see that all the above algorithms are directly
implementable in the non-Markovian setting. Few
articles have considered the non-Markovian case [37]–
[39]. 
III. Bayesian Inference in Battery Systems
We consider the battery FO model represented in
Figure 2, which includes two CPEs. The resistance
associated with C2 is open-circuit to model the War-
burg term. The model is given by (12) with system
matrices (9) and (10) for n = 2 and R2 = ∞.
Figure 3 shows the typical frequency response of
the circuit which is evident in a large number of
electrochemical systems and may be measured using
EIS [17], [40]. The relation between elements and
frequency response have been annotated in the figure.
The effect of an additional R2 in parallel with C2 is
also investigated later in this study. The initial value
of the state vector is set to zero: x0 = [0 0]. The
parameter vector is
θ =
[
R∞ R1 C1 C2 α1 α2
]
.
TABLE I
Range for each parameter.
Parameter Min Max
R∞ Ω 0.005 0.10
R1 Ω 0.050 0.50
C1 Fcm−2s−α1 1.00 5.00
C2 Fcm−2s−α2 300 500
α1, α2 0.40 1.00
We generate synthetic data using the parameter set
θ? =
[
0.01 0.2 3.0 400 0.8 0.5
]
. (17)
Figure 3 shows the frequency response of the cir-
cuit for the above ‘true’ values from 0.1 mHz to 2
kHz.
The data length is set to T = 930 samples.
The standard deviations are set to σx = 0.002
and σy = 0.02. A pseudo-random binary sequence
(PRBS) signal between -1 and +1 was generated for
(uk)k∈N, with sampling time Ts=0.5 ms. The output
voltage (yk)k∈N is then generated using the model of
Eq. (4) with the parameter value of Eq. (17). Figure
4 shows the input-output data for the base scenario.
The prior is set to be the uniform distribution
over the ranges given in Table I. The PMMH is
tuned with N = 128 particles per iteration, and
M = 20, 000 iterations. The proposal distribution on
θ is a Gaussian distribution tuned using preliminary
runs, in order to match the covariance structure
of the posterior distribution (details on this tuning
phase are given in Section V-C). We first present
the results of the base scenario (Section III-A), and
then consider various modifications: the number of
observations (Section III-B), the magnitude of the
input data (Section III-C), the prior distribution
(Section III-D) and the state-output noise ratio of
the generated data (Section III-E). For each of the
following experiments, five independent runs are per-
formed. The resulting density estimators of each run
are overlaid, in order to check the consistency of the
method across multiple runs.
Remark 2: The ability to identify model param-
eters depends on the quantity and quality (uncer-
tainties) of the available data. Although there is a
rich literature on the experiment design [41]–[43], it
remains unclear how to generate informative data
for parameter estimation of FO systems. In [44],
we applied the persistent excitation concept to the
battery Randles circuit models, which are given by
ordinary differential equations (ODEs). This method
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Fig. 4. Input sequence (left) and observations (right), of length T = 930, generated from the model of Eq. (4).
is adopted here and three different persistently ex-
citing PRBS inputs are applied. The authors in [45]
propose a method for the design of periodic excita-
tion signals to identify the battery models given by
ODEs. Further investigations in this regard are left
open for future research. 
A. Posterior samples in the base scenario
The results of the base scenario, computed on five
independent runs, are shown in Figure 5. The graph
shows the approximation of each marginal posterior
distribution using kernel density estimators, com-
puted on each run (diagonals), as well as pairwise
histograms with hexagonal binning (lower triangle)
of all the runs combined. The pairwise correlations
are indicated in the upper triangle.
On the diagonal, we see that the five independent
runs are consistent, indicating that the PMCMC
method approximates the posterior distribution in a
satisfactory way. We can then comment on the pos-
terior itself. We see that for some parameters, such
as R∞, the posterior is significantly different from
the prior, represented by horizontal red lines. This
indicates that the data are informative on these pa-
rameters. Therefore, we can expect that the marginal
posterior distributions of these parameters would
concentrate around the corresponding components of
the data-generating parameter θ? of Eq. (17), when
the number of observations goes to infinity. On the
other hand, nothing seems to be learned on some
other parameters, such as C2, for which the posterior
resembles the prior.
Recall that the prior distribution is set to be uni-
form over the intervals defined by Table I. As a result,
the posterior distribution is simply proportional to
the likelihood of Eq. (14), and thus the mode of the
posterior would be precisely the maximum likelihood
estimate, under the constraints of Table I. However,
since the posterior distribution is flat on some param-
eters (such as C2), the mode could be anywhere in
the admissible interval for these parameters. Thus,
a numerical procedure giving only the maximum
likelihood estimate would return any value in that
range. In [2], we have seen the similar results that the
estimation error of Warburg term using the battery
Randles model with standard capacitors, is large.
Therefore, the identification of the Warburg term in
the battery FO model is similar to the identification
of the integral term.
The Bayesian approach is closer in spirit to inte-
grated likelihood approaches, which are alternatives
to profile likelihood. Another advantage of sampling
from the posterior distribution is the possibility to in-
vestigate correlations between parameters, which are
particularly large between R∞ and α1, and between
C1 and α1 according to Figure 5.
B. Effect of the number of observations
We now proceed to investigate whether variations
in the experiments change the identification of the
parameters. We first consider the number of observa-
tions. We consider three sets of data of sizes T = 635,
T = 930 and T = 1890, generated from three input
sequences of these lengths. Instead of showing of all
the marginal distributions as in Figure 5, we focus on
two parameters, R∞ and C2, which are respectively
easy and challenging to identify (according to Figure
5).
The results are shown in Figure 6. We see that
adding more data makes the posterior distribution
more concentrated for R∞, and closer to the true
value of Eq. (17), whereas it does not seem to have
an effect on the distribution of C2.
C. Effect of the input magnitude
We study the effect of the magnitude of the input.
On top of the base scenario, with input data of mag-
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Fig. 6. Results of the PMMH algorithm, comparing the posterior distributions obtained for T = 635, T = 930 and T = 1890 data
points. For some parameters (such as R∞ on the left), adding more data helps the concentration of the posterior distribution,
while for others (C2 on the right), increasing data does not seem to have any effect.
nitude 1, we consider an input sequence of magnitude
5 (thus, oscillating between −5 and +5). The results
are shown in Figure 7. Increasing the magnitude of
the input helps identifying R∞, but still does not
seem to impact the posterior distribution of C2.
D. Effect of the prior distribution
We study the effect of the prior distribution. We
consider a Gaussian prior, centered in the middle of
the range indicated in Table I, and with standard
deviation one fourth of the range, so that roughly
95% of the Gaussian mass lands in the range; we
truncate the Gaussian distribution outside the range.
Since some of the parameters are barely identifiable,
we expect the choice of prior to have an impact.
Figure 8 shows that indeed, for some parameters such
as C2, the posterior is essentially equal to the prior,
and hence the choice of prior has a huge impact. For
other parameters such as R∞, the choice of prior
distribution has no noticeable effect, indicating that
the posterior distribution is highly driven by the
observations.
E. Effect of the state-output noise ratio
We study the effect of the state to output noise
ratio. More precisely, we generate data using σy =
0.002, instead of using σy = 0.02 as in the base
scenario. We refer to these state-output noise ratios
(i.e. signal to noise ratios) as 1.0 and 0.1 respectively.
The results are shown in Figure 9. We see that
increasing the state-output noise ratio has more of
an effect on some parameters than others. Note that,
this time, the posterior distribution of C2 seems to
deviate from the prior distribution, with a slight
inclination of the posterior toward the right-hand
side of the interval [300, 500].
In our recent work [2] we showed that non-
commensurate FO models are structurally (i.e. as-
suming noise-free, perfect data) locally identifiable.
For the Ohmic resistor R∞ we showed that it can
be globally structurally identifiable. In the present
we study the practical identifiability (i.e. assuming
real, noisy data) using the framework of Bayesian
inference. In particular we note that the term R∞
is also practically globally identifiable (see Figures
above).
We believe that identification of the FO Warburg
term is similar to the identification of integral terms
in ODE systems. Closed-loop identification [46] is a
common method for the identification of the inte-
gral term. Further research is required to investigate
whether the closed-loop identification approach could
be applied to the battery non-commensurate FO
models.
In the context of Bayesian inference, we sug-
gest other particle MCMC methods such as Particle
Gibbs [15], [38] or SMC2 [47] could also be envi-
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concentration of the posterior distribution, while for others (C2 on the right), changing the magnitude does not seem to have
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Fig. 8. Results of the PMMH algorithm, comparing the posterior distributions obtained for two prior distributions: a uniform
prior (top panels) and a normal prior (bottom panels). For some parameters (such as R∞ on the left), the prior distribution
has no noticeable effect on the posterior distribution, which is very concentrated with respect to both priors. On some others
(C2 on the right), the posterior looks very much like the prior and thus the choice of prior has a huge effect on the results.
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sioned, with potential savings in computation time.
IV. Conclusions
In this paper, we have developped a computational
approach to Bayesian inference in non-Markovian
state-space models, and applied it to the identifi-
cation of fractional order (FO) systems. The poste-
rior distribution was approximated using a particle
marginal Metropolis-Hastings (PMMH) method, and
in particular an implementation of particle filters
based on a tree representation of the trajectories has
been proposed to improve the efficiency of numerical
computations. We applied the method to the battery
non-commensurate FO model and studied identifia-
bility of the model parameters subject to the choice of
prior, excitation signal, data length, and noise ratio.
In our recent work [2] we showed that non-
commensurate FO models are structurally (i.e. as-
suming noise-free, perfect data) locally identifiable.
For the Ohmic resistor R∞ we showed that it can
be globally structurally identifiable. In the present
we study the practical identifiability (i.e. assuming
real, noisy data) using the framework of Bayesian
inference. In particular we note that the term R∞
is also practically globally identifiable (see simula-
tion in Section III). We believe that identification
of the FO Warburg term is similar to the identi-
fication of integral terms in ODE systems. Closed-
loop identification [46] is a common method for the
identification of the integral term. Further research is
required to investigate whether the closed-loop iden-
tification approach could be applied to the battery
non-commensurate FO models.
In the context of Bayesian inference, we sug-
gest other particle MCMC methods such as Particle
Gibbs [15], [38] or SMC2 [47] could also be envi-
sioned, with potential savings in computation time.
V. Appendices
A. Particle filter
We describe a general particle filter for the model
of Section II-A, in Algorithm 1. It relies on a resam-
pling distribution, denoted by r(· | w1:Nk−1), to sample
the ancestor indices of each generation of particles.
There are multiple choices for the resampling distri-
bution; Section II-B has described the multinomial
resampling scheme for simplicity. In the numerical
results, we use a more sophisticated method called
systematic resampling, described in Algorithm 2, and
explained in [48], [49].
B. Locally optimal proposal for the battery model
In the models considered in the article, the locally
optimal proposal can be implemented. Indeed the
state xk ∈ R2 follows a Gaussian distribution cen-
tered at a function of the past: xk ∼ N (ϕk,Σx),
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Algorithm 1 Particle filter, producing approxi-
mate samples (x¯i0:k, wik) of the filtering distributions
p(x0:k | y0:k, θ), and an estimator pˆ(y0:k | θ) of the
likelihood p(y0:k | θ), for all k ∈ N.
1: Sample for each i ∈ {1, . . . , N}: xi0 ∼ µ(· | θ),
and define x¯i0 = xi0.
2: Compute for each i ∈ {1, . . . , N}:
wi0 = g0
(
y0 | xi0, θ
)
.
3: Compute the likelihood estimator:
pˆ(y0 | θ) = 1
N
N∑
i=1
wi0.
4: for k ≥ 1 do
5: Draw the ancestors a1:Nk−1 from the resampling
distribution r(· | w1:Nk−1).
6: Sample for each i ∈ {1, . . . , N}:
xik ∼ qk(· | x¯
aik−1
0:k−1, θ).
and define x¯i0:k = (x¯
aik−1
0:k−1, x
i
k).
7: Compute for each i ∈ {1, . . . , N}:
wik =
fk(xik | x¯
aik−1
0:k−1, θ)gk(yk | xik, θ)
qk(xik | x¯
ai
k−1
0:k−1, θ)
.
8: Compute the likelihood estimator:
pˆ(y0:k | θ) = pˆ(y0:k−1 | θ)× 1
N
N∑
i=1
wik.
9: end for
10: return pˆ(y0:k | θ) and (x¯i0:k, wik)Ni=1 for all k ≥ 0.
where ϕk = (ϕk,1, ϕk,2)T is computed as a deter-
ministic function of the past trajectory x0:k−1 and of
the parameter, and Σx = diag(σ2x, σ2x). Furthermore
we have yk ∼ N (ck + xk,1 + xk,2, σ2y), where ck is a
real value that can be computed given the parameter
value. As a result, we can compute yk | x0:k−1 ∼
N (ζk, 2σ2x + σ2y), where ζk = ck + ϕk,1 + ϕk,2 and
xk | x0:k−1, yk has a Gaussian distribution with
mean =
ϕk,1 + σ2x2σ2x+σ2y (yk − ζk)
ϕk,2 + σ
2
x
2σ2x+σ2y
(yk − ζk)
 ,
and variance =
σ2x − σ4x2σ2x+σ2y − σ4x2σ2x+σ2y
− σ4x2σ2x+σ2y σ
2
x − σ
4
x
2σ2x+σ2y
 .
Algorithm 2 Systematic resampling, returning a
vector of ancestors a1:N given a vector of weights
w1:N .
1: Sample a uniform random variable: u ∼ U([0, 1]).
2: Normalise the weights: for each i ∈ {1, . . . , N},
ωi = wi/
∑N
j=1 w
j .
3: Set u¯ = u/N , j = 1, Sω = ω1.
4: for k = 1 to k = N do
5: while Sω < u¯ do
6: Set j ← j + 1.
7: Set Sω ← Sω + ωj .
8: end while
9: Set ak = j.
10: Set u¯← u¯+ 1/N .
11: end for
12: return a1:N .
C. Particle Marginal Metropolis–Hastings
The Particle Marginal Metropolis–Hastings algo-
rithm of [15] is described in Algorithm 3. It requires
a few choices of tuning parameters from the user,
which we now detail.
First, it requires a particle filter yielding likelihood
estimates pˆ(y0:T | θ) for all θ, as in Section V-A. We
have described a choice of proposal distribution in
Section V-B, but one still needs to choose a number
of particles N . We adopt the following strategies,
inspired by the “conditional acceptance rate” of [50].
For a sample θ from the prior distribution, we run the
particle filter n times, given that same θ. This yields
a sequence of estimates Z1, . . . , Zn of p(y0:T | θ). We
then mimic a Metropolis–Hastings scheme with these
estimates, as follows:
• Start with Zcurrent = Z1.
• For all j = 2, . . . , n,
– compute the probability
α = min
(
1, Z
j
Zcurrent
)
,
– with probability α, accept Zcurrent = Zj ,
otherwise keep Zcurrent unchanged.
• Report the average number of times that a new
Z was accepted.
The average number of acceptances would be 100% if
the estimates were all perfect evaluations of p(y0:T |
θ). On the other hand, the number of acceptances is
very low if the variance of the estimates is very large.
Thus, starting from a small number of particles N ,
we increase the number N until the average number
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of acceptances is considered to be enough, for in-
stance 10%. We can perform this procedure on a few
parameters θ in parallel, to check the variability of
the conditional acceptance rate across the parameter
space.
Once the particle filter is tuned, we need to choose
a proposal distribution to draw the candidate pa-
rameters: θ? ∼ qθ(·|θ). A standard choice consists
in using a Gaussian random walk:
θ? ∼ N (θ,Σ) ,
for which we still need to choose the covariance
matrix. One approach consists in changing Σ along
the run of the algorithm [51]–[53]. We take a simpler
approach, using a preliminary run.
• A first PMMH run of 5, 000 iterations is per-
formed, using a diagonal matrix Σprior. The
diagonal elements are chosen to match the stan-
dard deviation of the prior distribution. In our
numerical experiments, the obtained acceptance
rate is then low but non-zero.
• We discard the first 2, 500 iterations, and com-
pute the covariance matrix Σˆ of the last 2, 500
samples, which is a crude estimate of the covari-
ance of the posterior distribution. We also retain
the last sample of these 2, 500 samples.
• The PMMH algorithm is then run again, for
20, 000, using Σ = Σˆ and starting the chain
from the last sample of the preliminary run. We
observe that the acceptance rate during this final
stage is higher than during the first stage, which
indicate an improvement in using Σˆ instead of
Σprior.
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