Abstract. In this paper we study a free boundary problem modeling the growth of radially symmetric tumors with two populations of cells: proliferating cells and quiescent cells. The densities of these cells satisfy a system of nonlinear first order hyperbolic equations in the tumor, and the tumor's surface is a free boundary r = R(t). The nutrient concentration satisfies a diffusion equation, and R(t) satisfies an integro-differential equation. It is known that this problem has a unique stationary solution with R(t) ≡ R s . We prove 
The model
A variety of PDE models for tumor growth have been developed in the last three decades. These models are based on mass conservation laws and on reactiondiffusion processes for cell densities and nutrient concentrations within the tumor. The surface of the tumor is a free boundary, and one seeks to determine both the tumor's region and the solutions of the differential equations within the tumor. Some models assume that all cells are in proliferating state, while other models include cells in a quiescent and/or in a necrotic state. In some of the latter models, the cells in different states are assumed to be mixed together, while in other models the cells in different states are assumed to occupy separate regions in the tumor.
We refer to [1] , [5] - [9] , [18] , [19] , [23] and references therein for models which are based on reaction-diffusion equations, and to [4] , [20] - [22] , [24] for models which include hyperbolic equations; the hyperbolic equations arise from mass conservation laws of densities of cells. Some of these articles include numerical results. Rigorous mathematical analysis including existence, uniqueness, and stability theorems, as well as properties of the free boundaries, have been obtained in [2] , [3] , [10] - [17] .
In this paper we consider a model which includes densities P, Q of proliferating and quiescent cells, respectively, and concentration C of nutrients. The cells, in different states, are assumed to be mixed within the tumor, and to have the same size and mass. We also assume that the tumor is uniformly packed with cells, so that (1.1) P + Q = const. ≡ N.
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Due to proliferation of cells and to removal of necrotic cells, there is a continuous movement of cells within the tumor. We represent this movement by a velocity field v. We treat the tumor tissue as a porous medium so that, by Darcy's law, (1.2) v = ∇σ, σ pressure.
Next we assume that living cells can change from proliferating state to quiescent state at a rate K Q (C), and from quiescent state to proliferating state at a rate K P (C). Clearly,
• K P (C) is monotone increasing in C, since the tumor grows (i.e., proliferation increases) if the supply of nutrients increases, and, similarly, • K Q (C) is monotone decreasing in C. We also assume that quiescent cells become necrotic (primarily because of insufficient nutrition) at a rate K D (C), where
• K D (C) is monotone decreasing in C, i.e., the death rate increases as the supply of nutrients decreases.
The proliferating cells undergo proliferation as well as apoptosis (natural death). For simplicity we neglect apoptosis. We denote the proliferation rate by K B (C). Then,
• K B (C) is monotone increasing in C. In a previous paper [14] , Cui and Friedman considered a tumor model, which includes necrotic cells, and proved, in the radially symmetric case, that there exists a unique solution with tumor volume {r < R(t)}, where R(t) remains uniformly positive and uniformly bounded for all t > 0. However, the asymptotic behavior of R(t) as t → ∞ remained unresolved. In the present paper we address this latter problem in the special case where the presence of necrotic cells is neglected. This situation occurs if we assume that K D (C) = 0 (this assumption does not affect our results), or if we assume that the necrotic cells are cleared from the tumor on a fast time scale.
We assume that C satisfies a diffusion equation which, for simplicity, we take to be where Ω(t) is the tumor region at time t. The mass conservation laws for the densities of proliferating cells and quiescent cells in Ω(t) take the following form:
If we add Eqs. (1.5), (1.6) and use (1.1), (1.2), we obtain an equation for the pressure σ:
Clearly, Eq. (1.6) may be replaced by Eq. (1.7). If we replace Q by N − P and set
we arrive at the following system of equations:
and
Since we shall deal with the radially symmetric case, we can take
and rewrite Eqs. (1.8)-(1.11) in the form:
The motion of the free boundary is given by the continuity equation:
Finally, we prescribe initial conditions:
where R 0 is a positive constant and p 0 (r) is a continuously differentiable function satisfying 0
Recently, the last two authors have proved [13] that there exists a unique stationary solution (c s (r), p s (r), u s (r), R s ) of the problem (1.13)-(1.18). They also proved [14] that there exists a unique global solution of the time-dependent problem (1.13)-(1.20), and 
as t → ∞; (ii) the stationary solution is linearly asymptotically stable. The proof of (i) is given in § §3, 4. It is based on comparison theorems and on the following estimates:
where ν 0 , t 0 and the c i 's are positive constants. In §5 we state more precisely assertion (ii). The proof of this assertion is based on reducing the linearized evolution system by means of a solution to a singular integro-differential equation to the study of two simpler, partially decoupled, evolution equations. The integrodifferential equation is solved in § §6-7, and the study of the two evolution equations is given in §8, where the proof of (ii) is completed.
It will be convenient to reduce the problem (1.13)-(1.20) to a problem in the fixed region {0 ≤ r ≤ 1, t > 0}; this is done in §2.
Reformulation of the problem
and let c(r, z) denote the solution of the problem
It can be easily verified that, for a given R(t), the solution of (1.13), (1.14) is given by
Hence, in the future we shall only consider Eqs. (1.15)- (1.20) , where c is replaced with the above expression. We introduce the functions
Then (1.1)-(1.20) can be rewritten in the form
We make the following assumptions: (a) K i (c) (i = B, D, P, Q) are continuously differentiable for 0 ≤ c ≤ 1, and
(b) p 0 (r) is continuously differentiable for 0 ≤ r ≤ 1, and
The last assumption in (a) is based on experimental observations (see [20] 
Note also that 
this formula for v as well as formula (2.4) will both be used later on.
Properties of the solution
In this section we establish (1.23)-(1.25) and some other estimates for the solution (z(t), v(r, t), p(r, t)).
Lemma 3.1. There holds
where C is a constant.
we see thaẗ
Clearly, the last two integrals are bounded for all t ≥ 0. Hence |z| ≤ C. Similarly we can prove that |z
We introduce the characteristic curves r = r(ξ, t) of (2.2) for 0 ≤ ξ ≤ 1:
Since v(0, t) = v(1, t) = 0, these curves remain in 0 < r < 1 if 0 < ξ < 1.
Lemma 3.2. For any 0 < ξ < 1 and t > 0, 
Since sup |z(t)| < ∞ (by (1.21)), we have c * > 0. It follows that
Let y(t) be the solution of the equationẏ = f (c * , y) with initial value y(0) = 0. Then by comparison we have 
so that, in particular,
Proof. SinceṖ = f (c, P ), we havė
Observe that
where ν(r, t) =
, where ν 0 , ν 1 are positive constants. Hence
Using the first inequality and (3.3) in (3.5), assertion (3.4) follows.
Lemma 3.5. There exist positive constants c 2 , T 0 such that
we can write
since f c is uniformly positive and c r ≥ η 0 r for some positive constant η 0 .
To estimate the v r in Γ we write
where
Notice that
Here we have used the fact that J 1 (p 2 ) ≥ 0 because, by (2.6) and the fact that
2), we also have
Substituting this and (3.12) into (3.10) and using (3.6), we get
(by (3.3)).
(3.13)
Substituting this and (3.9) into (3.8) we find that 
Proof. The first inequality follows from
To prove the second inequality we write v = v 1 + v 2 , where
and p 2 is as in Lemma 3.5. By (3.11) we have
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so that
Combining (3.15) with (3.16), we obtain
Lemma 3.7. There exists a positive constant c 5 such that
Proof. The inequality (3.18) follows from (3.17) and (2.2):
To prove (3.17) we recall from (3.13) that
Similarly as before, for 0 ≤ τ < t,
here we used the inequality f r ≤ const.r(ξ, τ ). Therefore, from (3.8) we get
and (3.18) follows.
Remark. Similarly we can prove that
but this inequality will not be needed in the sequel.
Non-oscillation theorem
We denote the stationary solution of (2.2)-(2.4) by z s , v s (r), p s (r).
Remark. The condition (4.1) is satisfied if, for instance, z(t) changes sign only a finite number of times.
Indeed, in this case eitherż(t) > 0 orż(t) < 0 for all t sufficiently large, so that z(t) has a limit as t → ∞, and, consequently,
The proof of Theorem 4.1 depends on several lemmas.
Lemma 4.2.
Under the assumption (4.1), the following hold :
Proof. Assertion (4.2) follows from Lemma 3.1 and the estimate, for h =ż, (4.4)
Assertion (4.3) follows from (4.4) with h =z and
Lemma 4.3.
Under the assumption (4.1), the following hold:
Proof. Set θ = p t . Differentiating (2.2) and (2.4) in t, we get
It follows that (4.9)
Integrating (4.9) along the characteristics r = r(ξ, t) and using (3.17), we get
By Lemma 3.6, we may without loss of generality assume that
Similarly as before we have (cf. (3.19) with v r = 0)
Hence
Let k be a positive number larger than 3. Multiplying the last inequality by r
and integrating over r ∈ (0, 1), we get
here we have used the identity
It follows from the Gronwall inequality that
Taking k > c 0 /ν 0 and using Lemma 4.2, we obtain
Recalling (3.18), we conclude that (4.5) holds. Finally, (4.6) follows from (4.2), (4.5) and
Lemma 4.4. Let f n (r, t) be a sequence of uniformly bounded functions monotone increasing in r and monotone increasing (resp. decreasing) in t, 0 ≤ r ≤ 1, 0 ≤ t < ∞. Then there exists a subsequence f n k (r, t) and a bounded function f (r, t) which is monotone increasing in r and monotone increasing (resp. decreasing) in t, such that f n k (r, t) → f (r, t) a.e.
The proof of this well-known result is omitted.
Lemma 4.5. Let (z, v, p) be the solution of (2.2)-(2.5). Assume that
where z(t),ẑ(t) are continuous in t, and v(r, t),v(r, t)
are continuous in (r, t) and continuously differentiable in r. Then
where p andp are respectively the solutions of the problems:
Proof. Let r =r(ξ, t) be the characteristic curves of (4.12) and let w(ξ, t) = p r (r(ξ, t), t). By differentiating (4.12) in r and setting r =r(ξ, t), we get
Since f c > 0, c r > 0, we conclude that w(ξ, t) > 0 for 0 < ξ < 1, 0 < t ≤ T , so that p r (r, t) > 0 for 0 < r < 1, 0 < t ≤ T . Similarlyp r (r, t) > 0 for 0 < r < 1, 0 < t ≤ T . It then follows from (4.10) that (4.14)
Rewriting (2.2) and (4.14) as ODEs along characteristics and using a comparison argument, we obtain the first inequality in (4.11). The proof of the second inequality is similar. Then lim t→∞ (z(t), u(r, t), p(r, t)) ≡ (z ∞ , u ∞ (r), p ∞ (r)) exists, and Letting t → ∞ in (3.14), we get
Next, we prove that
To this end, it suffices to prove that if In view of (4.17), we can find two sequences of numbers, {T n } and {ε n }, where T n ↑ ∞ and ε n ↓ 0, such that
Since lim t→∞ u(r, t) = u ∞ (r) uniformly, we may further assume that also
Then, by (4.21) and (4.22),
Let p n ,p n be solutions of the problems
Then by Lemma 4.5,
Differentiating (4.26) in t and integrating along the characteristics, we find that ∂p n /∂t ≥ 0; similarly ∂p n /∂t ≤ 0. Recalling that p n (r, t) andp n (r, t) are also monotone increasing in r (cf. the proof of Lemma 4.5), we may use Lemma 4.4 to conclude that, without loss of generality, the sequences {p n } and {p n } are convergent for almost all (r, t). Let p andp denote their limits, respectively. Taking n → ∞ in (4.26) and (4.27), we get (r, a) ,p) (4.30) in a weak sense. Since each p n (r, t) is monotone increasing in t, p(r, t) is also monotone increasing in t. Similarly,p(r, t) is monotone decreasing in t. It follows that the pointwise limits
exist. Taking t → ∞ in (4.29) and (4.30), we find that both p ∞ (r) andp ∞ (r) satisfy the equation
in a weak sense. Since u ∞ (r) < 0 for 0 < r < 1, we can use similar arguments as [13, §8] to show that this equation is satisfied in the classical sense. We claim that
Indeed, from (4.18) and the boundedness of p ∞ it follows that f (c(r, a), p ∞ (r)) must vanish at r = 0 and r = 1, which determines uniquely the values of p ∞ (r) at r = 0 and r = 1 (in particular, p ∞ (1) = 1). Since the same holds forp ∞ , the function π(r) ≡p ∞ (r) − p ∞ (r) vanishes at r = 0 and r = 1. By direct computation we get π (r) + α(r)π(r) = 0, 0 < r < 1, where α(r) < 0 for 0 < r < 1. It follows that π ≡ 0 (otherwise we get a contradiction at a point where π(r) takes its maximum or minimum). Now letp(r, t) be any weak limit of a subsequence of {p n (r, t)}; for simplicity we may take it to be the entire sequence {p n }. Then by (4.28) we have, for any finite
for 0 ≤ t ≤ T , so that this holds also for all t ≥ 0. It follows that
Letting n → ∞ in the equation
and using (4.23), (4.24), we obtain the relation
If we take t → ∞ and use (4.32), we get 
(c(r, a),p(r, t)) dr.
Since T is arbitrary, this implies that Proof. Set
where a(r, t) is a bounded continuous function and
Since ζ(t) → 0, η(r, t) → 0 as t → ∞, writing (4.37) as an ODE along characteristics we conclude that φ(r, t) → 0 uniformly as t → ∞. Proof. Since u(r, t)/r and u r (r, t) + (2/r)u(r, t) are bounded for 0 < r ≤ 1, t ≥ 0, for any sequence t n ↑ ∞ we can find a subsequence, which we still denote by t n , and a continuous function u ∞ (r) such that We want to prove that u ∞ (r) = u s (r). Using a similar argument as in the proof of Lemma 4.5, we can deduce from (4.38) and (4.40) that there exist positive sequences ε n ↓ 0 and T n ↑ ∞ such that
We assert that u ∞ (1) = 0. Indeed, if u ∞ (1) > 0, then from the bounds in (4.41) and the fact ε n → 0 we can find an n 0 such thatż
contradicting the fact that z(t) is a bounded function. Hence u ∞ (1) ≤ 0. Similarly u ∞ (1) ≥ 0 and, hence, u ∞ (1) = 0. From (4.41) (for r = 1) and the equationż(t) = u(1, t) we get
Since z(t n ) is a bounded sequence, by replacing {t n } by a subsequence we may assume that z(t n ) is convergent. Let a = lim n→∞ z(t n ). Using (4.42) and a similar argument as in the proof of Lemma 4.5, we can show that, after replacing {ε n } and {T n } by other sequences ε n ↓ 0, T n ↑ ∞ (which for simplicity we again denote by ε n , T n ),
Using (4.41) and (4.43), we can apply similar arguments as in the proof of Lemma 4.5 to conclude that a = z s and, in particular, u ∞ (r) = u s (r). The above argument shows that (4.15) holds, so that, by Lemma 4.6, the desired assertion follows.
Proof of Theorem 4.1. Theorem 4.1 follows from Lemmas 4.3 and 4.8.
Linear asymptotic stability
Setting in (2.2)-(2.4): 
The inequalities A(r) > 0, B(r) > 0, µ > 0 follow from the inequalities (2.6) and (2.7). Notice that by using Eq. (2.4), we have eliminated η from the linearized system.
Since v ∈ C 1 [0, 1] and v(0) = v(1) = 0, the characteristic curves of (5.1) given by dr/dt = v(r) and initiating from ξ, 0 < ξ < 1, remain at this interval for all t > 0. Using this fact, one can easily prove that the initial value problem for the system (5.1)-(5.2) is well-posed, namely, for any ζ 0 ∈ R and
In the following sections we shall prove that the trivial stationary solution (φ, ζ) = (0, 0) of the system (5.1)-(5.2) is asymptotically stable. Note that if we assume that φ 0 (1) = 0, then from (5.1) we get φ(1, t) = 0 for all t ≥ 0. For simplicity we shall first consider this case, and defer the general case to the remark at the end of §8.
Theorem 5.1. There exist a positive constant σ * and a function φ * (r) satisfying φ * (r) > 0 (0 < r < 1), φ * (r) → ∞ as r → 0, such that for any solution (φ, ζ) of (5.1)-(5.2) with φ 0 (1) = 0 the following holds:
where C is a constant which may depend on the initial value of (φ, ζ).
The following lemma will be needed later on. In view of the above lemma, the functions A(r), B(r) are singular at the point r = 0, and there exists a constant C > 0 such that
here we used the facts that c z (1) = 0 and p r (1) > 0.
Steady-state problems with a parameter z
For any z ∈ R, consider the problem
As in the proof of [ g(c(1, z) , p(1)) = K B (1) > 0, so that v(r) < 0 if δ is small enough. By standard ODE theory, we can uniquely extend the solution either to a maximal interval (r * (z), 1] with 0 ≤ r * (z) < 1 such that either v(r) < 0 in (r * (z), 1) and
or r * (z) = 0 and v(r) < 0 for all 0 < r < 1 whereas v(0+) = −∞. Furthermore, using a similar (but simpler) argument as in the proof of [13, Theorem 6 .1] we can show that both r * (z) and the solution are continuously differentiable in the parameter z. We shall denote the solution by (P (r, z), V (r, z) ) to emphasize its dependence on z.
Proof. The proof that P r > 0 follows as in [13, §7] . Differentiating (6.1) in z we get
Differentiating this equation in r and taking r = 1, we obtain
here we have used the facts that V z = 0, V rz = 0, P z = 0 and c z = 0 at r = 1. Noting that V r > 0, f p < 0, c zr > 0 at r = 1 and f c > 0, we see that ∂P z /∂r > 0 at r = 1. Since P z = 0 at r = 1, it follows that P z (r, z) < 0 if 1 − δ < r < 1, for some 0 < δ < 1. Let (r 0 , 1) be the maximal interval such that P z (r, z) < 0 for r 0 < r < 1. Then from (6.2) we get
We claim that r 0 = r * (z). Indeed, otherwise P z (r 0 , z) = 0, P rz (r 0 , z) ≤ 0 and, by (6.8), V z (r 0 , z) > 0. It follows that, at r = r 0 , the left-hand side of (6.7) is positive whereas the right-hand side is negative, a contradiction. Hence assertion (1) holds.
Assertion (2) can be proved by using similar arguments as in [13, § §9, 10] . We omit the details.
Remark. The above lemma gives a simplified proof of the existence of a stationary solution for the system (2.2)-(2.4).
Lemma 6.2. There exist positive functions
Proof. Set F (c) = λc, so that ∆c = e 2z F (c).
By direct calculation we find that
Let w(r, z) = 
Since c r (r, z) = (r/3)e 2z F (c(0, z))+o(r) as r → 0, (6.11) as well as the last assertion of the lemma follow immediately by Lemmas 6.2 and 5.2.
A singular integro-differential equation
In this section we study the following singular integral-differential equation for φ * :
or, equivalently, the system for (φ * , σ * ): (1) For any σ < σ 1 the equation
, and if ψ > 0 in (0, 1), then also
(2) If also ψ(1) = 0, then Eq. (7.2) with σ = σ 1 has a 1-parameter family of solutions, given by
where φ sp , φ ge are respectively the unique solutions of the equations: Proof. We first consider the case σ < σ 1 . Eq. (7.2) can be explicitly written as
Take any r 0 ∈ (0, 1) and set
. (1)) as r → 1, where C(r 0 ) is a positive constant. Using these facts and rewriting (7.6) in the form
we can apply an argument as in the proof of [13, Theorem 5.3(1) ] to show that (7.2) is equivalent to the integral equation
It then follows from the contraction mapping argument that there exists a 0 < δ < 1 such that (7.6) has a unique solution in the interval (1 − δ, 1), satisfying
Since v(r) < 0 for 0 < r < 1, by standard ODE theory we can uniquely extend the solution to the whole interval (0, 1). To prove that φ > 0 in (0, 1) we first assume that ψ(1) > 0. Then also φ(1, σ) > 0, so that φ(r, σ) > 0 in an interval r 0 < r ≤ 1, for some 0 ≤ r 0 < 1. If 0 < r 0 < 1 and φ(r 0 , σ) = 0, then, at the point r = r 0 , the left-hand side of (7.6) is negative while the right-hand side is positive, which is a contradiction. Hence φ(r, σ) > 0 for all 0 < r ≤ 1 provided ψ(1) > 0. If ψ(1) = 0, then we can approximate ψ with ψ + ε and, letting ε → 0, deduce that φ ≥ 0 in (0, 1]. The function φ cannot vanish at any point in 0 < r < 1, for otherwise a similar argument as above will lead to a contradiction. Hence φ > 0 in (0, 1). Differentiating (7.2) in σ we get
so that ∂φ/∂σ > 0 in (0, 1). This proves assertion (1). Next we consider the case σ = σ 1 . In this case we have W (r) = C(r 0 )(1 + o(1)) as r → 1. Using this fact and the condition that ψ(1) = 0, we can apply a similar argument as in the proof of [13, Theorem 5.4(1) ] to show that (7.6) is equivalent to the following integral equation:
where c is an arbitrary real number. Hence, by using the contraction mapping theorem we conclude that Eq. (7.6) has a 1-parameter family of solutions: for each c ∈ R there is a unique solution such that φ(1) = c. From the above equation we also see that φ can be expressed in the form (7.4), where φ sp and φ ge are respectively the unique solutions of the equations:
and they satisfy the corresponding systems in (7.5) . By a similar argument as for the case σ < σ 1 one can prove that φ sp (r) > 0 for 0 < r < 1 and φ ge (r) > 0 for 0 < r ≤ 1. Finally, the assertion lim 
and there exist constants c 1 , c 2 such that
Proof. Assertion (1) follows from a similar argument as in the proof of [13, (8.10) ]. To prove (2) and (3) we shall use the same function W (r) as in the previous lemma.
Then W (r) = c 0 r (1)) as r → 0, for some positive constant c 0 , and
and assertion (2) follows. If σ < σ 0 , then, setting θ =
This implies that, for 0 < r < δ, These estimates imply the desired assertion.
Conclusion
In [14] , Cui and Friedman considered a tumor model with three types of cells: proliferating, quiescent, and necrotic. Proliferating cells may become quiescent at a rate which depends on the nutrient concentration, and quiescent cells may become proliferating or necrotic at rates which also depend on the nutrient concentration. It was proved in [14] that, in the radially symmetric case, there exists a unique global solution with tumor volume {r < R(t)} where 0 < δ 0 ≤ R(t) ≤ M < ∞ for all t > 0.
The asymptotic behavior of R(t) as t → ∞ remained an open problem. In the present paper, we addressed this problem in the special case when necrotic cells are not present in the tumor; this may occur either because quiescent cells do not become necrotic, or if we assume that necrotic cells are cleared out very fast from the tumor. In this special case, it was proved by Cui and Friedman [13] that there exists a unique stationary solution with radius R s . In the present paper we proved two results: (i) the stationary solution is linearly asymptotically stable and (ii) if R(t) is monotone, or if just The question whether the stationary solution is asymptotically stable is thus still not completely resolved. Furthermore, the existence of a stationary solution for the full model (i.e., including necrotic cells) remains another open problem. The present paper includes an alternate proof for the existence of the unique stationary solution, which is simpler than the proof in [13] ; this new proof might possibly extend to the full model (with necrotic cells).
