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Mean-Field Controllability and Decentralized Stabilization of Markov
Chains, Part II: Asymptotic Controllability and Polynomial Feedbacks
Shiba Biswal, Karthik Elamvazhuthi, and Spring Berman
Abstract—This paper, the second of a two-part series,
presents a method for mean-field feedback stabilization of a
swarm of agents on a finite state space whose time evolution
is modeled as a continuous time Markov chain (CTMC). The
resulting (mean-field) control problem is that of controlling a
nonlinear system with desired global stability properties. We
first prove that any probability distribution with a strongly
connected support can be stabilized using time-invariant inputs.
Secondly, we show the asymptotic controllability of all possible
probability distributions, including distributions that assign
zero density to some states and which do not necessarily
have a strongly connected support. Lastly, we demonstrate
that there always exists a globally asymptotically stabilizing
decentralized density feedback law with the additional property
that the control inputs are zero at equilibrium, whenever the
graph is strongly connected and bidirected. Then the problem
of synthesizing closed-loop polynomial feedback is framed as
a optimization problem using state-of-the-art sum-of-squares
optimization tools. The optimization problem searches for
polynomial feedback laws that make the candidate Lyapunov
function a stability certificate for the resulting closed-loop
system. Our methodology is tested for two cases on a five-
vertex graph, and the stabilization properties of the constructed
control laws are validated with numerical simulations of the
corresponding system of ordinary differential equations.
I. INTRODUCTION
This paper addresses the problem of redistributing a large
number of homogeneous agents among a set of states, such as
tasks to be performed or spatial locations to occupy. While
there exist several well established methods for control of
multi-agents [19], [5], [15], many of these control approaches
do not scale well to very large agent populations. Hence
an alternative approach for controlling multi-agent systems
is by modeling the system as a fluid. This is justified
by modeling each agent’s dynamics by a continuous-time
Markov chain (CTMC) and then the mean-field behavior
of the system is determined by the Kolmogorov forward
equation corresponding to the CTMC.
A similar approach also exists when the agent dynamics
evolves of discrete time. In this case the agents’ state
evolution over time is described by a discrete time Markov
chain (DTMC). It is known that a discrete time Markov
chain (DTMC) admits a stationary distribution under cer-
tain conditions of irreducibility, recurrency, and aperiodicity.
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These conditions are determined by the properties of the
stochastic transition matrix of the process. If it is feasible
to make a desired distribution invariant by choosing appro-
priate transition probabilities, then it is possible to compute
optimized transition probabilities that guarantee the fastest
rate of convergence to the invariant distribution. One of the
first works to address this problem is [4], which formulates
a semidefinite program (SDP) whose solution is the set
of transition probabilities that yield optimal exponential
convergence. In the case of a continuous time Markov chain
(CTMC), the time evolution of the system is governed by a
transition rate matrix, the generator of the stochastic process.
In [3], the authors present methods for computing optimized
transition rates of a CTMC that drive the system to any
strictly positive desired distribution at a fast convergence rate.
The works [3] and [4] address an open-loop optimal con-
trol problem for the Kolmogorov forward equation, in which
the control parameters, which are the transition probabilities
or rates of the process, are constrained to be time-invariant.
These approaches have been extended to the case of time-
varying control parameters in several different contexts. In
[2], [8], [14], the authors design feedback controllers to
drive a Markov chain to a target distribution. In contrast
to traditional control approaches for Markov chains that
use only the agent states as feedback [18], these works
use the agent densities at different states as feedback and
continuously re-compute the control parameters such that the
target distribution is stabilized. Since this type of feedback
generally requires global information about the densities at
all states, these works have developed decentralized control
approaches, in which each agent’s control parameters depend
only on information that the agent can obtain from its
local environment. This information may be derived from
activity at the agent’s current state or from activity that
is communicated from an adjacent state. Such approaches
minimize the inter-agent communication that is needed to
implement the control strategy. There has also been some
recent work on mean-field games, where Hamilton-Jacobi-
Bellman (HJB) based methods are used for control sysnthesis
[11]. However, unlike HJB based methods in classical control
theory, mean-field games based approaches do not result
in feedback controllers. In this framework the synthesized
control inputs are open-loop in nature and have the desired
behavior only for a predefined fixed initial conditions of the
mean-field model.
In this paper, the second of a two-part series (Part I
is [9]), we contribute three main results to the mean-field
control problem for CTMCs. First, we demonstrate that it
is possible to compute density-independent transition rates
of a CTMC that make any probability distribution with a
strongly connected support (to be defined later) invariant
and globally stable. Similar work in [1] has characterized
the class of stabilizable stationary distributions for DTMCs
with control parameters that are time and density-invariant;
we characterize this class of distributions for CTMCs with
the same type of control parameters (see Proposition IV.1).
Second, we have proven, that using time varying control
parameters, asymptotic controllability of the system to any
probability distribution is possible.
Third, we show that the density-dependent generator of
a CTMC can be designed to have a decentralized structure
and to converge to the zero matrix at equilibrium. This con-
vergence of the control inputs to zero stops the agents from
switching between states, and thus potentially wasting energy
on unnecessary transitions, once the target distribution is
reached. As pointed out in [2], the controllers developed in
the prior work described above have nonzero control inputs at
equilibrium, resulting in continued agent switching between
states. We present a proof by construction of our third main
result for graphs of arbitrary size.
In addition to our theoretical results, we develop an
algorithm using sum-of-squares (SOS) tools to construct
density-dependent control laws with our desired properties.
Our nonlinear control approach in this work differs from
our approach in [9], where we investigate linearization-
based controllers for CTMCs with the same specifications.
While linear controllers have low computational complexity,
they violate positivity constraints on the control inputs. To
realize linear controllers in practice for our problem, we can
implement them with rational feedback laws that mimic their
behavior, as we show in [9]. However, this approach results
in unbounded controls. In contrast, the controllers that we
develop in this paper take the form of positive polynomials,
and we can therefore guarantee their global boundedness.
Additionally, in contrast with the approaches presented in
[2],[8] when agent dynamics are given by DTMCs, all
computations for the control synthesis is done offline in our
methodology. Hence, the computational burden on the agents
is significantly much lower in our work in comparison.
II. NOTATION
We denote by G = (V , E) a directed graph with M ver-
tices, V = {1, 2, ...,M}, and a set of NE edges, E ⊂ V ×V .
We say that e = (i, j) ∈ E if there is an edge from vertex
i ∈ V to vertex j ∈ V . We define a source map S : E → V
and a target map T : E → V for which S(e) = i and
T (e) = j whenever e = (i, j) ∈ E . There is a directed path
of length f from vertex i ∈ V to vertex j ∈ V if there
exists a sequence of edges {ek}
f
k=1 in E with S(e1) = i,
T (ef) = j, and S(ej) = T (ej−1) for all j ∈ {2, 3, ...,M}.
We assume that the graph G is strongly connected, which
means a directed path exists from any vertex i ∈ V to any
other vertex j ∈ V . We assume that (i, i) /∈ E for all i ∈ V .
The graph G is said to be bidirected if e = (S(e), T (e)) ∈ E
implies that e˜ = (T (e), S(e)) also lies in E .
We define RM as the M -dimensional Euclidean space,
R
M×N as the space of M × N matrices, and R+ as the
set of positive real numbers. The notation int(B) refers to
the interior of the set B ⊂ RM . Given a vector x ∈ RM ,
xi denotes the i
th coordinate value of x. For a matrix A ∈
R
M×N , Aij denotes the element in the ith row and jth
column ofA. Given a vector y ∈ RM , for each vertex i ∈ V ,
the set σy(i) ⊂ V consists of all vertices j for which there
exists a directed path {ei}
f
i=1 of some length f from j to i
such that yS(ek) = 0 for each 1 ≤ k ≤ f − 1.
We say that a vector xd ∈ RM has a strongly connected
support if the subgraph Gsub = (Vsub, Esub), defined by
Vsub = {v ∈ V : xdv > 0} and Esub = Vsub × Vsub ∩ E ,
is strongly connected. Moreover, Vsub is called the support
of the vector xd. The matrix Lout(G) = Dout(G)−A(G) ∈
R
M×M denotes the out-Laplacian of the graph G, where
Dout(G) is the out-degree matrix of G and A(G) is the
adjacency matrix of G. Dout(G) is a diagonal matrix for
which (Dout(G))ii is the total number of edges e such that
S(e) = i. The entries ofA(G) are defined as (A(G))ij = 1 if
(j, i) ∈ E , and 0 otherwise. When the graph G is bidirected,
Lout(G) is the usual Laplacian of the graph, and we will
drop the subscript and denote it by L(G).
III. PROBLEM STATEMENT
Consider a swarm of N autonomous agents whose states
evolve in continuous time according to a Markov chain with
finite state space V . As an example application of interest, V
can represent a set of spatial locations that are obtained by
partitioning the agents’ environment. The graph G determines
the pairs of vertices (states) between which the agents can
transition. We define ue : [0,∞) → R+ as a transition
rate for each e = (i, j) ∈ E . The evolution of the N
agents’ states over time t on the state space V is described
by N stochastic processes, Xi(t) ∈ V , i = 1, ..., N . Each
stochastic process Xi(t) evolves according to the following
conditional probabilities for each e ∈ E :
P(Xi(t+ h) = T (e)|Xi(t) = S(e)) = ue(t)h+ o(h). (1)
Here, o(h) is the little-oh symbol and P is the underly-
ing probability measure defined on the space of events Ω
(which will be left undefined, as is common) induced by
the stochastic processes {Xi(t)}Ni=1. Let P(V) be the set of
probability densities on V . Then P(V) can be associated with
the (M − 1) dimensional simplex, {y ∈ RM+ :
∑
i yi = 1}.
Let x(t) ∈ Rn be the vector of probability distributions of
the random variable X(t) at time t, that is,
xi(t) = P(X(t) = i), i ∈ {1, ...,M}. (2)
In the case of continuous time and countable state space, the
evolution of probability distributions is determined by the
Kolmogorov forward equation. Since the Xi(t) are identi-
cally distributed random variables, the forward equation can
be represented by a linear system of ordinary differential
equations (ODEs),
x˙(t) = GTx(t), x(0) ∈ P(V), (3)
where the matrix G is the M ×M generator of the process.
Each element Gij , where (i, j) = e ∈ E , is the probability
per unit time, defined as the transition rate ue in Equation
(1), of an agent switching from vertex i = S(e) to vertex j =
T (e). The number of transitions between vertices i and j in h
units of time has a Poisson distribution with parameter Gijh;
see [16] for details. The elements of G have the following
properties:
0 ≤ Gij <∞, Gii = −
M∑
j=1,j 6=i
Gij . (4)
The system (3) can be cast in an explicitly control-
theoretic form,
x˙(t) =
∑
e∈E
ueBex(t), x(0) ∈ P(V), (5)
where Be, e ∈ E , are control matrices with entries
Bije =


−1 if i = j = S(e),
1 if i = T (e), j = S(e),
0 otherwise.
The focus of this paper is to solve the problem of achieving
arbitrary distributions using density feedback control. For
clarity, we first consider the open-loop version of our con-
trol problem, before moving on to the closed-loop version.
Given a desired probability distribution xd, the problem of
computing the transition rates (control parameters) {ue}e∈E
to achieve the desired distribution can be framed as follows:
Problem III.1. Find positive control parameters {ue}e∈E
such that limt→∞ ‖x(t)− xd‖ = 0 for all x0 ∈ P(V).
We provide a complete characterization of the stationary
distributions that are stabilizable for this case. Although
density- and time-independent transition rates of CTMCs
have been previously computed in an optimization frame-
work [3], the question of which equilibrium distributions
are feasible has remained unresolved for the case where
the target distribution is not strictly positive on all vertices.
While only strictly positive target distributions have been
considered in previous work on control of swarms governed
by CTMCs [3], [12], we address the more general case
in which the target densities of some states can be zero.
This question was addressed in [1] for swarms governed
by DTMCs. The problem has also been investigated in
the context of consensus protocols [6] for strictly positive
distributions, where what is referred to as ”advection on
graphs” is in fact the forward equation corresponding to
a CTMC. In our controller synthesis, we will relax the
assumption of strict positivity for desired target distributions.
The main problem that we address in this paper is the
following:
Problem III.2. Given a strictly positive desired equilibrium
distribution xd ∈ P(V), compute transition rates ue :
P(V)→ R+, e ∈ E , such that the closed-loop system
x˙(t) =
∑
e∈E
ue(x)Bex(t) (6)
satisfies limt→∞ ‖x(t) − xd‖ = 0 for all x0 ∈ P(V), with
the additional constraint that ue(x
d) = 0 for alle ∈ E .
Moreover, the density feedback should have a decentralized
structure, in that each ue must be a function only of densities
xi for which i = S(e) or i = S(e˜), where T (e˜) = S(e).
We note that we were able to describe the state evolution
of the agents by system (5) when the transition rates were
density-independent because the agents’ states were inde-
pendent and identically distributed (i.i.d.) random variables
in that case. However, when the density feedback control
law {ue(x)}e∈E is used, the independence of the stochastic
processes Xi(t) is lost. This implies that the evolution of
the probability distribution cannot be described by system
(5). However, if we invoke the mean-field hypothesis and
take the limit N →∞, then we can model the evolution of
the probability distribution according to a nonlinear Markov
chain. In this limit, the number of agents at vertex v ∈ V at
time t ∈ [0, T ] where, T > 0, denoted by Nv(t, ω) (where
ω is used to emphasize that Nv(·) is a random variable,
which denotes the number of agents in vertex (V)), converges
to xv(t) in an appropriate sense, provided that solutions of
(6) are defined until a given final time T > 0. A rigorous
process for taking this limit in a stochastic process setting is
described in [10], [13].
IV. ANALYSIS
In this section, we first address the controllability problem
in Problem III.2, and then the stabilizability problem in
Problem III.1.
A. Controllability
Proposition IV.1. Let G be a strongly connected graph.
Suppose that x0 ∈ P(V) is an initial distribution and
xd ∈ P(V) is a desired distribution. Additionally, assume
that xd has strongly connected support. Then there is a set
of parameters, ae ∈ [0,∞) for each e ∈ E , such that if
ue(t) = ae for all t ∈ [0,∞) and for each e ∈ E in
system (6), then the solution x(t) of this system satisfies
‖x(t) − xd‖ ≤ Me−λt for all t ∈ [0,∞) and for some
positive parameters M and λ that are independent of x0.
Proof. Let Vs ⊂ V be the support of xd. From this vertex set,
we construct a new graph G˜ = (V , E˜), where e = (i, j) ∈
E implies that e ∈ E˜ if and only if i ∈ Vs implies that
j 6∈ V\Vs. Then it follows from [6][Proposition 10] that the
process generated by the transition rate matrix −Lout(G˜)
T
has a unique, globally stable invariant distribution if we can
establish that G˜ has a rooted in-branching subgraph. This
implies that G˜ must have a subgraph G˜sub = (V , Esub) which
has no directed cycles and for which there exists a root node,
vr, such that for every v ∈ V there exists a directed path
from v to vr. This is indeed true for the graph G˜, which
can be shown as follows. First, let r ∈ V such that xdr > 0.
From the assumption that G is strongly connected and the
construction of G˜, it can be concluded that there exists a
directed path in E˜ from any v ∈ V to r. Now, for each
n ∈ Z+, let Nn(r) be the set of all vertices for which there
exists a directed path of length n to r. For each n > 1, let
N˜n(r) = Nn(r)\ ∪
n−1
m=1 Nm(r). We define E˜sub by setting
e ∈ E˜sub if and only if e ∈ E , S(e) ∈ N˜n(r), and T (e) ∈
N˜n−1(r) for some n > 1. Then G˜sub = (V , Esub) is the
desired rooted in-branching subgraph.
The matrix −Lout(G˜)
T
is the generator of a CTMC, since
Lout(G˜)
T
1 = 0 and its off-diagonal entries are positive.
Moreover, as we have shown, G˜ has a rooted in-branching
subgraph. Hence, there exists a unique vector z such that
−L(G˜)z = 0 and z ∈ P(V). The vector z is nonzero only
on Vs, since the subgraph corresponding to Vs is strongly
connected. Then we consider a positive definite diagonal
matrix D ∈ RM×M such that Dii = zi/xdi if i ∈ Vs
and an arbitrary strictly positive value for any other i ∈ V .
The matrix −DLout(G˜)
T
is also the generator of a CTMC.
Moreover, xd is the unique stationary distribution of the
process generated by −DLout(G˜)
T
, since xd lies in the null
space of G = −Lout(G˜)D by construction. The simplicity
of the principal eigenvalue at 0 for the matrix −DLout(G˜)
T
is inherited by the same eigenvalue of the matrix G. Then
the result follows by setting ae = G
T (e)S(e) for each e ∈ E
and by noting that since GT is the generator of a CTMC,
and its eigenvalue at zero has the aforementioned properties
is simple, then the rest of the spectrum of G lies in the open
left half of the complex plane.
This result can be extended to the case of time-varying
control parameters. In particular, any xd ∈ int(P) can
be reached in finite time from a given x0 ∈ P using
time-varying control parameters {ue(t)}e∈E . We restate the
following theorem from our companion paper [9].
Theorem IV.2. [9] If the graph G = (V , E) is strongly con-
nected, then the system 5 is small-time globally controllable
from every point in the interior of the simplex defined by
P(V).
Remark IV.3. In fact, we can state the following broader
result. If G is strongly connected, then the system is also
path controllable: given any trajectory γ(t) in P(V) that
is defined over a finite time interval [0, T] and is once
differentiable with respect to the time variable t, there exists
a control law u : [0, T ]→ [0,∞)NE such that the solution of
the control system (6) satisfies x(t) = γ(t) for all t ∈ [0, T ].
This is true because conical combinations of the collection of
vectors {Bey}e∈E span the tangent space of P(V) whenever
y lies in the interior of P(V). For example, given a strongly
connected graph G, if (i, j) ∈ E and there exists a directed
path µ from j to i, then −B(i,j)1 =
∑
e∈µBe1.
As we mention in [9], this result cannot be extended to
prove reachability of distributions that correspond to points
on the boundary of P(V). On the other hand, the following
theorem states that these boundary points are asymptotically
controllable. A key difference between the following result
and the results in Proposition IV.1 and Theorem IV.2 is that
the target distributions need not have strongly connected
supports.
Proposition IV.4. Let G be a strongly connected graph.
Suppose that x0 ∈ P(V) is the initial distribution, and
xd ∈ P(V) is the desired distribution. Then for each e ∈
E , there exists a set of time-dependent control parameters
ue : R+ → R+, e ∈ E , such that the solution x(t) of the
controlled ODE (6) satisfies limt→∞ x(t) = x
d.
Before presenting the full proof of this proposition, we
briefly sketch the proof for clarity. The proof is mainly based
on Theorem IV.2 and uses an approach similar to that used
in Proposition IV.1 to prove the existence of control inputs
that stabilize desired distributions xd with strongly connected
support. The idea is to first partition the vertex set V into
disjoint subsets {Vi} that each contain a single vertex r,
called the root node, for which xdr 6= 0, and some other
vertices v, called transient nodes, for which xdv = 0 and
there is a directed path to the root node in Vi. This partition
will ensure that the subgraphs corresponding to {Vi} are at
least weakly connected. Then using Theorem IV.2, we can
design control inputs that drive the solutions of the system (5)
exactly to an intermediate distribution xin, for which the total
mass at the vertices in Vi is equal to the total mass required at
the root node in Vi. Such a distribution xin necessarily exists
in int(S). Then we invoke an argument made in Proposition
IV.1 to ensure that all the mass at the transient nodes is
directed toward their corresponding root nodes, which can be
achieved using time-variant control inputs. This will establish
asymptotic controllability of the boundary points of P(V).
Proof. We define the set R = {i : xdi > 0, 1 ≤ i ≤ M}
with cardinality NR. Let I : {1, 2, ..., NR} → R be
a bijective map that defines an ordering on R. Then we
recursively define a collection {Vn} of disjoint subsets of
V as follows:
V1 = {I(1)} ∪ {i ∈ V : x
d
i = 0 s.t. i ∈ σxd(I(1))}
Vn = {I(n)} ∪ {i ∈ V : x
d
i = 0 s.t. i ∈ σxd(I(n))
and i /∈ ∪n−1k=1Vk)}
for each n ∈ {2, 3, ..., NR}. We note that V = ∪
NR
n=1Vn. Let
xin ∈ int(P(V)) be some element such that
∑
k∈Vn
xink =
xdI(n) for each n ∈ {1, 2, ..., NR}. From Theorem IV.2, we
know that there exists a control u1e : [0, T ] → R+ for each
e ∈ E such that the solution x(t) of the control system (5)
satisfies x(T ) = xin. Now we will design {ue}e∈E such that
ue(t) = u
1
e(t) for each t ∈ [0, T ] and ue(t) = ae for each
t ∈ (T,∞], where ae is defined as follows:
ae =


0 if S(e) ∈ Vn and T (e) /∈ Vn ∀1 ≤ n ≤ NR,
0 if S(e) = I(n) for some 1 ≤ n ≤ NR,
1 otherwise.
Then the solution of system (5) for t > T can be constructed
from the solution of the following decoupled set of ODEs:
y˙n(t) = −Lout(G˜n)yn(t), t ∈ [T,∞) (7)
yn(T ) = y
0
n ∈ P(Vn)
for 1 ≤ n ≤ NR. Here, Gn = (Vn, En) for each 1 ≤
n ≤ NR, where e ∈ En if S(e), T (e) ∈ Vn, and ae = 1.
The solution of system (7) is related to the solution of
system (5) with x(T ) = xin through a suitable permutation
matrix P: Px(t) = [y1(t) y2(t) .... yNR(t)]. Since each
graph Gn has a rooted in-branching subgraph, the process
generated by −Lout(G˜n)T has a unique stationary distribu-
tion. Moreover, by construction, this unique, globally stable
stationary distribution is the vector [xdI(n) 01×(|Vn|−1)]
T ,
where |Vn| is the cardinality of the set Vn. This implies that
limt→∞P
−1y(t) = limt→∞ x(t) = x
d. By concatenating
the control inputs {u1e}e∈E and {ae}e∈E , we obtain the
desired asymptotic controllability result.
An interesting aspect of the above proof is its implication
that asymptotic controllability is achievable with piecewise
constant control inputs with a finite number of pieces. From
the above result, it follows that any point in P(V ) can be
stabilized using a full-state feedback controller [7]. However,
for a general target equilibrium distribution, a stabilizing
controller with a decentralized structure might not exist.
Before we present an algorithm to construct polynomial
feedback control laws, it is important that we address the fea-
sibility of Problem III.2. Toward this end, we will investigate
the stabilizability of the system (5).
B. Stabilizability
We will prove stabilizability by constructing an explicit
control law for a graph of arbitrary size that fulfills all the
conditions of Problem III.2. We propose the following de-
centralized control law, which depends on the agent densities
in different states, and prove that the resulting closed-loop
system is asymptotically stable. For i, j ∈ {1, ...,M}, let
gi(xi(t)) = (xi(t) − xdi )
2, and let wij = 1 if (i, j) ∈ E and
0 otherwise. Define a transition rate (control) matrixG(x(t))
with the following entries:
Gij =


wij(gi + gj), i 6= j
−
M∑
k=1
w1k(gi + gk), i = j.
(8)
G thus defined satisfies all the properties of a transition rate
matrix described in Section III; that is, each row sums to
1 and each element is non-negative. It is clear that when
xi(t) = x
d
i for all i ∈ V , then all gi = 0, resulting
in G(xd) = 0, which satisfies our requirement that the
control parameters equal zero at equilibrium. The second
requirement of a decentralized control structure is enforced
by setting wij = 0 whenever (i, j) 6= E . All that remains is
to prove that, with this choice of G, the closed-loop system
is asymptotically stable.
Proposition IV.5. The closed-loop system
x˙(t) = G(x(t))TDx(t) (9)
with G defined as in Equation (8) is asymptotically stable.
Proof. For ease of representation, we will use this system
description rather than the equivalent system (6). To prove
the stability of this system, we propose the following candi-
date Lyapunov function:
V (x) =
1
2
(
x(t)TDx(t) − (xd)TDxd
)
. (10)
We now check the conditions for this function to be a
Lyapunov function for the desired equilibrium point xd. We
clearly have that V (xd) = 0. To prove that V (x) > 0 for all
x ∈ P(V)\{0}, we note the following:
V (x) =
1
2
(
x(t)TDx(t)− (xd)TDxd
)
=
1
2
(
(D
1
2x)T (D
1
2x) − 1
)
=
1
2
(
〈D
1
2x,D
1
2x〉 − 1
)
. (11)
We will now show that the minimum value that 〈D
1
2x,D
1
2x〉
can attain on P(V) is 1, which is possible only at xd,
guaranteeing strict positivity of the expression (11) for any
other x ∈ P(V). We apply the following coordinate trans-
formation to shift the simplex associated with P(V), so that
xd coincides with the origin. Let y = x− xd. Then,
M∑
i=1
yi =
M∑
i=1
(xi − x
d) = 0, (12)
and therefore,
〈D
1
2x,D
1
2x〉 = 〈D
1
2 (y + xd),D
1
2 (y + xd)〉
= 〈y,Dy〉 + 2〈y,Dxd〉+ 〈xd,Dxd〉
= 〈y,Dy〉 + 1 (13)
Since Dxd = 1 and 〈y,1〉 = 0 (this follows from
Equation (12)), the function (11) is positive on all x ∈
P(V)\{0}.
Lastly, we compute the time derivative of the candidate
Lyapunov function:
V˙ (x(t)) =
1
2
x˙(t)TDx(t) +
1
2
x(t)TDx˙(t)
=
1
2
(GTDx(t))TDx(t) +
1
2
xT (t)D(GTDx(t))
= x(t)T (DGD)x(t). (14)
For the equilibrium xd to be asymptotically stable, we
must have V˙ (x(t)) < 0, ∀x ∈ P(V)\{0}. Negative semi-
definiteness of V˙ is guaranteed by the fact that G(x(t))
is a transition rate matrix. Strict negativity of V˙ can be
confirmed by algebraic manipulation of expression (14) as
follows. Setting r(t) = x(t)/xd, we obtain:
V˙ (x(t)) = (Dx(t))TG(x(t))(Dx(t))
= r(t)TG(x(t))r(t)
=
M∑
i,j=1,i6=j
−(ri − rj)
2wij(gi + gj). (15)
The expression (15) is a negative sum-of-squares (SOS) and
thus equals zero only when ri = rj for all i, j, which is
possible only at x(t) = xd. Hence, this function is strictly
negative for all x ∈ P(V)\{0}.
In summary, the function (10) fulfills all the criteria of a
Lyapunov function, thus proving asymptotic stability of the
the closed-loop system (9).
V. COMPUTATIONAL APPROACH
In this section, we briefly discuss how decentralized
nonlinear controls can be constructed algorithmically. By
describing an algorithmic procedure, we hope to demonstrate
that additional constraints can be added, to improve the
performance of the closed loop system. We will construct
control laws that are polynomial functions of the state of
the system. We will take the aid of SOSTOOLS, short for
Sum-of-Squares toolbox, used for polynomial optimization.
SOSTOOL has been a very popular method to provide
algorithmic solution of problems that can be formulated as
polynomial non-negative constraints that are otherwise diffi-
cult to solve [17]. In this methods non-negativity constraint
is relaxed to the existence of a SOS decomposition, which
is then tested using Semidefinite programming. A point to
be noted here is that the procedure described below is one
of the possible methods to construct such control laws. We
now pose Problem III.2 as an optimization problem.
Problem V.1. Let,
P(V) = {(x1, ..., xn) ∈ R
n|xi ≥ 0,
n∑
i=1
xi = 1, ∀i}. (16)
Let R[x] represent the set of polynomials and Σs denote the
set of SoS polynomials.
Consider the system (9), which is of the form x˙ = g(x)u(t),
u(t) = k(x)
Given, matrix Bi and Lyapunov function V (x).
Find, u(x) ∈ R[x] such that,
u(x) ≥ 0 (17)
u(xd) = 0 (18)
∇V (x)T g(x)k(x) ≤ 0 (19)
for all x ∈ P(V)
Here, we are using the same Lyapunov function (10)
used in Section (IV-B) to prove stabilizability. We have
already established that it has zero magnitude at equilibrium
xd and is positive everywhere on P(V). Hence, we only
need to test for its gradient’s negative definiteness, which
is being encoded here. In this construction we are fixing
the candidiate Lyapunov function and constructing a control
law such that the 10 is indeed a Lyapunov function for the
closed loop system 6. Alternatively, one could search for
both the Lyapunov function and the control law together, but
this renders the problem bilinear in the 2 variables. Iterating
between the two variables is one way to get around this
problem.
To implement (19), that is, to show local negative definite-
ness of the gradient (on the simplex P(V)), we use the fol-
lowing result well known in literature on positivestellansatz,
known as Schmudgen’s positivestellansatz, [20].
Theorem V.2. Suppose S = {x : gi(x) ≥ 0, hi(x) = 0}
is compact. If f(x) ≥ 0 for all x ∈ S, then there exist
si, rij , ... ∈ Σs and ti ∈ R[x] such that,
f =1 +
∑
j
tjhj + s0 +
∑
i
sigi +
∑
i6=j
rijgigj+
∑
i6=j 6=k
rijkgigjgk + ... (20)
This theorem gives sufficient conditions for positivity of
the function f on a semi-algebraic set (16). In our case, this
translates to looking for ti ∈ R[x] and si ∈ Σs such that
−
∂V
∂t
=
∂V
∂x
f − (th+ s0 +Σisigi) (21)
where f is the vector field, h is the equality constraint in
(16) and gi are the combinations of the inequalities in (16).
VI. NUMERICAL SIMULATIONS
We computed two types of feedback controllers for the
closed-loop system (5) to redistribute populations of N =
100 and N = 1000 agents on the five-vertex chain graph
in Fig. 1. The first controller (Case 1) was computed
using SOSTOOLS, as described in the previous section,
and the second controller (Case 2) was defined according
to Equation (8). In both cases, the initial distribution was
x0 = [0.4 0.1 0.05 0.35 0.1]T , and the desired distribution
was xd = [0.1 0.2 0.25 0.4 0.05]T .
The solution of the mean-field model with each of the two
controllers and the trajectories of a corresponding stochastic
simulation are compared in Figures (2)-(5). To speed up the
convergence rate to equilibrium, all the controller gains were
multiplied by a factor of 10. Also, for ease of comparison,
the ODE solutions were scaled by the number of agents.
We observe that the performance of the Case 1 controller
is better than that of the Case 2 controller. We note that if
faster convergence to the equilibrium is desired, this could
be encoded as constraint in SOSTOOLS. As discussed in
Section III, the underlying assumption of using the mean-
field model (5) is that the swarm behaves like a continuum.
That is, the ODE (5) is valid as number of agents N →
∞. Hence, it is imperative to check the performance of
the feedback controller for different agent populations. We
observe that the the stochastic simulation follows the ODE
solution quite closely in all four simulations. In addition, in
all simulations, the numbers of agents in each state remain
constant after some time; in the case of 100 agents, the
fluctuations stop earlier than in the case of 1000 agents. This
is due to the property of the feedback controllers that as the
agent densities approach their desired equilibrium values, the
transition rates tend to zero. This effect is shown explicitly in
Fig. 6, which plots the time evolution of a two agents’ state
(vertex number) during a stochastic simulation with both of
the controllers. For both controllers, the agent’s state remains
constant after a certain time.
Fig. 1. Five-vertex bidirected chain graph.
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Fig. 2. Trajectories of the mean-field model (thick lines) and the
corresponding stochastic simulation (thin lines) for the Case 1 closed-loop
controller with N = 100 agents.
VII. CONCLUSION
In this paper, we have presented a novel approach to
mean-field feedback stabilization of a swarm of agents that
switch stochastically among a set of states according to
a continuous time Markov chain. We proved that a de-
sired state distribution with strongly connected support can
be stabilized using time-invariant control inputs. We also
showed asymptotic controllability of distributions that are not
strictly positive, with target densities equal to zero for some
states. Lastly, for bidirected, strongly connected graphs, we
proved stabilizability of the closed-loop system by explicitly
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Fig. 3. Trajectories of the mean-field model (thick lines) and the
corresponding stochastic simulation (thin lines) for the Case 1 closed-loop
controller with N = 1000 agents.
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Fig. 4. Trajectories of the mean-field model (thick lines) and the
corresponding stochastic simulation (thin lines) for the Case 2 closed-loop
controller with N = 100 agents.
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Fig. 5. Trajectories of the mean-field model (thick lines) and the
corresponding stochastic simulation (thin lines) for the Case 2 closed-loop
controller with N = 1000 agents.
constructing decentralized, density-dependent control laws
that equal zero at equilibrium. Furthermore, we presented and
numerically validated a procedure for designing polynomial
feedback control laws algorithmically using the SOSTOOLS
MATLAB toolbox. In summary, by using nonlinear feedback
control laws, we obtain guarantees on global boundedness of
the controls and are able to prove global asymptotic stability
of the desired distribution.
In future work, we plan to investigate exponential stability
of the closed-loop system and design control laws that opti-
mize the convergence rate to equilibrium. Another direction
of future work is to characterize the effect of noise in
estimates of the agent densities on the convergence properties
of the proposed control laws.
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