Exploring excitonic properties of vertically coupled semiconductor nanostructures using Path Integral Quantum Monte Carlo by Jarzynka, Jaroslaw R.
Exploring Excitonic properties of vertically coupled
semiconductor nanostructures using Path Integral Quantum
Monte Carlo
Jaros law R. Jarzynka
Submitted for the degree of Doctor of Philosophy
Heriot-Watt University
School of Engineering and Physical Sciences
Edinburgh, February 2016
The copyright in this thesis is owned by the author. Any quotation from the thesis or use
of any of the information contained in it must acknowledge this thesis as the source of the
quotation or information.
ii
Abstract
In this thesis electron and exciton systems in atomistic model semiconductor nanos-
tructures are theoretically studied using the Path Integral Quantum Monte Carlo
(PI-QMC) technique. The application of this method gave us the opportunity to fully
investigate Coulomb interacting systems at finite temperature, with an exact treat-
ment of the impact of inter-particle correlations on the properties of a system without
relying on complex trial functions or basis sets.
Using confining potentials calculated from a strained atomistic model of semi-
conductor vertically stacked dot and ring nano-structures gave us insight into the
ground state properties of vertically stacked quantum dot and ring systems, including
the interplay between vertical electric and piezoelectric fields. Interactions between
external electric fields, strain and piezoelectric potential revealed novel and unique
for the stacked structures properties.
The recombination rate of exciton (X) and bi-excitons (XX) as a function of
structure vertical separation is investigated and compared against recombination in a
multiple quantum dot, both with and without the application of an external electric
field.
The novel piezoelectric properties of stacked dots and rings in the presence of a
vertical electric field, inducing in-plane charge probability distribution switching of
an exciton, are explored. Results obtained from calculations of the lateral polarisabil-
ity of X and XX indicates the possibility of experimental verification of this unique
phenomenon.
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Chapter 1
Introduction
The last two decades have been characterised by the fast development of new meth-
ods of designing and manufacturing physical structures, with dimensions that vary
between a few and one hundred nanometers. These so called nanostructures demon-
strate many novel and interesting physical properties, as their small size limits the
movement of charge carriers in at least one spatial dimension, resulting in discrete
energy levels [1, 2]. The impact of the system size on the charge distribution is known
as the quantum confinement effect [3, 4].
One of the most important groups of nanostructures, from an applications point
of view, are semiconductors. Their importance results from their physical properties
which can be well described using quantum mechanics, and have broad applicability
in modern optoelectronic devices.
Nanostructures can be classified into: quantum wells, rods, dots and rings. Quan-
tum wells result from the heterojuction that is formed between two semiconductors
characterised by different energy bandgaps. As a consequence of this bandgap differ-
ence the Fermi levels in both semiconductors align to each other, shifting the relative
positions of the conduction and valence bands. Sandwiching a narrow band semicon-
ductor between two wider band materials creates a quasi-two-dimensional potential
well in the middle, which allows for the movement of charge carriers only in two spa-
tial directions Fig. 1.1. This technique also allows for the fabrication of systems of
coupled quantum wells, known as a super-lattices, in which the wells are separated
by a potential barrier. Using this method, heterostructures are usually formed from
group II and VI or III and V compounds, as the chemical composition affects the
energy band gap and therefore gives control over the quantum confinement strength.
1
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Figure 1.1: Visualization of an electrically contacted micro-pillar containing four
quantum wells. The structure diameter is 20µm. This quantum post is placed
between slowly doped distributed Bragg reflectors. Taken from Ref.[5].
Depending on the Fermi level distribution and difference of energy band gaps of the
semiconductors used, the electrons and holes can be trapped in the same region of
space (which is known as Type I) or in different regions (Type II) where the quantum
well for the electron is seen as the barrier for the hole and vice versa [6].
1.1 Quantum wells
1.1.1 Single square quantum well
A type I quantum well is formed by two thick identical semiconductor layers such as
Ga1−xAlxAs separated by a layer of GaAs, Fig. 1.2. If the electron mass m∗ is set
2
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(a)
(b)
Figure 1.2: Finite square well potential under effective mass and envelope function
approximation. In the above figure the potential energy V0 represents the discon-
tinuity in the conduction band edge due to different compounds. (a) Diagram of
square quantum well, Ref.[7], (b) STM image of GaAs quantum well, Ref.[8].
constant in both Ga1−xAlxAs and GaAs layers then the Schro¨dinger equation in the
three layers depicted in Fig. 1.3a yields
− ~
2
2m∗
d2ψ1(x)
dx2
+ V0ψ1(x) = Eψ1(x), x 6 −L/2 (1.1)
− ~
2
2m∗
d2ψ2(x)
dx2
= Eψ2(x), −L/2 6 x 6 +L/2 (1.2)
− ~
2
2m∗
d2ψ3(x)
dx2
+ V0ψ3(x) = Eψc(x), +L/2 6 x. (1.3)
The general solution of the Schro¨dinger equation (SE) in the central region (2) will
be a sum of sine and cosine terms. One can see that we deal here with a symmetric
potential, therefore the eigenstates of the system will also demonstrate a definite
symmetry being either symmetric or anti-symmetric. If the centre of the coordinate
system is located at the middle of the quantum well (QW) then the symmetric (even
parity) eigenstates will be cosine terms and the anti-symmetric (odd parity) sine
waves.
In the QW (region 2) the energy E of the quantum states must be smaller than
the potential barrier height V0. This leads to the following form of SE for the right-
hand side region
− ~
2
2m∗
d2ψ(x)
dx2
= (E − V0)ψ(x). (1.4)
At this point we require the continuous function f for which a second derivative exists
and is +f . This condition is fulfilled by an exponential function and the sum of the
growing f(x) = e+κx and decaying g(x) = e−κx exponents can be exploited. In the
3
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region (3), x is positive, and hence as x increases the growing exponential will increase
too and without limit [9]. The probability density of the wave function must sum up
to 1, ∫
allspace
ψ∗(x)ψ(x)dx2 = 1, (1.5)
which further demands that, ψ(x)→ 0 and ∂ψ(x)
∂x
→ 0 as x→ ±∞. These are known
as the standard boundary conditions for states confined to the QW. Taking all the
above into consideration, the growing exponents must be discarded, which leads to
the solutions for the even parity states [9]:
ψ(x) = B exp(κx), x 6 −L/2 (1.6)
ψ(x) = A exp(kx), |x| 6 L/2 (1.7)
ψ(x) = B exp(−κx), L/2 6 x. (1.8)
It is important to note that the above functions are real, additionally the eigenfunc-
tions of such confined system are known as stationery states, as there is no current
carried. Substitution of these trial functions in the SE yields k and κ,
k =
√
2m∗E
~
, and κ =
√
2m∗(V0 − E)
~
. (1.9)
At this point the boundary conditions need to be imposed with the requirement that
ψ(x) and its derivative are continuous, in order to avoid infinite kinetic energies. At
the interface x = +L/2 the wave function in the barrier and the well must be equal,
the same condition must be met by its derivatives, therefore
A cos
(
kL
2
)
= B exp
(
−κL
2
)
, (1.10)
− kA sin
(
kL
2
)
= −κB exp
(
−κL
2
)
. (1.11)
Division of Eq.(1.10) by Eq.(1.11) and rearranging yields
k tan
(
kL
2
)
− κ = 0. (1.12)
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The odd parity states in the well region are described by a sine wave, therefore similar
to the above analysis results in the following equation
k cot
(
kL
2
)
+ κ = 0, (1.13)
which solutions yields odd parity eigenenergies. Eqs.(1.12) and (1.13) are called tran-
scendent as they depend on only one unknown, E; and do not have any analytical
solution. For this reason we resort to a numerical solution. This is achieved by intro-
ducing two dimensionless parameters η = kL
2
= L
2
√
2m∗
~2 E, which depends on energy
and ζ0 =
L
2
√
2m∗
~2 V0, known as potential-strength parameter which depends on barrier
height. Using these parameters the relationship between k and κ can be defined [7],
κ
k
=
√
ζ20
η2
− 1. (1.14)
Using Eq.(1.14) one can rewrite Eqs.(1.12) and (1.13) as follow,
tan η =
√(
ζ0
η
)2
− 1 even parity (1.15)
cot η = −
√(
ζ0
η
)2
− 1 odd parity. (1.16)
Solving Eqs.(1.15) and (1.16) yields energy eigenvalues En for a finite well. In Fig.
1.3 a plot of the solution as a function of η is presented. In order to obtain energy
eigenvalues a plot of
√(
ζ0
η
)2
− 1 can be superimposed on plots of tan(η) and − cot(η)
and solved graphically for different values of L, V0 and ζ0. In Fig. 1.4 the energy
levels of the three bound states are plotted for ζ0=3.83. In Fig. 1.5 eigenfunctions
and first three energy eigenvalues of a finite square well are plotted and compared to
the bound states in infinite square well. The eigenenergies of the finite well are much
lower compared to an infinite well of the same width. This difference results from
the fact that the wave functions in the finite square well extend into the classically
forbidden region, therefore the corresponding wavelengths are longer as energies are
lowered compared to those in the infinite potential.
5
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(a) (b)
Figure 1.3: Finite square well potential under effective mass and envelope function
approximation. In the above figure the potential energy V0 represents the discon-
tinuity in the conduction band edge due to different compounds. (a) A plot of√(
ζ0
η
)2 − 1 vs. η, (b) Plots of tan(η) for even and odd parity solutions vs. η.
Figure 1.4: Graphical solution for the energy eigenvalues of three bound states
in finite potential well. The width of the well is 14 A and V0=14 eV. Taken from
Ref.[7].
1.1.2 Impact of electric field on energy levels in a single quan-
tum well
The application of an external electric field in the growth direction introduces an
additional linear potential, Fig. 1.6 which can be written in the following form ±eFz,
depending on the charge of the particle. If the applied electrostatic field is small then
its impact on the energy levels in a quantum well can be estimated using first-order
perturbation theory. For the perturbing potential, namely the electric field in the
6
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Figure 1.5: Eigenfunctions for the first three bound states of the finite GaAs well
of depth 14 eV and with 0.4 nm compared to the infinite square well. Taken from
Ref.[7].
Figure 1.6: Comparison of the ground state wave function in absence (solid black
line) and presence (red dashed line ) of external electric field in a finite square well.
growth direction V ′, the shift of the ground state energy can be found using
∆E(1) =< ψ1|V ′|ψ1 > . (1.17)
If the electric field is small it doesn’t have any impact on the ground state energy in
the symmetric quantum well. This results from the fact that the ground state wave
function is of even parity, therefore the integrand of Eq.(1.17) is odd and its evaluation
yields zero to the first-order the same applies to the excited state. The application
of stronger electric fields require much more accurate treatment and the second-order
correction is required
∆E(2) =
| < ψn|V ′|ψ1 > |2
En − E1 , (1.18)
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in which one sums over all excited states, including those where En > V L. The
external electric field is independent of z, therefore the second-order correction to
the energy ∆E(2) is directly proportional to the value of field F 2. Charged particles
preferentially localise in the lowest potential regions. In the case of the symmetric
QW this area is to the right of the well Fig. 1.6. This lowers the overall energy of
the system even further ∆E(2) ∝ −F 2 and is known as the quantum confined Stark
effect, which will be discussed in detail in the following chapters.
1.1.3 Non-interacting double square well system
More complex electronic devices are based on the heterostructures made of multi-
ple quantum wells. The method of solving the Schro¨dinger equation in each layer
separately and then estimating the unknown coefficient by superimposing boundary
condition discussed in Section 1.1.1 is still valid in multiple quantum wells. In this
section the symmetric system of equal depth quantum wells will be briefly outlined
Fig. 1.7. A simplified model can be imagined as two non-interacting particles are
Figure 1.7: Solutions to the Schro¨dinger equation in a double square well. Taken
from Ref.[10].
allowed to move only in one spatial dimension. Fig. 1.7 depicts system an infinite
square well with a potential barrier of the finite height in the middle. The particles
can be placed the regions I and III with energies lower than the barrier height. Now
we try to find the energy eigenstates and corresponding eigenfunctions for the single
particle states. Assuming that the central potential region II is very large leads to the
observation that energy eigenstates of the trapped particles should be approximately
equal to those of a single particle in an infinite well [10]. As before the solutions to
8
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the SE in all three region yields
ψI(x) = sin(k(Ei)x) + A(Ei) cos(k(Ei)x), (1.19)
ψII(x) = Bi(Ei)(e
κ(Ei)x + nie
−κ(Ei)x), (1.20)
ψIII(x) = niψI(−x), (1.21)
where index i indicates even/odd parity states and neven = 1 and nodd = −1. The
usual boundary conditions require the wave function to vanish in the potential walls,
in our case for x < −L/2 and x > L/2, and also that the function and its derivative
is continuous at x = ±δ. Application of these conditions allows us to set A and Bi,
[10]
A(E) = tan(k(E)), (1.22)
Bi(E) =
A(E) cos(k(E)δ)− sin(k(E)δ)
e−κ(E)δ + nieκ(E)δ
(1.23)
and the boundary conditions also yield the following transcendental equation
κ(E)[− sin(k(E)δ) + A(E) cos(k(E)δ)]
k(E)[cos(k(E)δ) + A(E) sin(k(E)δ)]
+
eκ(E)δ + nie
−κ(E)δ
eκ(E)δ − nie−κ(E)δ = 0. (1.24)
Fixing δ and V one can solve the equation numerically which leads to two energy
eigenvalues Eeven and Eodd with corresponding eigenfunctions plotted in Fig. 1.8. It
is worth to note that there are two almost degenerate energy eigenstates for every one
energy eigenstate in the corresponding infinite square well [10].
1.1.4 Quantum mechanical tunnelling
Charge carriers placed into multiple well systems localise in the regions which min-
imise their energy and there is no quantum-confined energy states [9]. However, the
situation changes when an external electric field is introduced perpendicular to the
layers in a multiple quantum well system. An additional potential accelerates and
impinge the electrons (holes) upon the barrier leading to the situation that some of
them pass through the barrier even with an energy lower than the potential V . This
phenomenon is known as quantum tunnelling.
In order to calculate the tunnelling probability that a single electron impinging
upon the potential barrier will tunnel and contribute to the current flow through the
9
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Figure 1.8: Eigenfunctions in a double square well. Taken from Ref.[11].
barrier the transmission coefficient needs to be defined. If a constant effective mass
across the structure is assumed then the transmission coefficient at any energy E for
a barrier of width L and height V is defined as [9]
T (E) =
1
1 +
(
k2+κ2
2kκ
)2
sinh2(κL)
for E < V. (1.25)
If the charge carriers have energy greater than barrier potential, then κ→ ik′ which
yields
T (E) =
1
1 +
(
k2−k′2
2kk′
)2
sin2(k′L)
for E > V, (1.26)
where k′ =
√
2m∗(E−V )
~ . In the last case, for E > V the transmission coefficient will
oscillate with a resonance for sin component equal zero. This will be observed at
k′L = npi which is implied when [9]
E =
(n~pi)2
2m∗L2
+ V. (1.27)
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(a)
(b)
Figure 1.9: Quantum wire. (a) Diagram of a quantum wire. Taken from Ref.[9].
(b) SEM micrograph of a suspended silicon quantum wire in a highly n-doped SOI
film. Taken from Ref.[12].
1.2 Quantum wires
Photolithography or electron-beam lithography can be used to pattern a quantum
well layer, which after an etching process leaves a free standing strip of quantum
well material. This structure can then be filled in with an overgrowth of the barrier
material, for instance Ga1−xAlx. In Fig. 1.9 the expanded view of a single quantum
wire is presented, from which one can see the electron (or hole) confinement to two
dimensions and ability to move in only one direction, similar to a classical wire. If
the effective-mass approximation is used the dispersion relation corresponding to the
motion along the axis of wire can still be described by a parabolic function
E =
~2k2
2m∗
. (1.28)
11
Chapter 1. Introduction
1.3 Self-assembled quantum dots
A quantum dot is basically a three-dimensional potential well in which the charge
carriers can be trapped. Quite often this kind of confinement can be realised by re-
stricting the movement of charge carriers in the plane of a two-dimensional quantum
well. This can be done via reduction of the physical size of the structure or with an
external electric potential. This can be achieved for example by the alternate dis-
tribution of two layers of semiconductor which suppress the charge movement in the
growth direction of the dot and vertical external electric field, which prevents carriers
from moving in the plane of the structure. As it will be explained in this thesis a
vertical external electric field can be successfully used for electrode-less switching of
the charge density distribution and for efficient exciton flux control. Quantum dots
Figure 1.10: Cross-sectional HAADF STEM images of quantum dots (QDs) formed
from depositing of InAs in a InGaAsP matrix and capped with with different com-
pounds: (a) InGaAsP and (b) GaAs followed by InGaAsP. (c) and (d) Plan-view
HAADF STEM images of the QDs in samples (a) and (b), respectively. Taken from
Ref.[13].
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possess many similarities to natural atoms. The central potential well has properties
similar to the hydrogen atom reflecting the heavy proton in the atom core. Addi-
tionally the spectrum of the confined charge carriers is quantised and the electronic
distribution demonstrates the shell structure in the symmetric dots [14]. Because
of these similarities the single quantum dots are often called “artificial atoms”, and
multiple dot systems “artificial molecules”. One of the most important and useful
feature stems from the fact that the quantum dots allow for the formation of electron-
hole bound systems, namely excitons [15], whom behaviour in quantum structures
is the main topic of this thesis. At the present, due to their specific electronic and
optoelectronic properties, the quantum dots are broadly applicable in novel devices.
Self-assembled single quantum dots can be used as single photon sources or single elec-
tron transistors [16, 17] as well as in lasers [18] and for quantum computing [19]. In
the following section we discuss the growth methods and the most important physical
properties of these particular quantum structures.
1.3.1 Stranski-Krastanow growth mode
Stranski-Krastanow (SK) growth mode is the technique in which strain-induced self-
assembly of dots takes place in heteroepitaxial lattice mismatched system [20]. The
dot formation process results from a thermodynamic instability during the two-dimension
growth and can be used to grow for example InxGa1−xAs structures on a GaAs sub-
strate [21–23]. In Fig. 1.11 the self-assembly process of quantum dot grown in the SK
mode is illustrated. In the first stage of the SK growth mode the InGaAs is deposited
on a GaAs substrate. As the result of biaxial compression a thin layer, known as the
wetting layer (WL) is formed, Fig. 1.11(b). The consequent layers of the InGaAs are
then deposited until the critical thickness is reached. At this point heavily strained
InGaAs WL starts to relax by releasing strain energy through the formation of three-
dimensional dots [21, 24]. Formation of QDs lead to a reduction of the total free
energy stored in the system. This results from the overcompensation of the increase
of surface energy by the reduction of strain energy in the layer Fig. 1.11(c) [25]. As
a result, free structures are spontaneously formed [22, 26], which makes them highly
applicable in optical systems. Basic structural properties of QD structures e.g. is-
lands density [27], composition gradient and shape [28, 29] can be controlled to some
extent by adjusting the process parameters such as chemicals flux, time and temper-
ature. Unfortunately due to the stochastic character of the self-assembly process one
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can’t avoid some fluctuations. If the substrate isn’t initially pre-processed the nucle-
ation sites can’t be controlled and as a consequence the QDs form randomly on the
WL. In order to obtain confined charge carriers in all spatial dimensions the newly
formed quantum dot structures are buried in wider gap GaAs Fig. 1.11(d). The addi-
tional barrier formed in the last step separates the QD’s electronic states from surface
one. This also inhibits non-radiative recombinations resulting from the surface charge
separation and prevents a degradation of the optical properties [30]. Ideal crystal
structures created during self-assembly conjugated with the capping GaAs results in
high optical quality quantum dot structures.
Figure 1.11: The Stranski-Krastanow growth mode of self-assembled quantum dots.
(a) GaAs substrate, (b) deposition of InGaAs onto an atomically flat GaAs substrate
leads to the growth of a biaxially strained InGaAs layer. (c) When a critical layer
thickness is reached, partial strain relaxation minimises the free energy of the system
resulting in the formation of dots on top of a wetting layer. (d) The self-assembled
quantum structure is capped with intrinsic GaAs to form fully encapsulated InGaAs
islands with three-dimensional confinement. Taken from Ref.[30].
There are two methods of obtaining self-assembled QD structures, the first one is
metal-organic vapor phase deposition (MOVPD) [31] and the second one is molecular
beam epitaxy (MBE) [24]. Semiconductor heterostructures obtained using MBE are
characterised by high material purity and exceptional crystal quality. This technique
allows for precise, up to atomic monolayer scale control of the material deposition
[32]. Additionally, this method leads to the defect free growth which increases even
more the optical quality of the QD structures.
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1.4 Basic properties of self-assembled single quan-
tum dots
A discrete, atom like energy spectrum in the QD confinement is similar to the particle
in the box problem [33]. The energy level structure depends directly on the particular
properties of the confining potentials of the structure which are the consequence of
the size, shape, composition gradient and strain fields present in semiconductor used
in the fabrication of the dot [33–37]. In the following section a simple model of the
potential in three-dimensional QDs will be introduced. Using the InGaAs quantum
dot as a model, the electronic properties of such a structure will be outlined and their
impact on optoelectronic features of the quantum dot explained. We also discuss the
impact of the external, static electric field on the energy spectrum and the charge
carrier’s behaviour in the QD [38, 39] including inter-particle interactions [40, 41].
1.4.1 Model of quantum dot
In this thesis the atomistic model of the QD, based on experimental results, is con-
structed and used to study the interacting particle systems. However in order to
explain basic properties of the confinement potential in such a structure a simpler
model can be used. Such a model will assist us in the qualitative explanation of fun-
damental electronic properties of the QD structure and better understand processes
in the more complex systems.
A typical InGaAs hererostructure is characterised by the Type-I band alignment
in which the bulk GaAs band gap has an energy of Eg=1500 meV [42] and the energy
of In0.5Ga0.5As is Eg=800 meV [43] at 2 K. However, it is important to note that
these values are usually slightly different due to the significant strain energy resulting
from the already mentioned lattice mismatch of the compounds. As we have already
pointed out, the charge carriers are confined in all three spatial directions. This results
from the fact that the InGaAs band structure forms a minimum energy region, which
manifests itself as the dot, in GaAs surroundings [44].
Cross-sectional transmission electron microscopy (X-TEM) enables examination
of the dots after they have been buried [34, 45, 46]. According to the structural
investigations using the above technique, the QD’s height is typically a factor of 5-7
times smaller compared to its base [22, 47]. As a result we observe much stronger
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confinement in the growth direction compared to the lateral direction. Based on this
observation a model QD confinement can be described by the square potential well
in the z-direction Fig. 1.12(a), (b) and a two-dimensional rotationally-symmetric
harmonic oscillator potential in the x − y plain Fig. 1.12(c). We use the effective
Figure 1.12: Confinement potentials for electrons and holes in quantum dots and
the wetting layer arising from the type I band alignment in GaAs-InGaAs het-
erostructures. In the z-direction, it can be modeled by a square potential well.
Typically, only the first level of the resulting discrete energy spectrum is observed
to form a bound state in self-assembled InGaAs QDs. Since the QD base is sig-
nificantly larger than its height, the lateral confinement is much weaker and more
appropriately described by a 2D harmonic potential. Taken from Ref.[30].
mass approximation in both the above model and our simulations. This is a valid
approach as we are interested in the ground state energies of the system which are
close to the band minima (maxima) [48, 49]. Such a system can be described using
the time-dependent Schro¨dinger equation[
− ~
2
2m∗
+ V (r)
]
= Ψk(r) = EkΨk(r) (1.29)
in which the confining potential V (r) is defined as
V (r) =
12m∗ω20(x2 + y2) for |z| < h2V0 for |z| > h2 , (1.30)
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where m∗ is the effective mass, ω0 harmonic potential oscillation frequency and h is
the height of the structure. Solution to Eq.(1.29) is obtained using the usual wave
function substitution
Ψk(r) = Φkxky(x, y)χkz(z), (1.31)
in which Φkxky(x, y) is the wave function in the (xy)-direction and χkz(z) is in z-
direction. This methods allows us to separate the equation and solve the problem in
two perpendicular directions separately. Solutions to the harmonic potential problem
are given by Hermite polynomials Hk [50], which multiplied by the solution for the
square well confinement yield a complete set of the eigenstates of the quantum dot
system
Ψk ∝ Hkx(x)Hky(y) exp
[
−ω0m
∗
2~
(x2 + y2)
]
cos
(
pizkz
h
)
for ki = 0, 1, · · · , (1.32)
with the eigenvalue energies given by
Ek = ~ω0(1 + kx + ky) +
pi2~2
2m∗h2
(kz + 1)
2 for ki = 0, 1, · · · . (1.33)
Most of the self-assembled InGaAs QDs measure less than 10 nm in the growth
direction. This results in the vertical confinement energies Eez +E
h
z of order of several
hundred meV as observed experimentally [51–53]. Usually only one bound state in
the growth direction is expected, which is located at the top of the band (kz=0).
As one can see in Fig. 1.12(a) the InGaAs wetting layer is much thicker than the
QD structure in the z-direction. This leads to an increase in confinement energy
EeWL +E
h
WL, typically by ≈ 100 - 200 meV, experienced by the charge carriers which
would try to move from the QD structure towards wetting layer [54]. For this reason
it is strongly suppressed. However, the opposite situation in which a charge carrier is
created in the WL results in the propagation of it towards the QD structure and the
quick relaxation at the energy minimum.
At the centre of the Brillouin zone, the valence band Bloch functions have the
p-like character. This results in the reduction of the rotational symmetry leading
to the formation of an effective mass m∗ dependent valence sub-bands. The p-type
orbitals are described by the internal angular momentum Jp=1 with corresponding
Jp,z = −1, 0, 1 which couples to the spin of the electron Je = 1/2 with Je,z = ±1/2
and fill the valence band state. As a consequence the following hole sub-bands are
created with a total angular momentum Jh = Jp + Je: heavy hole (hh) Jhh = 3/2,
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Jhh,z = ±3/2; light hole (lh) Jlh = 3/2, Jlh,z = ±1/2 and spin-orbit split-off (so)
Jso = 1/2, Jso,z = ±1/2.
The energy splitting of the split-off sub-band due to spin-orbit coupling is effec-
tively increased by several hundred meV, [55, 56]. However, due to the characteristics
of our model, it is of no relevance for our analysis and, therefore, will be omitted
in the following discussion. The effective mass m∗ in In0.5Ga0.5As for a heavy hole
(m∗=0.46m0) [57] is one order of magnitude greater compared to the light hole effec-
tive mass (m∗=0.054m0) [57]. This results in the lifting of the degeneracy between
this two valence sub-bands in the vertical direction and a much stronger confinement
of the light hole compare to the heavy hole. This leads to the situation in which the
highest energy valence band state demonstrates predominantly heavy hole character
[58–61]. Strong strain fields present in the self-assembled quantum structures amplify
this effect even more.
In Fig. 1.12(c) the lateral confining potential (in the plane perpendicular to
the growth direction) is visualised. The much stronger confinement in the vertical
(growth) direction significantly modifies the energy band-gap lifting the lowest energy
level above the band-gap energy by the value ~ω0 (energy of the 2D harmonic oscilla-
tor potential) which yields an effective energy band-gap value: Eg,eff=Eg,dot+Econf,z.
Typically, few bound excited states are present [51, 62] which can be seen analogically
to atomic electronic shells. For this reason the s-, p-, d-, ... labels are commonly
used to distinguish between them. The typical value of energy they are split by varies
between Es−p =~ω ≈ 15 to 60µeV for the conduction band and ≈10 to 40µeV for
the valence band in the InGaAs structure [30, 41, 51, 62, 63]. Inclusion of the spin
of the charge carriers (blue and red arrows in Fig. 1.12(c)) introduces an additional
degree of freedom which results in a 2 (kx+ky+1)-fold degeneracy of each energy level.
As can be seen in Fig. 1.12(c) the band-gap energy seems to increase towards the QD
edge as the result of the strain fields distribution in the system. This behaviour was
predicted theoretically using numerical simulations on realistic model of the QD [64].
1.4.2 Optical selection rules
If the temperature is low, kBT  Eg, the system is in its ground state, this mean that
the valence band is fully populated and conduction band is empty. Introduction to
the system of a photon with energy ~ω > Eg optically excites the system promoting
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an electron from the valence band to the conduction band in the semiconductor. The
excited electron creates an empty state in the valence band known as a quasi-particle
hole state [30]. In this picture the incident photon generates an electron-hole pair
known as an exciton, however in this scenario the binding is dominated by the con-
finement potential of the QD instead the Coulomb attraction. As already explained,
the highest energy valence band state which plays a crucial role in the optical transi-
tions has heavy hole character [58–61]. This results in the optical selection rules which,
for two electron with Je,z = ±1/2 and two heavy holes with Jhh,z = ±3/2 states can
be summarised in the following diagram Fig. 1.13. As indicated on the diagram four
excitonic states can be created. The helicity of circularly polarised light determines
the angular momentum M = ±1 of photon. This results in the fact that only tran-
sitions with a difference in the z-component of the angular momentum of ∆Jz = ±1
between the initial and final state can be optically excited via a single photon process
due to spin conservation (green diagonal arrows in Fig. 1.13). The optically active
excitons with ∆Jex,z = ±1 are commonly called bright in contrast to dark, optically
inactive excitons with ∆Jex,z = ±2. In the dark exciton case the coupling to the light
takes place in the process involving two photons [65] which is much weaker compared
to single photon absorption (red arrows Fig. 1.13). The above properties can be
really useful in the experiment as they expand the set of degrees of freedom of exciton
by spin, if appropriately polarised light is used. A σ± polarised photon induces an
exciton (with spin projection ∆Jex,z = ±1) formed from the electron and hole |↓⇑〉
(|↑⇓〉) relative to the direction of the light propagation. This leads to the capability
of detecting the polarisation of the light emitted in photoluminescence measurements
and determining the spin properties of recombining charge carriers.
1.4.3 Fine structure
Several properties of quantum dot structures can be qualitatively understand using
the energy spectrum that was derived in Section 1.4.1 from a simplified QD model.
However, there are other properties emerging from experimental data which this model
is not able to reproduce. The limitations results from the fact that at this moment
we do not consider inter-particle interactions, impact of the external conditions, such
as coupling to static electric fields or confining potential directional asymmetry which
manifests themselves in a prominent fine structure present in the energy spectrum
[30, 33, 66–71]. In this section the interactions which predominantly influence the
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Figure 1.13: The optical selection rules. σ± indicates polarisation of the light to
which transitions with ∆Jz = ±1 are coupled. On the other hand the transitions
with ∆Jz = ±2 can not be optically excited by a single photon. Four possible
configurations with respect to the electron ↑ ↓ and hole ⇑ ⇓ spin orientation can
be distinguished. The angular momentum projection of Jex,z = +1 (|↓⇑〉) and
Jex,z = −1 (|↑⇓〉) corresponds to a bright exciton while Jex,z = +2 (|↑⇑〉) and
Jex,z = −2 (|↓⇓〉) to the dark one. Taken from Ref.[30].
QD’s energy spectrum will be outlined. Here, we briefly discuss the consequences of
the reduced symmetry in the QD confinement and Coulomb interactions while the
impact of the electric field will be covered in the next section.
In Fig. 1.14 the excitonic energy spectrum characteristic for a real QD is depicted.
On can observe that inclusion of Coulomb attraction between the electron and hole
in a QD structure results in decreasing the transition energy by ≈ 10-20 meV [72].
As the electron and hole are confined to the QD the exciton Coulomb energy in the
structure is higher than in the bulk semiconductor [72].
The electron and hole wave functions due to their fermionic character must be
anti-symmetric in order to overlap in the QD. This results from the Pauli exclusion
principle [73] and introduces an additional type of interaction known as exchange
interaction [67, 74]. The spin Hamiltonian for an exciton in the absence of magnetic
field is given
Hexchange = azJhh,z × Je,z +
∑
i=x,y,z
biJ
3
hh,i × Je,i. (1.34)
In the Eq.(1.34) the excitonic states are distinguished by the total angular momentum
m in the z direction, m = Je,z + Jh,z = ±1,±2 with the electron spin Je,z = ±1/2
and the hole spin Jhh,z = ±3/2, [67]. The exchange energy contributes to a splitting
resulting in the separation of bright and dark excitons by an energy value δ0 = 1.5az+
3.375bz typically of order 100 - 200µeV [67, 68, 74]. Additionally, the dark and
bright excitonic states split even further from each other by the amount of energy
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Figure 1.14: Graphical representation of excitonic fine structure and corresponding
optical transition in a QD. The energy spectrum undergoes modification caused by
the Coulomb interaction and the reduction of rotational symmetry of confinement.
Taken from Ref.[30].
δd1 = 0.75(bx + by) for dark state and δ
b
1 = 0.75(by − bx) for bright one [67, 68, 74].
The anisotropic exchange splitting of the bright exciton is completely absent in the
perfectly symmetric structures. In such a QD bx = by which yields pure spin states
|↓⇑〉 and |↑⇓〉 in contrast to the dark states which always hybridise [30]. In most real
life cases, QD self-assembly results in a slightly elliptical structures, therefore bx 6= by
and the bright exciton energy splits as δb1 6= 0 [68]. In this case eigenstates are linear
combinations of symmetric and antisymmetric pure states as the angular momentum
is not a good quantum number anymore [30]. As the result of these mixed states
polarisation selection rules are lifted and the possibility of linearly polarised optical
transitions (pix(y)) arise.
1.4.4 External electric fields
The exciton consist of a positively charged hole and a negatively charged electron,
which form an electric dipole p = ed, where d is the displacement vector pointing
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from the negative charge to the positive charge, which couples to applied electric
field F [59, 75]. The interaction of the electric field and dipole moments results in
an energy shift proportional to ∆E = p · F which provides an empirical tool for the
precise tuning of the energy spectrum in QDs.
The exciton dipole moment is the sum of the intrinsic dipole moment pint and
applied electric field driven dipole moment. The first contribution depends entirely
on the atomistic properties of the QD structure. It results from the asymmetry of the
confining potential in the growth direction caused by In atom concentration gradients
and strain driven piezoelectric fields [76, 77]. This induces the hole localisation at
the top of the structure close to the In rich apex and the electron at the base [59].
The second contribution results form the electron and hole wave function shift in
response to the applied external electric field and is proportional to the product of
polarisability β and external electric field and F. In the electric field QD confinement
suppresses ionisation of electron-hole pair in contrast to the free exciton [38]. All
the above contributions sum up to give the total shift of transition energy, known as
quantum confined Stark effect (QCSE) [38, 59, 75], given by equation
∆EQCSE = E0 + pint · F + βF2, (1.35)
in which E0 is the transition energy without an external electric field.
Another consequence of an applied external electric field to the QD structure is
the effective modification of the potential barrier, which affects the tunnelling rate
of carriers out of the structure. In the absence of an applied electric field most of
excitons recombine radiatively. However, in the limits of a strong electric field, exci-
tonic lifetimes and recombination rates are controlled by tunnelling processes which
can be used to tune the dwell time of charge carriers in the QD [30]. The relation-
ship between the electric field and tunnelling rates Γt can be estimated theoretically
using Wentzel-Kramers-Brillouin (WKB) method [78–80]. In this approach the one-
dimensional square well of width hw and potential barrier of energy Eb is exploited
with an electric field Fz applied perpendicular to the well [30]. The tunnelling rate is
then computed using the equation
Γt =
~pi
2m∗h2w
exp
{
− 4
3~eFz
√
2m∗E3b
}
, (1.36)
where m∗ is the effective mass. As the electric field term Fz is in argument of the
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exponent Eq.(1.36) it can be used to control the tunnelling time of charge carriers over
several orders of magnitude [30, 81–84] up to ≈ 1 ns [85], which corresponds to the
radiative recombination time. The effective masses and the potential barriers for the
electron and hole in a QD are different, however the above also holds for the exciton
lifetime calculation in the QD in the tunnelling regime [30].
The simplicity with which charge carrier flow can be controlled in the QD struc-
ture is one of the more important advantages of this nanostructure. This can be
achieved by varying the potential difference between the electrodes and their relative
position to the dot (Fig. 1.15). In single dots the electrodes are usually placed on the
the same layer of the semiconductor and the migration of charge carriers takes places
in the plane perpendicular to the growth direction. In this situation, by changing the
electric field one can adjust the height and the size of the potential barrier between
coplanar dots and control the tunnelling coupling between these structures [86, 87].
Figure 1.15: (a) A single-electron transistor (SET) coupled to two interacting quan-
tum dots (QL, QR) for quantum-bit (Q-bit) generation and manipulation. (b) A
Q-bit device fabricated using a combination of optical lithography, focused ion beam
deposition, and atomic force microscope (AFM)-assisted chemical vapour deposi-
tion (CVD) of a quantum dot in the middle. QS: Q-bit. GSET : SET channel.
Taken from Ref.[88].
1.5 Double quantum dot
Two or more layers of quantum dots grown on the top of each other leads to the for-
mation of vertically stacked quantum structures. The stacked QDs can interact with
each other if the thickness of the spacer is small enough, which results in the formation
of coupled systems [46, 89–95]. Such molecule-like structures open new possibilities
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to investigate coupling effects in low-dimensional quantum dot molecule (QDM) sys-
tems and bring us closer to controllable scalability of quantum information processing
architecture based on these structures. Coupled quantum nanostructures are a not
completely new phenomenon. Previously, the coupling and interaction strength in
coupled low-dimensional nanostructures were successfully realised and controlled in
double quantum well heterostructures [96–99]. Also, the vertically coupled QDs are
not an entirely new idea. The first coupled QD system was successfully fabricated
in 1997 using a twofold cleaved edge overgrowth (CEO) technique [100] in which QD
structures can be aligned with sub-nanometer precision [101]. The downside of this
method is its high complexity and difficulty to implement the method for controlling
the coupling in the structure. Therefore it has not been extensively used for vertically
stacked structures fabrication. A much more controllable and defect free technique
is offered by strain-driven self-assembly of QDM, achieved using Stranski-Krastanow
mode, in which the layers of QDs are separated by thin barrier. This method exploits
the strain fields in the barrier material originated from the QD in the lower layer
which induces the formation of dots in the upper layer aligned to islands underneath
[23, 24, 102]. The main advantage of this method is that precise control of the growth
parameters allows for very high stacking accuracy and efficiency leading to growth of
a significant number of stacked structures at once [45, 102, 103].
1.5.1 Properties of self-assembled vertically stacked quantum
dot
The QDM, of which the atomistic model equivalent will be discussed in this thesis, is
made of two or three layers of self-organised InGaAs QDs grown on the GaAs substrate
using molecular beam epitaxy in the Stranski-Krastanow mode. The process starts
with the single InGaAs layer deposited on the GaAs substrate. In the next step
the newly formed QDs are capped with GaAs film thin enough to allow strain from
the not fully relaxed dots underneath to propagate to the surface. This induces
self-assembly of the new layer of QDs preferentially aligned in the vertical direction
with the dots in the previous layer. This alignment is stimulated by the fact that
the surface potential for In atoms is modified by strain fields preservation, which
results in the minimum value directly above the buried QDs [23, 24, 102]. This is
a highly efficient process as can be seen at the top of Fig. 1.16. Additionally if
the spacer thickness is less that 15 nm, a close to unity stacking probability can be
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obtained [45, 102, 103]. In order to achieve such an exceptional stacking efficiency the
diffusion length of the In atoms of the surface has to be comparable to the inter-dot
separation in the seed layer to allow sufficient material transport to the nucleation
regions [30, 103]. The diffusion length can be accurately controlled by varying the
thermal conditions in the MBE chamber. If the process is repeated periodically the
columns of stacked structures can be grown [45]. The vertically stacked quantum dots
Figure 1.16: XTEM image of a stacked quantum dot molecule (top panel) and close
up of single vertically coupled quantum dot system. Taken from Ref.[30].
represent much more complex system compare to single QD which is reflected in e.g.
different excitonic states possible to populate a stucture Fig. 1.17. There are two
Figure 1.17: Neutral exciton X0 states in a double quantum dot structure in the
absence of an external electric field. There are two distinguishing configurations:
electron and hole occupying the same quantum structure (direct X0) and different
structures (indirect X0). Taken from Ref.[30].
possible configurations of a neutral exciton X0 in the vertically stacked double dot
system. If electron and hole both populate the same quantum dot then the situation is
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similar to the exciton in the single dot structure and a direct exciton X0dir is observed.
Alternatively charge carriers can be spatially separated occupying opposite structures
resulting in an indirect exciton X0ind. The separation between the electron and hole
wave function in the direct exciton is significantly smaller compared to the indirect
exciton. In the first case the displacement of the electron and hole wave functions
results from the asymmetry of the confinement in the grow direction and piezoelectric
field distribution [59, 76, 77], which localises the electron at the base of the structure
while the hole is attracted towards the In-rich apex. In the indirect exciton the
wave function’s separation is directly related to the inter-dot spacer thickness and
for that reason can be large. As a consequence the intrinsic dipole moment carried
by an indirect exciton is much larger, which yields much stronger coupling to the
external electric field and a greater Stark shift ∆EQCSE compared to the direct exciton
[38, 59, 75, 92]. This property allows one to distinguish between direct and indirect
excitons and tune them in and out of resonance using external electric fields.
1.5.2 Coupling in vertically stacked quantum dots
If the thickness of a GaAs barrier separating layers of quantum dots is less than
15 nm the quantum states in of the individual dots can interact with each other. The
strength of these interactions depends on their relative energy detuning and plays
an important role in the coupled states formation [30]. Two interacting states tuned
in and out of resonance demonstrate interesting behaviour known as anti-crossing
in which energy crossing is avoided. We discuss this phenomenon in more detail
for the case of tunnel-coupling of direct and indirect excitons in a vertically coupled
system. The coupling mechanism is a consequence of quantum mechanical tunnelling
of the charge carriers between the dot through potential barrier. For aligned quantum
levels resonant tunnelling leads to strongly coupled states where new eigenstates may
occur [92]. As it has already been pointed out the Stark shift for the X0dir and X
0
ind
excitons differs, this property can be used to vary the detuning between the two states
∆dir−ind using an electric field. If the quantum states in the QDM are uncoupled then
the eigenstates of X0dir/ind obey the Schro¨dinger equation
H0Ψdir/ind = Edir/indΨdir/ind, (1.37)
in which H0 is a hamiltonian of the uncoupled system and Edir/ind is the eigenenergy.
For the system in which the two states are coupled by the value κ, the resulting
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eigenstates of the interacting system Φi are the linear combination of Ψdir and Ψind
as follow
Φi = αΨdir + βΨind with |α|2 + |β|2 = 1. (1.38)
The Hamiltonian of the coupled system HC = H0 + κ can then be expanded using
first order perturbation theory and expressed as [103]
HC =
(
Edir κdir−ind/2
κ∗dir−ind/2 Eind
)
, (1.39)
where the coupling matrix element κdir−ind/2 (κ∗dir−ind/2) is given by 〈Ψdir |κ|Ψind〉
[30]. The detuning parameter between the uncoupled states ∆dir−ind = Edir − Eind
can be used to express the eigenvalues of the coupled hamiltonian
E± = Edir + (∆dir−ind ±
√
∆2dir−ind + κ
2
dir−ind)/2. (1.40)
Corresponding to Eq.(1.40), eigenstates Ψ± are symmetric and antisymmetric linear
combinations of uncoupled states Ψdir and Ψind which form bonded (Φ+) and anti-
bonded (Φ−) molecular states [30]
Φ+ =
1√
2
(Ψdir + Ψind) (1.41)
Φ− =
1√
2
(Ψdir −Ψind) (1.42)
The schematic diagram of tunnel anti-crossing between X0dir and X
0
ind and the electron
localisation within the QDM as a function of detuning parameter ∆dir−ind is plotted
in Fig. 1.18. Large values of the detuning parameter results in fact that the energies
of coupled states E± and uncoupled states Edir/ind occur simultaneously. A reduc-
tion of ∆dir−ind promotes tunnelling coupling which induces formation of hybridised
states. At zero detuning the electron is completely delocalised in all of the structure
forming the QDM and the degeneracy of the system is removed. The energy shift
between bonding and anti-bonding states is strongly dependent on the separation of
the constituent dots and also on the charge carrier’s effective mass [92]. At the anti-
crossing between bonding and anti-bonding states it is 2κdir−ind. States in the ideal
model system are maximally entangled, however in the real life situation the coupling
strength and degree of entanglement are significantly affected by strain, piezoelectric
fields and broken symmetry [103–106].
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Figure 1.18: Neutral direct and indirect exciton tuned in and out of resonance
demonstrates an avoiding crossing behaviour. The energy of the direct exciton is
set to zero for simplicity. For ∆dir−ind = 0 the energy levels for electrons in both
quantum dots are aligned. As a consequence resonant tunnelling is possible between
the dots in a vertically stacked system leading to coupled states with eigenenergies
E±. This yields the formation of hybridised bonding and anti-bonding molecular
states shifted by the value of coupling strength constant κ. Taken from Ref.[30].
1.5.3 Characterisation of stacked quantum dots
Similarly to the single QD systems the basic properties of the QDM can be deduced
from their interaction with an applied electric field in the form of photoluminescence
(PL) spectra. In the Fig. 1.19 emission spectra of a QDM after non-resonant op-
tical wetting layer excitation is plotted [107]. The striking feature of this picture is
the strong an anti-crossing behaviour indicating strong coupling in the experimental
system. The red and blue curves were obtained using Eq.(1.40) and indicate en-
ergy levels corresponding to tunnel anti-crossing between direct and indirect excitons.
States in the absence of coupling towards which the eigenstates are converging with
an increasing value of detuning parameter are plotted using the dashed line. Depicted
in Fig. 1.19, avoiding crossing indicates electron-electron anti-crossing in an exciton.
As this results from direct and indirect excitons in the QDM it can be exploited for
the identification of spectral lines [92, 107]. As one can see the Stark shift, from direct
and indirect exciton can be easily distinguished. There is also additional information
possible to extract from the energy spectrum in Fig. 1.19. It can be observed that PL
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emission originating from X0ind decays with increasing detuning and becomes optically
more active approaching the anti-crossing region. This effect originates from the vari-
ation of the mixing ratio of the levels depending on the detuning. The weak overlap of
the electron and hole wave function in indirect excitons makes them optically inactive.
Their detection is only possible due to coupling effects and the coupled states emerge
brighter proportionally to the contribution of direct excitons.
Figure 1.19: PL spectrum as a function of electric field from a vertically stacked
double quantum dot obtained due to wetting layer excitation. Taken from Ref.[107].
Vertically stacked quantum dots allow for charge propagation in the growth direc-
tion, which can be done by placing electrodes on different layers of the structure one
above the other. Adding another electrode to the system allows for the introduction of
additional trapping confinement in the plane of the structure. Experimental results,
based on the analysis of absorption in the far infrared region of the spectrum, have
shown that close to the centre of the structure (where electrons are trapped) the con-
finement is parabolic [108, 109]. If the single quantum dot is cylindrically symmetric
then it demonstrates the structure of a single particle state which is characteristic of
a two-dimensional harmonic oscillator. Because of the spatial symmetry of such a dot
the electron distribution shows the shell structure and for a small number of charge
carriers the energy level population follows Hund’s rule for a given symmetry, similar
to natural atoms [110–112]. Modulation of an external electric field on an additional
electrode allows for the shape of the potential in the plane of the structure to be
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changed and as a result the structure of the energy levels also. The impact of the field
on the electronic structure can then be investigated by studying electron transport
through the dot in terms of a quantum coulomb blockade [113]. A Coulomb blockade
originates from the discrete structure of a single particle energy states and Coulomb
interactions between electrons confined to the dot. As a consequence of this in low
temperatures, of order mK, the single electron current flows through the structure.
This phenomenon is the foundation of the single electron field transistor [114], Fig.
1.15.
1.6 Quantum rings
A quantum ring (QR) offers an additional form of geometry for the self- assembly
process. A variety of semiconductor compounds have been used to grow QRs such as
InGaAS [115], InAs/InP [116], GaSb/GaAs [117] and SiGe/Si [118], however in this
thesis only InGaAs structures are considered. The InAs QR structure used in our
simulations are of toroidal shape with GaAs in the centre and surroundings. In the
following section the method of fabrication of QRs will be introduced together with
a discussion of the relative uncertainty of the physical dimension.
1.6.1 Properties of self-assembled quantum rings
In 1997 Garcia at al. reported the formation of QR structures characterised by a large
lateral extent obtained in the consequence of annealing of quantum dot [115]. This
phenomenon triggered significant experimental interest in this structures [115, 119–
125]. The geometry of QRs resemble in general that of donut with the central region
GaAs rich and a ring of InGaAs around the core. Previous theoretical and experi-
mental work has indicated that QRs, which morphologically originate from quantum
dots, demonstrate different electronic and optical properties and behaviour compare
to their dot relatives [126–129]. The main difference between rings and dots results
from the GaAs barrier material at the rings central region, which strongly affects
confining potential and generates strain fields characteristic only for this geometry.
The starting point in the growth of quantum ring structures is a layer of quantum
dots, preferably ≈ 10 nm tall [124], grown using the already described MBE method.
Such an ensemble of QDs is capped with a layer of GaAs up to 20 % of the dot’s height
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[130]. An abrupt change in the annealing conditions lasting between 30-60 seconds
results in crater formation in the central area of the dot structure.
The physical properties of QR structures, such as radius, height and landscape
scan can be obtained using Atomic Force Microscope (AFM). The earliest samples
of the surface QRs were characterised by a large outer radius ≈ 100 nm and a small
height ≈ 2 nm with the crater formed at the top of initial quantum dot structure.
The most important phase in self-assembly of In atoms from the centre of the dot
can be explain as follow. At the annealing temperature In atoms are much more mobile
compare to Ga. This explanation can be supported by the characteristic elongation
of the QRs along the [11¯0] direction, which is parallel to preferential direction of In
diffusion. The above situation is schematically depicted in Fig. 1.20. However, there
is one important detail which shades this picture. QR structures were also reported
in compounds which are the members of the same group III, such as InAs/InP [116].
In this situation the diffusion argument cannot be used since atoms are the same and
their diffusion rates are equal. An alternative explanation that has been proposed is a
de-wetting process which takes place during partial capping of InAs QDs. According
to this an additional capping layer may disrupt the equilibrium state formed after dot
self-assembly, the formation of the QR can potentially lead to restoring the broken
equilibrium and relaxation of the system.
Figure 1.20: Schematic self-assembly of quantum ring structure, a) initial quantum
dot is partially capped with GaAs, b) during the annealing phase the In diffuses
outwards opening the crater in the top of QD, c) In and Ga atoms mix leading to
the QR formation. Taken from Ref.[119].
A system of surface quantum ring structures demonstrates the different properties
compared to the quantum rings buried under an additional layer of GaAs. On of
the main difference is the lateral sizes of the structure. Furthermore much larger
permanent vertical dipoles have been reported which suggests that height of the ring
may be much bigger than measured with AFM [126, 129]. Additional measurements
of the electronic radii indicate smaller values compared to the lateral radius of the
rings identified using AFM [131]. These results are in good agreement with cross-
sectional scanning-tunnelling microscopy (X-STEM) data which showed that rings
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fully covered with a GaAs layer are smaller but higher compared to the surface rings
[120] as theoretical predicted.
The above findings were confirmed theoretically [129] indicating that in order to
reproduce the experimental data, theoretically a ring with smaller radius but larger
height ≈ 5 nm is required. Such a model allowed for the reproduction of a dipole
moment in the ring structure, which has been found to be opposite in sign to that of
the quantum dot [132].
Recent experimental developments in the fabrication of quantum rings, (Fig.
1.21) [122, 133] containing only few electrons have made them an ever increasing
topic of experimental and theoretical studies [134]. A QR nanostructure forms an
Figure 1.21: AFM images of InAs/GaAs QDs capped with 2 nm GaAs followed by
(a) 0, (b) 30, (c) 120, and (d) 360 s annealing Ref.[122].
interesting system in which the ground and excited states can be investigated in a few-
electron limit. The single electron properties of these systems have been extensively
studied from both a theoretical and experimental point of view.
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1.6.2 Vertically stacked quantum rings
As has already been mentioned, nontrivial geometry and the possibility of adjust-
ing energy levels, oscillatory strength, polarisability and magnetic properties of QR
makes them ideal candidates for the development of new devices [135]. The quantum
efficiency and reduction of saturation gain effects in a laser devices can be improved
even further by vertically stacking layers of QR’s [136]. The process of self-assembly
of stacked quantum rings is very similar to that of stacking quantum dots, however
much lower density of ring ensembles is needed to overcame the rings overlapping
situations [135].
A MBE is used to induce QR self-formation on GaAs (001) semi-insulating sub-
strate. Formation of the quantum structures, growth rate and thermal conditions
in the MBE chamber are monitored using reflection high energy electron diffraction.
The layers of QRs are manufactured from the layers of QD ensemble using a minimum
amount of InAs quantity required for the onset of the 3D transition [135]. Interest-
ingly, due to the strong In segregation and strain propagation in the layers of stacked
structures apart of the first spacer ≈ 1.65 Mono Layers (ML), the thickness of the cap-
ping layers for the second and following layers decreases to ≈ 1.35 ML [135]. Vertical
stacking and quality of its alignment in the growth direction depends strongly on the
presence of well defined and separated QRs in the proceeding layer. If ring structures
overlap in a first layer the vertical order of rings in the following layers is tilted and
sometimes even completely lost. The size of a quantum ring structure increases with
the number of layers, however QRs never appear in the second or third layer if there
is no QR below on the layer underneath.
“Artificial molecules” formed by vertically coupled quantum rings offer additional
degrees of freedom to study new regimes of molecular physics. The use of different
compounds, such as GaSb/GaAs may additionally increase the recombination lifetime
and significantly enhance luminescence in coupled quantum rings which makes them
ideal candidates for luminescence and carrier storage applications [137]. In these
systems, coupling between the rings is driven by both Coulomb interaction and inter-
ring tunnelling. The latter property can be precisely tuned with high precision during
the semiconductor self-assembly process. Proper treatment of exchange-correlation
effects in many particle systems is crucial to understand the physics of vertically
stacked quantum rings.
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As has already been mentioned vertically stacked quantum dot and ring systems
open new horizons for the development and fabrication of modern, ultra-fast optoelec-
tronic devices. However ultra-fast devices need ultra-fast signal processing. This leads
to the basic concept that even the simplest electronic circuit needs a switch. Switches
are one of the most important elements of any electronic device due to their ability
to stop, start or redirect the stream of charge, photons or bits. Modern devices, such
as multi core computer processors, are capable of performing more than one trillion
operations per second [138] and demand small, heat efficient and ultra-fast switches
capable of signal processing with the speed of photons. Switching the state of the
system using the interaction of matter with a single photon or an external field opens
new possible applications in measurements [139] and quantum computing [19].
Excitonic switches are particularly suitable for optoelectronic devices because
of their high operating and switching speeds. Switches based on an electron-hole
pair system were successfully realised in coupled quantum wells and implemented
into such devices as an exciton optoelectronic transistor, excitonic bridge or pinch-off
modulator [140]. The main idea of the excitonic switch is direct coupling of photons,
which are used in communication to the excitons which act as a operational medium
in semiconductor. To do this a photon at the source excites an electron creating an
exciton, this composite particle travels in the semiconductor driven by a guide which
control the excitons flux then the same photon is released at the drain. This can
be done by the introduction of electrodes, resulting in a potential energy gradient
that can be controlled by the voltage applied to the electrodes [141]. In this thesis an
alternative method of excitonic flux control is described. This approach uses difference
between confining potential on two perpendicular crystal directions, which naturally
occurred in semiconductors nanostructures. This non-lithographic advantage of self-
assembled quantum dot and ring structures over the quantum wells allows for precise
exciton probability density distribution control using external electric field oriented
along the growth direction.
Similar types of excitonic switch can be realised and controlled using optical cou-
pling in a multiple quantum dot system, which opens new possibilities for optically
controlled quantum-dot spins for multi-qubit systems [142]. Stacked quantum dot
systems have already been successfully used in lasers [143, 144], high-speed modula-
tors, infrared photodetectors [145] and quantum memory cells [146]. Self-assembled
vertically coupled dots are excellent candidates for application in optically controlled
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electronic devices, as their complex piezoelectric field, which interacts with the con-
finement potential and external electric fields [147], allows control of the heavy-hole
exciton charge distribution [148]. Introduction of periodic elastic stretching in the
vertical direction additionally permits access to light-hole states, which opens the
way to dynamic switching not only in the plane of the system but also between heavy
hole and light hole excitons [149]. A further advantage is the small dimensions of the
device which allows for very dense packing of the detecting or emitting structures in
the quantum circuit. At this point we approach the regime where electronic properties
of few-particle states govern the device operations from the interaction of confining
potentials, strain, Coulomb forces and external fields [150]. Such low-dimension elec-
tronic systems are characterised by a modified density of states which enables the
development of novel devices characterised by enhanced performance, e.g. quantum
dot lasers [151, 152] or light emitters in q-bits for quantum computation devices [153].
The straight forward way to activate an excitonic switch is by creating a photon
which activates the switch exciting the electron and creating the exciton. One of the
most important advantages of a photon activated switch is its high operational speed.
Optically inactive electrons used in typical signal propagation slow the interconnection
process at the interface between the optical and electronic parts. This doesn’t occur
in the case of our excitonic switch, as the signal can be processed simultaneously with
optical communication, and can therefore offer the possibility of virtually delay-free
signal processing for optical communication.
Other benefits of the excitonic switches are their scalability, high controllability
and compactness. The exciton’s thermal de Broglie wavelength, which is ∝ 1/√T ,
defines the diffraction limit for the dimension of the excitonic switch. Its value is
much less than the typical diffraction limit of bulky photonic device, still measured in
micrometers. This is a huge advantage given that the thermal de Broglie wavelength
at 70 K is ≈2 nm, which is considerably less than size of the quantum structure.
In order to describe the quantum effects observed in the above structures the
proper quantum mechanical formalism is essential. Additional problems arise from
the fact that the quantum structure demonstrate low symmetry, and also one must
account for many-body interactions. All of these requirements make the numerical
simulations very time and resource-consuming, therefore in many cases simpler models
are considered. These simplifications allow for the study of only the most important
properties, and some fine properties can simply go unnoticed.
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Excitonic switching was first reported by McDonald et al. [154] in a single quan-
tum ring structure.
The main objective of this work was to explore the lateral switching of charge
probability distribution in single and vertically stacked quantum dots. Simultane-
ously we aimed to provide the quantitative description of the properties of excitonic
complexes in vertically stacked, coupled quantum ring structures with and without
an electric field, including the exciton recombination rates. Simulations based on the
Open Source, Path Integral Quantum Monte Carlo (PI-QMC) program developed by
the Shumway Research Group [155, 156] and two-band effective mass model Hamil-
tonian derived from a strained, atomistic model of nanostructures calculated using
another Open Source program, Qdot-tools [157] gave us the unique opportunity to
study Coulomb interacting many particle systems without any approximations. This
treatment allowed us to observe novel physical properties, namely excitonic switching
of charge distribution, which not been reported so far in the literature.
This thesis is organised in the following manner. The second Chapter is dedicated
to the derivation of the Path Integral formalism.
In Chapter 3 the accuracy of the results from the PI-QMC is tested against
an analytical, non-perturbative method and compared to the results obtained using
alternative simulation techniques such is WKB.
In Chapter 4 the properties of the atomistic model of the quantum structure
calculated using a Qdot-tool program are presented. We discuss the impact of strain
on the two-band effective mass model Hamiltonian with particular emphasis on heavy
hole, light hole and split-off energy. The piezoelectric potential calculated from strain
fields is also introduced and its effect on the energy band profile is discussed.
Chapter 5 is dedicated to to explanation of lateral switching behaviour in verti-
cally stacked quantum dots. This phenomenon, initially observed in the single quan-
tum ring structure and accounts for its unique electronic structure [154], is also present
in the dot. However it depends strongly on the piezoelectric properties of the structure
and can only be observed in multiple quantum dots.
In Chapter 6 the fabrication and properties of vertically stacked quantum rings
are introduced. The electronic structure and unique (for the coupled ring system)
piezoelectric field distribution is explored together with its impact on the ground
state charge probability distribution.
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Strain distribution in vertically stacked quantum rings and its impact on the
inter-ring tunnelling and recombination rates is further explored in Chapter 7. The
effect of the external electric field on the lateral switching of the exciton in the stacked
ring is also analysed.
We conclude this thesis in Chapter 8, where the main points of this work are
summarised.
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Fundamentals of Path Integral
Monte Carlo
2.1 Theory of the PI-QMC approach
In 1959 Richard Feynman amazed the audience at the annual meeting of the Ameri-
can Physical Society when presenting his vision of extreme miniaturisation. He tried
to convince the listeners that by using a pen with an atomic size tip it is completely
possible to rewrite the whole Encyclopaedia Britannica in an area comparable with a
pin head. This was a wonderful dream at that time, closer to science fiction than real
life experience. Today we live in that dream. Single atoms can now be manipulated
and persuaded to self-assemble into many shapes and structures. Scaling down to-
wards systems of atomic sizes requires physical descriptions which become more and
more demanding and sophisticated, going beyond classical theories. In the following
chapters it will be demonstrated that Feynman’s extraordinary idea, beautiful in its
simplicity, scales perfectly well with any system size.
In this chapter the detailed derivation of the Feynman Path Integral formalism
necessary for the path integral Monte Carlo (PI-QMC) simulations is presented. This
is a collection of the main aspects of the path integral method sourced from many
books and on-line publications offering different points of view on essentially the
same subject. The basic ideas of Monte Carlo integration and Metropolis algorithm
implementation are also outlined. The application of the computation method to the
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many-particle discretised path integral permits exact calculations of expectation val-
ues for the system of interacting particles. However, some serious limitations to the
method must be noted. The most important one, known as the fermion sign prob-
lem, is related to simulations for indistinguishable particles e.g. electrons. The sign
problem manifests itself as a signal to noise ratio, which vanishes exponentially with
inverse temperature and increasing number of particles. It will be demonstrated later
that this property results from quantum effects for systems of identical, interacting
particles.
Once the technique is introduced a few simple cases will be presented and dis-
cussed to highlight the accuracy and consistency of the PI-QMC method with well
known, analytically solvable methods.
2.2 Feynman path integral
Before Feynman’s dissertation the world of physics could refer to two slightly different
formulations of quantum theory. The first case, derived in late 1925, was published
in 1926 by Erwin Schro¨dinger and uses a partial differential equation to describe how
the quantum state of some physical system changes with time. The central concepts
used in this theorem are the time independent wave function of the system, known
as the quantum state or state vector and wave equation governing time evolution
of the system. In the second case a matrix representation picture was introduced
in 1925 by Werner Heisenberg, whereby the observables are time dependent but, in
contrast to Schro¨dinger’s model, the state vectors are constant. In the formulation
of quantum mechanics introduced by R. Feynman in 1948 the path integral departs
from the principle of least action. It arrives to the same conclusion as Schro¨dinger
but by a different route. In the following sections the single particle derivation of the
picture is presented, which can then be extended to more particles.
2.2.1 Classical action
Firstly consider a particle moving in space. The particle moves from point A(xa, ta)
to point B(xb, tb). If one introduces the classical action S defined as the integral of
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the Lagrangian L of the system
S[x] =
∫ tb
ta
dtL (x, x˙), (2.1)
where the action is local function of x(t), then the path followed by the particle xcl(t),
out of all possible paths, is the one which minimises the classical action S. For an
arbitrary confining potential V (x, t) and particle of mass M , the Lagrangian yields,
L (x, x˙; t) =
1
2
Mx˙2 − V (x, t). (2.2)
Using the Calculus of Variations, one can show that the path which minimizes Eq.(2.1)
is equivalent to Newton’s second law.
2.2.2 Feynman’s path integral theory
In quantum mechanics all possible paths contribute to the total amplitude, however
they enter it weighted with different phases, defined by the action. In the classical
approach only the path which minimises energy contributes.
In the mathematical form one can state that the probability of a particle departing
from point xa at some time ta and arriving at point xb at some later time tb is
P (b, a) = |K(b, a)|2, with the amplitude, also called the kernel, K, is given by,
K(b, a) =
∑
all paths
φ[x(t)] (2.3)
and is defined in terms of the different contributions φ[x(t)] from the constituent
paths, defined as
φ[x(t)] = A exp
{
i
~
S[x(t)]
}
. (2.4)
In Eq.(2.4), A is a normalisation constant and the action S corresponds to the classical
system. As was mentioned at the beginning of this chapter, Feynman’s formulation
was not a completely new description of quantum mechanics. One could say that it
is rather a fresh look with some things borrowed from Heisenberg and connected to
Schro¨dinger’s picture. Eq.(2.3) can be represented in the Heisenberg operator notation
by
K(b, a) = 〈xb, tb|xa, ta〉 . (2.5)
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The composition property of the operator Eq.(2.5) allows one to split the total dis-
placement of the particle into arbitrary, smaller pieces such that each piece has width
τ . Then one can write out, Eq.(2.5), as
〈xb, tb|xa, ta〉 ≈
∫ +∞
−∞
dxN 〈xb, tb|xN , tN〉 〈tN , tN |xa, ta〉 , (2.6)
where tN ∈ (ta, tb). Introduction of the small time step τ = tj+1 − tj allows one to
expand the propagator in the form
〈xb, tb|xa, ta〉 =
∫
dxN−1
∫
dxN−2 . . .
∫
dx2 〈xb, tb|xN−1, tN−1〉
× 〈xN−1, tN−1|xN−2, tN−2〉 . . . 〈x2, t2|xa, ta〉 .
(2.7)
The above equation leads to the observation that if one examine just one of the
kernels in this integrand, for instance one starting at the slice ith and ending at the
slice (i + 1)th, separated by the very small interval τ , it will yield the following form
(to first order in τ),
K(i+ 1, i) =
1
A
exp
{
i
~
τL
(
xi+1 − xi
τ
,
xi+1 + xi
2
ti+1 + ti
2
)}
. (2.8)
This idea is depicted in Fig. 2.1, where a few possible paths which a particle can
follow are drawn together with the most probable classical one (red). One can notice
that increasing the number of time slices (reducing τ) makes our calculations more
accurate, however significantly complicates the integration procedure. In order to deal
with this complication, efficient and accurate approximation is required to propagate
the particle in time. Feynman developed that method [158] defining the propagator
〈xb, tb|xa, ta〉 ≡
∫ x(ta)=xa
x(tb)=xb
exp
{
i
~
S[x(t)]
}
Dx(t), (2.9)
where Dx(t) is an operator given by the product of (N − 1) differentials (sum over
all possible paths from xa to xb) and S is defined in Section (2.2.1). One may argue
that the above derivation is not exactly a rigorous formulation of Feynman’s idea, and
also defining an integral over all possible paths is rather awkward. However it is the
intention of this chapter to present an intuitive description of Feynman’s picture and
its statistical foundations rather than employ previous mathematical analyses.
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Figure 2.1: Possible paths of a particle in a system. The red line pictures classical
trajectory of the particle. All the paths drawn in the picture contribute to the
quantum mechanical picture, however the blue paths (dashed) are close to the
classical one and have a greater weighting (dotted).
2.2.3 Propagator
In this section the mathematical derivation of the propagator in terms of path integrals
is presented. We start by defining the propagator in the form of the Heisenberg
operator
〈xb, tb|xa, ta〉 =
〈
xb
∣∣∣∣exp{− i~Hˆ (tb − ta)
}∣∣∣∣xa〉 . (2.10)
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The time step introduced in Eq.(2.10) can be split into two smaller intervals using the
closure relation and identity operator
〈xb, tb|xa, ta〉 =
〈
xb
∣∣∣∣exp{− i~Hˆ (tb − ti)
}
exp
{
− i
~
Hˆ (ti − ta)
}∣∣∣∣xa〉
=
〈
xb
∣∣∣∣exp{− i~Hˆ (tb − ti)
}∫
dxi
∣∣∣∣xi×〉〈xi ∣∣∣∣exp{− i~Hˆ (ti − ta)
}∣∣∣∣xa〉
=
∫
dxiK(xb, tb;xi, ti)K(xi, ti;xa, ta).
(2.11)
If the time interval is divided even more times, say M − 1, and we introduce the
discrete time period τ = (tb − ti)/M , then the propagator in Eq.(2.11) gives
〈xb, tb|xa, ta〉 =
〈
xb
∣∣∣∣∣exp
{
− i
~
Hˆ τ
}M ∣∣∣∣∣xa
〉
=
∫
· · ·
∫
dxi · · · dxM−1K(xb, tb;xM−1, tM−1) · · ·K(xi, ti;xa, ta)
=
∫
Dx(t)
M−1∏
k=1
K(xk−1 → xk).
(2.12)
In the above derivation an idea of path integrals becomes apparent, as by introducing
larger values of M we split the time-space into even more slices and therefore introduce
more possible paths. Now we will connect the above formalism with the actions. Paths
of the particle are rather complicated in time and space, however if we take a very
short time interval, say close to the position at which the particle is xk+1 = xk + γ,
then the paths can be approximated by a straight line and we can use the Taylor
expansion. If the number of time slices goes to infinity, then our local approximation
converges to the exact result:
K(xk+1, tk + γ;xk, tk) =
〈
xk+1
∣∣∣∣exp{− i~Hˆ · γ
}∣∣∣∣xk〉
=
〈
xk+1
∣∣∣∣1− i~Hˆ · γ + O(γ2)
∣∣∣∣xk〉
= 〈xk+1 |xk〉 − iγ~
〈
xk+1
∣∣∣Hˆ ∣∣∣xk〉+ O(γ2).
(2.13)
The third row of Eq.(2.13) can be expanded term by term. First bra-ket yields:
〈xk+1 |xk〉 = δ(xk+1 − xk) =
∫
dpk
2pi
exp
{
i
~
pk(xk+1 − xk)
}
. (2.14)
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In the second term, substitution of an explicit form of the Hamiltonian:
Hˆ =
pˆ2
2m
+ V (xˆ), (2.15)
followed by the application of the completeness relation for momentum eigenstates,
together with the use of transformation from the momentum to the position repre-
sentation gives:
〈
xk+1
∣∣∣Hˆ ∣∣∣xk〉 = 〈xk+1 ∣∣∣∣( pˆ22m + V (xˆ)
)∫
dpk
2pi
∣∣∣∣ pk〉 〈pk |xk〉
=
∫
dpk
2pi
(
p2k
2m
+ V (xk+1)
)
〈xk+1 |pk〉 〈pk |xk〉
=
∫
dpk
2pi
(
p2k
2m
+ V (xk+1)
)
exp
{
i
~
pk(xk+1 − xi)
}
.
(2.16)
Notice that calculation of a potential only at position xk results in a break of the
symmetry of the problem, however this inconvenience can be corrected by the intro-
duction of an average position x¯ = (xk+1 + xk)/2. Neglecting the third term in the
Taylor expansion of Eq.(2.13) and substituting into it Eqs.(2.14) and (2.16), one finds
the propagator for a single time interval, Eq.(2.17)
K(xk+1, tk+1;xk, tk) =
∫
dpk
2pi
exp
{
i
~
pk(xk+1 − xk)
}
− i
~
τ
∫
dpk
2pi
(
p2k
2m
+ V (x¯)
)
× exp
{
i
~
pk(xk+1 − xi)
}
=
∫
dpk
2pi
exp
{
i
~
pk(xk+1 − xk)
}(
1− i
~
τ
(
p2k
2m
+ V (x¯)
))
=
∫
dpk
2pi
exp
{
i
~
pk(xk+1 − xk)
}
exp
{
− i
~
τHˆ (pk, x¯)
}
.
(2.17)
If one considers M single time interval propagators and substitutes them to Eq.(2.12),
this yields Eq.(2.18)
K(xb, tb;xa, ta) =
∫ M−1∏
k=1
dxk
∫ M−1∏
k=0
dpk
2pi
exp
{
i
~
τ
M−1∑
k=0
[
pk
(
xk+1 − xk
τ
)
− Hˆ (pk, x¯)
]}
=
∫ M−1∏
k=1
dxk
∫ M−1∏
k=0
dpk
2pi
exp
{
i
~
τ
M−1∑
k=0
[
pkx˙− Hˆ (pk, x¯)
]}
.
(2.18)
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Consider the Hamiltonian in the form given in Eq.(2.15), then the integral takes the
form
K(xN , tN ;x1, t1) =
∫ M−1∏
k=1
dxk exp
{
− i
~
τ
M−1∑
k=0
V (x¯)
}
×
∫ M−1∏
k=0
dpk
2pi
exp
{
− i
~
τ
M−1∑
k=0
(
pkx˙− p
2
k
2m
)}
=
( m
2pii~τ
)M
2
∫ M−1∏
k=1
dxk exp
{
i
~
τ
N−1∑
k=0
(
p2k
2m
− V (x¯)
)}
.
(2.19)
The terms in the final exponent can be identified as the Lagrangian. If the number
of slices, M , is large then the sum can be approximated by the integral. In Section
(2.2.1), Eq.(2.1) the relation between the Lagrangian and action was defined, therefore
we have
K(xN , tN ;x1, t1) =
( m
2pii~τ
)M
2
∫ M−1∏
k=1
dxk exp
{
i
~
∫ tN
t1
(
p2k
2m
− V (x¯)
)
dt
}
=
( m
2pii~τ
)M
2
∫
Dx(t) exp
{
i
~
S[x(t)]
}
,
(2.20)
where
∫
Dx(t) denotes the integration over all possible paths.
As previously stressed in Section (2.2.2) each path contributes to the probability
amplitude, however with a differing phase resulting from the classical action S. The
classical action dominates the paths, but even paths with much less probability con-
tribute to the overall picture. It can be proved that in the classical limit, the classical
action is restored for the classical path. In the classical regime the action is large
compared to ~. This results in rapid oscillations of the phase, which yields significant
cancellation of paths. As a result, only the classical path remains.
2.2.4 From the path integral to the Schro¨dinger equation
Having derived the Feynman propagator, the earlier statement regarding the relation-
ship between the Path Integral and the Schro¨dinger equation shall now be proved. If
both of these pictures are parallel to each other when starting from the path integral
formulation, one can retrieve the wave equation governing time evolution of the sys-
tem in the Schro¨dinger picture. Firstly the wave function ψ at time tN is defined in
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terms of the Feynman propagator
ψ(xb, tb) =
∫ +∞
−∞
K(b, c)ψ(xa, ta)dxa, (2.21)
In order to calculate the wave function at time tb, one can use the knowledge of the
state in time ta. By adding the small value τ to t and using Eq.(2.8) the wave function
in some later time can be found:
ψ(xi, t+ τ) =
1
A
∫ +∞
−∞
exp
{
τ
i
~
L
(
xi − xi−1
τ
, xi
)}
ψ(xi−1, t)dxi−1, (2.22)
where the value of normalisation constant A will follow, and the Lagrangian is defined
as in Eq.(2.2). The important modification is the introduction of a discrete change in
position with time increment τ instead of x˙. Substitution of Eq.(2.2) into Eq.(2.22)
yields
ψ(xi, t+ τ) =
1
A
∫ +∞
−∞
exp
{
i
~
m(xi − xi−1)2
τ
}
exp
{
− i
~
τV (xi, t)
}
ψ(xi−1, t)dxi−1.
(2.23)
If the change in position of the particle is small, then the difference xi − xi−1 can be
considered as a small displacement η from position xi. For the infinitesimally small
oscillation around xi, Eq.(2.23) gives
ψ(xi, t+ τ) =
1
A
∫ +∞
−∞
exp
{
imη2
2~τ
}
exp
{
−iτ
~
V (xi, t)
}
ψ(xi + η, t)dη. (2.24)
Power series expansion of Eq.(2.24) to the first order in τ , yields
ψ(xi, t+ τ) + τ
∂
∂t
ψ(xi, t+ τ) =
1
A
∫ +∞
−∞
exp
{
imη2
2~τ
}[
1− iτ
~
V (xi, t)
]
×
[
ψ(xi, t+ τ) + η∂xiψ(xi, t+ τ) +
1
2
η2∂2xiψ(xi, t+ τ)
]
dη.
(2.25)
Now comparing the components of both sides of Eq.(2.25) which contain the same
orders of τ results in
1 =
1
A
∫ +∞
−∞
exp
{
imη2
2~τ
}
dη. (2.26)
Relation (2.26), which is of zeroth order, allows us to calculate the normalisation
constant, A, to be
A =
√
2pii~τ
m
, (2.27)
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whereas the first order can be found by equating terms containing τ
ψ + τ∂tψ = ψ − iτ~ V (x, t)ψ −
~τ
2im
∂2xψ. (2.28)
Simple algebra yields Schro¨dinger equation
i~∂tψ = V (x, t)ψ − ~
2
2m
∂2xψ = H ψ. (2.29)
2.2.5 Free particle - exact solution
One of the most useful properties of PI-QMC is that by using the products of high
temperature density matrices one can compute the low temperature properties of the
system. Outlined at the beginning of this chapter, Feynman’s path integrals apply
to the quantum system at zero temperature. However, that is more than sufficient
to demonstrate how the product of classical actions leads to the quantum outcome.
We start the solution of this fully analytical problem by deriving the propagator for
a free particle in the frame of path integrals. A free particle departing from (xa, 0)
and travelling to point (xb, t) follows the classical path x(t) = xa + t(xb − xa)/τ . The
corresponding classical action for that path is given as
S =
∫ τ
0
m
2
(
t(xb − xa)
τ
)2
dt. (2.30)
The Feynman propagator we want to calculate for the above particle is defined as
K(xb, τ ;xa, 0) =
∫ xb
xa
dx exp
{
im
2~
∫ τ
0
dtx˙2
}
=
= lim
M→∞
( m
2pii~τ
)M+1
2
∫
Dx exp
{
im
2~τ
M∑
j=0
(xj+1 − xj)2
}
,
(2.31)
where τ is the discretized time slice t/(M + 1), Dx stands for integration over all
possible paths and xb+1 = x0. Eq.(2.31) is a form of Fresnel integral and yields
K(xb, τ ;xa, 0) =
( m
2pii~τ
)1/2
exp
{
im(xb − x0)2
2~τ
}
. (2.32)
Eq.(2.32) connects classical action appearing in the phase with the quantum world,
which enters through i~ . The above solution demonstrates how the quantum propa-
gator emerges from the product of classical actions. For the free particle this result
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is exact. However, for non-zero potentials the picture is not so simple. In order to
calculate the action the sum of the kinetic and potential energy is integrated. If we
deal with the Hamiltonian which has kinetic energy in terms of the form pˆ
2
2m
the re-
sulting part of action is always the same. It will be demonstrated in Section (2.3) that
some sampling techniques use this property extensively, analytically computing the
kinetic term and focusing predominantly on Monte Carlo sampling of a potential. It
is not a trivial task to sample even a stationary potential V (x) with no explicit time
dependency as x(t) is a function of time. The situation is even more challenging when
it comes to solving
∫
V (x, t)dt. The intuitive method of tackling such a problem is an
approximation, which neglects the time dependency∫ τ
0
V (x, t)dt ≈ τV (x). (2.33)
2.3 Thermal density matrix
In the following section the connection between path integrals and statistical mechan-
ics will be developed. It will be shown that the path integral formalism allows for
almost direct application to the computational methods [158]. Applicability of path
integrals in the frame of statistical mechanics was successfully proven by Feynman in
his analysis of the atomic λ-transition and liquid 4He [159–161].
We will start with an introduction of the idea of the thermal density matrix and its
formulation in statistical mechanics. Then connection between the finite temperature
thermal density matrix and imaginary-time path integrals will be outlined.
2.3.1 Properties of the thermal density matrix
The thermal density matrix contains all static properties of a quantum system in
thermal equilibrium. The following subsection is devoted to discussing the thermal
density matrix formulation in quantum mechanics. We start with defining the density
matrix in a canonical ensemble in which any state is defined by set of fixed parameters
e.g. number of particles N , volume V , temperature T and dynamic quantities e.g.
total energy E.
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Any system in thermal equilibrium can be described by a thermal density matrix
ρ of the form
ρ ≡
∑
i
exp {−βEi} |ψi〉〈ψi|, (2.34)
where exp {−βEi} is a weight related to the complete set of energy eigenvectors |ψi〉
with the eigenvalue Ei. Quantity β = 1/kBT is defined in a terms of temperature T
and Boltzmann’s constant kB. Knowing that the eigenvalue of the Hamiltonian acting
on eigenstate Hˆ |ψi〉 = Ei|ψi〉 yields an eigenenergy value, we can rewrite Eq.(2.34)
as
ρ =
∑
i
exp
{
−βHˆ
}
|ψi〉 〈ψi| = exp
{
−βHˆ
}
, (2.35)
or in position-space representation
ρ(x, x′; β) ≡
〈
x
∣∣∣exp{−βHˆ }∣∣∣x′〉 ≡∑
i
exp {−βEi}ψi(x)ψ∗i (x′), (2.36)
where exp {−Ei/kT} is the occupation probability of a state i. One very useful
property resulting from Eq. (2.36) is the symmetry of ρ
ρ(x, x′; β) = ρ∗(x′, x, β). (2.37)
The expression for kernel K(b, a) in terms of an orthogonal basis set of eigenfunctions
φi(x) and corresponding eigenenergies Ei is given by,
K(xb, tb;xa, ta) = Θ(tb − ta)
∞∑
i=1
φ∗i (x
′)φi(x)−iEi(tb−ta)/~ (2.38)
where Θ(tb − ta) is the Heaviside step function. Introduction of a new variable, the
imaginary time τ ≡ it yields,
K(xb, τb;xa, τa) = Θ(τb − τa)
∞∑
i=1
φ∗i (x
′)φi(x)−iEi(τb−τa)/~ (2.39)
Assumption that we going forward in time tb > ta allows one omit the Θ function.
Additionally if we assume that the system is in equilibrium, that is, H = T +V the
Hamiltonian is not changing with time and set τa to zero, then our kernel yields,
G(xb, τb;xa, τa) =
∑
i
φ∗i (x
′)φi(x)−iEi(τb)/~. (2.40)
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The change of notation K → G results from the fact that it can be shown G is a
Green function for time dependent Schro¨dinger equation for the imaginary time. If
we differentiate G with respect to τ , we obtain
∂G(b, a)
∂τb
= −1
~
∑
i
Eiφ
∗
i (x
′)φ∗i (x
′)−iEi(τb)/~ = −1
~
HbG(b, a), (2.41)
where we used the fact that, H φi(xb) = Eiφi(xb). The Hamiltonian in the above
form operates only on functions which exists at time tb. If one substitute τb = ~β in
Eq.(2.40), then Eq.(2.41) takes on the form of the density matrix,
∂ρ(b, a)
∂β
= −Hbρ(b, a), (2.42)
if one divides both sides of Eq.(2.41) by ~. The above result is significant, as it allows
us to express kernel of a system govern by simple Hamiltonian, which involves only
position and momentum coordinates as a path integral. This can be done by building
up a product of many kernels, sum over path for the imaginary time approaching zero.
Having defined the thermal density matrix, one can express the expectation value
operator Oˆ in terms of the density matrix. The expectation value of an operator yields,
〈
Oˆ
〉
= Z −1Tr
[
ρOˆ
]
= Z −1Tr
[
exp
{
−βHˆ Oˆ
}]
. (2.43)
In the above Z is the partition function, which normalises density matrix ρ,
Z =
∑
i
exp {−βEi} = Tr [exp {−βH }] , (2.44)
and Tr is the trace of the matrix. In the position representation the expectation value
takes the form, 〈
Oˆ
〉
=
1
Z
∫
dx
〈
x
∣∣∣ρOˆ∣∣∣x〉
=
1
Z
∫
dxdx′ρ (x, x′; β)
〈
x′
∣∣∣Oˆ∣∣∣x〉
=
1
Z
∫
dxdx′ρ (x, x′; β)O(x′, x),
(2.45)
with the partition function defined in the position representation asZ =
∫
dxρ (x, x; β).
In order to demonstrate the above properties, let’s consider the expectation value of
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the position operator, xˆ,
O (x′, x) = 〈x′ |xˆ|x〉 = x 〈x′|x〉 = xδ(x′ − x) (2.46)
Eq.(2.46) then yields:
〈xˆ〉 = 1
Z
∫
dxxρ (x, x; β) . (2.47)
It should be noted that according to Eq.(2.36), the diagonal part of the density matrix
is always ρ (x, x, β) > 0, therefore Z −1ρ (x, x; β) is a correct probability distribution.
We conclude this subsection about thermal density matrix by discussing probably
one of the most useful path integrals in the Monte Carlo method, the product property
of exponential the function.
If the the thermal density matrix is given for some temperature T =
∑
i Ti
(i = 1, 2, ...), then the convolution of two or more density matrices at Ti is a density
matrix at a lower temperature. To show that, we use the fact that β = β1 + β2 and
start from Eq.(2.36),
ρ (x, x′; β) =
〈
x
∣∣∣exp{−βHˆ }∣∣∣x′〉 (2.48)
then, using the product property
exp
{
−(β1 + β2)Hˆ
}
= exp
{
−β1Hˆ
}
exp
{
−β2Hˆ
}
(2.49)
and substituting the definition of the density matrix, this leads to
ρ (x, x′; β) =
〈
x
∣∣∣exp{−β1Hˆ } exp{−β2Hˆ }∣∣∣x′〉 . (2.50)
Applying the identity operator |x′′ 〉〈x′′| to the right side of Eq.(2.50) results in
ρ (x, x′; β1 + β2) =
∫
dx′′ρ (x, x′′; β1) ρ (x′′, x′; β2) . (2.51)
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2.3.2 Path integral and the thermal density matrix
Introduced in section 2.3.1, Eq.(2.38) demonstrates an obvious similarity to the defi-
nition of the thermal density matrix introduced in Eq.(2.34)
K(xb, tb;xa, ta) =
∞∑
i=1
φ∗i (x
′)φi(x)−iEi(tb−ta)/~ (2.52)
where tb > ta.
In order to obtain the equilibrium state in statistical mechanics the Hamiltonian
of the system must be time independent. Comparison of thermal density matrix
Eq.(2.34) and the kernel Eq.(2.52) reveals that they differ only by the argument of
the exponent. Substituting β in place of i(t2−t1)/~ makes these equations structurally
the same. The latter shows that the density matrix can be treated as a kernel with
an imaginary time interval iβ~, if care about the sign is taken. Strictly speaking the
interval β~ is not a time, but as it soon will be shown, thinking about it in such a way
can help our imagination significantly. We can imagine some particle, initially at some
point x′ at time t = 0, which then arrives to another point in space x after time t = ~β.
In Section (2.3.1) the usefulness of the exponent product property was stressed. If this
property is usedM times, then the density matrix at a temperature T will be expressed
in terms of the density matrix at temperature MT , exp
{
−βHˆ
}
= exp
{
−τHˆ
}M
,
with τ defined as β/M . The last expression can be seen as the time step. Using the
position form:
ρ (x, x′; β) =
∫
dx1 · · · dxM−1ρ (x, xM−1; τ) ρ (xM−1, xM−2; τ) ...ρ (x1, x′; τ) , (2.53)
we end up with a convolution which can be seen as a path of the particle Fig. 2.2,
divided on many intermediate slices xn, which wanders between points x and x. We
previously introduced the total probability amplitude ρ (x, x′; β) for a particle trav-
elling between two points as the sum of all possible paths connecting these points in
Eq.(2.3). Introducing the action in terms of the density matrix:
S(x, x′; τ) ≡ − log[ρ(x, x′; τ)], (2.54)
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Figure 2.2: A particle travelling between points x′ and x. Particle travelling along
different, possible path x1, ..., x5.
where and then substituting to Eq.(2.53)
ρ (x, x′; β) =
∫
dx1 · · · dxM−1 exp
{
−1
~
M∑
m=1
S(xm, xm−1; τ)
}
, (2.55)
here the sum runs over all possible slices between x′ = x0 and x = xM , shown in Fig.
2.2. It it worth noticing that the expression Eq.(2.53), and thereby its discrete time
form Eq.(2.55), is exact for any M > 1. For the large number of segments, calculation
of the limit M →∞ yields,
ρ (x, x′; β) =
∫
Dx(t) exp
{
−1
~
S[x(t)]
}
, (2.56)
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with Mτ = β and
S[x(t)] = lim
τ→0
M∑
m=1
S(xm, xm−1; τ), (2.57)
D [x(t)] = lim
M→∞
dx1 · · · dxM−1, (2.58)
In above expressions t ∈ 〈0, β〉 and x(t) stands for continuous path.
2.3.3 Trotter and Feynman-Kac formulas
The path integral method allows us to sample physical properties of the system directly
from the thermal density matrix, however to do this an explicit form of density matrix
must be derived. A typical Hamiltonian is defined in terms of the kinetic Tˆ and
potential Vˆ energy operators is their sum Hˆ ≡ Tˆ + Vˆ . If Vˆ represents a lower
bounded and sufficiently smooth potential, then time displacement operator can be
expressed by
ρ(x, x′; τ) ≡ exp
{
−τ
~
Hˆ
}
= exp
{
−τ
~
(
Tˆ + Vˆ
)}
. (2.59)
Eq.(2.59) can be factorised using the Baker-Campbell-Hausdorff equation to the form
exp
{
−τ
~
(
Tˆ + Vˆ
)}
= exp
{
−τ
~
Vˆ
}
exp
{
−τ
~
Tˆ
}
exp
{
−
(τ
~
)2
Gˆ
}
, (2.60)
where operator Gˆ contains the remaining terms of the series expansion,
Gˆ ≡ i
2
[
Vˆ , Tˆ
]
− τ
~
{
1
6
[
Vˆ ,
[
Vˆ , Tˆ
]]
− 1
3
[[
Vˆ , Tˆ
]
, Tˆ
]}
+ · · ·︸ ︷︷ ︸
O(τ3)
.
(2.61)
The above expression, through O(τ 3), allows for an approximation of the exact density
matrix in Hˆ to be the product of the density matrices in Tˆ and Vˆ ,
exp
{
−τ
~
(
Tˆ + Vˆ
)}
≈ exp
{
−τ
~
Vˆ
}
exp
{
−τ
~
Tˆ
}
= ρfree exp
{
−τ
~
Vˆ
}
, (2.62)
where ρfree is a density matrix for a free particle. Eq.(2.62) can be depicted as
an almost free particle, slightly perturbed by the vicinity of potential Vˆ , moving in
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infinitesimally small imaginary time interval τ . The latter picture is called a primitive
approximation due to very simplified assumptions. In order to verify approximation
Eq.(2.62) we recall the Trotter derivation [162], which, given that three operators Tˆ ,
Vˆ and (Tˆ + Vˆ ) are self-adjoint and the their spectra are bounded below, [163] yields
exp
{
−β
(
Tˆ + Vˆ
)}
= lim
M→∞
[
exp
{
−τ Vˆ
}
exp
{
−τTˆ
}]M
. (2.63)
The primitive approximation in the position representation takes the form,
ρ (x, x′; τ) =
〈
x
∣∣∣exp{−τ (Tˆ + Vˆ )}∣∣∣x′〉
≈
〈
x
∣∣∣exp{−τ Vˆ } exp{−τTˆ }∣∣∣x′〉
=
∫
dx′′
〈
x
∣∣∣exp{−τ Vˆ }∣∣∣x′′〉〈x′′ ∣∣∣exp{−τTˆ }∣∣∣x′〉 .
(2.64)
Knowing that the potential operator Vˆ depends only on position Vˆ = V (x) and |x′〉
is an eigenvector of position operator xˆ, it is possible to approximate the potential
bra-ket of the short-time propagator as,〈
x′′
∣∣∣exp{−τ Vˆ }∣∣∣x′〉 = 〈x′′ |exp {−τV (xˆ)}|x′〉 = 〈x′′ |exp {−τV (x′)}|x′〉
= exp {−τV (x′)} 〈x′′ |x′〉 = exp {−τV (x′)} δ (x′′ − x′) .
(2.65)
In the next step by substitution of Eq.(2.65) into Eq.(2.64), we obtain the potential
in the form of the thermal density matrix,
ρ (x, x′; τ) =
∫
dx′′
〈
x
∣∣∣exp{τTˆ }∣∣∣x′′〉 exp {−τV (x′)} δ (x′′ − x′)
=
〈
x
∣∣∣exp{τTˆ }∣∣∣x′〉 exp {−τV (x′)}. (2.66)
Knowing that the exact thermal density matrix ρ is symmetric, it is more efficient to
use potential V in a symmetric form by substituting:
exp {−τV (x′)} → exp {− (τ/2) [V (x) + V (x′)]} . (2.67)
Eq.(2.67) is analogous to introducing the density matrix in the symmetric approxi-
mation
exp
{
−τ
(
Tˆ + Vˆ
)}
≈ exp
{
−τ Vˆ
2
}
exp
{
−τTˆ
}
exp
{
−τ Vˆ
2
}
. (2.68)
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Eq.(2.68), as an approximation, is correct to O(τ 2). It is important to note that
the density matrix at temperature T in terms of density matrix at temperature MT ,
Eq.(2.63) implies that approximation for exp
{
−β
(
Tˆ + Vˆ
)}
is valid to τ one order
lower than for exp
{
−τ
(
Tˆ + Vˆ
)}
. This is particularly important for the above
discussed symmetric approximation,(
exp
{
−τ
(
Tˆ + Vˆ
)
+O(τ 3)
})M
=
(
exp
{
−τHˆ +O(τ 3)
})β/τ
= exp
{
−βHˆ + β
τ
O(τ 3)
}
= exp
{
−βHˆ +O(τ 2)
}
.
(2.69)
The resulting line of Eq.(2.69) follows from varying τ with β fixed. The main message
of the above derivation is that for the convergence of the path integral simulation
(limit τ → 0), the approximation for exp
{
−τHˆ
}
has to be correct through O(τ).
In the following step we solve the Bloch equation for a free particle in periodic box of
length L in order to obtain ρfree,
− ∂ρfree
∂β
= −Λ∇2ρfree(x, x′; β), (2.70)
where Λ = ~2/2m and m is a particle mass. Eq.(2.70) describes the diffusion of paths
in imaginary time β, to which the solution is well known,
ρfree(x, x
′; β) =
1
(4piΛβ)−3N/2
exp
{
−(x− x
′)2
4Λβ
}
Λβ  L2. (2.71)
The choice of normalisation constant at the front of the Gaussian guarantees,
ρfree(x, x
′; 0) = δ(x− x′). (2.72)
The diffusion parameter Λ depends on the mass of the particle. The value of this
constant is small for classical particles. Light, quantum particles quickly diffuse in
imaginary time, therefore their corresponding value of Λ is large. Another important
parameter in Eq.(2.71) is
√
4Λβ, which describes the width of density matrix. Using
relation,
λ =
h√
2pimkBT
≡
√
4piΛβ, (2.73)
one can define the thermal de Broglie wavelength. If the de Broglie wavelengths
become comparable to the distances between particles, quantum many-body effects
start to dominate the picture. This length scale can be further adapted to the path
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integral formalism by introducing the degeneracy parameter, nλN , in which n−1 ≡
LN/M is a volume per particle and λN is the volume occupied by a single path.
The discrete path integral expression for the density matrix within the primitive
approximation can then be obtained by merging Eqs.(2.71) and (2.66),
ρ(x, x′; β) =
1
(4piΛβ)3NM/2
∫
dx1 · · · dxM−1
× exp
{
−
M∑
m=1
(
(xm − xm−1)2
4Λτ
+
τ
2
[V (xm) + V (xm−1)]
)}
.
(2.74)
Eq.(2.74) is a more accurate form of Eq.(2.55), which relates the thermal density ma-
trix of the quantum system at any temperature to integrals over the path x1 · · ·xM
in a classical Maxwell-Boltzmann-like distribution. This idea was first introduced by
Feynman, as a mapping of a quantum system on a classical system of interacting
polymers . In the context of polymer picture, Eq.(2.74) can be interpreted as a de-
scription of a chains of beads representing the imaginary time propagation of a single
particle. All the beads on a chain, Fig. 2.3 are connected by kinetic links in such
a way, that bead 1 at some time t experiences a potential due to bead 2 at time
t + τ and bead 13 at time t − τ , as shown in Fig. 2.3. In the polymer picture we
interpret imaginary time as an additional spatial dimension around the polymer ring.
The already mentioned potential differs significantly from the classical perspective as
the interactions take place at the same time and only between beads of other chains.
One of the biggest advantage of the above picture is the fact that both quantum
and polymer system are described by the same partition function. This gives us an
opportunity to understand many properties of the quantum system using tools and
language of classical statistical mechanics. In order to demonstrate this feature, let
us consider the limit M →∞ in Eq.(2.74),
xm − xm−1
τ
→ dx(t)
dt
∣∣∣
t=mτ
≡ x˙(t)
∣∣∣
t=mτ
, (2.75)
which leads to an explicit expression for thermal density matrix, known as the Feynman-
Kac formula:
ρ(x, x′; β) =
∫
Dx(t) exp
{
−
∫ β
0
dt
(
x˙2(t)
4Λ
+ V [x(t)]
)}
. (2.76)
It is worth mentioning that |xm − xm−1| ∼
√
τ as a consequence of the Brownian origin
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Figure 2.3: Polymer isomorphism. The links represent the kinetic part of the action
(xm − xm−1)2. Beads correspond to the thermal density matrices at high tempera-
ture T .
of the path x(t). This implies that x˙(t) is infinite everywhere, therefore Eq.(2.76) is
not a strict definition and serves more as a mental picture of discrete path integral
derived in Eq.(2.74).
One of the very important aspects of the PI-QMC calculation of Eq.(2.74) is the
following effect of the convolution property: if ρ(x, x′; τ) > 0 ∨ x, x′ for any τ then
the same holds for any positive multipliers of τ .
We conclude this subsection with the derivation of an explicit expression for
the action S[x(t)]. Comparison of Eqs.(2.76) and (2.56) resembles an integral of the
Lagrangian along an imaginary time path, thus the short-time action term Eq.(2.55)
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turns into
S(xm, xm−1; τ) =
∫ mτ
(m−1)τ
dtL(x˙(t), x(t); t)
≈ (xm − xm−1)
2
4Λτ
+
τ
2
[V (xm) + V (xm−1)] .
(2.77)
Eq.(2.77) is consistent with the action in terms of the density matrix given in Eq.(2.54).
Note the fact that both S[x(t)] and S(xm, xm−1; τ) are dependent on imaginary time,
so they do not have anything in common with the mechanical action.
2.3.4 Polymer isomorphism and temperature
The polymer isomorphism picture in the PI-QMC technique is characterised by two
extremely useful advantages. The first one is the simplicity with which we can visualise
the quantum system. Living in the classical world we often use our intuition to imagine
some physical properties; unfortunately, quantum mechanics mostly goes against our
common sense. The polymer analogy and path integrals allow us to study the quantum
world in the classical, statistical mechanics environment. In Fig. 2.3 a single atom is
depicted as a set of thirteen classical particles connected by links. If the temperature
is low then the particles, similar to a classical gas, are very slow. The links are heavily
stretched and the ring occupies a much bigger volume in position space Fig. 2.4. As
a result the uncertainty in the position of the particle increases significantly and the
only information we can extract regarding the particle’s position in the system is
the probability density. The important thing is that even a very delocalised atom
can still be distinguished from others as the polymers are well defined. This kind of
distinguishable particle is governed by Boltzmann statistics.
With increasing temperature of the system the beads start to oscillate and move
faster. The inter-particle separation decreases and at some point all particle are
localised upon each other. Uncertainty in the position of the particles goes to zero
and we are in the classical system.
The second advantage of the PI-QMC technique is broad computational applica-
bility to quantum liquids. One of the first problems in which polymer isomorphism
was successfully applied is the 4He and superfluidity. Let us consider a system assem-
bled of 4He atoms in the superfluid regime. Such a system can by imagined in the
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Temperature
Low T High T
Figure 2.4: Transition between quantum and classical system. Change of the char-
acter of the system with varying T .
polymer frame as bead exchange between the atoms. This scenario is almost impos-
sible above the lambda transition, however below it there exists a finite probability
that this can occur. In the latter situation, if the temperature is low enough the
atoms can share the beads and some polymer rings become attached to other rings.
At this point we lose the ability to distinguish the rings as there is no clear indication
where constituent rings start and end. The free particle visualised in Fig. 2.4 can
be translated into a formal, mathematical expression which clearly show the bridge
between quantum and classical world.
2.3.5 Exact solution to simple harmonic oscillator
The harmonic oscillator is one of the simplest models in quantum mechanics. We will
use this system in order to verify the correctness of our PI-QMC simulation and also
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as a mathematical model of quantum dot. The main advantage of this model system
is that quantities such as the energy and the density matrix can be obtain analytically.
We start with the Hamiltonian of a linear quantum harmonic oscillator,
Hˆ =
pˆ2
2m
+
1
2
mω2xˆ2. (2.78)
There are two distinguishable terms in Eq.(2.78). The first term corresponds to the
kinetic energy of the system and the second one represents the energy stored in the
system. The above equation is analogous to the expression for classical harmonic
oscillator,
E =
1
2
mv2 +
1
2
kx2, (2.79)
if we notice that the Hamiltonian on the left describes total energy of the system,
product of mass and velocity yields momentum, and ω =
√
k/m is the classical
oscillator frequency. Energy levels occupied by the quantum harmonic oscillator are
called the energy eigenstates as follows:
En =
(
n+
1
2
)
~ω, (2.80)
where n = 0, 1, 2, .... The energy levels are equally spaced and correspond to a count-
ably infinite number of solutions. For high values of n the period of oscillation gets
smaller which is reflected in the wave function behaviour. The ground-state wave
function of the one dimension quantum harmonic oscillator is given by,
u0(x) =
(mω
pi~
)1/4
exp
{−mωx2
2~
}
, (2.81)
which is a Gaussian distribution. With the aid of classical statistical mechanics we can
define the partition function of the one-dimensional quantum mechanical oscillator,
Z =
∞∑
n=0
exp
{
−β~ω
(
n+
1
2
)}
=
[
2 sinh
(
~ω
2kBT
)]−1
. (2.82)
Eq.(2.82) can be expanded to an arbitrary number of dimensions D and oscillators
N ,
Z =
[
2 sinh
(
~ω
2kBT
)]−ND
. (2.83)
61
Chapter 2. Fundamentals of Path Integral Monte Carlo Method
With knowledge of the partition function Z and the Helmholtz free energy F we can
calculate everything else we need,
F = E − TS = −kBT ln(Z ) = NDkBT ln
[
2 sinh
(
~ω
2kBT
)]
. (2.84)
Using the definition of the mean energy in terms of the trace of the system,
〈H〉 = − ∂
∂β
ln
[∑
x
〈
x
∣∣∣exp{−βHˆ }∣∣∣x〉] . (2.85)
Thus we obtain the expression for the total energy of the simple harmonic oscillator
E =
ND
2
~ω coth
(
1
2
β~ω
)
, (2.86)
where β = 1/kBT . In order to define the thermal density matrix for the quantum har-
monic oscillator the imaginary-time propagator of a particle in a harmonic potential
is required. In three spatial dimensions this object takes the form
K(x,x′; τ) =
(
mω
2pi~ sinh(ωτ)
)3
exp
{
−mω ((x
2 + x′2) cosh(ωτ)− 2x · x′)
2~ sinh(ωτ)
}
. (2.87)
The probability density of the system is defined as the diagonal of the thermal density
matrix ρ(x) = K(x,x′; τ).
2.4 Coulomb interactions
All theoretical treatments of extremely complex physical phenomena meet some lim-
itations. Unfortunately this also applies to Quantum Monte Carlo methods. One
of the more challenging issues are the interaction of two identical particles and the
presence of an attractive Coulomb potential. The first case, known as a fermionic
sign problem, will be discussed in the following section; here we focus on the Coulomb
system and the methods of dealing with it.
The typical Coulomb potential takes the form −1
r
. This potential is well defined
everywhere in space, except at r = 0, a non-integrable singularity at which must be
handled correctly. We do not know exactly how the system behaves and even more
important if the path integral estimators converge.
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In this section we outline techniques which we successfully implemented into the
Coulomb Action used in PI-QMC numerics in order to overcome this issue.
2.4.1 Analytical approach
One of the most straightforward implementations of Coulomb interactions into the
PI-QMC is the one used in [164]. In this technique the analytical form of action is
obtained by solving the Schro¨dinger equation in the centre-of-mass (CM) and relative
coordinates (RC) frames. CM can be treated as a movement of a free particle, as
the Coulomb interactions enter only into the RC part. Solutions to both terms are
well known and yield plane waves for CM, and hydrogen-atom-like solutions to RC.
The resulting wave functions and density matrix then allow the construction of a
ground state Coulomb density matrix. From this, if the particles are close enough to
each other, one can find the expression for an action with the help of Eq.(2.54). As
the hydrogenic wave functions were obtained for the ground state of the system, the
ground state density matrix can be calculated. The main downside to this method is
the fact that in order to maintain the system in the ground level we are limited to
the low temperatures.
2.4.2 The pair-product approximation
A much more general method of dealing with many-particles system can be found
in pair action. Assuming that the system can be approximated as a hard-sphere-like
one, we can find the exact form of action for any two atoms and then expand that
to a many body action. In order to find this action we have to check if the potential
energy can be split into a pairwise sum of terms,
V (R) =
∑
i<j
v(ri − rj). (2.88)
Applying Eq.(2.76), we observe that what appears is the integration of potential
energy along the path. Using the Feynman-Kac formula for the inter-action Um,
exp {−Um(R,R′; τ)} =
〈
exp
[
−
∫ τ
0
V (R(t))dt
]〉
, (2.89)
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we get the expectation value,
exp {−Um(R,R′; τ)} =
〈∏
i<j
exp
[
−
∫ τ
0
v(rij(t))dt
]〉
(2.90)
which is the exact density matrix for a pair of interacting particles. Eq.(2.90) can be
rearranged further, assuming that the rij’s are uncorrelated [165] leading to,
exp {−Um(R,R′; τ)} ≈
∏
i<j
〈
exp
[
−
∫ τ
0
v(rij(t))dt
]〉
. (2.91)
Now it is apparent that the 〈rij〉 is the interacting part of the exact action for a pair
of atoms, therefore we can define the pair-product action as,
U(R,R′; τ) =
∑
i<j
u(rij, r
′
ij; τ). (2.92)
u(rij, r
′
ij; τ) is the exact action to the two body problem, which must be calculated.
The above approximation, by definition, is exact for two particles. If τ is suf-
ficiently small, this approximation is correct as most inter-particle collisions involve
two atoms at a time. The sum of pairwise interactions U is accurate to τ 2. The errors
in U result from three and more body correlations. In a homogeneous system the
correlation effect is low, as other atoms in different directions have opposite correla-
tions, therefore a significant number of many-body effects cancel. This consideration
leads to the conclusion that significant errors can occur in the situation when three
particles come to close proximity. If two-body interactions dominate then the pair
product will be error free to the lowest order in a density expansion of action [165].
2.4.3 Matrix-squaring method
Using the matrix-squaring method the exact pair action can be computed [166]. We
start by separating the pair density matrix into the centre-of-mass and relative coordi-
nates parts. If, for simplicity, we consider only the density matrix for a single particle
in an external potential and expand the relative part in terms of the contributions
from all partial waves [166] for a spherical central potential, then,
ρR(r, r
′; τ) =
1
4pirr′
∞∑
l=0
(2l + 1)ρl(r, r
′; τ)Pl(cos(θ)), (2.93)
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where θ is the angle between r and r′ and Pl are Legendre polynomials. Each pair
density matrix for a one-dimensional particle subjected to a potential is defined by
partial wave components with an additional centrifugal term [167]. These partial wave
components fulfil the Bloch equation,
−∂ρ(x, x
′; t)
∂t
=
{
−λ d
2
dr2
+ v˜l(x)
}
ρ(x, x′; t), (2.94)
and are subject to the boundary conditions ρl(r, r
′; t) = δ(r − r′) and ρl(0, r′; t) = 0.
One can then define the effective potential v˜l(r) in the form:
v˜l(r) = v(r) +
λ
r2
l(l + 1). (2.95)
At this point the pair density matrix ρl can be expanded in terms of eigenfunctions
[132],
ρl(r, r
′; τ) =
∑
n
φ∗n(r) exp{−τEn}φn(r′) +
∫ ∞
0
dkφ∗k(r) exp{−τEk}φk(r′). (2.96)
All partial waves are Green’s functions. Applying the convolution technique to the
lower temperature pair matrices, which were obtained using the matrix-squaring
method [168], leads to,
ρl(r, r
′; τ) =
∫ ∞
0
dr′′ρl(r, r′′;
τ
2
)ρl(r
′′, r′;
τ
2
). (2.97)
The main idea behind the matrix-squaring method is that if one squares the thermal
density matrix k-times then the resulting temperature drops down by a factor of 2k.
Squaring of one-dimensional integrals for all values of r, r′ and l is not the most
efficient way. The process can be significantly improved by repeated application of
kinetic and potential operators to a uniform grid in r and r′ using a fast Fourier
transform [169]. The main idea of matrix-squaring is to get a pair density matrix at
some τ , in a form which can be fast and easily computed in the Monte Carlo computer
simulation.
In the situation in which one deals with small τ and large x, summation over the
partial waves to find the pair density matrix, Eq.(2.93) is far too lengthy (the number
of partial waves required is of the order of r/
√
λτ).
In order to overcome this inconvenience, one can consider the special case of a
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Coulomb potential in which the only term needed to get the relative coordinates pair
density matrix is l = 0 [170]. We then introduce three vectors,
q = (|r|+ |r′|)/2, s = |r− r′|, z = |r| − |r′| , (2.98)
defined as r = ri − rj and r′ = r′i − r′j, and l = 0 allows one to write the diagonal:
ρr(r, r; τ) = − 1
8pi
∂2
∂s2
ρl=0(z + s, z − s; τ)|s=0, (2.99)
and off-diagonal elements separately,
ρr(r, r
′; τ) = − 1
8pis
∂
∂s
ρl=0(z + s, z − s; τ). (2.100)
Defined in Eq.(2.98) distances s and z are small, comparable to the thermal de Broglie
wavelength Λr [167], therefore one can use the power series expansion of potential
action [171]:
u(xr, x
′
r; τ) =
u0(x; τ) + u0(x
′; τ)
2
+
n∑
k=1
k∑
j=0
ukj(q; τ)z
2js2(k−j). (2.101)
We can distinguish two terms in Eq.(2.101). The first one is called end-point action,
and the remaining terms are off-diagonal corrections to this action. Using a least-
square fit to the partial wave expansion, the function ukj(q) can be tabulated and use
during the Monte Carlo simulations.
In our simulations the PI-QMC numerics are used. A high temperature approx-
imation to the pair density matrix is implemented together with an analytical power
series expansion, and the fast Fourier transform of the kinetic and potential operators
are hard-coded into the software [172].
2.5 Thermodynamic properties
In the previous sections we showed how to simulate the quantum system at a finite
temperature. We derived a way to discretise such a system and the methods to evolve
it to the equilibrium state. At this point we need to develop a set of tools which will
help us to take a look into the system’s behaviour and analyse its physical properties.
In the following subsections, the estimators coded into the PI-QMC software will be
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discussed. The properties that the PI-QMC code is capable of computing include:
thermal and virial energy, density, pair correlation function and static polarisation.
We conclude with a short discussion of errors affecting the estimators.
2.5.1 Energy
The expectation value of the quantum mechanical energy of the system is one of the
most frequently calculated properties in PI-QMC simulations. One of the method of
finding E is differentiation,
〈E〉T ≡ − 1
Z
∂Z
∂β
. (2.102)
The canonical partition function Z ≡ ∫ dxρ(x, x; β) is given by
Z =
(
Nm
2pi~2β
)N/2 ∫
dx1 · · · dxN exp {−βVC} (2.103)
with propagator potential VC ,
VC ≡
N∑
j=1
[
Nm
2~2β2
(xj − xj+1)2 + 1
N
V (xj)
]
, (2.104)
where xN+1 ≡ x1. The above expression can be interpreted as the quantum path inte-
gral, which is equivalent to a classical expectation value of N harmonically interacting
beads in the vicinity of external potential V [173]. The energy is then defined in the
form:
〈E〉T = 1
Z
(
Nm
2pi~2β
)N/2 ∫
dx1 · · · dxNT exp {−βVC} , (2.105)
with the Barker estimator T = 〈K〉T + 〈V¯ 〉T where,
〈V¯ 〉T = 1
N
N∑
j=1
V (xj) (2.106)
and
〈K〉T = N
2β
− Nm
2~2β2
N∑
j=1
(xj − xj+1)2. (2.107)
The pre-fraction 1/Z can be seen as an average over all paths and energy, and so
Eq.(2.105) can be then calculated using the Monte Carlo method. If x1 · · ·xN are
sampled with respect to VC , then T is the thermodynamic estimator for the energy
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E. In general, convergence of thermodynamic estimator T to E is rather slow as
the mean square fluctuation in the thermodynamic estimator increase as N/2β2. An
alternative way of calculating the energy estimator of the system is the virial energy.
In this estimator the energy calculation is based on the potential energy, which doesn’t
fluctuate significantly over the time-slice. The main advantage of this estimator is a
much faster convergence and hugely reduced variance for small values of τ , compared
to the KT . The virial energy can be obtained by elimination of the kinetic part during
the integration by parts over the path variable [165]. The estimator itself takes the
form
T = 〈K〉V + 〈V¯ 〉T
where,
〈K〉V = 1
2N
N∑
j=1
xjV
′(xj). (2.108)
The convergence of the virial estimator is better compared to the thermodynamic
one, however the applicability of the virial estimator is limited to the smooth, slowly
varying and bound potentials.
2.5.2 Density and pair correlation function
Scalar operators like the pair density matrix and pair correlation function are amongst
the most straightforward to compute. In PI-QMC all time-slices are equivalent. The
pair correlation function gα,β between two particles α and β is given,
gα,β(r, r
′) =
1
nα(r)nβ(r′)
〈∑
i,j
δ(ri − r)δ(rj − r)
〉
. (2.109)
In Eq.(2.109) the average over all paths and over links k is taken. The pair correla-
tion function estimator can be used to obtain properties of the system that depend
on the relative separation of the two particles. Once the separation is calculated, in-
formation like angular and radial separation probability between charge carriers can
be computed. These quantities contain the statistical information of the different
inter-particle separations and spatial distribution.
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2.5.3 Polarization
The static polarisation of a molecule is defined as,
P = αµνE. (2.110)
In the above equation, E stands for the applied electric field and αµν is the molecular
static polarizability tensor in the directions µ and ν. In most of our simulations,
e.g.: excitons and bi-excitons, we deal with diatomic molecules. This simplifies the
polarizability tensor to two components, parallel α|| and perpendicular, α⊥. The
polarizability estimator, defined as:
αµν = E
−1
ν
∑
l
〈eXµ(l)〉 , (2.111)
allows us to find the static polarizability of the lth particle in direction µ, placed at
Xµ(l) in an applied electric field of strength Eν in direction ν.
2.5.4 Errors of large scale sets of PI-QMC simulation data
Path Integral Quantum Monte Carlo estimators are averaged over substantial sets of
datapoints, therefore finding the error in an estimator is very important. The most
frequently calculated error in all of our simulations is the standard error,
error =
σ√
N
. (2.112)
Here N is a number of data-points and σ is the standard deviation. This kind of error,
decreasing proportionally with
√
N , can be successfully lowered by more frequent data
sampling, longer runs or multi-cpu parallel calculations.
Another source of errors is the Metropolis algorithm, which we will discuss in
the next section. In the ideal situation all measurements should be independent.
Unfortunately, in Metropolis calculations a new configuration is generated out of the
previous, leading to autocorrelation,
RA(k) =
1
(N − k)σ2A
N−k∑
i=1
(Ai − A¯)(Ai+k − A¯),
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where σ2A =
1
N
∑
iA
2
i − A¯2 and standard deviation of the mean A¯ ≈
√
1+2τA
N
σA, for
(τA  N). Note that, as defined in Eq.(2.112), the standard error underestimates
the errors bars. We minimise these errors by running the PI-QMC simulations long
enough for the correlations to decay, then statistical sampling takes place.
2.6 Path integrals for Fermi and Bose statistics
The main difference between Fermi and Bose statistics is the symmetry of the wave
functions, given by the spin-statistics theorem. According to this theorem, the wave
function is symmetric or anti-symmetric when two identical particles are exchanged,
ΨB/F (R) = (±1)PΨB/F (PR). (2.114)
In Eq.(2.114), P is any of the N ! permutations of the particle labels in x with the
same spin, (+) refers to (B)osons and (−) to (F)ermions. Any additional internal
degrees of freedom, e.g.: spin, are also permuted [171].
If one defines the wave function describing the distinguishable particle ΨD(R),
then the odd or even parity can be obtained by acting with the symmetric or anti-
symmetric operator on the ΨD(R),
ΨB/F (R) =
1
N !
∑
P
(±1)PΨD(PR). (2.115)
Using these states one can construct the density matrix for the system of bosons or
fermions,
ρB/F (R,R
′; β) =
1
N !
∑
P
(±1)PρD(R,PR′; β). (2.116)
It is possible to symmetrise or anti-symmetrise Eq.(2.116) with respect to the first,
second or both arguments. They are equivalent yielding the same physical observable.
The implementation of parity into the path integral takes place by summation over
all P permutations. This concept requires summation over all possible permutations
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of final position R′ and integration over all configurations of the paths,
ρB/F (R,R
′; β) =
1
N !
∑
P
(±1)P
∫
· · ·
∫
dR1dR2 · · · dRM−1
ρD(R,R1; τ)ρD(R1, R2; τ) · · · ρD(RM−1,PR′; τ)
=
1
N !
∑
P
(±1)P
∫
R→PR′
dRt exp{−1~S[Rt]}.
(2.117)
and will be further explored in section 2.8.2.
2.7 Monte Carlo technique
Sampling is an essential element of any path integral Monte Carlo numerics. In
the classical picture the interacting atoms of a liquid or gas are visualised as point
like particles in the container. Through iterative solving of Newton’s equations for
interacting bodies one can study the time evolution of the system. When the iterations
are repeated over a long time, the system achieves the thermal equilibrium state. The
same situation takes place in the quantum system, with the difference that instead of a
point-like representation of atoms we use, as already mentioned, polymer isomorphism.
Thermal equilibrium for a system of polymer rings, (beads connected by kinetic links)
can also be reached by moving beads and whole necklaces in the simulation box. The
manner in which the displacement is performed is called sampling.
In Eq.(2.74) in Section (2.3.3) the thermal density matrix of a many-body system
was derived, however in order to calculate a large number of multi-dimensional inte-
grations we must use the stochastic numerical technique. One can imagine ρ(R,R′; β)
as a probability distribution, which should be sampled according to the distribution
resulting from the action. This distribution nevertheless differs from the classical liq-
uid analogue, as the beads on the path are connected by kinetic links. This fact is
reflected in the long correlation times, which cause slow convergence making classical
methods inapplicable.
In the early days Monte Carlo methods were used predominantly to find integrals
which were unsolvable analytically. Nowadays the Monte Carlo category includes all
sorts of statistical tools and techniques [174], and is widely applicable to a whole
spectrum of problems. In this section the theory of Monte Carlo integration is outlined
from a statistical point of view.
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2.7.1 Monte Carlo Integration
The easiest method of numerical integration involves the computation of a definite
integral of the form,
F =
∫ b
a
f(x)dx. (2.118)
One of the possible ways of dealing with Eq.(2.118) is use of the mean value theorem
known from elementary calculus,
Fm = lim
N→∞
(b− a)
N
N∑
l=0
f(xl). (2.119)
In this approach the area under a curve between points a and b is divided into N
parts, and xl completely covers the integration interval. For a large number of slices
N , Fm approaches the exact value F , and the error in this approximation is defined as
(b− a)σf/
√
N , where σf is the variance. In order to evaluate Eq.(2.119) using Monte
Carlo integration, one needs to consider its values at N -numbers of {xl}, randomly
selected from the interval [a, b]. One of the most challenging tasks is to generate a
proper set of random numbers.
Accuracy and efficiency of Monte Carlo integration can be further improved by
application of more advanced methods, such as Simpson’s rule or Gaussian quadrature,
in which the weighted average of the points is used [175]:
Fm =
(b− a)
N
∑N
l=0wlf(xl)∑N
l=0wl
(2.120)
These methods result in accurate values for the integrals as long as the dimension
(D) of the system is small, namely D < 8. The efficiency and accuracy for higher
dimension systems decreases as ND. To overcome this inconvenience, having a prob-
ability distribution, one can choose from it randomly the points xl using the Monte
Carlo technique. Random selection of x′ls from the interval [a, b], yields the solution
to Eq.(2.118) given by,
Fm = (b− a)f¯ = (b− a)
N
N∑
l=0
f(xl) +O(
1√
N
). (2.121)
Here f¯ is a mean value of f over the set of sampled points {xl}. We see that the
Monte Carlo error gets smaller as
√
N
−1
and does not depend on the dimension of
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the system any more. According to the central limit theory, the set of all integrals
for different {xl} will follow the Gaussian distribution [176]. The uncertainty in the
solution to the integral comes from the standard deviation σm calculated for different
Fm,
σm =
√
(b−a)
N
∑N
l=0 f
2(xl)− F 2m
N − 1 . (2.122)
2.7.2 Importance sampling
There are however some cases in which the integration is inefficient, even if we have
the set of the proper, uniform random numbers. This can be due, for example, to the
significant weight of the function in only some intervals, as in the case of a Gaussian
distribution with the largest contribution close to the central peak. To avoid such a
situation and improve efficiency a smarter sampling method is required, which will
use random numbers but with their density enhanced in the most interesting regions.
In this “importance sampling method” the non-uniform distribution function pi(x)
is introduced from which a points are sampled. We require pi(x) > 0 and to well
approximate f(x) in the regions of interest. Once the distribution function pi(x) is set
the random variable x can be sampled from pi(x). At this point integral Eq.(2.119)
can be computed by choosing the points from pi(x),
F =
∫ b
a
dxpi(x)
f(x)
pi(x)
=
∫ b
a
dp
f(x(p))
pi(x(p))
. (2.123)
Using the above expression, in which pi(x) is derived from some function p(x) with a
change of integration variable, Eq.(2.119) can be expressed,
F ≈ (b− a)
N
N∑
l
f(x(pl))
pi(x(pl))
. (2.124)
The important observation is that the integration is more efficient now, however the
error still decreases in the 1√
N
ratio. The non-uniform distribution mentioned above
can be obtained in many ways. The most popular method is the Metropolis algorithm,
outlined in the following subsection.
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2.7.3 Metropolis Monte Carlo
In the Metropolis algorithm [177] a random walk of points, spread according to a
proper probability distribution, is introduced. We start with some starting point in
configuration or phase space, then the next possible point is selected. A move to this
new point is then accepted or refused by the Metropolis algorithm.
In order to derive the Metropolis algorithm let us focus on the probability density
ρ at two points X = {x1, x2, · · · } and X′ = {x′1, x′2, · · · } in the configuration space
specified by the integration variables and limits. As before, one can define the proba-
bility distribution function p(X) in this space. The probability density function pi(X)
for continuous distribution yields,
pi(X) =
dp(X)
dX
> 0. (2.125)
We require that the mean number of samples at X and X′, averaged over a large
number of trial steps, fulfils the condition ρ(X) = ρ(X′). Having that, the transition
probability T (X → X′) for a trial move from X to X′ can be found. The obvious
condition is that in thermal equilibrium mean numbers of accepted transitions from
X to X′ is completely cancelled by the number of reverse moves,
pi(X)(X→ X′) = pi(X′)(X′ → X). (2.126)
This random walk through the phase space [178] allows us to sample any distribution
resulting from detailed balance [179]. Eq.(2.126) can be separated into two parts,
T (X → X′) = t(X → X′)A(X → X′). With this separation, the probability of a
trial move is given by t(X → X′) and the probability of acceptance of that move is
A(X→ X′). Knowing these two quantities one can write the acceptance probability,
A(X→ X′) = min
∣∣∣∣1, pi(X′)t(X′ → X)pi(X)t(X→ X′)
∣∣∣∣ . (2.127)
The Metropolis Monte Carlo method is one of the most efficient techniques of sampling
of configuration space. If one selects the probability of a trial move to be the symmetric
matrix t(X→ X′) = t(X′ → X), then the acceptance probability yields,
A(X→ X′) =
{
pi(X′)
pi(X)
for pi(X) < pi(X′)
1 for pi(X) > pi(X′).
(2.128)
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Therefore in the Metropolis algorithm, the probability of acceptance of a trial dis-
placement can be given in terms of the ratio of the probability distribution function
at each point of configuration space,
A(X→ X′) = min
∣∣∣∣1, pi(X′)pi(X)
∣∣∣∣ . (2.129)
We can notice that the probability depends only on the previous value, therefore we
deal with a Markov process. Once the acceptance A is obtained, we can sample the
path by making a set of displacements according to T . Acceptance of these moves
depends on A.
2.7.4 Single moves
The simplest realisation of the Metropolis algorithm is a single slice move, in which
only one bead of the path is moved at the time. This can be imagined as a randomly
selected bead moved some random distance from its initial position. The new con-
figuration is checked against the Metropolis acceptance condition and accepted if the
move lowers the energy of the paths, or is refused otherwise,
Xnewk =
{
Xtrialk , for
ρ(Xl,X
′
k;τ)ρ(X
′
k,Xm;τ)
ρ(Xl,Xk;τ)ρ(Xk,Xm;τ)
> random number
Xk, otherwise.
(2.130)
The freshly accepted coordinates become the new starting point and the process is
repeated. We create a random walk through the phase space until thermal equilibrium
for the ground state is reached. This is a Markov chain, as every next move depends
on the previous coordinate of the bead.
2.7.5 Free particle sampling
In the Metropolis Monte Carlo simulations, any transition probability is permitted as
long as the ensemble averages equals the time averages, or in the other words as long
as it is ergodic. The situation is a little different for the free particle. We can find
the acceptance probability corresponding to the single bead displacement of a free
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particle polymer chain in the absence of external confinement [132],
A(Xk → Xl) = min
[
1,
T (Xk → Xl)
T (Xl → Xk) exp{−∆Skinetic}
]
, (2.131)
where the change of kinetic action ∆Skinetic is defined,
∆Skinetic =
m
2~2τ
[
(Xl−1 −Xm)2 + (Xm −Xl+1)2 − (Xl−1 −Xl)2 − (Xl −Xl+1)2
]
=
m
~2τ
[
(Xm −Xl)2 − (Xm −Xl)2
]
.
(2.132)
Here Xl =
Xl+1+Xl
2
. Using Eq.(2.132), one can observe that the optimal transition
probability for a free particle is the one that precisely cancels with this difference
[132],
A(Xl → Xm) = min
1, exp
{
m
~2τ
(
Xl −Xl
)2}
exp
{
m
~2τ
(
Xm −Xl
)2}
exp
{
m
~2τ
(
Xm −Xl
)2}
exp
{
m
~2τ
(
Xl −Xl
)2}
 . (2.133)
It is apparent that in the neighbourhood of Xl the transition probability follows a
Gaussian distribution. In the Monte Carlo language this means that for a set of non-
interacting particles all moves resulting from the above distribution are accepted. The
main advantages of the free particle sampling are the high efficiency of simulations
and a speed up of the convergence.
2.7.6 Displacement moves
In most of our simulations we deal with systems containing interacting particles in very
complex confinements, like multiple quantum rings or coupled dots. The movements
of beads in these structures, which are characterised by the high potential difference
between minima, usually have a low acceptance probability which slows convergence
and decreases efficiency significantly. To overcome this problems we introduce an
additional type of move which will sample the troublesome regions more frequently,
improving the acceptance ratio and therefore speeding up the convergence. In the
displacement moves method instead of moving a single bead we displace whole paths
in the configuration space. As the states of the kinetic links remain unchanged we
do not adjust the relative positions between the beads and so the only action we are
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required to compute is the difference in potential action between the old and new
positions of the polymer chain.
2.7.7 Multilevel sampling
Detailed study of complex potentials and low temperature simulations requires a
much bigger number of beads in order to sample the system more accurately. In
this case sampling the path phase space with only single moves affects the efficiency
and slows down the computation time meaningfully, as the average move is of the
order
√
~2τ/2m and depends on time.
One of the methods of dealing with this problem is the introduction of multi-level
moves. A significant increase in efficiency and convergence time is obtained by moving
many slices at the same time. We achieve this by separating the path into k+ 1 levels
containing j = 2k − 1 beads. To illustrate this process let us consider the case of
k = 3. This gives us 4 levels and j = 5, {Xl+1 · · ·Xf−1} beads to be sampled, as the
coordinates of the 1st, Xl and 7
th, Xf beads remain fixed in the space. In the first
step we move the Xl+3 bead, which in this example is the middle one. The move of
the bead in the highest level is accepted with the probability,
A(Xl → Xm) = min
[
1,
T (Xm → Xl)P (Xm)
T (Xl → Xm)P (Xl)
]
(2.134)
At this point one can use free particle sampling, as P and T are the density matrices
with the larger time step, 2kτ . The process starts again if the move is not accepted.
Acceptance of the trial move leads to moving lower level beads. This process lasts as
long as beads in all levels are moved and detailed balance is maintained.
2.8 Path integral methods for Fermions
Path integral Monte Carlo simulations of bosons, e.g. excitons or liquid 4He, are highly
efficient. This is because Boltzmann weights for such a system are strictly positive for
all path configurations and can be easily mapped into a classical partition function of
a chain of polymers. On the other hand for fermions there are configurations resulting
in negative weights which cannot be mapped.
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In the following section the origins of the fermion sign problem will be outlined
and compared to the Bose distribution and a practical method of dealing with this
difficulty in PI-QMC simulations will be given.
2.8.1 Fermionic sign problem
In Section (2.3.1) the operator expressions Eq.(2.43) and Eq.(2.44) for a quantum
system with Hamilton operator Hˆ were defined. These operators expression need
to be evaluated in order to compute the thermal averages of the observable O. The
problem scales exponentially, however Monte Carlo simulations allow us to map the
quantum picture to a classical one. The evaluation of partition function Z , Eq.(2.44)
can be done with help of a Taylor expansion [180],
Z = Tr exp
{
−βHˆ
}
=
∞∑
l=0
(−β)l
l!
TrHˆ l
=
∞∑
l=0
∑
i1,··· ,il
(−β)l
l!
〈
i1
∣∣∣Hˆ ∣∣∣ i2〉〈i2 ∣∣∣Hˆ ∣∣∣ i3〉 · · ·〈il ∣∣∣Hˆ ∣∣∣ i1〉
≡
∞∑
l=0
∑
i1,··· ,il
p(i1, · · · , il) ≡
∑
k
p(k).
(2.135)
In the above expression l is the order of expansion and {|il〉} form a complete basis
set. One can state configurations in the form of the sequences k = (i1, · · · , il) of l
basis states [181]. These configurations then contribute with the weight p(k), defined
as the corresponding product of the matrix elements of Hˆ and (−β)
l
l!
[181]. The same
method can by applied to Eq.(2.43), which yields the classical-like form,
〈Oˆ〉 = Z −1Tr
[
O exp
{
−βHˆ
}]
= Z −1
∑
k
A(k)p(k). (2.136)
There are two possible outcomes: p(k) > 0 and p(k) < 0. In the first case we deal
with system of bosons, therefore we can map it to a classical chain of polymers.
The p(k) < 0 outcome is characteristic of a fermionic system, governed by the Pauli
exclusion principle, in which two fermions were exchanged.
It is common practice to sample such a system with respect to the Bose statistics,
and instead of negative weights use the absolute values, |p(k)|. Then the sign s(k) ≡
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sign p(k) can be passed to the quantity one is going to sample:
〈Oˆ〉 =
∑
k A(k)p(k)∑
k p(k)
=
∑
k A(k)s(k)|p(k)|∑
k |p(k)|∑
k s(k)|p(k)|∑
k |p(k)|
≡ 〈As〉
′
〈s〉′ . (2.137)
Eq.(2.137) allows one to perform the Monte Carlo simulations, however the price for
that is an exponential increase in the signal/noise ratio with the growing number of
particles and 1/kBT . This can be clearly demonstrated by considering the mean value
of the sign 〈s〉 =
∑
k p(k)∑
k |p(k)| , in which numerator is a fermionic partition function and the
denominator is a bosonic partition function used for sampling. It was demonstrated in
Sect.(2.3.1), that partition functions are exponentials of the corresponding free energy,
therefore the above mean value is a exponential of the difference ∆Eratio = EF−EB of
these free energy densities, 〈s〉 =
∑
k p(k)∑
k |p(k)| = exp{−βN∆Eratio} [181]. If one estimates
the relative error in this method of sampling:
∆s
〈s〉 =
1
〈s〉
√
〈s2〉 − 〈s〉2
M
=
√
1− 〈s〉2
〈s〉√M ∼
exp{βN∆Eratio}√
M
, (2.138)
it become obvious that using this approach the inefficiency of fermionic simulations
grows exponentially.
2.8.2 Fixed-node approximation
Many-body interacting fermions at finite temperature are in the centre of interest of
condensed matter physics and chemistry, however from a computational point of view
this is a rather difficult problem. In order to overcome the lack of exact techniques,
which properly scale with the number of particles and operate low temperature, we
frequently turn to approximations. One of the most accurate is the fixed-node ap-
proximation [182, 183], which can be efficiently implemented into the PI-QMC code
method.
In order to derive the fixed-node approximation we start by rewriting the many-
body density matrix for an imaginary-time path integral, Eq.(2.74) in a slightly dif-
ferent form,
ρF (R,R
′; β) = Ω
∑
P
(−1)P
∫ R
PR′
dR exp
{
−
∫ β
0
dt
[
1
4Λ
(
dR
dt
)2
+ V (R(t))
]}
,
(2.139)
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where Ω is a constant and V (R(t)) is a potential. The density matrix for fermions,
Eq(2.139) is a solution to the time dependent Schro¨dinger equation:
dρF (R,R
′; τ)
dτ
=
[
Λ
∑
i
∇2i + V (R)
]
ρF (R,R
′; τ), (2.140)
with the initial condition [182],
ρF (R,R
′; 0) =
∑
P
(−1)P
N !
δ(PR−R). (2.141)
The idea behind this approximation is rather simple: one restricts a set of solutions
that the program can accept only to positive contributions, which then can be treated
in the frame of the Bose statistics, free of negative signs.
If we are interested in a wave-function of a system, then the trial wave-function is
considered in a form of a Slater determinant, and the fixed-node action computes the
minimum energy many-body wave-function that has the same nodal surface as the
input one. These fixed-node solutions can be further improved by using more accurate
trial wave-functions containing, for example, back-flow.
There are many realisations of the fixed-node method. The ground-state fixed-
node quantum Monte Carlo simulations are based on restriction of the Hilbert space
only to the wave-functions which share nodes with a trial wave-function. As this is
variational approximation, energies computed this way are higher compared to exact
energies obtained from exact ground state nodes. Any approximation is a trade of
one quantity for another. In this case one gets a very good deal as approximately 90%
of the correlation energy is recovered. Therefore, this makes fixed-node calculations
excellent techniques for ab initio simulations of solids and molecules [184–186].
2.8.2.1 Restricted path integrals
The most straight forward implementation of the fixed-node approximation is by
restricting the path to only particular positive contributions. This can be done by
the introduction of a reference point R∗ on the path that characterises the nodes
of ρF (R,R
∗; t) = 0. Therefore to enforce the node-avoiding path, the algorithm
is allowed to accept only the solutions for which ρF (R,R
∗; t) 6= 0 for 0 < t 6 β.
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Restricting the integral:
ρF (R
∗, Rβ; β) =
∫
dR0ρF (R0, R
∗; 0)
∮
R0β∈X (R∗)
dRt exp{−1~S[Rt]} (2.142)
=
1
N !
∑
P
(−1)P
∮
PR∗β∈X (R∗)
dRt exp{−1~S[Rt]}, (2.143)
(where X (R∗) is a nodal surface with respect to R∗) results in the situation that
the path does not touch or cross the node. Permutation P applied to R∗ does
not affect nodal restriction X (R∗) ≡ X (PR∗), as ρF (R,R∗; β) = 0, which yields
ρF (R,PR∗; β) = 0. This latter property leads to an equivalent form of Eq.(2.143),
ρF (R
∗, Rβ; β) =
1
N !
∑
P
(−1)P
∮
PR∗β∈X (PR∗)
dRt exp{−1~S[Rt]}, (2.144)
=
1
N !
∑
P
(−1)P
∮
R∗→PRβ∈X (R∗)
dRt exp{−1~S[Rt]}. (2.145)
In the above expression the entire path was permuted by P−1, and so the summation
index changed, knowing that P−1 and P have the same sign.
Eq.(2.145) can be simplified even more if the diagonal elements of ρF (R,R
∗; 0)
are considered. This is a consequence of the odd permutations, which always cross a
node since ρF (R
∗, R∗; 0) = −ρF (R∗,PoddR∗; 0). Then Eq.(2.145) yields,
ρF (R,R; β) =
1
N !
∑
Peven
∮
R→PR∈X (R∗)
dRt exp{−1~S[Rt]}. (2.146)
The situation is more complicated if off-diagonal density matrix elements are exam-
ined. In this case odd permutations lead to negative contributions resulting in the
open path, which are out of the scope of this thesis.The restricted path integral method
is exact if the exact fermion density matrix is used as the restriction, a detailed proof
of which can be found in [187].
2.8.3 Trial density matrix
The exact fermionic density matrix guarantees the exact results, however the exact
matrices are known only for a few systems. In every day simulations trial density
matrices ρT (x,R
′; β), calculated from single particle density matrices by a Slater
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determinant, are used,
ρT (R,R
′; β) =
∣∣∣∣∣∣∣∣
ρ1(r1, r
′
1; β) · · · ρ1(rN , r′1; β)
· · · · · · · · ·
ρ1(r1, r
′
N ; β) · · · ρ1(rN , r′N ; β)
∣∣∣∣∣∣∣∣ , (2.147)
We outline this method on the example of a system of two fermions which have spin
1/2. If we neglect magnetic fields, spin-orbit coupling and relativistic effects then the
Hamiltonian of the system is spin independent. Therefore the magnetisation of the
system is described by a good quantum number m, as the spin component in the zˆ
direction Sz can be quantised. If one consider ensembles with fixed magnetisation m,
then the density matrix is a product of spin up and spin down density matrices,
ρT (R,R
′; β) =
∣∣∣∣ρ1(ri, r′j)∣∣∣∣i,j∈↑ ∣∣∣∣ρ1(ri, r′j)∣∣∣∣i,j∈↓ . (2.148)
Complete antisymmetrization and then projection of magnetisation m yields only the
states, which again can be written as Slater determinants, however with relabelled
particles. At this point we focus only on the unpolarised systems with m = 0 and
N↑ = N↓. Constraining the nodes indicates the positive sign of each determinant all
along the paths, as situations when the signs are changed at the same time do not
contribute.
In our simulations different extensions of this type of nodes are used. This is nec-
essary to properly treat the pairing mechanisms responsible for forming for example,
excitons, trions and biexcitons in semiconductors at finite temperature.
In our studies the above trial density matrix was widely applied using, among
other things, a: free particle (FP) nodes, simple harmonic oscillator (SHO) nodes and
ground state (GS) nodes to simulations of interacting electron and electron-hole pairs
in an atomistic model of semiconductor nano-structures.
In our model the density matrix of a single free particle is used. It is derived
from exact eigenfunctions of the Hamiltonian, which are given by the plane waves,
Ψn(R) =
1√
V
exp{−ikn ·R}, (2.149)
where k-vector kn = 2pinL
−1 and n is a N-dimensional integer vector. If one considers
a periodically repeated box of size L with a volume V = LN , then the density matrix
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for a FP is given by,
ρ(R,R′; β) =
1
V
∑
n
exp{−βΛkn2 + ikn · (R−R′)} (2.150)
= (4piΛβ)−
N
2
∑
n
exp
{
−(R−R
′ − nL)2
4Λβ
}
(2.151)
≈ (4piΛβ)−N2 exp
{
−(R−R
′)2
4Λβ
}
if Λβ  L2. (2.152)
Calculated this way, ρ(R,R′; β), Eq.(2.151) is then used in Eq.(2.148). If the high
temperature case is considered then the nodal surface for the interacting system ap-
proaches that for a FP. Additionally for a low density system the exchange effects can
be safely neglected as enforcement of the nodes doesn’t affect the paths significantly,
therefore its exact shape is not important. The FP nodes become exact in the limit
of high density due to the domination of the kinetic energy component of the system
over the potential one. On the other hand, high density and high degeneracy limits
of the interacting system may have a strong impact on the fermionic density matrix.
2.8.4 Further improvement of fixed-node approximation - the
double reference point
When the temperature of the system increases, the FP nodes approximation converges
to the exact fermionic nodal surface. The introduction of an additional reference point
can help enforce the nodes by taking the sign of ρT (R,R
∗; β) instead of ρT (R,R∗; 2β).
The convolution function allows us to represent ρ(R,R∗; 2β) for a fermionic sys-
tem in terms of ρ(R,R∗; β),
ρF (Rβ, R
′
β; 2β) =
∫
dR∗ρF (Rβ, R∗; β)ρF (R′β, R
∗; β). (2.153)
If we imagine one path running from R∗ to Rβ and the second from R∗ to R′β, then
Eq.(2.153) can be understood as an integer over all possible pairs of paths. The same
reference point R∗ can be used in the computation of the restricted path integral for
both fermionic density matrices. To do this, one needs to set time to zero at R∗, then
the time must increase towards R′β and Rβ up to β. If the explicit form of fermionic
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density matrix is use, as defined in Eq.(2.143), then Eq.(2.153) yields,
ρF (Rβ, R
′
β; 2β) = (N !)
−2
∫
dR∗
∑
PP′
(−1)P+P′
∮
PR∗β∈X (R∗)
dRt exp{−1~S[Rt]}
×
∮
P′R∗→R′β∈X (R∗)
dRt exp{−1~S[Rt]}
(2.154)
= (N !)−2
∑
PP′
(−1)P+P′
∫
dR∗
∮
R∗→PRβ∈X (R∗)
dRt exp{−1~S[Rt]}
×
∮
R∗→P′R′β∈X (R∗)
dRt exp{−1~S[Rt]}
(2.155)
= (N !)−1
∑
P
(−1)P
∫
dR∗
∮
R∗β∈X (R∗)
dRt exp{−1~S[Rt]}
×
∮
R∗→PR′β∈X (R∗)
dRt exp{−1~S[Rt]}.
(2.156)
In the above derivation, Eq.(2.145) was used. It was also noticed that the above path
integral can be calculated as a pair of independent factors, therefore we were able to
replace the double sum over the permutations with a single one. Eq.(2.156) can be
read as a single path integral of the form ρF (Rβ, R
′
β; 2β). If we set the reference point
R∗ in the middle of the path, then the path starts at Rβ and ends at PR′β going
though R∗. We check the nodes by selecting the time argument in the following way,
treference =
{
t, for 0 6 t 6 β
2
β − t, for β
2
6 t 6 β.
(2.157)
From Eq.(2.157) it can be seen that one must compute the trial density matrix only
up to β/2. It is important to notice that in the above, the time doubling method
requires an additional treatment of the sign problem after every complete iteration
step.
2.8.5 Nodes for two identical fermions
In this section we analyse the restricted path integral technique in detail and prove
that the solution is exact if the nodes are known. We focus our attention on two
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identical, non-interacting fermions for which the exact nodes are defined as,
ρ(r1, r2, r
∗
1, r
∗
2; β) ≡
∣∣∣∣∣ ρ1(r1, r∗1; β) ρ1(r1, r∗2; β)ρ1(r2, r∗1; β) ρ1(r2, r∗2; β)
∣∣∣∣∣ = 0, (2.158)
where the free particle density matrix defined in Eq.(2.152) is used. Eq.(2.158) yields
the solution of the form,
(r1 − r2) · (r∗1 − r∗2) = 0. (2.159)
If one introduces the relative coordinates r = r1 − r2 and relative reference point
r∗ = r∗1 − r∗2, then the node is a plane at r=0, which is perpendicular to the relative
reference vector. In this section only closed paths ending in the reference point r(β) =
r∗ will be considered. We have two possibilities in the case of permutations, as paths
have to start at r∗ or −r∗. There are three possible path configurations:
1. The path avoids the node ⇒ begins and ends at r∗, Fig. 2.5(a).
2. Path begins and ends at r∗, crossing the node an even number of times, Fig.
2.5(b).
3. Path crosses the node an odd number of times ⇒ starts at −r∗, Fig. 2.5(c).
-r r* *
τ
0
β
0
(a)
-r r* *
τ
0
β
0
(b)
-r r* *
τ
0
β
0
(c)
Figure 2.5: The nodal constraint for paths. (a) node avoiding path, (b) even number
of node r = 0 crossing and (c) involving permutations, odd number of nodes crossing
require that path start at r(0)=−r∗.
Different types of paths have distinct physical meanings. If a system of distinguishable
particles is considered there is no need for the nodal surface as permutations cannot
take place, this corresponds to paths in Fig. 2.5(a) and Fig. 2.5(b). If a bosonic
system is considered, we do not have to worry about minus signs and nodes as we
sum over all permutations. This changes if a fermionic system comes into play. In
this case the restricted path integral technique or direct fermion methods can be
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used on an equal basis, as long as the exact nodes are applied. The main difference
between these approaches is that in the direct method the path is not restricted,
instead all positive and negative permutations are taken into account and summed up
including those from Fig. 2.5(c). Restricted path integrals rely on the nodal structure
which basically discards any permutations appearing in the two particle system and
potentially leading to the negative results. In this case only the situation depicted in
Fig. 2.5(a) is possible as Fig. 2.5(b) and Fig. 2.5(c) cancel each other.
2.8.6 Nodal action
The restricted path integral method clearly assumes that paths do not cross the nodes,
which form infinite potential barriers and also the length of the path is reasonably
short. This is done by checking the sign of the determinant at each time slice and
discarding the configurations for which one is negative. The accuracy of this method
depends on the number of slices used in the simulation. If a greater number of slices is
introduced we can find that previously accepted paths are now rejected due to crossing
and recrossing the node within a much bigger slice, which wasn’t detected earlier and
resulted in the errors. We fix this problem by introducing the nodal action UN in our
PI-QMC simulation.
In order to derive the nodal action UN we consider one more time the exact solu-
tion to the problem introduced in Section 2.6 and described by Eq.(2.116), together
with the nodal constraint discussed in Subsection 2.8.5. For the fermionic system the
density matrix yields,
ρ(r, r∗; β) = ρD(r, r∗; β)− ρD(−r, r∗; β). (2.160)
One can note that if r = r∗, then the first term in Eq.(2.160) is a diagonal density
matrix element and as such, is bigger than the second term. Using Fig. 2.5, the first
matrix corresponds to the situations in Fig. 2.5(a) and (b) and the second one in
Fig. 2.5(c). From Eq.(2.160) one can see that the second term can be considered as
a mirror image of a particle with a minus sign with respect to the nodal line r = 0.
It is clear that matrix ρD(r, r
∗; β) and its mirror image ρD(−r, r∗; β) fulfil the Bloch
equation, and if summed up, return zero at the node.
The most important parameter required to derive the nodal action is the charge
image separation from the nodal line. If the small value of τ is considered we can
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assume the nodal line between two time slices is flat. Then the action difference for
the system with and without a node reads,
∆ exp{−U iN} = exp{−(U inode − U ifree)} =
ρ(ri−1, ri; τ)− ρ(ri−1, ri − 2di; τ)
ρ(ri−1, ri; τ)
, (2.161)
where di is a separation from the node at time slice i with the mirror image at point
ri − 2di. The nodal action can be reformulated in terms of the nodal separation at
the two slices with help of the free particle ρfree,
exp{−U iN} = 1− exp {−didi−1Λτ} . (2.162)
Using the Newton-Raphson method the nodal separation can be approximated,
di =
ρT (Ri,R
∗; β)
|∇RρT (Ri,R∗; β)| . (2.163)
One can simplify the above expression using a matrix form of ρT , namely ρij =
ρ1(ri, r
∗
j ; β) and its derivatives ||ρij||′,
||ρij||′ = ||ρij||2
∑
ij
ρ′ijρ
−1
ji , (2.164)
then the inverse-distance-squared to the node reads,
1
d2
=
∑
i
(∑
j
(∇xiρij)2ρ−1ji
)2
. (2.165)
The internal energy of a system is also affected due to an additional term in the nodal
action,
EN = −dUN
dτ
= − 1
1− exp{−y}
dy
dτ
(2.166)
where y ≡
(
di−1di
Λτ
)
. Then −dy/dτ can by estimated from,
− dy
dτ
=
y
τ
− yddi
didτ
− yddi−1
di−1dτ
≈ y
τ
. (2.167)
Calculation of the derivatives of the distances to nearest node di introduces additional
numerical effort, however in Eq.(2.167) the change in the separation between the
mirror image and the node with imaginary time is omitted, simplifying simulations.
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2.8.7 Excitonic recombination rates in the frame of two-band
effective mass model
In the following, the square of the matrix element present in the equation for the
recombination rate will be derived in the path integral form. We then depart from
the electron-hole recombination in the effective mass model using a path integral
formalism and we will end up showing that the recombination rate is a ratio of the
thermal trace and radiative configurations of the electron-hole pairs [188] (Fig. 2.6).
The two-band effective mass model Hamiltonian is given by
Figure 2.6: Visualisation of path-integral calculated for bi-exciton recombination
rates Ref.[188]. The recombination rates are expressed in the form of a ratio of path
integrals with (a) diagonal and (b) radiating constraints, based on Eq. (2.174).
Hˆ =
∑
ne
(
~2
2m∗e
∇2re + Ve(re)
)
+
∑
nh
(
~2
2m∗h
∇2rh + Vh(rh)
)
+
1
2
∑
i 6=j
qiqj
rij
, (2.168)
where Ve and Vh are the confining potentials for the electron and hole respectively
with anisotropic effective mass for the hole. As it was pointed in the previous chap-
ters of this thesis the PI-QMC gives us tools to obtain the thermal density matrix
directly from Eq.(2.168) without using single-particle or variational wave functions.
Our approach gives us the exact solution which is free of the problems involved with
finding a basis set or variational solution.
The recombination rate of an exciton which generates a photon is the sum of
the rates of all possible recombination processes. Let’s define the state Φαi which
is made of N electron-hole pairs. This state decays into the Φαl state with N − 1
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excitons. The exciton recombines generating a photon with energy ~ω, momentum
~k and polarisation λˆ in the medium with refractive index approximately
√
 with the
rate given by [188]
dΓα
kλˆ
dΩ
=
nωe2
hc3
∣∣∣〈Φαl ∣∣∣jkλˆ · λˆ∣∣∣Φαi 〉∣∣∣2 , (2.169)
which results from Fermi’s golden rule. Typically, photons carry less energy than the
energy difference between conduction and valence band (≈ 1 − 3 eV), however the
wavelength is usually much longer than the structure size (≈ 5 − 50 nm) [188]. This
allows us to assume the k → 0 in the current operator jk→0,λˆ. In the semiconductor
structures the recombination rate is usually estimated using an envelope function.
In this method the single-particle wave functions are approximated as a product of
envelope and Bloch functions. Using the Bloch function in the form φ(r) = ψ(r)u(r)
the current operator can be represented in a form of delta function on an envelope
and current operator j = p
m
on Bloch function. Now the Kane parameter,
Ep = 2 |〈c.b. |p| v.b.〉|2 , (2.170)
which describes the momentum matrix element between the Bloch function for con-
duction (cb) and valence (vb) bands can be introduced. Knowing that the most
important transitions takes place in the energy range significantly smaller than the
energy band gap which is given by the Coulomb interactions, the standard assumption
~ω ≈ Egap can be justified. With this approximation, the recombination rate due to
α transition within the envelope function framework can be expressed as [188]
Γα =
2nEgapEpe
2
3~2c3m
|pαN |2 , (2.171)
where αN is the point contact matrix element defined as
pαN =
∫
ψα
∗
N (RN)ψ
α
N−1(RN−1)δ
3(re,N − rh,N)d3NRN . (2.172)
In Eq.(2.172) the integral estimates the overlap between initial and final envelope
functions.
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2.8.8 The recombination rates in the Feynman path integral
formulation
Carefully derived in the above section, Eqs.(2.171) and (2.172) are rather difficult to
use in a process of the estimation of recombination rates. In recombination rates the
correlations between significant number of interacting particles are very important,
therefore many-particle initial and final states must be dealt with accurately. As
we already emphasised, the rate results from the sum of all possible transitions of
which the number in a many particle-system is large. Only simplified systems such
as harmonic oscillators allow for exact treatment of the above problems, however any
matrix element and recombination rate yields an approximation due to a wave function
used in the calculations. Different methods lead to the different results depending on
the initial conditions. The variational approach reported in [189] results in a good
treatment of correlation effects for a single transition from bi-exciton to exciton, but
unfortunately can only be successfully applied to perfectly spherical quantum dot
structures. A path integral implementation of the recombination rates which will be
derived below takes into account all correlations in the initial and final states. We
aim to express Eqs.(2.171) and (2.172) in the path integral formalism. To do this we
calculate the square of the point contact matrix element,
|pαN |2 =
∫ ∫
ραN(RN ,R
′
N)ρ
α
N−1(R
′
N−1,RN−1)δ(re,N −rh,N)δ(re′,N −rh′,N)dRNdR′N ,
(2.173)
where ραN and ρ
α
N−1 are the density matrices describing the initial and final states.
We expect that the electrons and holes are in thermal equilibrium before they re-
combine [190]. Then the thermal density matrix of N excitons, ρ(RN ,R
′
N ; β), can
be introduced. The summation over all final states requires ρN−1(R′N−1,RN−1) =
δ3(N−1)(RN−1 −R′N−1), as the final state is free to take on any value. Substituting
the above delta-function into Eq.(2.173) and integrating with respect to R′N then
using Eq.(2.171), one can get the radiative recombination rate as the function of
temperature,
ΓN(β) =
2nEgapEpe
2
3~2c3m
〈|pN |2〉β , (2.174)
where
〈|pN |2〉β = 1
ZN
∫ ∫
ρN(RN ,R
′
N ; β)δ(R
′
N−1 −RN−1)δ(re,N − rh,N)
×δ(re′,N − rh′,N)dRNdR′N .
(2.175)
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In Eq.(2.175) the ρN is normalised by a partition function for N excitons, Z ≡
Tr(ρN).
The real-space path integral form of the thermal density matrix in Eq.(2.175) is
given by [191],
ρ(RN ,R
′
N ; β) =
∫
RN (0)=R
′
N
RN (β)=RN
DRN(t) exp
{
−1
~
∫ β
0
Hˆ dt
}
. (2.176)
The above derivation leads to the conclusion that both ZN and 〈|pN |2〉β can be ex-
pressed in the path integral which differ only by constraints on the paths [188],
ZN =
∫
diagonal
DRN(t) exp
{
−1
~
∫ β
0
Hˆ dt
}
, (2.177)
ZN〈|pN |2〉β =
∫
radiating
DRN(t) exp
{
−1
~
∫ β
0
Hˆ dt
}
. (2.178)
In case of Eq.(2.177) the diagonal constraint is RN(0) = RN(β) (Fig. 2.6(a)).
The radiating condition is a trace over non-radiating electron-hole pairs, RN−1(0) =
RN−1(β), and pairing of decaying particles, re,N = rh,N and re′,N = rh′,N , Fig. 2.6(b)
[188].
At this point it can be useful to analyse the dependency of the recombination rates
in the path integral formalism on the strength of the confinement in the structure.
Lets take the t = 0 time-slice in imaginary time. If the diagonal boundary conditions
are considered then the path integral samples diagonal elements of the thermal density
matrix in the position basis [188]. If the system is made of the electron-hole pairs
not interacting through the Coulombic potential then the electron and hole sample
the probability density functions of the ground state free-particle system. For the
radiating case, the charge carriers are forced to meet, however two distinguished points
t = 0− and t = 0+ may be sampled. This leads to 〈|pN |2〉β ∼ 1 as the effects cancel
and is characteristic for strong confining potentials [188]. When the confinement is
weak the particles form an exciton. If the boundary conditions are considered electron
and hole samples product of the structure volume Vol struct and exciton volume ∼ a3X .
For the radiating constraint the Vol struct sampled at t = 0− and t = 0+ may not be
exactly the same, thus 〈|pN |2〉β ∼Vol struct/a3X which is typical for a weak confinement
with the structure dimension less that the wavelength of emitted radiation.
The picture becomes more complicated for a bi-exciton which is made of two
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excitons from which one can be radiatively constrained and the other diagonally con-
strained. If the potential of the structure is strong we expect cancellation of bound-
ary constraint effects like previously in the single exciton, and ΓXX/ΓX ≈ 2, as the
electron-hole pairing contribute to the recombination rates. Weak confinement results
in a scenario in which the exciton in diagonal boundary condition forms a bi-exciton
with the electron-hole pair in the radiating boundary condition, with the radius of
the bi-exciton aXX . One may expect the reduction of the relative rate proportional
to ΓXX/ΓX ≈ 2a3XX/Vol struct, as the factor related to the volume of the structure is
suppressed by binding.
2.8.9 Implementation of the recombination rates into the PI-
QMC
The PI-QMC is able to directly sample the recombination rates expression derived in
the above section. In order to calculate the 〈|pN |2〉β thermal density matrix containing
radiating and diagonal elements is defined in the following manner,
ρ˜(RN ,R
′
N) = ρrad(RN ,R
′
N) + ρdiag(RN ,R
′
N) (2.179)
where the radiative constraint is given by
ρrad(RN ,R
′
N) = ρN(RN ,R
′
N)δ(RN−1−R′N−1)δ(re,N − rh,N)δ(re′,N − rh′,N) (2.180)
and diagonal
ρdiag = ρN(RN ,R
′
N)δ(RN −R′N). (2.181)
The probability of finding the system in either state can be expressed as,
P (radstate/diagstate) =
∫
ρrad/diag(RN ,R
′
N)dRNdR
′
N∫
ρ˜(RN ,R′N)dRNdR′N
, (2.182)
as radiative and diagonal sets do not overlap in the configuration space. Eq.(2.175)
combined with Eq.(2.182) yields the ratio which can be computed using the PI-QMC
numerics,
〈|pN |2〉β = P (radiating)
P (diagonal)
. (2.183)
Computing the recombination rates using the PI-QMC technique involves expansion
of the thermal density matrix ρN with finite number of imaginary time-slices in the
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configuration space (R
(0)
N = RN ,R
(1)
N , · · ·R(n)N = R′N), with n being the number of
time-slices. Then the multilevel Metropolis algorithm is used to sample the probability
distribution Z˜ −1ρ˜. We estimate the probability of finding the system in the radiating
or diagonal state using relative frequencies defined as xrad and xdiag = 1 − xrad of
radiative or diagonal path configurations present in the Markovian chain. This yields
the relationship 〈|pN |2〉β ≈ xrad/xdiad which, substituted into Eq.(2.174), gives the
radiative recombination rate,
ΓN(β) =
2nEgapEpe
2
3~2c3m
xrad
xdiag
. (2.184)
In the above expression the excitonic energies obtained from Egap simulations are used
in order to find the recombination rates.
2.8.10 Summary
The above chapter was dedicated to the theory of the path integral formulation of
quantum mechanics and its connection to statistical mechanics. We demonstrated that
the Metropolis Monte Carlo method can be successfully applied to numerical sampling
of the thermal density matrix, and is capable of effective dealing with complex, many
body systems. The origin of the fermion sign problem was outlined and practical
methods of efficient simulation of such a system explained with particular emphasis
on the fixed node technique. The electron-hole recombination process was explained
and its interpretation in the path integral picture derived. Finally implementation of
the recombination rate into the PI-QMC was presented.
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PI-QMC vs. analytical methods
In this chapter an analytical method used for verification of our numerical results is
presented and discussed in detail. This is cross-section of information sourced from
research publications in which a shifted 1/N expansion was developed and success-
fully improved in order to be able to handle problem from different field of physics and
quantum chemistry. A huge advantage of this method is that low-lying energy levels
of an arbitrary dimensional system can be quickly calculated using a simple analytical
form and the strength of the Coulomb interaction of particles can be tuned through
effective Bohr radius and the oscillator characteristic length. It will be demonstrated
that the results of the simulations obtained using the PI-QMC algorithm are in excel-
lent agreement with an algebraic solution of the Schro¨dinger equation performed using
a highly flexible and broadly applicable method known as the shifted 1/N Expansion
[192].
We start with the derivation of the method for a single particle in an arbitrary
spherically symmetric potential. Then more advanced cases will be analysed and
the analytical recursive relation used in our calculations presented. We conclude
the Chapter with a comparison of results from the PI-QMC simulations and direct
calculations in Mathematica using the shifted 1/N technique.
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3.1 Solution of the Schro¨dinger equation with the
shifted 1/N expansion
The Shifted 1/N expansion method has been developed quite recently and has already
found many applications in different fields of theoretical physics, due to its ability to
enable fast and accurate calculations of the energy and wave functions of a quantum
system [192]. The main idea of the method is based on the semiclassical theory of
spin systems [192] known from solid-state physics, in which the spin is used as the
expansion parameter. The 1/N expansion goes further and instead of spin, deals with
the coordinate space system [193] and was initially developed for solving problems in
quantum field theory.
One of the most important advantages, among many others, is the fact that in the
shifted 1/N method we do not expand with respect to a coupling constant, but instead
all coefficients of expansion are a functions of this constant. This is a very important
difference compared to the coupling-constant perturbation approach [192],which is
mostly valid only for weakly coupled systems. The shifted 1/N expansion is valid for
a broad range of coupling values, in which even leading orders of the expansion can
be characteristic for the physics of the system. Finally, in this technique we are not
limited to the class of problems described by a Hamiltonian made of the sum of two
terms: a directly solvable and a small perturbing one. This latter together with clear
algebraic recursion, allows for the fast calculation of the ground states of the system.
3.1.1 The Hamiltonian framework
A system of two interacting particles of effective masm∗ confined to a three-dimensional
parabolic potential of frequency ω is described by the time-independent Schro¨dinger
equation,
H = − ~
2
2m∗
∇21 +
1
2
m∗ω2r21 −
~2
2m∗
∇22 +
1
2
m∗ω2r22 +
q1q2
4pi0 |r1 − r2| , (3.1)
where  is the static dielectric constant. At this point it is convenient to define two
length-scales characteristic for the problem, which we will find very useful later during
the derivation of the recurrence relation. The first one is the oscillator characteristic
length l0 =
√
~/m∗ω and the second one the effective Bohr radius a∗0 = 4pi0~2/m∗e2.
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The equation of motion (3.1) can be decoupled to centre-of-mass (CM )
HCM = − P
2
2M
+
1
2
Mω2R2, (3.2)
and the relative coordinates (rel) motion,
Hrel = −p
2
2µ
+
1
2
µω2r2 +
e2
4pi0|rrel| . (3.3)
For the CM we define M = 2m∗, P = p1 + p2, with corresponding coordinates
rCM = (r1 +r2)/2 and Q = 2e. Similarly for the relative motion µ = m
∗/2,  = 4pi0,
p = (p1 − p2)/2 with rrel = r1 − r2 and q = e/2.
The centre-of-mass motion Eq.(3.2) is described by the Schro¨dinger equation for
a particle of mass M in a three-dimensional parabolic potential. The solution to this
problem yields eigenenergies of the form,
ECM =
(
2NCM + LCM +
3
2
)
~ω (3.4)
where NCM = 0, 1, 2, ... and LCM = 0,±1,±2, ... . The equation of relative motion
does not possess a straight-forward analytical solution, therefore the shifted 1/N ex-
pansion method will be applied. We start with rewriting Eq.(3.3) in the operator
notation,
Hrel = − ~
2
2µ
[
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂φ2
]
+
1
2
µω2r2 +
e2
r
. (3.5)
If one introduces an factorised wave function of the form Φ(r, φ) = 1/
√
rη(r) exp{imφ}
and acts upon it with Eq.(3.5), the following new radial form is produced,
d2η(r)
dr2
+
(
− l
2 − 1
4
r2
− µ
2ω2r2
~2
− 2
2
~2
1
r
)
η(r) = −2nr,l
~2
η(r), (3.6)
in which l = 0,±1,±2, ... is the azimuthal quantum number. The introduction of the
new variable r =
√
2l0z in Eq.(3.6) simplifies the relative part even more,
1
2l20
d2η(z)
dz2
+
[
2µEnr,l
~2
− l
2 − 1
4
2l20
1
z2
− 2µe
2
√
2l0~2
1
z
− µ
2ω22l20
~2
z2
]
η(z) = 0. (3.7)
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Multiplication of both sides by 2l20 gives:
d2η(z)
dz2
+
[
2l20m
∗ωEnr,l
~2ω
− l
2 − 1
4
z2
−
√
2l0m
∗e2
~2
1
z
− m
∗2ω2l40
~2
z2
]
η(z) = 0, (3.8)
and identifying the already introduced effective Bohr radius a∗0 and the oscillator
characteristic length l0 yields,
d2η(z)
dz2
+
[
E − l
2 − 1
4
z2
− z2 − C 1
z
]
η(z) = 0, (3.9)
with E = 2Enr,l/~ω and coupling parameter C =
√
2l0/a
∗
0. This latter parameter
is especially important as it provides information about the relative strengths of the
Coulomb and confining potentials. Based on this ratio, two interaction regimes can
be defined, firstly in which the dots’ potential dominates l0  a∗0 and therefore the
Coulomb interaction is weak and can be treated as a perturbation. The second case
l0  a∗0 considers the situation in which the Coulomb potential contributes most to
the energy of the system. As it is apparent from the above discussion the confin-
ing and Coulomb potentials are coupled to each other, making Eq.(3.9) analytically
unresolvable, forcing us to use an approximation technique.
The shifted 1/N expansion, in which N is the number of spatial dimensions,
is a powerful method of solving problems involving interacting particles in arbitrary
spherically symmetric, power-law potentials. It provides exceptionally accurate and
intuitive analytical expression of the energy eigenvalues and wave functions of the
Schro¨dinger equation [194, 195].
3.1.2 Shifted 1/N expansion method
We begin with rewriting the radial Schro¨dinger equation in N − spatial dimensions
with an arbitrary, spherically symmetric potential Vˆ (r),{
− ~
2
2m
(
d2
dr2
+
N − 1
r
d
dr
)
+
l(l +N − 2)
2r2
+ Vˆ (r)
}
φ(r) = Eφ(r), (3.10)
where Vˆ (r) is defined as,
Vˆ (r) = r2 +
C
r
, (3.11)
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Setting ξ(r) = r(N−1)/2φ(r) and shifted variable k¯ ≡ N + 2l − a, in which the l is an
angular momentum and a an additional degree of freedom, to be defined yields the
form,[
− ~
2
2m
d2
dr2
+
k¯2
[
1− (1− a)/k¯] [1− (3− a)/k¯] ~2
8mr2
+ V (r)
]
ξ(r) = Eξ(r). (3.12)
In order to successfully apply the 1/k¯ expansion and get reasonable results, we have
to suitable define the potential in large energy limit [194]. For increasing values of
k¯, l behaves like k¯2, therefore it is reasonable to look for a potential which follows a
similar pattern. In other words, we are looking for an effective potential which does
not change with k¯ for large values of k¯ and provides reasonable zeroth-order classical
results [195]. These conditions can be met by applying the following modification to
Eq.(3.12),
− ~
2
2m
d2ξ(r)
dr2
+ k¯2
[[
1− (1− a)/k¯] [1− (3− a)/k¯] ~2
8mr2
+
V (r)
Q
]
ξ(r) = Eξ(r), (3.13)
in which the constant Q rescales the potential and will be defined below. At this point
we attempt to systematically expand Eq.(3.13) in terms of 1/k¯. We notice that the
effective potential,
Veff (r) =
~2
8mr2
+
V (r)
Q
(3.14)
has the biggest impact on the energy of the system. We assume that V (r) is a slowly
varying potential and that Veff (r) has a minimum at r = r0 and bound states are
well-defined [196]. If this is the case, then the following relation holds,
4mr30V
′(r0) = ~2Q, (3.15)
in which r0 is the explicit solution to the equation,
N + 2l − 2 + (2n+ 1)
√
3 +
r0V ′′(r0)
V ′(r0)
=
√
4mr30V
′(r0)
~2
. (3.16)
Knowing the value of r0, Q can be computed from Eq.(3.15). Once the value of r0 is
found, the largest contribution to the energy is given by
k¯2Veff (r0) =
k¯2
r20
[
~2
8m
+
r20V (r0)
Q
]
. (3.17)
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The next contribution in the expansion is of order k¯ and is given by, [196]
k¯
r20
[(
n+
1
2
)
~ω − (2− a)~
2
4m
]
, (3.18)
Introduced at the beginning of this section, the shifting parameter a, is defined in
such a way to cancel this contribution i.e.
a = 2− 2(2n+ 1)mω
~
. (3.19)
The subsequent terms contributing to the energy of the system are computed by
shifting the centre of coordinates to r = r0 using the following form [196],
x =
√
k¯
r0
(r − r0), (3.20)
Substitution of the above equation into expression Eq.(3.13) and expanding about
x = 0 in a power series of x [196], results in[
− ~
2
2m
d2
dx2
+
k¯~2
8m
[
1 +
3x2
k¯
− 4x
3
k¯3/2
+
5x4
k¯2
− · · ·
]
− (2− a)~
2
4m
[
1− 2x
k¯1/2
+
3x2
k¯
− · · ·
]
+
(1− a)(3− a)~2
8mk¯
[
1− 2x
k¯1/2
+
3x2
k¯
− · · ·
]
+
r20k¯
Q
[
V (r0) +
V ′′(r0)r20x
2
2k¯
+
V ′′′(r0)r30x
3
kk¯3/2
+ · · ·
]
ξ(r) =
Er20
k¯
ξ(r).
(3.21)
Eq.(3.21) is of the form of the Schro¨dinger equation, which was rigorously solved in
Appendices A and B of [196] leading to the shifted 1/N algorithm. In this thesis only
the most important steps resulting in the analytical form of the energy eigenvalues are
presented. The energy eigenvalues in the form of a large-N expansion can be obtained
using the following relation,
En,l =
k¯
r20
λn, (3.22)
in which, λn = λ
(0)
n +λ
(1)
n +λ
(2)
n +λ
(3)
n +· · · , with n = 0, 1, 2, .... Successive contributions
to the λn are given in Appendix A of this thesis, and without proceeding into the
derivations we present here the steps which we followed in order to compute the
quantities in question.
Having set the number of spatial dimensions, the orbital angular momentum l
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and radial quantum number n, Eq.(3.16) were used to determine r0. In the next step
the Q was found using Eq.(3.15). These parameters allowed us to quantify the ω in
Eq.(A.8). Using Eq.(3.19) the shifting parameter was computed. Using the above
set of input data, the values in Eq.(A.2) and Eqs.(A.9)-(A.18) were calculated and
substituted into Eqs.(A.3)-(A.6) to obtain the energy Eq.(3.22).
3.2 Results
In this section results obtained from the PI-QMC simulations will be compared to
the shifted 1/N analytical calculations in order to demonstrate reliability of the PI-
QMC algorithm. We begin with the simple harmonic oscillator, then the case of two
interacting electrons will be presented. More tests run against different analytical
methods can be found in [132].
3.2.1 Two indistinguishable interacting electrons in a parabolic
potential
In the atoms which contain more than one electron, according to the Pauli’s exclusion
principle, electrons which occupy the same quantum state must differ at least by one
quantum number. This means that if one considers a quantum system containing two
indistinguishable interacting fermions neglecting their spin, then the only configura-
tion allowed for the system is one electron in the ground state and the second one in
the first excited state.
In following test case a GaAs/In1−xGaxAs quantum dot was considered, with the
dielectric constant set to 12.5. Two identical electrons with effective mass 0.067me
were confined in an isotropic, harmonic potential of strength ~ω = 30 meV which
resulted in the ratio of the Coulomb potential to the harmonic confinement C =√
2l0/a
∗
0 = 1. In a non-interacting system this latter parameter is C = 0. The energy
values calculated using the shifted 1/N expansion were compared against the PI-
QMC simulations with Simple Harmonic Oscillator nodes and the exact calculations
obtained with the Wontzel-Kramers-Brillouin (WKB) double parabola method [197]
and collected in Table 3.1.
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C = 0 C = 1
|n,m〉 En,m PI |n,m〉 PI 1/N WKB
|0, 0〉 30 - |0, 0〉 - 51.35 52.43
|0, 1〉 60 - |0, 1〉 - 72.79 72.83
Energy [meV] 90 89.88±0.09 126.90±0.09 124.14 125.26
Table 3.1: Comparison of energy for C = 0 two non-interacting interacting and
C = 1 Coulomb interacting electrons calculated using fixed node PI-QMC, shifted
1/N expansion and WKB methods
One can see that for a system of two identical non-interacting electrons the result
obtained from the PI-QMC simulations is in excellent agreement with the analytical
value. The energy value obtained for the interacting particle is in very good agreement
with the WKB method and shifted 1/N expansion. A small overshoot of the energy
value can be accounted for by the finite temperature value of the simulation which
can result in thermal excitation of the particles. The analytical calculation doesn’t
account for thermal effects. An additional discrepancy can stem from the fixed nodes
approximation, which, as an approximation, can influence the thermodynamic esti-
mators calculated for the system.
3.2.2 Conclusions
In this chapter the non-perturbative, shifted 1/N expansion technique has been de-
scribed and applied to the test examples. The analytical shifted 1/N expansion
method used to calculate the energy values of the test systems demonstrates very
good agreement with the PI-QMC simulation results and previous data presented in
[132]. Additionally our simulations for Coulomb interacting electrons in a harmonic
potential have shown the PI-QMC technique is able to accurately reproduce not only
the results obtained from shifted 1/N method but also those obtained from WKB
simulations.
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4.1 Introduction
Self-assembled InGaAs/GaAs quantum dots are one of the most commonly studied
nanostructures, due to their broad applicability ranging from single photon sources
to quantum computing [198]. An abrupt change of conditions during the growing
process can result in the formation of a quantum ring structure [115].
The quantum ring has been grown in many different semiconductor compounds
such as InGaAs [116], InAs/InP [117], GaSb/GaAs [118] and SiGe/Si [119]. Nanos-
tructures modelled and presented in this thesis are limited to InGaAs multiple quan-
tum dots and rings. The rings discussed here are, in their shape, similar to a donut
with a GaAs inner region, which generates almost toroidal confinement surrounded
by a cylindrically symmetric InGaAs matrix.
In this chapter detailed atomistic models will be introduced and differences be-
tween them compared. We conclude with the discussion of piezoelectric properties
of those structures and its impact on the electronic structure of the stacked nanos-
tructure. The results from this chapter will lead into the path integral simulations in
remaining chapters of this thesis,
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4.2 Computational models
The Path Integral Quantum Monte Carlo method is capable of the direct sampling
of the density matrix of charge carriers in arbitrary confining potentials. To obtain a
realistic picture of these potentials the atomistic model is constructed such that the
modelled quantum structure is as close as possible to the physical one. In such a
model the individual atoms are taken into consideration, and both electron and hole
confining potentials are computed as a shift from their relaxed bulk values due to the
strain fields.
In our simulations, atomistic models are limited to only two bands, one conduct-
ing and one valence. However this simplification is largely compensated for by our
ability to construct realistic shapes and sizes of nano-structures, including the effect
of random alloy fluctuation, piezoelectric potentials and a correctly captured point
group symmetry.
Strain can be used to tune the properties of semiconductor structures and devices.
One of the most commonly used methods is to grow a semiconductor over-layer on
top of another layer of substrate, even if their lattice constants are not the same. As
a result the over-layer can experience the large strain fields, maintaining long range
atomic ordering in the matrix of the substrate [199]. The explanation of this process
and initial theory of epitaxial growth was first introduced in [200]. According to this,
the epitaxial growth take place as long as the lattice mismatch is less than around
10 %.
Strain fields can be seen as a reaction to the relatively small dislocation of atoms in
the crystal. As will be demonstrated in the following chapters, the strain significantly
affects the electronic properties of the semiconductor structures, for instance: energy
band gap, effective masses of charge carriers and the lattice constant.
In this section the theoretical background of atomistic model development is
presented and its implementation in PI-QMC numerics discussed. The importance of
piezoelectric potentials resulting from the strain fields and their positive impact on
the two band model used here is also commented on in detail.
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4.2.1 Strain evaluated from atomistic structure
The intuitive way of describing the strain is a picture of a crystal structure made of
cubic cells, which undergo deformation, e.g. stretching. The deformation results in a
relative change in position between these unit cells, and the strain fields are formed.
However the same mechanisms affects the unit cells itself as the position of the atoms
in the cell also change. In Fig. 4.1 the positions of the atoms in the unstrained unit
cell are compared to the strained one. It is apparent that no matter if the unit cell is
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r
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3
Figure 4.1: Comparison of the unstrained and strained unit cell (tetrahedron).
strained or not, all atoms are always inside the structure. This is very useful observa-
tion because a comparison of the strained cell lattice vectors to the lattice vectors of
an unstrained tetrahedron allows us to identify the components of the strain tensor.
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Independently of the crystal structure the relation between the strained and un-
strained axes is governed by the system of six linear equations,
1 + xx xy xz
yx 1 + yy yz
zx zy 1 + zz


a · xi
a · yi
a · zi
 =

a · x′i
a · y′i
a · z′i
 i = 1, 2, 3 , (4.1)
where ij are the deformation coefficients and a is lattice constant of the unstrained
crystal. In Eq.(4.1) the diagonal elements relate the length of the strained and un-
strained axes and the off-diagonal elements describe the angles. Strain components,
known also as the deformation coefficients, are commonly expressed in the form,
 =

xx
yy
zz
2yz
2zx
2xy

. (4.2)
For the Zinc-Blende structure, yz + zy = 2yz. There are three distinguished forms of
strain depending on the orientation of the force in the crystal, which play an extremely
important role in quantum self-organised nano-structures. If one considers arbitrary
strain tensor , then we can decompose it into three separate tensors as follows,
xx xy xz
yx yy yz
zx zy zz
 = 13

xx + yy + zz 0 0
0 xx + yy + zz 0
0 0 xx + yy + zz

+
1
3

2xx − (yy + zz) 0 0
0 2yy − (zz + xx) 0
0 0 2zz − (xx + yy)

+

0 xy xz
yx 0 yz
zx zy 0
 .
(4.3)
where the first 1/3 tensor with constant diagonal elements describes the change in the
volume of the unit cell and is known as the hydrostatic component, and the remaining
two shear components correspond to the change of shape of the cell. Using Eq.(4.3)
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one can define two important quantities which will be extensively discussed in this
thesis,
bi = zz − 1
2
(yy + xx)
hyd = xx + yy + zz.
(4.4)
In the above, the equivalent expression bi stands for bi-axial strain, which is measured
in the growth direction and compared to the in-plane one, while hyd is the hydrostatic
strain which estimates the volume change in the unit cell. Definitions in Eq.(4.4) are
very important, which will be demonstrated in the coming chapters, as electron and
hole confinement is strongly affected by the hydrostatic strain, compared to the prop-
erties of the bands in a bulk semiconductor. Additionally the valence band properties
also depend on the biaxial strain which makes our model even more complicated.
4.2.2 Valence force field method
The use of an atomistic model allows us to define the precise shape and size of the
nanostructure from which the strain and stress can be computed. In order to obtain
these quantities the nanostructure is numerically assembled atom-by-atom, including
those located in the surrounding material. To do this the atoms are mapped on to
the Zinc-Blende crystal structure, which usually has a bulk material lattice constant.
In our simulations we follow the convention that the As anion is located at the (0,0,0)
coordinate of the unit cell, with the In and Ga cations at (1/4,1/4,1/4) of the length
of the unit cell. Then the crystal direction [111] is defined by the vector between these
two positions [201]. All the above steps, including computing relaxed structures and
related energy band offsets, are carried out by the Qdot-tools package [157]
The quantum nanostructure of interest, e.g. dot or ring is placed on the wet-
ting layer modelled as a quantum well in the supercell filled with the GaAs matrix.
The simulation cell must be large enough to allow the strain to completely decay at
the boundaries. This is important, as we study our structures in periodic boundary
conditions and potential interactions between the images in neighbouring supercells
can result in significant error. The quantum structures discussed in this thesis are
made of InAs buried in GaAs. An important difference between these two chemi-
cal compounds is a 7 % lattice mismatch which results in a highly strained system.
The parameters of the strain-relaxed structure are obtained using the Valence Force
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Field (VFF) model [202], in which the energy caused by the strain is represented as
a few-body potential between the atoms,
E =
1
2
(∑
i,j
V2(rij) +
∑
i,j,k
V3(Θijk) + · · ·
)
, (4.5)
where the two-atom bond stretching potential, Fig.(4.2(a)) is described as,
V2(rij) =
3
8
αij
(r2ij − d2ij)2
d2ij
(4.6)
and three-atom bond bending potential, Fig.(4.2(b)) is defined by,
V3(Θijk) =
3
8
βijk
(rijrik cos(θijk)− dijdik cos(φijk))2
dijdik
. (4.7)
In the above expression θijk is an angle between rij and rik and φijk = cos
−1(1/3) is
the equilibrium tetragonal bound angle in the Zinc-Blende crystal. The coefficients
αij and βijk depend on the local environment in the crystal and are fitted to the
elastic parameters of the bulk crystal. In Table 4.1 the parameters used in all of our
atomistic models are presented [203].
rij rikθijkrij
(a) (b)
Figure 4.2: Visualisation of two-atom bond stretching (a) and three-atom bond
bending (b) potentials.
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Compound αij(Ha) dij(a0) βijk(Ha) cos(φijk)
GaAs 0.026311 4.62595 0.0061122 -0.33333
InAs 0.022454 4.97625 0.0039129 -0.33333
InGaAs - - 0.0050125 -0.35021
Table 4.1: VFF parameters.
In order to extract realistic physical information, such a system must undergo
relaxation during which the atoms find their equilibrium positions. This is achieved by
the application of the conjugate gradient minimisation technique [204]. This method
is based on the fact that strain energy can be modelled as a fourth-order, relative
position dependent, polynomial. If we assume that atoms are displaced by a factor
γ along the conjugate vector ri at each minimization step, vi = vi + γri, then the
minimal strain energy can be computed by applying a line minimization of the energy
along ri.
4.2.3 Strain effects on semiconductor bands approximation
Once the structure is relaxed, atomic positions and residual forces are used to com-
pute the stress tensor at each atom. The obtained values of strain and composition
profile are then mapped to the grid, whose spacing corresponds to the material lattice
constant, in such a way that one grid point contains 8 atoms. Using the strain-stress
relation, based on continuum elasticity theory, the strain fields are mapped from the
stress values. In the final step each 8 atom unit cell is used to calculate the composition
and strain dependent band offset.
As already mentioned, the two-band effective mass model is used in all our simu-
lations. The strain modified conduction band offset is defined in terms of the diagonal
elements of the hydrostatic strain tensor multiplied by the deformation potential, and
the energy of the unstrained conduction band edge [205] as follows,
Vc(i, j, k) = Ec + ac(xx + yy + zz), (4.8)
where Vc is strain modified confining potential, Ec the unstrained bulk energy level
of the conduction band edge and acTr is trace of strain. In Fig. 4.3 the conduction
band energy and composition profile of Fig. 4.3a a vertically stacked dot and Fig. 4.3b
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a quantum ring is shown. In our calculation of the valence band offset the anisotropy
(a) (b)
Figure 4.3: Cross section along [110] direction of electron confinement potential for
(a) vertically stacked elliptical dot and (b) ring.
of the strain is included [205], in such a way that heavy hole, light hole and spin-orbit
coupling effects are accounted for,
V sv = av(xx + yy + zz)
−b


−2 0 0
0 1 0
0 0 1
 xx +

1 0 0
0 −2 0
0 0 1
 yy +

1 0 0
0 1 0
0 0 −2
 zz

−
√
3d


0 −1 0
−1 0 0
0 0 0
 xy +

0 0 0
0 0 −1
0 −1 0
 yz +

0 0 −1
0 0 0
−1 0 0
 zx
 .
(4.9)
The deformation parameters used in Eqs.(4.8) and (4.9) can be found in Table (4.2).
Additionally, linear interpolation of the deformation potentials between different com-
Compound ec ev ac av b d split-off
GaAs -5.29 -6.92 -7.17 1.16 -1.90 -4.23 0.34
InAs -6.13 -6.67 -5.08 1.00 -1.55 -3.10 0.38
Table 4.2: Deformation parameters.
pounds in a structure allows for the inclusion of random alloying effects, which makes
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our model reasonably close to the real nano-structures. At present the PI-QMC
method is limited to only the two-band effective mass model Hamiltonian, and be-
cause of this restriction only the bottom of conduction and the top of the valence band
(heavy hole), (see Fig. 4.4) can be used. Even with this simplification our atomistic
(a) (b)
Figure 4.4: Cross section along the [110] direction of the hole confinement potential
for vertically stacked elliptical (a) dots and (b) rings.
models are still much more accurate compared to the analytical potentials. One of the
most important properties, which plays paramount role in the results discussed in this
thesis, is an accurate treatment of the crystal lattice. Because the atomistic models
used in our studies are numerically assembled following the Zinc-Blende structure the
resulting symmetry is maximally C2v, as the properties depending on the [110] and
[11¯0] directions in the crystal are significantly different. This is completely lost in the
analytical and continuum elasticity based approaches to e.g. In1−xGaxAs alloys. An
additional advantage results from the fact that these potentials can be directly loaded
into the PI-QMC simulations.
4.2.4 Valence band structure.
The two-band, effective mass model Hamiltonian used in our PI-QMC simulation, due
to its simplicity, does not account for band degeneracy and spin-orbit effects.
In order to analyse the impact of the degenerate bulk valence bands on our
calculations we start with a brief outline of this phenomenon. For now we neglect
spin-orbit coupling. In Zinc-Blende structure semiconductor at the k = 0 point the
conduction band (cb) has s-type symmetry with orbital angular momentum m = 0.
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The valence band on the other hand has p-type symmetry with m = 1, resulting
in triple degeneracy ml = 0 and ±1. In order to fully treat the situation one must
develop a description of the effective mass of the hole including contributions from the
degeneracy. This can be done in the framework of the Luttinger Hamiltonian [206],
H = Ap2I +B(p · L)2, (4.10)
where A and B are constants and I is a 3 × 3 unitary matrix. Diagonalization
of Eq.(4.10) yields two energy eigenvalues, E1(p) = Ap
2 for LZ = 0 and two-fold
degenerate Eh(p) = (A + B)p
2 for LZ = ±1. These two quadratic terms give the
pair of parabolic branches, which are characterised by different effective masses and
known as the heavy and light holes (hh) and (lh) respectively [207]. Apart from their
different masses the additional distinction between hh and lh is a projection of the
orbital momentum L on the orientation of p. This projection is equal to 0 for lh and
±1 for hh. Inclusion of the spin while spin-orbit coupling is neglected simply doubles
these states [207].
The picture gets more complicated when spin-orbit interaction is involved. Con-
tributions from spin-orbit coupling yields an energy relative to L · S. At this point L
and S are not conserved on their own, however their sum J = L + S still holds this
property, where J2 has j(j + 1) eigenvalues with |l − s| ≤ j ≤ l + s. The solution to
these eigenvalues is a combination of states. Conduction band l = 0 is not affected as
j = s = 1/2, however the valence band l = 1 splits into j = 1/2 and j = 3/2 states,
resulting in the fine structure of spectral lines. At the top of the band (k = 0). An
argument similar to the one for the effective mass leads to the conclusion that there
must be a additional four-fold degeneracy j = 3/2, JZ = ±1/2,±3/2 separated by
energy gap ∆E from the two-fold degenerate state j = 1/2, JZ = ±1/2. This gap is
known as the spin-orbit splitting and in GaAs is approximately 0.3 eV [207].
4.2.4.1 Heavy hole, light hole and split-off energy bands
Here we will discuss how big an impact the heavy hole (hh), light hole (lh) and split-off
(so) bands have on our results, namely if we simulate the heavy or light hole. The
allowed bands in the crystal structure are closely related to the discrete energy levels
of the atom. When individual atoms are close to each other these levels split and form
a band structure. In general these energy levels are degenerate, which greatly affects
111
Chapter 4. Properties of atomistic model (In,Ga)As nanostructures
the band energy spectrum. Using the following equations [208]
Hs =

ace 0 −v∗ 0 −
√
3v
√
2u u −√2v∗
0 ace
√
2u
√
3v∗ 0 v −√2v −u
−v √2u −p+ q −s∗ r 0 √3/2s −√2q
0
√
3v −s −p− q 0 r −√2r √1/2s
−√3v∗ 0 r∗ 0 −p− q s∗ √1/2s∗ √2r∗√
2u v∗ 0 r∗ s −p+ q √2q √3/2s∗
u −√2v∗ √3/2s∗ −√2r∗ 1/√2s √2q −ave 0
−√2v −u −√2q 1/√2s∗ √2r √3/2s 0 −ave

(4.11)
where
p = av(xx + yy + zz),
q = b[zz − 1
2
(xx + yy)],
r =
√
3
2
b(xx − yy)− idxy,
s = −d(xz − iyz),
u =
−i√
3
P0
∑
j
ezj∂j,
v =
−i√
6
P0
∑
j
(exj − ieyj)∂j.
(4.12)
the shift of the lh energy with respect to the hh due to biaxial strain was calcu-
lated. The electron and hole experience different confining potentials in [110] and
[11¯0] directions. Similarly, in a coupled-structure confinement varies not only on two
perpendicular diagonals but also from dot to dot. In Fig. 4.5 the valence band of a
single and triple dot is compared. The hh ground and first excited state and strained
lh band edge is also indicated. Values of confining potential in the triple dot system
are different in all three structures. Therefore, for clarity of the diagram the con-
finement potential in the triple dot is averaged over the height of the In containing
layers. We also averaged confining potential over [110] and [11¯0] directions for the
single and triple dot structure. In the single structure the impact of the lh can also be
neglected as the lh branch is localised in the surrounding matrix away from the dot.
It is evident that in the triple dot the biaxial strain drives the lh band edge away from
the ground and the first excited state and we can safely assume that the ground state
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Figure 4.5: Valence band profile of (a) single dot and (b) triple dot across the dot
structures averaged over the vertical extent, and over [110] and [11¯0] directions.
Also indicated are the light-hole energy calculated from the biaxial strain shift and
the ground state (gs) and the first excited state (1st es) of the single particle heavy-
holes. Insets (c) and (d) shows the conduction and valence band profile in the
growth direction along the axis of the dot.
remain unaffected. It is worth to mention that in both types of structures the spin-
orbit splitting energy band ∆ = 0.3 eV [207] greatly exceeds the range of confining
potential and similarly to the lh branch, do not affect our calculations.
We conclude therefore that in the single and coupled quantum structures due
to significant strain and translational symmetry breaking the contribution from hh-
lh mixing can be neglected. These calculations clearly show that with the correct
treatment of strain, piezoelectric potentials and composition profile, even our simpli-
fied two-band effective mass model Hamiltonian can provide accurate insight into the
physics of advanced semiconductor nanostructures. Finally, we want to emphasise
that this conclusion is in excellent agreement with [146, 149] that hh dominates in
InGaAs dot structures.
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4.3 Symmetry properties of confining potentials
Physically realistic models of nanostructures require the consideration of random alloy
fluctuations. This element additionally complicates the picture, particularly affect-
ing the charge localisation produced of confining potentials computed from strained
stacked structures. The effect of random alloying results in the complete breaking
of any underlying symmetry of the system and the possibility of spontaneous charge
localisation close in the In-rich areas. This effect can be partially diverted and the C2v
symmetry reimposed, resulting in averaging areas of large alloy concentration over the
structure. From a computational point of view this process can be understood as a
calculation of the mean alloy profile from many random samples [132]. This approach
greatly improves the PI-QMC simulations efficiency of sampling, as when obtained
this way the confining potentials are significantly smoother with the underlying C2v
symmetry maintained. The C2v point group symmetry is based on two perpendicu-
lar mirror planes [110] and [11¯0] crossing each other at the C2 axis. This demands
that the structure defined in this symmetry must be symmetric under 180 ◦ rotation
or reflection. The atomistic model of nanostructures used in this thesis meets this
requirement by permutation of the coordinate system in order to obtain reflections,
which are then averaged along the mirror planes generating a structure with C2v
symmetry. It was already emphasised that we endeavour to obtain atomistic models
of nanostructures which are as realistic as possible. This is reflected in the stacked
structures having shape asymmetry, in the [001] vertical direction. Vertically asym-
metric structures provide important differences in the strain profile and strain affected
confinement potentials due to the volume difference between the base and the top of
the nanostructure. As apparent from the Hamiltonian for a strained valence band,
Eq.(4.9), biaxial strain bi predominantly affects hole confinement and significantly
increases towards the apex and base of the structures. It will be demonstrated later
that interplay between the size of the dot base and the strength of the biaxial strain
in this area tends to localize holes in the lowest regions of the quantum structure. On
the other hand electrons are not sensitive to the biaxial strain component and their
probability distribution spreads over the entire volume of the artificial molecule.
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4.4 Piezoelectric contribution
The piezoelectric effect is characteristic for crystals that lack a centre of inversion
e.g. Zinc-Blende structures. This effect originates from stress-induced finite charge
density polarisation and, as it will be demonstrated, plays an extremely important
role in InGaAs stacked quantum structures. Using the reduced polarisation introduced
in [209] the piezoelectric response can be expressed in terms of the stress up to the
second-order,
pµ =
∑
i
e˜0µiηi +
1
2
∑
ik
B˜µikηiηk, (4.13)
with the reduced proper piezoelectric tensor of the form,
e˜0µi =
d
dηi
pµ = e˜
0
µi +
∑
k
B˜µikηk. (4.14)
In the above equations ηi stands for the strain tensor in the Voigt form, e˜
0
µi is the
piezoelectric tensor of the unstrained material and B˜µik is a tensor of rank five which
contains Cartesian coordinates µ and strain index i, k [209]. Knowing the strain
field distribution ηi(r) one can calculate the piezoelectric charge density from the
divergence of of the total polarisation,
ρ(r) = −∇ · (P + Q), (4.15)
where P is given by

Px
Py
Pz
 =

e11 e12 e13 e14 e15 e16
e21 e22 e23 e24 e25 e26
e31 e32 e33 e34 e35 e36


xx
yy
zz
2yz
2zx
2xy

. (4.16)
The InAs/GaAs semiconductor is characterized by the Zinc-Blende crystal structure,
therefore only e14 = e25 = e36 are non-zero piezoelectric coefficients which yields
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simpler form of the matrix

Px
Py
Pz
 =

0 0 0 e14 0 0
0 0 0 0 e14 0
0 0 0 0 0 e14


xx
yy
zz
2yz
2zx
2xy

. (4.17)
Derivation of the second order piezoelectric tensors in the frame of density functional
theory [209] indicates that the second order polarization can be equally important in
the InAs/GaAs heterostructure materials as the linear tensor. The second order polar-
ization described by the last term in Eq.(4.13) depends on three non-zero coefficients
B114, B124, B156 leading to the second order polarization tensor
Q = 2B114

xxyz
yyxz
zzxy
+ 2B124

yz(yy + zz)
xz(xx + zz)
xy(xx + yy)
+ 4B156

xzxy
yzxy
yzxz
 . (4.18)
In order to compute the resulting piezoelectric potentials in the structure Poisson’s
equation is solved using relation,
ρ(r) = −0∇ · [r(r)∇Vp(r)] , (4.19)
where 0 is a dielectric constant in vacuum and r(r) is a material dependent static
dielectric constant. The change in the piezoelectric potential is next found using,
∆Vp(r) = −[0r(r)]−1ρ(r) + [r(r)]−1∇Vp(r)∇r(r), (4.20)
The real three-dimensional charge density distribution is described by the first term
of Eq.(4.20). The remaining term of Eq.(4.20), refers to the fact that the dielectric
constant is different between two or more compounds of In(Ga)As, which leads to the
additional small charge polarisation [210]. In computing the piezoelectric potentials
the Fast Poisson solver, an algorithm developed by Peter McDonald, former member
of Semiconductor Theory Group, is used [132]. In our PI-QMC code a constant value
of the dielectric constant across the quantum structure is taken, therefore the last
term of Eq.(4.20) is neglected.
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The two terms in Eq.(4.13) are equally important in the case of In(Ga)As quan-
tum structures [209, 210] due to the fact that they contribute to the total piezoelectric
potential with opposite signs. Moreover, in highly strained vertically coupled struc-
tures the quadratic term is the leading one as multilayer, three-dimension confining
and piezoelectric potentials interact strongly. The linear contribution to the piezoelec-
tric field results in a similar-to-quadruple potential. This term possess a significant
impact on the structural symmetry of a stacked structure reducing it from C4v or C∞v
to C2v [211–213].
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Lateral exciton switching in
vertically stacked quantum dots
5.1 Introduction
This thesis is dedicated to lattice mismatched structures, in which the lattice constants
of the two compounds that form the nanostructure are different. We consider here
InAs and GaAs, which are commonly used in the growth of quantum dots and rings,
and are characterized by lattice constants differing by ≈7 % [214]. The most common
method for self-assembly of high quality quantum nanostructures is the Stranski-
Krastanow (SK) growth mode. In this technique the surface morphological instability
resulting from the relaxation of strain energy in lattice mismatched heterostructures
is used to drive spontaneous nucleation, leading to the formation of coherent quantum
structures [215]. The SK in-situ method is superior compared to other techniques,
such as lithography, because the resulting structures are defect free but as the pro-
cess relies on spontaneous relaxation the structures are formed randomly and their
size varies. Different island sizes lead to significant broadening of optical transition
energies, limiting practical applications [216]. The size non-uniformity problem can
be overcome introducing multilayer structures. In this configuration buried quan-
tum dots not only induce the nucleation and growth process of similar dimension
dots in subsequent layers (Fig. 5.1), but also stimulate vertical alignment in the
growth direction [23, 217–219]. Neighbouring QDs are strongly coupled, which leads
to the formation of quantum dot molecules (QDM) with new and interesting proper-
ties, resulting from inter-dot interactions [220]. In this Chapter we report the novel
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Figure 5.1: Cross-sectional TEM images of two samples of vertically stacked quan-
tum dots. The right-hand side of the image shows magnification of the selected
areas and a schematic of the trend in the TEM contrast for typical dot columns
observed in the corresponding structure. For the sample S1, the arrow indicates the
position of the Indium-flush plane Ref.[221].
exciton-based switch, theoretically realised in a coupled quantum dot using PI-QMC
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simulations. The impact of an electric field (parallel to the growth direction) on
exciton PL spectra is investigated and used to determine the lateral switching of ex-
citon charge distribution in the coupled dots. Switching of the probability density of
Coulomb interacting electron-hole systems in the plane perpendicular to the applied
electric field and built-in dipole moment allow insight into the relative localisation
of charge carriers in the semiconductor nanostructure. This plays a significant role
when new devices assembled from densely packed interacting quantum structures are
designed.
This Chapter has the following structure: in the following section the details of
our atomistic model of the nanostructure are discussed. We start with discussion of
the results of the lateral switching in a single dot and then we compare them to the
triple dot structure explaining the physics of the excitonic switching. We end with
some conclusions and a roadmap of further studies.
5.2 Atomistic model of vertically stacked quantum
dot
Dimensions used in the atomistic model of a quantum dot and considered in this
thesis is shown in Fig. 5.2. The single structure is a 4 -nm-tall In0.5Ga0.5As truncated-
conical dot of a base radius 10.2 nm and top radius 7.2 nm, located on a 0.9 nm thick
In0.3Ga0.7As wetting layer. A typical model contains approximately 17×106 atoms
placed in a random alloy structure as described in [222], immersed in a GaAs matrix.
The coupled system, Fig. 5.2, is formed by stacking single structures in the vertical
direction with separation 3.4 nm between the top and the base of the adjacent dots.
The valence force field method [202] is used to relax the atoms to their equilibrium
positions. These relaxed positions and residual forces are then used to compute the
stress tensor for each atom. Finally, using continuum elasticity theory we map the
stress to the strain fields [203]. The valence and conduction band energies shifts
are extracted from the strain profile and included in the two band effective mass
model Hamiltonian. Quantum dots are formed from the significant difference between
the energy band gaps of InAs and GaAs. Lattice mismatch strain generates strong
piezoelectric potentials (see Fig. 5.3), which contribute to a shift of the valence and
conduction bands Fig. 5.4 and, as it will be shown, significantly perturb the electronic
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r = 7.2 nm
R = 10.2 nm
h = 4 nm
d =3.4 nm
w = 0.9 nm
Figure 5.2: Cross-section of the atomistic model of vertically stacked quantum dot
used in PI-QMC simulations.
states. In order to account for this perturbation the piezoelectric fields are carefully
calculated up to the second order and included in all simulations.
5.3 Single dot case
Optical properties of single quantum dots are well known and can be considered as
a reference point in an investigation of more complicated nano-structures. Studies of
artificial atoms [223] consisting of multiple dots were preceded by the detailed analysis
of the confined exciton in a single dot with and without a vertical electric field. Such
a field can be easily introduced to the system by embedding nano-structures inside
of an intrinsic layer of a n-i -p junction. This method offers addition benefits like the
injection of charge carriers from the doped layers [146].
5.3.1 Charge distribution in single dot structure with and
without the external electric field
Electrons and holes which form an exciton are subject to different confining potentials
in the growth direction. This results in a spatial separation of electrons and holes
producing a permanent dipole moment [126, 224–226]. The dipole couples to the
external electric field. The dipole couples to any external electric field which will pull
(push) the electron-hole system apart (together) in the vertical direction and affects
its oscillator strength and mutual Coulomb attraction. The size of the dipole depends
strongly on the dot composition profile, in particular on the In concentration [129].
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(a)
(b)
Figure 5.3: Comparison of piezoelectric potentials in the form of iso-surfaces for (a)
single and (b) triple system.
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(a) (b)
(c) (d)
Figure 5.4: Strain and piezoelectric field modified conduction band in (a) single and
(c) triple dot structure. Valence band of (b) single and (d) triple atomistic model
quantum dots is also presented.
We theoretically studied the influence of two opposite orientations of a static
electric field E along the growth direction on the single particle and bound states in a
quantum dot Fig. 5.5. The Path integral technique allowed us to explore the impact of
the field (0 to ±80 kV/cm) on the charge distribution of Coulomb interacting particles
over a broad range of temperatures. The charge density distribution can be obtained
directly from sampling the thermal density matrix of the system during the PI-QMC
simulation.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.5: Single quantum dot. Cross-section of the single particle and exciton
probability distributions (volumetric plot) with and without vertical ([001]) elec-
tric fields at 10 K. The piezoelectric potential and the outline of the quantum dot
structure are also included.
In Fig. 5.5 the probability distribution of the electron, hole and exciton is com-
pared for different values of external electric field. In Figs. 5.5a - 5.5c the probability
distribution of the ground state electron is plotted in the [110] direction. One can
see that strength and orientation of the electric field does not affect the probability
distribution of the charge carrier. In all three cases the electron distribution pro-
file is slightly elliptical indicating, already pointed out fact, that confinement in the
[110] and [11¯0] differ. In Figs. 5.5d - 5.5f the probability distribution for the hole is
depicted. One can see that also in this case the probability distribution is uniform
irrespectively of the electric field orientation.
The slice through the centre of a single dot in the [11¯1] direction, Figs. 5.5g - 5.5i,
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shows the charge density profile of the heavy-hole exciton as a function of the applied
field. It is clearly visible that the quantum dot has an inverted (electron-over-hole)
permanent dipole moment even with 0 kV/cm applied electric field. This indicates
a strong In atom concentration gradient. The above result is in excellent agreement
with experimental data reported by Warburton et al. [126], and indicates that our
atomistic model correctly reflects properties of real self-assembled quantum dot. This
effect originates from the biaxial strain distribution, which changes with the height
of the structure. At the bottom of the dot the biaxial strain is large and positive,
while at the apex the situation changes leading to the swap of the sign of the strain.
The hole confining potential includes a contribution proportional to the biaxial strain,
therefore the potential well experienced by the hole is deeper towards the base of the
dot, promoting localisation of the hole wave function in that region [129]. The piezo-
electric potential adds to the strain fields and perturbs the valence band, amplifying
the localisation of the hole wave function in the [110] direction, Fig. 5.4b. The con-
duction band is very weakly affected by biaxial strain, allowing the electron charge
distribution to be delocalised in the structure and even tunnel into the barrier ma-
terial. The piezoelectric potential interacts with the conduction band, but, as shown
in Fig. 5.4a, the minima are shallower and appear to not directly overlap with the
confining potential in the structure. The vertical electric field applied to the system
stretches the electron-hole pair reducing the exciton binding energy. The orientation
of the E field also has a significant impact on the polarity of the exciton in the single
quantum dot as shown in Fig. 5.5g and 5.5i.
In summary, we have shown that the interplay between the electric field and piezo-
electric potential with an exciton in a single, self-assembled quantum dot is insufficient
to induce spatial localisation of the charge distribution in the plane perpendicular to
an applied field. We conclude that the difference in confinements for an electron and
a hole on the [11¯0] and [110] diagonals is compensated for by the piezoelectric field,
which suppresses a change in the localisation of the exciton probability distribution
in the lateral direction.
5.4 The linear response theory
Lateral switching phenomenon which we are discussing in the next section can be
identified by computing the polarizability of the exciton. The PI-QMC simulations
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allow for estimation of these polarizabilities using linear response theory. This per-
turbative approach gives us insight into how the system will respond to an external
vertical electric field in its absence, or in other words we look for the value of α in the
Stark effect using the perturbation expansion,
E = E0 − Fd− 1
2
αF 2. (5.1)
In Eq.(5.1) E0 is energy of the system in the absence of an external electric field
F and d is the permanent dipole. Applicability of the above technique results from
dipole fluctuations due to the thermal excitations of the system. The linear response
theory relates those fluctuations to the polarizability of the exciton. It follows from
the above that the time order temperature correlation function can be expressed in
the form [132]
χdd(τ) = −1~〈d(τ)d(0)〉, (5.2)
where the dipole operator d at imaginary time τ and 0 is thermally averaged. We
note that the Hamiltonian is not time dependent, however differences in time cannot
be neglected. This lets us Fourier transform Eq.(5.2) into imaginary frequency given
by Matsubara frequencies ωn = 2pin/β~ as follows,
χdd(iωn) =
∫ β
0
eiωnτχdd(τ)dτ. (5.3)
In the limit limiωn→∞, using analytic continuation [132] the frequencies converge to
the real axis,
α(ω) = lim
iωn→ωn+i0+
−χdd(iωn). (5.4)
During the PI-QMC simulation the correlation data Eq.(5.2) are obtained and Fourier
transformed resulting in Matsubara frequencies. Those Fourier transformed data,
(Eq.(5.4)) have a Lorentzian form in the imaginary axis direction and the best fit
to this data is estimated using the least squares method [132]. The simplest case is
the simple harmonic oscillator as all dipole transitions possesses the same energies,
therefore only one Lorentzian is sufficient for best fit to data. More complicated
systems are usually a linear combination of these functions and in most situations
two Lorentzians are enough to obtain good fit. The polarizability value for the given
system is then a point at which the best fit line crosses the real axis. This method
provides excellent accuracy as discussed in [132].
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5.4.1 The recombination rates and the quantum-confined Stark
effect
Electron and hole probability densities overlap. This is a property of the few-body
state in semiconductor nanostructures and may be computed using effective mass
parameters. The steady-state’s occupation, driven by continuous photo-excitation
of the nanostructure, can be analysed by calculating the rates of photoluminescence
(PL), Fig. 5.6. These radiative recombination rates are calculated using the PI-QMC
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Figure 5.6: Exciton recombination rates as a function of applied electric field in the
vertical direction with the lines of best fit. The error bars arise from the statistical
uncertainty of the PI-QMC calculation.
technique [188], as will be discussed in Chapter 7 and can be experimentally mea-
sured using time-resolved methods [227]. The rate of recombination depends on two
important factors: the relative spatial distribution of the electron and hole, and the
semiconductor compound dipole moment which affects recombination rates through
Fermi’s golden rule. In a single quantum dot (Figs. 5.5a-5.5f) in-plane probability
density distribution, which is the wave function squared, of an exciton is unaffected
by the orientation of the vertical electric field. This indicates that the electron and
hole wave function can spread significantly in entire volume of a single dot structure
resulting in their smaller overlap. Such a distribution results from the fact that the
difference between the confining potential in the [110] and [11¯0] is rather small and
insufficient to induce stronger localisation of the particles in one direction. This result
was further confirmed by examining the lateral polarizability and energy fluctuation
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of PL emission from the exciton observed by the Quantum Confined Stark Effect
(QCSE) Fig. 5.7. The QCSE for a single and triple dot structure differs significantly.
The triple dot structure demonstrates a much larger shift, compared to the single
dot, and a strong non-parabolic dependence on the inter-band transition energy on
the applied electric field. The single dot shows conventional, almost quadratic depen-
dence on the applied external field observed in many other types of single quantum
dots. We account this discrepancy for significantly stronger strain fields present in the
triple dot system which affects energy bands structure and which results in a charge
carriers dynamics. In Fig. 5.7 due to the different energy range for the single and
triple system this distribution looks almost linear compared to the triple dot. The
results presented here are in very good agreement with other theoretical calculations,
for comparison see [228].
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Figure 5.7: Comparison of energies of PL emission for an exciton as a function of
applied external electric field in single and triple quantum dot. The electric field is
oriented in the [001] direction.
In Chapter 7 the confinement limits associated with size of the quantum system
will be outlined in details. Here we only point out that both the single and vertically
stacked quantum dots used in our simulations are much larger than the average exci-
tonic Bohr radius (≈13 nm in GaAs) which place them in the weak confinement limit.
In such a case single particle energies are dominated by the Coulomb interactions and
excitons forms composite particles whose dynamics are governed by potential fields
in the dot structure. In the single dot the wave functions of the electrons and holes
are strongly localised in the structure and every unit cell of the dot contributes to the
exciton’s oscillatory strength. This effect, known as a super-radiant effect [229], leads
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to an increase of oscillatory strength and results in the high recombination rate Fig.
5.6 as the electron and hole are nearby. The recombination lifetime is given by [229]
1
τ
=
2npie2fosc
3λ2PL0cm0
, (5.5)
where n is the refractive index (3.5 for GaAs), fosc is the transition oscillator strength,
λPL is the emission wavelength. In the weak confinement limit the electron and hole
wave function the overlap is small which decreases even further with increasing E-field
pulling the electron and hole in opposite directions. This reduces recombination rates
and is clearly reflected in the size of the error bars for a single quantum structure,
which can be interpreted from the uncertainty principle point of view. As we observe
that the electron and hole are localised in the dot, the uncertainty in their position
decreases, therefore the uncertainty in the recombination rate must increase. As the
electric field stretches the exciton in the vertical direction and forces it to oscillate,
the localisation of the electron and hole becomes more uncertain and the error in
the recombination rate starts to decrease. Also due to the charge and the effective
mass they respond differently to the strain fields in quantum dots [150] in particular
the biaxial strain which predominantly affects the confinement of the hole. Piezo-
electric extrema on the other hand are located outside the island (Fig. 5.3b) and
their perturbing impact on the confining potentials, and therefore the ground-state
wave functions of the particles is minimal. These observations seems to be consistent
with the experimental results by Dalgarno et al. [229] however our systems differ
significantly.
5.5 Lateral switching in coupled quantum dots
In this section a system made of two and three, vertically stacked quantum islands
will be discussed. Such a structure demonstrates the new, interesting phenomenon of
lateral switching of charge distribution, not reported in literature so far.
In Fig. 5.8 the probability distribution of the electron, hole and exciton in a
triple quantum dot is presented. We compare the single particle states Figs. 5.8a
- 5.8f plotted in the [110] plane (top view) with Figs. 5.8g - 5.8i the bound states
plotted in the [11¯1] plane with and without the static electric field. In contrast to
the single dot, the most striking feature of the triple quantum dot system is a strong,
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.8: Coupled quantum dot. Cross-section of the single particle and exciton
probability distributions (volumetric plot) with and without vertical ([001]) elec-
tric fields at 10 K. The piezoelectric potential and the outline of the quantum dot
structure are also included.
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diagonal localisation of the charge distribution which we can accurately switch in the
plane of the quantum dot by changing the direction of the perpendicular electric field.
It is important to note that probability distribution in the top island for both the
electron and the hole is rotated by 90 degrees at two different fields compared to the
bottom one (see Figs. 5.8g and 5.8i). In fact we are looking through all three quantum
structures from the top, therefore we see the residues of the distribution in the middle
and bottom quantum dots.
Compared to the single quantum dot the much larger volume of alloy in the
coupled structure induces a stronger piezoelectric potential. The piezoelectric field
perturbs the confinement for the electron and hole, Figs. 5.4c and 5.4d. An interesting
characteristic of the triple dot system is that the piezoelectric field originating from
the central dot is cancelled by fields from the top and bottom structures. This leads to
the symmetry along the [110] and [11¯0] diagonals for the middle dot. The piezoelectric
potential penetrates into the top and bottom structures creating local minima and
maxima in the dot confining potential, Figs. 5.4c and 5.4d.
In Fig. 5.8b the top view of the electron charge probability distribution is com-
pared to the electron distribution in the vertical cross-section Fig. 5.8h in the absence
of an external electric field. We see strong delocalisation of the electron probability
density in the whole dot volume, Fig. 5.8b. Additionally coherent tunnelling of the
electron result in delocalised molecular states which manifests itself as a simultane-
ous probability density distribution in all three quantum dots and inter dot barrier
[148], Fig. 5.8h. According to [148] this distribution corresponds to a bonding state.
The electron in the triple dot structure can be in the one of the three basis states
in which the particle is in one dot or another [148]. The tunnelling of the electron
between three dots results in formation of molecular states that are symmetric and
antisymmetric superposition of these basis states. The hole charge distribution how-
ever, is stronger confined to the central region of the dot, Fig. 5.8e. In Fig. 5.8h it
is also apparent that the hole charge distribution is shifted toward the base of each
dot with the highest probability to be found in the top and bottom quantum islands,
additionally the hole probability density distribution is completely suppressed in the
inter dot barrier which corresponds to antibonding state [148]. As already indicated,
the confinement differs in all three structures and also along diagonals in the plane
of the dots. The top and bottom dots are characterised by deeper wells compared
to the middle one. The repelling action of positive piezoelectric lobes and different
strength of confinement on the diagonals naturally favours localisation of the hole in
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an outer dot, as much more energy is required to overcome the barrier and transit
to the central structure. This is clearly visible in Fig. 5.8h. A zero electric field
promotes the occurrence of strong electron-hole wave function overlap, which results
in the radiative recombination (Fig. 5.6) and higher oscillator strength direct exciton,
as the electron and hole occupy the same dot structure, Fig. 5.8h.
A vertical [001] electric field applied to the structure polarises the exciton in the
growth direction and creates a localisation of the charge distribution on two planes
[110] and [11¯0], perpendicular to the static electric field. It also tilts the energy
bands resulting in the shift of excitonic emission lines due to the Quantum Confined
Stark Effect. This manifests itself in a vertical and lateral switching of the ground
state probability distribution between two diagonals and a field driven transition to a
spatially indirect exciton, as positive and negative charges are attracted by opposite
structures, Figs. 5.8g and 5.8i. In Figs. 5.8a and 5.8d the electron and hole elongated
charge distribution is shown for -30 kV/cm. Changing the orientation to +30 kV/cm
rotates the distribution 90◦, Figs. 5.8c and 5.8f in the plane of the quantum dot. It
is apparent from comparison of distributions for different values of an electric field in
Fig. 5.8 that the switching of the charge distribution is not equal on two diagonals for
both charge carriers. The lateral switching is much more pronounced for the hole than
for the electron, due to the fact that the hole undergoes much stronger localisation in
the dot than the lighter electron. Moreover the electron is not susceptible to biaxial
strain, which dominates the quantum island, therefore its distribution in the structure
is approximately uniformly spread between all three dots.
The lateral switching originates from the complex strain profile of coupled struc-
tures and the corresponding piezoelectric potentials penetrating the dots. Calculations
of the electron-hole recombination rate Fig. 5.6 and energy Fig. 5.7, for different val-
ues of gate voltage show high oscillator strength, particularly for the small values of
the electric field between ±30 kV/cm. For the stronger static electric potentials, e.g.
±80 kV/cm, the fields overcome the Coulomb attraction and dissociate the exciton.
At this point the electron and hole occupy different structures, wave functions do not
overlap any more and the oscillator strength drops essentially to zero. This is also
clearly reflected in the recombination rate, which completely disappears (Fig. 5.6) as
both the dipole moment and the charge spatial separation is large.
As the exciton transition goes from spatially direct to indirect, the oscillator
strength varies for different values of the external field. Due to the different potentials
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on planes [110] and [11¯0] the measured oscillator strength is not symmetric around
the 0 kV/cm point, as the exciton is attracted by local minima and maxima in top and
bottom structure in a different way. Changing the direction of the electric field in the
vertical direction lowers the energy on one of the diagonals and promotes the lateral
switching between the [110] and [11¯0] directions, Fig. 5.8. As a result, an increase
in the lateral polarizability tangential to the direction of the confining potential is
observed Fig. 5.9. It is important to notice that the lateral switch operates only for
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Figure 5.9: Comparison of lateral polarizability calculations of exciton in the [110]
and [11¯0] direction versus applied vertical electric field for different heterostructures.
values of electric field in the range ±30 kV/cm. Stronger fields, more than ±40 kV/cm,
break the exciton. The unbounded charge carriers are then attracted and trapped by
the piezoelectric extrema and the lateral polarisability remains constant in the triple
dot structure. Orientation of vertical electric field still swaps their spatial distribution
in the triple quantum dot molecule, however the lateral switching is not possible
anymore, due to its Coulombic nature.
The situation is a little different in a double dot, in which the lateral switching
is preserved even for higher values of E. The smaller volume of the alloy in a double
dot creates a weaker piezoelectric potential which attracts the charges. The electron
and the hole are able to tunnel between the top and bottom structures as the dots
are relatively close. The sum of the piezoelectric and confining potentials is however
strong enough to preserve the Coulomb interaction and sustain the lateral switching.
When the orientation of the external electric field is changed the polarizability in the
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[11¯0] direction is much larger. It is clear, Fig. 5.9, that the response of the exciton to
the electric field in a single dot is extremely weak compared to the multiple structures.
This is caused by the electron and the hole occupying of the same structure. The small
vertical separation between the electron and the hole create much a weaker dipole,
which in addition is tightly bound by the confining potential of the single quantum
dot. A coupled structure’s bright states can be examined experimentally by measuring
the lateral polarisability of the exciton, which determines the sensitivity of excitonic
energy to an electric field, Fig. 5.9, and can be use to confirm the lateral switching
phenomenon.
5.5.1 Electron-hole pair correlation function
Further insight into the electron-hole distribution in the single and coupled quantum
dot systems can be obtained from the pair correlation function g(r). In Fig. 5.10 pair
correlation data are plotted for the single and triple dot, for two different values of
temperature with and without an electric field. We study two opposite values of the
electric field at ±30 kV/cm. As before, we start with the single dot system without an
electric field and compare it to the coupled structure. In Fig. 5.10b the pair correlation
function (PCF) for the single and triple system is plotted for 10 K and 70 K without
an electric field. The exciton in the single dot is strongly bound by the Coulomb
interaction and the structures vertical extent. Therefore the particle separation is
equal to the physical height of the structure which is 4 nm. This separation can often
be slightly greater, as the electron is free to tunnel into the surrounding material,
and the hole favours the bottom of the structure in order to stay away from areas
of high biaxial strain. Increase of the temperature of the system only weakly affects
the electron and hole separation in a single structure due to the finite quantum well
depth. Higher temperatures provide more kinetic energy to particles in the system
and weaken the Coulomb interaction. This allows the charge distribution to spread
in and even outside the dot. On the other hand this effect is counterbalanced by
the confinement of the island, and the difference between the PCF for single dot at
10 and 70 K is negligible. The PCF of a triple dot structure without an electric field,
Fig. 5.10b, shows some additional features not present in the single quantum dot. At
10 K we see two distinguishable maxima at 4 nm and 12 nm, Fig. 5.10b. The first,
lower maximum, corresponds to the direct exciton when the particles occupy the same
structure. The second one indicates the indirect exciton when the electron and the
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Figure 5.10: Pair correlation function for the single and triple quantum dot in the
presence of the electric field ±30 kV/cm at temperature 10 and 70 K.
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hole remain in the top and bottom dots respectively. At 70 K the thermal energies
of the electron and the hole are higher, therefore we see a smooth curve with the
maximum slowly varying over the whole structure height. The increase of thermal
energy excites the electron-hole pair and makes them more mobile. We can observe a
more uniform distribution of charge density over the cross-section of the whole coupled
structure. Moreover, a small secondary maximum at a distance of ≈ 17 nm indicates
a finite probability of finding the exciton outside the coupled dot.
The application of a vertical electric field to the system affects the single and
multiple structures in completely different ways, Figs. 5.10a and 5.10c, particularly
for low temperatures. The plot of the PCF for the single quantum dot does not change
when the external field is applied. The strong confining potential of the structure
keeps the exciton localised in the dot. The hole, which is much heavier than the
electron, occurs towards the base of the quantum dot. The electron on the other hand
is delocalised in the whole structure, including tunnelling into the barrier material.
The positive hole and the negative electron form the electric dipole. In the single
dot system the electric dipole moment is comparable to the height of the structure.
Application of an external electric field stretches/compresses the electron-hole pair
in the vertical direction. Changing the orientation of the field flips the system’s
overall polarity, however the electron-hole separation is only marginally affected. The
system’s response to the rise of temperature from 10 to 70 K is also marginal.
The coupled quantum dots are far more sensitive to the change of environmental
conditions compared to the single one, Fig. 5.10a. We see that even small alterations,
e.g. the orientation of static field, yields substantial variations in the charges’ relative
position. For T=10 K and E=+30 kV/cm the most energetically favourable configu-
rations the one in which the electron and hole are confined to neighbouring dots. The
charge carriers tunnel between the middle and bottom (top) quantum dot, however
the lowest to middle transition dominates. This effect is a consequence of the biaxial
strain distribution. Coupled dot structures can be seen from two points of view. As
the structure is assembled from three dots separated by a GaAs barrier, each con-
stituent dot is characterised by the In concentration, with a maximum at the apex.
The hole prefers to stay away from the region of high concentration and therefore is
localised at the base of the quantum dots. If the quantum post [146] resemblance is
considered, then coupled dots form a single tall structure. This structure contains
relatively more In at the apex than at the base. This clearly shows the apparent simi-
larities between quantum posts and coupled dots. The electric field creates a dipole by
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stretching the exciton towards the top and base of opposite dots, promoting inter-dot
tunnelling. In the low temperature limit and for a positive E-field, the electron and
the hole tend to occupy neighbouring structures, Fig. 5.10c, in this case the bottom
and the middle dot. When the sign of E is negative the occupancy of the middle and
top dots dominates. In both configurations the middle dot is always populated with
the highest probability and by the electron. This indicates the important role of the
biaxial strain, which is the strongest in the middle structure, and the piezoelectric
field which is absent in the middle dot. As the temperature of the system increases
the electron and hole experience thermal excitation. That energy allows them to over-
come confinement of the structures and localise themselves on the top and bottom
structures in the form of an indirect exciton.
5.5.2 Temperature dependence
One of the difficulties with lateral excitonic switches is the limited exciton life-time
and temperature dependent exciton binding energy. The exciton lifetime is rather
short, approximately 2 ns in direct gap semiconductors like InGaAs. Another problem
results from the temperature of the system which affects the exciton binding energy,
as ≈ Ebinding/kBT ≈ 1, at room temperature. In the following section we present a
study of single and coupled dot systems in a broad temperature range of 10 to 310 K.
In Fig. 5.11a the ground state energy of the system of single and coupled dots
as a function of temperature expressed as energy is compared. The temperature de-
pendence of the experimentally measured band gap energy for bulk InGaAs has been
removed. This is a necessary adjustment as the difference in band gap energy for
∆T=300 K is about 8 meV [230]. We see that the curves for opposite orientation of
the electric fields cross each other. By inspection of Fig. 5.11a we observe that the
temperature value at which this feature appears is the same for both the single and
double systems. Triple dots require more thermal energy to follow this pattern, and
also the curve separation before and after crossing is less pronounced. We attribute
this to the existence of an additional potential, which is experienced by the charge
carrier when the electric field forces it toward the base of the dot. This is especially
apparent in the single structure. We observe the monotonic increase in the thermal
energy of the interacting particle as the system gets hotter. When the thermal energy
of the system overcomes the Coulomb attraction the exciton dissociates and the prob-
ability of finding the electron and hole in the structure drops rapidly. In Fig. 5.11b
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Figure 5.11: (a) Comparison of ground state energy of a single, double and triple
quantum dots. We consider two opposite orientations of electric field ±90 kV/cm.
In (b) the percentage of the charge carriers in the quantum dot structure vs. tem-
perature in the form of energy is presented.
the fraction of charge carriers remaining within the structure is shown for electron
and hole for two opposite orientations of electric field. The percent of the distribution
in the coupled dots shows that, even for relatively low temperatures, charge carriers
are not completely confined to the dot regions. We notice that the rate of leaking of
the electron and hole out of the structure depends on the orientation of electric field,
which was already observed in the energy case. We conclude that the presence of a
potential well in the form of a wetting layer plays a significant role in the tunnelling
process, trapping both electron and hole when the electric field acts opposite to the
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growth direction.
The exciton in the quantum dot exhibits a large binding energy due to the fact
that charge carriers are strongly confined in all three spatial dimensions. In our single
dot at low temperature the electron and hole wave functions strongly overlap each
other due to the fact that the size of the structure is comparable to the excitonic
Bohr radius. The presence of the electric field polarises the electron-hole system in
the [001] direction, lowering the overlap between the wave functions of the charge
carriers. When the temperature increases, intuitively we expect a decrease of the
binding energy as the charge carriers acquire more kinetic energy. However we observe
the opposite phenomenon here. When the temperature increases the wave functions
of electron and hole overlap significantly more due to the finite size of the confining
well, however the overall energy of the system is still not sufficient to free the particles
from the confining potential, hence the binding energy increases. This effect is even
stronger in the case of zero electric field as an absence of an induced electric dipole
allows the excitonic wave function to spread within the whole region. In Fig. 5.12a
the binding energy for the single and triple dot system in an electric field is compared
to one without an electric field Fig. 5.12b. We see that for the single dot the increase
of binding energy is much more pronounced as the wave function can only slightly
penetrate into the barrier material.
In the triple dot system the wave function of the electron and hole may spread
over the whole structure, reducing the Coulomb interaction and lowering the binding
energy due to the vertical tunnelling of charge carriers. The coupled dot system
undergoes a slightly different process, however the picture is consistent with the single
dot. In the presence of zero electric field the electron wave function is spread in all
three structures and the hole wave function, affected by strong, non-uniform biaxial
strain, prefers the top and bottom structures. When the temperature is raised the
holes overcome the strain and tunnel between the structures. Their wave functions
overlap in all dots adding to the overall binding energy, inset Fig. 5.12b. The applied
electric field effectively suppresses tunnelling, polarising the electron and hole into the
top and bottom dots.
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Figure 5.12: (a) Comparison of exciton binding energy in a single and triple dot
structure as a function of temperature in the form of energy for two opposite ori-
entations of electric field. (b) the exciton binding energy results without external
field.
5.6 Conclusions
We used the Path Integral Quantum Monte Carlo method to study a heavy-hole
exciton in an atomistic model of single and multiple quantum dot. We have showed
that an exact treatment of the electron-hole Coulomb potential, as well as a full
description of the strain and piezoelectric field uncovers new, exciting phenomenon of
lateral switching. We found that the lateral switching of the charge distribution in
the vertical electric field, previously reported for quantum rings, is clearly present and
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highly tunable in the system of stacked quantum dots. On the other hand it cannot be
observed in a single quantum dot structure. We investigated the lateral switching in
dots of different shapes, sizes and composition profiles. It was found that this generic
phenomena is caused by the interplay of piezoelectric field deformation of conduction
and valence bands and the Coulomb interaction. Moreover the lateral switching does
not depend on the geometry of quantum structure but on the overall volume of the
alloy in the system. Switching was observed for applied fields sufficiently small that
exciton dissociation was not a factor. The localised probability distribution functions
for the electron and the hole are in excellent agreement with the pair correlation data
as well as the lateral polarizability. Calculations of the recombination rate indicate a
bright exciton particularly for small values of the E field, whose polarizability can be
observed experimentally.
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Vertically stacked coupled
quantum rings
6.1 Introduction
A Quantum Ring (QR) is a term describing a doubly-connected nanostructure of
ring-like shape [231]. Charge carriers and quantum fields in QRs experience unusual
density of states, and display novel physical properties which differ significantly from
singly-connected nanostructures e.g. quantum dots [231].
There are a large number of publications treating various aspects of the physical
properties of QRs, including studies of the finite width of the structure [232], meso-
scopic properties of strongly coupled polarons [233] and theoretical and numerical
modelling of self-organised QRs [234].
In this Chapter we focus on results of modelling exciton complexes in vertically
stacked semiconductor quantum ring (VSR). We start with the detailed analysis of
strain fields and the corresponding piezoelectric potential. Then the effect of vertical
separation on the electronic properties of the VSR will be discussed and its impact on
the recombination rates of exciton and biexciton investigated. The effect of a vertical
electric field will be then analysed, with particular emphasis on the Stark effect and
the mechanism of lateral switching.
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6.1.1 Vertically stacked quantum rings
This thesis is entirely devoted to multiple coupled structures. Engineering of the
strain fields in stacked structures allows for the vertical order of growth of InGaAs
QRs (Fig. 6.1). It has already been established, based on the recent experimental
data on vertical order growth of InGaAs VSDMs and VSRMs [217, 231, 235–237],
that the strain field originating in the bottom layer of quantum structures can be
transferred to the above layers. If the proper composition profile and thickness of the
spacer layer is used, the preferential nucleation of sites in the higher layers is achieved.
This approach allows to acquire both vertical correlation and anti-correlation of the
VSRs during the growth in the [001] direction [231]. In Fig. 6.1 a sample of three
vertically stacked quantum rings grown on the GaAs substrate is presented. One
can see that the top QR isn’t buried in the GaAs matrix and its size and alignment
slightly differ from the remaining two structures. As found in [135] one of the most
important parameters which has a critical impact on the vertical alignment is the
spacer thickness. It was experimentally found that a GaAs spacer thickness 66 nm
guarantees uniform strain transfer between the layers of the InGaAs QR which results
in formation of a structure which is very similar in shape and dimensions.
Figure 6.1: The (002) dark field XTEM of a sample with three stacks of QRs with
3 nm GaAs spacer between them, showing clear vertical ordering of the QRs. (b)
Scheme of the proposed material distribution of a single QR depicted from XTEM
measurements Ref.[135].
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6.2 Electronic structure of strain in vertically stacked
ring structures
In this Section the atomistic model of a triple quantum ring will be introduced. We
begin with detailed analysis of the strain fields present in our structure and the result-
ing piezoelectric potential. Then impact of the inter-ring separation on exciton (X)
properties and inter-ring tunnelling will be discussed with particular attention to the
importance of the Coulomb interaction and recombination rate of the electron-hole
pairs in absence of an external electric field. We conclude this Chapter with an anal-
ysis of the impact of an external, vertical electric field on the system will be described
including the excitonic switching phenomenon and quantum confined Stark effect.
The model of a vertically stacked ring used in this work is based on a cross-
sectional scanning tunnelling microscopy (X-STM) analysis by Garcia at al . [238].
According to this an average height of a single QR is about h ≈4 nm. The inner r
and outer R radii of the alloy In30Ga70As QR structure were estimated to be ≈8 nm
and ≈15 nm respectively (Fig. 6.2). We vary the inter-ring separation d from 0 to
12.5 nm. The reason for the choice of this separation was discussed above; the impact
of spacer thickness on the homogeneity of consecutive structures in the higher layers.
Figure 6.2: In atoms per volume concentration profile of cross-section of VSR used in
our analysis. The model ring shown has following parameters d =3.4 nm, h ≈4 nm,
r =8 nm and R =15 nm .
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We start with the strain distribution analysis in a coupled quantum ring. In
Fig. 6.3 the strain components in the x-y plane through the centre of the triple ring
structure are presented. The normal strain components xx, yy and zz are plotted
in Figs. 6.3a, 6.3b, 6.3c and compared to shear yz strain Fig. 6.3d. By inspection
of Figs. 6.3a - 6.3c one can see that the normal strain components have rotational
symmetry about the z-axis. On other hand the shear strain distribution clearly lacks
this feature (Fig. 6.3d). As one can see in Figs. 6.3a - 6.3c, distribution of xx, yy
and zz contributions in the [100] direction is almost identical across the structure and
simulation cell, and plotting its values on [110] and [11¯0] diagonals does not change the
picture. The normal strain component in the growth direction zz is also symmetric
but the tensile strain reaches higher values than for other two. As apparent in Figs.
6.3a, 6.3b and 6.3c the compressive strain is entirely localised in the ring structures
and wetting layers. Tensile regions are formed mainly above and below the rings with
some additional areas in the core of the structures due to Poisson’s ratio. This is the
result of burying the structure in the GaAs matrix material which reduces the energy
and induces formation of the new quantum ring layers [239]. The distribution of the
shear strain (Fig. 6.3d) is significantly different. As one can see, this component
resulting from angular distortion of the crystal structure is dominating, the boundary
region between the InGaAs ring and GaAs barrier material. As it will be shown
in the following section these are the regions from which the piezoelectric potential
originates. The first order piezoelectric potential
P =

Px
Py
Pz
 =

0 0 0 e14 0 0
0 0 0 0 e14 0
0 0 0 0 0 e14


xx
yy
zz
2yz
2zx
2xy

, (6.1)
is related to linear polarizability entirely through the shear strain components while
the second order polarizability contains contributions from both normal and the shear
strain coefficients
Q = 2B114

xxyz
yyxz
zzxy
+ 2B124

yz(yy + zz)
xz(xx + zz)
xy(xx + yy)
+ 4B156

xzxy
yzxy
yzxz
 . (6.2)
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In Fig. 6.4a, detailed distribution of the normal component inside the vertically
stacked ring is plotted in two different configurations. The strain distribution inside
the ring at the distance r¯ =11.5 nm from the centre along the line parallel to the growth
direction is presented in Fig. 6.4a while in Fig. 6.4b the normal strain components
along the y-axis averaged over the vertical extent of the structure is shown. As one
can see Figs. 6.3d and 6.4a the shear strain is stronger in the top and bottom rings
which has a significant impact on the piezoelectric field distribution. In Fig. 6.4,
(a) (b)
(c) (d)
Figure 6.3: The normal strain components in the x-y plane through the centre of
stacked quantum ring. (a) xx, (b) yy, (c) zz and (d) yz.
detailed distribution of the normal component inside the vertically stacked ring is
plotted in two different configurations. One can see that xx and yy strain values are
negative and almost identical in the bottom and middle rings indicating that the rings
undergo compression in these directions. The top ring shows stronger contraction in
the xx direction. The sign of the strain changes in the surroundings of the structures
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and in the wetting layers, however tensile strain between the structures is dominating
the picture. The zz contribution shows compressive strain between the structures
which penetrates into the barrier material. In the quantum ring distribution the zz
is opposite compare to xx and yy with the strongest contribution in the bottom ring.
The shear strain component appears only at the interface of the structure and the
wetting layer quickly decaying to zero in the GaAs matrix. In fact, all components
discussed here converge to zero at the barrier, which demonstrates that our atomistic
structure is properly relaxed. In Fig. 6.4b the normal strain components along the
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Figure 6.4: Comparison of normal strain components in (a) the [001] and (b) in
the [010] directions. In panel (a) strain is plotted along the line at a mean ra-
dius r¯ =11.5 nm and parallel to the growth direction. The inter-ring separation
d =3.4 nm.
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y-axis averaged over the vertical extent of the stacked structure are depicted. The
apparent feature of the plot is axial symmetry of all components. This results from the
fact that the atomistic model is an ideal circle. In this scan the compressive character
of xx and yy is even more pronounced. One can notice that these contributions
decrease from the centre of the ring towards the outer radius, showing a minimum at
the boundary region then an increase to zero in the wetting layer. The zz component
demonstrate tensile nature and is mainly localized close to the inner radius of the
structure and at the boundary between ring and the surroundings.
Biaxial and hydrostatic strain contributions on two perpendicular diagonals of
the simulation cell are visualised in Figs. 6.5a, 6.5b and 6.5c, 6.5d respectively. The
biaxial bi and hydrostatic hyd strain components are particularly important in self-
assembled quantum structures as those are responsible for deformation of conduction
and valence band edges and also shifting the heavy and light hole energy levels in
stacked structures. One can notice that biaxial strain takes higher values inside the top
and bottom quantum ring towards the base of the nanostructure, extending to the core
region of the ring. Such a distribution indicates that the hole will be localised mostly
in the top and bottom structures towards the ring base with more uniform probability
distribution in the middle structure. On the other hand electrons, which are more
sensitive to the hydrostatic strain, will be uniformly de-localised in all three structures
as the hydrostatic strain component is mostly constant in ring and the barrier material.
In Fig. 6.6 the biaxial and hydrostatic strain along the line perpendicular to the
growth direction at the distance r¯ =11.5 nm from the centre of the ring is plotted. It is
apparent that biaxial and hydrostatic strain components are characterised by opposite
signs however the absolute values are similar. Both components are almost identical in
the middle structure indicating uniform distribution of the charge carrier probability
density. The biaxial strain is much stronger in the bottom ring, forcing the hole
to localise mostly in this structure towards the wetting layer. The hydrostatic strain
component is very similar in the top and bottom rings sightly increasing toward the top
structure which promotes de-localisation of the electron between all three rings. The
above tendency is even more pronounced in Fig. 6.6b, in which the cross-section along
the y-axis averaged over the ring height and vertical extent of the structure is shown.
One can see that the hydrostatic strain is rather uniform and almost symmetric in
the ring material, quickly decaying to zero in the GaAs surroundings and core region.
As it was already mentioned this stimulates the uniform probability distribution of
electrons in all three vertical structures. The biaxial strain demonstrates non-zero
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(a) (b)
(c) (d)
Figure 6.5: Biaxial and hydrostatic strain profile in the [110] and [11¯0] direction
through the centre of stacked quantum ring. Fig. (a) biaxial strain bi in the [110]
direction, (b) biaxial strain bi in the [11¯0] direction, (c) hydrostatic strain hyd in
the [110] direction and (d) hydrostatic strain hyd in the [11¯0] direction.
value in the central region of the ring and two distinctive peaks, one towards the centre
and the second one near the outer perimeter with a minimum between them. This
suggests that the hole will localise in the ring structure with the highest probability
distribution between the two discussed peaks.
6.3 Piezoelectric fields in stacked rings
There are not many detailed studies of piezoelectric potentials in the single quantum
ring and even less regarding multiple systems. Piezoelectric properties of quantum
rings were first analysed by Barker at al . [129] and much later by Yu-Min at al . [239]
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Figure 6.6: Biaxial and hydrostatic strain in (a) the [010] direction averaged over
the height and vertical extent of the structure and over two diagonals and (b) in
[010] direction. The inter-ring separation d =3.4 nm.
in the frame of a continuum method of describing the structure, however both works
are limited to single rings only. In the work by BoYong at al . [240] the system of three
identical rings with rectangular cross-section and without wetting layer is investigated
using finite element methods.
Presence of the atomistic strain in a crystal lattice of this structure creates a
piezoelectric field. This piezoelectric potential is much more complex than in the
quantum dot discussed earlier due to the GaAs core, but surprisingly similar in case
of vertically stacked dots. The distribution of the piezoelectric potential in a stacked
structure is very sensitive to the ring separation. For closely spaced rings one can
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Figure 6.7: The iso-surface representation of the piezoelectric potential profile in a
stacked quantum ring as a function of ring separation. (a) Top view (top to bottom).
Figs. (b) - (h) are plotted in the [111] plane which is rotated 90◦ with respect to
the top view Fig. (a). Ring separation plotted: (b) d=0 nm, (c) d=1.1 nm, (d)
d=3.4 nm, (e) d=5.6 nm, (f) d=7.9 nm, (g) d=10.2 nm, (h) d=12.4 nm. In Fig. (i)
the ring structure from the bottom view is depicted.
observe the distribution characteristic for a single tall structure, with sixteen lobes
originating from the top and bottom regions and penetrating into the ring and sur-
roundings (Fig. 6.7b). With increasing ring separation piezoelectric potential occurs
in the top and bottom structures, almost completely decaying in the middle ring (Figs.
6.7d, 6.7e) up to the critical separation, which will be discussed in detail in Chapter 7.
Further enlargement of the barrier between the rings yields reduction of the inter-ring
interaction and formation of the piezoelectric regions in the middle structure (Figs.
6.7f, 6.7g and 6.7h), however those regions are much smaller than in the top and
bottom rings. This indicates that the presence of the other rings, even at a greater
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distance relaxes the strain fields in the middle structure. Large external lobes spread-
ing into the GaAs matrix are similar to those observed in the quantum dots, however
the set of inner lobes resulting from the barrier material in the rings centre makes
the ring properties unique (Figs. 6.7). As shown in Fig. 6.7, external piezoelectric
regions are localised outside the ring structure as was observed in the quantum dots,
however the inner piezoelectric lobes penetrate into the ring e.g. Fig. 6.7d. As it will
soon be demonstrated, the distribution of piezoelectric fields has significant impact
on the confinement potential of the rings. Additionally, the distribution of piezoelec-
tric regions destroys the rotational symmetry of the structure and spatially separates
charge carriers, localising them in the regions of lowered potentials.
The impact of piezoelectric potentials on the charge carrier distribution in the
stacked structure is one of the most important threads of this thesis, therefore we
discuss it in more details on a system with separation of 3.4 nm. In Fig. 6.8 the
overall piezoelectric potential (top row), second and first order (middle and bottom
row respectively) contributions are shown on two perpendicular diagonals. One can
see that the first order piezoelectric potential is equally strong in both diagonal planes
including strong piezoelectric regions inside the core barrier. The distribution of the
piezoelectric potential outside the ring is very similar to that in stacked quantum
dots. The second order piezoelectric contribution is very small compared to the first
order, and localised mainly in the ring structure, predominantly over and beneath
the structure, locally penetrating into the core region. The second order contribution
to the piezoelectric field has opposite sign compared to the first order, which leads
to the reduction overall piezoelectric potential inside the rings, particularly in the
middle structure. The piezoelectric potential in the [110] plane changes sign every
90 degrees. This will lead to the periodic raising and lowering of the potential for
the electron and hole in the ring and additionally change the charge’s localisation
in the growth direction of the structure. As will be shown, these properties result
in the characteristic change of electron and hole behaviour in the vertically stacked
structures.
6.4 Exciton ground state probability distribution
The influence of biaxial and hydrostatic strain and the first and second order piezoelec-
tric fields on the charge carrier distribution is even clearer in the confining potential
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(a) (b)
(c) (d)
(e) (f)
Figure 6.8: Piezoelectric potential profile in the [110] and [11¯0] direction through
the centre of stacked quantum ring. (a) and (b) 1st and 2nd order, (c) and (d) 2nd
order only, (e) and (f) 1st order only.
distributions shown in Fig. 6.9. In order to match the C2v symmetry we symmetrise
these potentials. This step smoothes the confining potentials and also increases the
speed and efficiency of simulations. Inclusion of the piezoelectric potential significantly
modifies the conduction and valence band profile, introducing positive and negative
regions inside and outside of the structure. Those fields act as effective potential wells
attracting electrons and holes and promoting localisation of the charge carriers. The
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ring cross-section shows that the structure is wider at the bottom and rounded at the
top. This vertical asymmetry will have an impact on the charge carrier confinement
and observed probability density distribution. One should expect that a greater vol-
ume at the middle and bottom of the ring will result in localisation of both charge
carriers, preferably in that region. Strain and confinement potential in the [110] and
(a) (b)
(c) (d)
Figure 6.9: Plot of conduction band edge potential profile (a) in the [110] and (b)
in the [11¯0] and valence band edge potential profile (c) in the [110] and (d) in the
[11¯0] direction through the centre of stacked quantum ring derived from strain fields
with piezoelectric domain.
[11¯0] directions are different due to the characteristics of the underlying crystal lattice
geometry. This difference varies significantly between all three structures and will in-
duce the electron and hole localisation on one of these two diagonals. However which
one is more likely to demonstrate stronger confinement cannot be deduced from the
strain and potential. The ground state probability distribution obtained from the
PI-QMC simulations for a non-interacting electron and hole shows that electron is de-
localised in all three rings and also penetrates the wetting layer and barrier material,
particularly in the bottom structure, Figs. 6.10b and 6.10f. The electron preferably
aligns in the [110] direction in the bottom ring and in the [11¯0] direction in the middle
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and top structure. However, the probability distribution indicates that finding the
electron in the top ring is smaller when compare to the other two rings. It is also
apparent that the probability distribution in the middle ring is much more uniform
around the ring than in the remaining two. Free particle hole probability distribution
is predominantly localised in the top and bottom quantum ring on two perpendicular
planes with a small chance of finding the hole in the middle ring (Figs. 6.10c and
6.10g). Explanation of such a distribution can be given by analysing the confinement
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 6.10: Probability density distribution in [001] and [111] plane of single par-
ticle and excitonic states in stacked ring. Top view (a) single particle electron, (b)
single particle hole, (c) electron in exciton, (d) hole in exciton. Top view (e) single
particle electron, (f) single particle hole, (g) electron in exciton and (h) hole in
exciton.
profile for the electron and hole. In Fig. 6.12 the average conduction and valence
band are presented in two distinct configurations. In Fig. 6.11a the conduction band
averaged over the ring height and vertical extent of the In containing structure is
plotted on the [110] and [11¯0] plane, and Fig. 6.11b shows the valence band profile.
It is apparent that the potential experienced by the hole in the [11¯0] direction is a few
meV lower than on [110], which should promote localisation of the hole in this plane.
However this is not exactly consistent with the probability distribution shown in Fig.
6.12. In the electron case average difference between two perpendicular diagonals is
not so sharp compared to the hole. One should expect therefore that the electron
probability distribution will be rather uniform around all the rings. Once again the
mean probability distribution does not reflect our expectations.
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A better understanding of the electron and hole probability distribution prefer-
ences can be acquired by analysing the confining potentials for each ring, instead of
averaging them over the extent in the growth direction. It is reasonable to expect
that the presence of the other rings and spacer will differently affect the strain profile
in the system and therefore the energy band edge deformation. In Figs. 6.12a the
conduction and 6.12b valence band averaged over the height of each ring are plotted
for a stacked structure. Again in this analysis we focus on the system with a rings
separation of 3.4 nm. It is clearly visible that both conduction and valence band sig-
nificantly varies not only on two perpendiculars planes but also between the rings.
For clarity of the diagrams the conduction and valence band edges in the middle and
top structure are offset from their original values by 0.1 eV and 0.2 eV respectively.
As it was already mentioned the valence band is highly susceptible to the change
of biaxial strain. In Fig. 6.6a the biaxial strain along the line located at r¯ = (R−r)/2
and parallel to the growth direction is shown for a coupled structure. It is clearly
visible that the presence of the top and bottom rings lowers the value of the biaxial
component of the strain in the middle ring. Lower value of the bi results in the smaller
difference between the valence band on the [110] and [11¯0] diagonals. In Fig. 6.6b the
biaxial strain averaged over the height and vertical extent of the structure in the [010]
direction through the centre of the ring is shown. One can see that the strain in the
core region of ring is higher than its value in the barrier material with two distinct
peaks close to the inner and outer circumference. These should increase the height
of the barrier at the outer radius and lower it near the core allowing the hole to be
localised more strongly towards the central region of the ring. This can be seen in Fig.
6.10g as a more uniform probability distribution in the middle ring. Furthermore the
piezoelectric potential in this structure is very weak compared to the top and bottom
rings Fig. 6.7d and apparently insufficient to promote localisation of the dot. The
valence band edge in the top and bottom ring is much more complex compared to the
middle one. The presence of the GaAs matrix material over and beneath the top and
bottom rings, unbalanced by any other structures results in the much higher values
of biaxial strain Fig. 6.6a. The difference between confinement on two diagonals is
much more pronounced and even greater in the top structure. Also one can see that
the potential towards the centre of the ring is lower near the inner radius due to the
inner piezoelectric lobes. This will allow the hole probability distribution to spread
into the core region. Inclusion of piezoelectric fields creates additional potential wells
outside the ring which trap the hole (Figs. 6.10c and 6.10g). The conduction band
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(Fig. 6.12a) shows similar properties to those discussed above, however the electron,
with much smaller mass compared to the hole, is able to escape from trapping regions
more often than the heavy hole. The electron is still attracted by these areas as it is
clearly shown in Figs. 6.10b and 6.10f but its probability distribution is delocalised
in all three structures. Another reason for such a behaviour is the fact that the
hydrostatic strain which affects the electron is much more uniform when compared to
the bi-axial one (Fig. 6.6b). As it can be seen in Fig. 6.6a the hydrostatic strain in
the bottom and middle ring have very similar values, while it is much stronger in the
top structure. This relationship can be observed in Fig. 6.10f as a smaller probability
of finding the electron in the top structure.
In the more realistic Coulomb interacting case (Figs. 6.10e and 6.10i) the hole
strongly localises on the [11¯0] diagonal in the bottom ring due to the weaker bi-axial
strain and on the [110] diagonal in the top ring. One can see that, similar to the single
particle, the probability distribution of localisation in the middle and top ring is small.
Piezoelectric fields in the top and bottom ring together with the bi-axial strain which
lowers the potential in the core, promotes localisation toward the centre of the ring.
The heavy hole attracts the electron to the regions in which the hole is localised in
order to form an exciton. As shown in Figs. 6.10d and 6.10h the highest probability
of finding an exciton is in the bottom structure while the lowest in the top one. An
electron in the top and middle ring occupies most of the volume of the ring with
preferable localisation in the [11¯0] direction. On the other hand a hole in the top ring
localises in the [110] direction and does not display any obvious localisation preferences
in the middle ring. This observation leads to the conclusion that the piezoelectric field
in the top ring has much bigger impact on the electron probability distribution than
the Coulomb interaction. Similarly in the middle structure, as the hole is almost
absent here, the electron is attracted by the piezoelectric field originating from the
top structure and localises in the [11¯0] plane.
6.5 Conclusions
In this Chapter properties of vertically stacked InGaAs quantum rings calculated using
an atomistic model were analysed. An example ring system separated by 3.4 nm
of GaAs barrier was considered, including a wetting layer. It was found that the
presence of the significant amount of strain in the structure affects the band edge
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Figure 6.11: (a) Conduction band averaged over height of the rings and vertical
extent. (b) Valence band averaged over height of the rings and vertical extent.
Conduction and valence band edge potential profile in the [110] and [11¯0] direction
through the centre of stacked quantum ring.
for electron and hole, promoting localisation of charge carriers on the [110] or [11¯0]
diagonal. Strain induced compression and distortion of the crystalline structure leads
to charge acquisition which results in generation of substantial piezoelectric fields.
Strength and piezoelectric potential distributions strongly depend on the inter-ring
separation. Additionally these fields break rotational symmetry of the system and
modify the conduction and valence bands introducing regions which can trap charge
carriers and localise them even stronger. These properties can be use to tailor the
electronic characteristics of the system. The results clearly indicate that strain and
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Figure 6.12: (a) Conduction band averaged over height of the rings and vertical
extent. (b) Valence band averaged over height of the rings and vertical extent.
Conduction and valence band edge potential profile in the [110] and [11¯0] direction
through the centre of stacked quantum ring. The band profile is offset by 0.1 eV
(middle ring) and 0.2 eV (top ring) with respect to original values.
piezoelectric potentials are very important for charge carrier distribution and optical
characterisation of InGaAs stacked quantum rings.
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Coupling regimes and
recombination rates
7.1 Introduction
Control of coupling between the quantum states and structures is one of the main
objectives in designing and developing modern semiconductor devices. The ability to
adjust the strain and piezoelectric field as well as the vertical extent of the structure
reveals new possibilities of controlling electron-hole inter-ring tunnelling and recombi-
nation rates in vertically stacked quantum ring systems. In this Chapter the results of
the study of the effects of non-uniform strain, ring separation and Coulomb interaction
on the electronic structure and recombination rates of the system will be presented.
We start by distinguishing two coupling regimes in vertically stacked quantum rings
with different spacer thickness and then discuss their impact on recombination rates.
7.2 Strain and tunnel coupling in stacked rings
The excitonic system in the stacked quantum dot exhibit high binding energy which
significantly varies with temperature. The large binding energy results from the fact
that the electron and hole are confined in all three spatial directions. Additionally,
large strain fields, which, due to the fact that In atoms concentration is non-uniform
in the quantum structure and extends to the GaAs surroundings, affects the charge
carriers mobility and distribution. Interplay between these factors can result in a
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complex hybridisation between excitonic and single-particle states stemming from the
multiple islands in the coupled dot structure [241].
Quantum rings morphologically originate from quantum dots, therefore, apart
from some obvious differences due to the shape and piezoelectric potential distribution,
one can expect similar interesting phenomenon. In this section the impact of non-
uniform strain field, piezoelectric potential and Coulomb interactions on the inter-ring
tunnelling will be analysed. In Fig. 7.1 the probability distribution of a Coulomb
interacting electron, Figs. 7.1a, 7.1b and hole Figs. 7.1c, 7.1d in the triple ring is
plotted for two ring separations for comparison. One can observe that the electron
and hole are confined to the entire volume of the structure. For small separation
of the rings (Figs. 7.1a) the electron is delocalised in all three rings, and the low
value of confinement in the barrier, (see Fig. 7.2a) can be easily overcome by this
light and mobile particle. The hole, which is much more massive compared to the
electron, demonstrates weaker predispositions to spread between all structures even
that vertical profile of the valence band (Fig. 7.2b) is varying substantially slower than
conduction one. Greater ring separation localises the hole in the bottom structure
(Fig. 7.1d) and slightly suppresses electron delocalisation (Fig. 7.1b) in all three
rings.
In Fig. 7.3a the variation of confining potential experienced by the electron in all
three rings and inter-ring barrier (Fig. 7.3b) is plotted. We can see in Fig. 7.3a that
the depth of potential well is different in all three structures, which is particularly
apparent for small ring separation. The most steady increase can be seen in the
middle structure. Satellite rings show a much higher rate of potential change which
is especially well visible in the top ring. When the spacer thickness decreases from
3.4 nm to 1.1 nm the confinement potential for the electron becomes shallow in the
middle and top structure and almost constant in the top rings, attracting the electron
to those lower energy regions. The potential in the barrier between the rings Fig.
7.3b shows similar change in the confining energy. This picture is consistent with
probability distribution pattern plotted in Fig. 7.1a and 7.1b. The effective potential
for holes follows the trend discussed for electrons, however confinements in the top
and middle ring are much more similar than for electrons. The GaAs barrier between
the rings is substantially higher than for electrons and almost linearly increases in the
barrier material between the bottom and middle ring (Fig 7.4b). The middle-top ring
potential barrier is even higher, mainly for small rings separation, which can explain
the probability distribution in Fig. 7.1d.
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(a) (b)
(c) (d)
Figure 7.1: The electron and hole probability distribution in stacked quantum ring
for different ring separation. Volumetric plot of (a) electron in the ring separated
d=1.1 nm, (b) electron in the ring separated d=3.4 nm, (c) hole in the ring separated
d=1.1 nm, (d) hole in the ring separated d=3.4 nm.
A discussed above, the confinement energies in the ring structures and barriers
can be explained by analysing the Fig. 7.6a biaxial and Fig. 7.6b hydrostatic strain
distribution as a function of spacer thickness. The conduction band is mostly affected
by the hydrostatic strain which shifts the energy levels of the unstrained conduction
band. As one can see in Fig. 7.6b, hyd in the top and middle rings increases abruptly
while decreasing in bottom ring between 0 nm to 1.1 nm thickness. It can be explained
in the following way: for 0 nm separation the top of the middle ring is merged with
the bottom of the wetting layer of the neighbouring ring, the crystal structure is
compressed and the strain energy gathered in the structure is large. When the GaAs
barrier is formed the middle structure can relax and the strain energy is partially
dissipated. Growing inter-ring distance allows for even greater relaxation and for large
separations hyd reaches a constant value. In the top ring the overall strain energy,
which also includes contributions from the middle and bottom rings, quickly converges
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Figure 7.2: Comparison of (a) conduction and (b) valence band profile for two
different rings separations.
to the constant value in the GaAs matrix. The bottom ring is squeezed between the
wetting layer and middle rings therefore the strain drops down initially and then
oscillates with ring separation. Biaxial strain originates from stretching the crystal
structure in the growth direction and plays an important role in the vertical ordering
of the quantum rings. As a superposition of shear and normal strain contributions it
affects predominantly the hole, for which the degeneracy of the heavy and light hole
bands at the Γ point is lifted. As the result the top band is moved to a lower hole
energy and become similar to the heavy hole, while the other band moves higher in
energy. As a consequence the band degeneracy is removed. This is well reflected in
the Fig. 7.6a in which one can see almost linear increase of bi up to 3.4 nm then
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Figure 7.3: Variation of a confinement inside the top, middle and bottom ring for
(a) electron and (b) hole as a function of ring separation.
small drop for 5.6 nm follow by virtually constant value for a larger separations. The
significant difference of the strain value in the top, bottom and middle rings and also
increasing amount of energy required to overcome the barrier between the rings (Fig.
7.4b) localises the hole in the bottom ring most of the time (Fig. 7.1d). In Fig.
7.5a the ground 1s+ hole and Fig. 7.5b the ground 1s+ electron state are plotted
as a function of ring separation for the non-interacting case. In both cases one can
notice fast convergence to the single ring energy value. As it was already pointed
out, non-uniform strain and asymmetric confinement makes the effective potential
wells in the satellite rings deeper or shallower with respect to the central structure.
This is not an obstacle for the ground state electrons, which due to their small mass
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Figure 7.4: Variation of a confinement in the barrier between the rings for (a)
electron and (b) hole as a function of ring separation.
and high mobility easily populate all three structures. Also the inter-ring barrier
for the electron is characterised by steep, uniformly increasing energy which can be
overcome by these charge carriers. The 1s+ probability distribution for the hole is
predominantly localised in a bottom or eventually top ring. For small separations
the energy difference between the bottom and remaining rings is significant. Also,
increasing biaxial strain prevents inter-ring migration, however this is not exactly
consistent with Fig. 7.1c. The explanation stems from the presence of piezoelectric
potentials whose negative regions attracts the positive hole, giving it the boost of
energy necessary to compensate the potential difference. Comparison of the ground
state energy values for the free electron and hole (Figs. 7.5a and 7.5b) shows a
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Figure 7.5: Plot of (a) hole and (b) electron energy vs. ring separation in stacked
quantum ring. Red horizontal line indicates the electron and hole energy in single
ring.
continuous increase for separation greater than 1.1 nm implying that the impact of
strain on valence band is larger than on the conduction one.
In Figs. 7.7a and 7.7b the ground state energy of the free particle, exciton and bi-
exciton system are plotted for different ring separation. In all three cases the striking
feature is a steady increase of the energy of the system crowned with a prominent
maximum at 7.9 nm and slow decrease for the larger separations. As this behaviour
is present in both the interacting and non-interacting case, this yields that the origin
of this phenomenon is directly related to the properties of the vertically stacked ring
structure and not the particles in the system. This observation allows us to identify
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Figure 7.6: Variation of (a) hydrostatic and (b) biaxial strain in the top, middle
and bottom structure vs. ring separation in stacked quantum ring.
two coupling regimes, namely tunnelling and strain coupling. In the first regime
particles freely tunnel through the inter ring barrier. As one can see in Figs. 7.8a and
7.8b, both exciton and bi-exciton systems are strongly affected by tunnel coupling for
ring separation 67.9 nm. The discrepancy in the figures results from the fact that
in Fig. 7.8a electron-hole Coulomb energy is plotted while in Fig. 7.8b the exciton-
exciton Coulomb energy is depicted. It is clear that Coulomb interactions play an
important role in the tunnel coupling process. For small separations the Coulomb
energy is small as the electron and hole mostly occupy the same structure but with
increasing separation the interaction energy increases as the direct exciton becomes an
indirect one localised in different structures. Additionally, piezoelectric fields attract
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the electron and hole in an opposite directions, thus the Coulomb system not only must
withstand increasing potential in inter-rings barriers but also piezoelectric potential.
As a consequence the Coulomb energy increases to the maximum value and when
strain coupling takes over the energy drops rapidly to the level characteristic for closely
spaced rings as suppressed tunnelling confines the exciton to the same structure. This
process is well reflected in the pair correlation function presented in Fig. 7.9. One
can see that with increasing ring separation, distance d between electron and hole
becomes comparable with a single ring height while for a closely spaced structure d is
of order 9-18 nm (Fig. 7.9a). For the non-interacting case picture is more chaotic (Fig.
7.9b). For most ring-separations, due to the strain, the hole is confined to the bottom
or top ring. The electron is delocalised all over the structure with finite probability
of finding it even in the GaAs matrix. For this reason, the average separation of
charge carriers is comparable with total structure vertical extent. These calculations
are in excellent agreement with experimental results (black symbols in Fig. 7.7a)
presented in [135] and also consistent with simulations reported in [241]. However the
tunnelling coupling regime obtained in [241] is much smaller compare to ours. We
conclude that this difference arises from a much simpler model of the ring’s system with
uniform and symmetric potential across all three vertical structures. Also excluding
the piezoelectric domain from the model will lead to suppression of tunnelling coupling
earlier than in our model. Finally, the In concentration gradient and random alloying
profile included in our model results in much stronger strain fluctuation between the
rings than assumed in [241].
7.3 Recombination rates in stacked quantum rings
In semiconductor nanostructures charge can be carried by both the electrons in the
conduction band and holes in the valence band. The electrons and holes can be
introduced to the system by diffusing from their reservoirs. This can be achieved
by using over-doped semiconductors or an ionised dopant originating from material
surrounding a potential well [242]. Alternatively the electron and hole pairs can be
generated by radiative excitation in which a photon of energy greater than the energy
band gap is absorbed in the valence band of semiconductor. Photons are generated
by laser pulses which allows for control of the electron and hole concentrations as with
excitation, recombination takes place, decreasing number of excitons [243, 244].
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Figure 7.7: Plot of (a) hole and (b) electron energy vs. ring separation in stacked
quantum ring. Red horizontal line indicates the electron and hole energy in single
ring.
The electron and hole carry an opposite charge, therefore the Coulomb interaction
between them is attractive in nature. Because of this, the electron and hole can form
bound states with the centre-of-mass free to move in quantum wires [245–247], unlike
a system of two identical electrons. Excitons are also observed in quantum wells, dots
and rings [248–252].
Due to the quantum confinement effect the energy of an exciton in a quantum
nanostructure is higher than in a bulk semiconductor of the same type [253]. Addition-
ally, recombination energy depends strongly on a quantum state of an exciton. The
excitonic states in which recombination take place by emission of a photon are called
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Figure 7.8: Change of Coulomb energy for (a) exciton and (b) bi-exciton in vertically
stacked quantum ring with inter-ring distance. For the exciton the Coulomb energy
is calculated as difference between non-interacting and interacting system. In bi-
exciton case we plot interaction energy between two excitons in the system.
optically active states, unlike the optically inactive states in which the recombination
energy is dissipated through phonons in the crystal structure.
The recombination rates can be analysed in two different regimes which should
clearly influence the bi-exciton to exciton recombination ratio. In the first case, if the
electron and hole confinement potential is large, then the excitonic wave function can
be treated as a product of the electron and hole wave functions in the structure, weakly
affected by the particles Coulomb interaction. This results in the matrix element of
the electron and hole wave functions which is present in the recombination rates
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Figure 7.9: Comparison of pair correlation functions for (a) Coulomb interacting
and (b) free particle system as a function of quantum rings separation.
and which is identical for bi-exciton and exciton. Because of the number of allowed
recombination ways, the bi-exciton should recombine at two times the exciton rate
[188]. On the other hand if charge carriers are confined in a weak potential, which
is characterised by the binding energy of the exciton being much higher compared
to the single-particle level separation in the structure, then the electron-hole pair
form a strongly bounded bulk-like quasi-particle. As a consequence the confinement
energy decays as the structure gets larger compared to the exciton radius. Also the
dominating factor in the dipole matrix element originates from the above quasi-particle
which does not depend on the structure size. The formed quasi-particle is described by
a coherent wave function spread in the volume of the quantum structure. As a result
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the radiative matrix elements add up constructively for excitonic decay. This leads to
an increase in the radiative decay rate of the exciton with the structure size, as long
as the structure size is less than the wavelength of the emitted radiation. This does
not occur in the bi-exciton as the resulting state of the recombining exciton holds off
constructive ”interference” and lowers the bi-exciton to exciton recombination ratio.
Stacked nanostructures are in the intermediate limit. In this regime the excitonic
wave functions are, in general, difficult to separate except for some special models,
such as a harmonic potential [254]. Nevertheless, coherently spreading many-particle
wave functions result in an increase in decay rates as the size of the system increases
[188].
In this section the path integral description of recombination rates will be briefly
outlined and its implementation into the PI-QMC technique explained. Then the
results for the recombination rates of the exciton and bi-exciton in a self-assembled,
vertically coupled quantum ring structure will be presented. We discuss the impact of
vertical ring separation on radiative decay rate at a finite temperature in the absence
of external electric field.
7.4 Calculation of the recombination rates in stacked
rings
In this sections results obtained from calculations of recombination rates in vertically
stacked quantum rings will be presented and compared with PL experimental data
presented in [255]. We conduct these simulations at 10 K, therefore we assume only
recombinations in the ground state. In Fig. 7.10a the absolute recombination rate ΓX
for the exciton is plotted. In the system of unseparated vertically stacked quantum
rings the coherent volume of the system is larger compared to the one with an inter-
ring barrier. The wetting layer contributes to the overall coherent volume increasing
the effective size of the ring. In this virtually single tall structure the heavy hole is
mostly confined to the top and bottom structure but the electron is delocalised in the
entire volume therefore the electron and hole wave functions overlap and the exciton
recombines. When the distance between the three structures increases and the GaAs
barrier is formed ΓX drops due to vertical separation of the charge carriers. The
electron still is able to tunnel both laterally and vertically in the system but the hole
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affected by biaxial strain, predominantly remains in one of the rings. In this situation
the recombination takes place only when the electron wanders to that ring. As long as
the system remains in the tunnelling coupling regime the particle can tunnel through
the GaAs inter-ring barrier and the coherent volume increases almost linearly. In
practice, only the electron is able to overcome the piezoelectric potential and barrier
potential between the rings and in the core region, but this is sufficient to frequently
occupy the same structure as a dot.
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Figure 7.10: Path integral calculation of recombination rates for stacked quantum
rings. In (a) the absolute decay rate of exciton is plotted together with experimental
data from Ref.[255]. In (b) the relative decay rate of bi-exciton and exciton is shown.
In Fig. 7.10b the relative recombination rates ΓXX/ΓX of the bi-exciton is de-
picted. On can notice that the situation is opposite compared to that for the exciton.
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Figure 7.11: Path integral calculation of recombination rates for stacked quantum
rings. In Fig. (a) exciton energy at which the exciton PL peak would be detected.
(b) the energy shift of the bi-exciton PL peak.
Values of relative rates in stacked rings with 0 nm or larger separation are very simi-
lar while intermediate separations demonstrate a decrease in the strongly tunnelling
coupling regime with minimal upward trend while closing to strong strain coupling
interval. Also, for small ring separation the minimum in the exciton ΓX corresponds
to the maximum in ΓXX/ΓX .
System size dependence of recombination rates can be investigated by further
studying the spatial extent of the exciton wave function in the stacked rings. The
recombination rates depend on the coherent volume of the system which is filled
by the excitonic wave function. The change of exciton radius, calculated from the
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Figure 7.12: Example of deconvolution of pair correlation function. (a) pair corre-
lation function for exciton in triple ring spaced ≈8 nm. (b) deconvolution of the
pcf.
deconvolution of the pair correlation function (Fig. 7.12b) is plotted in Fig. 7.13. We
can distinguish three possible separation in the tunnelling coupling regime. When the
coherent volume is large, which corresponds to the situation in which three rings form
one tall structure, the exciton radius can take two values. First value (a) in Fig. 7.13
corresponds to an electron orbiting a hole in the plane of the ring, whose width is
≈7 nm. The second distance (c) can be related to the electron orbiting the structure
in a vertical direction or the electron and hole located on two opposite ends of the
ring diameter and tunnelling through the rings core. Large coherent volume allows
the electron and hole occupy the same one tall structure and their wave functions
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Figure 7.13: Average excitonic radius as a function of ring separation.
can freely spread and frequently overlap. When the barrier between the rings gets
thicker, the hole becomes localised in one of the rings, however the electron is able to
de-localise in all three rings. Third contribution (b) appears when the electron and
hole in two neighbouring rings e.g. the hole in the top (bottom) structure and the
electron in the middle one. When the ring separation further increases the length of
the exciton radius becomes comparable to the structure height as strain coupling takes
over and tunnelling is suppressed. This picture is in excellent agreement with absolute
and relative decay rates ΓX and also the tunnelling-strain coupling model discussed
earlier. Recombination rates are smaller for tall structures as the probability of the
electron and hole wave functions overlapping in a much broader well (three connected
rings) is smaller than in a well corresponding to the single ring. When the coherence
volume increases the decay ratio ΓX also increases. On the other hand the relative
decay ratio ΓXX/ΓX decreases. This is a really interesting and peculiar situation. The
exciton in the vertically stacked quantum ring system appears to show all possible
confinement limits with the average signature indicating weak confinement which
corresponds to ΓXX/ΓX≈0.7. With increasing ring separation the excitonic radius
demonstrates saturation towards its bulk value ≈12 nm Fig. 7.13(b). According to
these properties of the wave function the system is in the strong confinement limit.
However branch (c) in this same time indicates a very low confinement characteristic
for the exciton bouncing around the rings. Apparently the relative bi-exciton ratio
cannot be tuned only by ring separation as the range of relative change is rather
small (ΓXX/ΓX≈ from 0.6 to 0.7) however introduction of different ring parameters
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together with an inter-ring separation may increase electronic correlation and improve
the above ratio.
Our calculations for the exciton recombination rate in the stacked rings show good
agreement with experimental data [255], however some values of excitonic energies
obtained from PI-QMC are much smaller. We account for this through the simplicity
of our atomistic model which is an ideal ring with constant height and thickness.
Because of this the inter ring separation does not change around the structure. In
the experiment [255] the ring structures are far from an ideal circle. Their physical
appearance much more resembles a volcano crater with the height varying around the
circumference and also non-uniform internal and external radii. These parameters
significantly influence the exponential decay length of the wave function into potential
barriers and therefore photo-luminescence energies. Nevertheless the proximity of our
calculations with experimental data makes our simple model still valid.
Results obtained from PI-QMC simulations for the exciton recombination rates
demonstrates more than good agreement with experimental data [255]. Unfortunately
the experimental data for bi-exciton recombination rates are not available therefore
we are not able to comment on the accuracy of relative decay rate in this case. We
calculate the average probability of the recombination rate which can take place in one
ring and simultaneously between neighbouring structures in the regime in which elec-
tron can easily tunnel between the rings. This corresponds to the weak confinement
regime and makes obtaining ΓXX/ΓX ratio reasonable.
7.5 Lateral switching in vertical electric field
In previous chapter the growth of the vertically coupled quantum rings was discussed
and how the inter-ring barrier thickness and strain related valence and conduction
band asymmetry affects the structure properties, such as the total energy of the sys-
tem, the probability distribution of the electron and hole and recombination rates. It
was demonstrated that the piezoelectric potential distribution in the stacked structure,
which strongly depends on the ring separation, has profound impact on the charge
carrier ground state probability distribution and the electron and hole vertical separa-
tion. Additionally, piezoelectric field related broken symmetry of the system induces
the electron and hole localisation in both the lateral plane and vertical direction.
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The geometry and observable properties of the stacked structure are usually “hard
coded” during the growth process by altering the growth parameters. This passive
method leaves a little room for any further adjustment if such are needed in an ex-
periment. Active control such a system, through application of an external electric
field could offer additional degrees of freedom and result in the switching behaviour
similar to the one discussed for the stacked dots.
In this section the impact of an external vertical electric field on the triple ring
structure is reported. We continue to investigate the quantum ring system introduced
in Section 6.2. The ring separation considered in this chapter is 3.4 nm, but this
genuine phenomenon was observed for all the ring separations presented in this thesis.
7.5.1 The vertical electric field induced in plane switching
In Fig. 7.14 the lateral switching of probability distribution in the triple ring structure
is presented. This behaviour result, similarly to the switching in the multiple dot, from
the interplay between Coulomb interaction, piezoelectric and strain field distribution
and orientation of the external electric field. As shown in Fig. 7.14 (a) and (b) this
distribution not only rotate 90◦ in the lateral plane but also changes between (c) top
and (d) bottom ring structure. As one can see in Fig. 7.15 four piezoelectric field
regions which are rotated by with respect to each other 90◦ in the top and bottom
ring. The piezoelectric regions in the middle ring are very weak compared to the top
and bottom structure. Due to these sections which partition ring in quarters the ring
has C2v symmetry. Distribution of dominating regions of piezoelectric field is almost
identical to the stacked quantum dot. The new feature is a set of smaller inner lobes
in the ring core. The large external and smaller internal components are characterised
by opposite signs of the field and, as it will be demonstrated, have the potential to
creating in plane dipole.
When an external electric field is applied in the growth direction [001], due to
an opposite charge, the electron-hole system is polarised and the vertical dipole is
formed Fig 7.16. The external electric field forces the electron and hole to localise in
the top and bottom ring, depending on the field orientation. One can observe that
the value of the dipole moment can change only between ±40 kV/cm. After that it
becomes constant. This is due to the vertical extent of the ring structure and the
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(a) (b)
(c) (d)
Figure 7.14: Lateral switching in a vertically coupled ring for two different orien-
tations of the electric field. In Fig. (a) and (b) lateral switching in the [110] plane
is illustrated. The external electric field creates indirect exciton which is vertically
separated. Changing the orientation of electric field also switches the the charge
carriers distribution between (c) the top and (d) bottom ring structure.
GaAs matrix, which forms a potential barrier so high, that even a strong electric field
is not sufficient to help charge carriers overcome it.
Application of negative electric field in the vertical direction will induce locali-
sation of the hole in the bottom ring and electron in the top structure. The exciton,
which is polarised in the [001] direction, is attracted to the piezoelectric regions in the
ring core that align with induced the electron-hole dipole. Indeed, the electron-hole
system tends to align with the piezoelectric regions oriented as the dipole itself, in
order to lower the energy of the exciton. If the external electric field is inverted then
the sign of the dipole changes. Varying the orientation of the electric field will lower
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Figure 7.15: Piezoelectric field in triple ring.
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Figure 7.16: Dipole moment in the growth direction, pz, for different values of
electric field.
energetically the [110] or [11¯0] diagonal of the system this will drive the localisation
of the excitonic complex in one of these planes. Mirror image of just outlined process
takes simultaneously place in the opposite ring Fig. 7.14 (b) and (d). Due to the 90◦
rotation of the piezoelectric domain in the bottom ring compared to the top structure,
lateral switching of the charge probability density distribution will be also rotated.
This effect is mostly absent in the middle ring Fig. 7.14 except the electron distri-
bution. The middle structure, depending on the ring separation, is the piezoelectric
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potential free or almost free. Absence of this feature and also much smaller differ-
ence between the confining potential on the [110] and [11¯0] plane is unable to induce
localisation of the exciton. Additionally, the middle structure in not energetically
favourable for the hole, even without the electric field the hole avoids localisation in
this region.
7.5.2 Lateral polarizability
Similarly to the vertically coupled quantum dot, the switching should be possible to
detect in the experiment by measuring lateral polarizability of the exciton in the ring.
Application of the electric field induces localisation of the exciton on the [110] diagonal
in the top ring and on the [11¯0] plane in the bottom structure. When the orientation
of the electric field is inverted the localisation of the exciton changes. As the result,
significant change in the polarizability of the excitonic system can be observed.
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Figure 7.17: Lateral polarizability of exciton in the [110] and [11¯0] direction plotted
against applied static, vertical electric field.
Application of an external electric field leads to indirect exciton. The electron
and hole are bound together through the Coulomb interaction, however the charge
carriers occupy different structures. This is apparent in the Fig. 7.18 in which the pair
correlation function is plotted for zero and two opposite values of an external electric
field. In the absence of an external electric field the pair correlation function reaches
maximum value around 4 nm. This corresponds to the situation in which the electron
and hole occupy the same ring structure forming direct exciton. In this situation a
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vertical dipole is formed in the same ring structure. Increasing the value of an electric
field forces the electron and hole in the opposite directions Fig. 7.16.
As one can see larger value of polarizability is associated with the [110] direction
Fig. 7.17. Also the negative permanent dipole that exist even in the absence of an
external electric field Fig. 7.16 demonstrates that the exciton prefers the alignment in
the 11¯0] direction, even if there is no an external field, with the hole shifted towards
the bottom of the ring. This is a consequence that the heavy hole is trying to avoid the
the regions of a strong compressive biaxial strain which in a quantum ring dominate
the top part of the structure. The electron is free to move as the biaxial strain
does not affect its mobility Fig. 7.14 (c) and (d). This behaviour also explains the
permanent dipole in the quantum ring. Observed in the quantum ring alignment of
the exciton probability distribution, and therefore polarizability in the one direction
in the absence of an external electric field must be accounted for unique piezoelectric
distribution and its interaction with a strain field as this feature was not observed in
the stacked quantum dot systems discussed in Chapter 5.
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Figure 7.18: Average electron-hole separation pair correlation function plotted for
zero and two opposite values of the electric field.
As one can see in Fig. 7.17 the crossing of polarizability between the [110] and
[11¯0] diagonal does not occur at zero electric field. This is consequence of initial
localization of the exciton in the [11¯0]. At the point of crossing the both polarizabilities
directions are equal and this is due to the electron delocalised around two rings. To
provide the connection to the experiment the Stark PL shift is plotted in Fig. 7.19.
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Figure 7.19: Photoluminescence shift for the exciton in the vertically stacked quan-
tum ring as a function of electric field.
7.6 Conclusions
In the first part of this chapter it was found that non-uniform strain calculated from
an atomistic model of vertically stacked quantum rings has a significant impact on
inter-ring tunnel coupling, possibly leading to the change in the optical absorption.
Calculated values of strain varying in all three structures and inter-ring barrier ma-
terial with increasing ring separation resulted in a steady increase of the electron and
hole energy. We observe significant impact of the piezoelectric potential on electron
and hole localisation in a stacked structure and their ability to carry out inter-ring
tunnelling. The electron, due to its light nature, is mostly delocalized in the all three
rings as the impact of piezoelectric regions is partially compensated by electron’s mo-
bility. Also the presence of the hole in the top or bottom ring considered with the
attracting nature of the Coulomb potential naturally encourages the electron to tunnel
and form an exciton. The hole is mostly localised in the bottom or top ring, attracted
to the negative piezoelectric regions. Potential in the inter-ring barrier prevents the
hole from tunnelling, especially given that the middle structure in the tunnel coupling
regime is almost piezoelectric potential free and piezoelectric fields in the top ring are
not sufficient to induce localisation in a growth direction. We found that non-uniform
strain yields two regions in which exciton and bi-exciton tunnelling properties are
driven by different mechanisms.
We adopted a path-integral Monte Carlo approach developed in [188] for studying
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exciton and bi-exciton recombination rates in stacked quantum rings. This method,
initially designed for study of recombination rates in general 3D potentials for two-
band effective mass models of self-assembled quantum dots, appears to produce rea-
sonable results for vertically stacked quantum rings which demonstrates very good
agreement with experiment. Our results show that stacked quantum structures may
be at the same time in strong and weak confinement regimes, however in both cases
Coulomb correlations seem to play an important role. Interesting is that with grow-
ing inter-ring separation the recombination rate increases monotonically while relative
rates seems to fluctuate in a very narrow interval for all studied rings separations which
is characteristics for weak confinement regimes.
It was found, that similarly like for the vertically staked quantum dot, the appli-
cation of the vertical electric field results in the electron and hole probability distribu-
tion switching in the plane perpendicular to the field. The most important difference
between the vertically stacked dot and ring system is a zero, otherwise, neutral switch
position. In the stacked dot system in the absence of the static electric field the exci-
ton tends to uniform, symmetrical distribution in the dot compare to the elongation
in the [110] or [11¯0] when the field is on. The probability distribution in the ring is
somehow always on, therefore one pretty useful degree of freedom is lost. As previ-
ously, this effect can be quantified by measurement of the lateral polarizability. The
mechanism of the lateral switching in stacked ring will compared to the one in the
dot system and possible application discussed.
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Conclusions
In this thesis the results obtained from the simulations using path integral Quan-
tum Monte Carlo for the the interacting electrons and holes were presented. It was
demonstrated that the correct treatment of strain and piezoelectric field together with
correlations in Coulomb interacting system is extremely important.
In Chapter 2 the theory of the path integral Quantum Monte Carlo (PI-QMC)
was described and its relation to the thermal density matrix and statistical Monte
Carlo sampling of the path integral using Metropolis algorithm discussed. The ways
of improvement of the efficiency of the PI-QMC calculations throughout application
of exact sampling of the free particle density matrix and multi-level sampling of the
paths. The Pauli’s exclusion principle states that two identical fermions can not
occupy the same quantum state simultaneously. In the path integral approach this
rule is known as the fermion sign problem. It was shown that exclusion principle in
PI-QMC simulations can be successfully maintained by introduction of the fixed-node
approximation. Finally the implementation of the excitonic recombination rate into
path integral quantum Monte Carlo formalism was discussed and it was shown that
recombination rate is a ratio of the thermal trace and radiative configurations of the
electron-hole pairs.
In Chapter 3 the accuracy of the PI-QMC method was tested against analytical
and other frequently used numerical methods. In particular the shifted 1/N expan-
sion method was discussed. Written by myself test codes for two identical, Coulomb
interacting fermions, based on this non-perturbative approach demonstrates excep-
tional agreement with used by us the PI-QMC program and also with other numerical
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methods. All these test were coded using analytical expression, parabolic potential
for quantum dot and Mexican hat for ring structure.
In Chapter 4, atomistic model of nanostructure computed using Qdot-tools was
outlined. The strain resulting from the crystal lattice constant mismatch between InAs
and GaAs was discussed and the valence force field method used to relax strain field
in the atomistic model explained. The two-band effective mass model Hamiltonian
calculated from atomistic model was introduced and effect of the strain on the valence
band structure, especial the heavy hole light hole splitting discussed. It was shown
that in the highly strained vertical structures the light hole and split-off energy band is
significantly shifted with respect to the ground state heavy hole energy, therefore our
two-band effective mass model is more than sufficient to correctly simulate the ground
state the electron and heavy hole properties. Strain effects in the atomistic model
allowed us to calculate piezoelectric domain by solving Poisson equation using a fast
Fourier transform. The Poisson solver software initially designed for single structures
by former member of Heriot-Watt semiconductor theory group Peter McDonald was
then extended and improved by me to handle the vertically stacked structures.
Chapter 5 was dedicated to the lateral switching of the excitonic probability dis-
tribution in the vertically stacked quantum dot system. The single and vertically
stacked system was introduced with more accurate confinement potential for the elec-
tron and hole modified by strain and piezoelectric field inclusion. It was demonstrated
that effect of strain and piezoelectric contribution strongly affects the electron and
hole probability distribution and exciton localization in the structure. It was found
that the effect of piezoelectric field on the exciton localization in the stacked sys-
tem can be accurately controlled using a vertical electric field. On the other hand
this effect is completely absent in the single dot structures. It was pointed out that
the lateral switching of the exciton probability distribution could be experimentally
observed through polarizability measurements for exciton.
In Chapters 6 and 7 the vertically stacked quantum ring structures were dis-
cussed characterised by varying inter-ring separation. The fabrication method was
introduced and basic properties outlined. The atomistic model of vertically stacked
quantum ring was then introduced and properties of the model such as strain compo-
nents and resulting from them piezoelectric domain distribution as a function of ring
separation were discussed in details. It was shown that charge carriers dynamics in the
vertically stacked ring should be analysed in two regimes. For small ring separations
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the tunnelling coupling dominates as the inter-ring barrier is small, with larger ring
separation the tunnelling coupling is suppressed due to the large ring separation and
strong strain field which affects the electron and hole mobility. The recombination
rate of the electron and hole in exciton and bi-exciton demonstrates good agreement
with these coupling regimes and also shows that the vertically coupled structures are
in the intermediate to weak confinement regime. It was also found that a vertical
electric field applied to the vertically coupled ring induces exciton lateral switching
similar to the one observed in the stacked dots.These results are in excellent agreement
with experimental data and other theoretical studies.
The atomistic models studied in this thesis were limited to InGaAs alloys. An
obvious extension to the work presented in this thesis would be use of other compounds
such as GaSbAs. In this Type-II material the electron is localized in the bulk GaAs
material outside the structure while the hole is confined to the nanostructure. This
completely different, from InGaAs, distribution would make this system an interesting
alternative with which to investigate discussed in Chapters 5 and 7 lateral switching
phenomenon and coupling regimes.
One of the main motivations of this thesis is to demonstrate that even two-
band effective mass model Hamiltonian PI-QMC can be useful simulation method
to explore physical properties of semiconductors leading to interesting predictions
and confirmation of experimental data. The path integral quantum Monte Carlo is
constantly developing and evolving, this includes its application to low dimension
nanostructures, which will open many new potential applications however there is
still plenty to do.
Among the routes to improve is the limitation to only two band effective mass
model Hamiltonian which allows us study only heavy hole exciton. The improvement
can be done by, for instance, implementation of non-parabolic energy bands in PI-
QMC.
The second very important problem is treatment of indistinguishable particles.
Plenty of interesting problems involves investigation of excited states and full scale
many body problems. Unfortunately, deficiency of accurate and efficient technique to
treat interacting fermions significantly limits our capabilities of exploring such sys-
tems. As was described in Chapter 2 the fermion sign problem can be overcome using
two ways. In the first one we can obtain accurate expression by explicit computation
of many particle system determinant, albeit efficiency of this approach is low. On the
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other hand, using fix-node approximation one can improves efficiency at the cost of
accuracy. At the present there is not any other technique which provides both.
Finally, an inclusion of magnetic field is a real challenge, however it could open
new possibilities of exploring the single and stacked quantum rings magnetic proper-
ties, such as Aharamov-Bohm effect. Implementation of magnetic field into PI-QMC
results in the complex phase factor which enters the density matrix, which needs to be
sampled and breaks the simulation, even if a simulation of single particle in magnetic
field is attempted.
PI-QMC was designed to utilise to the maximum many core machines through
efficient parallelization of computation process. Most of the simulations presented in
this thesis was done on the Heriot-Watt cluster computers, however quality of the data
obtained from simulations performed on Intel i7 cpu demonstrate equally good results
with relatively small statistical error. This leads to the conclusion that the PI-QMC
run even on the modern desktop computer can be an excellent tool to investigate
problems in condensed matter physics and quantum field theory.
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Corrections to the energy
eigenvalues
A.1 Corrections to the energy eigenvalues
The zeroth-order of λn is given by,
λ(0)n = 0 +
(
n+
1
2
~ω
)
, (A.1)
with 0 of the form,
0 =
~2k¯2 − 2k¯~2(2− a) + ~2(1− a)(3− a)
8mk¯
+
r20k¯V (r0)
Q
. (A.2)
The higher order corrections to the energy eigenvaluse calculated using shifted 1/N
expansion are presented below, following [196]. First-order correction results from the
diagonal terms of matrix element Vij ≡ 〈i |V | j〉,
λ(1)n = Vnn =
1
k¯
[(1 + 2n)µ˜2 + 3(1 + 2n+ 2n
2)µ˜4
+
1
k¯2
[
(1 + 2n)ζ˜2 + 3(1 + 2n+ 2n
2)ζ˜4 + 5(3 + 8n+ 6n
2 + 4n3)ζ˜6]
(A.3)
Second correction results from the product of matrix elements,
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λ(2)n =
∑
i 6=n
VniVin
λni
= − 1
k¯~ω
[µ˜21 + 6(1 + 2n)µ˜1µ˜3 + (11 + 30n+ 30n
2)µ˜23]
− 1
k¯2~ω
[(1 + 2n)µ˜22 + 12(1 + 2n+ 2n
2)µ˜2µ˜4 + 2(21 + 59n+ 51n
2 + 34n3)µ˜24
+2µ˜1ζ˜1 + 6(1 + 2n)µ˜1ζ˜3 + 30(1 + 2n+ 2n
2)µ˜1ζ˜5 + 6(1 + 2n)µ˜3ζ˜1
+2(11 + 30n+ 30n2)µ˜3ζ˜3 + 10(13 + 40n+ 42n
2 + 28n3)µ˜3ζ˜5] + O
(
1
k¯3
)
,
(A.4)
where λnj = λ
(0)
n − λ(0)j . Most quantum mechanical handbooks terminates expansions
at this point, however another two higher order corrections are possible to derive in
the framework of shifted expansion. Third-order correction is calculated using,
λ(3)n =
∑
i,j 6=n
VniVijVjn
λniλnj
− Vnn
∑
i 6=n
VniVin
(λni)2
=
1
(k¯~ω)2
[4µ˜21µ˜2 + 36(1 + 2n)µ˜1µ˜2µ˜3 + 8(11 + 30n+ 30n
2)µ˜2µ˜23 + 24(1 + 2n)µ˜
2
1µ˜4
+8(31 + 78n+ 78n2)µ˜1µ˜3µ˜4 + 12(57 + 189n+ 225n
2 + 150n3)µ˜23µ˜4] + O
(
1
k¯3
)
.
(A.5)
Finally the fourth-order correction is found using following relation,
λ(4)n =
∑
i,j,k 6=n
VnlVijVjkVkn
λniλnjλnk
−
∑
i,j 6=n
Vni(VinVnj + 2VnnVij)Vjn
(λni)2λnj
+ |Vnn|2
∑
i 6=n
VniVin
(λni)3
= − 1
k¯2
1
(~ω)3
[8µ˜1
3µ˜3 + 108(1 + 2n)µ˜1
2µ˜3
2 + 48(11 + 30n+ 30n2)µ˜1µ˜3
3
+30(31 + 109n+ 141n2 + 94n3)µ˜3
4] + O
(
1
k¯3
)
,
(A.6)
where,
µ˜j =
µj
(2α)j/2
, ζ˜j =
ζj
(2α)j/2
, α =
mω
~
, j = 1, 2, 3, .... (A.7)
and where,
ω =
√
3~2
4m2
+
r40V
′′(r0)
mQ
=
~
2m
√
3 +
r0V ′′(r0)
V ′(r0)
, (A.8)
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µ1 =
(2− a)~2
2m
, (A.9)
µ2 =
−3(2− a)~2
4m
, (A.10)
µ3 = − ~
2
2m
+
r50V
(3)(r0)
6Q
, (A.11)
µ4 =
5~2
8m
+
r60V
(4)(r0)
24Q
, (A.12)
ζ1 = −~
2(1− a)(3− a)
4m
, (A.13)
ζ2 =
3~2(1− a)(3− a)
8m
, (A.14)
ζ3 =
~2(2− a)
m
, (A.15)
ζ4 = −5~
2(2− a)
4m
, (A.16)
ζ5 = −3~
2
4m
+
r70V
(5)(r0)
120Q
, (A.17)
ζ6 =
7~2
8m
+
r80V
(6)(r0)
720Q
. (A.18)
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Particle in a three-dimensional
harmonic oscillator
B.1 Particle in a three-dimensional harmonic os-
cillator
In this example a single particle is confined to a three-dimensional dimensional, har-
monic trap of strength 30 meV at temperature 10 K. The Simple Harmonic Oscillator
(SHO) is an important example because the exact analytical solution and density ma-
trix are well known. Here, a one-dimensional harmonic oscillator in thermodynamic
equilibrium will be consider for simplicity, as the mean thermal energy 〈Hˆ 〉 of an
oscillator in three-dimensions is three times that of a one-dimensional oscillator with
the same frequency.
A system in thermal equilibrium with a heat reservoir at temperature T is an
important example of a statistical mixture. The set of eigenstatets of Hˆ contains
a broad spectrum of various possible dynamic states. A given eigenstate which con-
tributes with a different statistical weight depends on the eigenvalues of Hˆ and is
proportional to exp{− E
kBT
}, where E is eigenenergy, T is temperature of the sys-
tem and kB is the Boltzmann factor. The density operator is used to a system in
thermodynamic equilibrium,
ρ =
∑
n
pnρn =
∑
n
pn |ρn〉〈ρn| . (B.1)
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One can define the eigenstate of Hˆ as follows {|ρn〉} then, Hˆ |ρn〉 = En |ρn〉 . Then
pn = N exp{− EnkBT }, where the normalization constant N makes the total probability
equal to 1.
ρ =
∑
n
N exp{− En
kBT
} |ρn〉〈ρn| = N exp{− Hˆ
kBT
}
∑
n
|ρn〉〈ρn|︸ ︷︷ ︸
1
= N exp{− Hˆ
kBT
}.
(B.2)
Our intention is to calculate the partition function for the harmonic oscillator. We
require Tr{ρ} = Tr{N exp{− Hˆ
kBT
}} = 1 then,
Z =
∞∑
n=0
〈
ρn
∣∣∣∣∣exp{− HˆkBT }
∣∣∣∣∣ ρn
〉
=
∞∑
n=0
exp
{
−(n+
1
2
)~ω
kBT
}
= exp
{
− ~ω
2kBT
} ∞∑
n=0
exp
{
−n~ω
kBT
}
.
(B.3)
Using the expansion 1
1−x = 1 + x + x
2 + x3 + · · · = ∑∞n=0 xn, the sum in Eq.(B.3)
yields,
∞∑
n=0
exp
{
−n~ω
kBT
}
=
∞∑
n=0
(
exp
{
− ~ω
kBT
})n
=
1
1− exp
{
− ~ω
kBT
} , (B.4)
therefore partition function Z can be expressed as,
Z =
exp
{
− ~ω
2kBT
}
1− exp
{
− ~ω
kBT
} . (B.5)
The mean energy of the system yields,
〈
Hˆ
〉
= Tr
{
ρHˆ
}
=
Tr
{
exp
{
− Hˆ
kBT
}
Hˆ
}
Z
=
∑∞
n=0
(
n+ 1
2
)
~ω exp
{
−(n+
1
2)~ω
kBT
}
Z
= kBT
2 1
Z
dZ
dT
.
(B.6)
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In Eq.(B.6) the following property was used,
dZ
dT
=
d
dT
(∑∞
n=0
(
n+ 1
2
)
~ω
kBT
)
=
1
kBT 2
∞∑
n=0
(
n+
1
2
)
~ω exp
{
−
(
n+ 1
2
)
~ω
kBT
}
(B.7)
Using Eq.(B.5) one can simplify Eq.(B.7) as follows,
dZ
dT
=
~ω
2kBT 2
exp
{
− ~ω
2kBT
}
1− exp
{
− ~ω
kBT
} + exp
{
− ~ω
2kBT
}
(
1− exp
{
− ~ω
kBT
})2 ~ωkBT 2 exp
{
− ~ω
kBT
}
=
~ω
2kBT 2
Z +
1− exp
{
− ~ω
kBT
})Z ~ω
kBT 2
.
(B.8)
Eq.(B.8) leads to Planck’s formula (to within a constant 1
2
~ω) for the mean energy of
the quantized oscillator,
〈H 〉 = 1
2
~ω +
~ω
exp
{
~ω
kBT
− 1
} . (B.9)
The energy of such a system is E(x, p) = p
2
2m
+ 12mω2x2. The mean energy in ther-
modynamic equilibrium at temperature T takes a form,
〈E〉 =
∫∞
−∞
∫∞
−∞E(x, p) exp
{
−E(x,p)
kBT
}
dxdp∫∞
−∞
∫∞
−∞ exp
{
−E(x,p)
kBT
}
dxdp
= kBT. (B.10)
If the temperature kBT  ~ω then the three-dimensional quantum mechanical har-
monic oscillator energy is 〈H 〉 = 3
2
~ω + 3~ω exp
{
− ~ω
kBT
}
=45 meV for a 30 meV
confining potential. The value of the energy calculated using a 1/N shifted expan-
sion yields exactly 45 meV, which corresponds to the ground state of the system. In
PI-QMC two different approaches are possible. In the first case the primitive ac-
tion can be applied, whose convergence to the exact value depends on the number of
time-slices used in the simulation; obtained in this manner the value of energy was
44.91±0.098 meV. On the other hand, use of the exact action results in the desired
value of 45 meV.
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