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sería  la Captura de Movimiento  (Mocap) Óptica, pero  su principal desventaja  es  su 
elevado  coste. Si queremos que  la  implantación de  este  tipo de dispositivos  sea una 
realidad para el usuario común es necesario que existan soluciones mucho más baratas.  
 





1.1. Resumen en castellano 
 
El proyecto consta de tres etapas: 
• Primera  fase  se  diseñará  e  implementará  los  algoritmos  necesarios  para 
capturar  la  localización de puntos de  luz en WebCams comunes y  la posterior 
reconstrucción de las coordenadas tridimensionales de estos puntos en tiempo 
real, para así obtener un  ratón 3D multipuntero que  facilite el  tratamiento de 
aplicaciones inherentemente tridimensionales. 
• Segunda  etapa,  una  vez  conseguido  la  reconstrucción  de  puntos  de  luz,  se 
intentará enriquecer el API de este dispositivo posibilitando distintas funciones 
como  Reconocimiento  de  Gestos,  o  aumentar  la  eficacia  del  proceso  de 
reconstrucción 3D basándolo en esqueletos. 
• Finalmente  se  desarrollará  un  número  variable  de  programas  demostrativos 










1.2. Resumen en inglés 
Our project is developed in three stages:  
• In  the  first  stage we will  design  and  implement  the  needed  algorithms  for 
capturing  light  dots  with  ordinary  WebCams,  and  then  reconstruct  the  3D 
coordinates  in  real  time.  The  result  will  be  a  3D  mouse  with  multi‐point 
capabilities, giving us a new way of using 3D applications.  
• On the second stage, once we have captured the 3D information of the points, 
we  will  try  to  enrich  the  device’s  API  by  allowing  new  possibilities  like 
Gestures  Recognition,  or  increasing  the  reliability  of  the  3D  reconstruction 
algorithm using bones.  
• Finally,  we  will  develop  some  demonstrative  applications  that  use  our 
technology,  for  example:  An  RGB  colour  selector,  a  simulator  of  camera 
position and orientation in a 3D universe, or a Mouse Device Driver. 
 
We  have  chosen  C#  as  the  implementation  language  because  its  productivity, 
interoperability  with  C++  for  device  driver  development,  and  integration  with 



















• La  empresa de videojuegos Nintendo ha  apostado 








• Un  investigador  de  Apple  Computer  ha 






• El  nuevo  sistema  operativo  de  Microsoft, 
Windows  Vista  generaliza  sus  ventanas  a  3 





• Logitech  ha  comprado  3DConnexion  empresa  líder  en  la  creación  de 
dispositivos para el control de aplicaciones tridimensionales.  
2.1. Dispositivos similares 
 
Actualmente, existen muchas alternativas en el mercado en  cuanto a dispositivos de 













Como  hemos  dicho,  hoy  por  hoy  la  tecnología  que  mejor  puede  satisfacer  estos 
requisitos es la que utilizan los sistemas de Motion Capture Ópticos: 
• Precisión:  de  todas  las  tecnologías  de Motion  Capture,  la Óptica  es  la más 
precisa. 












dispositivos  de  captura.  Podíamos  elegir  entre  Tarjetas  Capturadoras  y  WebCams, 
siendo ambas posibilidades relativamente baratas (la opción de Tarjetas Capturadoras  








En  cuanto  al  software,  queríamos  desarrollar  una  aplicación  al  alcance  de  todos, 
realizada  con  el  sistema  operativo  más  extendido,  Windows,  y  la  tecnología  líder 
desarrollada  para  éste:  .Net  Framework.  Puesto  que  esta  plataforma  cumplió  las 




2.2.1. Recursos Hardware 
 
La  elección  del  hardware  es  importante,  pues  influye  directamente  en  la  solución: 







Las  tarjetas  capturadoras  capturan  video  y  audio  en  tiempo  real  al  disco  duro  del 
ordenador y en formato televisivo (PAL 768X576, DV 720X576 y a 25 fps). 
 
Dichas  tarjetas están especialmente diseñadas para  sistemas de  seguridad. Puede  ser 





a  aparecer  en  las  líneas  superiores y  sucesivamente  se van  rellenando  el  resto hasta 
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llegar a  las  líneas  inferiores. Un único  fotograma no es mostrado “de golpe”, sino de 
modo  secuencial.  Este  proceso  de  actualización  de  líneas  es  tan  rápido  que,  en 
principio, a nuestro ojo le pasa desapercibido y lo percibimos todo como un continuo.  





Hay  dos  tipos  de  tarjetas  capturadoras:  las  que  capturan  por  software  y  las  que  lo 
hacen por hardware. 
 
• Capturadoras por  software:  la CPU procesa  todo el  trabajo,  tanto  si  capturamos 





• Capturadoras  por  hardware:  también  conocidas 
como  tarjetas  de  edición.  Presentan  la  ventaja 
de poder capturar video con gran calidad y sin 
ocupar mucho espacio gracias a  la compresión 
en  tiempo  real  que  realizan,  además  hacen 
prácticamente  todo  el  trabajo  liberando  a  la 







una  tarjeta  capturadora  PCI  y  4  cámaras 








imagen  totalmente  oscura  con  únicamente  los  puntos  de  luz  visibles. 
Esta  última  desventaja  es muy  importante,  pues  debemos  trabajar  en 
escenas  lo más oscuras posibles, siempre que  las  luces que exponemos 







Un  dispositivo  WebCam  consiste  en  una  cámara,  por  lo  general,  de  no  muy  alta 
calidad, que  se  conecta  al ordenador por un puerto USB.  Su utilización principal  es 
para hacer videoconferencia por Internet. El cuello de botella se encuentra por tanto en 






















Ya  avanzado  el  proyecto,  utilizamos  también  otro  modelo  de  WebCam,    USB 
Chatcam2, pues  ésta  también posee driver múltiple  (condición necesaria), y  además 
posee mayor control del tiempo de exposición.  
 





















múltiples  dispositivos  conectados  en  una  estructura  de  árbol  utilizando 
dispositivos hub especiales. Se pueden conectar hasta 127 dispositivos. 
 





‐ Los  hubs USB  1.1 disponen de  un  ancho de  banda de  12 Mbit/s debiéndose 
repartir entre todos los dispositivos (USB 1.1) conectados. 
Los hubs USB  2.0 disponen de un  ancho de banda de  480 Mbit/s, que, de  la 




es  debido  a  que  la  inserción  de  cada  dispositivo  dentro  del  flujo  es 






























• Interrupt: para  teclados y  ratones USB. Permite al ordenador  saber  cuando  se 
produce un  evento,  como una pulsación de  tecla o movimiento de  ratón,  sin 
necesidad de estar comprobando periódicamente el puerto USB. 
• isocronous:  las webcams  trabajan en modo  isócrono  (“en  tiempo real”), porque 
necesitan  siempre un mínimo de  ancho de  banda para  ellos.  Siempre  que  se 
conectan  dos  dispositivos  USB  que  trabajen  con  el  protocolo  isócrono  y 
necesiten una cierta cantidad de ancho de banda, quedará muy poco disponible 










Todas  las  cámaras  permiten  variar  el  tiempo  de  exposición:  el  tiempo  en  que  el 
obturador está abierto permitiendo entrar  la  luz. Cuando el  tiempo de exposición es 
pequeño  las  imágenes son más oscuras, mientras que cuando es grande  las  imágenes 
son más claras y se aprecia el efecto ‘motion blur’.  
 
En  nuestro  caso,  queremos  que  las  cámaras  capturen  puntos  de  luz  artificiales 





























En  la  imagen  con  baja  exposición,  los  puntos  de  luz  son  claramente  diferenciados, 
mientras que con una alta exposición tanto los puntos de luz como el entorno, son de 








con  un  tiempo  de  exposición  fijo,  ésta  se  queda  a  un  subconjunto  de  la 
luminosidad  posible. Cualquier  objeto más  brillante  será  considerado  blanco 
puro (255), y cualquier objeto más oscuro será negro (0).  
 
Si sobre esta  imagen discreta aplicamos filtros, podremos  jugar con  los valores de 
luminosidad de la imagen, pero nunca podremos diferenciar entre dos tonalidades 
que se salgan del  intervalo de  luminosidad capturado, por ejemplo: Una camiseta 



































































(Semiconductor  Complementario  de Metal‐Óxido).  Ambos  emplean  como  principio 
básico para la obtención de la imagen el efecto fotoeléctrico, en el cual la incidencia de 
luz  sobre un cierto metal produce una  intensidad de corriente eléctrica directamente 
proporcional  a  la  intensidad  de  ésta.  La  superficie  de  ambos  tipos  de  chips  es  un 
conjunto de pequeñas células  fotosensibles,  llamadas píxeles o canales, que captan  la 
luz y generan la carga eléctrica. 
 
























En  el  mercado  el  de  mayor  amplitud  disponible  es  un  ángulo  de  72º,  aunque  la 
mayoría son de 42º.   
• Driver múltiple 
Entendemos por  ‘driver múltiple’  la  capacidad de un driver de  funcionar  con varias 
webcams del mismo modelo simultáneamente (con modelos distintos es más sencillo). 
Sorprendentemente,  esta  característica  es  muy  poco  común  entre  las  webcams,  y 







2.2.2. Recursos Software 










Hemos  incrementado  la calidad del proyecto. Al  reutilizar componentes software 
en  repetidas  ocasiones,  dichos  componentes  ofrecen  garantías  de  que  la  ‘pieza’ 
















medio  camino  entre  el desarrollo de videojuegos, drivers de dispositivos y  software 
científico)  los  requisitos que debía cumplir  la plataforma si  lo eran: Productividad, y 
Eficiencia computacional del ejecutable. 
 








































La  mayor  parte  del  código  que  hemos  reutilizado  proviene  de  Microsoft  .Net 
Framework 2.0 (tipos primitivas, colecciones genéricas, diseño de formularios…), y de 


















En  un  principio  utilizamos  Sharp3D  como  base  para  todos  nuestros  algoritmos  de 
carácter  matemático,  sin  embargo  a  medida  que  Managed  DirectX  fue  tomando 
relevancia en el proyecto comenzaron a haber demasiadas conversiones entre los tipos 
primitivos  de  Sharp3D  y  los  de  DirectX.  Además,    Sharp3D  utiliza  la  filosofía  de 
OpenGL  en  su  funcionamiento:  column‐vectors y un  sistema de  coordenadas Right‐
Handled.  
 
Decidimos  por  tanto  homogeneizar  el  código  y  utilizar  sólo  los  tipos  primitivos  de 
Manager  DirectX,  pues  son  más  rápidos  (al  estar  internamente  programados  en 
ensamblador)  y más  completos,  portando  los  algoritmos  y  tipos más  complejos  de 


























excelente  librería  de  inteligencia  artificial  del  motor  para  videojuegos  Haddd  para 


















Sin  embargo,  no  hay  código  reutilizado  de  estos  dos  artículos,  simplemente  nos 
sirvieron como base para desarrollar nuestro propio algoritmo. 
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3. Diseño e Implementación 
 
En dicho apartado explicaremos extensamente el funcionamiento de nuestro proyecto. 
Sin  embargo,  antes  de  implementar  cualquier  solución  software,  es  necesario 















• Rendimiento: Es necesario que  el proceso  sea  lo más  rápido posible, pues  el 
tiempo de respuesta influye por completo en la satisfacción del usuario.  
• Visibilidad: La visibilidad es  la capacidad de una arquitectura  (y proceso) de 
mostrar resultados desde el primer día. Puesto que, el nuestro, se  trata de un 
proyecto de  investigación,  teniendo por  tanto un nivel de  riesgo muy alto, es 
necesario poder ver el resultado de cada uno de los pasos del proceso a medida 
que se van construyendo.     
• Tolerancia  a  fallos: Definir  que  ocurre  cuando  falla  una  cámara  o  está mal 
calibrada, desaparece un punto… 











3.1.1. Arquitectura de componentes 
 
En el apartado 3.4 Arquitectura comentábamos que  la responsabilidad del modelo de 
componentes  en  nuestra  práctica  iba  a  ser  satisfacer  dos  requisitos  concretos: 
visibilidad y facilidad de uso por programas de terceros.  
 
Si bien  la  facilidad de uso  es un  concepto más  subjetivo y que puede  resolverse,  en 
última  instancia,  mediante  la  utilización  de  una  fachada  que  resuma  todo  el 
funcionamiento  del  sistema,  la  visibilidad  es  un  requisito  más  difícil  de  satisfacer, 
requiriendo de más atención en el diseño de la solución.  
 
Hacer  software  visible,  es hacer  software por  componentes, de manera  que  éstos  se 
puedan probar independientemente del resto de la solución.  
 








































para  esquivar  esta  restricción.  A  ésta  técnica  se  le  llama  Inversión  de  Control. 
(http://en.wikipedia.org/wiki/Inversion_of_Control). 
 
En  cierto modo,  el  problema  que  resuelve  la  Inversión  del  Control  es  el  problema 
fundamental de la arquitectura de software y el que motiva la aparición de la mayoría 
de  los  patrones  de  diseño  del  GoF  (Gang  of  Four,  compuesto  por  Erich  Gamma, 
Richard Helm, Ralph Johnson y John Vlisides). 
 

































EventHandler dela = new EventHandler(miObjeto.Funcion);  







Y  concatenarse, generando una  lista  enlazada de  funciones que han de  ser  llamadas 
consecutivamente:  
 









• Si  bien  la  gente  debería  suscribirse  con  los  operadores  de  concatenación  o 
suscripción (+=) y desubscripción (‐=), nada evitaría que utilizaran el operador 





• De  la misma manera, nada evitaría que desde  fuera de  la clase se  invocara al  
delegado desde su propiedad.  
  
button1.Click(); //Llamada desde fuera 
 








private EventHandler click; 
public event EventHandler Click 
{ 
  add { click += value; } 
  remove { click -= value; } 
} 
 








public event EventHandler Click 
{ 
  add; 
  remove; 
} 
 




public event EventHandler Click 
 
La sentencia anterior(Código 3)  es automáticamente reemplazada por el compilador a: 







Tanto  los  requisitos  arquitectónicos,  como  la  propia  idea  intuitiva  del  algoritmo 
general de Reconocimiento de Puntos  llevan  a una  solución  arquitectónica  evidente: 
Un Pipeline. 
 


































Es por  ello que  casi  todas  estas  etapas pasan  el  control de unos  a  otros  a  través de 
eventos,  lo que permite,  además,  insertar  escuchas  a  lo  largo del proceso, pudiendo 
visualizar los resultados intermedios lo que facilita enormemente la depuración.  
 
Gracias  a  esta  arquitectura  hemos  podido  visualizar  resultados  desde  el  primer 






Desde  un  punto  de  vista  arquitectónico,  el  proyecto  está  dividido  en  diferentes 
componentes o, en  la  jerga de  .Net, proyectos. Los principales tipos de proyectos que 
podemos encontrar en .Net son las DLLs y los EXEs. Ambos exponen código ejecutable 







problemática  del  proyecto  de  una  manera  abstracta,  desde  la  captura  de 
imágenes  hasta  la  identificación  de  Puntos3D.  Se  encuentra  también  la  clase 
Loader3D, que unifica la manera de trabajar de la aplicación.   
• Evolutivo: Dependiente del core, es el encargado de gestionar el algoritmo de 
posicionamiento  evolutivo  de  las  cámaras,  útil  para  configurarlas 
cómodamente desde la interface de usuario. 
• Interface de Usuario: Depende de  las anteriores, y se encarga de configurar y 























Su misión  principal  es  doble:  permite  configurar  el  sistema  en  un  XML,  y  expone 










que  es  necesario  incluir  por  una  aplicación  de  terceros  que  quisiera  incorporar 
HIDOptico3D.Estos son sus componentes:  
 





la  captura  con  las  cámaras  (configuración de  la  resolución),  construir  los bitmaps, y 
homogeneizar el interface para webcams y ficheros de video (avi, mpg…).  
 
Puntos2D.dll: Analiza  la  imagen  (Bitmap) capturada por  las cámaras y reconocer  las 
regiones  de  luz,  anotando  sus  características.  Se  encarga  también  de  evaluar  estas 
características y filtrar todos aquellos puntos que no alcancen una nota determinada. 
 





gracias a saber  la posición y orientación de  las cámaras y, ayudado por  las clases de 
sincronización,  une  la  información  de  todas  las  cámaras  y  la  mezcla  usando  el 




El grupo evolutivo no es necesario que  se  incluya en programas de  terceros, pero  si 
constituye  una  funcionalidad  abstraída  de  la  interface,  que  debe  estar  en  dlls 
independientes, estos son sus componentes:  
 
EvolutionaryComputing.dll:  Versión  personalizada  de  la  librería  de  IA  del  motor 
HADDD. Contiene  las  clases  de  propósito  general  para  el  desarrollo  de  algoritmos 
genéticos. 
 
PosicionamientoEvolutivo.dll:  Concreta  el  sistema  autocalibación  de  la  cámaras, 
definiendo  las operaciones de  reproducción y mutación  entre  individuos de  la  clase 
PosicionCamara, que tienen una posición (punto) y una orientación (cuaternión).  
 













Configuracion.dll:  Gestiona  todos  los  parámetros  de  configuración,  desde  la 
resolución de captura de las cámaras, a los parámetros de identificación de los puntos 
3D,  en  clases  estáticas de manera  que  son  cómodamente  accesibles  desde  cualquier 
parte. Define también las clases (no estáticas) para serializar estos datos a un fichero.  
 















clases de datos. Las  clases de procesamiento permanecen  con  el  ciclo de  vida de  la 
aplicación, y son  las encargadas de  transformar  las clases de datos de un  tipo a otro. 




En este diagrama  se puede observar,  también,  como  las dependencias van desde  las 
clases  de  mas  alto  nivel  (Identificación  3D)  a  las  de  mas  bajo  nivel  (Captura  de 
imagen), y nunca al revés.  
 
Sabemos,  sin  embargo,  que  la  ejecución  del  código  va  en  sentido  inverso.  Esto  es 
posible porque  lo hace a  través de  los eventos que  tiene cada clase de procesamiento 
(con el icono   debajo de cada clase).  
 















proyecto.  En  su  caso  el  sistema  está  limitado  a  dos  cámaras    en  una  posición  fija. 
http://www.microsoft.com/spanish/msdn/estudiantes/eventos/imaginecup2006.asp 
  
Es  el  background  matemático  del  que  estamos  tan  orgullosos,  con  primitivas  como 








‐ Posición  y  orientación  arbitrarias:  En  nuestro  proyecto,  cada  una  de  las 
cámaras  que  utilicemos  puede  estar  situada  y  orientada  hacia  donde  quiera. 
Evidentemente  existen  mejores  posiciones  que  otras,  teniendo  en  cuenta 
factores  como  la  oclusión  o  los problemas de precisión  si dos  cámaras  están 
muy cerca pero, de nuevo, éste es un problema físico, no de nuestro algoritmo.  
‐ Características de  la  cámara:  ¡Permite utilizar distintos  tipos de  cámaras,  con 
distinto  Aspect  Ratio  y  Field  of  View,  y  capturando  a  distintas  resoluciones 
simultáneamente! 
‐ Auto Calibración: Aunque no se trata de un grado de libertad por si mismo, es 









3.2.1. Algebra y matrices 














Para  un  punto  en  3D  una  matriz  3x3  podría  parecer  suficiente.  Sin  embargo  la 
operación  traslación no se puede  representar en ésta  forma matricial pues no es una 
combinación  lineal de  las  3  coordenadas.  Surge por  tanto  el  concepto de matrices y 

















































dicho  punto,  basta  trasladar  el  objeto  antes  de  rotar,  de  forma  que  el  origen 






























































































3.2.2. Matriz de proyección 
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Una proyección de perspectiva es  responsable de hacer que  los objetos cercanos a  la 
cámara se vean más grandes que los objetos en la distancia. Ejecuta una división para 
reducir  y  aumentar  los  objetos  dependiendo  de  la  distancia  al  observador.  Es 






















































































3.2.3. Inversa de matriz de proyección 
 
En el punto  ‘3.2.2. Matriz de proyección’ hemos explicado como dicha matriz, por sí 
misma,  no  realiza  la  proyección.  Tal  vez,  deberíamos  hablar  más  de  ‘matriz  de 
proyección inversa’ que de inversa de matriz de proyección. 
Existen  transformaciones  que  no  se  pueden  invertir,  pues  al  realizar  la  primera 
transformación perdemos datos de la situación inicial. 
Esta  es  una  de  las  citadas  situaciones,  al  realizar  la  primera  transformación  hemos 
perdido la coordenada z. Debido a esto, multitud de puntos se proyectan al mismo, en 
concreto  todos  los que pertenecen  al  rayo que pasa por  el  origen de  la  cámara y  el 
punto proyectado. 
Un  rayo es una  región mayor en espacio que un punto, es aquí dónde  se percibe  la 
pérdida de  información. Podemos, sin embargo, recuperar esta  información cruzando 
rayos de distintas cámara. Esta es la razón por la que la razón por la que tener dos ojos 



























Los  dos  rayos  están  en  el mismo  plano, más 















1.‐  Realizamos  el  producto  vectorial  entre  las 
direcciones de los dos rayos(rayo A y rayo B), a este 
vector  le  llamamos  cDir,  y  es  perpendicular  a 
ambos. Si el módulo del vector resultante es nulo, 
quiere decir que dichos rayos son paralelos.  




2.‐  Calculamos  el  producto  vectorial  entre  la 














dicho  vector  normalizado  y  el  punto  origen  del 
rayo B calculamos el plano bc. 




3‐En  el  caso  en  el  que  la  distancia  entre  los  dos 
puntos  solución  sea  nula,  significará  que  los  dos 
rayos  se  cruzan,  y  los  dos  rayos  pertenecen  al 
mismo plano. 
Si, por el contrario, la distancia entre los dos puntos 
es no nula, nos  encontramos  en  el  caso general, y 
los dos rayos no pertenecen al mismo plano. 
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números  complejos,  sin  embargo,  habría  que  dejarlo  para  una  explicación  mas 
exhaustiva, centrándonos aquí en su utilización para rotaciones en 3D.  
 
Se  trata  de  una  entidad matemática  compleja  pero  que,  sin  embargo,  sí  puede  ser 



















































Otra  consecuencia  de  esta  representación  es  que  si  negamos  una  cuaternión  (de  la 










exactamente  2  representaciones  en  forma  de  cuaternión.  Incluso  para  la  rotación 
identidad: (1 0 0 0) y (‐1 0 0 0). 
 








Nota: A  esta  operación  se  le  llama  conjugado  de  un  cuaternión,  para  conseguir  la 
inversa  deberíamos  dividir  por  el módulo  del  vector  (que  se  calcula  de  la manera 




producto  (¡ordenado!)  de  cuaterniones,  que  está  definido  de  una manera  similar  al 
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El  logaritmo  solo  acepta  cuaterniones  modulo  uno  (rotaciones).  Devolviendo 
cuaterniones sin parte real.   
 





Qe Q =ln  
 
Estas operaciones,  realmente,  tampoco son muy útiles por si mismas, pues no  tienen 
que  ver  con  rotaciones,  pero  si  son  herramientas  para  construir  la  potencia  de 
cuaterniones, definida como:  
 
Qtt eQ ln=  
 
Que si es realmente  interesante para rotaciones, pues permite graduar  la  ‘intensidad’ 
de una rotación:  0Q  es  la  identidad,  1Q  es  la rotación,  2Q  es el doble de  la rotación, 
5.0Q  la mitad… 
 
¡Conseguido!  Con  todas  estas  herramientas  ya  podemos  definir  la  interpolación  de 
rotaciones. Pues si la interpolación lineal de números está definida como:  
 
tabatbaslerp )(),,( −+=  
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Siendo  a,  b  y  t  números  reales,  si  redefinimos  a  y  b  como  cuaterniones  unitarios 
podemos hacer:  
 
tbaatbaslerp )(),,( 1−=    
 
Que  podría  interpretarse  de  la misma manera:  El  primer  cuaternión  a más  (por)  la 
diferencia  entre  b  y  a  (a‐1b)  graduada  entre  0  y  1  por  t  (usando  la  potencia  de 
cuaterniones). 
 
A  esta  operación  se  la  llama  Spherical  Linear  intERPolation.  Dicho  tipo  de 
interpolación es útil porque permite sin ninguna pega interpolar entre dos rotaciones.  
Es  una  operación  ternaria  que  acepta  tres  operandos.  Los  dos  primeros  son  los 




















































































Como  puede  verse  en  la  tabla,  los  cuaterniones  son  una  forma  alternativa  de 
representar una rotación a los, más conocidos, Ángulos de Euler y matriz de rotación. 
 
Un  cuaternión utiliza menos  espacio  en memoria para  albergar una  rotación que  su 
matriz  equivalente,  pero  sí  ocupa  más  espacio  que  sus  ángulos  eulerianos.  Esto 
significa que, a los tres grados de libertad que tiene un ángulo en 3D (coincide con los 
Ángulos de Euler), el cuaternión añade un grado de redundancia  (relacionado con  la 
restricción de que  sea módulo uno) mientras que  la matriz de  rotación 3x3 añade  ¡6 
grados  de  redundancia!.  Mientras  más  grados  de  redundancia  tenga  una 




















algoritmia  en  nuestro proyecto  ha  sido muy  alto,  teniendo una  gran  importancia  la 
eficiencia y tolerancia a fallos de éstos. 
 
Por  la misma  razón,  no  ha  habido mucha  oportunidad  para  reutilizar  software  en 














Esta  ilustración,  que  utilizamos  en  el  punto  ‘3.1.1.2.  Arquitectura  Pipeline’  para 
explicar  la arquitectura del proyecto y el problema de  las dependencias y  los eventos 





de  código que  interopera  con DirectShow mediante  la  tecnología COM  (ya un poco 
obsoleta) somos capaces de generar objetos de la clase Bitmap.   
 
El  Análisis  2D  consiste  en  analizar  estos  Bitmaps  capturados  y  extraer  de  ahí 
información  muy  sintetizada:  Una  lista  de  objetos  PuntoLuz2D  que  resumen  las 
características esenciales de cada región brillante encontrada en la imagen.  
 








Reuniendo  la  información  aportada  por  todas  las  cámaras,  los  RayosLuz3D,  somos 




















DirectX  es, hoy por hoy, un  estándar  en  el desarrollo de  aplicaciones multimedia  y 
videojuegos.  Su  utilización  habitual  es  a  través  de  COM,  la  antigua  tecnología  de 
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DirectX para  los  lenguajes manejados   por el CLR: C#, VisualBasic.Net, Managed C++, 
J#...  
 
Managed  DirectX,  sin  embargo,  es  una  solución  provisional  ante  la  aparición  de 
WinFX,  el API  de  programación  de Windows  Vista,  que  renueva  gran  parte  de  la 
arquitectura de DirectX, especialmente en el aspecto Gráfico.  
 
Por  este motivo, Microsoft  no  ha  definido  una  interface manejada  para  la  parte  de 
DirectX orientada a video: DirectShow.  
 
Esta  inconveniencia  lleva  a  tener  que  tratar  directamente  con  clases COM,  como  se 
haría en C++. Si bien  las posibilidades de  interoperatibilidad de  .Net con COM y con 
código  nativo  (Win32)  son muy  buenas,  tratar  con  código COM  tiene  inconvenientes 
intrínsecos: La  instanciación de  objetos,  el manejo de GUIDs,  las  interfaces COM  y, 










A  pesar  de  que  DirectShow  nos  abstrae 
del  hardware  concreto  de  captura 
(modelos de WebCam, o capturadoras de 
video),  Andrew  Kirillov  llega  más  lejos, 
unificando en la interface IVideoSource  la 
captura  de  video,  la  reproducción  de 
archivos  de  video,  y  la  descarga  por 
streaming  de  video  desde  internet  desde 
diversos formatos.  
 
Aunque  en un principio  incorporamos  la 
posibilidad  de  capturar  directamente 
desde  archivos  de  video  (en  lugar  de 
WebCams) a nuestro proyecto, finalmente 
no  hemos  utilizado  esta  funcionalidad. 





















Finalmente,  pensamos  en  incorporar  esta  funcionalidad  (cambio  de  resolución)  a  la 







3.3.2. Reconocimiento de puntos 2D 
 
La primera fase del algoritmo que permite reconocer puntos 3D en el espacio pasa por 
reconocer  puntos  2D  en  las  imágenes  entregadas  por  las  fuente:  cámara web  o  un 
archivo multimedia (AVI) previamente grabado.  
 






una manera de  traducir  esta definición  tan  imprecisa a algo que  el algoritmo pueda 
procesar. Resolveremos esto evaluando los puntos. 
 

















y  la  más  modesta  es  muy  alta.  Hay  que  ser  cuidadoso  jugando  con  los 














haya  usado  un  programa  de  retoque  fotográfico  como Adobe  Photoshop:  La  varita 
mágica, que permite seleccionar una región continua de un color similar. 
 
La  implementación básica de éste  tipo de algoritmos consiste en  llamadas  recursivas 




QuickFill mejora  ésta  implementación  en  dos  sentidos,  uno más  teórico  y  otro más 
práctico (a bajo nivel): 
 
‐  La  implementación  intuitiva,  al  hacer  llamadas  recursivas  de  una  manera 
desordenada, sufre de una gran cantidad de colisiones en píxeles ya visitados (intentos 
de  visitar  un  píxel  más  de  una  vez).  Además  tiende  a  ser  una  búsqueda  en 






con  el  tamaño  de  palabra  de  la  memoria  de  la  arquitectura  (4  bytes).  A  este 
desplazamiento de le llama stride.  
 




Basándonos  en  el  código  en  C++  de  John  R.  Shaw  en  su  artículo  de  CodeProject 
http://www.codeproject.com/gdi/QuickFill.asp  hemos  variado  la  implementación  de 
QuickFill, éstas son sus características: 
 
‐ No  comienza  la  exploración  en un punto dado  (varita mágica),  sino que  explora 





‐ Está  implementado  en C# utilizando  código  unsafe  que permite  la utilización de 
punteros para mejorar la eficiencia.  
 









Para  evitar  hacer  tantas  multiplicaciones  por  píxel,  estos  contadores  se  mantienen 
sincronizados.   
 
public List<PuntoLuz> BuscarPuntos() 
{ 
    Point size = PixelSize; 
    List<PuntoLuz> lpl = new List<PuntoLuz>();     
    LockBitmap(); 
    int posXY=0; 
    for (int y = 0; y < size.Y; y++) 
    { 
        PixelData* pPixel = PixelAt(0, y); 
        for (int x = 0; x < size.X; x++, posXY++, pPixel++) 
        { 
            if (!ba[posXY] && BuenColor(pPixel)) 
            { 
                int nx; 
                PuntoLuz pl = SuperFill(x, y, out nx, pPixel, posXY); 
                lpl.Add(pl); 
                int inc = nx - x - 1; 
                x += inc; 
                posXY += inc; 
                pPixel += inc; 
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            } 
        } 
    }         
    UnlockBitmap(); 




llama  al  algoritmo  SuperFill  que  explora  la  región  y  devuelve  un  PuntoLuz  con 




(xn)  hasta  que  se  encuentren  píxel  que  no  sean  ‘buen  color’  o  hayan  sido 
visitados, o se llegue al fin de la imagen. Cada nuevo píxel visitado se incluye 
en la información de la región (PuntoLuz). 




De  ésta  manera  se  reduce  considerablemente  el  número  de  llamadas  recursivas 
(proporcionales a la altura de la región, y no al área), y, sumado a que en nuestro caso 








en  la  dirección  contraria  siempre  y  cuando  ésta  no  se  encuentre  en  los  píxeles  que 
fueron visitados por la llamada anterior, veamos un ejemplo: 
 
 La  primera  llamada  recursiva  explora 
horizontalmente,  después  intenta  hacer  llamadas 
recursivas hacia arriba para los 7 píxel que ‘abarca’, 
sin  éxito.  Finalmente  crea  una  segunda  llamada 
recursiva  hacia  abajo.  Ésta,  después  de  explorar 
horizontalmente,  no  intenta  hacer  una  llamada 
recursiva hacia arriba pues  sabe que ella va hacia abajo y  solo debe hacer  llamadas 
hacia arriba si amplia la región horizontal explorada por su padre (no es el caso). Así 






private int Fill(ref PuntoLuz pl, int x, int xf, int y,  Direct dir, PixelData* p,int 
posXY ) 
{ 
    pl.AnadirPos(x, y, p); 
    if (dir == Direct.Arriba) pl.posMin.Y = Math.Min(pl.posMin.Y, y); 
    else if (dir == Direct.Abajo) pl.posMax.Y = Math.Max(pl.posMax.Y, y+1); 
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    ba[posXY] = true; 
 
    int xp = x - 1; 
    PixelData* pp = p - 1; 
    int posXYp = posXY - 1; 
 
    // recorrido del punto a la izquierda 
    for (; xp >= 0 && !ba[posXYp] && BuenColor(pp); xp--, pp--, posXYp--) 
    { 
        pl.AnadirPos(xp, y, pp); 
        pl.posMin.X = Math.Min(pl.posMin.X, xp); 
        ba[posXYp] = true; 
    } 
    xp++; 
    posXYp++; 
    pp++; 
 
 
    int xn = x + 1; 
    PixelData* pn = p + 1; 
    int posXYn = posXY + 1; 
 
    // recorrido del punto a la derecha hasta el tope xf no es necesario tenerlo en 
cuenta 
    for (; xn < rWidth && !ba[posXYn] && BuenColor(pn); xn++, pn++, posXYn++) 
    { 
        pl.AnadirPos(xn, y, pn); 
        pl.posMax.X = Math.Max(pl.posMax.X, xn+1); 
        ba[posXYn] = true; 
    } 
 
 
    if (dir == Direct.Ninguna) 
    { 
        #region Arriba Normal 
        ... 
        #endregion 
 
        #region Abajo Normal 
        ... 
        #endregion 
    } 
 
 
    else if (dir == Direct.Arriba) 
    { 
        #region Arriba Normal 
        if (y > 0) 
        { 
            PixelData* pi = (PixelData*)((byte*)pp - stride); 
            int posXYi = posXYp - rWidth; 
            int xi = xp; 
            for (; xi < xn; xi++, pi++, posXYi++) 
            { 
                if (!ba[posXYi] && BuenColor(pi)) 
                { 
                    int inc=Fill(ref pl, xi, xn, y - 1, Direct.Arriba, pi, posXYi)-xi-1; 
                    xi += inc; 
                    pi += inc; 
                    posXYi += inc; 
                } 
            } 
        }  
        #endregion 
 
        #region Abajo Alerones 
        if (y < rHeight - 1) 
        { 
            PixelData* pi = (PixelData*)((byte*)pp + stride); 
            int posXYi = posXYp + rWidth; 
            int xi = xp; 
            for (; xi < x; xi++, pi++, posXYi++) 
            { 
                if (!ba[posXYi] && BuenColor(pi)) 
                { 
                    int inc =Fill(ref pl, xi, xn, y + 1, Direct.Abajo, pi, posXYi)-xi-1; 
                    xi += inc; 
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                    pi += inc; 
                    posXYi += inc; 
                } 
            } 
            { 
                int inc = xf - x; 
                xi += inc; 
                pi += inc; 
                posXYi += inc; 
            } 
            for (; xi < xn; xi++, pi++, posXYi++) 
            { 
                if (!ba[posXYi] && BuenColor(pi)) 
                { 
                    int inc =Fill(ref pl, xi, xn, y + 1, Direct.Abajo, pi, posXYi)-xi-1; 
                    xi += inc; 
                    pi += inc; 
                    posXYi += inc; 
                } 
            } 
 
        }  
        #endregion 
    } 
 
    else if (dir == Direct.Abajo) 
    { 
        #region Arriba Alerones 
        ... 
        #endregion 
 
        #region Abajo Normal 
        ... 
        #endregion 
    } 
 






Las  luces  son  reconocidas  como  regiones blancas  con un pequeño  reborde del  color 










































Para  simplificar  éste  proceso  generamos  un  histograma,  que  permite  ver  de  una 

















Se  hace  necesaria,  por  tanto,  una  segunda  etapa  que  filtre  los  PuntosLuz2D  que 
representen a reflejos, brillos, ventanas, etc… Aislar éste filtrado a un proceso posterior 











• AspectRatio:  La  proporción  entre  la  anchura  y  la  altura  ha  de  ser  lo  más 
parecido a 1,  lo que  indica que  se  trata de un punto  relativamente cuadrado,  
discriminando reflejos que son a menudo más alargados.   
• Densidad de puntos: Además,  un  buen  punto debe  ser  circular. Determinar 
ésta característica de manera precisa es costoso, pero existe una manera rápida 















         
        private float DistanciaGeometrica(float a, float b) 
        { 
            if (a < b) 
                return a / b; 
            return b / a;  
     } 
    
Sus propiedades principales son que devuelve 1 cuando a = b y éste numero va 
decreciendo  a  medida  que  a  y  b  se  alejan.  Es  simétrica  por  tanto 
DistanciaGeometrica(a,b) = DistanciaGeometrica(b,a). En principio su definición 
solo es útil para números positivos.  


























posición y dos vectores para  la orientación: dirección y  top  (top es necesario porque 
hay  que  tener  en  cuenta  que  la  cámara  no  tiene  por  qué  estar  necesariamente 





la  apertura  de  la  pirámide  de  visión,  en  nuestro  caso  la  apertura  sobre  el  eje  x 
(anchura). 
 





















Estos  datos  son  pedidos  al  usuario  y  se  pueden  guardar  en  un  archivo  de 
configuración.  Sin  embargo,  creer  que  el  usuario  va  a  ser  capaz  de  escribir  las 
coordenadas de  la posición,  y  que  lo  va  a hacer  con  la precisión necesaria,  es  creer 









necesario dar a Camara3D  información  fiable de su colocación en  la escena. Cuantos 
más  fiables  sean  estos  datos,  mas  precisión  tendrán  los  rayos  generados  por 
Camara3D,  lo que repercutirá en  la calidad de  los PuntosLuz3D que se generarán en 
pasos posteriores. 
 
Para  un  usuario,  sin  embargo,  es  muy  difícil  conocer  las  coordenadas  donde  está 
situada su WebCam o, lo que es más importante, definir con precisión su orientación. 

















Lo  que  si  es  factible  es  evaluar  la  calidad  de  una  solución  dada: Construimos  una 




Teniendo  a  una mano  una  compleja  función  no  lineal,  y  en  la  otra  una manera  de 
evaluar  la  calidad  de  una  posible  solución,  la  solución  evidente  pasa  por  ¡utilizar 
algoritmos  genéticos  para  resolverlo  !.  Tan  sólo  haría  falta  ser  capaz  de  definir  la 
operación de mutación y reproducción entre dos individuos (Posición y Orientación de 









solidaria.  La  solución  evidente  es  generar  right  (como  el  producto 
vectorial de top y dirección) y con los tres vectores generar una matriz a 
la que se post/pre multiplica por  las matrices estándar de rotación por 
cada  uno  de  los  ejes  (x,  y  ó  z).  Después  extraer  los  vectores  top  y 
dirección  de  la  nueva  matriz  modificada.  Se  trata  de  una  solución 
costosa pero posible.  
 





Para hacer posible  la  interpolación de orientaciones hace  falta  representarlas de una 
forma distinta.  
 









Los  cuaterniones  son  a  las  rotaciones  en  3D  lo  que  los  números  complejos  a  las 






Tan  sólo  un  cuaternión  es  necesario  para 
almacenar la orientación de la cámara (4 floats), 
y  las  operaciones  como  concatenación  de 








Finalmente,  creamos  una  clase  ligera,  PosicionCamara,  que  contiene  sólo  los  datos 






















Obviando  todos  los posibles  inconvenientes,  el problema podría  resolverse para dos 











• Pueden  aparecer  puntos  falsos,  intersecciones  de  rayos  que,  realmente, 
provienen de puntos distintos.  
• Dos  puntos  pueden  fusionarse,  formando  un  punto  mayor  y  ligeramente 
deformado, desde el punto de vista de una cámara. El análisis 2D no detectará 
estos, incluso podría despreciar el punto de luz por ser demasiado grande.  























































es  el  caso  de  un  servidor  web  o  de  aplicaciones.  Estas  aplicaciones,  sin  embargo, 
esquivan  la  mayoría  de  los  problemas  de  concurrencia  y  mejoran  la  escalabilidad 
haciendo que las consultas sean stateless.  
 
En  nuestro  proyecto,  al  igual  que  los  servidores web,  la  concurrencia  es  insalvable, 
pues  ¡Cada  cámara  captura  imágenes  en  su  propio  hilo!. Además,  si  se  integra  con 
aplicaciones de terceros, el bucle de esta aplicación (bucle de mensajes de windows o el 
bucle  principal  en  un  juego)  poco  tiene  que  ver  con  nuestro  bucle  de  captura  de 
puntos, lo que sugiere que debe usarse en otro hilo.   
 
Sin  embargo  cada  hilo  no  goza  del  nivel  de  aislamiento  que  tienen  los  hilos  de  un 
servidor web. En  nuestro  caso,  cada  ciclo del  hilo de  cada  cámara  ha de  aportar  la 
solución  parcial,  su  lista  de  rayos,  que  se  reunirá  para  formar  la  solución  total:  los 
puntos 3D, posteriormente evaluados e identificados.  
 
Esta  problemática  hace  de  nuestro  proyecto  un  proyecto  rico  en  problemas  de 
concurrencia,  haciendo  uso  de multitud  de  hilos  y  de  primitivas  de  sincronización 
avanzadas, como la barrera.  
 
Antes  de  adentrarnos  en  analizar  y  resolver  los  problemas  de  sincronización  del 







en el que  los hilos están  incluidos como  librerías externas, a veces estandarizadas y a 
veces dependientes del sistema operativo.  
 
En  este  apartado  no  pretendemos,  ni  por  asomo,  dar  una  explicación  detallada  de 
todos  los mecanismos de hilos y sincronización   que permite  .Net (puede encontrarse  
una  explicación  detallada  en  http://www.albahari.com/threading/).  Tan  solo 
explicaremos  los mecanismos  de  sincronización más  comunes,  en  concreto  los  que 
hemos usado en nuestra solución.  




 List<string> names = ...;   
 
try { 
  Monitor.Enter (names); 
  names.Add(“John”); 
} 






































Wait, Pulse y PulseAll. Se  trata primitivas de  señalización de más bajo nivel que  los 









más  lenta. Si una  cámara  consigue más  fps a  costa de  tiempo de CPU que  le 
quita a otra, estará degradando el rendimiento. En  la  ilustración se muestra el 
comportamiento  que  tendría  con 
una cámara  lenta (C1), una rápida 
(C2)  y  otra  de  velocidad  media 
(C3).  Las  marcas  negras  indican 
los  puntos  de  Join, momentos  en 
los que se tiene información nueva 




• Además,  aunque  todas  las  cámaras  tengan  unos  fps  similares,  es  interesante 
que el disparo de cada una de las cámaras se produzca lo más simultáneamente 
posible,  pues mejora  la  calidad  de  la  reconstrucción  3D. De  otra manera,  la 
información  de  una  cámara 
atrasada  o  adelantada  al  resto 
podría  aportar  datos  que 
empeorarían  la  representación 


























El  constructor  determina  de  cuantos  threads  será  la  barrera  (N),  mientras  que  el 
método Wait()  es  bloqueante  para  todos  los  threads  excepto  el  último,  que  libera  a 
todos los demás y les permite continuar.  
 
















esta  alternativa  conseguiremos  que  todos  los  threads  partan  en  igualdad  de 
















Sin embargo,  la barrera situada  justo al principio de  la adquisición de  las cámaras y, 





A  partir  de  este  evento  se  lanzará  el  proceso  de  reconstrucción  3D,  evaluación,  e 
identificación… pero, ¿que hilo debería resolver este trabajo? Si lo hiciera un hilo de las 
cámara, además de ser una solución muy asimétrica, desequilibraríamos la carga hacia 
de  esa  cámara  empeorando  el  rendimiento  y  la  calidad  de  los  resultados.  El  hilo 
principal  tampoco debe  resolverlo, pues es una  tarea potencialmente  larga que haría 


















 Sin  embargo,  como  hemos  visto,  lo  óptimo  a  nivel  de  rendimiento  y  calidad  de 
resultados  es  minimizar  el  desfase  entre  la  captura  de  frames  de  cada  una  de  las 
cámaras, y esto se consigue anticipando  la sincronización a  la fase de Análisis 2D, en 


















El hilo de  la cámara   es quien se encarga de generar  los Bitmaps, y después  lanza el 
evento  que  es  aprovechado  para  el  Análisis  y 
Evaluación  2D,  y  la  Construcción  de  Rayos. 
Opuestamente,  este  hilo    es  creado  por 
DirectShow,  que  llama  a  la  clase  Grabber 
(anidada  dentro  de  CaptureDevice)  porque 
implementa la interface ISampleGrabberCB.  
 
Finalmente hay un último hilo,    el hilo de  join, 




En  el  siguiente  diagrama  se  puede  ver  como  el 
Worker  Thread  y  el  Hilo  de  las  Cámaras  se 
encuentra por  cuadriplicado  (suponiendo  cuatro 
cámaras simultáneas).  
 
La  linea  amarilla  indica  la  región  de  código 




inmediatamente  después  de  la  captura  del 
Bitmap.  
 
Los  círculos  rojos  representan  los 
EventWaitHandlers  que  tiene  el  TimeManager 









































































rallos  que  tengan  un  error  pequeño  (haciendo  uso  de  la  distancia  entre  rallos),  son 
considerados PuntoLuz3D.  
 
Al  introducir una  tercera cámara  (C),  la  solución evidente es cruzar  los PuntoLuz3D 
anteriores  con  los  nuevos  rayos.  Ésta  aproximación  no  es  viable,  pues  es 
completamente  asimétrica. De  hacerlo  así,  sólo  serían  puntos  los  vistos  por A  y  B, 
ayudando el resto de las cámaras pero teniendo un papel secundario. 
 
En  lugar de eso, se calculan el conjunto de puntos por  triplicado:  los de  la cámara A 
con la cámara B, B con C y C con A. 
 
















En  el  diagrama  anterior  se  pueden  ver  las  cámaras  (círculos)  y  los  tres  niveles  de 
tableros (cuadrados).  
 
Los  tableros del primer nivel son  todos  los cruces de cámaras posibles. Cada  tablero 


























ACD,  se  calculan  las  combinaciones  de  2  elementos  en  ese  conjunto,  dando  como 
resultado AC, AD y CD, que son las relaciones expresadas en el diagrama.  
 
La  idea  es que para  formar una  casilla que  relacione  a  3  rayos,  son necesarias  las  3 
casillas que  relacionan a  los 3 pares de  rayos que se pueden hacer. Con 4 cámaras 4 
tríos son necesarios… Y en general para hacer una casilla que  relacione N  rayos son 
















 Representa  una  posible  unión  de  rayos,  que  puede  dar  lugar  a  un  punto.  Como 
veremos  más  adelante,  una  Casilla  puede  formarse  a  partir  de  dos  RayoLuz  de 
cámaras distintas, o mediante la unión de varias casillas. 
 
Principalmente  está definida por una posición  en  3D y un  error, pero  tiene  además 
otros campos para facilitar operaciones:  
 
Tiene un  array de RayosLuz,  este  array  estará  indexado por  el  id  (un  entero) de  la 
cámara  que  ha  capturado  el  rayo,  y  está  dimensionado  al  número  de  cámaras 




Además,  una  casilla  tiene  una  colección  de 
casillas  a partir de  las  cuales  se ha  obtenido 
(que será vacía si la casilla se ha obtenido por 
rayos  y  no  por  casillas),    y  un  flag  que  nos 
indica  si  la  casilla  ya  ha  sido  utilizada  para 
construir  otra  casilla.  De  esta  manera,  a  la 
hora  de  producir  puntos  desde  casillas, 
cuando  se  consigue  una  casilla  de  nivel 

















• Los dos RayoC  se meterían  en  la posición que  corresponda  con  su  cámara  en  el 
array. 
• Se calcula  la  intersección entre  los dos rayos (visto en el apartado  ‘3.2.4. Distancia 
entre  rayos’)  lo  que  da  como  resultado  dos  puntosz  (A  y  B)  de  intersección.  El 
punto medio  de  estos dos  puntos  será  la  posición  de  la  casilla, mientras  que  la 







































public static Casilla FromCasillas(List<Casilla> casillas) 
 
pues, desde el punto de vista de  la clase  tablero que sería su potencial usuario,  le es 
dificil  (e  ineficiente)  determinar  que  casillas  incluir  en  la  lista  (que  casillas  son 
compatibles entre sí).  
 
En  lugar  de  eso  la  creación  se  divide  en  3  métodos  separados,  que  son  llamados 
consecutivamente,  y  pueden  dar  finalmente  el mismo  resultado  pero  sin  tener  que 
determinar a priori las casillas compatibles:  
 
public bool Mezclar(Casilla otra, out Casilla nueva) 
 
Invocado  sobre  una  casilla  de  N‐1  rayos,  y  con  otra  casilla  de  N‐1  rayos  como 
parámetro, devuelve  ‘true’  si  ambas  con  compatibles,  y  en  ese  caso devuelve por  el 
parámetro de  salida  ‘nueva’ una  nueva  casilla de N  rayos  con  los  rayos de  las dos 
anteriores. 
 
public bool Compatible(Piramide piramide, Casilla otra) 
 
Invocado sobe  la casilla de N rayos recién creada  (de  la  llamada anterior) y pasando 
una  casilla  de  N‐1  rayos  por  parámetros,  devuelve  ‘true’  cuando  ambas  son 
compatibles.  
 














Un  tablero  asociado  a  dos  cámaras  contiene,  por  tanto,  todas  las  casillas  que  están 





































• Cada casilla se normaliza: Se calcular  la posición del punto que  representa, y 









Debido  al  hecho  de  que  un  tablero  es  un  objeto  algo  pesado  y,  sobretodo,  que  se 
conservan de una ejecución a otra (lo único que varían son las casillas de su interior), lo 

















Entendemos por nombre normalizado de un  tablero, el  string  formado por  las  letras 
asociadas  a  las  cámaras  que  lo  componen,  ordenadas  de  la manera  alfabéticamente 
menor,  por  ejemplo:  Para  el  tablero  que  asocia  las  cámaras  C,  D  y  A,  su  nombre 
normalizado es ACD.  
 
















Finalmente se construyen  los  tableros,  inicialmente vacíos,   por niveles: en el nivel 1 




















Genera una  lista con  los puntos en 3D que se puedan extraer de  todas  las casillas de 
esta pirámide.  
 





















• Distancia entre  los colores de  los rayos que  lo forman: Un PuntoLuz3D está 
compuesto  por  varios  RayoLuz,  que  han  sido  deducidos  a  partir  de 
PuntosLuz2D que tienen un color asociado. Tiene sentido, por tanto, exigir que 


















































recompone  cada  vez  sin  utilizar  información  del  frame  anterior.  Si  conoce,  sin 
embargo, el color de los puntos 2D y 3D.  
 
Para  recuperar  la  identidad  de  los  puntos  nos  hemos  basado  en  el  proceso  que 
nosotros,  los  humanos,  seguimos  para  preservarla  de  un  frame  a  otro.  Proceso  que 
realizamos inconscientemente.  
 





producen destellos,  reflejos u  oclusiones que hacen que un punto  sea percibido por 
alguna  cámara  como de un  color  objetivo  incorrecto,  lo  que  afecta  al  color  final del 










¿Que  hace  un  humano  en  esta  situación?  Según  nuestra  aproximación  lo  que  haría 





• Inicialmente  configuras  el algoritmo para  identificar un numero determinado 




















































De  la  misma  manera,  si  perdemos  de  vista  un  punto,  a  la  vez  que  intentamos 







color  es bajo,  entonces  ¡dejamos de  confiar  en  el  color!,  o  al menos  confiamos  en  la 
posición en mayor medida.  
 
Esto  permite  identificar  varios  puntos  del  mismo  color  en  el  caso  mejor,  aunque 
evidentemente, si estos desaparecen por mucho  tiempo será  imposible reestablecer  la 
identidad.  
 
Además,  si  asumimos  incorrectamente  la  identidad  basándonos  demasiado  en  la 
posición, y acabamos asignando un punto de un color a una casilla de un color distinto, 




una  decisión  inadecuada  de  manera  tardía,  cuando  de  otra  forma  sería  difícil  de 
corregir porque los dos puntos ya están muy separados.  
 
En  la  explicación  anterior  hablamos  de  extrapolar  la  posición  de  las  casillas 
dependiendo  de  su    información  histórica. Aunque  en  un  principio  utilizamos  una 







izajecoefAprendtendenciaizajecoefAprendalphaalpha tt *)1(*1 +−= −  
Siendo coefAprendizaje una constante determinada. 
 
Finalmente,  cada  vez  que  el  identificador  recibe  un  nuevo  conjunto  de  puntos  y 






Para  simplificar  el  uso  de  nuestro  proyecto  por  aplicaciones  de  terceros  hemos 
desarrollado  la  clase Loader. Ésta  recibe un  objeto  Settings,  serializable  a XML,  con 
toda la información necesaria para arrancar el servicio, además de un tipo enumerado 
que permite graduar hasta que punto  arrancar  el  servicio: hasta Reconstrucción  3D, 
Evaluación o Identificación.  
 
Así  mismo  dispone  de  dos  eventos  principales,  PuntosRecienProcesados  y 
PuntosRecienIdentificados. 
 




3.4. Diseño Hardware 
 
Como  dijimos,  nuestro  proyecto  está  basado  completamente  en  software  para  su 
funcionamiento.  Es  necesario,  sin  embargo,  un  pequeño  diseño  hardware  para  un 







• El  juego de  luces ha de  ser  intercambiable, de manera que 


























Al  preferir  acabar  una  aplicación  de  calidad  con  una  base  firme  con  la  cual  poder 
basarse  en  futuras  ampliaciones,  hemos  centrado  nuestras  energías  en  la  aplicación 
‘Configuración HID Óptico 3D’. 
4.1. Configuración HID Óptico 3D 
 
Esta  aplicación  sería  la  base  para  que  terceros  pudiesen  utilizar  la  funcionalidad 
ofrecida por nuestro proyecto de una manera sencilla. 
 
Se  encarga  de  configurar  todo  el  proceso  de  reconocimiento,  reconstrucción  e 
identificación de puntos,  aislando  en un  archivo XML  todos  los parámetros de  esta 




restricciones  con  el  ánimo de  simplificar  la  configuración,  como hacer que  todas  las 























Desde  esta ventana  se pueden  configurar  los  aspectos  relacionados  con  las primeras 
etapas del proyecto: Captura de Imágenes y Análisis 2D.  
 










Para  la Identificación de Puntos 3D es necesario determinar  los colores de  los puntos 












Al  realizar  la  gráfica  de  forma  logarítmica  se  aprecia  mejor  la  distribución  de 




































↑  Aumenta el pitch respecto al centro 
↓  Disminuye el pitch respecto al centro 
→  Aumenta el yaw respecto al centro 
←  Disminuye el yaw respecto al centro 
AvPg Te alejas del centro 










↑    Aumenta la coordenada y 
↓    Disminuye la coordenada y 
→    Aumenta la coordenada x 
←    Disminuye la coordenada x 
RePg   Aumenta la coordenada z 
AvPg   Disminuye la coordenada z 
Ctrl. + ↑   Aumenta la rotación sobre el eje y 
Ctrl. + ↓   Disminuye la rotación sobre el eje y 
Ctrl. + →   Aumenta la rotación sobre el eje x 
Ctrl. + ←   Disminuye la rotación sobre el eje x 
Ctrl. + RePg  Aumenta la rotación sobre el eje z 










La  visualización  3D  posee  tres  puntos  fijos  (rojos)  que  nos  sirven  de  marco  de 






Aunque  al  añadir una  cámara,  esta  ya posee  su posición, dirección  y  top. Podemos 














Al  igual  que  en  el  punto  ‘4.1.2.Colocación  cámaras  3D’,  la  cámara  seleccionada  en 















Corregir  el  posicionamiento  real  de  la  WebCam:  Simplemente  moviendo,  con 
cuidado,  la  WebCam  asociada  a  la  cámara  seleccionada  hasta  que  los  puntos 
detectados estén lo más cerca posible de los puntos proyectados (rojos).  
 
Corregir  el posicionamiento virtual de  la  cámara:  Si  se  llega  a un punto  en  el  que 
mover  la WebCam  no  es  posible,  o  pensamos  que  el  posicionamiento  virtual  no  es 
correcto, podemos hacer que la cámara basándose en lo que ve, sea capaz de refinar los 






La manera  de  autocalibrar  el  posicionamiento  de  las  cámaras  es  la  siguiente:  para 
realizar  este  paso,  podemos  prestarle  mayor  atención  al  pitch,  roll,  yaw,  x,  y  o  z 
dependiendo de lo que la vista nos de a entender que debemos mejorar. Es aconsejable 













Cuando  los puntos  rojos y  los puntos 2D que ve  la  cámara  coincidan para  todas  las 

















Dependiendo  de  los  cambios  que  hagamos  en  estos  parámetros,  variaremos  los 
criterios  de  evaluación,  y  la  nota  de  corte,  reflejándose  en  la  visualización  3D  al 
aparecer más o menos puntos en la intersección de los rayos.  
  88









dichos  puntos.  Los  colores  objetivo  disponibles  serán  los  mismos  que  los  que 
configuramos anteriormente en el punto 4.1.5. Configuración 2D. Pero en este caso el 






que  nos  indica  si  debemos  ‘hacer más  caso’    a  la DistanciaColor  o  por  el  contrario 










cámara  se  puede  ver  las  imágenes  que  está  capturando.  En  el  visualizador  3D,  sin 
embargo,  existe  una  casilla  ‘Identificación’  que  permite  cambiar  el  modo  de 
funcionamiento:  
 
• Desactivada: Se muestran  todos  los puntos,  su  color depende del número de 
rayos que lo atraviesan, igual que en el punto anterior. 
• Activada:  Sólo  se muestran  los  puntos  identificados,  y  de  no  encontrarse,  la 
extrapolación de éstos. 
 
Además,  existen dos  sliders para  la Distancia Máxima Color y  la Distancia Máxima 
Posición, que sirve de cota para la variación de la posición y el color de un punto 3D de 
un frame a otro. Si dichos sliders toman un valor alto la nota de dichos puntos 3D será 
más  pequeña, mientras  que  si  el  valor  de  los  sliders  es  pequeño  dichos  puntos  3D 
tomarán valores más altos. Es importante tener en cuenta que cuánto más pequeña sea 
la nota de  los puntos en 3D mejor valorado estará,  lo que  influye en  la permutación 















































de  los dos puntos  localizados  (PuntoRojo – PuntoVerde), y de éste vector extraemos 
Pitch y Yaw. 
 
 Utilizamos estos dos valores como el  incremento de  la Y y  la X respectivamente, por 
tanto si el dedo índice está perpendicular a la pantalla (Pitch = 0 y Yaw = 0) se obtiene 


































6. Lista de palabras para búsqueda bibliográfica 
1‐Optical Motion Capture (MOCAP) 
2‐WebCam 
3‐HID 
4‐Quick Fill y Food Fill 
5‐Spherical Linear Interpolation (Slerp) 
6‐Quaternion 
7‐Algorítmo genético 
8‐C# 
9‐Geometría 
10‐Frustum 
