We analyze the sample complexity of learning from multiple experiments where the experimenter has a total budget for obtaining samples. In this problem, the learner should choose a hypothesis that performs well with respect to multiple experiments, and their related data distributions. Each collected sample is associated with a cost which depends on the particular experiments. In our setup, a learner performs m experiments, while incurring a total cost C. By using a Rademacher complexity approach, we show that the gap between the training and generalization error is O(C − 1 2 ). We also provide some examples for linear prediction, two-layer neural networks and kernel methods.
Introduction
Several questions in machine learning can be formulated as inferring the true hypothesis given a finite number of samples from an unknown arbitrary distribution. Different hypotheses can be evaluated with their expected losses, which are defined as the expectation of the corresponding empirical losses derived from samples. While the true hypothesis is usually associated with the minimal expected loss, in most cases the expected loss cannot be accessed due to lack of information for the underlying sampling population. Minimization of the empirical loss is thus applied to infer the true hypothesis. It is then important to evaluate the closeness between the empirical minimizer and the true hypothesis, in terms of the expected loss, especially how it is affected by the number of collected samples.
Various techniques have been developed to study the difference of the expected loss between the empirical minimizer and the true hypothesis, by learning from one data distribution. For instance, PAC-Bayes (McAllester [1998] ), VC dimension (Vapnik and Chervonenkis [1971] ), covering numbers (Zhang [2002] ), fat-shattering dimension (Bartlett [1998] ), as well as Rademacher and Gaussian complexities (Koltchinskii and Panchenko [2000] , , Bartlett and Mendelson [2002] ) to name a few.
Previous works have studied the problem of learning from one data distribution without considering the experimental cost. Here, we study learning from multiple experiments constrained to a total cost C. In fact, scientists are usually not able to collect as many samples as they want due to limited budgets. On the other hand, there are almost always multiple experiments one can perform related to a same hypothesis set, where each experiment has different per-sample cost and statistical complexity. In this paper, we assume a total cost budget C and m experiments to perform, and analyze the number of samples needed for each of the m experiments, so that the gap between the training and generalization error is minimized. More importantly, we analyze whether one can obtain any benefit by performing multiple experiments, instead of investing all the budget C to obtain samples from the experiment with the lowest cost, or from the experiment with the lowest statistical complexity but with higher cost.
In this paper, we develop a general framework for learning from multiple experiments by defining a per-sample cost c j for each experiment. With the assumption that the Rademacher complexity of each experiment is on the order of O(n − 1 2 ), we show that the uniform convergence is at a rate of O(C − 1 2 ), where C is the total cost budget to be distributed across the m different experiments. We also provide some examples in linear prediction, two-layer neural networks, and kernel methods.
Preliminaries
We assume that there is a true hypothesis h * ∈ F, where F is the hypothesis set. Additionally, we assume that there is a finite experiment set D = {D 1 , D 2 , . . . , D m }. Each element D j ∈ D is a data distribution where samples are drawn from.
We further assume that D comes with a per-sample cost set C = {c 1 , c 2 , . . . , c m }. This assumption comes from the fact that in practice, different experiments require different amount of resources. All these investments are summarized as experimental costs. Furthermore, it is reasonable to assume that the total cost for one experiment is proportional to the number of samples used in the experiment.
One experiment is said to be performed if some samples are collected from the corresponding data distribution. In that case, a dataset S j = {z j,1 , . . . , z j,n j } with n j samples is obtained by drawing from D j ∈ D. If one is constrained with a total cost C to perform m experiments, then the numbers of samples for m experiment are constrained in the following fashion:
Given the expected loss E z j ∼D j [h(z j )] for ∀h ∈ F and ∀D j ∈ D within the range of [0, 1], a combined expected loss over m experiments can then be defined:
The true hypothesis h * is assumed to be:
To evaluate hypotheses with a finite number of samples, a combined empirical loss over m experiments is defined as:Ê
Thus, the empirical hypothesis learned from m experiments can be obtained through:
To measure the difference between any two hypotheses, a divergence function d m : F ×F → [−1, 1] is defined as:
The empirical hypothesisĥ is said to recover the true hypothesis h * if we can show that d m (ĥ, h * ) → 0 as C → ∞. In this paper, we identify the dependence of d m (ĥ, h * ) with respect to the number of experiments m, as well as the total cost C.
Results
In this section, we provide several theorems in order to upper-bound d m (ĥ, h * ) with respect to the number of experiments m, as well as the total cost C.
In what follows, in order to estimate d m (ĥ, h * ), we make use of the empirical Rademacher complexity of the hypothesis class F with respect to the datasets S j of n j samples, defined as:
where σ = {σ 1 , . . . σ n j } are n j independent Rademacher random variables, which are uniform {±1}-valued. The Rademacher complexity of the hypothesis class F for n j samples is defined as:
In addition, two functions describing the maximal difference between
The following two lemmas are introduced to help bounding d m (ĥ, h * ).
Lemma 1. The following holds:
Proof. All the above definitions of f (S) satisfy the following condition, as both expected losses and empirical losses for all data distributions are bounded within [0, 1]:
According to McDiarmid's inequality (McDiarmid [1989] ), we prove our claim.
Lemma 2. The following holds:
The bounds on d m (ĥ, h * ) are dependent on the number of samples for each experiment as shown in Theorem 1 and Theorem 2. We can further adjust the bounds by identifying the optimal strategy to determine the number of samples for each experiment, so that the bounds are minimal under the constraint in (1).
Here we assume that the Rademacher complexity is on the order of O(n − 1 2 ) where n is the number of collected samples in one experiment. In fact, there is a wide range of examples satisfying this requirement, such as the empirical Rademacher complexity of linear predictors with different constraints (Kakade et al. [2008] ); and the Rademacher complexity of two-layer neural networks as well as kernel methods (Bartlett and Mendelson [2002] ).
Further adjustments on the bounds can be made with the following two theorems: (1), we have that
with a probability at least 1 − δ (δ ∈ (0, 1)).
Proof. By Theorem 1 and the Cauchy-Schwarz inequality, we have:
Now the question is how to set n j in order to minimize the bound obtained in (11). Define γ j = 16a 2 j + 2 log 2 δ . We can define the following optimization problem:
Strong duality holds due to the linearity of the constraints in the primal problem and Slater's condition (Boyd and Vandenberghe [2004] ).
It is easy to see that due to complementary slackness, all λ j = 0, and λ 0 can be solved by taking the derivative of the dual objective equal to zero.
Therefore the dual problem reaches maximum when ν =
the primal problem reaches its minimum. By replacing n j with (12) into either Theorem 1 or (11), we have:
√ n j where a j ≥ 0 and (1), we have that
Proof. We proceed with the proof as in Theorem 3.
From Theorem 3 and Theorem 4 we can observe that d m (ĥ, h * ) converges to 0 at a rate of O(C − 1 2 ). On the other hand, (12) provides the way to determine the number of samples needed for each of the m experiments. By assuming 16a 2 j 2 log 2 δ and with m k=1 √ γ k c k being a normalization factor, (12) suggests that the number of samples for one experiment should be proportional to a constant factor of its Rademacher complexity, meanwhile inversely proportional to the square root of its per-sample cost c j .
Examples
While the upper bounds provided in Theorem 3 and Theorem 4 have a rate of O(C − 1 2 ), they are also dependent on
Here we present some specific examples with Theorem 3 to intuitively understand the behavior of this term, and to formally argue the condition under which multiple experiments are more beneficial than a single experiment. Additionally, we provide some examples for linear prediction, two-layer neural networks and kernel methods.
Experiments with Rademacher Complexity of Large Constant Factors
Assume n j (F) ≤ a j √ n j where a j 1 4 2 log 2 δ . Then from Theorem 3 we get:
Note that by defining m j=1 a j √ c j to be on the order of O(m k ), one can easily see that the bound in (13) indicates the benefit of having multiple experiments as long as k ≤ 1 2 . 
To give one specific example, here we assume that a j = Aj 2 , and c j = Ke −sj (s > 0) j = 1, 2, . . . , m, where A, K > 0 are absolute constants. Then from (13) we get:
Note that our bound is clearly upper bounded by a value on the order of O(m −1 C − 1 2 ). In this case, having more experiments is beneficial. This is because with the sample allocation strategy in (12), our framework finds an integrated way to balance between the experiments with lower cost and the more expensive ones but with better statistical complexity.
Some Learning Problems
Here we present some examples of learning from multiple experiments, for problems with Rademacher complexity upper-bounded by O(n − 1 2 ), where n is the number of collected samples in one experiment. We summarize our learning bounds in Table 1 .
Define G = g (∀j) g : X j → Y j , so that we can define accordingly F = h(z j ) = L(y j , g(x j )) z j = (x j , y j ), g ∈ G where (∀j) x j ∈ X j , y j ∈ Y j . Assume (∀j) L : Y j × Y j → [0, 1] to be a 1-Lipschitz function. For regression, we assume L(y j , y j ) = min(1,
we assume L(y j , y j ) = max(0, 1−y j y j 2 ) where y j ∈ {−1, 1}. Note that by Ledoux-Talagrand contraction (Ledoux and Talagrand [2013] ), the following holds:
and
Linear Predictors (L 2 /L 2 norms). Assume G is a set of linear predictors, let (∀j) x j 2 ≤ X 2,j , G = wx w 2 ≤ W 2 . By Theorem 1 in Kakade et al. [2008] and from (14) we have:
Linear Predictors (L ∞ /L 1 norms). Assume G is a set of linear predictors, let (∀j) x j ∈ R l , x j ∞ ≤ X ∞,j , G = wx w 1 ≤ W 1 . By Theorem 1 in Kakade et al. [2008] and from (14) we have:ˆ
Recall that the empirical Gaussian complexity of G with respect to the dataset S j of n j samples is defined as:Ĝ
where g = {g 1 , . . . g n j } are n j independent Gaussian N (0, 1) random variables. The Gaussian complexity of G for n j samples is defined as:
From Theorem 18 in Bartlett and Mendelson [2002] , the empirical Gaussian complexity of a two-layer neural network can be bounded by:
j,i } and b > 0 is an absolute constant. It is obvious that
From Lemma 4 in Bartlett and Mendelson [2002] , we have for an absolute constant b > 0:
By (15) and (18) we have:
with B > 0 being an absolute constant. Each point is the average result of 1000 repetitions. (b) Probability of success for ŵ − w * 2 < 0.01 versus the total cost C. W 2 = 10, s = 1, l = 10, b = 0.1. Each point is the average result of 1000 repetitions.
is a kernel expansion with (∀j) x j ∈ X j and a kernel (∀j) k : X j × X j → R.
From Lemma 22 in Bartlett and Mendelson [2002] and Jensen's inequality, we have:
By (15) and (20) we have:
Experiments
In this section we present numerical validation of the proposed learning framework with synthetic datasets. The synthetic dataset for each experimental distribution X j was generated so that each sample x j,i = (x (1)
. By assuming F to be a set of linear predictors, each hypothesis h ∈ F is associated with a weight vector w ( w 2 ≤ W 2 ). The true hypothesis w * was generated randomly through w * (k) ∼ unif (− W 2 √ l , W 2 √ l ).
In this way, x j and w are thus following the constraints of L 2 /L 2 norms as in Section 4.2. The output y j is generated by y j,i = w * x j,i + where ∼ unif (− b , b ).
We also define the per-sample cost to be c j = (e s − 1)e −sj (s > 0) j = 1, 2, . . . , m, as discussed in Section 4.1.
For each simulation, given the total cost C, we determine the number of samples for each experiment n j according to:
Here we make X 2,j W 2 to be sufficiently large, so that the number of samples determined by (22) will be very close to (12), thus, making it possible to disregard the term δ.
After generating samples,ŵ is identified by solving the following optimization problem:
In order to evaluate our framework, we derive d m (ĥ, h * ) analytically, due to the independence between x j and , as well as the fact that E[x
We confirmed the results of Theorem 4 with linear predictors under the constraints of L 2 /L 2 norms as shown in Figure 1a . We designed the corresponding X 2,j (j = 1, . . . , m) such that the term m j=1 X 2,j √ c j is constant for different values of m. In this case, d m (ĥ, h * ) is roughly on the order of O(m − 1 2 C − 1 2 ). Thus simulation results with different values of m can be directly compared. Notice that in Figure 1a , similar hyperbolic trends in the probability of success for d m (ĥ, h * ) < 0.0001 for different values of m supports the correctness of the bounds provided in Theorem 4. Furthermore, to empirically evaluate the outcome of having multiple experiments with the proposed framework, a sequence of X 2,j is designed such that X 2,j = l (j−1) 18 , j = 1, . . . , 5. For each simulation with m experiments,ŵ is learned from m datasets with constraints of X 2,1 to X 2,m . As it can be seen from Figure 1b , while recovery of w * can be guaranteed equally well for learning from three or more experiments when C is sufficiently large (C > 200 in this case), in general, learning with more experiments clearly show better performance for a wide range of C.
Concluding Remarks
A direct extension of current work is to derive the upper bound of d m (ĥ, h * ) given different forms of Rademacher complexities, especially the ones on the order of O(n k ) with k > − 1 2 . Another interesting direction is to propose some underlying mechanisms to connect the Rademacher complexity with the per-sample cost for each experiment, so that the whole bound can be more tightly associated with the experiment design given a total cost budget.
A Detailed Proofs
A.1 Proof of Lemma 2 Proof. We bound E S m 1 [ϕ(S)] in terms of the Rademacher complexity of F, by introducing a set of 'ghost samples' T m 1 = {z 1,1 . . .z j,i . . .z m,nm } of N independent samples drawn from D 1 , . . . D m . We also specifically define T j = {z j,1 . . .z j,n j } as a 'ghost dataset' drawn from D j .
Let σ = {σ 1,1 . . . σ j,i . . . σ m,nm } be N independent Rademacher random variables. By applying Jensen's inequality and convexity of the supremum function, we have: 
