The paper has been divided into 8 sections. Section II explains the dataset used for training and testing the algorithm. Section III and IV present the algorithm proposed and the features extracted from the signals to classify the data and detect the epileptic signals. Sections V and VI shed light on the principle of Hilbert Transform and the working of a Support Vector Machine. The results obtained after extensive testing have been presented in Section VII of this paper.
ACCQUISITION OF EEG SIGNALS
In this paper, we have worked on EEG signals obtained from a publicly available database [5] . The signals are obtained from 100 single channels of a 128 channel pre amplified system. The data is then sampled with 12 bit resolution at 173.61 samples per second with a band pass filter at 0.53 -40 Hz setting. The placement of the electrodes for the recording of EEG signals has been shown in fig 1. Here, five sets of signals namely Set A, Set B, Set C, Set D and Set E are considered, each having its unique significance. Both Set A and Set B are surface EEG recordings of healthy persons, while the rest are reports obtained from epileptic patients. The EEG signals of Set A were recorded when the subject's eyes were open while Set B was recorded with the subject's eyes closed. Set C was recorded from the hippocampal formation of the opposite hemisphere of the brain, and Set D, from the epileptogenic zone of the brain. Both Set C and D were obtained from five epileptic patients, in their seizure-free periods. Set E, on the other hand, was obtained from the epileptogenic zone of the patient's brain during a seizure while displaying ictal activities. The five sets of EEG signals have been shown in the Fig. 2 . The signals in sets A and B are recorded extra-cranially whereas sets C, D and E are intracranial recordings. In our work, we aim at a technique to detect epilepsy using a RBF kernel based Support Vector Machine (SVM). The results have been tested on Set A and Set E of the used database. (1) F 2 : Median of the absolute valued analytic signal. F 3 : Variance of the absolute valued analytic signal. F 4 : Root Mean Squared value of the absolute valued analytic signal. It is computed as:
PROPOSED METHODOLOGY
(2) F 5 : Centroid of the absolute valued analytic signal. It is computed as:
(3) Where, x[n] is the Hilbert Transformed analytic signal.
HILBERT TRANSFORM
The basic property of Hilbert Transform is to convert a real signal u(t) into another real signal û(t) having a phase shift of π/2 radians with the help of a phase shift operator. The sum of the real signal u(t) and its Hilbert Transform û(t) multiplied by an imaginary number i results in an analytic signal, whose Fourier Transform gives us a one sided spectrum in the frequency domain. Hilbert Transform is applicable to only those signals which are Fourier Transformable. In Fourier Transform, a real signal in its time domain can be transformed into its complex counterpart in the frequency domain. This is done by representing any periodic or aperiodic non-sinusoidal signal into its orthogonally related sinusoidal harmonics which form the basis functions of the vector representation of the signal. By this representation, we develop a method to separate the signals. In Hilbert Transform, we get this separation by using a phase shift operator, where we use phase shifts between the signals on the basis of phase selectivity to get the required separation. The Hilbert transform û(t) of a function u(t) is defined by [6] 
Where P denotes the Cauchy principal value of the integral.
The Fourier Transform of a signal u(t) is given by [7] U(ω) = ( ) − ∞ −∞ (5) Let us consider a function M f (ω) which is 2*U(ω) for all positive frequencies and zero for all negative frequencies:
From (6), (8) and (9) we get g(t) which is the Hilbert Transform of u(t). Alternatively g(t) is the inverse Fourier Transform of (-i*sgn(ω))U(ω). Therefore we can express g(t) as:
Here H(ω) is called the Hilbert multiplier or phase shift operator which introduces a ±π/2 phase shift in the signal.
SUPPORT VECTOR MACHINE
Support Vector Machines (SVMs), or support vector networks, are supervised learning models with associated machine learning algorithms, used for nonlinear classification and regression analysis. A SVM model can be thought of as a representation of all the samples in an n-dimensional space. The mapping is so done that the samples belonging to different categories or classes are separated by a gap as wide as possible. The rudimentary premise of the SVM is to build a model which can successfully classify samples into one category or another, given a set of training samples marked according to the category they fall under. Subsequently, the need for a supervised classifier was established, to achieve maximum generalization ability on being trained through minimum data sets. The classification of two-class data is implemented through the Optimal Separating Hyperplane (OSH), referred to as the hyperplane hereafter, based on the Structural Risk Minimization (SRM) principle [8] . Based on this, the SVM creates a nonprobabilistic binary linear model, which automatically categorizes new examples. For a linearly separable training dataset, there may be infinitely many hyperplanes which facilitates accurate classification. The OSH in this case, shall be the one which accurately classifies the training dataset and has maximum distance from the closest vector [9] . Fig 4 shows the classification of two linearly separable classes by the OSH. (18) Thus, we need to minimize φ(ω) = 0.5|ω| 2 to maximize the separating gap. We perform this nonlinear optimization task by the Karush-Kuhn-Tucker (KKT) conditions using the Lagrangian multiplier L. For appreciably small values of α, represents the sum of training errors. Therefore minimization of the same will lead to a minimization of training errors [10] . The non-linear, inseparable sets can be separated using a technique called the kernel trick. Kernels are functions which transform low dimensional input space into higher dimensional space. The hyper-plane is then constructed in that space. Some popular Kernel functions include the linear kernel, the polynomial kernel, the RBF Kernel [11] . The main advantage of this method is that it scales the training data set size and not the dimension of the feature space [12] . SVM works efficiently with high dimensional spaces, even when the number of dimensions is greater than the number of samples. Using a subset of training points in decision function makes it memory efficient and selecting hyper-planes to maximize the separating margin increases robustness.
RESULTS AND DISCUSSIONS
In this work, we use a Radial Basis Function (RBF) kernel based Support Vector Machine (SVM) to classify EEG signals obtained from healthy subjects with their eyes open and subjects displaying epileptic and ictal activity. The SVM has been optimized for Kernel parameters C and γ. The RBF kernel is mathematically expressed as:
, ′ = − | − ′ | 2 (24) A linear hyperplane classifies the input vectors, which have been projected into an infinite dimensional feature space by the RBF kernel. We have created a training vector to train the Support Vector Machine by taking 10 signals from each of Set A and Set E of the used EEG database [5] and then the proposed algorithm is tested using a testing vector created from the remaining 90 signals from each of Set A and Set E. Table I shows the different accuracies averaged over 10 runs for different values of C and γ. It is seen that the best average accuracy of 93.89% is obtained for C = 0.3 and γ = 0.25. This classification accuracy is higher than that obtained in Vipani et al. [4] , which reported an accuracy of 91.33%. The use of statistical functions as the features of the original EEG signals decreases the overall size of the training and testing vectors by 16 times, as only 5 features have been used in this work whereas 80 features had to be used in [4] . Also, in comparison to the 25 signals used in [4] to train the classifier, only 10 signals are used in this work for the same purpose and still a better average classification accuracy can be achieved. Table II shows the confusion matrix for the best-obtained average accuracy of classification being 93.89%. The results of classification using a RBF Kernel based Support Vector Machine was also compared with a K Nearest Neighbor (KNN) algorithm based classifier, which has been shown in Table III . 
CONCLUSION
Through this work, we have proposed a general algorithm to classify EEG signals using Hilbert Transform and a Radial Basis Function (RBF) kernel based Support Vector Machine (SVM). We have tested the algorithm by performing a binary classification between healthy subjects with their eyes open and subjects displaying epileptic seizures. The algorithm can further be generalized for all five sets of data in the EEG signal database [5] used in this paper. The methodology proposed in section III of this paper was modeled using MATLAB and on performing extensive tests, the average accuracy of classification was found to be 93.89% 
