Pricing compound and min-max options requires approximation of the bivariate normal probability. We compare the performance of five analytical approximation methods for bivariate normal probabilities used in the computation of compound and min-max options against an externally tested benchmark of Simpson numerical integration. Each of the methods is very accurate with all probability errors less than 10 -6 and the average probability error less than 10 -7 . The maximum error in an option price calculation is US$0.01, the average error is less than 2.0 × 10 -4 , and an error of as large as US$0.01 is rare. The Divgi method is the most accurate method for compound options, and the Owen method is the most accurate for min-max options. The Drezner-Wesolowsky method performs well in terms of accuracy and best in terms of speed. No single method emerges as the best overall, though the more widely cited Drezner method is consistently the least accurate, as well as the second slowest method.
Introduction
The bivariate normal probability distribution function is given as with density Approximation of the bivariate normal probability is required in several types of option pricing models, most notably the American, compound, and min-max families. Yet there has been little attention paid to the alternative methods of performing such calculations. A search of the finance literature revealed only three books that describe computational methods for the bivariate normal probability, specifically Hull (2000) , Stoll and Whaley (1993) and Haug (1998) , each of which advocates use of the Drezner (1978) method. 1 The statistical literature has, however, provided several other approaches, and of course numerical integration can always be performed, albeit with considerably slower speed. The purpose of this article is to provide a comparative study of several alternative computational methods for approximating the bivariate normal probability for use in option pricing. The design of the study is in three parts. First, to determine whether accurate probabilities and option prices are obtained, a benchmark for computation of the bivariate normal probabilities is required. The benchmark we use, numerical integration using Simpson's method, is itself subjected to benchmark tests against two externally supplied procedures. The differences in bivariate normal probabilities are then examined over a broad range of input parameters.
With the benchmark firmly established, we then examine the differences from the benchmark in bivariate normal probability calculations obtained using five methods presented in the literature, again using a wide range of input values. These input values are likely to far exceed any ranges encountered when pricing options. Thus, even apart from the issue of whether there are significant errors in option pricing from the approximation of bivariate normal probabilities, we provide valuable information on the approximation of bivariate normal probabilities in general.
Finally, we approximate pricing errors encountered when valuing compound and min-max options. We focus only on these types of options. Although the Roll (1977 ) -Geske (1979a ) -Whaley (1981 closed-form American call option formula for a stock with one payout during the option's life requires the bivariate normal probability, that model is just a combination of two standard European options and one compound option. Hence, for our purposes it is sufficient to investigate only the Geske (1979b) compound option pricing model. focus on the use of these methods in computing bivariate normal probabilities, but do not address the question of how any such probability approximation errors could propagate through the complex and highly non-linear transformations that convert probabilities and other inputs into option prices. In addition, since speed is also sometimes a factor in pricing and hedging large books of options, we provide comparative information on the speed of these techniques. In this section we present the formulas and brief descriptions of each of the techniques.
The Owen method
Much of the early research on computation of the bivariate normal probability is based on Owen's (1956) method, where the bivariate normal probability distribution is approximated as where The work of Borth (1973) , Daley (1974) , and Sowden and Ashford (1969) has concentrated on finding more efficient methods of calculating Owen's T-function. To test the Owen method, we use an algorithm published by Donnelly (1973) .
The Drezner (1978) method
The Drezner method provides different formulas that apply to various combinations of the signs of a, b and ρ. It is based on an orthogonal transformation of the variables, followed by numerical integration via Gaussian quadrature of the resulting equation.
For a ≤ 0, b ≤ 0, ρ ≤ 0 The bivariate normal probability is approximated as follows: The values for A i , A j , B i , and B j can be obtained for n = 2, …, 15 from Steen, Byrne, and Gelbard (1969) .
Although this approach appears to be closed-form, the summations are approximations used to perform the numerical integration via Gaussian quadrature. 2 For a ≤ 0, b ≥ 0, ρ ≥ 0 The bivariate normal probability is approximated as follows:
where N 2 (a, -b; -ρ) can be calculated from the case above where a ≤ 0, b ≤ 0, ρ ≤ 0.
For a ≥ 0, b ≤ 0, ρ ≥ 0 The bivariate normal probability is approximated as follows:
where N 2 (-a, b; -ρ) can be obtained from the case above where a ≤ 0, b ≤ 0, ρ ≤ 0.
For a ≥ 0, b ≥ 0, ρ ≤ 0 The bivariate normal probability is approximated as follows:
where N 2 (-a,-b; ρ) can be obtained from the case above where a ≤ 0, b ≤ 0, ρ ≤ 0.
For a bρ > 0
The bivariate normal probability is approximated as follows: and the values N 2 (a, 0, ρ(a, b)) and N 2 (b, 0, ρ(a, b)) are calculated using the appropriate formulas as given above according to the rules regarding the signs of a, b and ρ.
The Drezner-Wesolowsky (1990) method
Drezner and Wesolowsky approximate the complementary probability,
The desired probability is then easily obtained as
Drezner and Wesolowsky start with the fact that the formula for the bivariate normal probability for uncorrelated random variables is
Since ∂N 2 (a, b; ρ) ⁄ ∂ρ = ∂L(a, b; ρ) ⁄ ∂ρ, the desired probability is obtained as Thus, they integrate over the correlation, obtaining: Abramowitz and Stegun (1970, p. 336, equation 26.3.8 ). Drezner and Wesolowsky recommend performing the above integration using five-point Gaussian quadrature. They also develop a method for improving the accuracy when ρ is large, which they define as | ρ | > 0.7. Their article provides FORTRAN code, which we translate to Unix C for computations to be presented later. 
The Divgi (1979) method
Divgi approximates the complementary probability by transforming the two correlated random variables to orthogonal random variables and finding the equivalent probability in terms of polar coordinates. Specifically, with |Ψ| ≤ π ⁄ 2 and
The summation sign is an analytical approximation of a continued fraction using n weights. The integrals reduce to the form with α = π ⁄ 2 -θ or θ -φ. We used n = 30. 3 Wang and Kennedy (1990) report excellent results using the Divgi method in probability computations. Abramowitz and Stegun (1970) provide the following known relationship between the bivariate normal probability in the general case and the bivariate normal probability when one of the variables is at a value of zero:
The Vasicek (1998) method
where where where Q is the same as in the ρ > 0 case. Naturally the infinite series must be approximated. Using up to 20 terms, the Vasicek method gives satisfactory convergence of the option prices. Using a fixed number of points, however, requires twice as much processing time as using a convergence criterion. Vasicek indicates that the tetrachoric series and his proposed method converge approximately as
pectively. These values can be shown to equal ln (1 ⁄ (1 -ρ 2 )) and ln (1 ⁄ρ 2 ), respectively. Using this convergence criterion, an error bound of 10 -8 is used for this method.
Option pricing models with bivariate normal probabilities
There are two primary classes of options that require bivariate normal probabilities: compound and min-max options. The former consist of options where the underlying asset is another option and the latter are options where there are two underlying assets, one of which is determined to have outperformed or underperformed the other and which then becomes the underlying to which the exercise price is compared.
Compound options
The compound option formula of Geske (1979b) , generalized by Rubinstein (1991) , provides the price of an option written on an option. We distinguish these two options by referring to them as the compound option and the underlying option, the former being written on the latter.
Let w (η, S(t) , T, X u ) be the price of the underlying option at t, which is written on an asset worth S(t) at t, is struck at X u , expires at T and where η = 1 if this option is a call and -1 if a put. The volatility of the log return of S(t) is σ, the yield on the asset is y and the risk-free rate is r. The price of the compound option is denoted as w (φ, w(η, S(t) , T, X u ), X c , τ), which indicates that the underlying option is worth w(η, S(t), T, X u ), the compound option is struck at X c , expires at τ, and φ = 1 if the compound option is a call and -1 if a put.
The general formula for the compound option price is In addition to pricing an option, a dealer must also be able to hedge it. Therefore, we should consider how the different bivariate normal probability methods affect the approximation of deltas, gammas and vegas. While compound options have non-zero gammas and vegas, those parameters are unaffected by the bivariate normal probability. Formulas for the deltas, gammas and vegas have not been published elsewhere and are in Appendix A.
In the tests done here, we examine compound option prices using alternative combinations of input values. The underlying option is on an asset worth S(t) = 1,000, with y = 2%, and σ = 10%, 15% or 20%. The underlying option is struck at X u = 900, 1,000, or 1,100 and has times to expiration of T -t = 0.5, 1.0, or 3.0. The compound option expiration is expressed as a fraction of the expiration of the underlying option, ie, τ -t = α(T -t) with α = 0.25, 0.50, or 0.75. We define the strike of the compound option by specifying a moneyness factor, m = w(η, S(t), T, X u ) ⁄ X c , where m = 0.9, 1.0, or 1.1. These combinations generate a set of 243 unique options for each of the four types of compound options (call on call, call on put, put on call, put on put). Each option price is computed using each of the five methods for approximating the bivariate normal probability. All values are rounded to the nearest penny.
Min-max options
Min-max options, sometimes called (with slight variations) alternative options, rainbow options, or best of-or worst-of options, were first priced by Stulz (1982) who obtained the formula for a call option on the minimum of two risky assets. Here the option will be on the minimum of an asset called asset 1, currently worth S 1 (t), and asset 2, currently worth S 2 (t). The volatility of asset 1 is σ 1 , the volatility of asset 2 is σ 2 , the yield of asset 1 is y 1 and the yield of asset 2 is y 2 . The option is struck at X, expires at T and the risk-free rate is r. The correlation between the returns on assets 1 and 2 is ρ 12 .
For the case of such a call with continuous dividend yields, the formula is given by Rubinstein (1991) as where The price of a call on the maximum of two risky assets is where c(S 1 (t), X, T) and c(S 2 (t), X, T) are the prices of standard European calls. The price of a put on the minimum is where c min (S 1 (t), S 2 (t),0, T) is the price of a call on the minimum struck at zero. Such an option always delivers the lower valued asset at expiration. Use of the above formula in a computer program requires special coding to accommodate the X = 0 case in the limit, as the bivariate normal probabilities then revert to univariate normal probabilities. The price of a put on the maximum is where c max (S 1 (t), S 2 (t),0, T) is the price of a call on the maximum struck at zero. This option always delivers the greater valued asset at expiration. Again, the formula requires coding in the limiting case for X = 0, in which case
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Appendix B contains the formulas for the deltas of both of these options. The gammas and vegas are unaffected by the bivariate normal probability. 4 For these tests, the values of the assets will be S 1 (t) = S 2 (t) = 1,000. We let y 1 = 2%, y 2 = 5%, and the risk-free rate be 5%. We use alternative times to expiration of T -t = 0.5, 1.0 or 3.0. The correlation between the two assets' returns is ρ 12 = 0.25, 0.50, or 0.75, the volatility of asset 1 is σ 1 = 0.10, 0.15, or 0.20, and the volatility of asset 2 is σ 2 = 0.10, 0.15, or 0.20. The exercise price is expressed in terms of a moneyness factor m where m = S 1 (t) ⁄ X (or S 2 (t) ⁄ X and m = 0.9, 1.0, or 1.1. These combinations create 243 unique options. We computed only the values for the call on the max and the put on the min, as the other two formulas can be obtained from these two formulas. All values are rounded to the nearest penny.
All of the remaining computations were written in Unix C and executed on an IBM SP2 system.
Numerical Results
Benchmark Selection
To compare methods for computing bivariate normal probabilities for compound and min-max options, a benchmark is required. An obvious choice for a benchmark is to approximate the bivariate normal probability by numerical integration, using Simpson's method or another similar procedure. Obviously in the limit, this approximation converges to the true probability. Alternatively, a bivariate normal probability routine from an external source, such as Mathematica or MATLAB, could be used. Our preference is to use a numerical integration procedure, such as Simpson, because we have complete control over the code, which better enables us to make speed comparisons.
Given our choice to use Simpson's numerical integration, we must decide how fine to partition the area under the curve. To determine a minimum number of rectangles, it is appropriate to compute some bivariate normal probabilities with an increasing number of rectangles and measure the differences in the probabilities so obtained. When the difference from adding rectangles is so small as to be negligible, we can reasonably stop at that number of rectangles.
Of course, it is still possible, but unlikely, that while probabilities computed The bivariate normal probability function requires two standard normal values, a and b, and the correlation, ρ. Although the values of a and b are not likely to vary over a wide range in most option computations, we cannot rule out the possibility of extreme values. 9 To have a high degree of confidence in these results, we let these parameters vary over a wide range of possible values. Accordingly, we let a and b vary from -7 to +7 in increments of 0.25. Since ρ = -1 or +1 is virtually never encountered in practice, we let ρ run from -0.99 to -0.95, then from -0.95 to + 0.95 in increments of 0.05, and end at 0.99. 10 These combinations of parameters produce 133,209 probabilities. We compute these probabilities using the Genz and Mathematica methods. The maximum absolute error between the probabilities computed using Genz and those computed using Mathematica is 3.90E-07. We then use this as a criterion for calibrating Simpson's method.
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Shown below are three test statistics obtained from computing these bivariate normal probabilities. The first statistic MaxAE is the maximum absolute error. The second, MaxRE, is the maximum relative (percentage) error. The third, RMSE, is the root mean squared error. The column labeled "400 vs 800" shows the results associated with differences between probabilities computed using 400 rectangles vs 800, and the next column shows the results associated with differences between probabilities computed using 800 rectangles vs 1,600. We focus primarily on the maximum absolute error. When moving from 400 rectangles to 800, the maximum absolute error of any single probability is larger than 3.90E-07, the maximum absolute error between probabilities when using Genz and Mathematica. When moving from 800 to 1600, the error is much less than 3.90E-07. Thus, it appears that we need 800 rectangles, but we do not need 1,600. We next determine the accuracy of Simpson's method with 800 rectangles relative to the two external methods, Genz and Mathematica. Shown below are statistics from the differences in probabilities computed using Simpson's method with 800 rectangles and the same probabilities computed using Genz and Mathematica. Again, we let a and b vary from -7 to +7 in increments of 0.25 and ρ start at -0.99, then go to -0.95, then from -0.95 to + 0.95 in increments of 0.05, and then end at 0.99. Given that using Genz and Mathematica, we obtain differences as large as 3.90E-07, these results are quite favorable. The maximum error between the Simpson method and Genz is smaller than 3.90E-07, and the maximum error between Simpson and Mathematica is the same at 3.90E-07.
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As a final analysis of the accuracy of Simpson's method, consider the likely impact of an error of this magnitude on an option price. In option pricing, an error of no more than US$0.01 is generally thought to be tolerable. In compound and min-max (and virtually all option) pricing formulas, a probability is multiplied by an asset price or an exercise price. Consider an option with an extremely large asset price, such as an option on the Dow Jones Industrial Average. At a level of about 10,000, an error of 1.00E-07 affects the price by 0.0000001(US$10,000) = US$0.001, or less than one penny. Moreover, in these (and nearly all) option pricing formulas, there is a somewhat offsetting effect whereby the probability is multiplied by the exercise price and subtracted from the above calculation. Thus, the magnitudes of these errors are clearly within a range that would lead to acceptable option pricing errors. Using Simpson integration with 800 rectangles as a benchmark, we now turn to an analysis of the accuracy of the bivariate normal probabilities computed using the five alternative methods described in Section 2. Table 1 presents statistics from these calculations, again using values of a and b from -7 to +7 in increments of 0.25 and ρ from -0.99 to -0.95, from -0.95 to + 0.95 in increments of 0.05, and then 0.99. These statistics summarize the differences between the probabilities calculated using each of these five methods and the probabilities calculated using Simpson's method with 800 rectangles. In addition to the MaxAE, MaxRE, and RMSE statistics, we also show the CPU time required to compute these values.
Bivariate normal probability approximation using alternative methods
In every case the maximum absolute error is less than 8.0 × 10 -7 , the maximum relative error is less than 7.0 × 10 -3 , and the root mean squared error is less than 10 -7 . Using the maximum absolute error as the criterion, the most accurate methods are (in order) Owen, Divgi, Drezner-Wesolowsky, Drezner, and Vasicek. The most accurate method, Owen, is more than four times as accurate as the least accurate, Vasicek. Divgi, Owen and Drezner-Wesolowsky have the smallest relative errors, with Divgi's being less than half that of the other two. Owen and Drezner-Wesolowsky have the smallest root mean squared error, followed closely by Divgi. The fastest method is Drezner-Wesolowsky, requiring only about eight seconds, followed by Divgi, Owen, Drezner and Vasicek with the fastest method being about 15 times faster than the slowest. 11 Although these results show a high degree of accuracy, there may be reason for concern that some extreme values of the correlation could produce less accurate results. Table 2 presents summary statistics for the special cases of correlations of -0.99, -0.95, + 0.95, and + 0.99. With the exception of the Drezner-Wesolowsky method, each of the methods produces maximum absolute errors that are relatively close to those produced in the overall tests. The Drezner-Wesolowsky method produced one error, for ρ = + 0.95, that is much smaller than its overall error. For the Drezner method, the overall maximum absolute error occurs for one of these cases, ρ = + 0.99. The rank ordering with respect to the maximum absolute error is similar for each of these four cases as it is for the overall tests. In particular, the Vasicek and Drezner methods are consistently less accurate relative to Owen, Divgi, and Drezner-Wesolowsky. Table 3 presents statistics from errors in the probability calculations required for specific cases of the compound and min-max option prices, as described in Sections 3.1 and 3.2. The various combinations of compound option expiration, underlying option expiration, strike, moneyness, and volatility result in 243 compound option prices. The combination of volatilities on the two assets, correlation between the two assets, time to expiration, and moneyness result in 243 O = probability using Owen, D = probability using Drezner, DW = probability using DreznerWesolowsky, Div = probability using Divgi,V = probability using Vasicek.The bivariate normal probability N 2 (a, b; ρ) is calculated for values of a and b from -7 to + 7 in increments of 0.25 and ρ starting at -0.99, then -0.95 to + 0.95 in increments of 0.05, and ending at +0.99. MaxAE is maximum absolute error, MaxRE is maximum relative error, and RMSE is root mean squared error. The Simpson method required 1,649 seconds.
min-max options. The statistics in the table relate only to the probability approximations used in computing option prices and not the option price calculations themselves. 12 Looking at Table 3a , for compound options, all maximum absolute errors are less than 6.0 × 10 -7 , all maximum relative errors are less than 2.0 × 10 -5 , and all root mean squared errors are less than 2.0 × 10 -7 . For any options using any criterion, Owen and Divgi are the best methods.
Looking at Table 3b , for min-max options, all of the maximum absolute errors are less than 6.0 × 10 -7 , all of the maximum relative errors are less than 6.0 × 10 -5 , and all of the root mean squared errors are less than 2.0 × 10 -7 . Using any criterion for either type of option, with only one exception the Divgi method never ranks lower than second. The Owen method usually ranks first or second. The Drezner method is last in every case.
Up to this point, we have examined only the errors obtained in the calculation of probabilities. We next turn to a look at the errors obtained in the calculation of option prices. O = probability using Owen, D = probability using Drezner, DW = probability using DreznerWesolowsky, Div = probability using Divgi,V = probability using Vasicek.The bivariate normal probability N 2 (a, b; ρ) is calculated for values of a and b from -7 to + 7 in increments of 0.25. The first number in the cell is the maximum absolute error, the second number is the maximum relative error, and the third number is the root mean squared error. The price of the underlying asset is 1000, the risk-free rate is 5%, the yield is 2%, the volatility is 10%, 15% or 20%, the underlying option expires in 0.5, 1.0 or 3.0 years and has a strike of 900, 1,000 or 1,100. The compound option has a time to expiration of 25%, 50% or 75% of the time to expiration of the underlying option, and the moneyness of the compound option is expressed as 0.9, 1.0 and 1.1, the ratio of the underlying option value to the exercise price. These combinations produce a total of 243 unique options. Simpson's method with 800 rectangles is used as the benchmark.All probabilities associated with compound option price formulas are computed. The price of each of the two underlying assets is 1,000, the risk-free rate is 5%, the yield on one asset is 5% and on the other is 2%, the volatilities on each of the two assets are 10%, 15%, or 20% and the correlation between the two assets is 0.25, 0.50 or 0.75. The time to expiration is 0.5, 1.0 or 3.0 years. The moneyness is 0.9, 1.0 and 1.1, which is the ratio of the underlying asset price to the exercise price.These combinations produce a total of 243 unique options. Simpson's method with 800 rectangles is used as the benchmark.All probabilities associated with min-max option price formulas are computed. Diff > (<) 0 means that the option price using Simpson's method to approximate the bivariate normal probability is higher (lower) than the option price using the given method. MaxAE is maximum absolute error, MaxRE is maximum relative error, RMSE is root mean squared error, and MeanAE is the mean absolute error. The price of the underlying asset is 1,000, the risk-free rate is 5%, the yield is 2%, the volatility is 10%, 15% or 20%, the underlying option expires in 0.5, 1.0 or 3.0 years and has a strike of 900, 1,000 or 1,100. The compound option has a time to expiration of 25%, 50% or 75% of the time to expiration of the underlying option, and the moneyness of the compound option is expressed as 0.9, 1.0 and 1.1, the ratio of the underlying option value to the exercise price. These combinations produce a total of 243 unique options. Simpson's method with 800 rectangles is used as the benchmark. A difference is recognized if its value is at least US$0.01.
b. MIN-MAX OPTIONS
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Compound option price approximations and comparisons
TABLE 5
Compound options mispriced by at least US$0.01 by any of the five methods. The price of the underlying asset is 1,000, the risk-free rate is 5% and the yield is 2%, T , cc = call on call, cp = call on put, pc = put on call, pp = put on put, O = option price using Owen, D = option price using Drezner, DW = option price using Drezner-Wesolowsky, Div = option price using Divgi,V = option price using Vasicek, S = option price using Simpson (800 rectangles). Prices differing from Simpson benchmark price are in bold. MaxAE is maximum absolute error, MaxRE is maximum relative error, and RMSE is root mean squared error. The price of the underlying asset is 1,000, the risk-free rate is 5%, the yield is 2%, the volatility is 10%, 15% or 20%, the underlying option expires in 0.5, 1.0 or 3.0 years and has a strike of 900, 1,000 or 1,100. The compound option has a time to expiration of 25%, 50% or 75% of the time to expiration of the underlying option, and the moneyness of the compound option is expressed as 0.9, 1.0 and 1.1, the ratio of the underlying option value to the exercise price. These combinations produce a total of 243 unique options. Simpson's method with 800 rectangles is used as the benchmark. A difference is recognized if its value is at least 0.0001.
given technique differs by at least US$0.01 from its value approximated using Simpson's method. In the table "Diff > 0" ("Diff < 0") represents the result that the benchmark gives the higher (lower) option price. The smallest number of errors, two, is obtained using Divgi. We obtained four errors using Owen, Drezner-Wesolowsky, and Vasicek, and six errors using Drezner. Thus, each of the methods gives a high degree of accuracy. In no cases are errors greater than US$0.01 observed. There are only a small number of cases where an error even occurs. For example, there are 243 combinations of inputs for each of four compound options; thus, there are 972 option price calculations for each method. Multiplied by five methods, there are 4,860 option prices computed. There are only 20 errors with only 10 unique options on which errors are observed. The most errors, eight, occur for calls on calls. Puts on calls had seven errors. Puts on puts had five errors. Calls on puts had no errors. Eight of the 20 errors are positive, meaning that the method tested gives a lower option price than does the benchmark slightly less than half the time when an error is made. Given the small number of cases where errors are found, we examine each case in Diff > (<) 0 means that the option price using Simpson's method to approximate the bivariate normal probability is higher (lower) than the option price using the given method. MaxAE is maximum absolute error, MaxRE is maximum relative error, RMSE is root mean squared error, and MeanAE is the mean absolute error.The price of each underlying asset is 1,000, the risk-free rate is 5%, the yield is 2% on one asset and 5% on the other, the volatility of each asset is 10%, 15% or 20%, the correlation between the two assets is 0.25, 0.50 or 0.75, the option expires in 0.5, 1.0 or 3.0 years and the moneyness factor, which is the ratio of the price of the (either) asset to the exercise price, is 0.9, 1.0, and 1.10.These combinations produce a total of 243 unique options. Simpson's method with 800 rectangles is used as the benchmark.A difference is recognized if its value is at least US$0.01.
Errors are slightly more common when the underlying option has a longer time to expiration. Only one of the 10 cases involves the shortest expiration of 0.5. Other than that, there are no other patterns emerging to characterize the cases where errors occur. Since in only 10 options out of 972 do we observe an error of at least US$0.01 and in no case is there an error greater than US$0.01, we conclude that the methods give very similar results.
Pricing an option is not the only application in which errors in probability computations can be critical. Option traders must be able to hedge it. As we previously noted, the gammas and vegas for compound options do not require the bivariate normal probability, but the deltas do. In Table 6 we show the results for the deltas of the compound options. For deltas, we define an error as a difference of at least 0.0001. In spite of this more demanding requirement, errors are even less frequent for the delta calculations. There are only five cases where one or more errors are observed, 0.0001 is the maximum absolute error, and 0.0005 is the largest maximum relative error, and 9.0 × 10 -6 is the largest root mean squared error. 13 There are no errors when the underlying option is a put, and most of the errors are for a call on a call. Table 7 presents summary statistics for the price approximations for min-max options. Each option has 243 combinations of inputs, there are two types of min-max options and five probability approximation methods so a total of 2,430 option prices are calculated. Though the largest error is still US$0.01, we see a greater frequency of pricing errors than for compound options. There are 29 errors on 14 unique options, with 17 errors for calls on the max and 12 for puts on the min. Table 8 shows the detailed cases. The Drezner method has the most errors with nine, Divgi has seven, Vasicek has six, Drezner-Wesolowsky has five, and Owen has two. One option is mispriced by all five methods. There are slightly fewer cases of mispricing on the longer time to expiration of 3.0 years. There appear to be no patterns with respect to volatility, correlation or moneyness.
Min-max option price approximations and comparisons
As with compound options, the gammas and vegas are unaffected by the bivariate normal probability, but the deltas are. Table 9 provides summary statistics of the delta approximations. Recall that there are two deltas for a min-max option and that 0.0001 is used as the minimum recognized error. There are only three errors in the delta calculations, with none of the maximum absolute errors greater than 0.0001 and none of the maximum relative errors greater than 0.0007. The largest root mean squared error is 0.000006.
Overall comparisons
These results show a high degree of accuracy among the option prices calculated using the different methods for approximating the bivariate normal probability. Over 7,000 option price calculations produced only 49 errors, none of which is more than US$0.01. Even greater accuracy is obtained in the delta calculations.
Comparison of bivariate normal distribution approximations for option pricing
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TABLE 8
Min-max options mispriced by at least US$0.01 by any of the five methods. 
218.70
The price of the underlying asset is 1,000, the risk-free rate is 5%, the yield of one asset is 2% and the yield of the other is 5%. exercise price) (0.9, 1.0, or 1.1), cmax = call on max, pmin = put on min, O = option price using Owen, D = option price using Drezner, DW = option price using Drezner-Wesolowsky, Div = option price using Divgi,V = option price using Vasicek, S = option price using Simpson (800 rectangles). Prices differing from Simpson benchmark are in bold. Diff > (<) 0 means that the option price using Simpson's method to approximate the bivariate normal probability is higher (lower) than the option price using the given method. MaxAE is maximum absolute error, MaxRE is maximum relative error and RMSE is root mean squared error.The price of each underlying asset is 1000, the risk-free rate is 5%, the yield is 2% on one asset and 5% on the other, the volatility of each asset is 10%, 15% or 20%, the correlation between the two assets is 0.25, 0.50 or 0.75, the option expires in 0.5, 1.0 or 3.0 years and the moneyness factor, which is the ratio of the price of the (either) asset to the exercise price, is 0.9, 1.0, or 1.10.These combinations produce a total of 243 unique options.
Simpson's method with 800 rectangles is used as the benchmark. A difference is recognized if its value is at least 0.0001. Deltas are approximated with respect to each underlying asset.
More accuracy is, however, observed for compound options than for min-max options. A recap of the number of pricing errors is provided below:
Compound Min-max Total Owen 4 2 6 Drezner 6 9 15 Drezner-Wesolowsky 4 5 9 Divgi 2 7 9 Vasicek 4 6 10 Table 10 presents a summary of the results obtained for the probability calculations (Table 10a ) and option price calculations (Table 10b ). In addition we present some new statistics. We obtain the maximum absolute error and mean absolute error over all compound options and over all min-max options. We also show a new figure called "accuracy," which is the percentage of calculated option prices that are within US$0.01 of the benchmark. In parentheses beside each figure is a relative statistic. The method giving the best result is standardized to a value of 1.0, and the statistic for each other method is expressed relative to this base value of 1.0. For example, for probability calculations, the smallest maximum absolute error (1.89E-07), which was obtained using Owen's method, is set to a value of 1.00. In comparison, the Drezner method gives a value of 6.52E-07, which is 3.45 times that of the Owen method. Thus, the maximum absolute error obtained using Drezner is about three and one-half times that obtained using Owen. In addition to the other statistics, we show the overall time required for each method to compute all of the probabilities and option prices.
First consider the criterion of speed. The rankings of the methods are the same regardless of whether one is calculating probabilities, compound options, or min-max options. The fastest method is Drezner-Wesolowsky. The remaining methods in order of fastest to slowest are Divgi, Owen, Drezner, and Vasicek. The difference between the fastest and slowest methods is a factor of anywhere from six to more than 16 times. 14 While there is consistent agreement with respect to speed, there is some disagreement with respect to other criteria.
With respect to the maximum absolute error, however, all methods give a value of US$0.01 in the option price calculations. For the probability calculations, Owen is the most accurate, followed by Divgi, Drezner-Wesolowsky, Drezner, and Vasicek. Although the least accurate method has a probability error four times that of the most accurate method, the errors are still quite small and apparently do not propagate into large errors in option prices.
With regard to the mean absolute error, we find significant differences across the three sets of results. For probability computations, the methods ranked in order from smallest error to largest are Drezner-Wesolowsky, Owen, Vasicek, Divgi, and Drezner. Note, however, that the differences are not that large and the errors themselves are quite small, all less than 10 -7 . The Drezner-Wesolowsky and Owen methods give nearly identical results, as do the Vasicek and Divgi methods. For compound options the Divgi method gives the best result with the Owen, Drezner-Wesolowsky and Vasicek methods tied for second. Again, the Drezner method is last. For min-max options, the best results are obtained with Owen, followed by Drezner-Wesolowsky, Vasicek, Divgi, and Drezner. Here the differences in errors across each of the five methods are somewhat larger. The average error for the least accurate method (Drezner) is more than four times that of the most accurate method (Owen) . The average error for the second most accurate method (Drezner-Wesolowsky) is more than two and a half times that of the most accurate method.
With respect to the percentage of options priced correctly, we find extremely MaxAE is maximum absolute error, time in seconds is computing time, MeanAE is mean absolute error, and Accuracy is ((Number of prices computed) -(Number of errors of at least 0.01)) ⁄ (Number of prices computed). Panel A refers to all probability computations, as described in Tables 1 and 2, small differences between all methods and are unable to identify the best method. Thus, each of the methods gives very accurate results. Errors in pricing options are rare and never more than US$0.01. Though speed may not be an issue if using parallel processors, we should still note that the DreznerWesolowsky method is consistently the fastest and the Vasicek method is consistently the slowest. The Drezner method, which is more widely mentioned in the finance literature, is the least accurate method in terms of the average absolute error, regardless of whether one is calculating probabilities, compound option prices, or min-max option prices. The Owen method is consistently ranked no worse than second best, but overall no obvious winner emerges.
Conclusions
This study is the first to document the accuracy of alternative bivariate normal probability computational methods for the pricing of compound and min-max options. We examine five methods, which employ a variety of approaches to approximate the bivariate normal probability. The results are compared to a benchmark of Simpson's numerical integration with 800 rectangles, which itself is compared to two external sources.
The results show a remarkable degree of accuracy for each of the methods, but considerably faster speed in comparison to numerical integration. The maximum absolute probability error we observe is less than 10 -6 and the average probability error is less than 10 -7 . Errors in option prices are rare and never more than US$0.01, with the average error less than 2.0 × 10 -4 . Errors tend to occur more often and are of a greater average magnitude for min-max options than for compound options. Greater accuracy is obtained in the computation of deltas. No single method emerges as best, though the Drezner method, which is more widely cited in the finance literature, is consistently the least accurate and one of the slowest methods. The Divgi method is the most accurate for compound options, and the Owen method is the most accurate for min-max options. The Drezner-Wesolowsky method holds up well and is consistently the fastest. Thus, the Drezner-Wesolowsky, Divgi, and Owen methods seem to collectively be the best overall, but no one method stands clearly above the others.
Although new techniques for approximating multivariate normal probabilities are frequently discovered, it is quite interesting to note the high quality of the Owen method. Published first in 1956, it performs remarkably well, both in terms of speed and accuracy against its more recently developed counterparts. 
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Put on put Stoll and Whaley (1993) . ** Examples used in Vasicek (1998 14. As a point of comparison, Simpson numerical integration required over 27 minutes to compute the probabilities, about 25 seconds to compute the compound option prices, and about 30 seconds to compute the min-max option prices. The Genz method required about four minutes to compute the probabilities, about three seconds to compute the compound option prices, and a little under four seconds to compute the min-max option prices.
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