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a b s t r a c t
Herewe give a Voronovskaja formula of high order for linear combinations ofmoment type
convolution operators
(Tn,r f )(s) =
∫ +∞
0
r−
j=1
αjMjn(t)f (st)
dt
t
,
whereMn is the moment kernel. This kind of operator provides a better order of pointwise
approximation and leads to asymptotic formulae of type
lim
n→+∞ n
r [(Tn,r f )(s)− f (s)] = A(f , r)
where r ∈ N and A(f , r) is a differential operator containing the derivatives of f up to
order r.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
It is well known that, due to the Korovkin theorem, the optimal rate of convergence for positive operators cannot
be faster than that of C2 functions. To obtain more efficient approximation operators, one has to consider non positive
linear operators. Following the ideas of Butzer for Bernstein polynomials, see [1], one can consider linear combinations of
positive operators. This approach was used in many other papers (see for example [2–5]) for various discrete operators and
convolution operators in the classical sense.
In [6], we had begun the study of asymptotic formulae of Voronovskaja type for a class of Mellin convolution operators
of the form
(Tnf )(s) =
∫ +∞
0
Kn(z)f (sz)
dz
z
, s ∈ R+
where (Kn)n is a kernel satisfying suitable assumptions and f belongs to Lp-spaces. These operators were extensively studied
by Butzer and Jansche in [7] in connection with the Mellin transform theory. Among the above operators, an important
example is given by the moment (or average) operator whose kernel is given by (see Section 2)
Mn(z) = nznχ]0,1[(z), z ∈ R+.
The approximation properties of this operator were studied by several authors and find applications in various fields of
mathematical analysis, for example, calculus of variation and fractional calculus, see [8–11].
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In [6], we had presented various examples of Voronovskaja formulae for Tnf where the function f is not smoother than
C2. Moreover, the order of pointwise approximation does not exceed O(n−2).
In the present paper, we consider linear combinations of moment type operators defined by
(Tn,r f )(s) =
∫ +∞
0
r−
j=1
αjMjn(t)f (st)
dt
t
,
where αj, j = 1, . . . , r are real numbers with∑rj=1 αj = 1. We furnish general asymptotic formulae of Voronovskaja type
and, in particular, for specific values of αj, we obtain higher order of approximation for regular functions of type
lim
n→+∞ n
r [(Tn,r f )(s)− f (s)] = A(f , r)
where r ∈ N and A(f , r) is a differential operator containing the derivatives of f up to order r . We examine in details the
cases r = 2, 3, 4.
A different recent approach is introduced in [12,13] for convolution operators in classical sense. Using a technique
developed in [14] by Gonska et al., which is based on a new estimate of the remainder in the Taylor formula in terms of
the Peetre K -functional (see [15–18]), we obtain a quantitative version for our operators. The use of such functionals in
approximation theory gives powerful tools for the study of estimates of convergence, due to the strict connections with the
moduli of smoothness (see [16,17,19]).
We remark that quantitative formulae have important links with the theory of semi-groups of operators. The strict
connections between the two theories were described in [20].
2. A Voronovskaja theorem
Let R+ be the multiplicative topological group endowed with the Haar measure
µ(A) =
∫
A
dt
t
,
for every Lebesgue measurable set A ⊂ R+.
Wewill denote by Lp(µ), 1 ≤ p ≤ +∞ the Lebesgue spaceswith respect to themeasureµ and by ‖f ‖p the corresponding
norm. In what follows, we will say that f ∈ Ck locally at the point s ∈ R+ if there is a neighbourhood Us of the point s such
that f is (k− 1)-times continuously differentiable in Us and f (k)(s) exists.
For every n ∈ N, we define the moment kernel by
Mn(s) = nsnχ]0,1[(s), s ∈ R+,
where χ]0,1[ denotes the characteristic function of the open interval ]0, 1[.
Now, given real numbers αj ≠ 0, j = 1, . . . , r, r ∈ N such that∑rj=1 αj = 1, let us define the kernel
Kn,r(s) =
r−
j=1
αjMjn(s), s ∈ R+.
In the following, we study the pointwise approximation properties of the operators
(Tn,r f )(s) =
∫ +∞
0
r−
j=1
αjMjn(t)f (st)
dt
t
.
It is easy to see that for every n, r ∈ N,∫ +∞
0
Kn,r(s)
ds
s
= 1.
For every k ∈ N, we introduce the algebraic moments of the kernel Kn,r on putting
mk,r :=
∫ +∞
0
Kn,r(s)(s− 1)k dss .
Lemma 1. We have
mk,r = (−1)k
r−
j=1
αj
k!
k∏
i=1
(nj+ i)
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and for every k ∈ N
lim
n→+∞ n
kmk,r = (−1)k
r−
j=1
αj
k!
jk
=: ξk,r .
Proof. For the first part, denoting by B(a, b) the classical Euler Beta function, defined by
B(a, b) =
∫ 1
0
ta−1(1− t)b−1dt, a, b > 0
and using the well-known property
B(n,m) = (n− 1)!(m− 1)!
(m+ n− 1)! , n,m ∈ N,
we get
mk,r =
∫ 1
0
r−
j=1
αjjnsjn(s− 1)k dss
= (−1)k
r−
j=1
αjjnB(jn, k+ 1) = (−1)k
r−
j=1
αjjn
(nj− 1)!k!
(nj+ k)!
= (−1)k
r−
j=1
αj
k!
k∏
i=1
(nj+ i)
.
Regarding the second part, we have
lim
n→+∞ n
kmk,r = (−1)kk!
r−
j=1
αj lim
n→+∞
nk
k∏
i=1
(nj+ i)
= (−1)k
r−
j=1
αj
k!
jk
. 
As a corollary of the previous lemma, we have that, there exists an index β ∈ N for which
lim
n→+∞ n
βmk,r =: ℓk,r(β) ∈ R
for every k. In the following, we will write ℓk,r(β) = ℓk,r , when the integer β is fixed.
We obtain the following.
Theorem 1. Let f ∈ L∞(µ) and s ∈ R+ be fixed. Let us assume that f ∈ Cν locally at s. Let β ∈ Nwith 0 < β ≤ ν be such that
lim
n→+∞ n
βmk,r =: ℓk,r ∈ R.
Then
lim
n→+∞ n
β [(Tn,r f )(s)− f (s)] =
ν−
k=1
f (k)(s)
k! s
kℓk,r .
Proof. Using the Taylor formula of order ν, we have
f (st)− f (s) = f ′(s)s(t − 1)+ f
′′(s)s2
2
(t − 1)2 + · · · + f
(ν)(s)sν
ν! (t − 1)
ν + hs(t)sν(t − 1)ν, t ∈ R+
where hs is a bounded function on R+ and hs(t)→ 0 for t → 1. We get
(Tn,r f )(s)− f (s) =
r−
j=1
αj
∫ +∞
0
Mjn(t)(f (st)− f (s))dtt
=
r−
j=1
αjf ′(s)s
∫ 1
0
Mjn(t)(t − 1)dtt +
r−
j=1
αj
f ′′(s)s2
2
∫ 1
0
Mjn(t)(t − 1)2 dtt + · · ·
+
r−
j=1
αj
f (ν)(s)sν
ν!
∫ 1
0
Mjn(t)(t − 1)ν dtt + Rν
= f ′(s)sm1,r + f
′′(s)s2
2
m2,r + · · · + f
(ν)(s)sν
ν! mν,r + Rν
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where
Rν :=
r−
j=1
αjsν
∫ 1
0
Mjn(t)(t − 1)νhs(t)dtt .
For what concerns the first ν terms, we have
lim
n→+∞
ν−
k=1
nβ
f (k)(s)sk
k! mk,r =
ν−
k=1
f (k)(s)sk
k! ℓk,r .
In order to estimate the last term Rν , for every ε > 0, let δ > 1 be such that |hs(t)| < ε for every t ∈]1/δ, 1[. Then
|nβRν | ≤ nβ
r−
j=1
|αj|sν jn
∫ 1/δ
0
t jn−1(1− t)ν |hs(t)|dt +
∫ 1
1/δ
t jn−1(1− t)ν |hs(t)|dt

≤ nβ
r−
j=1
|αj|sν jn

‖hs‖∞
∫ 1/δ
0
t jn−1(1− t)νdt + ε
∫ 1
1/δ
t jn−1(1− t)νdt

=: J1 + J2.
For J1, we get
J1 ≤ nβ
r−
j=1
|αj|sν jn‖hs‖∞
∫ 1/δ
0
t jn−1dt = nβ‖hs‖∞sν
r−
j=1
|αj|
δnj
and so, J1 tends to zero as n →+∞. For J2, we have
J2 ≤ ε
r−
j=1
|αj|sν (nj)
β+1
jβ
B(jn, ν + 1).
Using the well known limit relation
lim
n→+∞ n
α+1B(n, α + 1) = Γ (α + 1), α > 0,
we deduce that J2 tends to zero as n →+∞, since β ≤ ν. So the assertion follows. 
We now give an extension of the previous result for functions belonging to Lp(µ). First, note that Lp(µ) is contained in
the domain of our operator Tn,r f .
Theorem 2. Let f ∈ Lp(µ), 1 ≤ p <∞ and s ∈ R+ be fixed. Let us assume that f ∈ Cν locally at s. Let β ∈ Nwith 0 < β ≤ ν
be such that
lim
n→+∞ n
βmk,r =: ℓk,r ∈ R.
Then
lim
n→+∞ n
β [(Tn,r f )(s)− f (s)] =
ν−
k=1
f (k)(s)
k! s
kℓk,r .
Proof. As in Theorem 1, we can write a local Taylor formula in the form
f (st)− f (s) = f ′(s)s(t − 1)+ f
′′(s)s2
2
(t − 1)2 + · · · + f
(ν)(s)sν
ν! (t − 1)
ν + hs(t)sν(t − 1)ν,
for t ∈]1/δ, δ[with δ > 1, hs(t)→ 0 for t → 1. So we have
(Tn,r f )(s)− f (s) =
r−
j=1
αj
∫ +∞
0
Mjn(t)(f (st)− f (s))dtt
=
r−
j=1
αj
∫ 1/δ
0
Mjn(t)(f (st)− f (s))dtt +
r−
j=1
αj
∫ 1
1/δ
Mjn(t)(f (st)− f (s))dtt
=
r−
j=1
αj
∫ 1/δ
0
Mjn(t)(f (st)− f (s))dtt +
r−
j=1
αj
∫ 1
1/δ
f ′(s)s(t − 1)tnjnjdt
t
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+
r−
j=1
αj
∫ 1
1/δ
f ′′(s)s2
2
(t − 1)2tnjnjdt
t
+ · · ·
+
r−
j=1
αj
∫ 1
1/δ
f (ν)(s)sν
ν! (t − 1)
ν tnjnj
dt
t
+ Rν
where
Rν =
r−
j=1
αj
∫ 1
1/δ
sν(t − 1)νhs(t)tnjnjdtt .
We remark now that
lim
n→+∞ n
β
r−
j=1
αj
∫ 1
1/δ
f (k)(s)sk
k! (t − 1)
ktnjnj
dt
t
= lim
n→+∞ n
βmk,r = ℓk,r .
Indeed, for example, we have∫ 1
1/δ
(t − 1)ktnjnjdt
t
=
∫ 1
0
(t − 1)ktnjnjdt
t
−
∫ 1/δ
0
(t − 1)ktnjnjdt
t
and it is easy to see that the last term is o(n−β) for n →+∞. Next, we estimate Rν . Given ε > 0 we can choose δ > 1 such
that |hs(t)| < ε for t ∈]1/δ, 1[. Then
nβ |Rν | ≤ εsνnβ
r−
j=1
αj
∫ 1
0
(1− t)ν tnj−1njdt
and this term is estimated as J2 in Theorem 1. Finally, we consider the term
I := nβ
r−
j=1
αj
∫ 1/δ
0
Mjn(t)(f (st)− f (s))dtt = n
β
r−
j=1
αj
∫ 1/δ
0
tnjnj(f (st)− f (s))dt
t
.
So we get
|I| ≤
r−
j=1
|αj|nβ
∫ 1/δ
0
tnjnj|f (st)|dt
t
+
r−
j=1
|αj|nβ
∫ 1/δ
0
tnjnj|f (s)|dt
t
= I1 + I2.
For I2, we easily have limn→+∞ I2 = 0. For what concerns I1 using the Hölder inequality for p > 1, we get
I1 ≤
r−
j=1
j|αj|nβ+1
∫ 1/δ
0
tnj|f (st)|p dt
t
1/p∫ 1/δ
0
tnj−1dt
1/q
≤ ‖f ‖pnβ+1
r−
j=1
j|αj| 1
(nj)1/q
1
δnj/q
and this term tends to zero as n →+∞. For p = 1, the proof is easier. 
3. A quantitative theorem
Here, we study the order of the convergence in Theorem 1 using a suitable modulus of continuity. To begin with, we
denote by C0 = C0(R+) the space of all uniformly continuous and bounded functions f : R+ → R and by Cν = Cν(R+) the
space of all functions with ν-order derivative in C0. For a given ε > 0, we define
ω(f , ε) := sup
|x−y|<ε
|f (x)− f (y)|.
In [14], for f ∈ Cν , the following version of the Taylor formula is stated;
f (s) =
ν−
k=0
f (k)(s0)
k! (s− s0)
k + Rν(f ; s0, s),
for s0, s ∈ R+, ν ≥ 1, where the remainder Rν(f ; s0, s) is estimated by
|Rν(f ; s0, s)| ≤ |s− s0|
ν
ν! ω(f
(ν); |s− s0|).
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We will need the K -functional, introduced by Peetre (see [15]), defined by
K(f , ε, C0, C1) := inf{‖f − g‖∞ + ε‖g ′‖∞ : g ∈ C1}
for f ∈ C0 and ε ≥ 0. In order to relate the K -functional to a modulus of continuity, we will quote the following lemma
(see [15, Corollary 2.1])
Lemma 2. For every f ∈ C0, we have
K(f , ε/2, C0, C1) = 1
2
ω(f , ε), ε ≥ 0.
Hereω(f , ·) denotes the least concave majorant of ω(f , ·), (see e.g. [17,19]).
As in [14], we have the following estimate of the remainder Rν(f ; s0, s) in terms ofω.
Lemma 3. For ν ∈ N0, let f ∈ Cν and s, s0 ∈ R+. Then we have
|Rν(f ; s0, s)| ≤ |s− s0|
ν
ν! ω

f (ν),
|s− s0|
ν + 1

.
The quantitative version of Theorem 1 reads as
Theorem 3. Let f ∈ Cν be fixed and s ∈ R+. Under the assumptions of Theorem 1, we have, for n →+∞,nβ [(Tn,r f )(s)− f (s)] − ν−
k=1
f (k)(s)
k! s
kℓk,r

≤
ν−
k=1
sk
 f (k)(s)k!
 |nβmk,r − ℓk,r | + O(n−ν+β)K

f (ν),
s
2
1
n+ ν + 1 , C
0, C1

.
Proof. By the Taylor formula, as in Theorem 1, we have(Tn,r f )(s)− f (s)− 1nβ
ν−
k=1
f (k)(s)
k! s
kℓk,r
 ≤ s|f ′(s)|
m1,r − ℓ1,rnβ
+ · · · + sν  f (ν)(s)ν!
 mν,r − ℓν,rnβ

+
r−
j=1
|αj|sν
∫ 1
0
Mjn(t)|t − 1|ν |hs(t)|dtt .
Using Lemma 3, we obtain
|Rν | ≤ sν(1− t)ν |hs(t)| ≤ s
ν |1− t|ν
ν! ω

f (ν),
s|1− t|
ν + 1

.
Let g ∈ Cν+1 be fixed. Then
L :=
r−
j=1
|αj|
∫ 1
0
Mjn(t)sν |1− t|ν |hs(t)|dtt
≤
r−
j=1
|αj|
∫ 1
0
Mjn(t)
sν(1− t)ν
ν! ω

f (ν),
s(1− t)
ν + 1

dt
t
=
r−
j=1
|αj|2njs
ν
ν!
∫ 1
0
tnj−1(1− t)νK

f (ν),
s(1− t)
2(ν + 1) , C
0, C1

dt
≤
r−
j=1
|αj|2njs
ν
ν!
∫ 1
0
tnj−1(1− t)ν

‖(f − g)(ν)‖∞ + s(1− t)2(ν + 1)‖g
(ν+1)‖∞

dt
= ‖(f − g)(ν)‖∞
r−
j=1
|αj|2njs
ν
ν! B(nj, ν + 1)+ ‖g
(ν+1)‖∞
r−
j=1
|αj| 2njs
ν+1
2(ν + 1)!B(nj, ν + 2)
=
r−
j=1
|αj|2njs
ν
ν! B(nj, ν + 1)

‖(f − g)(ν)‖∞ + sB(nj, ν + 2)2(ν + 1)B(nj, ν + 1)‖g
(ν+1)‖∞

.
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Passing to the infimum with respect to g ∈ Cν+1, we get
L ≤ 2
r−
j=1
|αj|njs
ν
ν! B(nj, ν + 1)K

f (ν),
s
2
1
nj+ ν + 1 , C
0, C1

= O(n−ν)K

f (ν),
s
2
1
n+ ν + 1 , C
0, C1

and the assertion follows. 
Remark. In this instance, we can also obtain, as a consequence, a uniform estimate on bounded intervals of R+.
4. Examples
(I) Case r = 1.
In this case, we obtain the classical moment operator (see e.g. [10]) and the qualitative and quantitative estimates of the
pointwise convergence are studied in [6,21].
The Voronovskaja formula is given by
lim
n→+∞ n[(Tn,1f )(s)− f (s)] = −f
′(s)s
and the quantitative version isn[(Tn,1f )(s)− f (s)] + sf ′(s) ≤ s|f ′(s)|n+ 1 + 2ns(n+ 1)K

f ′,
s
2(n+ 2) , C
0, C1

.
(II) Case r = 2.
In this case, the moment of first order is
m1,2 = − α1n+ 1 −
α2
2n+ 1 =

− 1
(n+ 1)(2n+ 1) , α1 = −1 (α2 = 2)
− (α1 + 1)n+ 1
(n+ 1)(2n+ 1) , α1 ≠ −1
and so, if α1 = −1
lim
n→+∞ n
2m1,2 = −12
if α1 ≠ −1
lim
n→+∞ nm1,2 = −
1+ α1
2
.
For what concerns the second order moment, we have, if α1 = −1
m2,2 = −2n+ 2
(n+ 1)(n+ 2)(2n+ 1)
while, if α1 ≠ −1
m2,2 = 2α1
(n+ 1)(n+ 2) +
α2
(2n+ 1)(n+ 1)
and so, if α1 = −1
lim
n→+∞ n
2m2,2 = −1,
if α1 ≠ −1
lim
n→+∞ nm2,2 = 0.
For moments of order k ≥ 3 with β = 1, 2,
lim
n→+∞ n
βmk,2 = 0.
So the Voronovskaja formula if α1 = −1 and f ∈ C2 locally at the point s is given by
lim
n→+∞ n
2[(Tn,2f )(s)− f (s)] = −s12 f
′(s)− s
2
2
f ′′(s)
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while, if α1 ≠ −1 and f ∈ C1 locally at the point s is given by
lim
n→+∞ n[(Tn,2f )(s)− f (s)] = −
α1 + 1
2
f ′(s)s.
For what concerns the quantitative result for the special case (α1, α2) = (−1, 2), we have the estimaten2[(Tn,2f )(s)− f (s)] + 12 f ′(s)s+ 12 f ′′(s)s2
 = O(n−1)+ O(1)K

f ′′,
s
2
1
n+ 3 , C
0, C1

.
(III) Case r = 3.
In this case, taking into account that α1 + α2 + α3 = 1, the moment of first order is
m1,3 = − α1n+ 1 −
α2
2n+ 1 −
α3
3n+ 1 = −
n2(4α1 + α2 + 2)+ n(2α1 + α2 + 3)+ 1
(n+ 1)(2n+ 1)(3n+ 1) .
For different choices of αj, we can obtain Voronovskaja formulae of orders 1, 2, 3 for functions locally C1, C2 and C3, at the
point s respectively. We give the formula only for the last case. In order to do that, we solve the linear system4α1 + α2 + 2 = 0
2α1 + α2 + 3 = 0
α1 + α2 + α3 = 1
whose solution is given by
(α1, α2, α3) =

1
2
,−4, 9
2

.
For these values, we obtain
lim
n→+∞ n
3m1,3 = −16 .
Moreover, for the moment of second order, for the same values, we get
m2,3 = −18n
2 − 4n+ 4
(n+ 1)(n+ 2)(2n+ 1)(3n+ 1)(3n+ 2)
and so,
lim
n→+∞ n
3m2,3 = −1.
Finally, for the moment of third order, for the same values, we easily get
lim
n→+∞ n
3m3,3 = −1.
Moreover, it is easy to see that for moment of order k ≥ 4
lim
n→+∞ n
3mk,3 = 0.
Thus, as a consequence, we obtain the Voronovskaja formula for functions f ∈ C3 locally at the point s
lim
n→+∞ n
3[(Tn,3f )(s)− f (s)] = −16 sf
′(s)− 1
2
s2f ′′(s)− 1
6
s3f ′′′(s).
For what concerns the quantitative result for the special case (α1, α2, α3) =
 1
2 ,−4, 92

, we have the estimaten3[(Tn,3f )(s)− f (s)] + 16 f ′(s)s+ 12 f ′′(s)s2 + 16 f ′′′(s)s3
 = O(n−1)+ O(1)K

f ′′′,
s
2
1
n+ 4 , C
0, C1

.
(IV) Case r = 4.
In this case, taking into account that α1 + α2 + α3 + α4 = 1, the moment of first order is
m1,4 = − α1n+ 1 −
α2
2n+ 1 −
α3
3n+ 1 −
α4
4n+ 1
= −n
3(18α1 + 6α2 + 2α3 + 6)+ n2(15α1 + 8α2 + 3α3 + 11)+ n(3α1 + 2α2 + α3 + 6)+ 1
(n+ 1)(2n+ 1)(3n+ 1)(4n+ 1) .
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For different choices of αj, we can obtain Voronovskaja formulae of orders 1, 2, 3, 4 for functions locally C1, C2, C3 and C4,
at the point s respectively. We give the formula only for the last case. In order to do that, we solve the linear system
18α1 + 6α2 + 2α3 + 6 = 0
15α1 + 8α2 + 3α3 + 11 = 0
3α1 + 2α2 + α3 + 6 = 0
α1 + α2 + α3 + α4 = 1
whose solution is given by
(α1, α2, α3, α4) =

−1
6
, 4,−27
2
,
32
3

.
For these values, we obtain
lim
n→+∞ n
4m1,4 = − 124 .
Moreover, for the moment of second order, for the same values, we get
m2,4 = −42n
2 − 12n+ 4
(n+ 1)(n+ 2)(2n+ 1)(3n+ 1)(3n+ 2)(4n+ 1)
and so,
lim
n→+∞ n
4m2,4 = − 712 .
For the moment of third order, for the same values, we get
m3,4 = −99n
5 − 1140n4 + 2088n3 + 2592n2 + 432n− 108
(n+ 1)(n+ 2)(n+ 3)(2n+ 1)(2n+ 3)(3n+ 1)(3n+ 2)(4n+ 1)(4n+ 3)
and
lim
n→+∞ n
4m3,4 = −1164 .
Finally, for the moment of fourth order, for the same values, we easily get
lim
n→+∞ n
4m4,4 = −1.
Moreover, it is easy to see that for moments of order k ≥ 5
lim
n→+∞ n
4mk,4 = 0.
Thus, as a consequence, we obtain the Voronovskaja formula for functions f ∈ C4 locally at the point s
lim
n→+∞ n
4[(Tn,4f )(s)− f (s)] = − 124 sf
′(s)− 7
24
s2f ′′(s)− 11
384
s3f ′′′(s)− 1
24
s4f (iv)(s).
For what concerns the quantitative result for the special case (α1, α2, α3, α4) =
− 16 , 4,− 272 , 323 , we have the estimaten4[(Tn,4f )(s)− f (s)] + 124 sf ′(s)+ 724 s2f ′′(s)+ 11384 s3f ′′′(s)+ 124 s4f (iv)(s)

= O(n−1)+ O(1)K

f (iv),
s
2
1
n+ 5 , C
0, C1

.
For r ≥ 5, it is possible with the same approach, to find Voronovskaja formulae of order r for functions locally C r at the
point s.
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