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Resumen
En este artculo estudiamos la buena formulacin del problema de Cauchy para un sistema de Boussinesq
formado por dos ecuaciones de Korteweg-de Vries acopladas a travs de la parte lineal y los trminos no lineales.
Primero demostramos su buena formulacin local en los espacios de SobolevHs (R)×Hs (R), s > −3/4, usando
el estimado bilineal de Kenig, Ponce y Vega en los espacios de restriccin de la transformada de Fourier [4, 12].
Despus demostramos la buena formulacin global en Hs (R) ×Hs (R) para s > −3/10, nuestra prueba procede
por el mtodo de las cantidades casi conservadas, a veces llamado el “mtodo−I” [5, 6].
Palabras clave. Problema de Cauchy, Ecuacin de Korteweg-de Vries, Buena formulacin global, Espacios de Bourgain,
cantidades casi conservadas.
Abstract
In this paper we study the well-posedness of Cauchy problem for a Boussinesq system formed by two Korteweg-
de Vries equations coupled through the linear part and the non-linear terms. First we proof its local well-posedness
in the Sobolev spaces Hs (R) ×Hs (R), s > −3/4, using the bilinear estimate established by Kenig, Ponce and
Vega in the Fourier transform restriction spaces [4, 12]. After, we prove the global well-posedness in Hs (R) ×
Hs (R) for s > −3/10, our proof proceeds by the method of almost conservation laws, sometimes called the
“I−method”[5, 6].
Keywords. Cauchy problem, Korteweg-de Vries equations, Global well posedness, Bourgain spaces, almost conservation
laws.
1. Introduccin. En este artculo consideramos el problema de Cauchy para un sistema de Boussinesq formado
por dos ecuaciones de Korteweg-de Vries acopladas a travs de la parte lineal y los trminos no lineales, de forma
precisa, el problema es
(1.1)
 ∂tw + ∂xη + ∂
3
xη + η∂xη = 0,
∂tη + ∂xw + ∂
3
xw + ∂x (wη) = 0,
w (x, 0) = w0 (x) , η (x, 0) = η0 (x) .
donde w = w (x, t) y η = η (x, t) son las funciones incgnitas, (x, t) ∈ R2, mientras que w0 y η0 son funciones
dadas.
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El sistema en (1.1) es uno de los sistemas de Boussinesq descrito por Bona, Chen y Saut en [1, 2]. Las
ecuaciones de Boussinesq, deducidas de las ecuaciones de Euler, modelan la propagacin de ondas, de pequea
amplitud y longitud de onda larga sobre la superficie de un canal de fondo plano, estas ecuaciones son las ms
simples de las que capturan los efectos dispersivos y no lineales de la onda. En el sistema (1.1) las variables
adimensionales η yw representan respectivamente, la deflexin de la superficie libre del lquido respecto a su posicin
de reposo y la velocidad horizontal del fluido a una profundidad de
√
2
3h, donde h es la profundidad del fluido en
reposo. Este modelo es un sistema de ecuaciones de Korteweg-de Vries acopladas mediante los efectos dispersivos
y los trminos no lineales.
La buena formulacin local del problema (1.1) en los espacios Hs (R) × Hs (R) para s > 32 se demostr en
[15], utilizando el mtodo de regularizacin parablica [8, 9] y los estimados de Bona-Smith [3]. En el artculo [2] se
demostr la buena formulacin local Hs (R)×Hs (R) con s > 34 , siguiendo las ideas desarrolladas en [10, 11].
En [4] Bourgain desarroll un mtodo del anlisis armnico para resolver ecuaciones de evolucin no lineales. La
parte esencial consiste en elegir adecuadamente un espacio de funciones cuyas normas se definen por la transfor-
mada de Fourier en las variables espacio-tiempo e involucra la estructura especfica de la parte lineal de la ecuacin.
Usando este mtodo Bourgain prob que el problema asociado a la ecuacin de Korteweg-de Vries es localmente bien
formulado cuando la informacin inicial w0 pertenece al espacio de Sobolev Hs (R) con s ≥ 0.
Despus, Kenig, Ponce y Vega [12] mejoraron el resultado de Bourgain demostrando la buena formulacin local
del problema asociado a la ecuacin de KdV para datos iniciales en Hs (R) con s > −3/4. Siguiendo las ideas
desarrolladas en [4] y [12], en este artculo demostraremos que el problema de Cauchy (1.1) es bien formulado
localmente en los espacios Hs (R)×Hs (R) con s > −3/4.
El segundo objetivo de este artculo consiste en demostrar la buena formulacin global en espacios de Sobolev.
Como no hay cantidades conservadas para conseguir un estimado a priori en los espacios de Sobolev de ndices
negativos, la buena formulacin global en estos espacios debe ser abordada con otras tcnicas. Uno de estos mtodos
es el de las cantidades casi conservadas o tambin llamado el mtodo-I , presentado por Colliander, Keel, Staffilani,
Takaoka y Tao [5, 6], que describiremos despus. Este es el mtodo que emplearemos para extender el resultado local
a Hs (R) × Hs (R) con s > −3/10, la solucin en cualquier intervalo de tiempo [0, T ] se obtendr de la solucin
local por medio de un proceso iterativo en un nmero finito de pasos.
2. Transformacin del sistema y resultados principales. El problema de Cauchy (1.1) queda desacoplado
en la parte lineal por medio del cambio de variables{
w = f + g,
η = f − g.
obtenindose as el problema equivalente,
∂tf + ∂xf + ∂
3
xf + ∂xF (f, g) = 0
∂tg − ∂xg − ∂3xg + ∂xF (g, f) = 0
f (x, 0) = 12 [w0 (x) + η0 (x)]
g (x, 0) = 12 [w0 (x)− η0 (x)] ,
donde
F (f, g) =
3
4
f2 − 1
2
fg − 1
4
g2.
Entonces, con un cambio de escala y un cambio de variables independientes obtenemos el problema de Cauchy
equivalente
(2.1)

∂tu+ ∂
3
xu+ ∂xF (u, v) = 0
∂tv + ∂
3
xv + ∂xF (v, u) = 0
u (x, 0) = u0 (x)
v (x, 0) = v0 (x) .
donde u0 (x) = 12 [w0 (x) + η0 (x)] y v0 (x) =
1
2 [w0 (−x)− η0 (−x)].
Notemos que (2.1) tiene la estructura de dos ecuaciones de KdV acopladas solamente en los trminos no
lineales. De los resultados de buena formulacin para (2.1) es fcil obtener los correspondientes resultados para
(1.1).
El espacio de funciones donde vamos a encontrar solucin al problema (1.1) es el espacio de Bourgain denotado
por Xs,b con s, b ∈ R, el cual es el subconjunto de S ′
(
R2
)
definido por
Xs,b =
{
u ∈ S ′ (R2) : ‖u‖2s,b = ∫
R
〈
τ − ξ3〉2b 〈ξ〉2s |û(ξ, t)|2 dξdτ <∞}
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donde 〈·〉 = 1 + |·| y û denota la transformada de Fourier de u en las variables x y t, esto es
û (ξ, τ) =
1√
2pi
∫
R2
e−i(xξ+tτ)u (x, t) dx dt.
Observamos que [13, Captulo 7]: el espacio de Schwartz S (R2) es denso enXs,b cualquiera que sean s, b ∈ R
y si b > 1/2, entoncesXs,b est contenido continuamente enCb (Rt : Hsx (R)), el espacio de las funciones continuas
y acotadas con la norma de Hsx (R).
Ahora establecemos los resultados principales de este artculo. El primer resultado trata sobre la buena formu-
lacin local del problema (2.1) y se enuncia como sigue.
Teorema 2.1. Para cada (u0, v0) ∈ Hs (R)×Hs (R), s > −3/4 y b ∈ ]1/2, 1[ existe T = T (‖u0‖Hs , ‖v0‖Hs)
y una solucin nica de (2.1) en el intervalo de tiempo [−T, T ] que satisface
u, v ∈ C ([−T, T ] : Hs (R)) ,
u, v ∈ Xs,b ⊆ Lpx,loc
(
R : L2t (R)
)
, 1 ≤ p ≤ ∞,
∂xu
2, ∂xv
2 ∈ Xs,b−1,
∂tu, ∂tv ∈ Xs−3,b−1.
Nuestro prximo teorema trata sobre la buena formulacin global de (2.1). Ms precisamente, probaremos el
siguiente resultado.
Teorema 2.2. El problema de Cauchy (2.1) es globalmente bien formulado enHs (R)×Hs (R), s > −3/10.
3. Resultados preliminares. Usando el principio de Duhamel [7, Captulo 2], obtenemos el sistema de ecua-
ciones integrales equivalente al problema (2.1),
(3.1)

u (t) =W (t)u0 −
∫ t
0
W (t− τ) ∂xF (u (τ) , v (τ)) dτ
v (t) =W (t) v0 −
∫ t
0
W (t− τ) ∂xF (v (τ) , u (τ)) dτ
donde {W (t)}t∈R es el grupo unitario asociado con el problema lineal definido por (2.1).
Para encontrar una solucin local para (2.1) reemplazamos (3.1) con el siguiente sistema de ecuaciones inte-
grales,
(3.2)

u (t) = ψ (t)W (t)u0 − ψ (t)
∫ t
0
W (t− τ) ∂xF (u (τ) , v (τ)) dτ
v (t) = ψ (t)W (t) v0 − ψ (t)
∫ t
0
W (t− τ) ∂xF (v (τ) , u (τ)) dτ
donde ψ ∈ C∞0 (R), 0 ≤ ψ ≤ 1 es una funcin de truncamiento dada por,
ψ (t) =
{
1 , |t| < 1
0 , |t| ≥ 2
y ψδ (t) = ψ
(
t
δ
)
, 0 < δ ≤ 1.
Proposicin 3.1 (del estimado bilineal). Si s > −3/4, existe b ∈ ]1/2, 1[ tal que
(3.3) ‖∂x (uv)‖Xs,b−1 ≤ C ‖u‖Xs,b ‖v‖Xs,b .
Proposicin 3.2. Sean s ∈ R, b, b′ ∈ ]1/2, 1[ con b′ < b y δ ∈ ]0, 1[, entonces,
(3.4) ‖ψδ (t)W (t)ϕ‖Xs,b ≤ Cδ
1−2b
2 ‖ϕ‖Hs ,
(3.5) ‖ψδ (t)F‖Xs,b−1 ≤ Cδ
b−b′
8
(
1−b′) ‖F‖Xs,b′−1 ,
(3.6)
∥∥∥∥ψδ (t)∫ t
0
W (t− τ)F (τ) dτ
∥∥∥∥
Xs,b
≤ Cδ 1−2b2 ‖F‖Xs,b−1
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y
(3.7)
∥∥∥∥ψδ (t)∫ t
0
W (t− τ)F (τ) dτ
∥∥∥∥
Hs
≤ Cδ 1−2b2 ‖F‖Xs,b−1 .
Las demostraciones de las proposiciones 3.1 y 3.2 se pueden ver en [12] y [14], respectivamente.
Para extender la solucin local a una global, definiremos el multiplicador de Fourier I por,
(3.8) Îu (ξ) = m (ξ) û (ξ) ,
dondem (ξ) es una funcin suave y montona dada por
(3.9) m (ξ) =
{
1 si |ξ| ≤ N
N−s |ξ|s si |ξ| > 2N ,
con N  1 a ser fijado posteriormente.
Notemos que el operador I es el operador identidad para las frecuencias bajas, es decir {ξ ∈ R : |ξ| < N}
y un operador integral en las frecuencias altas. En general, I : Hs (R) → L2 (R) es un operador acotado que
conmuta con operadores diferenciables y
(3.10) ‖u‖Hs ≤ ‖Iu‖L2 ≤ CN−s ‖u‖Hs .
Proposicin 3.3. Si s > − 34 , para cada 12 < b < 1 existe C tal que
(3.11) ‖∂xI (uv)‖Xs,b−1 ≤ C ‖Iu‖Xs,b ‖Iv‖Xs,b .
Para probar la desigualdad en (3.11) se aplica (3.3) combinado con el estimado bilineal con regularidad extra
siguiente.
Proposicin 3.4. Si s > − 34 , para cada 12 < b < 1 existe C independiente de N se cumple que
(3.12) ‖∂x [I (uv)− Iu Iv]‖Xs,b−1 ≤ CN−α ‖Iu‖Xs,b ‖Iv‖Xs,b .
Para la demostracin de las proposicin 3.4 se puede consultar la segunda seccin de [5].
Proposicin 3.5. Las siguientes igualdades se cumplen,
(3.13)
〈
∂x (Iu)
2
, Iu
〉
L2
= 0 y
〈
∂x (Iv)
2
, Iv
〉
L2
= 0
y
(3.14)
1
2
I1 + I2 +
1
2
I3 + I4 = 0
donde
I1 =
∫ δ
0
〈
∂x (Iv)
2
, Iu
〉
L2
dt I2 =
∫ δ
0
〈∂x (IuIv) , Iu〉L2 dt
I3 =
∫ δ
0
〈
∂x (Iu)
2
, Iv
〉
L2
dt I4 =
∫ δ
0
〈∂x (IuIv) , Iv〉L2 dt.
Demostracin: La prueba de (3.13) es trivial. Adems,
I2 = −
∫ δ
0
〈IuIv, ∂xIu〉L2 dt = −
∫ δ
0
〈Iv, Iu∂xIu〉L2 dt = −
1
2
∫ δ
0
〈
Iv, ∂x (Iu)
2
〉
L2
dt = −1
2
I3
y
I4 = −
∫ δ
0
〈IuIv, ∂xIv〉L2 dt = −
∫ δ
0
〈Iu, Iv∂xIv〉L2 dt = −
1
2
∫ δ
0
〈
Iu, ∂x (Iv)
2
〉
L2
dt = −1
2
I1,
entonces
1
2
I1 + I2 +
1
2
I3 + I4 =
1
2
I1 +
(
−1
2
I3
)
+
1
2
I3 +
(
−1
2
I1
)
= 0. 
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4. Demostracin del teorema 2.1. Consideremos el siguiente espacio de funciones en donde buscamos una
solucin para el problema de Cauchy (2.1). Dado (u0, v0) ∈ Hs ×Hs, s > −3/4 y b > 1/2 , definimos
Es,b,R =
{
(u, v) ∈ Xs,b : ‖(u, v)‖Xs,b ≤ R
}
donde Xs,b = Xs,b ×Xs,b y
‖(u, v)‖Xs,b = ‖u‖Xs,b + ‖v‖Xs,b .
Entonces Es,b,R es un espacio mtrico completo.
Para (u, v) ∈ Es,b,R definimos Γ (u, v) = (Γ1 (u, v) ,Γ2 (u, v)) donde las aplicaciones Γ1 y Γ2 son definidos
por
(4.1)

Γ1 (u, v) (t) = ψ (t)W (t)u0 − ψ (t)
∫ t
0
W (t− τ)ψδ (τ) ∂xF (u (τ) , v (τ)) dτ
Γ2 (u, v) (t) = ψ (t)W (t)− ψ (t)
∫ t
0
W (t− τ)ψδ (τ) ∂xF (v (τ) , u (τ)) dτ
La buena definicin de Γ es garantizada por las proposiciones 3.1 y 3.2. Probaremos que existe C > 0 y R > 0 tal
que Γ aplica Es,b,R en s mismo y es una contraccin.
Usando la desigualdad triangular, (3.4), (3.6) y (3.5) con b′ < b conseguimos de (4.1),
‖Γ1 (u, v)‖Xs,b ≤ ‖ψ (t)W (t)u0‖Xs,b +
∥∥∥∥ψ (t)∫ t
0
W (t− τ)ψδ (τ) ∂xF (u (τ) , v (τ)) dτ
∥∥∥∥
Xs,b
≤ C ‖u0‖Hs + C ‖ψδ (·) ∂xF (u, v)‖Xs,b−1
≤ C ‖u0‖Hs + Cδ
b−b′
8
(
1−b′) ‖∂xF (u, v)‖Xs,b′−1
≤ C ‖u0‖Hs + Cδ
b−b′
8
(
1−b′) (∥∥∂xu2∥∥Xs,b′−1 + ‖∂x (uv)‖Xs,b′−1 + ∥∥∂xv2∥∥Xs,b′−1) .
Pero (3.3) y la desigualdad ‖·‖Xs,b′ ≤ ‖·‖Xs,b implican,
‖Γ1 (u, v)‖Xs,b ≤ C1 ‖u0‖Hs + C2δ
b−b′
8
(
1−b′) (‖u‖2Xs,b′ + ‖u‖Xs,b′ ‖v‖Xs,b′ + ‖v‖2Xs,b′)
≤ C1 ‖u0‖Hs + C2δ
b−b′
8
(
1−b′) (‖u‖Xs,b + ‖v‖Xs,b)2
= C1 ‖(u0, v0)‖Xs,b + C2δ
b−b′
8
(
1−b′) ‖(u, v)‖2Xs,b .
Elegimos ‖(u0, v0)‖Xs,b ≤ R/4C1 y δ > 0 tal que δ
b−b′
8
(
1−b′) ≤ 1/4C2R, entonces
‖Γ1 (u, v)‖Xs,b ≤ C1
(
R
4C1
)
+ C2
(
1
4C2R
)
R2 =
R
2
.
De la misma manera obtenemos ‖Γ2 (u, v)‖Xs,b ≤ R/2, por lo tanto
(4.2) ‖Γ (u, v)‖Xs,b = ‖Γ1 (u, v)‖Xs,b + ‖Γ2 (u, v)‖Xs,b ≤ R
y Γ (u, v) ∈ Es,b,R.
Ahora necesitamos mostrar que Γ es una contraccin. Para esto, si (u, v) , (u1, v1) ∈ Es,b,R de (4.1) y (3.6)
‖Γ1 (u, v)− Γ1 (u1, v1)‖Xs,b
≤
∥∥∥∥ψ (t)∫ t
0
W (t− τ)ψδ (τ) [∂xF (u (τ) , v (τ))− ∂xF (u1 (τ) , v1 (τ))] dτ
∥∥∥∥
Xs,b
≤ C ‖ψδ (·) [∂xF (u, v)− ∂xF (u1, v1)]‖Xs,b−1 ,
pero
∂xF (u, v)− ∂xF (u1, v1) = ∂x
[
3
4
(
u2 − u21
)− 1
2
(uv − u1v1)− 1
4
v2 +
1
4
v21
]
=
3
4
∂x [(u+ u1) (u− u1)]− 1
2
∂x [u (v − v1)]
+
1
2
∂x [v1 (u− u1)]− 1
4
∂x [(v + v1) (v − v1)] ,
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entonces, por la desigualdad triangular, (3.5) con b′ < b, (3.3) y la desigualdad ‖·‖Xs,b′ ≤ ‖·‖Xs,b , obtenemos
‖Γ1 (u, v)− Γ1 (u1, v1)‖Xs,b ≤ Cδ
b−b′
8
(
1−b′) [‖∂x [(u+ u1) (u− u1)]‖Xs,b′−1 + ‖∂x [u (v − v1)]‖Xs,b′−1
+ ‖∂x [v1 (u− u1)]‖Xs,b′−1 + ‖∂x [(v + v1) (v − v1)]‖Xs,b′−1
]
≤ Cδ
b−b′
8
(
1−b′) [‖u+ u1‖Xs,b ‖u− u1‖Xs,b + ‖u‖Xs,b ‖v − v1‖Xs,b
+ ‖v1‖Xs,b ‖u− u1‖Xs,b + ‖v + v1‖Xs,b ‖v − v1‖Xs,b
]
.
Luego,
‖Γ1 (u, v)− Γ1 (u1, v1)‖Xs,b ≤ Cδ
b−b′
8
(
1−b′) [(‖u‖Xs,b + ‖u1‖Xs,b + ‖v1‖Xs,b) ‖u− u1‖Xs,b
+
(
‖u‖Xs,b + ‖v‖Xs,b + ‖v1‖Xs,b
)
‖v − v1‖Xs,b
]
≤ 3Cδ
b−b′
8
(
1−b′)R
(
‖u− u1‖Xs,b + ‖v − v1‖Xs,b
)
≤ 3Cδ
b−b′
8
(
1−b′)R ‖(u− u1, v − v1)‖Xs,b .
De la misma manera obtenemos
‖Γ2 (u, v)− Γ2 (u1, v1)‖Xs,b ≤ 3Cδ
b−b′
8
(
1−b′)R ‖(u− u1, v − v1)‖Xs,b .
Entonces
‖(Γ1 (u, v)− Γ1 (u1, v1) ,Γ2 (u, v)− Γ2 (u1, v1))‖Xs,b ≤ 6Cδ
b−b′
8
(
1−b′)R ‖(u− u1, v − v1)‖Xs,b ,
si elegimos δ > 0 tal que 6Cδ
b−b′
8
(
1−b′)R < 1, Γ es una contraccin.
Por el teorema del punto fijo de Banach existe exactamente un punto fijo de Γ en Es,b,R. Por un argumento
bien conocido la unicidad de la solucin (u, v) se obtiene tambin en Xs,b. Adems, es fcil ver que la aplicacin
ΛT : Xs,b × BR −→ Xs,b
definida por
ΛT ((u, v) , (u0, v0)) = (Ψu0 (u, v) ,Ψv0 (u, v))
es analtica, por lo tanto, el teorema de la funcin implcita implica la analiticidad de la aplicacin del flujo Θ :
(u0, v0) ∈ BR 7→ (u, v) ∈ C ([0, T ] : Hs)× C ([0, T ] : Hs).
5. Demostracin del teorema 2.2. Esta seccin es dedicada a extender la solucin local obtenida en la seccin
anterior a la solucin global. Usando las leyes de conservacin habituales tenemos solucin global enHs (R)×Hs (R),
s ≥ 0. Por lo tanto, a lo largo de esta seccin suponemos s < 0. Nuestro objetivo aqu es derivar una cantidad casi
conservada y usarla para probar el teorema 2.2.
Tenemos la siguiente variante de la buena formulacin local del problema de Cauchy (2.1).
Proposicin 5.1. Para cada (u0, v0) ∈ Hs (R)×Hs (R), s > − 34 , el problema de Cauchy (2.1) es localmente
bien formulado en el espacio de Banach I−1L2× I−1L2 dotado de la norma ‖|(u, v)|‖ = ‖Iu‖L2 + ‖Iv‖L2 , con
el tiempo de existencia T que cumple
(5.1) (‖Iu0‖L2 + ‖Iv0‖L2)−α ≤ CT , α > 0.
Adems,
(5.2)
{
‖ψ (·/T ) Iu‖X0,b ≤ C ‖Iu0‖L2
‖ψ (·/T ) Iv‖X0,b ≤ C ‖Iv0‖L2 .
La demostracin de esta proposicin se obtiene con el mismo procedimiento usado para probar la buena formu-
lacin local del problema (2.1) desde que se dispone del estimado bilineal de la proposicin 3.3.
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Ahora procedemos a calcular la cantidad casi conservada. Cuando aplicamos el operador I al sistema (2.1),
obtenemos el siguiente problema de Cauchy
(5.3)

∂tIu+ ∂
3
xIu+ ∂x
(
3
4Iu
2 − 12I (uv)− 14Iv2
)
= 0
∂tIv + ∂
3
xIv + ∂x
(
3
4Iv
2 − 12I (uv)− 14Iu2
)
= 0
Iu (0) = Iu0 (x)
Iv (0) = Iv0 (x) .
Entonces, usando integracin por partes, conseguimos
d
dt
‖Iu (t)‖2L2 = 2
〈
d
dt
Iu (t) , Iu (t)
〉
L2
= 2
〈
−∂3xIu− ∂x
(
3
4
Iu2 − 1
2
I (uv)− 1
4
Iv2
)
, Iu
〉
L2
= −2 〈∂3xIu, Iu〉L2 2〈∂x(−34Iu2 + 12I (uv) + 14Iv2
)
, Iu
〉
L2
=
〈
∂x
(
−3
2
Iu2 + I (uv) +
1
2
Iv2
)
, Iu
〉
L2
,
pues se tiene que
〈
∂3xIu, Iu
〉
= 0. Entonces, integrando respecto de t en [0, δ] obtenemos
‖Iu (δ)‖2L2 = ‖Iu (0)‖2L2 +
∫ δ
0
d
dt
‖Iu (t)‖2L2 dt
= ‖Iu0‖2L2 −
∫ δ
0
〈
∂x
(
3
2
Iu2 (t)− I (uv) (t)− 1
2
Iv2 (t)
)
, Iu (t)
〉
L2
dt
= ‖Iu0‖2L2 +R1 (δ)(5.4)
donde
(5.5) R1 (δ) = −
∫ δ
0
〈
∂x
(
3
2
Iu2 (t)− I (uv) (t)− 1
2
Iv2 (t)
)
, Iu (t)
〉
L2
dt.
De la misma forma
(5.6) ‖Iv (δ)‖2L2 = ‖Iv0‖2L2 +R2 (δ) ,
donde
(5.7) R2 (δ) = −
∫ δ
0
〈
∂x
(
3
2
Iv2 − I (uv)− 1
2
Iu2
)
, Iv
〉
L2
dt.
Definimos R (δ) := R1 (δ) +R2 (δ), as tenemos de (5.4) y (5.6),
(5.8) ‖Iu (δ)‖2L2 + ‖Iv (δ)‖2L2 = ‖Iu0‖2L2 + ‖Iv0‖2L2 +R (δ) .
Usando la proposicin 3.5 tenemos
R (δ) = −3
2
∫ δ
0
〈
∂xIu
2, Iu
〉
L2
dt+
∫ δ
0
〈∂xI (uv) , Iu〉L2 dt+
1
2
∫ δ
0
〈
∂xIv
2, Iu
〉
L2
dt
−3
2
∫ δ
0
〈
∂xIv
2, Iv
〉
L2
dt+
∫ δ
0
〈∂xI (uv) , Iv〉L2 dt+
1
2
∫ δ
0
〈
∂xIu
2, Iv
〉
L2
dt
+
〈
∂x (Iu)
2
, Iu
〉
L2
+
〈
∂x (Iv)
2
, Iv
〉
L2
+
∫ δ
0
(
1
2
I1 + I2 +
1
2
I3 + I4
)
dt.
Reordenando trminos obtenemos
R (δ) =
3
2
∫ δ
0
〈
∂x
[
(Iu)
2 − Iu2
]
, Iu
〉
L2
dt−
∫ δ
0
〈∂x [IuIv − I (uv)] , Iu〉L2 dt
−1
2
∫ δ
0
〈
∂x
[
(Iv)
2 − Iv2
]
, Iu
〉
L2
dt+
3
2
∫ δ
0
〈
∂x
[
(Iv)
2 − Iv2
]
, Iv
〉
L2
dt
−
∫ δ
0
〈∂x [IuIv − I (uv)] , Iv〉L2 dt−
1
2
∫ δ
0
〈
∂x
[
(Iu)
2 − Iu2
]
, Iv
〉
L2
dt
= J1 + J2 + J3 + J4 + J5 + J6.(5.9)
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Usando la identidad de Plancherel y la desigualdad de Cauchy-Schwarz conseguimos
|J1| ≤ 3
2
∫ δ
0
∣∣∣〈F (∂x [(Iu)2 − Iu2]) (ξ) ,F (Iu) (ξ)〉
L2
∣∣∣ dt
=
3
2
∫ δ
0
∣∣∣∣∫
R
F
(
∂x
[
(Iu)
2 − Iu2
])
(ξ)F (Iu) (ξ) dξ
∣∣∣∣ dt
≤ 3
2
∫
R2
∣∣∣χ[0,δ] (t) 〈τ − ξ3〉2(b−1) F (∂x [(Iu)2 − Iu2]) (ξ)∣∣∣∣∣∣χ[0,δ] (t) 〈τ − ξ3〉2(1−b) F (Iu) (ξ)∣∣∣ dξdt
≤ 3
2
(∫
R2
χ[0,δ] (t)
〈
τ − ξ3〉2(b−1) ∣∣∣F (∂x [(Iu)2 − Iu2]) (ξ)∣∣∣2 dξdt)1/2(∫
R2
χ[0,δ] (t)
〈
τ − ξ3〉2(1−b) |F (Iu) (ξ)|2 dξdt)1/2
≤ 3
2
∥∥∥χ[0,δ] (·t) ∂x [(Iu)2 − Iu2]∥∥∥
X0,b−1
∥∥χ[0,δ] (·t) Iu∥∥X0,1−b
≤ C
∥∥∥∂x [(Iu)2 − Iu2]∥∥∥
Xδ0,b−1
‖Iu‖Xδ0,1−b .
donde ‖f‖Xδ0,b =
∥∥χ[0,δ] (·t) f∥∥X0,b para cualquier f ∈ X0,b. Usando la proposicin 3.4, conseguimos
(5.10) |J1| ≤ CN−α ‖Iu‖2Xδs,b ‖Iu‖Xδ0,1−b ≤ CN
−α ‖Iu‖3Xδs,b .
Tambin
|J2| ≤
∫ δ
0
|〈F (∂x [IuIv − I (uv)]) (ξ) ,F (Iu) (ξ)〉L2 | dt
≤
∫
R2
∣∣∣χ[0,δ] (t) 〈τ − ξ3〉2(b−1) F (∂x [IuIv − I (uv)]) (ξ)∣∣∣∣∣∣χ[0,δ] (t) 〈τ − ξ3〉2(1−b) F (Iu) (ξ)∣∣∣ dξdt
≤ ∥∥χ[0,δ] (·t) ∂x [IuIv − I (uv)]∥∥X0,b−1 ∥∥χ[0,δ] (·t) Iu∥∥X0,1−b
≤ ‖∂x [IuIv − I (uv)]‖Xδ0,b−1 ‖Iu‖Xδ0,1−b
≤ CN−α ‖Iu‖2Xδs,b ‖Iv‖Xδs,b .(5.11)
De la misma manera, tenemos
(5.12)
|J3| ≤ CN−α ‖Iu‖Xδs,b ‖Iv‖
2
Xδs,b
, |J4| ≤ CN−α ‖Iv‖3Xδs,b ,
|J5| ≤ CN−α ‖Iu‖3Xδs,b , |J6| ≤ CN
−α ‖Iu‖2Xδs,b ‖Iv‖Xδs,b .
Usando (5.9), (5.10), (5.11) y (5.12), la identidad (5.8) da la siguiente ley casi conservada,
‖Iu (δ)‖2L2 + ‖Iv (δ)‖2L2 ≤ ‖Iu0‖2L2 + ‖Iv0‖2L2 + |R (δ)|
≤ ‖Iu0‖2L2 + ‖Iv0‖2L2 + CN−α
(
‖Iu‖3Xδs,b + ‖Iu‖
2
Xδs,b
‖Iv‖Xδs,b
+ ‖Iu‖Xδs,b ‖Iv‖
2
Xδs,b
+ ‖Iv‖3Xδs,b
)
.(5.13)
Demostracin del teorema 2.2. Para probar el teorema es suficiente demostrar que la solucin local del problema
(2.1) se puede extender a [0, T ] para T > 0 arbitrario.
Para facilitar el anlisis, notamos que si λ ∈ ]0, 1[ y definimos
uλ (x, t) = λ2u
(
λx, λ3t
)
, vλ (x, t) = λ2v
(
λx, λ3t
)
,
uλ0 (x) = λ
2u0 (λx) , v
λ
0 (x) = λ
2v0 (λx) ,
entonces, (u, v) resuelve a (2.1) en [0, T ] con informacin inicial (u0, v0) si y solamente si
(
uλ, vλ
)
resuelve a
(2.1) en
[
0, T/λ3
]
con informacin inicial
(
uλ0 , v
λ
0
)
. Por lo tanto, extenderemos
(
uλ, vλ
)
a
[
0, T/λ3
]
.
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Como
∥∥uλ0∥∥Hs ≤ Cλ 32+s ‖u0‖Hs y ∥∥uλ0∥∥Hs ≤ Cλ 32+s ‖u0‖Hs , por (3.10) tenemos
(5.14)
∥∥Iuλ0∥∥L2 ≤ CN−sλ 32+s ‖u0‖Hs y ∥∥Ivλ0∥∥L2 ≤ CN−sλ 32+s ‖v0‖Hs ,
donde N = N (T ) ser elegido despus, sin embargo ahora λ = λ (N) exigiendo que
(5.15) CN−sλ
3
2+s ‖u0‖Hs =
√
ε0
2  1 y CN−sλ
3
2+s ‖v0‖Hs =
√
ε0
2  1.
De (5.15) obtenemos λ = CN
2s
3+2s y usando (5.15) en (5.14) obtenemos
(5.16)
∥∥Iuλ0∥∥2L2 ≤ (CN−sλ 32+s ‖u0‖Hs)2 λ2 ≤ (CN−sλ 32+s ‖u0‖Hs)2 ≤ ε02  1
y
(5.17)
∥∥Ivλ0∥∥L2 ≤ ε02  1,
por lo tanto, si elegimos ε0 arbitrariamente pequeo del teorema 5.1 vemos que el problema (2.1) est bien formulado
para todo t ∈ [0, 1].
Ahora, la cantidad casi conservada (5.13), los estimados (5.16) y (5.17), y el teorema 5.1 implican
(5.18)
∥∥Iuλ (1)∥∥2
L2
+
∥∥Ivλ (1)∥∥2
L2
≤ ε0
2
+
ε0
2
+ 4CN−α
[
ε0
2
(ε0
2
)1/2]
≤ ε0 + CN−αε0.
As, podemos repetir este proceso C−1Nα veces antes de duplicar el valor de
∥∥Iuλ (1)∥∥2
L2
+
∥∥Ivλ (1)∥∥2
L2
. Por
este proceso podemos extender la solucin al intervalo de tiempo
[
0, C−1Nα
]
tomando C−1Nα pasos de tiempo
de tamao O (1). Como queremos extender la solucin al intervalo de tiempo
[
0, T/λ3
]
, elegimos N = N (T ) tal
que C−1Nα ≥ T/λ3. Esto es,
Nα ≥ CT
λ3
= CTN−
6s
3+2s ,
esto es posible si
(5.19) α ≥ − 6s
3 + 2s
.
Si s es tal que − 6s3+2s < 2− 3b, entonces podemos encontrar α que satisface (5.19) y la hiptesis de la proposicin
3.4. Esta ltima desigualdad se satisface con un valor de b > 12 si − 6s3+2s < 34 , entonces elegimos s ∈
]− 310 , 0[.
Esto completa la demostracin del teorema 2.2.
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