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SUMMARY
Structural mass has always played an important role in design of aerospace vehicles,
from the wood and cloth construction of the Wright Flyer to the titanium of the Lockheed
SR-71 and Carbon/Epoxy of the Boeing 787. Mass of an aerospace vehicle can be reduced
by advancements in three main areas: material selection, knowledge of flight loads, and
efficient placement of material. The last area is the focus of the current research. This area
is further sub-divided into two approaches. The first is determining placement of primary
structural members, such as ribs, spars, frames, bulkheads, etc., referred to as internal
arrangement. The second sub-division consists of finding detail dimensions (skin thickness,
flange widths, etc.) that satisfy local material and buckling criteria. The two sub-divisions
are coupled, but both present complex design challenges, thus making them difficult to
consider simultaneously. Historically, designers have been forced to consider only a few
possible internal arrangements for the sake of meeting time and efficiency constraints.
The objective of this research is to improve the efficiency of defining the structural
design discussed above. In particular, emphasis is placed on structures with stringent
stiffness constraints, as it is challenging to simultaneously optimize for mass and global
stiffness. Most existing automated structural design tools are specialized for detailed final
analysis and design, where the minute details of a structure are designed based on internal
structure. In terms of detail, these tools have significant depth, but not enough breadth to
be well-suited for studying a wide range of structural configurations. Thus, a tool is needed
that captures most of the physics of a detailed design process, but still runs fast enough to
be useful in an environment where many designs can be considered.
Initially, the research will apply basic, well-understood concepts to the detail design
process to improve efficiency of stiffened panel optimization. Stiffened panels are found
throughout aerospace structures and consist of a combination of skins and attached stiffen-
ers. Optimization of these panels can be challenging because there can be many variables
xxvi
related to the thicknesses and widths of the stiffener flanges and there are many failure
criteria to satisfy such as material strength and buckling.
The first method applied to this optimization problem includes the use of a design of
experiments, as well as third order response surface equations (curve-fits) to represent struc-
tural failure criteria. These concepts will make incremental improvements as demonstrated
on an existing commercial structural design tool, HyperSizer. The resulting improvements
in design efficiency will demonstrate the advantages of utilizing these existing techniques.
Next, the research will consider development of a new methodology to address the
shortcomings of the approaches described above. Primarily, the methodology will provide
significant improvements in stiffened panel design computational efficiency, as well as im-
proved ability to handle local stiffness constraints. The methodology is based upon a change
of variables, reformulating the design space from being a function of physical dimensions
to being a function of stiffness terms. This change of variables enables a linearization of
the design space which allows for very rapid structural mass optimization using first order
response surface equations with the Simplex Algorithm. The change of variables also allows
required local stiffness values to be directly specified at the panel level instead of having to
impose additional constraints on the design space.
Additionally, application of the above methodology to composite structures will be con-
sidered. One advantage of a stiffness-based design space is that material variability does
not increase the complexity of the design space. Variation of material stiffness, as found in
composite design, can be developed as an integral part of the design space with the method-
ology described above. This allows for detailed structural design in conceptual vehicles to
be performed much more quickly than with traditional design approaches for composites
that are hampered by the greater number of variables that must be considered.
Finally, the developed methodology will be applied to a finite element model design
environment to demonstrate its capability. Two examples are used; the first is a coarsely-
meshed wing box that is similar to a Boeing 737 wing. A global stiffness constraint will
be applied to the model in the form of a wing tip displacement limit. The objective of the
demonstration is to use the developed methodology to optimize the upper and lower skins of
xxvii
the wing box to simultaneously satisfy the global constraint and local failure criteria while
providing a minimum overall structural mass. The second example uses a wing model similar
to that of the F-86. This model is optimized with a composite laminate, simultaneously
demonstrating applicability of the method to composites, as well as ability to couple with
a finite element model.
The final product of this research will be a methodology for early trade studies with
internal structure. The methodology will be able to determine optimum primary structure
mass as well as stiffness distributions that satisfy global displacement requirements. Addi-
tionally, both metallic and composite structures can be considered because the methodology




The purpose of this research is to develop a methodology which enables rapid structural
design trade studies to be performed for aerospace systems. In this context, trade studies
refer to the exploration of various structural layouts. This involves the placement of primary
structural members, such as ribs, spars, frames, and bulkheads.
Of particular interest are structures with stringent stiffness constraints, such as those de-
fined by global buckling or aeroelasticity. This chapter provides motivation for the research
and presents research questions to be addressed by the developed methodology.
1.1 Motivation
In general terms, the presented research is motivated by a need for a capability to rapidly
compute mass and stiffness distributions in structural trade studies. These trade studies
typically arise within large Multi-Discipline Optimization (MDO) environments, which inte-
grates many disciplines for aerospace vehicle design (structures, aerodynamics, propulsion,
etc.) in an automated fashion [23],[24],[25],[26]. The goal is usually to optimize the vehicle
at a system level considering multiple metrics such as cost and mass. Achieving this goal
requires a significant number of iterations between each of the disciplines because the inputs
of most disciplines are outputs from other disciplines (described in detail in Section 2.1).
Thus, computational inefficiency in any of the disciplines will not only slow down the entire
design process, but also make system-level global optimization nearly impossible.
Unfortunately, the coupled system-level MDO environment described above has proven
to be elusive to engineers and researchers. The best that has been achieved to date for
global system optimization are MDO environments that use simplistic analyses to pro-
vide high computational efficiency within each discipline. The drawback of using these
kinds of analyses is that they are not suited for unconventional vehicle concepts (such as
the Blended Wing Body (BWB) or High Speed Civil Transport (HSCT)), which require
1
physics-based design tools rather than scaled data from existing vehicles. Structural design
for all aerospace vehicles, including unconventional configurations, requires studying a va-
riety of internal structural arrangements (discussed in Section 2.3) and performing detailed
design on each. Thus, one way to handle MDO for aerospace systems is to improve the
computational efficiency of higher-fidelity design tools.
The intent of the research is to improve the efficiency of the design studies within the
structures discipline to ensure that it can respond to a rapidly evolving design at the system
level. Each of the disciplines mentioned above has a set of analyses and tools that trade
accuracy for speed. Structures in particular, however, has a distinct gap between very
coarse mass estimation and detailed design approaches that is to be addressed with the
current research. This will be introduced next with four categories of structural design
that describe where the research supplements and revolutionizes existing approaches. Each
category is described by drawing upon existing literature and discussing the merits and
drawbacks of approaches within the category. Figure 1 summarizes the fidelity and efficiency
characteristics of each category.
Figure 1: Characteristics of the Four Categories of Structural Design Tools
The four categories are found in a paper from 2013 by Chaussée [27] of Bombardier
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Aerospace, which contains a concise summary of current structural mass estimation ap-
proaches. Starting with the lowest fidelity approaches, the first method is the “Fully Em-
pirical” approach. This method is characterized by use of historical-based mass data of
current and past systems to predict the mass of a new structure. This prediction is typi-
cally done on a large-scale basis, such as predicting the mass of an entire wing or fuselage
based on the overall dimensions and loads of the structure. The mass is estimated by fit-
ting a regression curve through historical data of masses for similar vehicles, usually as a
function of several variables (wing span, thickness, design load, etc.) One advantage this
provides is that the as-manufactured mass is estimated, including bolts, fittings, etc which
may be more than half of the total structural mass.
The approach described above is often referred to as a Mass Estimating Relationship
(MER). Because MERs are a simple regression, usually in the form of a polynomial, evaluat-
ing the mass of a structure is quick and simple. The primary advantage and also drawback
of MERs is that the resulting mass estimation is not physics-based. While this makes MERs
easy to evaluate, it also means that they are limited to evaluating designs that would be
considered an “interpolation” of the existing vehicles used to generate the MER. Often, ve-
hicles which require a MDO environment are much unlike any existing vehicles [28] and are
therefore invalid to be used with a historical-based MER. Doing so could potentially require
extrapolation of mass trends which is not considered a sound design practice. Thus, MERs
do not contain the physics-based design processes needed to explore design points outside
the envelope of existing designs. As a result, MERs are not useful for anything beyond very
early system-level trade studies and cannot be used for trading various internal structure
arrangements.
The next level of fidelity described by by Chaussée is the “Scaling Method.” In this
approach, several reference structural models are constructed that are somewhat similar to
the anticipated final design. The primary structures of the reference models are analyzed
and optimized in detail to get accurate structural masses. As the vehicle optimization
proceeds, the reference masses are then scaled based on general parameters for the structure,
such as wing span and area. The advantage of this method is that it is not reliant on
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data of existing vehicles, making it useful for studying revolutionary configurations. By
interpolating between reference designs, mass trades can be considered without spending
time performing detail design of many structures. However, this approach can become
prohibitively time-consuming if the desire is to simultaneously explore variations in external
geometry and internal structure. This is because a large number of reference structural
models would be needed and a rigorous optimization is required for each.
A classic application of the Scaling Method is given in Reference [29]. This paper
from 1974 is a study of the application of composites to high-performance aircraft, when
composite structures were much more of a conceptual notion than current applications.
The study in Reference [29] determines a baseline structural mass breakdown for aluminum
construction and then estimates the mass savings in each major component based on the
stiffness, strength, and density relative to the baseline aluminum design.
In Reference [27], Chaussée identifies that the Fully Empirical approach and Scaling
Method described above have unsatisfactory characteristics for application to challenging,
unconventional structures and multi-discipline design environments. Primarily, the two
approaches above give a lumped value of mass rather than a defined optimal structure with
a distribution of mass and stiffness over the structure.
The next highest level of fidelity from Reference [27] can be found in “Low Fidelity
Analytical Methods.” Structural sizing approaches in this category are based on analytic
structural analyses that often do not use Finite Element Analysis (FEA) [30],[31],[32]. One
example of a non-FEA approach can be found in the ELAPS tool created by G. Giles
[33],[34],. This tool uses an equivalent laminated plate representation to analytically solve
for global displacement and load distribution for simple wing and fuselage models. In the
approaches that do use a simplified FEA [23],[35],[36], the structure is usually sized as a
simple shell without considering details such as internal stiffener dimensions or ply angles
(in the case of composites).
The advantage of approaches in the “Low Fidelity Analytic” category over the previous
category is that internal loads can be derived, so that any sizing performed will give a
distribution of mass and stiffness over the structure as opposed to a single lumped value.
4
This information allows for preliminary multi-disciplinary studies, such as investigating
aeroelastic performance. However, yet an even higher level of fidelity is needed to perform
trade studies on the internal configuration of the structure.
The final category of conceptual structure sizing described in Reference [27] is “High
Fidelity Analytical Methods.” This category is characterized by advanced analyses similar
to those used for final design of a vehicle. The majority of studies in this category implement
a Finite Element Model (FEM) to derive accurate internal loads for sizing the structure
and determining the stiffness distribution [37]. Additionally, this category is where multi-
disciplinary studies of main structural components begin to show up, such as aeroelastic
studies of a wing; some examples of this are shown in References [38] and [39].
There are several existing commercial tools to perform detail design of structures [1],[40],[41]
in this category. In this context, “detail design” refers to determining parameters such as
skin thicknesses, stiffener heights, and ply angles (for composites). These tools excel at
finding a low-mass solution for given load cases while also accommodating global require-
ments such as wing tip deflection [42]. However, these tools are inappropriate for conceptual
design studies that require run-times approaching several minutes rather than hours, days,
or weeks. Significantly lower run times are needed when performing MDO that requires a
large number of design variables to be evaluated. Additionally, any design process that has
a human in the loop becomes burdensome if run times of the sizing tool are greater than a
few minutes for each analysis.
Another factor that must be considered when applying detail design tools to conceptual
design is that they often require a well-defined starting point to achieve a good design. In
terms of “depth versus breadth,” these tools excel at finding a minimum mass, but are
difficult to apply to a design space with broad bounds. Tools for design of conceptual
structures must be sufficiently robust against unexpected combinations of internal loads
and be able to generate a design which can support those loads. Any vehicle configuration
which is significantly different than existing configurations will likely have internal loads
and stiffness requirements that require a new and unique internal design [28],[43],[8].
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These challenges are compounded by the fact that the global performance of the struc-
ture can have significant dependance on the finer details of the structure. For example,
the aeroelastic performance of a composite wing is highly dependent on the layup of the
upper and lower skins [44]. In turn, the layup of the skin is coupled with the design of
the stiffeners to ensure that the skin/stiffener combination passes all failure criteria for the
internal structural loads. This environment is referred to as a “panel-level” sizing, discussed
in detail in the next chapter. Panel-level sizing is typically only adequately handled by the
detailed design tools described above. Unfortunately, these are difficult to incorporate into
closely-coupled MDO due to poor efficiency.
To resolve the issues facing MDO for detailed structural design, it is necessary to advance
the computational efficiency of existing high fidelity tools. This will allow for the tools to
be used earlier in the design process where MDO studies are found. As shown in Figure
2 , the desire is to push structures tools from the high fidelity categories into conceptual
design.
Figure 2: Notional Progression of Vehicle Design [2] and Associated Tools
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Figure 2 shows the progression of design knowledge and design freedom over the con-
ceptual, preliminary, detailed design, and production of a vehicle. Traditional design envi-
ronments are characterized by a low level of design knowledge until the detail design phase,
and a steep drop in design freedom during the conceptual phase. For future design envi-
ronments, it is desirable to shift the knowledge curve to the left, such that vehicle design is
well understood in the conceptual and preliminary phases. Additionally, the design freedom
curve should be shifted to the right, such that large portions of the design space are not
eliminated in early conceptual design. These two curve shifts can be facilitated by push-
ing detailed design tools into the conceptual phase, thereby allowing more concepts to be
studied and ultimately improving understanding of the vehicle design.
The focus of this thesis is to develop a structural sizing methodology that serves as
an intermediate conceptual sizing tool between simplistic mass estimation and detailed
structural design. Existing design tools are either too simplistic or too inefficient to be useful
for achieving the goals described above for system-level MDO integration. In developing
this methodology, four key features are considered:
1. Efficiency: paramount to usefulness in an MDO environment.
2. Fidelity: necessary to analyze unique, unconventional vehicle configurations.
3. Generality: must be able to consider a variety of materials and structural concepts.
4. Global Interface Capability: necessary for coupling and iterating with a MDO
environment.
These desired features become a part of the objectives of this research, which are dis-
cussed in the next section.
1.2 Research Goals and Objectives
The objective of this research is to explore approaches for structural design which are effi-
cient enough to be useful in a large-scale multi-discipline environment, but which also re-
tain the accuracy of physics-based analyses. The research will consider existing approaches
7
for simplifying structural optimization and also present a new panel-based optimization
methodology to improve upon existing approaches. The goal of the new panel methodology
is to explore a gap in existing techniques, exploiting a change of optimization variables
to linearize the design space and improve optimization efficiency. In doing so, the new
methodology must retain the generality of existing tools by being applicable to multiple
material systems (metallics and composites) as well as multiple panel concepts. Addition-
ally, the methodology must be capable of interfacing with FEM -based design environments,
which have become a standard part of aerospace vehicle design. The following objectives
address these points in more detail. These were developed as a result of the literature search
performed in Sections 2.7 through 2.9.
1. Use a design of experiments and response surface equations to expedite
stiffened panel design.
Panel optimization is often the most cumbersome part of the conceptual design of a
structure. The first objective of this research is to apply existing combinatorial approaches
to the panel optimization problem to improve efficiency and compare to the optimization
tool HyperSizer as a baseline. HyperSizer uses a full-factorial optimization approach to
perform broad studies of the design space. Compared to a full-factorial exploration of the
stiffened panel design space, a design of experiments can provide a set of design points
with similar breadth but with fewer total points. Further improvement in efficiency can be
achieved using regression to generate response surface equations which represent stiffened
panel failure criteria as a function of panel dimensions. These equations can provide a more
simple form when evaluating constraints and also improve compatibility with optimization
algorithms.
2. Perform linearization of the panel design environment to improve efficiency
beyond existing approaches.
Linearization of the stiffened panel failure criteria used in optimization can be achieved
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through a change of variables, from physical variables to smeared stiffness terms. The
linearization is not closed-form, but can be achieved through the use of response surface
equations to represent the panel failure criteria as a function of panel stiffness terms. Lin-
earization allows the optimization to be solved with the very simple Simplex Algorithm,
greatly improving efficiency. The challenge to overcome is that the linearization must be
developed in such a way that the panel design environment retains substantial accuracy.
3. Apply linearized panel design methodology to composite panels to demon-
strate generality of the approach.
Composite materials allow the stiffness of a structure to be customized with a small
impact on mass. Although this is a highly useful trait, it also introduces significant com-
plexity to structural design. Due to the increased proliferation of composites into aerospace
vehicles in recent years, it is important for the linearized panel design environment to be
capable of handling this increased complexity. The methodology must be able to account
for total ply angle counts in the composite, as well as distribution of the ply angles through
the thickness of the composite.
4. Couple linearized panel methodology with a FEM -based design environ-
ment.
The vast majority of modern aerospace vehicle design process use a FEM -based design
environment, even in early stages of design. Thus, it is critical for any panel optimization
methodology to be well-suited for integration with a FEM and FEA results. Primarily, this
means having the ability to handle constraints imposed at the FEM (global) level, ability
to execute quickly so that iterations can be performed with the FEM , and ability to handle
multiple load cases during optimization.
1.3 Dissertation Outline
This chapter (1) introduced the motivation behind the methodology developed in this re-
search and presented the goals and objectives used as the framework for the dissertation.
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The four distinct objectives from the previous section provide requirements for the content
developed in Chapters 3 through 8.
Chapter 2 provides the background (literature review) needed to understand the method-
ology presented in this research, as well as its role in aerospace vehicle design. This back-
ground includes an overview of multi-discipline design and the role the structures discipline
plays. Following the high-level content, the chapter delves into the details of internal struc-
tural arrangement and stiffened panel design.
Chapter 3 directly addresses the first two research objectives presented in the previous
section. First, the chapter considers application of existing techniques (design of experi-
ments and response surface equations) to improve run time of stiffened panel optimization.
Additionally, the chapter contains the primary development made in this research, lineariza-
tion of the stiffened panel design space performed via a change of variables. The remainder
of the chapter contains a thorough development of the methodology, providing justification
for each step. This includes the change of optimization variables, reformulation (lineariza-
tion) of the panel failure criteria, and constraints needed to map between the two variable
domains. The last chapter presents a method for the reverse-mapping that is needed at the
completion of conceptual sizing with the stiffness-based approach developed in this research.
This reverse-mapping is needed to produce physical panel designs to provide a starting point
for preliminary design.
Chapter 4 focuses on performing a validation of the methodology developed in Chapter
3. The metallic I-stiffened panel is used for three different types of validation. The first
validation determines how accurately the linearized failure criteria represent the original
analyses. This is done by comparing failure predictions from the linearized analyses with
the original analyses for a large number of panel designs and loads. In the next valida-
tion, the overall accuracy of the optimization is assessed by comparing results from the
new methodology to a high-resolution optimization performed with present state-of-the-
practice methods. The final validation performed in this chapter verifies a key aspect of
the methodology that is needed to interface with a FEM , which is the ability to handle
stiffness constraints specified on the FEM .
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Chapter 5 addresses the third research objective presented in the previous section by
showing that the new methodology is fully applicable to composite panels. The chapter
develops two composite panels in parallel, an unstiffened laminate (flat plate) and an I-
stiffened panel. The demonstration goals are slightly different for the two panels. The flat
plate uses a high level of fidelity by capturing effects of ply stacking sequence as well as
ply stacking rules. The I-stiffened panel uses a higher level of abstraction to represent the
composite material (via effective stiffness) to demonstrate ability to handle a large design
space. The optimization methodology for these panels is developed in a similar pattern
to Chapter 3, providing a step-by-step application of the linearization methodology to the
composite panels.
Chapter 6 provides the methods used to couple the panel optimization methodology from
Chapter 3 with a FEM -based environment. First, the concept of bi-level optimization is
presented, which is a common approach for handling such environments. Next, an approach
is developed to control the FEM stiffness at the global level using a relatively small number
of control points. The final part of this chapter presents the methodology needed to update
the FEM based on results from the linear panel optimization. This is necessary because the
linear panel optimization uses only a subset of panel stiffness terms, so the remainder must
be estimated to correctly update the FEM .
Chapter 7 presents the first of two FEM -based demonstrations using the methodology
developed in this research, addressing the fourth research objective. The optimization is
performed on a metallic wing box from a 737-similar aircraft and focuses on the skins of
the wing box, which use a metallic I-stiffened concept. Longitudinal stiffness of the wing
box skins is controlled at the global level of the optimization to meet a required wing tip
deflection while simultaneously minimizing the mass of the upper and lower skins. The result
from this optimization is compared to a baseline optimization using an existing commercial
software, HyperSizer, to determine viability of the approach, and establish the improvement
in efficiency.
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Chapter 8 contains the second FEM -based demonstration, a composite wing for an F-86-
similar aircraft. The wing uses the unstiffened composite laminate optimization method-
ology from Chapter 5. The F-86 wing optimization does not include a global stiffness
constraint like the previous example in order to simplify the FEA iteration process. How-
ever, properties of the composite are controlled at the global level to enforce continuous
(manufacturable) distributions of ply thickness and ply angles. This also simultaneously
demonstrates two key objectives for the current research: applicability to composites and
ability to couple with a FEM . The results are compared to a baseline design developed in
HyperSizer to determine viability of the approach.
Finally, Chapter 9 provides conclusions about the linear panel optimization methodology
and its ability to meet the demands of a multi-disciplinary conceptual design environment.
The chapter also includes recommendations for future work to further improve the efficiency





The sections presented in this chapter are focused on providing the background for the
developments made in the current research.
The first section frames the general multi-discipline environment in which the research is
focused and introduces the role of the structures discipline. From here, the sections provide
increasingly specific background information on the structural design approaches considered
in the current research. This starts with an example of external load application, a step
required to initiate any conceptual structure design.
The second section studies internal structural arrangement, which is is a complex 3-
dimensional problem with few analytic solutions. This section emphasizes the need to have
a fast stiffened panel design tool to be suitable for conceptual studies because a significant
number of structural arrangements must be considered to find one which is mass efficient.
The next section provides a description of Finite Element Modeling (FEM) and Finite
Element Analysis (FEA), tools frequently used in structural design.
Following the introduction to FEA , the next two sections provide details of the struc-
tural design process considered in this research. A high-level outline of the process is given,
followed by a detailed description of stiffened panel design. This includes the approach of
a commercial tool (HyperSizer) as well as a review of several other stiffened panel tools.
The last three sections are focused on literature directly relevant to the methodology
developed within the current research. Of these three, the first is a review of applying
regression (curve-fitting) to stiffened panel design in order to improve efficiency. The next
section reviews how stiffened panel design environments are efficiently coupled to a FEM -
based design process with global constraints. The final section is a review of approaches
used to simplify composite laminate design to be more suitable for conceptual panel sizing.
Each section in this chapter provides the background needed to build the methodology
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and meet the objectives of the current research. Along the way, gaps in existing research
are identified to demonstrate the overall contribution of the research.
2.1 General Multi-Discipline Design Environment for Aerospace Vehi-
cles
This section contains a broad discussion of multi-discipline design environments for aerospace
vehicles and includes the majority of disciplines found in aerospace vehicle design.
The first step to providing background for the current research is to introduce the
structures discipline within vehicle design environment. This is done in Figure 3, which
describes the general flow used to design a new aerospace vehicle for a given mission. Note
that the diagram only considers a fixed Outer Mold Line (OML), meaning it does not include
variation in external geometry. The final output of this flow chart is a vehicle structure
and propulsion system which is consistent with the specified OML and meets the mission
requirements. The vehicle design is closed when each of the disciplines can meet all specified
requirements.
In Figure 3, the data transferred between each discipline is numbered and corresponds
to the descriptions shown below. In the paragraphs below, the feed-forward loops (upper-
right arrows) are described first for each individual discipline. Next, the feedback loops
(lower-left arrows) are described.
Feed-Forward: Aerodynamics
1. The vehicle OML is passed to the aerodynamic analysis tool.
This input is used to evaluate overall aerodynamic performance for the configuration
and generate surface pressure distributions.
Feed-Forward: Propulsion
2. The flight profile dictates the general type of propulsion system needed for the vehicle
(e.g. air-breathing vs rockets).
Feed-Forward: Mission Trajectory
3. The flight profile provides a target for trajectory design.
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Figure 3: General System-Level MDO Flow Chart
4. The aerodynamic characteristics are passed to the mission trajectory discipline to be
used in trajectory design.
5. Characteristics of the propulsion system (thrust, efficiency) are also passed in to be
used for trajectory design.
With these inputs, trajectory design can be performed. This consists of determining
time-varying parameters such as angle of attack or thrust vector integrated along the spec-
ified flight profile.
Feed-Forward: Structures
6. Many high-level requirements feed into the structures discipline. Materials are se-
lected at the system level according to cost, manufacturing, temperature limits, etc.
Failure criteria are dictated by FAA, EASA, and customer requirements, as well as
by similar previous vehicles. Additionally, stiffness requirements for the structure are
often dictated at the system level (discussed in detail later).
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7. Pressure distributions determined in the aerodynamics analysis provide external loads.
8. The mass of the propulsion system selected for the mission is input to the analysis to
determine resulting internal loads.
9. Inertial loads are passed in based on the trajectory designed for the mission.
The structures discipline uses these inputs to determine an appropriate structural design
(internal arrangement and detail designs) to support the given requirements and loads. The
design produces a distribution of mass throughout the structure. Note that the structural
masses determined here are of the primary load-bearing structure. Non-optimum masses
such as bolts, welds, fittings, interface pad-ups, etc. are not considered in this research.
The processes used to achieve the objectives of the structures discipline are the focus of
the current research and are described in detail in the remaining sections of this chapter.
Feedback Loops
The final parts of Figure 3 to identify are the feedback loops, identified by the lower-left
arrows on the figure. These data transfers occur after the first pass through the flow chart
when the disciplines update each other with new design information.
10. Mass properties of the vehicle (mass, Center of Gravity (CG), moments of inertia) are
passed back to the mission trajectory discipline for trajectory design and optimization.
11. New propulsion requirements are passed back to the propulsion discipline for reasons
such as improving efficiency or closing the design (meeting thrust-to-mass require-
ments).
12. Geometry of the propulsion system is passed back to the aerodynamics discipline to
account for changes in propulsion nacelles and struts.
2.2 Load Case Development for Conceptual Structure Design
As discussed in Section 1.1 of the Introduction, fully integrated vehicle design environments,
such as the one described in Section 2.1, are ideal but difficult to use in practice. Thus, the
structures discipline is often required to resort to more simplistic methods to get the external
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loads acting on a structure instead of relying on the trajectory and aerodynamics discipline
for initial loads. This is often required at the very start of a vehicle design because of
the “chicken-and-egg” problem that exists between the disciplines. Each discipline requires
inputs from other disciplines to function, meaning rough estimations of these inputs are
needed to initiate the feed-forward and feed-back loops described in Section 2.1.
This section discusses how load cases are selected for conceptual design and how ap-
proximations of these loads are derived to initiate the structural design.
2.2.1 Critical Flight Conditions
The structures of production aerospace vehicles are usually designed considering thousands
of load cases to cover every conceivable flight and ground loading scenario. Among these,
typically only a small number of cases drive the design of the majority of the structure.
This small subset of loads is often used in conceptual design under the assumption that
doing so will capture the majority of the structural mass.
2.2.1.1 Aircraft
For the wing structures used as the examples in this research, the prevalent critical loads
are the pull-up and pull-down maneuver. Thus, determining loads for conceptual sizing
primarily consists of estimating lift distributions over the surface of the wing for these flight
conditions. The severity of the pull-up and pull-down maneuver is typically established by
the type of aircraft. Most commercial aircraft are designed to a FAA-required 2.5g pull-up
maneuver [45], whereas fighter jets are usually designed for a pull-up maneuver greater than
6g’s [46] depending on customer requirements.
The pull-up and pull-down design limits for the aircraft help define the maneuver enve-
lope, or V-n diagram for the aircraft. An example of a typical V-n diagram for a jet trainer
aircraft is shown in Figure 4 [3]. Lines BC and ED on the diagram define the pull-up and
pull-down limits respectively. The two curves on the figure are the maximum possible load
factor (nmax) that can be achieved at a given free stream velocity (v). This relationship is
given in Equation 1. Equation 1 also uses free-stream density (ρ), maximum lift coefficient
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If the pilot attempts to maneuver the aircraft at a higher load factor, aircraft will enter a
stall. Beyond points B and E, the aircraft cannot be flown at nmax without risk of incurring
structural damage. The vertical line CD represents the maximum velocity allowed for the
aircraft. This limit is always higher than the aircraft’s maximum velocity in level flight
and thus can only be reached in a dive. This maximum dive velocity is usually dictated
by flutter, aileron reversal, or wing divergence, which are all aeroelastic phenomena [47].
These constraints are often neglected for conceptual sizing due to complexity.
Figure 4: V-n Diagram for a Typical Jet Trainer Aircraft [3]
A similar diagram exists for commercial transport aircraft. The FAA Federal Aviation
Regulations (FAR) Part 25.333 provides the minimum required flight envelope for these
aircraft [4]. The envelope, given in Figure 5, shows a maximum pull-up maneuver of +2.5gs
and a maximum pull-down maneuver of -1.0g. There is an additional allowance for the
flaps-down condition because transport aircraft often have large flaps and thus a much
higher maximum lift coefficient when extended.
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The air speeds indicated in Figure 5 are unique to each aircraft. However, the FAA
specifies the required ratios between each airspeed appearing on Figure 5 in the FAR Part
25.335.
Figure 5: V-n Diagram for Commercial Aircraft [4]
A final note to make about the maneuver limits is that a 1.5 safety factor is usually
included on top of the requirements. This is usually accounted for by scaling the internal
loads when stress analysis is performed.
2.2.2 Approaches for Aerodynamic Load Development
Now that the premise of load case selection has been introduced, this section will provide
a discussion on how aerodynamic load cases are developed. There are three common ap-
proaches for deriving a pressure distribution (thus providing lift and drag) over a structure,
listed below in order of increasing fidelity.
1. A combination of 2D airfoil aerodynamics and approximations of 3D aerodynamics.
2D analysis can be used to determine the local performance of an airfoil, but must be
scaled according to span-wise location to account for 3D circulation (vortexes). An
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elliptical distribution is typically used to account for this effect, as discussed in the
next section. This approach only works for long slender structures, such as wings and
struts, but is simple to perform.
2. The discrete linear vortex lattice method [48]. This analysis requires some rough
geometric modeling of the vehicle, but is very computationally efficient. This approach
is able to determine 3D wing phenomena such as induced drag and pressure coefficient
distribution. However, the analysis is limited to simple geometries.
3. Use of Computational Fluid Dynamics (CFD) [49],[50]. This approach can provide
highly accurate results, but requires a precise geometric model. The advantage of
CFD over the vortex lattice method is that it can produce a pressure distribution
over any arbitrary geometry. This is necessary for later stages of design to determine
the aerodynamic loading unique to the vehicle OML.
Of the approaches listed above, only the first is considered in this research. As stated
previously, only simple approximations are needed to initialize the structural design process.
The more advanced approaches would be used as the structures discipline becomes more
integrated with the aerodynamics discipline.
2.2.3 Approximate Method for Determining Load Distribution Over a Wing
This section contains the details of the first approach presented in Section 2.2.2 for deter-
mining lift, drag, and moment distributions. The calculations in this section were identified
by D. Raymer [51] as an approach to determine a load distribution on a wing for concep-
tual design. References [3] and [52] provide additional calculations needed to complete the
process. The approach described in this section was applied to the wing structure examples
presented in Chapters 7 and 8.
The first step of developing an approximate load distribution for a wing is to select
critical load case(s) as described in Section 2.2.1. Once the level of the load factor (n) is
set, the weight (W ) of the aircraft must be estimated to determine the load on the wings.
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For a n-g maneuver, the wing loading (L) is calculated by Equation 2 [51].
L = n ·W (2)
The next step is to determine the lift coefficient of the wings during the maneuver.
Lift coefficient is calculated from the relation for wing lift shown in Equation 3 [51]. The
calculation requires knowing the velocity of the vehicle during the maneuver (v), density of





Once the lift coefficient has been calculated, the angle of attack of the wing can be
approximated from a CL-α plot for the wing’s airfoil. These plots can be determined by
experimental data or from 2D airfoil analysis codes such as XFOIL [53]. This resulting
angle of attack is necessary to determine the lift, drag, and moment distributions described
below.
The next step is to approximate 3D wing effects with an estimated load distribution in
the span-wise direction. It is common to approximate this distribution as having an elliptical
shape [3], pictured in Figure 6. However, the span-wise lift distribution is influenced by
wing taper ratio, twist, and sweep. Schrenk’s approximation can be used to account for the
effect of wing sweep and taper [52].
Figure 6: Example Elliptical Lift Distribution Over the Span of a Wing
Another 3D wing effect that must be approximated is induced drag. A subsonic 2D
airfoil analysis can only capture skin friction drag and pressure drag (referred to together
as profile drag). Induced drag is caused by the same 3D circulation (vortexes) that reduces
lift at the tips of a 3D wing. The induced drag coefficient (CD,i) can be calculated from
Equation 4 [3] based on the wing lift coefficient (CL), span efficiency factor (e), and wing
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From this point, there are two possible routes to apply the load distribution to the
structural model. The first is to apply the lift load to the model at discrete points along
the wing, which is more simplistic from a FEM modeling standpoint. The second approach
applies the lift load via a continuous pressure distribution over the upper and lower skins of
the wing, which provides more accurate loads but requires greater modeling effort. These
two approaches are described in the sections below.
2.2.3.1 Equivalent Discrete Load Distribution
This approach approximates the wing as a series of segments, each with a constant chord.
The total load on the wing is achieved by calculating lift, drag, and pitching moment on
each segment and applying these loads to the centroids of the segments. This is depicted
in Figure 7. The span-wise distribution described above dictates how these loads are scaled
from root to tip.
Figure 7: Application of Discrete Loads to Wing Segments
The loads on each segment are calculated from the geometry of the segment. Lift is
determined by Equation 3, where A is the segment area instead of half the wing area. Drag
(D) is determined by a similar calculation, given in Equation 5. Pitching moment (M) of
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The final loads (force and moment) are applied to the FEM at the centroid of each wing
segment. This is done by rotating the lift and drag force components to align with the
local airfoil normal vector (for each segment). Additionally, moving the lift and drag force
vectors from the center of pressure to the geometric centroid of each segment requires the
addition of a pitching moment.
2.2.3.2 Continuous Pressure Distribution Approximation
The second method for applying the loads to the wing uses a continuous pressure distri-
bution to produce lift and drag forces, as well as pitching moment. Deriving loads with
a continuous pressure approximation is similar to the discrete approach described above,
but also incorporates the pressure distribution over the airfoil. Instead of applying discrete
loads to the wing structure, the aerodynamic forces are applied to the structural model as
a pressure on every element of the wetted surface of the wing. This results in a smoother
load introduction for the structural model than the discrete load approach.
The chord-wise pressure distribution can be calculated by 2D airfoil analysis codes for
subsonic, non-stalled conditions [53] at a specified angle of attack. An example of such
a distribution is shown in Figure 8. As discussed in Reference [3], a continuous pressure
distribution can be integrated over the curvature of the airfoil to derive the net lift, drag,
and pitching moment of the section. Thus, the continuous approach produces the same
total load on the structure as the discrete approach described above.
The information shown in Figure 8 establishes the chord-wise variation in wing pressure.
Next, the span-wise variation in pressure must be determined. This is done in a manner
identical to what was described in the previous section, by applying an elliptical scaling
to the pressure distribution in the span-wise direction. The final result of this process is
a continuous distribution that defines the magnitude of pressure on the lower and upper
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Figure 8: Example Pressure Distribution on an Airfoil
surface of the wing at every point over the area of the wing. An example of the resulting
pressure coefficient (Cp) distribution is shown in Figure 9. This pressure distribution can
be mapped to the mesh of a FEM based on the location of the centroid of each element in
the upper and lower skins of the wing (many commercial FEA pre-processors can perform
this mapping).
Figure 9: Example Pressure Distribution on a 3D Wing
2.3 Overview of Internal Structure Arrangement
Internal structure arrangement pertains to the placement of primary structural members
within a given OML. These structural members are often described as frames, bulkheads,
ribs, and spars. Placement of these structures must provide a favorable internal load path
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and sufficient overall vehicle stiffness. This topic is of high relevance to the current research
because it defines where stiffened panels are located in a structure. Figure 10 shows an
example of frame and stiffened panel placement in a Boeing 777 fuselage. Stiffened panels
are described in detail in Section 2.6.
Figure 10: Frame and Stiffened Panel Placement in Boeing 777 Fuselage [5]
The intent of the current section is to provide background information on how the
internal arrangement of a structure is determined and to highlight how it is closely coupled
with stiffened panel design. A brief description of each type of structural member is provided
below. Figure 11 identifies these four structural members.
• Frame: commonly found in fuselage structures and barrel sections of launch vehicles.
Primary usage is to break up un-supported spans of structure to prevent buckling.
In general, they are oriented perpendicular to the skin they support. Additionally,
frames are usually open structures and do not significantly intrude on the internal
volume of a vehicle.
• Bulkhead: also found primarily in fuselages, but are usually heavier than frames and
carry more load. Characterized by providing closure on an internal volume, either to
maintain internal pressure or to support subsystems and other fixtures.
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• Rib: commonly found in wings, but serve a similar purpose to frames. These struc-
tures are usually aligned with the chord-wise direction of a wing.
• Spar: also found in wings, oriented perpendicular to ribs. These structures are
substantially heavier and stiffer than ribs, and are designed to carry significant shear
load when the wing is loaded in bending.
Figure 11: Primary Components of an Internal Arrangement for a Commercial Aircraft
and Launch Vehicle Barrel
The external loads and overall OML geometry are usually what dictate the complexity
of the internal arrangement of a structure. The simplest internal arrangement is usually
found in the barrel of a launch vehicle or a commercial aircraft fuselage or wing (see Figure
11). These structures often have a uniform overall geometry and a significant amount of
structural acreage to bear the internal loads. These characteristics result in simple internal
structure with the arrangement varying in just one direction. This characteristic makes it
very straight-forward to study a large number of different configurations.
Structural arrangement is more complex for vehicles that are subject to high loads, com-
plex OML geometry, or a combination of the two. One structure that falls in this category
is that of a fighter jet. Most fighter jets have a slender OML optimized for high-speed
flight. Within the OML, a significant portion of internal volume is usually taken up by
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large jet engine(s). Thus, there is not much volume available for the primary structure in
both the wings and the fuselage. Additionally, fighter jets are designed to have a large flight
envelope, able to withstand as much as 9g’s (estimated, this information is not generally
published by the DoD). The resulting internal structure is usually irregular throughout the
vehicle (see Figure 12). These structures are at the opposite end of the design complex-
ity spectrum from the barrel sections shown above. As shown in Figure 12, the internal
arrangement varies in three dimensions, whereas the barrel section arrangement varies in
only one direction. The challenge of designing and performing trade studies with such a
structure is modifying the internal geometry.
Figure 12: Cutaway View of Internal Arrangement for F-16 Fighter Jet [6]
Drawing on the discussion above, studies of internal structure can vary from just a few
arrangements to 10 or more. Below is a description of several different studies that perform
trades with different internal arrangements. Each one highlights the unique challenges posed
by coupling between internal arrangement and stiffened panel design that are unique to the
vehicle.
The first case study was performed with the Ares V interstage by C. Collier et al.
[7]. The primary challenge of designing this structure was global buckling caused by the
compression loading from the second stage and payload. Global buckling of the interstage
is dependent on the combined stiffness of different parts of the internal structure. By
definition, global buckling has a mode shape that spans across multiple components of the
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structure, as opposed to local buckling which occurs only in small unsupported portions of
the structure. Local buckling can be mitigated by small design changes, such as increasing
the thickness of a skin or increasing the depth of a honeycomb core, both of which are
easy to modify. Global buckling is much more complicated to resolve while obtaining a
mass-optimum solution because it requires simultaneously rearranging internal structure
and adjusting the stiffness of the structure by changing the thickness of the parts.
For the Ares V interstage, global buckling was evaluated with a linear static buckling
solution in a FEA package. The requirements were that global buckling of the interstage
could not occur at a loading less than 2.15 times the flight load and that the buckling
mode shapes were be bounded by the frames in the interstage. The approach taken to meet
this requirements while minimizing mass was to perform a study on spacing of the frames.
For each frame spacing, the frame and skin were optimized. The frame was optimized to
provide sufficient stiffness to force the buckling mode to fall in between frames, and the
skin was optimized to prevent buckling between frames. The For the skin, several stiffening
concepts were considered, including honeycomb sandwich and hat stiffened panels. Figure
13 summarizes the findings from Reference [7]. This study demonstrates the importance of
the coupling between internal arrangement and stiffened panel design.
Another internal arrangement study to consider is that of the BWB (also known as a
Hybrid Wing Body (HWB)) fuselage. A unique design challenge in the BWB is that the
passenger compartment is flat and wide, making it non-ideal to handle pressurization than
traditional cylindrical fuselages. The flat top and bottom of the passenger compartment
have a tendency to pillow outward when the fuselage is pressurized. The primary solution
for this problem is the use of longitudinal bulkheads to hold the top and bottom of the
fuselage together.
An additional complication is that the passenger compartment must sustain loads in-
duced by the fuselage and wing simultaneously. Because the wing and fuselage are inte-
grated, the center body structure receives lateral loads from the wing and longitudinal loads
from the fuselage.
Considering the challenges described above, the approach taken by T. Laughlin et al.
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Figure 13: Trade Study of Frame Spacing for Ares V Interstage [7]
[8] was to consider various arrangements of bulkheads in the passenger compartment. In
conjunction with the study of internal arrangement, the authors also explored how the opti-
mum internal configuration varied for different scales of the BWB. To perform these studies,
an automated FEM generation tool was used to generate variations of internal structure.
Stiffened panel sizing was then performed for each internal arrangement variation to deter-
mine the mass of the primary structure. It was found that different numbers of bulkheads
were needed for the various scales of BWB. These different bulkhead configurations are
shown in Figure 14.
The final internal arrangement study considered in this section is the rib layout of a wing
box structure. Two similar studies were performed by M. Harmin et al. [9] and G. Francois
et al. [10]. The focus of these two studies was to determine if the stiffness of a metallic wing
box can be tailored to improve aeroelastic performance without a significant mass penalty.
The stiffness was tailored by varying the number and orientation of the ribs and then sizing
the thickness of the skins, ribs, and spars. The sized thicknesses of the skins, spars, and
ribs are dependent on the internal arrangement because the load path varies with different
arrangements. This again highlights the coupling between internal arrangement and panel
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Figure 14: Internal Arrangement of 98, 160, 216, 301, 400 Passenger BWB (Left to Right)
Reproduced from Reference [8]
sizing.
Both Reference [9] and [10] considered static aeroelasticity, analyzing the wing tip and
twist for each arrangement and determining sensitivity of these responses to rib spacing and
orientation. Static aeroelasticity considers the ability to influence wing bending and twist
to improve the aerodynamics of the wing. Additionally, Reference [10] considered dynamic
stability by evaluating natural frequency and velocity of first aeroelastic instability for each
internal arrangement. Both authors concluded that significant aeroelastic tailoring can
be achieved from rib placement and orientation alone. Figure 15 displays the geometry
considered by the two studies on rib placement.
Figure 15: Studies of Rib Placement and Orientation Reproduced from References [9] (Left)
and [10] (Right)
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In summary, variations of internal arrangement cannot be studied independent of local
stiffened panel design. The speed of the stiffened panel design is especially critical if a
large number of arrangements is to be considered. Similarly, rapid panel design is needed
when global stiffness constraints are applied because iterations must be performed for each
internal arrangement.
The next section provides detailed information on existing stiffened panel design and
considers applicability to conceptual design.
2.4 Introduction to Finite Element Analysis
Before discussing the details of general structural design it is necessary to first introduce
Finite Element Analysis (FEA), which is a core component of modern structural design.
FEA is a numerical technique for determining the load path through a complex geometry.
FEA determines the displacement of nodes (~x) based on the applied loads (~F ) and stiffness
of elements connecting the nodes. In its most basic form, FEA solves Equation 7 for ~x.
This requires inverting the global stiffness matrix ([K]) which is built from the stiffness of
all the elements in the model. Once the nodal displacements have been solved for, internal
element loads can be calculated to define the load path in the structure [54].
~F = [K]~x (7)
To perform FEA , the part must first be drawn in a Computer Aided Drafting (CAD)
package to create a representation of the geometry. Next, the part is meshed in a pre-
processor. Then the elements of the mesh are grouped into “properties.” These property
definitions include a reference to a material definition as well as information about the part
design. For example, a FEM property could be used to define a 1/4” aluminum plate. Next,
loads and boundary conditions are applied to the mesh in the pre-processor. The resulting
model is usually referred to as a Finite Element Model (FEM). Next, the FEM is submitted
to an FEA solver to solve for internal loads as described above. Finally, a post-processor is
used to extract and examine the displacements and internal loads. Figure 16 depicts this
entire process and identifies the tools related to each.
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Figure 16: Process for Developing a FEM and Running FEA
There are a variety of solution types available in most FEA packages. These are de-
scribed in the list below.
• Linear Static: This is the most simple and computationally efficient solution type.
The primary assumptions are that deformations are small relative to the model scale,
and the materials are not strained enough to leave the elastic regime. Most commercial
aircraft manufacturers use linear static FEA in their global loads FEM , also known
as a GFEM. This solution type is also very common for conceptual design.
• Static Geometric Nonlinearity: The next step up in complexity is to include the
effects of geometric non-linearity. This allows for large deformations caused by the
applied loads to be accurately modeled. However, this solution type is significantly
slower than linear static.
• Static Geometric and Material Non-linearity: This solution type is similar to
the previous, but allows for accurate representation of materials that begin to yield.
• Eigenvalue Buckling: Although buckling mode shapes can be captured with a
geometric nonlinear solution, the eigenvalue buckling solution type is more computa-
tionally efficient and also captures all possible buckling mode shapes. This solution
type is often used to determine where stiffness must be added in a structure to prevent
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buckling.
• Normal Modes: This analysis type is also eigenvalue-based, but is used to evaluate
the natural frequencies of a structure. This analysis type is commonly used for space
launch vehicles and payloads subjected to significant vibration. It is necessary to
ensure that the lowest natural frequency of the structure is higher than the frequency
of the harmonic excitation to avoid unbounded growth of the structural vibration
amplitude.
The FEA solution types listed above are common in aerospace vehicle design. In the
present research, only the linear static analysis type is used. In addition to the analysis types
listed above, there are several more advanced solution types used to solve specific problems.
These are mostly related to dynamic events, such as impact simulation, transient harmonic
excitation, and dynamic aeroelasticity (flutter).
Another distinction to be made for FEA applications is the type of model used. The
majority of FEMs used in aerospace vehicle design fall into two categories: global FEMs and
detail FEMs (also known as break-out FEMs ). An example of each is shown in Figure 17.
As the name indicates, global FEMs typically include the majority of the vehicle or at least
all parts that contribute to the overall vehicle stiffness (parts such as small aerodynamic
fairings are often left out). The global FEM is necessary to accurately capture the inde-
terminate load interaction between various parts of the vehicle (wing, fuselage, tail, etc).
Once the FEA is complete, the global FEM is usually broken up and distributed to stress
analysis groups to determine the detail dimensions (such as skin thickness) for all parts of
the vehicle. A distinguishing feature of global FEMs is that they are often modeled mostly
with 2D shell elements. The wing FEMs used in Chapters 7 and 8 of this research are
considered to be members of a global FEM .
Detail FEMs are needed for parts of the vehicle where the global FEM is not accurate
enough for parts with complicated geometry or loads, or for small parts. As shown in Figure
17, the global FEM has a fairly coarse mesh to ensure that there are no modeling mistakes.
However, this mesh is too coarse to accurately design small parts such as brackets or fittings.
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Figure 17: Examples of a Global FEM [11] and Detail FEM [12]
For these design scenarios, loads are extracted from the global FEM and applied to a detail
FEM to design the part. An example of a detailed FEM is shown on the right side of Figure
17. Unlike global FEMs , detail FEMs are often composed of 3D solid elements.
2.5 General Structural Design Process
Having introduced the use of FEA in the previous section, the next step is to describe how
a typical FEA -based structures design environment functions.
In most conceptual design environments, each internal arrangement considered for the
vehicle (described in Section 2.3) is represented with a FEM that must be analyzed and
sized. This requires applying external and inertial loads, running a FEA solver, and ex-
tracting the internal structural loads. The FEM is then broken down into panels and each
panel is sized independently to determine the detail designs of the structure (part dimen-
sions and thicknesses). These panels are the smallest design construct of a structure. The
material properties and dimensions of the panel are assumed to be constant over the area
of a panel. In a FEM, the elements within a panel all have the same property definition.
Usually, multiple panels are used to create a structural assembly, such as a wing skin or
spar. An example of this breakdown is shown in Figure 18. Additionally, the panels con-
sidered in this research are a combination of skin and stringer. They are modeled with a
“smeared” technique [55], which uses an equivalent stiffness matrix ([ABD]) to represent
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the stiffness of the skin and stiffener combined. The equivalent smeared stiffness matrix
is built up from the stiffness of the panel objects (skin, web, flanges). The smeared panel
technique is useful for conceptual design because it reduces FEM modeling effort. More
details of the equivalent smeared stiffness representation are given in Section 3.2.3.
Figure 18: Breakdown of Structural Design Entities
The number of panels within a structural assembly depends on how refined the panel
designs must be over the assembly. An example panel breakdown for a wing skin is shown
in Figure 19. A structure can be defined in this manner to allow panel geometry to vary
across the area of the part, which provides a more mass-optimum solution if the loads in the
structure are non-uniform. In the example given in Figure 19, the panel definition allows
the structural design to vary in the span-wise and chord-wise directions.
Figure 19: Panel Breakdown on an Upper Wing Skin
Once the panels are defined, a typical FEM-based conceptual sizing environment requires
iteration to converge on a final design. Iteration occurs with the local panel design, global
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stiffness distribution, and internal loads, all of which are coupled. These early FEMs often
have external loads and geometry that are frequently updated. Thus, it is desirable to not
spend a lot of time determining local panel designs that are eventually discarded as the
model matures. A coarsely-meshed FEM for conceptual design with 5,000 elements or less
can easily be run in a minute or less on a modern computer with linear static FEA . Thus,
it is desirable for large trade studies to have a fast local design environment so that the run
time for each configuration will still be 1-2 minutes including FEA plus optimization time.
However, having to optimize all of the variables associated with the local design of skin and
stiffeners can be burdensome. For example, a composite I-stiffened panel has 8 variables
associated with the dimensions of the skin and stiffener, plus the variables associated with
the composite laminate of the skin and stiffener. Assuming the skin and stiffener laminates
were simplified to just a representation of the percentage of 0◦ , +/-45◦ , and 90◦ plies, the
skin/stiffener combination would have a total of 14 variables. If a structure is represented by
even as few as 100 panels (a very simplistic model), there would be a total of 1400 variables
to consider. This is a significant number of variables for conceptual design, especially
considering that the optimum combination of variables will be updated multiple times as
the structure matures.
The discussion above reveals that finding suitable detail dimensions for each panel is
usually the most cumbersome part of the process. Figure 20 illustrates the details of the
general process described previously and indicates where the detailed panel design occurs
(also known as local optimization). Note that the entire process described in Figure 20 fits
within the “Structures” box shown in the system-level flow chart in Figure 3. The numbered
data exchanges shown in the figure are described below. The process iterates until a design
is found which meets the global stiffness requirements and also satisfies all of the failure
criteria at the local level. The process outlined in Figure 20 is is very similar to that used
by the commercial tool HyperSizer [1].
The starting point to the process in Figure 20 is a coarsely meshed preliminary FEM with
an initial smeared stiffness distribution (1). This initial stiffness distribution is typically
defined by “boiler plate” properties. This initial stiffness distribution is usually achieved by
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Figure 20: Outline of Iteration Process for Structural Optimization with a FEM
assigning a uniform thickness of an isotropic material to the entire FEM . Next, the external
loads (2) are applied to the FEM (3) and submitted to the FEA solver. The FEA solver
computes internal loads in the structure. Because the initial stiffness distribution was
assumed to be uniform, the initial load distribution is not biased towards any particular
part of the structure.
From here, the process enters into local optimization for each panel. Local optimization
starts with an initial guess for the design of each panel (4), which consists of a combination
of skin and stiffener thickness and geometry. The panel design is then passed to the panel
analysis environment (5), where the internal loads from FEA (6) are used to derive the
stresses in each object of the stiffener (skin, web, flanges) as well as critical buckling loads
for the panel. The panel evaluation data (7) is then used to check requirements for the
panel. First, the failure criteria (described in detail in Section 2.6.1.5) specified for the
vehicle (8) are checked to determine if the structure will survive the flight loads. Next, the
stiffness of the panel is checked against the required stiffness specified from the global level
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(9). The local stiffness of the panel must match the global level to ensure consistency in the
optimization. The final check in the local optimization is to determine if minimum mass
has been achieved for the panel. If any of these three panel requirements are not met, the
panel design is updated (10) and the local optimization iterates again.
Once the local optimization completes, the final mass and stiffness of each panel (11) is
output to the global optimizer. The global optimizer checks two criteria. First, the global
stiffness of the structure as determined from FEA (12) is compared against the required
global stiffness (13) to determine if the requirement is met. Next, the global optimizer
checks to determine if minimum mass has been achieved for the overall structure. If either
criteria are not met, the global optimizer updates the panel stiffness distribution (14) over
the structure and repeats the process until converged. This concludes the process described
in Figure 20. Global optimization with a FEM is discussed more in Section 6.1 to introduce
the algorithms and methodology needed to execute the optimization.
2.6 Review of Modern Stiffened Panel Design
This subsection is focused on the details of the local optimization presented above within
Figure 20. In the current research, stiffened panels are optimized at the local level. The
term “stiffened panel” is a subset of the general “panel” introduced previously and refers
to the combination of the skin and stiffener, either bolted or bonded together.
Stiffened panels are frequently found in the “acreage” portion of aerospace structures.
Acreage structure is characterized by large continuous shell sections (no complex curvature
or kinks), where loads are well distributed and continuous. Some examples are the skins
of an aircraft fuselage or wing (Figure 21) or the barrel section of a launch vehicle (Figure
22). These are in contrast to heavily loaded portions of a structure, such as the bulkheads
where landing gear attach.
This section introduces the general inputs and outputs of a stiffened panel analysis,
describes the details of the analysis performed with the panel failure criteria, and discusses
previous tools that have been developed to perform stiffened panel analysis and optimiza-
tion.
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Figure 21: I-Stiffened Panels in a Wing Box Upper Skin
Figure 22: Hat-Stiffened Panels in a Launch Vehicle Barrel Section
2.6.1 Overview of Stiffened Panels
This section provides details on the inputs and outputs to a stiffened panel analysis. Al-
though the FEM defines where panels are located, the stiffened panel analysis and design is
performed entirely analytically and is a separate process from FEA . This gives the method
generality, allowing various stiffener geometry to be considered. The only information used
from the FEM and FEA are the buckling spans of the panel and the internal loads. Other
inputs to stiffened panel design are the material selection, panel concept, and required stiff-
nesses. The outputs are mass, optimum panel geometry, and optimum ply orientations (if
composite). These are summarized in Figure 23 and the inputs are described in subsections
below.
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Figure 23: Inputs and Outputs for Stiffened Panel Design
2.6.1.1 Loads
Panel loads are determined by the internal forces of the FEM elements that make up the
panel. The challenge is resolving a distribution of element loads from the FEM into a
single load for the panel. This must be addressed any time FEA is used to derive internal
structural loads. Figure 25 shows an example of an element Nx distribution over a panel
that is resolved into a single panel load value. This operation is necessary to perform stress
analysis at the panel level.
Figure 24: Resolving FEM Loads into Panel Loads
The most conservative approach of resolving the loads is to treat the load in each element
as a separate load case. However, this process can be computationally inefficient if there
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are many elements and/or many load cases. Additionally, this approach can result in an
excessively heavy design if there is a spurious load in a single element. This is especially
detrimental for conceptual design because the FEM is at a low maturity level and can
potentially have a few elements with spurious high loads.
An alternative load resolution approach is to treat the element forces as a normal dis-
tribution and use the standard deviation of the distribution to define the rigor of the design
loads [56]. This approach produces just a single load for the panel and is thus much faster.
Due to its efficiency, this approach is favorable for conceptual design.
Figure 25 shows an example distribution formed from the Nx values of the 8 elements
shown in 25. The first step to determine the Nx load to be used for stress analysis is to
calculate the mean of the distribution, µ. Next, the standard deviation (σ) if the distribution
is calculated, assuming a normal distribution. Finally, a severity factor (s) is selected;
typical values are 0, 1, 2, and 3. Using these values, Equation 8 demonstrates how the
Nx for panel sizing is calculated.
Figure 25: Statistical Approach for Determining Panel Optimization Loads
Nx = µ+ s · σ (8)
From Equation 8, it is evident that higher values of s provide more conservative loads for
stress analysis. Note that s = 0 gives the element-average load value. In this case, Nx for
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the panel would simply be equal to the average of the Nx values from all of the elements in
the panel. The value of s used for optimization is ultimately up to the designer and usually
depends on the maturity of the FEM .
2.6.1.2 Buckling Spans
The second piece of panel optimization input that comes from the FEM are buckling spans.
These are simply extracted from the FEM geometry based on the outer dimensions of the
panel. The orientation of these dimensions depends on the orientation of the stiffeners.
Longitudinal buckling span (a) is aligned with the stiffeners, and lateral buckling span (b)
is oriented perpendicular to the stiffeners. These are shown in Figure 26.
Figure 26: Panel Buckling Spans
2.6.1.3 Material
A variety of material properties are needed to perform stiffened panel design [57]. These
include stiffness, stress allowables, strain allowables, laminate-based damage tolerance al-
lowables, and thermal properties. The required material properties depend on the failure
criteria selected for the panel, discussed in Section 2.6.1.5.
2.6.1.4 Panel Concepts
The selected panel concept varies greatly depending on the application. A comprehensive
list of these concepts is shown in Figure 27. Note that each of the two-piece concepts
usually comes in either a bolted or bonded variety, depending on the material system
(usually bolted for metallic and bonded for composite). Some examples of stiffened panels
on existing vehicles are the external hat stiffeners on the inter-tank sections of the Saturn
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Figure 27: List of Panel Concepts Used in Aerospace Design Applications
V and the integral blade stiffeners on the wing skin of the A350, as shown in Figure 28.
Figure 28: Stiffened Panel Examples on Saturn V Inter-tanks [13] and A350 Wing Skin
[14]
Another common concept is the I-stiffened panel. This panel concept was selected for
development of the methodology presented in this research. The advantage of using this
concept is that many of the other concepts are geometrical subsets and can be created by
removing flanges or parts of flanges from the I-stiffened panel.
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Table 1: Failure Criteria Used for Metallic Stiffened Panel Optimization
Object Type Analysis Name
Panel Buckling
Uniaxial and Biaxial, Simple BC
Shear, Simple BC
Uniaxial and Biaxial with Shear Interaction, Simple BC
Curved and Flat, All BC
Column with Transverse Shear Flexibility, Simple BC


















Strength, Von Mises Interaction Yield Criterion
Spacing Span Local Buckling
Biaxial
Shear




Strength, Von Mises Interaction Yield Criterion
Web Local Buckling
Biaxial




Strength, Von Mises Interaction Yield Criterion
Bottom Flange Local Buckling
Biaxial
Biaxial and Shear Interaction
2.6.1.5 Failure Criteria
Selection of failure criteria depends on the rigor of the design phase. Conceptual design
typically uses a small set of failure criteria such as simple strength analysis and panel buck-
ling [8]. Many more failure criteria are used for detail design and analysis for certification,
including more advanced criteria such as crippling, post-buckling, damage tolerance, etc.
Incorporating more of these advanced failure criteria in earlier phases of design provides a
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more accurate mass estimate for preliminary sizing. An example of such a failure criteria
set is given in Table 1.
Stiffened panels are usually subdivided into separate entities for various analyses, as
shown in Figure 29 and described below.
Figure 29: Analysis Objects in I-Stiffened Panel
• Panel-Level: Pertains to stiffness of the panel as a whole (usually for buckling).
• Facesheet: Length of the skin beginning and ending halfway between the adjacent
stiffeners.
• Bonded Combo: Combined portion of the top flange and the skin adjacent to the
top flange.
• Spacing Span: Free span of unstiffened skin between flanges of adjacent stiffeners.
• Web: Vertical portion of stiffener connecting top and bottom flanges.
• Bottom Flange: Horizontal portion of stiffener at the bottom of the web.
The types of failure criteria used with these panel objects are described below.
Panel Buckling
This failure mode occurs when the compressive load or shear load on the overall panel
exceeds the critical buckling value for the panel design. This results in unbounded defor-
mation of the overall panel as shown in Figure 30. There are a variety of different methods
used to determine the critical buckling load of the panel ranging from the simplistic column
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buckling calculation [58] to a more sophisticated numerical energy-based approach that can
handle panels with curvature [59].
Figure 30: Panel Buckling of I-Stiffened Panel [15]
Stiffener Buckling
This buckling occurs when the stiffener reaches its critical buckling load before the entire
panel buckles. Because the stiffener is supported by the skin, the stiffener usually “tips”
over in the buckled mode shape, shown in Figure 31. This is known as flexural torsional
buckling [60].
Figure 31: Stiffener Buckling of J-Stiffened Panel [16]
Local Buckling
This failure occurs when one of the parts of the panel buckle before the panel as a whole
buckles. This can be in one of the flanges of the stiffener or in the skin between stiffeners.
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Figure 32 shows an example of local buckling in the skin between two hat stiffeners. Local
buckling can occur if a part of the panel was designed too thin relative to the rest of the
panel. Analyses for this failure mode treat the segments of the panel as flat plates with
boundary conditions that correspond to the flange location on the stiffener [61],[62],[63].
For example, the bottom flange of an I-stiffener would be analyzed as having a free edge.
Figure 32: Local Buckling in the Skin of a Hat-Stiffened Panel [17]
Crippling
The analysis performed for this failure mode captures performance of the stiffener after the
flanges of the stiffener have already locally buckled. At this point, the flanges are unable to
carry any more load. However, the corners of the stiffener where the flanges intersect are
inherently more stable and thus able to carry more load beyond the point where the flanges
have buckled. The crippling analysis determines the point at which load in the stiffener
corners is too great and the entire stiffener collapses [62].
Material Failure
The analyses for this failure mode are based on the stresses, strains, and curvatures found
within each object of the stiffened panel. These are compared against material allowables
with a variety of approaches ranging from simple longitudinal and transverse stress/strain
checks to more advanced interaction criteria such as the Von Mises yield criterion [58].




Input stiffness values for each panel are necessary when there is a global stiffness-based
objective to be met, such as a deflection limit or required global buckling eigenvalue. This
requires a stiffness distribution to be specified at the global level. Thus, each panel will have
a specific required stiffness value depending on its location in the structure. To satisfy global
deflection limits, it is common to have a required panel membrane stiffness distribution.
For global buckling limits, required panel bending stiffness distributions are common. The
process of extracting required panel stiffnesses from a global stiffness distribution is a core
part of bi-level optimization as described in Chapter 6.
2.6.2 Detailed Description of Stiffened Panel Analysis and Design
Inputs and outputs of the stiffened panel design environment were discussed in the previous
section. This section describes the analysis that happens in-between the two. The described
process encapsulates the details of the local optimization environment outlined within Figure
20 of Section 2.5.
The process presented here is intended for stiffened panels that are represented with a
“smeared” modeling approach, which uses an equivalent stiffness (Equation 9) to represent
the panel instead of discrete geometry. The smeared panel technique is used for conceptual
design with FEMs because it gives the most design freedom and computational efficiency for
a particular mesh. With the smeared panel analysis technique, stiffeners are not physically
modeled in the FEM . Instead, the loads within the panel (web, flanges, etc.) must be
calculated outside of FEA analytically, using the overall loads applied to the panel as
derived from FEA. This process is outlined in Figure 33 and is typical for smeared panels
[1]. The advantage of this approach is that the FEM mesh does not need to change every
time the design is updated. Only the equivalent smeared stiffness (described below) in the
FEM must be updated.
Figure 33 gives the step-by-step process for evaluating the failure criteria of a smeared
stiffened panel. This is the process as used by HyperSizer, a commercial structural analysis
tool [1]. The details to each step are described below.
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Figure 33: Evaluation of Candidate Design
1. The starting point for the analysis is a candidate design which consists of a selection
of geometry and material.
2. A smeared stiffness representation of the panel is calculated in the form of the ABD
matrix (Equation 9) for each candidate design. This stiffness calculation is done via
an extension of Classical Lamination Theory (CLT) into stiffened panels [55].
3. Next, the design-to loads are applied. These loads are extracted from the elements
that make up the panel (see description in previous section).
4. After applying loads, the overall deflection (strains and curvatures) of the panel is
calculated using the smeared ABD matrix.
5. The final step of the internal load processing is to determine local strains and stresses
of each part of the panel (skin, web, flanges) based on their relative stiffnesses (which
depends on object dimensions and material properties).
6. With the local strains and stresses, failure criteria for the various panel objects can
be evaluated. These failure criteria include material failure, local buckling, panel
buckling, crippling, etc; a full list is given in the previous section.
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To optimize the panel for minimum mass, the process described above is repeated numer-
ous times until an optimum design is achieved. This requires that the process be connected
to an optimizer, which determines the new candidate design for each iteration.
The ABD matrix shown in Equation 9 provides the equivalent smeared stiffness repre-
sentation for the panel. Note that of the 36 terms shown, only 18 are unique because the
sub-matrices [A], [B], and [D] are all symmetric. The [A] matrix represents the membrane
(in-plane) stiffness of the stiffened panel. For this matrix, the 11, 22, and 33 terms repre-
sent longitudinal, transverse, and shear stiffness respectively. The [D] matrix represents the
bending stiffness of the stiffened panel. For the [D] matrix, the 11 and 22 terms represent
bending about the transverse and longitudinal axes. The D33 term represents twisting stiff-
ness. Off-diagonal terms in both the [A] and [D] matrix give the interactions between the
primary stiffnesses. Similarly, the entirety of the [B] matrix represents coupling between
membrane stiffness and bending stiffness. If the [B] matrix is non-zero, the panel will bend





A11 A12 A13 B11 B12 B13
A21 A22 A23 B21 B22 B23
A31 A32 A33 B31 B32 B33
B11 B12 B13 D11 D12 D13
B21 B22 B23 D21 D22 D23
B31 B32 B33 D31 D32 D33

(9)
As mentioned above, the ABD matrix relates strains and curvatures to applied load.
Calculation of the panel strains (εx, εy, εxy) and curvatures (κx, κy, κxy) is shown in
Equation 10. These are determined by membrane load (Nx, Ny, Nxy) and bending load
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2.6.3 Existing Stiffened Panel Design Tools
There are a number of tools that have been developed in the last 30 years to perform stiffened
panel sizing. The rise of modern computing has allowed for traditional structural analyses
to be integrated with numerical optimization tools. Previously, structural optimization was
performed by using a reduced set of analyses so that mass minimization could be done by
hand as a function of one or two variables [64].
The majority of modern panel sizing tools were born in the 1980s and early 1990s.
Several of these were developed by researchers at NASA and partner universities. Others
were developed internally by commercial airframe manufacturers. By the early 2000s, most
of these tools had either been adopted by commercial entities or fallen into disuse. This
section describes the development and use prominent stiffened panel sizing tools. The intent
is to provide background information on the maturity of stiffened panel design, as well as
capabilities and limitations of existing tools. Additionally, it should be noted that none of
the tools discussed below use a stiffness-based design space, which is unique to the current
research.
2.6.3.1 HyperSizer
HyperSizer is the tool used for much of the data generation and validation for the current
research, so it will be described first. The code base of HyperSizer was originally developed
at NASA in 1988 under the name ST-SIZE for hypersonic vehicle research [65], [55]. The
original concept of the software was to automate all of the standard structural analyses used
by NASA engineers and couple them with FEA . This provided a tool that replaced the
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manual process of finding stiffened panel designs that could withstand the loads derived in
FEA . In 1996, the creators of the software obtained a commercial license through NASA’s
technology transfer program, and began to market the tool to commercial airframe manu-
facturers. What makes HyperSizer unique and more capable than the tools described below
is the formulation with an equivalent stiffness matrix, as described in the previous section.
The only drawback to HyperSizer’s core sizing capability (known as “Detailed Sizing”)
is the efficiency of the optimization. HyperSizer uses a full-factorial approach to optimize
panels. The user inputs a min and max value for each dimension of the panel, and a number
of increments to consider within this range. HyperSizer then builds a full factorial matrix
of all possible combinations of the increments for each dimension. The panel failure criteria
are then evaluated for each panel design, in order from lowest to highest panel mass. The
first panel found that satisfies all of the failure criteria is selected as the optimum design.
Note that Collier Research Corporation has recently developed a new optimization ca-
pability called “Rapid Sizing” which uses a proprietary algorithm to size stiffened panels
within about one second per panel. This is a substantial improvement over the older op-
timization methodology described above and makes it a promising tool for future studies
as its capabilities are matured. To achieve the improvement in efficiency, there are some
simplifications made in the Rapid Sizing tool compared to traditional Detail Sizing tool.
Because of these simplifications, HyperSizer’s Detail Sizing tool was used instead of the
Rapid Sizing tool. The simplifications of Rapid Sizing compared to Detailed Sizing are
listed below.
1. Currently only available for a few panel concepts: I-stiffened panels, honeycomb sand-
wiches, and flat plates.
2. Only a limited number of failure criteria are available with this tool.
3. Only membrane loads are considered in the analysis of stiffened panels.




Another panel sizing tool was developed by W. J. Stroud and M. S. Anderson several years
before ST-SIZE in 1981, referred to as PASCO [66]. This tool has many capabilities similar
to HyperSizer, including ability to handle thermo-elastic effects and stiffness requirements.
PASCO can also handle metallic and composite panels. Features that PASCO does not
have is the ability to handle lateral bending loads or twisting loads. Additionally, only two
panel concepts are available: blade stiffeners and hat stiffeners. PASCO has seen little use
in more recent years but is occasionally run to verify newly developed design tools [67].
2.6.3.3 PANDA2
A similar approach was taken by D. Bushnell at Lockheed in the development of PANDA2, a
panel sizing tool from 1987 [68]. This tool also uses standard structural analyses to evaluate
strength and buckling failure in composite and metallic stiffened panels. Additionally, the
tool performs optimization of the dimensions of the panel for a variety of stiffened panel
concepts. Although it was conceptually similar to HyperSizer and PASCO, PANDA2 did
not have the same generality. The panel loads were limited to membrane (Nx, Ny, Nxy)
and out-of-plane pressure. Additionally, the tool did not have built-in ability to interface
with FEA . PANDA2 was used by researchers on and off through 1998. Around this time,
there was significant interest in using regression to represent local optimization tools, and
several papers used both PANDA2 [69],[70] and PASCO [71],[72] to generate data points to
get curve fits of optimum panel mass versus load. This topic is discussed in more detail in
the next section.
2.6.3.4 VICONOPT
Yet another research-based stiffened panel optimization tool was developed in 1990 by R.
Butler and F. Williams called VICONOPT. Unlike the tools described above, VICONOPT
is focused mainly on optimizing the panel to handle natural frequency and buckling con-
straints. Thus, the optimization is driven much more by overall panel stiffness. VICONOPT
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can handle several panel concepts including hat stiffeners and Z-stiffeners, making it rele-
vant for trade studies with commercial aircraft. However, VICONOPT is not as general as
the panel sizing tools described above, and has primarily been used for advanced panel-level
studies such as for post-buckling [73],[74].
2.6.3.5 COSTADE
Another stiffened panel design tool which made it into the commercial world is COSTADE
from 1993 [75]. This tool originated as a NASA initiative to promote cost and mass-
efficient use of composite structures. The tool was a product of collaboration between
several commercial and research entities, including Boeing, the University of Washington,
Sikorsky, Northrop, MIT, and Dow/United Technologies. The goal was to develop a tool
which combined the disciplines of cost estimating, structural analysis, and manufacturing
to provide a comprehensive design tool for composite structures. Ultimately, the structural
design portions of the tool have been incorporated into Boeing internal design processes.
2.6.3.6 ELAPS
This is a non-FEA tool that instead uses analytic structural analysis to derive an internal
load distribution in wings and fuselages [33], [34]. This allows for rapid convergence on an
optimum structural design. However, the tool does not provide much generality because it
can only handle wing and fuselage configurations that are pre-programmed into the software.
This means the tool has a significant lack of generality needed to handle unconventional
structures.
2.6.3.7 Other Commercial Tools
In addition to the panel sizing tools adopted by commercial entities, there are many which
were developed internally by commercial airframe manufacturers. Unfortunately, there is
little published material on these tools because most of them are considered to be proprietary
methods. Occasionally, studies are published for public consumption, such as for the Airbus
wing sizing tool FAME-W by R. Kelm et al. [30]. This tool uses analytic methods to
approximate internal loads from primary external load cases, without FEA . Basic strength
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and buckling criteria are then used to size the structure and determine mass estimates for
early preliminary design.
2.6.3.8 Summary
The characteristics described above for each tool are summarized in Figure 34. Each of these
characteristics are described below, along with reasoning for how the ratings in Figure 34
were determined.
1. Current Maintenance: frequency of updates and bug fixes. Commercial software
or software actively used for production design are given the highest rating in this
category. Software with no references in literature in the last 10 years are given the
lowest rating.
2. Availability: dependent on whether the software is commercial, proprietary, or a
tool developed by an independent researcher. Free software hosted on a public website
would receive the highest rating. Commercial software receives a slightly lower rating
due to cost of acquisition. Software which is strictly a proprietary internal tool receives
the lowest rating.
3. Couples with FEA: some software have built-in FEM and FEA interface tools, while
others would require extra development to achieve this capability. Software with out-
of-the-box FEA interface capability receive the highest rating in this category, and
those which rely only on analytic methods for internal structural loads receive the
lowest rating. Ratings in-between depend on estimated effort to write a script to
couple the software with FEA .
4. Fidelity of Analyses: software with more advanced analyses such as crippling and
post-buckling receive the highest rating. Those with only strength-based criteria
receive the lowest rating. Software in-between the two are rated accordingly.
5. Optimization Efficiency: dependent on the optimization scheme used. Ratings are
based on optimization times reported for similar problems in the references presented
previously for each software.
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6. Material Selection: ability to handle metallics and composites. All software re-
viewed are capable of optimizing both.
7. Number of Panel Concepts: ability to handle concepts listed in Section 2.6.1. The
number of panel concepts available in the software determines the rating.
8. Components of Load: ability to include membrane, bending, and transverse load.
The number of available components of load determines the rating.
Figure 34: Summary of Characteristics for Existing Panel Optimization Software
Note that several of the categories in Figure 34 for COSTADE are unknown. This
is because COSTADE is a Boeing proprietary internal tool and the current state of its
capabilities is not published.
Drawing from the summary in Figure 34, HyperSizer dominates the majority of the
categories and is selected for further consideration in the present research. The only two
categories in which HyperSizer did not receive an “Excellent” rating are availability and
optimization efficiency. The availability rating is due to the fact that it is available to
the public, but is priced in the range of typical aerospace design tools. The optimization
efficiency rating is due to the optimization approach based on full-factorial exploration,
which is the target for improvement of the current research.
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2.7 Regression for Panel Design
The intent of this section is to discuss literature that uses Response Surface Equation
(RSE)s, either as a function of panel dimensions or panel stiffness. As discussed in the
introduction, RSEs play a key role in the present research. Thus, it is necessary to under-
stand current state-of-the-art applications in related areas. To this end, all known instances
of RSEs used in panel sizing have been documented here. Each instance is summarized in
Table 2, noting the dependent and independent variables as well as other features. The ob-
servations made in this literature review provide the framework of the logic used to develop
the methodology in the current research.
2.7.1 Overview of Response Surface Equations
RSEs are surrogate functions used to represent complex analyses, thereby improving the
efficiency of a design process [76]. They are typically simple functions, such as a 2nd or 3rd
order polynomial. Before RSEs were introduced to aerospace vehicle design, the only way to
gain an complete understanding of how a complex numerical analysis varies over the design
space was to run a full-factorial exploration over the entire design space. However, this can
be a substantially time-consuming task if the analysis is complex. For example, running
a full-factorial exploration for five increments in five design variables with 15 minutes of
analysis time for each point would take 33 days. Obviously, this is far too inefficient to be
practical.
The alternative is to instead use RSEs to represent the complex analysis and explore
the design space. Generation of RSEs requires evaluation of the complex numerical analysis
at intelligently selected points in the design space. This collection of points is referred to
as a Design of Experiments (DoE) and contains substantially fewer design points than a
full-factorial evaluation of the design space. For example, only 46 design points would be
needed to generate a 2nd order RSE with the five design variables described above [76].
This corresponds to a run time of 11.5 hours. Generation of these RSEs with a full-factorial
data set would require 243 points, which is still five times more inefficient than the Design
of Experiments (DoE) .
57
Once an RSE is generated, the design space can be explored with minimal computational
expense. RSEs are generated with the steps listed below [76].
1. Generate a DoE to determine the settings for the design variables. The type of
DoE chosen depends on the desired order of the RSE. There are several standardized
DoE for 2nd order RSEs such as the Box Behnken and Central Composite Design
DoE . For these type of DoE, a given number of design variables requires a specific
number of DoE points. For higher order RSEs, “space-filling” DoE are often used
such as the Latin Hypercube or Uniform Spacing DoE . Unlike the 2nd order DoE ,
these can have as many points as desired by the user. These DoE are characterized by
points scattered throughout the design space. The location of each point is determined
numerically to maximize regularity of spacing between points.
2. Evaluate each DoE point with the complex numerical analysis and record the response.
3. Perform regression to generate a polynomial (RSE ) with the analysis response as the
dependent variable and the design variables as the independent variables.
4. Use the RSE to evaluate the points in the DoE to determine the Model Fit Accu-
racy (MFA). This is based on the accuracy of the RSE in predicting the value of the
response at each DoE point.
5. Perform a similar check with randomly-generated points in the design space to calcu-
late Model Representation Accuracy (MRA). This is the RSE ’s ability to accurately
interpolate the response in within the design space.
6. If the MFA and MRA are not satisfactory, return to the first step and repeat the
process with a higher order RSE to attempt to find a better fit. Note that the number
of DoE points must be increased when the order of the RSE is increased. Additionally,
the order of the RSE can only be increased up to a certain point before “over-fitting”
begins to occur where the regression is attempting to fit the RSE to noise in the
response.
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2.7.2 Existing Literature Using Response Surface Equations
In most applications of RSEs in existing literature, the desire is to make stiffened panel
design fast enough to be suitable for conceptual design. The intent of the current research
is similar, so it is useful to draw upon techniques used previously. Table 2 lists references
that use RSEs for stiffened panel optimization. The table identifies key features of the RSEs
in each reference that are relevant to the present research. An explanation of each column
heading is provided below.
2.7.2.1 Margin versus Mass
This category describes whether the RSE dependent variables are margins for the stiffened
panel failure criteria, or a prediction of the optimum mass of the panel.
Margin: RSEs in this group are used to calculate the margins of the failure criteria for
the stiffened panel. This type of RSE is most appropriate for design environments where
it is necessary for physics-based design principles to be captured in the local optimization
with a high amount of computational efficiency. These types of RSEs are needed when the
panel design space is not well understood and significant design space exploration is needed.
Mass: Conversely, design environments that are better understood (a rough idea of the
final design is known) often use RSEs that predict optimum mass for the stiffened panel.
These RSEs are usually a function of panel load and one or two panel stiffness terms. Design
environments that use these RSEs do not need to perform a local optimization because the
dependent variable is the optimum mass for the given load. However, an offline optimization
must be performed to generate the mass data points for the RSE regression. This can be
a time-consuming task due to the required dimensionality of the regression data set. For
example, if the three in-plane components of load (Nx , Ny , Nxy ) and three stiffness terms
are used as the independent variables, a minimum of 729 regression data points would be
needed to generate a 2nd order polynomial ((3 points)6 variables). If the optimization for
each data point took 10 minutes to run, the total run time would be 122 hours.
59
2.7.2.2 Dimensions versus Stiffness
This category describes the form of the independent variables used in the stiffened panel
RSEs. The selection usually depends on the intended use of the RSEs . Some studies are
a combination of the two. For example, some studies that use composite materials will
use physical variables to represent the panel geometry and stiffness terms to represent the
laminate variables. The most common stiffness terms used to represent the laminates are
Lamination Parameters (LPa)s [77]. These provide a representation of the ply angles and
placement in a laminate without retaining information on the orientation of every single
ply (discussed more in Section 2.9).
Dimensions: RSEs in this group are a function of the physical geometry of the panel
and the applied panel loads. These types of RSEs are usually associated with the “Margin”
group described above.
Stiffness: RSEs in this group are a function of panel stiffness terms and applied panel
loads. The RSEs presented later in Chapter 3 fall into this category. The most common
stiffness representation used for these RSEs are terms from the ABD matrix for smeared
panels (described previously).
2.7.2.3 RSE Form
This category simply describes the mathematical form of the RSE, such as 2nd or 3rd order
polynomial.
2.7.2.4 Material
All studies either fall under the metal or composite groups.
2.7.2.5 Smeared Panel Type
This category describes the general stiffened panel geometry, also known as panel “concept.”
These have been discussed in the previous section (see Figure 27).
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2.7.2.6 Replace versus Correct
This category refers to how the RSE is applied in the panel design environment. Both types
of RSE are used in Chapter 3 of this research.
Replace: In the majority of applications, the RSE is used to directly replace the panel
failure criteria analyses performed during panel optimization. Some analyses, such as buck-
ling, can be time-consuming to run and thus benefit from being replaced by an RSE.
Correct: There are a few applications where RSEs + low-fidelity analyses are used to
replace high-fidelity analyses. The low-fidelity analysis is more computationally efficient but
less accurate than the high-fidelity analysis. However, an RSE can be used to correct the
error between the two with minimal impact on efficiency. The correction RSEs are generated
from offline studies of high-fidelity and low-fidelity analyses for the problem. Usually, these
studies use a local FEM as the high-fidelity analysis.
2.7.2.7 Tabulated Summaries
Table 2 represents the present collection of relevant references that implement RSEs in a
panel-level optimization environment. In addition to this form of presentation, it is informa-
tive to regroup the references in a manner that reveals which combinations of approaches
have yet to be considered. In Table 3, the rows represent the dependent variable of the
RSE and the columns represent the independent variables of the RSE.
Table 3 forms four quadrants corresponding to the four primary ways in which RSEs can
be used in the panel-level optimization. Starting with the upper-left corner, RSEs in this
quadrant are not valuable. The relationship between panel mass and dimensions can be
calculated with deterministic, closed-form equations just based on the cross-sectional area
and material density of the panel. Thus, it does not make sense to generate RSEs that
duplicate this relationship.
Moving to the lower-left corner, this quadrant represents a classical application of
RSEs in a panel design environment. RSEs in this category are used to represent fail-
ure criteria as a function of the panel dimensions, essentially replacing complex analyses
with simple polynomials. An optimization tool must still be used to determine the optimum
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panel design, but it runs quickly because the analyses are simplified. The drawback to this
approach is that the local-level optimization is in terms of panel dimensions, which do not
interface well with the global portion of a two-level optimization. This is because require-
ments at the global (FEM ) level are a direct function of stiffness, not panel dimensions.
These FEM requirements are usually related to global buckling and deflection constraints.
The RSE application in the upper-right corner is intended to address the short-coming
described for the previous quadrant. By having RSEs that represent panel optimum mass
in terms of panel stiffness, the local design can be more closely coupled with the global
design, which is also in terms of panel stiffness. The drawback of this approach is the offline
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computational expense needed to generate the data set for regression; each regression data
point must be optimized with an independent panel sizing tool. It is evident from the
number of references in this quadrant that this approach has been attempted but has not
gained much popularity likely due to the required offline computational expense.
The final quadrant in the lower-right corner is the gap in the literature to be addressed
by the current research. The approach of using RSEs to represent stiffened panel failure
criteria as a function of panel stiffness terms has not been studied in existing literature. As
discussed previously, the research presented here performs a change of variables to represent
the stiffened panel failure criteria in terms of the smeared panel stiffness terms; specifically,
using terms from the ABD matrix. Logistic regression is used to generate the failure criteria
RSEs, resulting in a function that predicts pass/fail of the criteria for a given set of loads
and panel stiffness. These RSEs are developed later in Section 3.3.
2.8 Coupling with a Finite Element Model
For modern conceptual design, an efficient method of optimization is required to couple stiff-
ened panel optimization with FEM and FEA . This section reviews literature which connects
stiffened panel design environments with FEM /FEA for the specific goal of promoting rapid
iterations. In general, the literature reviewed here could be considered as geared towards
conceptual design, where different internal layouts or OML configurations might be consid-
ered. Additionally, each of the references reviewed have a global stiffness-based constraint
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in the form of either a displacement constraint or global buckling constraint. Thus, the lit-
erature contained in this section is relevant to the current research, providing insight on how
to properly connect the new panel optimization methodology to a FEM /FEA environment.
Such a process is usually handled with bi-level optimization, discussed below.
Bi-level optimization is a prominent approach for optimizing structures because the
problem naturally decomposes into a global level (FEA and vehicle-level stiffness require-
ments) and a local level (selecting materials and detail dimensions that satisfy stress, strain,
and local buckling failure criteria). Bi-level optimization has appeared numerous times in
previous literature for wing boxes, using many different combinations of global and local
optimization approaches. The following subsection discusses this literature.
2.8.1 Existing Literature on Bi-Level Optimization
Table 4 summarizes existing literature that applies a bi-level approach to wing box opti-
mization. The table describes the optimization performed at the global and local level for
each reference.
The commonality between all of the references listed in Table 4 is that mass is optimized
at the global level, requiring iteration between the global and local level. Most of the refer-
ences also have a constraint at the global level. Some of these are related to aeroelasticity,
such as in [80], [86], and [87]. Other references have global buckling as a constraint. In
a wing box, global buckling is the occurrence of buckling mode shapes that span across
multiple bays (spaces between ribs). References [88] and [89] have no global constraints at
all. These two references use the global level only for load convergence. This is necessary
because each time the structural design at the local level changes, it has an impact on the
global stiffness distribution and thus changes the internal load distribution.
The next feature to note in the references listed in Table 4 is the global level variable
selection. Aside from defining the global design space, these variables form the interface
between the global and local level. When the optimizer at the global level selects a particular
combination of variables, these become constraints at the local level. For example, in
Reference [87] the global variables are the number of 0◦ , 45◦ , and 90◦ plies distributed
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Table 4: Relevant Works for Bi-Level Optimization of a Wing Box Structure
Reference Global Optimization Local Optimization
[80] Distributions of A11 , A33 that sat-
isfy wing tip deflection constraint
with minimum mass
Optimum panel mass that satisfies
buckling and strength criteria, given
panel loads, A11 , and A33 from the
global level
[86] Cross-sectional stiffness distribution
to meet flutter and deflection con-
straints with minimum mass
Optimum cross-section dimensions
(skin thickness, stiffener geometry)
to minimize mass and meet cross-
section stiffness from the global level
[87] Number of each ply orientation
to satisfy bending stiffness require-
ments with minimum mass
Stacking sequence optimization to
maximize local stiffness and satisfy
failure criteria, using ply counts from
global level
[88] Iterate to converge load path and
minimize mass; determine internal
load distribution based on local de-
signs
Size panels based on loads and de-
formation of panel determined at the
global level
[89] Skin thickness controlled by
quadratic function to minimize
mass
Stiffener dimensions optimized to
minimum mass, accounting for the
skin thickness determined at the
global level
[90] Distribution of equivalent ply thick-
nesses that represent the skin and
stiffener, found to minimize mass
and satisfy buckling and deflection
constraints
Dimensions of hat stiffeners and skin
that match the equivalent thick-
nesses defined at the ply level while
satisfying panel failure criteria
[71] Distribution of 0◦ , 45◦ , and
90◦ plies over the structure to min-
imize mass while satisfying global
buckling constraints
Stacking sequence optimization to
maximize local stiffness and satisfy
strain allowables for the composite
over the structure. For each combination of ply counts chosen by the global optimizer,
the local optimizer finds a stacking sequence that maximizes local bending stiffness while
satisfying these ply counts. Reference [86] takes a slightly different approach by controlling
cross section stiffness as the global-level design variable. Cross-section stiffness has a higher
degree of control on the overall displacement of the wing box but less of a direct relationship
to the physical design variables. In each step taken by the global optimizer, the local
optimizer must determine a set of skin and stiffener dimensions that generate the cross-
section stiffness defined at the global level.
Considering complexity of the references in Table 4, the local optimizations used in
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Reference [86], [88], and [90] represent the most complex (and likely most time-intensive)
approach of the group. In these references, the local optimization is a function of the skin
and stiffener variables. For example, Reference [90] optimizes a composite hat-stiffened
panel at the local level, which has four geometry variables and four thickness variables for
the various parts of the stiffener. The next level down in complexity is found in References
[87] and [71]. In these two references, the local panel is a composite flat plate without any
attached stiffeners, meaning that there are not as many design variables. The lowest level of
complexity found in Table 4 is in Reference [80], consisting of just the evaluation of an RSE.
Such an operation takes a negligible amount of time on a modern computer, making this
the fastest local optimization of the group. However, note that offline computational time
required to generate the data for the RSE regression of optimized data points is extensive.
2.8.2 Summary of Existing Bi-Level Approaches
Considering the bi-level examples discussed above, it is evident that the run time of the
local optimization can compound quickly in a bi-level optimization. In each iteration per-
formed by the global optimizer, the local optimization must be performed for each panel.
Depending on the structure, anywhere from 10 to several hundred panels might be used.
Depending on the behavior of the global design environment and the optimization algorithm
used, the number of global iterations can reach into the 100s. Thus, the total number of
local optimizations that must be performed can easily be 1,000 or greater. Even a local
optimization run time of as short as three or four seconds will cause the total run time to
be substantial.
Another note to make about the bi-level examples above is that several trade-offs exist
in current bi-level optimization techniques. Existing approaches do well at including either
high panel design complexity (many variables), low local optimization time, or low offline
data processing time, but not all three features simultaneously. Thus, improving upon
current bi-level optimization techniques would require having all three characteristics. This
is represented in the Venn diagram in Figure 35.
Of the references listed in Table 4, most fall within the overlap of only two circles shown
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Figure 35: Venn Diagram of Key Features of Local Optimizations in Existing Bi-Level
Wing Box Design Environments
in Figure 35. Any of the optimizations that do not use a RSE fall within the “low offline
optimization run-time” circle (2). Of these, References [86], [88], [89], [90] overlap with the
“high panel-level design detail” circle (1) because they have variables for stiffener geometry.
References [87], [71] use a simple flat plate at the local level and thus fall in the overlap
between circle (2) and (3). Only one reference falls within the overlap of circles (1) and (3):
the study that replaces the local optimization with a RSE of optimum local mass [80].
The overlap of all three circles shown in Figure 35 is ideal and would allow the bi-level
optimization to be performed quickly while still preserving a high level of design detail.
However, such an overlap was not found in literature.
This existing gap in literature will be addressed in the current research. The local-level
optimization introduced in this research allows for the influence of complex panel design to
be included without penalizing the run time of the entire bi-level optimization environment.
In doing so, it draws upon the most advantageous aspects of the references described in
Table 4. The present methodology shares the use of panel stiffness terms and RSEs with
Reference [80] to improve coupling with the global level and reduce run-time. However,
the manner in which the RSEs are used does not require significant offline processing time.
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The only offline processing needed is to run the small number of DoE points for the failure
criteria RSEs. Additionally, the methodology also incorporates the complexity of a detailed
stiffened panel design, as in [86] and [90]. Together, these features fill the needs of having
a fast local-level optimization which also incorporates the influence of complex stiffener
design. This is demonstrated in the remaining chapters of the thesis.
2.9 Simplifications for Composite Design
This section contains simplifications for composite materials to make them applicable to the
optimization techniques found in the literature presented previously. Composite materials
are notoriously difficult to optimize because of the vast amount of design freedom they
allow. The simplifications discussed in this research are used to make the design space
tractable while still taking advantage of the tailorability of composites.
Even considering the power of modern computers, the design of composite stiffened pan-
els is still challenging considering the enormity of the design space. In a metallic panel, the
only material-related parameter is the thickness of the parts of the panel. For a composite
panel, thickness becomes a discrete variable dependent on the number of plies. Each ply
has an associated material angle, drastically increasing the number of variables. A 50 ply
laminate could potentially have 50 variables defining its layup. This is just for a single
laminate; design of a stiffened panel with multiple laminates poses an even more complex
design problem. The laminate selection of the skin and stiffener are coupled because the
relative stiffness of the two defines the load distribution in the panel.
This level of design complexity is challenging for detail design, but is even more burden-
some for conceptual design where many design iterations are performed. Thus, significant
simplifications are needed for the design of composite stiffened panels to have a tractable
design space that can be quickly iterated upon. Below is a review of simplifications made
in literature to improve the efficiency of composite design. Lessons learned from this litera-
ture review provides a foundation for application of the presented methodology to composite
stiffened panels.
The most common simplification made to composite laminate design is to limit the
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ply orientations to 0◦ , +/-45◦ , and 90◦ , as opposed to allowing any continuous value of
orientation. Unfortunately, this simplification introduces many discrete variables to the
stiffened panel optimization. The final design space is a function of both continuous and
discrete variables, which makes it more difficult to handle with traditional optimization
techniques.
Figure 36: Physical Design Variables for a Composite I-Stiffened Panel with Ply Percent-
ages.
A further simplification is to reduce the composite material variables to thickness and
percentage of 0◦ , +/-45◦ , and 90◦ plies. This results in four design variables for the
laminate: total thickness and the percentages of the three ply orientations. Figure 36 shows
the resulting 14 design variables after simplification of a composite I-stiffened panel. This
simplification is implemented as a central part of the composite optimization tools found
in Altair’s Optistruct [40] and Collier Research’s HyperSizer [1] software. Doing so returns
the composite panel design space to being a function of purely continuous variables.
The material definition that results from this simplification is similar to that of an
orthotropic material, and is usually referred to as an effective laminate or smeared laminate.
The material properties of an effective laminate usually are derived assuming symmetry and
balance in the laminate, such that the bending-extensional coupling stiffness terms ([B]) are
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zero. Stiffnesses are calculated by building a pseudo-laminate from the specified percentage
of 0◦ , +/-45◦ , and 90◦ plies, and then calculating the ABD matrix for the laminate. The
ABD matrix is then inverted and used to determine equivalent smeared properties, as shown
in Equation 11 below [91]. The inverted A matrix terms (a11, a22, a12, a33) are used for
these calculations, as well as thickness of the laminate (t). Calculations for bending stiffness

















Although helpful, the effective laminate simplification is not perfect and comes with an
additional set of limitations. This four-variable representation of the composite laminate
does not contain any information about where the various plies are located in the laminate
(also known as “stacking sequence”). Ply location can have a drastic impact on laminate
stiffness, as shown by the example in Figure 37. Moving the stiff 0◦ plies to the outside
of the laminate can significantly increase the bending stiffness; Figure 37 shows that the
bending stiffness can more than double just by rearranging the plies.
Fortunately, the stacking sequence does not have as great of an impact on the bending
stiffness of stiffened panels about the primary bending axis (Y-axis). This is because the
change in distance from the reference plane for the stiff plies (0◦ ) is much smaller than in
an unstiffened laminate. Thus, moving 0◦ plies from the center of the skin laminate to the
outside of the skin laminate only has a small effect on the primary bending stiffness. This
is shown in Figure 38, where the stiffener laminate and dimensions remain the same, but
the laminate of the top skin is rearranged in the same way as the previous example.
Note that at the local level, the bending stiffness of an object in the stiffener is still
potentially inaccurate. This can cause inaccuracy with failure criteria that depend on the
stiffness of stiffener objects, such as local buckling of the web. However, overall panel
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Figure 37: Example of D11 Stiffness Dependence on Stacking Sequence for a Solid Laminate
buckling is typically a more critical failure mode except for stiffeners with high aspect
ratios, or stiffeners with significant bending moments. Thus, the overall impact on stiffened
panel sizing accuracy is small.
Several other approaches have also been considered in previous research. One of the
most popular methods for simplifying composite laminate design is the use of Lamination
Parameters (LPa)s. These terms appear in the derivation of the smeared stiffness ABD
matrix for a composite laminate as a part of CLT [92]. However, it was not until 1985
that these terms were actually utilized in the design of composite laminates, with one of
the first applications by M. Miki [77]. LPas provide a similar simplification to using ply
percentages, but are more advanced because they also retain information about the stacking
sequence. There are a total of 16 possible lamination parameters, although this number
can be reduced if assumptions are made about symmetry and balance of the laminate.
This number of variables is much more suitable for design than considering the individual
orientation of every single ply in a laminate.
In the time since the pioneering paper on applying LPas , the LPa approach as been
used in many composite laminate optimization studies. One application is to use LPas for
a low-fidelity solution in a two-stage optimization as done by A. Todoroki [93], [94]. In
the first stage, the LPas are used as design variables to determine a range of values which
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Figure 38: Example of D11 Stiffness Dependence on Stacking Sequence for a Stiffened Panel
contain the optimum solution for a buckling load. In the second stage, the LPa ranges are
used to bound a high-fidelity optimization to determine actual discrete laminate definitions.
Since the LPas in the first stage have far fewer design variables, they are useful to quickly
reduce zero in on the optimum portion of the design space.
The LPa approach has also been extended for use in composite stiffened panels. This
application incorporates similar approaches described above for unstiffened panels into the
various parts of a stiffened panel [67],[95],[96]. For stiffened panel optimization, the lam-
ination parameters are used in the stage of design where the overall dimensions of the
stiffener are being determined. The use of LPas permits the optimization to be performed
in terms of continuous variables. Once the panel dimensions and local LPas are determined,
a high-fidelity approach is used to back-out the final laminate design (location and angle of
plies).
Aside from the references listed above, there is little existing literature that demonstrates
the use of LPas in stiffened panels. This is due to the low contribution of local bending
stiffness to the overall bending stiffness of the panel, as described above. Thus, use of
LPas provides an unnecessary level of fidelity. Ply percentages are usually the preferred
approach when it comes to optimization of composite stiffened panels.
Additionally, a limitation of LPas arises from the fact that they are a stiffness-based
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representation of the material. While this is advantageous for buckling analyses, strength
analyses require special consideration to be evaluated. Typically, failure of a composite
laminate is evaluated by using the overall laminate strain and curvature to calculate stresses
in each ply to determine if any of the plies exceed the material allowable [92]. Because
LPas do not contain any ply-level information, it is necessary to find alternative methods
for evaluating strength criteria, such as mapping Tsai-Wu failure criteria for the plies into
laminate strain envelopes [97].
Thus, some lessons can be drawn from these applications of LPas , summarized below.
1. Using equivalent stiffness terms as design variables greatly reduces complexity of the
design space.
2. Local bending stiffness of stiffener flanges is not greatly important for panel optimiza-
tion.
3. An approach is needed to map panel failure criteria to the equivalent stiffness terms
if they are used as optimization variables.
The research presented in this thesis does not use an approach as complex as LPas because
they contain too much information about the the stacking sequence of the laminates, de-
creasing the efficiency of the optimization. The composite laminate variables are instead
treated with the first approach described in this section, using thickness and percentage of




This chapter develops the methodology needed to accomplish the goals set forth in Chapter
1 by improving panel optimization efficiency to a level suitable for rapid conceptual design.
In developing the panel optimization methodology, this chapter will examine varying lev-
els of fidelity for the structural analyses (failure criteria) as well as different optimization
approaches. This chapter, as well as Chapter 4, use a single metallic I-stiffened panel as
the marquee example for developing the panel optimization methodology and performing
validation.
Figure 39 shows the panel geometry considered in this chapter. The left side of the
figure depicts a “super-stiffener,” which is the smallest repeatable unit of geometry found
in a stiffened panel. The super-stiffener consists of the stiffener with an attached segment
of skin with width equal to the stiffener spacing. An actual stiffened panel usually has
multiple stiffeners and would be constructed of repeated super-stiffeners equaling the width
of the panel (b). This is shown on the right side of Figure 39. In this chapter and the next,
only the super-element is depicted for simplicity.
Figure 39: Dimensions of Metallic I-Stiffened Panel
Within development of the panel methodology, three levels of fidelity will be explored
for the panel failure criteria: traditional analysis form (Section 2.6.1.5), 3rd order RSE in
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the physical domain (Section 2.7), and 1st order RSE in the stiffness domain. These levels
are summarized in Table 5. The physical domain refers to the panel dimensions as shown
in Figure 39, and the stiffness domain refers to the smeared stiffness presented in Section
2.6.2. Note that the 3rd level has yet to be discussed in detail because it is a central part
of the methodology developed in this chapter.
For the present RSE approach, regression is used to generate simple polynomial functions
that represent the failure criteria as a function of panel stiffness or panel dimensions and
applied loads. As discussed in Section 2.7.1, these RSEs have the benefit of being more
computationally efficient to evaluate than the original complex analyses that they represent.
Additionally, these closed form analyses allow for more efficient optimization algorithms
to be used, such as gradient-based optimization (with 3rd order equations), and linear
programming (with 1st order equations).
Table 5: Local Optimization Approaches Considered
Failure Criteria Domain Existing Usage
Level 1 Original Analyses Physical Extensive
Level 2 3rd Order RSEs Physical Extensive
Level 3 1st Order RSEs Stiffness None
The first two levels of analysis fidelity presented in Table 5 are discussed in the first
section of this chapter. These two are presented together in Section 3.1 because they
contain approaches that have been examined in existing literature documented in Chapter
2. The first section of the current chapter applies existing approaches to the stiffened panel
optimization problem to determine the best possible performance made available by existing
methodology. Upon establishing this point of reference, the remainder of the chapter is
dedicated to developing an approach to improve on the efficiency of the existing methods.
Level 3 from Table 5 is the stiffened panel optimization methodology developed in Sec-
tions 3.2 through 3.6 of this chapter and is the primary contribution of the current research.
Development of this methodology first considers a change of variables, from panel geometry
to panel stiffness terms. The change of variables is performed using RSEs (polynomial func-
tions) to represent the panel structural analyses (failure criteria) as a function of applied
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loads and the panel stiffness terms. This new stiffness-based design space is referred to as
the stiffness domain. The stiffness domain uses 1st order functions to represent the failure
criteria, as indicated in Table 5, because the stiffness domain approaches linearity as shown
later in this chapter.
After presenting the reformulation of the design space, the optimization approach is
discussed. Because 1st order approximations of the failure criteria were used, the panel can
be optimized with linear programming optimization methods. The Simplex Algorithm was
selected for optimization, being a well-known and well-documented method.
The final section in this chapter discusses the reverse mapping from the stiffness domain
to the physical domain. This is needed at the end of a conceptual design process to generate
physical designs to serve as the starting point for preliminary and detailed design.
3.1 Existing Methods to Improve Optimization Efficiency
This section considers the first two fidelity levels of failure criteria representation from
Table 5. The first is the “traditional” approach, which uses the original form of the failure
criteria, regardless of how complex. HyperSizer is an example of a tool which falls into
this category. The second level of simplification is to use regression to develop 3rd order
RSEs that represent the failure criteria as a function of panel dimensions and loads. The
pros and cons of these approaches are discussed by considering an example optimization of
a metallic I-stiffened panel.
Within the first two levels of analysis fidelity, two approaches are considered to perform
local optimization, listed below.
1. Optimize with a full factorial exploration of the design space.
2. Optimize with a standard optimization algorithm.
The single-panel example optimization problem uses broad variable bounds, as might be
found in a conceptual design environment where a wide range of designs must be considered.
The bounds of the metallic I-stiffened panel dimensions are given in Table 6. The loads
applied to this example panel are membrane loads only: Nx =-10666 lb/in, Ny =-2240 lb/in,
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Nxy =2500 lb/in. Additionally, the bending stiffness term D11 is constrained to a value of
2.666e6 lb-in2/in.
To establish a point of comparison for the example problem, a high resolution full-
factorial design space exploration was performed with approximately 10 million design
points. This optimum design is presented in Table 6, along with the resulting unit mass,
and represents the “global optimum” of the design space.
Table 6: Physical Variable Values and Mass for the I-Stiffened Panel
Tskin Tweb Tfoot Tflange Hpanel S Wfoot Wflange Unit Mass
Unit (in) (in) (in) (in) (in) (in) (in) (in) (lbm/ft2)
Min 0.06 0.06 0.06 0.06 1.5 5 1 1 1.466
Max 0.35 0.25 0.25 0.25 3.5 9 2.25 2 10.21
Optimum 0.1830 0.07824 0.06 0.1664 2.876 5 1.069 1 3.932
3.1.1 Optimization with Original Failure Criteria Analyses (Level 1)
The first stiffened panel optimization considered is to use existing failure criteria analyses
and attempt to improve upon the full-factorial approach used by HyperSizer. To develop a
quantitative comparison between the approaches considered in this research, it is necessary
to establish a baseline analysis time for a single design point using the failure criteria listed
in Table 1. As analyzed by HyperSizer, it takes 5.7088e-4 seconds for a single design point.
This baseline analysis time can be used to determine how fast an optimization will run if it
uses the original form of the failure criteria analyses.
3.1.1.1 Approach 1
With a full factorial approach, 518,00 design points are needed to achieve a unit mass
within 5% of the global optimum. The full-factorial was generated from six increments
for the thickness dimensions, five for the panel height and spacing, and four for the flange
widths. This full-factorial corresponds to a total analysis time of 295.9 seconds, the slowest
approach considered in this section. Another drawback of the full factorial search is that




The most efficient and rigorous approach considered with the traditional failure criteria is
the use of an optimization algorithm. Implementing a non-native optimization algorithm
with the native HyperSizer failure criteria is challenging because it would require interfacing
with the HyperSizer software in every single step of the optimization. Instead, the total
number of design points required for the optimization was estimated to provide a run time
for comparison. The estimated number of design points was based on the optimization
with RSEs described in the next section. This estimation assumes that optimization with
RSEs would converge in the same number of steps as optimization with the original failure
criteria (using the same optimization algorithm). The main difference is that the optimiza-
tion gradients would have to be calculated numerically due to the complexity of the native
HyperSizer failure criteria. For each step taken by the optimizer, 10 points would need to
be evaluated for each constraint (two points per each of the five independent variables) to
determine the local gradient of the constraint.
Considering the discussion above, the gradient-based optimization would take approxi-
mately 10 times longer to run than its counterpart in the next section, giving a run time of
approximately 30 seconds. This represents the upper limit of optimization efficiency using
the original failure criteria analyses.
Next, application of RSEs will be considered to improve the efficiency of the panel
optimization.
3.1.2 Optimization with 3rd Order Response Surface Equations for Failure
Criteria (Level 2)
The second stiffened panel optimization considered is to use 3rd order RSEs to represent
the panel failure criteria. Third order polynomial RSEs were chosen because they provide
an accurate representation of the failure criteria with a low amount of regression time. In
the literature discussed in Section 2.7, 3rd order RSEs were the highest order needed for
accurate representation of failure criteria in the physical domain. Generation of RSEs is
described in detail in the next section.
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The same three categories of optimization were be considered with the RSEs as were
with the original failure criteria analyses. First, it is necessary to establish the analysis time
for a single design point using RSEs. This analysis time is 3.9375e-4 seconds, which is 1.45
times faster than the original failure criteria analyses due to the more simple form of the
RSEs. The original failure criteria in HyperSizer contain complex equations, table-lookups,
and some semi-numerical approaches [98] as discussed in Section 2.6.1.5. These are more
computationally expensive than the 3rd order polynomial RSEs.
3.1.2.1 Approach 1
For the first two optimization approaches, a full factorial search of the design space, the
improvement due to use of RSEs is directly proportional to the improvement in analysis time
of a single design point. This is because the total number of design points is not dependent
on the form of the failure criteria analysis. Thus, the full-factorial approach using RSEs is
1.45 times faster the full-factorial approach using the original failure criteria analyses. This
speed increase is directly related to the difference in analysis time for RSEs versus the
original failure criteria, as mentioned above.
3.1.2.2 Approach 2
The best gain in efficiency with RSEs is achieved by the third approach: application of a
gradient-based optimization algorithm. The simple polynomial form of the RSEs allows for
the gradient of the failure criteria to be evaluated analytically as opposed to numerically.
This significantly reduces the number of function calls for each step of the optimization,
requiring only one for each RSE. A panel optimization environment was set up in Matlab to
find panel dimensions which minimize panel mass for the loads given above, using the panel
optimization procedures outlined in Chapter 2. This optimization converges in 3 seconds,
an order of magnitude faster than the previous gradient-based optimization.
3.1.3 Summary of Existing Methods
Table 7 summarizes the run times presented in the sections above. Note that Level 3 of the
table has been left off and will be discussed at the end of the chapter after the methodology
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has been developed for that level.
Table 7: Run Times of Local Optimization Approaches (seconds)
Failure Criteria Domain Approach 1 Approach 2
Level 1 Original Analyses Physical 295.9 33
Level 2 3rd Order RSEs Physical 170.1 3
The results in Table 7 show that the efficiency of the panel optimization can be improved
by the application of a design of experiments and response surface equations. However, in
the context of rapid optimization for conceptual design and MDO, these improvements still
do not produce the desired level of efficiency. Although a panel optimization time of 3
seconds is a substantial improvement over traditional methods, it would still result in a
total optimization time of 10 minutes for a structure consisting of 200 panels (for a metallic
design; composite would be substantially slower). If the ultimate goal is to incorporate the
structural design tool in an MDO environment, this can still be a prohibitively long run time.
In an MDO environment the 10-minute optimization would have to be run multiple times
to achieve convergence within the structures discipline. This would then be compounded
by multiple runs at the system level.
The points discussed above suggest that further simplification is needed for the panel
design space to improve efficiency. In the following sections, the endeavor of further im-
proving panel optimization efficiency will be undertaken with a change of design variables
and linearization of the design space. By changing variables to stiffness terms, the design
space is better suited to handle stiffness constraints as well as composite materials. The
linearization (enabled by the change of variables) provides an improvement in optimization
efficiency over the approaches discussed above.
3.2 Change of Variables
A change of variables is applied in this research to enable a reduction in variables and a
linearization of the design space, ultimately improving the efficiency of the panel optimiza-
tion. This section contains a discussion justifying the change of variables as well as the logic
used to select the new variables.
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The change of variables studied in this research pertains to switching from panel di-
mensions to equivalent panel smeared stiffness within the panel-level design environment.
This is shown qualitatively in Figure 40. The use of RSEs is what facilitates the change
of variables, by allowing the smeared stiffness terms from the [ABD] matrix to be mapped
to failure criteria for the stiffened panel. In the regression used to generate the RSEs, the
ABD terms become the independent variables. This concept will be developed over the
following subsections.
Figure 40: Change of Variables
3.2.1 Justification for Change of Variables with Isotropic Plate Example
The change of variables performed here is done to enable two key improvements to the
stiffened panel design space, both of which increase the efficiency of the panel optimization.
The first is a reduction in the total number of variables, from 8 to 5 for a metallic I-stiffened
panel and 14 to 6 for a composite I-stiffened panel. An even more significant result is that
the change of variables also promotes linearization of the design space. A linearized design
space can be solved more rapidly than a nonlinear design space.
As mentioned above, the stiffened panel design space is primarily composed of the panel
failure criteria that constrain the design space. Thus, the linearization depends upon being
able to select design variables which cause linear behavior in the failure criteria. It is the
nature of many stiffened panel failure criteria to behave linearly (or mostly linear) with
respect to the equivalent stiffness terms (ABD matrix discussed in Section 2.6.2). A simple
isotropic plate (Figure 41), of thickness t, can be used to explain this behavior.
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Figure 41: Flat Plate Example for Linearization
In the physical domain of the isotropic plate, t is the design variable. The failure criteria
for the material strength of the plate is a linear function of t, as shown in Equation 12 for
the Margin of Safety (MS) calculation. Additionally, the margin depends on the allowable




− 1 = (σallow)/(Nx/t)− 1 (12)
The failure criteria for buckling, however, is not a linear function of t, as shown in
Equation 13. The buckling margin also depends on the fixity factor (k), Young’s Modulus
of the material (E), width of the plate (b), and length of the plate (a). Equation 13 shows










In the stiffness domain, the stress margin can also be written as a linear function of the
design variable A11, as shown in Equation 15. A11 is simple to calculate for an isotropic flat











Additionally, the buckling margin can be written as a linear function of the design
variable D11, as shown in Equation 17. Calculation of D11 for an isotropic flat plate is












Thus, changing variables to stiffness terms A11 and D11 linearizes the strength and
buckling failure criteria for the plate. Although the flat plate example is a perfectly linear
function of stiffness terms, the behavior of more complex panels is not completely linear.
Adding a stiffener to the panel causes the load to redistribute within the panel. Additionally,
grouping multiple (similar) failure criteria together induces some non-linearity to the design
space (discussed in the next section). However, the overall design space approaches linearity
when mapped to the stiffness domain. As discussed later in Chapter 4, this linearization
still provides an accuracy of 90%-95% or greater relative to the physical domain.
The above discussion raises the question: what would happen if linearization was per-
formed without the change of variables? It is evident from the flat plate example given
above that the failure criteria are nonlinear with respect to the physical dimensions. How-
ever, for the sake of completeness, the same RSE -based linearization performed in Section
3.3.4 was applied to the physical variables to document the resulting error.
The reason why linearization in the physical domain is not viable is due to the poor
mapping from the physical domain to the stiffness domain if the physical domain is linear.
Mapping between the two domains is imperative for creating an interface between stiffened
panel design and global stiffness design with a FEM . This interface is explained in significant
detail in Chapter 6.
Thus, if the panel stiffness can not be accurately calculated from a linear function of
terms in the physical domain, then there is no viable way to map stiffness constraints to the
panel level. Figure 42 shows the error that arises when attempting to linearize the diagonal
terms from the ABD matrix as a function of the physical dimensions of an I-stiffened panel.
The distributions in this figure show a broad spread of error, with some very severe outliers
for the bending stiffness terms (D11, D22, D33).
As another case against linearizing in the physical domain instead of the stiffness domain,
consider the actual value versus predicted value for D11 when attempting to linearize in the
physical domain, shown in Figure 43. Each point on the scatter plot represents an I-stiffened
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Figure 42: Prediction Error of ABD Terms from the Linearized Physical Domain
panel design. A linear function was used to predict D11, which is plotted against the actual
value of D11 evaluated from traditional nonlinear equations. The resulting error shows
significant non-linearity that is not being captured. Together, these results solidify the
argument that linearization can not be performed in the physical domain, necessitating a
change of variables to the stiffness domain.
Figure 43: Actual vs Predicted Value for D11 with Linearized Form in Physical Domain
3.2.2 Selection of New Variables
As summarized previously, the smeared stiffness terms of the ABD matrix provide a good
representation for a linear design space. The linearization was shown on a simple flat plate
in the previous section. The concept of linearization in the stiffness domain will now be
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developed for the metallic I-stiffened panel. This section describes the process used to select
terms from the ABD stiffness matrix to form the stiffness domain of the I-stiffened panel.
Of the 18 unique terms in the ABD matrix, only 5 are used as design variables for
the I-stiffened panel. This is because typically only a subset of the terms dominate the
performance of the panel. For the methodology developed here, A11, A22, A33, D11, and
D22 are the stiffness terms used as design variables. Note that these terms all come from the
diagonal of the ABD matrix, making the assumption that the coupling terms are negligible.
This is an acceptable assumption for closed-cell structures with substantial volume, such as
a commercial aircraft wing box or launch vehicle body [58]. For thin structures, the coupling
terms of the panel become much more relevant [44]. The description below provides details
of how the subset of ABD terms was selected.
The first reduction in ABD terms is simply due to terms which are zero for the selected
stiffened panel construction. For both a metallic stiffened panel and a composite stiffened
panel with balanced laminates, the A13, A23, B13, B23, D13, and D23 terms will be zero.
This is shown in Figure 44 for the I-stiffened metallic panel. The ABD matrix shown in
this figure was calculated with HyperSizer [1], which uses the extension of CLT described
in Reference [55].
Figure 44: Example ABD Matrix for Metallic I-Stiffened Panel
Of the remaining non-zero ABD terms, further reductions can be made by examining
the sensitivity of panel failure criteria to the various terms as well as coupling between the
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ABD terms. Figure 45 displays a scatter plot of Margin of Safety (MS) versus the non-zero
ABD terms for the metallic I-stiffened panel. Plots like these were used to examine the
sensitivity of the failure criteria to the ABD terms. The plots were generated by applying a
fixed load to the stiffened panel (Nx =-8000 lb/in, Ny = -2800 lb/in, Nxy =2475 lb/in) and
varying the geometry of the panel. For each variation, the ABD terms and MS of failure
criteria were evaluated in HyperSizer.
Figure 45: Margin of Safety for Various Failure Criteria versus ABD Terms, Fixed Load
Condition
Scatter plots in Figure 45 that show a distinct linear trend help determine if a particular
ABD term has a useable linear relationship with the failure criteria. Any ABD terms
showing a distinct trend for any of the failure criteria were selected as the final set of design
variables for the stiffness domain. Note that it is not necessary for the selected ABD terms
to show a linear trend for all of the failure criteria. As long as each of the failure criteria
are linear to at least one of the stiffness terms, it can be represented in the stiffness domain.
Additionally, note that for some of the failure criteria, multiple stiffness terms work
together in a linear fashion to represent the MS. In these scenarios, the linear trend is not
evident unless the stiffness terms are plotted in three dimensions or higher. This is because
some of the failure criteria are related to multiple stiffness terms as an n-dimensional plane.
An example of this behavior can be seen with the spacing span failure criteria in Figure 45.
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The stiffness terms which appear as wide bands with distinctly linear borders (A22, A33, and
D22) exhibit this behavior. Thus, the spacing span failure criteria can not be represented
by any of the three terms by themselves, but a linear combination of these three terms
provides a correlation with the failure criteria.
Some of the ABD terms with distinct linear trends were not chosen due to overlap with
other terms. For example, consider ABD term A12, which couples in-plane extension in the
x and y direction. This term is primarily controlled by the panel skin thickness. Similarly,
the lateral stiffness term A22 is also primarily controlled by panel skin thickness. Thus,
there is essentially a one-to-one relationship between these two terms, as shown in Figure
46 (along with other linked terms). For this reason, it is not necessary to include both terms
in the design space.
Figure 46: Relationships between Linked ABD Terms for Metallic I-Stiffened Panel
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Although the stiffness term selection process described above is similar to a traditional
sensitivity analysis, such an analysis can not be used in the stiffness domain presented here.
This is because there is significant coupling between the independent variables (stiffness
terms) as shown in the scatter plots of Appendix A. These scatter plots show that many
of the stiffness terms cannot physically vary completely independently of each other. Thus,
any sensitivity analysis of failure criteria with respect to stiffness terms will be heavily
biased by the stiffness term interactions. However, the visual-based sensitivity analysis
shown above has been shown in this research to produce a useable subset of ABD terms for
optimization.
The final consideration to be made in selecting stiffness terms is how to choose those
which have a significant relation to the mass of the panel. For example, a stiffness term
such as D22 is governed primarily by the skin and foot of the stiffener. For this reason,
D22 would not capture the mass influence of other parts of the panel, such as the web and
cap. Thus, it is preferable to chose ABD terms which capture the stiffness of all parts of
the panel, allowing the terms to be mapped to the overall mass of the panel. This is easily
visualized by generating a scatter plot for unit mass versus the remaining down-selected
panel stiffness terms, as shown in Figure 47.
From Figure 47, it is evident that the axial stiffness term A11 has the most direct
relationship to panel mass. As with the failure criteria MS, it is only necessary to have
one stiffness term with a strong linear relationship to unit mass. The terms that have a
non-linear relationship with panel unit mass are simply left out of the linear mass expression
(given in Section 3.5.2).
Figure 47: Unit Mass versus ABD Terms for Metallic I-Stiffened Panel
The next section will describe how the selected subset of stiffness terms A11, A22, A33,
D11, and D22 are used in mapping from the physical domain to the stiffness domain.
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3.2.3 Relationship Between Physical and Stiffness Domain
This section describes development of the equations that relate the physical and stiffness
domain for the I-stiffened panel. The ABD stiffness terms for a stiffened panel are calculated
with an extension of CLT [92]. CLT was originally developed to derive an equivalent plate
stiffness for a laminated plate consisting of plies with various stiffnesses, orientations, and
thicknesses. Stiffened panels are handled by treating each part of the panel as an equivalent
to a ply. The stiffness contributions from each “ply” are summed up to give a stiffness
representation of the plate as a whole.
To describe the derivation of the panel stiffness terms, the steps of the traditional CLT
process will be outlined first. The initial step is calculating the reduced stiffness matrix



















Next, the transformed reduced stiffness matrix is calculated for rotated plies as shown
in Equation 20 and 21. This matrix must be calculated for every unique combination of








4 + 2(Q12 + 2Q33)cos(θ)
2sin(θ)2 +Q22sin(θ)
4 (21a)
Q12 = Q21 =Q12(cos(θ)
4 + sin(θ)4) + (Q11 +Q22 − 4Q33)cos(θ)2sin(θ)2 (21b)
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Q13 = Q31 =(Q11 −Q12 − 2Q33)cos(θ)3sin(θ)− (Q22 −Q12 − 2Q33)cos(θ)sin(θ)3 (21c)
Q22 =Q11sin(θ)
4 + 2(Q12 + 2Q33)cos(θ)
2sin(θ)2 +Q22cos(θ)
4 (21d)
Q23 = Q32 =(Q11 −Q12 − 2Q33)cos(θ)sin(θ)3 − (Q22 −Q12 − 2Q33)cos(θ)3sin(θ) (21e)
Q33 =(Q11 +Q22 − 2Q66)cos(θ)2sin(θ)2 +Q33(cos(θ)4 + sin(θ)4) (21f)
The final step is to sum up the terms from the transformed reduced stiffness matrix
to form the extensional, coupling, and bending terms of the ABD matrix. This is shown
below in Equations 22, 23, and 24, respectively. These terms are calculated based on the
















{Qij}k(z3k − z3k−1) (24)
Now that the traditional CLT process has been introduced, the next step is to adapt
it to stiffened panels. This is based on the fundamentals presented in Reference [99] and
[100]. The adaptation will be demonstrated only for the diagonal terms in the ABD matrix
because these are the terms of interest for this research, as described previously in Section
3.2.2. The first step of the adaptation is to decompose the I-stiffened panel into objects
that are equivalent to plies in a laminated plate. The decomposition is shown in Figure 48.
The summation form in Equations 22 through 24 indicates that the ABD contributions
of each object can be linearly summed to achieve the overall ABD matrix; this is shown in
Equation 25.
[ABD]panel = [ABD]skin + [ABD]foot + [ABD]web + [ABD]cap (25)
Next, calculation of the individual terms for each object of the panel will be considered.
This calculation will be done for a panel consisting of a skin with an I-stiffener fastened
to it. One of the primary assumptions for this construction method is that only the skin
contributes to the lateral membrane stiffness term (A22). This assumption implies that
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Figure 48: Objects of Decomposed I-Stiffened Panel
substantial lateral load cannot be transferred through the fasteners into the foot of the
stiffener. It also implies that the Poisson contribution to axial stiffness will be ignored for
all objects except the skin. The impact of these assumptions will be observed in deriving
the diagonal ABD terms below.
An additional assumption is made by setting θ = 0 for all of the terms in the transformed
reduced stiffness matrix (Equation 20). This greatly reduces the complexity of the ABD
calculation for the stiffened panel, causing [Q] = [Q]. The implication of this assumption
is that the objects of the stiffener are composed of a homogeneous orthotropic material
represented only by the properties E1, E2, and ν12. This assumption is not necessary for
the ABD derivation; a unique ABD matrix could be derived for each object if that level
of fidelity was necessary. However, the simplified representation provides enough detail for
the purposes of this research. Derivation of the E1, E2, ν12 representation for a laminate
will be discussed below.
In the derivation of the ABD terms for the I-stiffened panel, a distinction is made
between the material properties of the skin and stiffener. Skin properties are given the
subscript ()sk and stiffener properties are given the subscript ()st. This allows for different
laminates to be used in the skin and stiffener, improving the tailor-ability of the panel
stiffness.
With the above assumptions in place, derivations of the diagonal ABD terms for the
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panel can be performed. First, the A11 contributions of the objects are given in Equation 26
below. The skin contribution is straight-forward because it is identical to the contribution
of a ply in traditional CLT. The stiffener terms require an equivalent thickness (tcp, tft) to

















Next are the A22 terms, shown in Equation 27. These are very simple due to the





A22,foot = 0 (27b)
A22,web = 0 (27c)
A22,cap = 0 (27d)
The A33 terms are very similar, as shown in Equation 28.
A33,skin = Gsktsk (28a)
A33,foot = 0 (28b)
A33,web = 0 (28c)
A33,cap = 0 (28d)
For calculation of terms in the [D] matrix, the location of panel objects becomes relevant
due to the cubic exponent on z in Equation 24. Figure 48 displays the object locations used
in the equations below. Equation 29 gives the calculation of the D11 terms. Similar to
A11, the Poisson effect only contributes to the skin terms. Another note to make about
this equation is that a ratio of object width to stiffener spacing is applied to each term to
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account for the stiffener object’s finite width within the panel. This ratio can be seen on










































D22,foot = 0 (30b)
D22,web = 0 (30c)
D22,cap = 0 (30d)







D33,foot = 0 (31b)
D33,web = 0 (31c)
D33,cap = 0 (31d)
This completes the calculation of the diagonal terms from the equivalent smeared stiff-
ness matrix for the fastened I-stiffened panel. Note that the panel construction used in the
remainder of this research is a bonded I-stiffened panel, where the stiffener is bonded to
the skin. This technique is primarily used for composite structures, but is considered for
metallic panels in this research to provide a stepping-stone to composites. Derivation of
the stiffness terms for the bonded panel is fundamentally similar, but has complex non-zero
terms for the contribution of the stiffener foot (which is bonded to the skin). Additionally,
the derivations are proprietary to Collier Research Corporation, owners of HyperSizer. For
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these reasons, the exact equations used to calculate the smeared ABD terms for the bonded
panel are not reproduced here.
3.3 Reformulation of Design Space
Having introduced the change of variables in the previous section, this section describes the
reformulation of the design space to be a function of the stiffness terms. The design space
reformulation primarily consists of recasting the panel constraints (failure criteria) and
objective function (mass) in terms of smeared panel stiffness. Additionally, the constraints
and objective function are linearized to allow for rapid optimization. The reformulation
is centered around using logistic regression to generate linear RSEs that predict whether a
panel passes or fails a group of criteria for a given set of loads. These concepts are discussed
below.
3.3.1 Significance of Failure Criteria
Reformulation of the design space primarily concerns mapping the panel failure criteria
from the physical domain to the stiffness domain. The panel failure criteria are what drive
detailed panel design. If panels were designed only to achieve a target global stiffness, their
designs could end up unrealistically tall and unwieldy. Panel failure criteria ensure that the
panel has enough material to withstand material failure, enough object (skin, flange, etc)
thickness to withstand local buckling, enough overall bending inertia to withstand panel
buckling, and so on. The accumulative effect of these failure criteria ensure a panel design
will be produced that will survive the intended flight loads.
From a mass standpoint, it is desirable to include as many failure criteria as possible
in the early phases of the structural design. This helps avoid “hidden surprises” when
the structure reaches the detailed stage of design. Many conceptual design approaches
use a reduced set of failure criteria [64], usually to simplify the local optimization. The
drawback of this simplification is that often the neglected advanced failure criteria are the
most conservative, requiring a higher panel mass.
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The above phenomena can be demonstrated with the optimization of a metallic I-
stiffened panel in HyperSizer. A panel with a load condition of Nx =-10,000 lb/in, Ny =-
3000 lb/in, Nxy =1500 lb/in was optimized multiple times with increasingly more conser-
vative failure criteria, using those listed in Table 1 of Section 2.6.1. This was done to show
which failure criteria dominate in terms of mass impact. The results are shown in Figure
49 below.
Figure 49: Mass Impact of Increasingly Conservative Failure Criteria
Note that the order of the failure criteria in Figure 49 is not the same as presented
in Table 1. The failure criteria on the x-axis of Figure 49 are sorted from least to most
conservative. Figure 49 shows that the more complex criteria (identified in the plot) are at
the upper end of the unit mass curve and are thus more conservative. Crippling analyses, for
example, are complex because they require a table-lookup for every object in the stiffened
panel [101]. It can be seen that crippling analyses appear several times in the upper end of
the mass curve. The energy solution for panel buckling is another complex failure criteria,
using a Rayleigh-Ritz energy solution [102]. This analysis is performed numerically and
excels at handling complex load conditions. Flexural-torsional buckling is at a similar level
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of complexity and requires a numerical solution. The flexural-torsional analysis considers
the interaction between stiffeners “tipping” over and general panel buckling [103].
This section has demonstrated a motivation to include complex panel failure criteria in
the conceptual phase of design. Fortunately, the methodology presented in this research is
able to include failure criteria of any complexity. This is because the failure criteria can
be approximated as RSEs (a function of stiffness and loads), allowing their effects on panel
mass to be included without being detrimental to the efficiency of the optimization.
3.3.2 Grouping of Failure Criteria
Grouping failure criteria is advantageous when generating RSEs because it reduces the total
number of regressions that must be performed and also reduces the complexity of the final
design space. If two failure criteria for the panel are similar, it is not necessary to include
both in the optimization. Thus, the groups of failure criteria discussed in this section
were determined by comparing the passed and failed regression points and grouping failure
criteria that overlapped by 80% or greater. Additionally, failure criteria were grouped if
their combined failure envelopes had a linear boundary as shown in Figure 50.
Of the 33 failure criteria original failure criteria for the metallic I-stiffened panel pre-
sented in Table 1 of Section 2.6.1, only 11 groupings are needed to accurately represent
panel failure. These groupings are listed below, and come from combinations of “Object”
and failure criteria “Type” in Table 1.
Often only a subset of these 11 are needed for optimization, depending on which failure
criteria are prevalent for the given load condition. For example, the buckling failure criteria
are not relevant for panels loaded in tension with no shear.
1. Panel Buckling
2. Stiffener Buckling
3. Panel and Stiffener Crippling
4. Facesheet Local Buckling
5. Facesheet Material Failure
96
6. Bonded Combo Material Failure
7. Spacing Span Local Buckling
8. Web Material Failure
9. Web Local Buckling
10. Bottom Flange Material Failure
11. Bottom Flange Local Buckling
The process of grouping failure criteria into a single RSE is done with the regression
data before the RSEs are generated. Because the RSEs represent failure of the stiffened
panel, a Boolean union of the failed regression points is performed for each group of failure
criteria. Thus, for a given DoE point, failing any of the criteria in the group means the
point is represented as a failure in the regression.
Figure 50 shows how two failure criteria with different failed points would be combined
and represented by a single RSE. The points in this figure represent the regression data used
to generate RSEs for the failure criteria. Green points correspond to regression points that
passed the failure criteria, and red points indicate failure. In joining two failure criteria, if
either criteria fails then the final point used in the regression is considered to be a failure.
Figure 50: Combining Multiple Failure Criteria into a Single RSE
Typically, only similar failure criteria are grouped to ensure smooth boundary between
the “pass” and “fail” regions of the design space. This is necessary to achieve a RSE that is
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accurate. For example, it would be appropriate to combine web and flange buckling failure
criteria because both of these criteria become prevalent when the panel is highly loaded
in compression or does not have sufficient bending stiffness. However, it would not be
appropriate to combine panel buckling and material failure because the underlying physics
of these two is quite different; a panel can satisfy material failure criteria by a high margin
but still fail in buckling.
3.3.3 Loads and Buckling Spans
In addition to the panel stiffness terms presented in Section 3.2.2, there is another category of
terms that appear in the reformulated design space. These terms can be thought of as “panel
constants” because they remain constant during the stiffened panel optimization. The panel
constants considered in the current research are panel loads and buckling spans. Preserving
these terms in the reformulated design space is imperative for maintaining generality of the
stiffened panel optimization. In a FEA-based environment, each panel has unique loads and
buckling spans that must be included in the panel optimization. Thus, when the design
space reformulation is performed, these values must be available as inputs. The details of
this approach are covered in the next section.
Section 2.6.1 previously discussed the buckling loads and spans considered in the current
research. Note that of the six possible load components presented in Equation 10 in Section
2.6.2, only the membrane components are used. This is a common assumption for conceptual
design [72], [80]. This assumption usually works well for aerospace shell structures where
bending loads are low. Stiffened shell structures with a significant cross section, such as
a wing box or launch vehicle barrel, primarily carry overall vehicle bending moments as
tension, compression, and shear. Thus, leaving out the bending load components still
provides accurate loads for optimization. Figure 51 below shows membrane loads and
bending loads for the +2.5g pull-up load case on a commercial aircraft wing box FEM ,
demonstrating the significant difference in magnitude.
Due to the nature of the reformulation used in this research, it is necessary to pre-
define the possible range of loads that can be handled by the stiffened panel design. This
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Figure 51: Magnitude of Membrane Load Components on a Commercial Aircraft Wing
Box
defines the ranges of load used in the RSEs discussed in the next section. The range of
load considered is ultimately up to the end-user, and depends on the magnitude of loads
expected to be encountered on the structure of interest. The load range selected for the
current research is broad, to demonstrate that the methodology is suitable for environments
where the load magnitude may vary greatly as the design is iterated.
While it is useful to set up the stiffness-based methodology to use a wide range of loads,
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a trade-off exists between the breadth of the load range and the accuracy of the stiffness-
based optimization. Using wide load ranges in the stiffness-based representation of the
failure criteria degrades the accuracy of the criteria because it forces the RSEs to represent
a larger portion of the design space. Thus, sometimes it is necessary to break up the load
ranges and do the linearization on multiple, smaller ranges of load. This sub-division must
also be done when the load range include tension and compression load, because the primary
failure modes change (buckling versus material failure). Figure 52 shows the load range used
in the present research, and how it is broken up to account for tension and compression
independently. Note that shear load is analyzed the same regardless of sign, so only the
absolute value of shear load is included in the load range.
Figure 52: Load Quadrants Considered for the I-Stiffened Panel
3.3.4 Linearization Process for Failure Criteria
Having introduced the failure criteria groupings, loads, and buckling spans that form the
design space, the next step is to describe reformulation of the failure criteria. As discussed
previously, the reformulation consists of a change of variables and linearization enabled by
the use of RSEs .
The description of failure criteria linearization below starts with justification for using
RSEs . Next, the specific steps required to generate the RSEs are outlined. This is followed
by a description of the regression type chosen, logistic regression, which provides a binary
prediction of pass/fail for the failure criteria. Lastly, the specific form of the RSE used for
this research is developed.
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Note that the generation of RSEs described below, as well as the associated processing,
was a manual process in this research and thus required several days of effort to generate
and validate all of the RSEs . However, the regression process can be automated given
enough time to code the methodology. Additionally, the RSEs only need to be generated
once for a given load range and do not contribute to the total optimization run time.
3.3.4.1 Selection of Linearization Approach
Linearization of the failure criteria is done through a statistical approach (RSEs ), as op-
posed to linearizing the original equations governing the failure criteria. This approach is
used for three reasons, listed below.
1. The statistical approach allows for failure criteria to be grouped, which helps reduce
the complexity of the design space. The original failure criteria are complex calcula-
tions, making it difficult and/or impossible to isolate terms and substitute the failure
criteria into one another to group the analyses.
2. The form of some failure criteria makes it challenging to linearize through traditional
approaches such as a Taylor Series expansion. Additionally, some failure criteria rely
partially on table look-ups or use a numerical solution technique. Linearization is
possible, but there can potentially be significant error associated with the numerical
derivatives.
3. Most importantly, the intent is to linearize the failure criteria in terms of smeared
stiffness, instead of physical dimensions. Because many of the failure criteria are a
function of physical terms, it is impossible to substitute the equations for the stiffness
terms into the equations for these failure criteria.
To reiterate some of the points mentioned above, consider the form of the failure criteria
for web local buckling in Equation 32. This equation shows how critical buckling load Nx,crit
is calculated from web thickness tw, material elastic and shear modulus E and G, material





















While it would be relatively straight-forward to linearize Equation 32 with respect to tw,
there is not any way to substitute the panel stiffness terms given in Section 3.2.3 into the
failure criteria and then linearize. Thus, it is necessary to resort to statistical approaches
for developing the linear relationship between panel stiffness terms and panel failure crite-
ria. The approach is to use RSEs, which provide a “best fit” through the failure criteria.
Development of the RSEs is discussed next.
3.3.4.2 Steps to Perform Linearization via Regression
The use of RSEs and change of variables are what enable linearization of the design space.
Specifically, they provide a representation of the panel failure criteria (listed previously in
Table 1) that is linear as a function of the panel stiffness terms. These failure criteria form
constraints on the panel design space; thus, linearizing them provides a linear design space.
The use of these RSEs was introduced as the lower-right quadrant of Table 3 in Section
2.7.2. Using RSEs with this combination of independent and dependent variables is a gap
in literature addressed by this research.
Generation of the stiffness-based failure criteria RSEs requires three steps, which only
need to be performed once for a given panel concept and set of load ranges. These steps
are listed below and depicted in Figure 53. The general form resulting from the regression
is given in Equation 33.
1. Use a DoE to generate a data set for regression.
2. Evaluate the data set with failure criteria in HyperSizer.
3. Perform regression with failure criteria performance as the dependent variable and
stiffness terms as the independent variables.
Failure = f(A11, A22, A33, D11, D22, Nx, Ny, Nxy, a, b) (33)
In step 1, the process starts with a broad mixture of combinations of the independent
variables and panel constants. The variable combinations are usually determined by a
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Figure 53: Process for Generating RSEs as a Function of Stiffness
space-filling DoE (discussed previously in Section 2.7.1). A DoE is necessary because a
full-factorial combination of variable values usually results in an intractable number of data
points to be analyzed for regression. The DoE intelligently selects a smaller number of data
points that still span the entirety of the design space. A Latin-Hypercube design was used
to generate the regression data for this research [76]. Each point in the DoE consists of a
panel loading condition, panel buckling spans, and a combination of physical dimensions
for the skin and stiffener.
The next step is to evaluate each point in the DoE to determine if the design passes the
failure criteria. Additionally, the smeared panel stiffness terms are determined in this step
(ABD terms). Both parts of this step were performed in HyperSizer.
The final step is to perform regression of the failure criteria against the stiffness terms
calculated in the previous step. The regression uses the output results of failure criteria and
stiffnesses evaluated in the previous step. Regression was performed in JMP, a statistical
analysis software package [104]. The form of the resulting RSE is described in detail below.
3.3.4.3 Type of Regression Selected
All previous RSE -based approaches found in literature (outlined in Section 2.7) perform
ordinary least-squares regression on either the Margin of Safety MS or Factor of Safety
FS for the failure criteria (MS = FS − 1). The primary problem with using either of
these metrics as the dependent variable is the fact that their numerical value is unbalanced
in expressing whether the panel passes or fails. For example, MS ranges from -1 to 0 for
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failed panels and from 0 to ∞ for panels that pass the failure criteria. An example of the
imbalance is shown in Figure 54. This imbalance can be challenging to handle with simple
low-order polynomials.
Figure 54: Variation of Panel Buckling MS versus ABD Stiffness Terms
The approach used in this research is to employ logistic regression for the RSEs [76].
Logistic regression is often used when the dependent variable is binary (only two possible
responses). In the present research, the binary dependent variable of the RSEs is “pass” or
“fail” for a particular failure criteria grouping. This binary response is designated with a
value of 1 for panels that pass the failure criteria and a 0 for panels that do not pass. This
is acceptable because the actual value of the MS or FS is not relevant for the optimization,
only whether the panel is predicted to pass or fail. The challenge with fitting a RSE to a
binary response is that many functions used for regression are continuous by nature, and
will not necessarily return a value between 0 and 1. This is addressed in the next section
with the development of the logistic regression equations.
To show the advantage of logistic pass/fail RSEs over MS RSEs, a small test was per-
formed by generating MS RSEs to represent failure criteria for a panel loaded in compres-
sion in the x and y direction. The regression process was very similar to the one described
previously in Section 3.3.4.2. The accuracy of the resulting MS RSEs was compared to the
logistic pass/fail RSEs, using results from the validation described later in Section 4.1. The
comparison is given in Table 8. From these results, the logistic pass/fail RSE has an ad-
vantage in accuracy ranging from 5-12%. Although this is a somewhat small improvement
in accuracy, the same amount of effort is needed regardless of the dependent variable in the
regression (MS or pass/fail). Thus, the logistic regression was selected for this research.
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Table 8: Comparison of RSE Accuracy for MS Regression and Logistic Pass/Fail Regres-
sion
Failure Criteria MS Accuracy Logistic Accuracy
Panel Buckling 85.2% 91.2%
Crippling 86.4% 92.9%
Facesheet Local Buckling 82.3% 94.1%
Facesheet Material Failure 91.6% 96.5%
Spacing Span Local Buckling 87.2% 92.9%
3.3.4.4 Form of Regression Equations
The majority of references that use RSEs for panel optimization use a 2nd order polynomial
form (see Table 2). However, these references provide little to no justification for the
RSE function selected. Presumably, several were attempted, and the 2nd order polynomial
was found to be the best compromise between accuracy and complexity. Increasing the
order of an RSE polynomial usually increases accuracy up to a certain point, but requires
more data points to perform the regression. As an example, an RSE of one variable requires
two points for a linear fit, three points for a 2nd order fit, and so on. However, there are
also dangers in using too high of an order RSE, referred to as “over-fitting.” This occurs
when the RSE begins to capture noise in the fitting data, rather than representing just
the general trend of the response. These challenges were considered in the selection of the
RSE form discussed below.
As discussed in the previous section, logistic regression was selected for this research to
provide a prediction of a binary response. Equation 34 below provides the final prediction





Equation 34 provides a conversion between the continuous prediction metric, φ, and
the binary response. In Equation 34 above, the probability of obtaining a value of “1” is
predicted by P (1). If φ has a value less than zero, P (1) has a continuous value between 0.5
and 1.0, predicting that the panel will pass. When used in an optimization context, it is
usually more simple to use φ as a constraint instead of φ and P (1) together. Thus, Equation
34 is used in regression, but not in optimization. To apply the RSE to optimization, it is
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only necessary to specify φ ≤ 0 as a constraint to ensure the failure criteria are satisfied.
The parameter φ is represented with a polynomial form (Equation 35) similar to those
used by many regression techniques. The integer n represents the total number of stiffness
terms used as design variables in the RSE. The integer c represents the number of constants
in the RSE, which is five in this study; three load terms (Nx , Ny , Nxy ) and two panel
buckling span terms (a and b). The vector [C] shown in Equation 36 represents these
constants. The terms β and κ are regression coefficients that are determined when the

























3.3.4.5 Reducing Number of Terms in RSEs
The drawback of the RSE form presented in Equation 35 above is that it results in a
significant number of terms. With a total of 160 possible terms, the RSE can be prone to
the “over-fitting” issue discussed previously. Having too many terms can cause the RSE to
fit to noise in the regression data instead of just the primary trend of the data. To alleviate
this issue, a reduction in terms was performed for each RSE within the regression. The
term reduction was performed with the following steps. This term reduction was found to
provide a 5-10% improvement in RSE accuracy.
1. An initial regression was performed with all 160 possible terms from Equation 35.
2. For each term in this initial regression, the statistical “Student’s t-test” [105] is per-
formed to determine its significance to the failure criteria. The Student’s t-test defines
this significance quantitatively as the probability that the regression term is zero (also
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known as p-value). A low p-value indicates that the regression term is statistically
relevant to the failure criteria.
3. Any terms with a p-value greater than 0.05 are dropped from the RSE. The final
RSEs have between 6 and 42 terms.
Another metric that is useful for understanding the statistical significance of terms in
the RSE is the t-ratio. This metric is the ratio of the regression coefficient for a given
term to the standard error calculated for that coefficient. In short, this metric gives the
significance of the term normalized by the error it induces. A higher t-ratio indicates the
term is more relevant to the RSE [106]. The tables given in Appendix B list both the p-
values and t-ratios for the panel buckling failure criteria for the I-Stiffened panel as example
results.
Additionally, it is informative to plot the t-ratio to gain an understanding of the relative
contribution of each term to the response (failure criteria). Figure 55 provides a plot of
t-ratio for all 160 terms of the failure criteria mentioned above. Note that only the relative
magnitudes of the t-ratios are significant, which is why the magnitude of the values in the
plot are not given. The green box in this Figure 55 indicates the reduced set of 41 terms for
the RSE. This figure demonstrates that the final set of terms selected for the failure criteria
RSE are the primary contributors to accurate prediction of the criteria. The dropped terms
have a relatively small contribution to the result and therefore can be neglected to simplify
the RSE.
3.3.4.6 Final Form of Failure Criteria RSEs
After the term reduction has been performed on the RSEs, they are ready to be used in an
optimization. For each panel optimization, the constants from [C] given in Equation 36 are
substituted into the RSE as a pre-processing step before the optimization. The resulting
form of φ used in the optimization is shown in Equation 37. The constant terms K0 and [K]
represents the second term from Equation 35 after the constants [C] have been substituted
in and regrouped with the regression coefficients. Note that all of the nonlinear terms from
Equation 35 disappear because they are all related to panel constants and thus are not
107
Figure 55: Relative t-Ratio Values for all Terms in Panel Buckling RSE
varied during optimization.




Looking at the form of Equation 37, it is evident that the equation is linear as a function
of the ABD stiffness terms after the constant loads and spans have been substituted. Note
that the original form of the RSE in Equation 35 contains nonlinear terms. However, these
terms are constants and are substituted in before the optimization is performed. Figure 56
shows an example stiffness-based design space for a stiffened panel after loads and buckling
spans have been substituted. The RSEs form a linear boundary between the feasible and
infeasible space.
The described approach used for these RSEs can be thought of as a local linear ap-
proximation. The nonlinear constant terms in Equation 35 give a high level of accuracy
in predicting the pass/fail performance (see Chapter 4). A notional representation of the
failure criteria RSEs is given in Figure 57. This figure illustrates that the failure criteria
metric φ is linear with respect to the stiffness term A11 and nonlinear with respect to Nx.
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Figure 56: Notional Design Space with Linear Constraints
Similar trends exist for the remaining ABD and load terms.
Once generated, the inherent simplicity of the RSE form makes it much easier to evaluate
structural integrity than many deterministic analysis tools. This is particularly true in the
case of buckling, where many tools use FEA-based methods to evaluate the performance
of the panel [81], [82], [70]. Replacing these analyses with a polynomial RSE simplifies the
analysis and allows for more panel designs to be processed. The driver for using a linear
form is that it allows Linear Programming (LPg) algorithms to be used to solve for the
optimum panel-level design [107], which typically execute very quickly compared to non-
linear environments. Solutions for LPg problems on the scale of those used in this study
can be found 240 times faster than a comparable optimization in the non-linear physical
domain, as demonstrated in the next chapter. In addition to this speed increase, it is
mathematically guaranteed that the global optimum point will be found in a LPg solution
because a linear design space is not capable of having local optima [107].
3.3.5 Linearization of Objective Function
In addition to the failure criteria, it is also necessary to map the objective function (panel
mass) to the stiffness domain and linearize. For stiffened panel design, it is more common
to use the unit mass (UM) of the panel instead of mass (m) by itself. This provides a
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Figure 57: Mixed Linearity in Failure Criteria RSEs
better representation of the mass efficiency of the panel. Unit mass is simply the mass of
the panel divided by panel area (a · b). In the physical domain, the unit mass is described
by Equation 38.
UM = Apanel · ρ = (Tsk · S + Tft ·Wft + Tfg ·Wfg + Twb · (H − Tsk − Tft − Tfg)) · ρ (38)
Because density and stiffness have a fixed relationship for metallics, it is straight-forward
to map the equation for UM into the stiffness domain. The linear form of unit mass for
metallic I-stiffened panels as a function of stiffness is given in Equation 39 of Section 3.5.2.
In a composite stiffened panel, variation in ply angles cause stiffness of the panel to vary
while density of the material remains unchanged. Thus, a closed-form expression for unit
mass is more difficult to obtain. This challenge is addressed in Chapter 5 when composite
panels are addressed.
3.4 Boundaries for Domain Mapping
With the transformed and linearized failure criteria from the previous sections, the refor-
mulated design space is nearly prepared for optimization. The last step needed to complete
the reformulation is to enforce boundaries on the design variables. In the physical domain,
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this is easily done by imposing minimum and maximum bounds on the design variables.
These bounds are usually selected based on the general magnitude of load in the stiffened
panel, to ensure that the bounds include a feasible design. In addition to upper and lower
bounds, some other limitations exist on the range of allowed values to enforce physically
realizable panel cross-sections. For example, the height of the panel can not be less than
the combined thickness of the skin, stiffener foot, and stiffener flange.
Imposing bounds on the stiffness domain is challenging because the uniform bounds of
the physical domain map to non-uniform bounds in the stiffness domain. This results in
many combinations of stiffness terms for which there are no corresponding feasible designs
in the physical domain. To address this problem, constraints were generated to ensure that
the combinations of stiffness terms selected by an optimizer can be transformed back to the
physical domain. Figure 58 depicts an example of the added constraints.
Figure 58: Added Bounds for Feasible Domain Mapping
The plot on the left side of Figure 58 displays two dimensions of the physical domain,
stiffener spacing and panel height. These two variables are entirely uncoupled, so any
combination of the two will result in a physically feasible panel. The points in the plot
on the left are randomly-generated designs in the physical domain. The plot on the right
shows the exact same designs mapped to the stiffness domain. From the points in the plot
on the right, it is evident that the two stiffness terms A11 and A22 are coupled. Thus,
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constraints are needed to enforce the boundaries in the stiffness domain, represented by the
grayed-out portions of the plot on the right. These kinds of constraints must be generated
for every possible pairing of stiffness terms used in the reformulated design space. These
boundaries are created manually with the goal of minimizing outliers while also capturing
the general shape of the stiffness domain border. The remainder of the domain constraints
for the metallic I-stiffened panel are given in Appendix D.
Note that in addition to the constraints described above, typical minimum and maximum
bounds are also applied to the stiffness domain. These are based on the minimum and
maximum value of each ABD term found in the DoE used to generate the failure criteria
RSEs.
3.5 Application to Metallic I-Stiffened Panel
This section presents the application of concepts discussed previously in Sections 3.3 and
3.4 to a metallic I-stiffened panel. The metallic I-stiffened panel is a central part of the
demonstration for the present methodology. The previous sections set up the methodology
and this section provides the details of applying the methodology to the metallic I-stiffened
panel to produce a stiffness-based panel design space.
As a starting point, it is necessary to describe the metallic I-stiffened panel in the
physical domain. The panel uses Aluminum 7075-T7451, a common aerospace construction
material. The properties of this material are listed in Table 9.
Table 9: Properties of Aluminum 7075-T7451
Density Stiffness Strength
ρ Et Ec G νt νc Ft,u Ft,y Fc,y Fs,u
(lb/in3) (Msi) (Msi) (Msi) (ksi) (ksi) (ksi) (ksi)
0.102 10.3 10.6 3.9 0.321 0.359 74 64 62 44
Along with material selection, the geometry variable bounds form the basis of the phys-
ical domain for the panel. The maximum values for the ranges on geometry were selected
such that heaviest possible design will survive the most severe loads applied to the panel
(loads from Section 3.3.3). The minimum values are based on minimum gauge (commonly
0.06” for Aluminum in aerospace structures) and on values found in structures that use a
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metallic I-stiffened panel. Figure 59 displays all of the panel geometry variables considered,
and Table 10 lists the ranges of these values.
Figure 59: Physical Variables for the Stiffened Panel
Table 10: Physical Variable Bounds for the I-Stiffened Panel
Tskin Tweb Tfoot Tflange Hpanel S Wfoot Wflange
Min 0.06 0.06 0.06 0.06 1.5 5 1 1
Max 0.35 0.25 0.25 0.25 3.5 9 2.25 2
With the physical domain established, the linearization methodology can now be applied
to create the stiffness domain. First, the stiffness-based RSEs are developed for the panel,
followed by the stiffness-based objective function, and then the boundaries on the stiffness-
based design space.
3.5.1 Stiffness-Based RSEs for Failure Criteria
Following the process described in Section 3.3.4, RSEs were generated for the metallic I-
stiffened panel failure criteria across the four load quadrants (given previously in Section
3.3.3). Six different groups of failure criteria were considered for the panel. Not all of the
eleven failure criteria groups discussed in Section 3.3.2 were needed because some were not
significant within the load range considered. Groups with fewer than 10% failed designs in
the regression DoE were neglected.
Of the six groups of failure criteria considered, some were not applicable in all four load
quadrants. For example, the panel buckling failure criteria group is not needed for the load
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quadrant with tension only loading (+Nx,+Ny). Additionally, note that local buckling
appears in all of the load quadrants because a shear load is considered in all cases, which
can cause shear buckling.
Table 11 lists the number of terms in each RSE, indicating which failure criteria are
relevant for the various load quadrants. The process of achieving the reduced set of terms
was described previously in Section 3.3.4.5. The final form of the failure criteria RSEs (with
reduced terms) for the metallic I-stiffened panel are listed in Appendix C.
Table 11: Number of Terms in RSEs for Metallic I-Stiffened Panel Failure Criteria
Failure Criteria Group +Nx/+Ny +Nx/-Ny -Nx/-Ny -Nx/+Ny
Panel Buckling - 41 52 53
Crippling - - 50 30
Facesheet: Local Buckling 52 40 11 27
Facesheet: Material Failure 51 32 49 48
Bonded Combo: Material Failure 49 12 - 39
Spacing Span: Local Buckling 62 9 34 39
3.5.2 Stiffness-Based Objective Function
As described in Section 3.3.5, the objective function (panel mass) must be transformed to
stiffness terms and linearized. Similar to the linearized failure criteria, a linear representa-
tion of the panel mass as a function of the panel stiffness terms can be determined through
regression. The expression for unit mass (UM) of the metallic I-stiffened panel is given in
Equation 39 as a function of longitudinal membrane stiffness (A11) and lateral membrane
stiffness (A22). The coefficients in Equation 39 were determined by regression, using the
same data set generated for the failure criteria RSEs. Because A11 and A22 are directly
related to the volume of the panel, Equation 39 provides a highly accurate prediction of
panel mass.
UM = 1.4056 · 10−6 ·A11 − 1.6329 · 10−7 ·A22 (39)
The simple form of the objective function in Equation 39 is conducive to generating a
contour plot for visualization, shown in Figure 60. From the contour plot given in Figure
60, it is evident that A11 has a more significant effect on UM than A22. This reflects the
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sensitivities observed in Figure 47 in Section 3.2.2.
Figure 60: Contour Plot of Unit Mass (lbm/ft2) with Respect to Membrane Stiffness
Note that as shown in Equation 39 and Figure 60, A22 has a negative influence on the
UM of the panel. At first glance, this is counter-intuitive because an increase in stiffness
would not be expected with a decrease in mass for an isotropic material. Additionally, it is
counter-intuitive that the A22 term appears in the UM equation at all. For a more simple
representation such as E · A (modulus time cross-section area), only the axial term would
be needed to develop a linear relationship with mass.
Both phenomena described above can be attributed to the fact that the ABD repre-
sentation of the panel includes the Poisson relationship between axial and lateral stiffness
(described in Section 3.2.3). Thus, the A11 and A22 stiffness terms are not directly pro-
portional to cross-sectional area. The Poisson effect causes an interaction between the two
stiffness terms, requiring both of them to be used to describe UM .
3.5.3 Stiffness-Based Design Space Boundaries
The first part of establishing boundaries on the stiffness-based design space is to determine
the minimum and maximum values allowed for the stiffness terms. These are determined
by the minimum and maximum ABD values calculated in the regression data described in
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Section 3.3.4.2. The bounds for the metallic I-stiffened panel are given in Table 12 for the
five stiffness terms used for this panel.
Table 12: Stiffness Variable Bounds for the Metallic I-Stiffened Panel




Minimum 1494722 754917 268803 508657 270
Maximum 6012890 4289118 1521905 11310030 53026
The second part of establishing boundaries on the stiffness domain is to generate the
restrictions on stiffness term interaction as described previously in Section 3.4. These
boundaries were generated for all ten possible pairings of the five ABD terms used for the
metallic I-stiffened panel, excluding those pairings which did not exhibit any interaction
between variables. An example of the boundaries generated for A11 and A22 are given in
Figure 61. The remainder of the boundary plots are given in Appendix D. The gray areas
indicate combinations of the two stiffness terms that are not permitted during optimization.
Note that the min and max bounds from Table 12 are not shown on the plots.
Figure 61: Bounds on Stiffness Domain for A22 versus A11
The constraint equations that establish the variable interaction bounds are represented
as linear equalities. Equations 40 and 41 correspond to left and right boundaries in Figure
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61, respectively. The remainder of the constraint equations are listed in Appendix D.
A22 − 1.0196 ·A11 + 5.6440 · 105 ≤ 0 (40)
A11 · 1.0754−A22 − 2.8766 · 106 ≤ 0 (41)
3.6 Stiffness-Based Local Optimization
The previous sections in this chapter provided the details of how a panel optimization envi-
ronment is reformulated to be a function of stiffness terms instead of physical dimensions.
This section will discuss how optimization is performed in the new stiffness-based domain.
The general statement of the optimization performed for the stiffened panel is given in
Equation 42. The objective is to find a design vector ~x (A11,A22,A33,D11,D22) which min-
imizes unit mass UM while meeting the constraints imposed on the panel: satisfy failure
criteria RSEs (φ ≤ 0), satisfy required stiffness values ~xi,req, and remain within bounds
~xmin and ~xmax.
~x for min UM = f(A11, A22, A33, D11, D22) s.t.

φ(A11, A22, A33, D11, D22) ≤ 0
~xi = ~xi,req
~xmin ≤ ~x ≤ ~xmax
(42)
The following subsections will discuss how the stiffness-based optimization described
above is executed using the Simplex Algorithm. First, a comparison is made to traditional
local optimization in the physical domain to identify the primary differences.
3.6.1 Comparison to Physical Domain
Local optimization of the stiffened panel was presented previously in Figure 20 of Section
2.5. Here, the traditional approach for panel optimization in the physical domain was
outlined. The left side of Figure 62 shows the original local optimization outlined in this
approach.
Reformulation of the stiffened panel design space fundamentally changes how the local
optimization proceeds. The right side of Figure 62 shows the local optimization iteration
loop after implementation of the Simplex Algorithm. Compared to the traditional local
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Figure 62: Comparison of Local Optimization in Physical and Stiffness Domain
optimization, the stiffness-based optimization is simpler. The subsections below summarize
where and how elements of the optimization in the traditional physical domain appear in the
stiffness-based optimization. The elements from the traditional optimization listed below
correspond to those shown in the left side of Figure 62.
3.6.1.1 Initial Design
In the physical domain, the initial design is a set of panel dimensions describing the geom-
etry. In the stiffness domain, the initial design is a set of stiffness terms for the panel.
3.6.1.2 Panel Loads
These are not input directly to the stiffness-based optimization as was done in the physical
domain. Instead, they are built into the linear failure criteria RSEs and ultimately become
a part of the linear constraints for the Simplex Algorithm. This process is described in
detail in Section 3.6.2.1.
3.6.1.3 Design Constraints
Input failure criteria from the physical domain also appear in the linear RSEs in the stiffness
domain, as was the case with the panel loads. Required stiffness terms, however, are simply
input as a part of the initial panel stiffness and are kept fixed throughout the optimization.
This is a significant difference from the physical domain, where required stiffness terms
must be treated as a constraint in every iteration. As such, the stiffness-based optimization
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has an advantage because application of required stiffness reduces the number of terms to
optimize. This is discussed in detail in Section 3.6.2.2.
3.6.1.4 Panel Design
In the physical domain, the panel design consists of panel dimensions; in the stiffness
domain, the panel design consists of stiffness terms.
3.6.1.5 Analytic Panel Evaluation
The calculation of the internal panel stress and critical buckling loads that occurs in the
physical domain does not appear directly in the stiffness domain. Instead, this is contained
within the linear failure criteria RSEs as described previously in Section 3.3.
3.6.1.6 Evaluation of Objective and Constraints
In the physical domain, the mass of each panel design must be evaluated along with all
of the failure criteria and stiffness requirements to determine the next needed step in the
optimization. In the stiffness domain, it is only necessary to evaluate panel mass because
the constraints are satisfied in each step of the optimization (after initialization); this is a
property of the Simplex Algorithm, as described in Section 3.6.2.4.
3.6.1.7 Design Update
A design update is necessary in both optimization environments to iterate towards the
optimum solution. In the physical domain, the design update depends on the optimization
algorithm used. In the stiffness domain, the update is dictated by the Simplex Algorithm.
The Simplex Algorithm always steps between vertices in the design space that are formed
by the linear constraints, and always in the direction of minimum mass. Iteration with the
Simplex Algorithm is described in detail in Section 3.6.2.4.
3.6.1.8 Summary
Overall, optimization in the stiffness domain functions very differently than optimization
in the physical domain. However, all of the core parts of the optimization exist in both
domains. The following sections provide detailed descriptions of features that are unique
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to the stiffness-based optimization, such as the constraint matrix needed in the Simplex
Algorithm.
3.6.2 Linear Programming Solution
The primary benefit of linearizing the design space is that a new category of optimization
algorithms are available, usually referred to as Linear Programming (LPg) algorithms. The
Simplex Algorithm was selected because it is one of the most widely-used and widely-
available LPg algorithms [107]. The MathWorks MATLAB implementation of the Simplex
Algorithm was used in this research [108]. This algorithm is popular due to its standardized
and deterministic solution method. The Simplex Algorithm can optimize a linear design
space very quickly; run time with five variables is on the order of 1/10th of a second on a
personal computer including pre-processing of the constraints.
The most important part of the Simplex Algorithm is the constraint matrix, which forms
the vertices in the design space needed for iteration. Development of the constraint matrix
for stiffness-based panel optimization is described below.
3.6.2.1 Generation of Simplex Constraint Matrix
The primary input to the Simplex Algorithm is a matrix of all the constraints imposed on
the optimization problem. The constraints can easily be converted to matrix form because
they are all linear. Equation 43 gives the basic form of the constraint matrix. The matrix
[A] contains the variable coefficients, ~x is the vector of design variables, and ~b is the vector
of intercepts for the constraints.
[A]~x ≤ ~b (43)
For the optimization considered in this research, the constraint matrix consists of three
main parts. Construction of the constraint matrix is shown in Figure 63. The first part
contains the RSEs that represent the panel failure criteria. The RSEs are converted to
matrix form by first substituting the panel constants (loads and buckling spans) for the
panel to be optimized. This gives the RSEs a linear form, allowing the failure criteria
constraint of φ ≤ 0 to be represented as [A]~x ≤ ~b. The second part of the constraint matrix
is the variable interaction bounds presented previously in Section 3.5.3. In Figure 63, an
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Figure 63: Generation of Constraint Matrix for Simplex Algorithm
example of these constraints is shown for the A11 vs A22 interaction. These bounds are
already represented as linear inequalities, making them easy to represent in [A]~x ≤ ~b form.
The third part of the constraint matrix is generated similarly; the min and max bounds can
be represented by inequalities as shown in Figure 63 for the A11 bounds.
Note that the first part of the constraint matrix [A], failure criteria RSEs (highlighted
in orange in Figure 63), is different for every panel optimization. This is because the panel
loads and buckling spans are usually unique for each panel. The last two parts of the
constraint matrix (highlighted in blue and green in Figure 63) remain fixed as long as the
geometry bounds do not change.
3.6.2.2 Handling Stiffness Requirements in Simplex Optimization
As indicated previously in Section 3.6.1, any imposed stiffness constraints can be substituted
directly into every design point because the design variables themselves are stiffness terms.
This occurs in the constraint matrix generation depicted in Figure 63. The value of the
required stiffness is substituted into the equations when they are put in matrix form. This
has the impact of shrinking the width of the [A] and length of ~x by the number of stiffness
terms substituted. Equation 44 shows how the constraint matrix is rearranged when a
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constraint on A11 stiffness is imposed. Terms aij represent entries in the [A] matrix and
terms bi represent entries in ~b from the Simplex constraint. The integer m represents the
total number of Simplex constraints. The rearranging shown in Equation 44 demonstrates
the assertion made earlier that imposing stiffness constraints reduces the dimensionality of
the stiffness-based design space.
a12 a13 a14 a15
a22 a23 a24 a25
...
...










b1 − a11 ·A11,req
b2 − a21 ·A11,req
...
bm − am1 ·A11,req

(44)
3.6.2.3 Form of Objective Function for Simplex Algorithm
The final part of the input to the Simplex Algorithm is a vector of coefficients of the
objective function. These simply come from re-writing the objective function in the vector
form UM = f(~x). An example using the unit mass expression for the metallic panel is
given in Equation 45. Note that any constant terms in the objective function are dropped
because only the gradient of the objective function is relevant in the Simplex Algorithm.
UM = 1.4056 · 10−6 ·A11 − 1.6329 · 10−7 ·A22 (45a)
UM =
[










3.6.2.4 Final Form of Optimization and Iteration Procedure
Drawing on the constraint and objective functions given above, the resulting form of the
optimization statement for the Simplex Algorithm is given in Equation 46 and 47.
~x for min f(~x) s.t. {[A]~x ≥ ~b (46)
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~x =< A11, A22, A33, D11, D22 > (47)
The Simplex Algorithm optimizes by pivoting across vertices formed by the linear con-
straints. The location of each step the algorithm takes is defined by the intersection of
constraints from the constraint matrix above. The number of constraints that form each
vertex is equal to the dimensionality of the design space (number of variables). As an ex-
ample, a vertex in a 2D design space is formed by the intersection of two lines. There are
five variables in the metallic panel design space so five constraints are needed to form a
vertex.
Figure 64: Iteration Process for Simplex Algorithm
Iteration in the Simplex Algorithm starts with finding a feasible design point (Figure
64). In a linear design space with many more constraints than design variables, there will
be many constraint vertices which violate other constraints. The Simplex Algorithm is
initialized with a random vertex; if this vertex is infeasible, the algorithm iterates until
a feasible vertex is found. Once a feasible vertex is found, the Simplex algorithm begins
stepping through adjacent vertices, always moving in the direction of lower mass. Note that
each step between vertices corresponds to a complete loop of the flow chart on the right side
of Figure 62. Once a vertex is found where no further improvement in mass is available, the
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algorithm has converged. Note that in a linear design space, there is only a global optimum
and no local optimum.
This completes the description of the stiffness-based optimization used in this research.
As described above, the process is only able to handle one load case in the optimization.
This is acceptable for the current research because the provided examples only use one
load case for demonstration purposes. The next section discusses an extension of the above
methodology to handle multiple load cases.
3.6.3 Optimizing with Multiple Load Cases
The current research performs panel optimization with only a single load case (combination
of Nx , Ny , Nxy ). However, as many as ten load cases are often considered in the concep-
tual design phase for structures. The easiest and most rudimentary approach to handling
multiple load cases would be to simply optimize the panel for each load case, one at a time,
and then take the result from the most conservative (heaviest) load case. However, this
process has the possibility of selecting a panel design that can potentially fail with respect
to other load cases.
For example, consider two load cases: one with only high axial compression (Nx ) and
another with only some lateral compression (Ny ). The high Nx load case would result in a
higher panel mass than the low Ny case. However, the panel design produced by the high
Nx load case would be tall and slender to maximize D11 bending stiffness and resist panel
buckling. The D22 bending stiffness for this design would be low, and even a small amount
of compressive Ny would cause the skin between the stiffeners to buckle. This means the
design that is optimum for the first load case is actually infeasible for the second load case.
Thus, it is necessary to be able to extend the methodology presented in this research
to properly handle multiple load cases by simultaneously optimizing to all of them. This
can be achieved by reusing the failure criteria RSEs for each unique load case and imposing
them as additional constraints on the design space. For example, if there were 10 load
cases and 6 failure criteria RSEs, a total of 60 constraints would be added to the Simplex
constraint matrix (described in the previous section) to cover the failure criteria. This is
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illustrated in Figure 65.
Figure 65: Representing Multiple Load Cases as Additional Constraints in Simplex Matrix
Form
The challenge of including many load cases is that the complexity of the design space will
grow quickly because there will be many more vertices. Even though the Simplex Algorithm
is very efficient, it is not impervious to an intractably large design space. With 60 failure
criteria constraints, the total number of constraints for the example given in the previous





, which is 3.087e7.
Thus, the design space is 217 times larger from increasing the number of constraints by a
factor of 2.8.
To avoid a severe penalty to solution time, it is necessary to develop an approach to
reduce the number of constraints imposed by multiple load cases. Fortunately, redundant
constraints are easy to identify and eliminate in a linear design space. The left side of Figure
66 shows an example of a redundant constraint that can be eliminated.
The elimination process performs a pairwise evaluation for redundant constraints by
considering every possible pairing of the failure criteria RSEs. This determines which con-
straints are superseded by other constraints and can be eliminated. The process is outlined
in the steps below.
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1. For each load case, substitute loads and buckling spans into failure criteria RSEs to
generate the linear constraint equations (as previously shown in Figure 63).
2. Select a pair of failure criteria constraints to compare.
3. Of the two criteria, select one “active” criteria to be evaluated.
4. For the selected “active” failure criteria, calculate all vertices where it intersects with
min/max bounds of the design variables. Each failure criteria can intersect with N-1
bounds simultaneously, where N is the number of design variables.
5. Discard vertices that violate other min/max bounds.
6. Take all of the vertices lying on the “active” failure criteria and evaluate them with
respect to the other criteria in the pair.
7. Check feasibility relative to the other criteria.
(a) If all evaluated vertices are feasible with respect to the other failure criteria, the
other failure criteria can be discarded.
(b) If all evaluated vertices are infeasible with respect to the other failure criteria,
the selected “active” failure criteria can be discarded.
(c) If there is a mixture of feasible and infeasible vertices with respect to the other
failure criteria, both criteria must be kept.
An example with the possible outcomes described above is depicted in Figure 66. The
example presents two failure criteria constraints plotted as a function of A11 and A22. The
infeasible portion of the failure criteria is shown with gray shading. Failure Criteria 1 in
the figure is the “active” constraint. As shown on the figure, vertex 1, 2, 3, and 4 are
the intersections of the active constraint with max A22, min A11, min A22, and max A11,
respectively. Vertices 1 and 4 are discarded because they violate the other boundaries of the
design space. Next, the remaining vertices are evaluated with respect to the other failure
criteria.
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Figure 66: Example for Checking Constraint Redundancy
In the first case considered (left side of Figure 66), vertices 2 and 3 are both feasible with
respect to the other failure criteria. Thus, Failure Criteria 2 is entirely eclipsed by Failure
Criteria 1. Upon visual inspection of the plot, it is evident that any point in the design
space that is infeasible with respect to Failure Criteria 2 is also infeasible with respect to
Failure Criteria 1. Mathematically speaking, all infeasible points defined by Failure Criteria
2 (Cr2) are a subset of infeasible points from Failure Criteria 1 (Cr1) within the domain X
created by min/max bounds on A11 and A22, as shown in Equation 48.
∀~x ∈ X,Cr2 ⊆ Cr1 (48)
A similar outcome to the above is the case where vertices 2 and 3 were both infeasible
with respect to Failure Criteria 2. In this case, Failure Criteria 1 would be redundant and
thus eliminated. This case is not illustrated in Figure 66, but would look very similar to
the previous case if the location of Failure Criteria 1 and 2 were switched.
The third and final possible outcome is depicted in the right side of Figure 66. In this
case, vertex 2 is feasible with respect to Failure Criteria 2 but vertex 3 is not. This means
there are portions of the design space which are uniquely constrained by either of the two
constraints. Thus, it is necessary to keep both constraints.
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Although the example described above is in two dimensions, the methodology can easily
be expanded to a greater number of dimensions. The only difference for a greater number of
dimensions is the number of vertices that must be calculated. In the given two-dimensional
example, there were a total of four min/max bounds on the design space. Of these four,
only one a time could intersect with the active failure criteria (two lines intersect to form
a point). The total number of vertices is then defined by 4-choose-1 = 4. In a three-
dimensional case, there would be a total of six min/max bounds. Of these six, only two
at a time could intersect the active failure criteria (three planes intersect to form a point).
The total number of vertices would be defined by 6-choose-2 = 15. Obviously this trend
can continue on for any number of dimensions.
Thus, the filtering methodology presented above provides a general approach to elimi-
nate redundant constraints caused by the use of multiple load cases. The actual number of
constraints eliminated is highly problem-dependent. If one load case is much more severe
than the others, it is likely that the majority of the remaining load case constraints would be
eliminated. In cases where the relative magnitude of Nx , Ny , and Nxy are similar between
load cases, it is likely that only a few load cases would be eliminated.
3.7 Calibration of Optimum Mass
To further improve the accuracy of mass resulting from the optimization described in the
previous section, a calibration was applied depending on the values of panel load and buck-
ling span. This calibration helps tighten the error distributions presented later in Section
4.2. The data points used to create the calibration curves were generated in a manner very
similar to that described in Section 4.2. The calibration curves were developed through
regression of unit mass error across a variety of panel loads and buckling spans. These
curves are simple polynomials varying from 2nd order to 5th order and are a function of
only loads Nx , Ny , Nxy and spans a and b. Equation 49 gives the general form of the
















A demonstration of the calibration curve for the -Nx/+Ny load quadrant is given in
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Figure 67: Example of Calibration Curves for the -Nx/+Ny Load Quadrant
Figure 67 for the metallic I-stiffened panel. This figure shows the calibration curve plotted
in two dimensions for each combination of Nx , Ny , and Nxy . Because this is a two
dimensional plot of a five-dimensional function, the un-plotted terms had to be assigned a
fixed value. The un-plotted terms were fixed at the midpoints of their allowed ranges.
3.8 Summary of Response Surface Applications
RSEs appear in several locations throughout this chapter. This section provides a brief
summary of each application to differentiate between the RSE applications. Table 13 lists
the primary characteristics of each RSE application. Additionally, a description of each
application is given below.
1. RSEs were used for gradient-based optimization in the physical domain to provide a
point of comparison for panel optimization techniques existing in the literature.
129















Panel dimensions: Tsk, Tft,
Twb, Tcp, H, S, Wft, Wcp
Panel loads: Nx , Ny , Nxy










Panel stiffness terms: A11,
A22, A33, D11, D22
Panel loads: Nx , Ny , Nxy





















Panel loads: Nx , Ny , Nxy
Panel spans: a, b
All: 3rd
2. The linear failure criteria RSEs are one of the primary developments of the current
research. They are linear in terms of panel stiffness so that the panel can be quickly
optimized with the Simplex Algorithm.
3. A linear expression for unit mass as a function of panel stiffness is necessary to com-
plete the optimization environment for the RSE described above.
4. A correction RSE was used to provide a small calibration to the final mass produced
by the Simplex Algorithm to improve accuracy.
3.9 Retrieving Physical Designs from Optimum Stiffness
The stiffness-based methodology described in the previous sections has a significant advan-
tage in efficiency over traditional methods in the physical domain. This advantage is built
upon the assumption that the detailed geometry of stiffened panels is not needed during
the conceptual design of a structure, only masses and stiffnesses are needed. However, de-
signers will always eventually reach a point where focus shifts from rapid iteration at the
global structure level to the details of the structure. At this point, a physical design for the
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panel will need to be derived from the final stiffness distribution. This section describes an
approach to accomplish this task.
The primary challenge of mapping from the stiffness domain back to the physical design
is that the mapping is non-unique because there are fewer variables in the stiffness domain
than the physical domain. Thus, obtaining a physical design from stiffness terms is more
complex than rearranging the equations given in Section 3.2.3 and solving for the panel
geometry. Additionally, the non-uniqueness of the mapping provides opportunity for failure
criteria to be violated if a bad combination of physical dimensions are selected.
This section discusses the approach developed to generate designs in the physical domain
from points that have been optimized in the stiffness domain. Ideally, this would be done
by rearranging the equations that define stiffness as a function of physical terms (given in
Section 3.2.3) to provide a reverse mapping. However, there are several reason why this
approach is not practical, listed below.
1. Some of the stiffness equations are substantially complex and thus very challenging
to manipulate into a reverse mapping. Even with advanced computer-based equation
manipulation tools such as Mathworks’ Mathetmatica program [109], a closed-form
reverse mapping of the stiffness equations is not possible for some stiffener concepts.
2. Each stiffened panel concept (listed in Section 2.6.1) would require a unique solution
of the stiffness equations. This is contrary to the objective of achieving a general
methodology that can be easily applied to any panel concept and material system.
3. Some panel concepts have stiffness equations that would cause physical dimensions
to be over-defined in a reverse mapping. For example, a fastened I-stiffened panel
has stiffness terms A22, A33, and D22 that are all a function of the physical variable
Tsk. In this scenario, a closed-form reverse mapping could potentially yield conflicting
physical designs.
For the reasons listed above, a numerical reverse-mapping process was selected instead
of a closed-form process. To obtain physical designs from stiffness designs, the reverse
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mapping is posed as an optimization problem. The optimization seeks a combination of
physical variables which produces a stiffness design as close as possible to the stiffness
design obtained from the panel optimization. The optimization is constrained such that
the panel mass determined in the stiffness-based optimization must be met. Additionally,
the physical designs can be constrained to meet geometry or material rules specified for the
panel. Equation 50 gives the optimization statement for the reverse mapping. Note that this
optimization is performed entirely independent of the stiffness-based optimization described
previously. The reverse mapping optimization is purely a post-processing technique used to
obtain physical designs when the stiffness-based optimization is complete.





0.4 ≤ RSA ≤ 0.6
(50)
The objective and constraint functions of the optimization statement are described in
detail in the sections below. In summary, the objective stated in Equation 50 is to find a set
of physical dimensions (Xphysical) for the panel that has a minimum difference in stiffness
(d[ABD]) from the design determined by the stiffness-based optimization. The resulting
design must satisfy all failure criteria (MSi ≥ 0), achieve the mass determined in the
stiffness-based optimization (UM = UMtarget), and achieve appropriate panel geometry
ratios (RWFG and RSA).
Because the reverse mapping optimization uses closed-form equations for the objective
and constraint functions, it is able to solve for physical designs very quickly. This efficiency
is beneficial because it is necessary to explore a multitude of physical designs for each panel
stiffness design. Due to the non-unique mapping from the stiffness domain to the physical
domain, it is possible to select a combination of physical variables (Xphysical) that match the
required stiffness, but do not satisfy the failure criteria for the panel. Generating a spread
of physical designs that all represent the original stiffness design increases the likelihood of
finding a design which also satisfies all of the failure criteria in the physical domain.
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The following sections describe the details of the process for reverse mapping to physical
designs from stiffness designs for a metallic I-stiffened panel. Additionally, the process is
demonstrated for different combinations of load to prove viability.
3.9.1 Objective Function for Reverse Mapping
The objective function describes similarity between the stiffness terms corresponding to a
physical design and the target stiffness as determined by the stiffness-based optimization.
The similarity is calculated by the “distance” between the two sets of stiffness terms. This
is achieved by normalizing the difference in each stiffness term by the range allowed for
the stiffness term. After normalization, the difference for each stiffness term varies between
zero and one, allowing for a total Euclidean distance to be calculated. The normalization






























In the equations above, d describes the normalized difference between the target and
current stiffness in the optimization. All of these terms are used to calculate the Euclidean
distance (d[ABD]) between the two sets of stiffness terms. This formulation provides a single
scalar value for the objective function, which is necessary for optimization.
3.9.2 Constraint Functions for Reverse Mapping
There are two main groups of constraint functions to consider. The first pertains to matching
the panel mass determined by the stiffness-based optimization for the panel (UMtarget).
This forms an equality constraint which specifies the exact amount of material that can be
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used in mapping to a physical design. Calculation of the equality constraint Ceq is shown in
Equation 52. This constraint is satisfied when Ceq = 0, meaning UMcurrent for the current




(Tsk · S + Tft ·Wft + Twb · (H − Tsk − Tft − Tcp) + Tcp ·Wcp) (52a)
Ceq = UMtarget − UMcurrent (52b)
The second group of constraint functions pertain to enforcing geometry and material
rules in the panel cross-section [62]. One example for metallic I-stiffened panels is to enforce
that the bottom flange of the stiffener be wider than the top flange, shown in Equation 53.
This rule has roots in both design and manufacturing to prevent the stiffener from over-
loading the rivets used to attach it to the skin, as well as to ensure that the top flange the
stiffener is easy to inspect (not obscured by the bottom flange). Another example is the
ratio of stiffener cross-section area to total cross-section area (RSA), shown in Equation 54.
This rule is used to improve survivability of the structure in the event that either the skin
or stiffener are severely damaged. The area ratio ensures that the skin and stiffener carry
a similar amount of total load, thus improving the likelihood that one will survive if the
load-carrying capacity of the other is reduced due to damage. Examples of good and bad
geometry considering both rules are shown in Figure 68.






RWFG ≥ 1.0 (53b)





0.4 ≤ RSA ≤ 0.6 (54b)
Cineq(2) = 0.4−RSA (54c)
Cineq(3) = RSA − 0.6 (54d)
Equation 53 and 54 are both inequality constraints and are satisfied when Cineq is neg-
ative. For the demonstration performed in this research, only the RWFG rule is considered
for the sake of simplicity. Implementing the RSA rule has a significant impact on the panel
mass optimization because it reduces the design space. For example, having tension in the x
and y direction and low shear corresponds a very small stiffener. Implementing a minimum
RSA value would drive the design far away from the optimum solution, which is why the
rule is not considered in this demonstration.
3.9.3 Generating Many Physical Designs from a Single Stiffness Design
To ultimately ensure that the physical design produced by the reverse mapping is feasible,
it is necessary to run the final result through the failure criteria calculations. The nature
of the non-unique mapping from the stiffness domain to the physical domain means that
it is possible to choose design points outside of the feasible space in the reverse mapping
process. This challenge is overcome by simply generating a spread of design points in the
reverse mapping, instead of a single point. The panel failure criteria are checked for each
design generated, and the one with the highest margins is selected as the final point for the
reverse mapping.
The spread of reverse-mapped points is generated by enforcing a variety of different
variable values in the reverse mapping optimization. For example, the thickness of the skin
could be forced to have a value specified at a variety of different increments. This requires
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the reverse mapping optimizer to find values for the other seven dimensions that satisfy
the objective and constraints described in the previous sections. Multiple variables can be
dictated to further increase the number of output physical designs. The process is outlined
in Figure 69.
Figure 69: Process for Generating Physical Design From Final Panel Stiffness
In Figure 69, the process starts out with a set of specified constants. For this study, skin
thickness (Tsk), stiffener height (H), and stiffener spacing (S) were selected to be specified
in the reverse mapping. Of these three, variables, only two were specified at a time as shown
in the figure. Each set of specified variables is passed to the reverse mapping optimization
(blue box) where they are held constant during the optimization. The optimizer must find
combinations of the other six variables which satisfy the reverse-mapping conditions. For
each iteration of the reverse mapping optimization, the current physical design is compared
to the stiffness design and unit mass of the stiffness-based solution as discussed in the
previous two sections. Additionally, any applied geometry rules are also checked. Based on
similarity to the target stiffness from the stiffness-based solution, as well as the constraint
values, the current physical design is updated until it converges on a viable solution. This is
repeated for for each set of required Tsk, H, and S to build a variety of output designs, all
of which satisfy the requirements for the reverse mapping. Each of these output designs are
then run through HyperSizer to check the failure criteria for the loads applied to the panel.
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Whichever output design has the highest margins is the one selected as the final design.
Due to the small amount of error that can exist in the stiffness-based solution, it is
possible for a small adjustment to be needed for the final solution. This is necessary when
all of the designs output from the reverse mapping optimization yield negative margins
when run through the HyperSizer failure criteria. There are two possible root causes for
this problem. The first is that the mass predicted by the stiffness-based solution can be
slightly too low, which means that there is not enough material available for the reverse
mapping optimization to produce a viable panel. The second possible cause is that there is
some error in the stiffness design of the stiffness-based solution. In both cases, the problem
can be solved by using HyperSizer to perform a small re-sizing of the design output from
the reverse mapping optimization. This is done by checking small permutations (±15%)
of the best design output by the reverse mapping to find a viable solution that passes all
of the failure criteria. Because the reverse mapping solution is already very close to being
viable, the final resizing can be done very quickly.
3.9.4 Demonstration of Reverse Mapping
This section demonstrates the process above to show that it is able to correctly perform
the reverse mapping from the stiffness domain to the physical domain. The verification
was performed for four load combinations, one from each x− y load quadrant. These load
combinations are shown in Table 14. The same buckling spans were used for each load
combination and are also listed in the table.
Table 14: Load Combinations Tested for Reverse Mapping
Type Metric Load 1 Load 2 Load 3 Load 4
Loads (lb/in)
Nx -8000 7500 -8000 7500
Ny -2800 5000 5000 -2800
Nxy 2500 2500 2500 2500
Spans (in)
a 24 24 24 24
b 67.5 67.5 67.5 67.5
To establish a point of comparison for the reverse mapping of each load combination,
a high-fidelity optimization was performed in HyperSizer. The result of this optimization
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provides dimensions, stiffness, and unit mass to compare against the result from the reverse
mapping process. HyperSizer results for each of the four load combinations are shown in
Table 15.
Table 15: Results from High-Fidelity HyperSizer Optimization
Type Metric Load 1 Load 2 Load 3 Load 4
Dimensions (in)
Tsk 0.184 0.120 0.164 0.179
Twb 0.060 0.060 0.123 0.060
Tft 0.060 0.123 0.060 0.060
Tcp 0.123 0.060 0.100 0.060
H 2.300 1.500 2.071 1.786
S 5.000 7.500 7.286 5.000
Wft 1.000 1.000 1.000 1.000
Wcp 1.000 1.000 1.500 1.000
Membrane Stiffness (lb/in)
A11 2,811,000 1,777,000 2,556,000 2,555,000
A22 2,234,000 1,445,000 1,975,000 2,165,000
A33 756,000 502,000 665,000 733,000
Bending Stiffness (lb-in2/in)
D11 1,574,000 244,000 1,212,000 539,000
D22 6,980 1,931 4,772 6,365
Mass (lb/ft2) UM 3.586 2.262 3.271 3.238
Next, the stiffness-based optimization and reverse mapping process was executed for
the four points. The results from the reverse mapping are given in Table 16. To provide
a clear understanding of how the designs compare, the cross-sections from HyperSizer and
the reverse mapping are shown in Figure 70 for each of the four points. It is important
to note that the geometry depicted in this figure is the stiffened panel “super-stiffener”
introduced at the beginning of this chapter. The width of the super-stiffener reflects the
spacing between stiffeners (S) not and is not in any way related to the total width of the
panel (b). A full panel would be constructed of b/S repeated super-stiffeners, rounded to
the nearest integer.
Some additional features to note about Figure 70 are listed below.
• Panels with compressive y load consistently have a small spacing span to reduce local
buckling between stiffeners.
• Panels with tension y load are not sensitive to stiffener spacing, meaning equally
optimum designs can have significantly different stiffener spacing.
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• The panel with tension load in the x and y direction has the least amount of material
because material failure criteria are usually less conservative than buckling criteria.
• The panel with tension x load and compressive y load has a small stiffener but thick
skin because the stiffener does not substantially contribute to stiffness in the y direc-
tion.
Overall, the designs produced by the reverse mapping process are fairly similar to those
determined by HyperSizer. One noticeable difference is that the stiffener heights for load
combination #2 are substantially different. However, this is an inconsequential difference
because stiffener height has very little relevance for load cases that have tension load only.
Another noticeable difference is that two stiffeners for load combination #3 are shaped
slightly differently. Despite the difference in shape, they both have a similar cross-sectional
area and bending stiffness.
Table 16: Results from Reverse Mapping
Type Metric Load 1 Load 2 Load 3 Load 4
Dimensions (in)
Tsk 0.185 0.121 0.156 0.180
Twb 0.060 0.060 0.068 0.061
Tft 0.060 0.060 0.060 0.062
Tcp 0.111 0.060 0.212 0.063
H 2.225 2.811 1.635 1.713
S 5.000 6.895 5.150 5.000
Wft 1.250 1.000 1.067 1.062
Wcp 1.000 1.000 1.067 1.020
Membrane Stiffness (lb/in)
A11 2,815,000 1,850,000 2,614,000 2,586,000
A22 2,255,000 1,457,000 1,899,000 2,186,000
A33 767,000 496,000 647,000 742,000
Bending Stiffness (lb-in2/in)
D11 1,356,000 1,266,000 1,092,000 508,000
D22 7,273 1,949 4,347 6,585
Mass (lb/ft2) UW 3.589 2.362 3.364 3.277
Ultimately, the small differences between the HyperSizer solution and the reverse map-
ping solution described above are not problematic as long as the overall panel mass and
stiffness is similar, and the panels pass all of the failure criteria. The percent difference
between the HyperSizer solution and reverse mapping solution for stiffness and mass is
shown in Table 17. The most important result in Table 17 is that the panel mass is very
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Figure 70: Comparison of Final Designs from HyperSizer and Reverse Mapping Process
similar between the two solutions. This indicates that the stiffness-based optimization is
able to correctly predict optimum mass for the panel. Additionally, the stiffness terms are
very similar between the two solutions. The exception is D11, which is inconsequential for
tension-only loading as described above. These results indicate that the reverse mapping
process functions as expected.
Table 17: Difference Between HyperSizer and Reverse Mapping Results
Type Metric Load 1 Load 2 Load 3 Load 4
Membrane Stiffness (% Diff.)
A11 0.165 4.082 2.255 1.207
A22 0.962 0.861 -3.836 0.988
A33 1.530 -1.191 -2.656 1.212
Bending Stiffness (% Diff.)
D11 -13.882 419.328 -9.898 -5.687
D22 4.197 0.931 -8.907 3.453




This chapter provides a validation of the concepts developed in the previous chapter. Three
different forms of validation are performed. In each, the stiffness-based optimization from
the previous chapter is compared to HyperSizer, a commercial structural analysis tool.
These comparisons are done for the metallic I-stiffened panel.
The first verification is to show that the linear RSEs developed to represent the panel
failure criteria are accurate. This is done by analyzing 4,000 randomly-generated panel
designs with both the RSEs and with HyperSizer. The results from both analyses were
compared to develop an idea of overall accuracy of the RSEs.
Second, validation of the overall linear design space was performed. This validation
demonstrates that the new stiffness-based design space functions as expected and produces
panel masses that are consistent with the physical-based design space. The stiffness-based
optimization was checked at 800 randomly-generated combinations of panel loads and com-
pared against a high-fidelity optimization performed in HyperSizer.
The last validation performed was focused towards interfacing the stiffness-based tool
with an FEM design environment. Interfacing between the panel optimization and the
global FEM optimization is achieved by specifying a stiffness that must be consistent at
both levels. Thus, it is necessary to ensure that the stiffness-based panel optimization can
handle the application of required stiffness values. Thus, the stiffness-based tool must be
able to determine if a required stiffness value is feasible for the applied loads without the
structure failing. Validation of this ability is performed by optimizing the panel for 800
randomly-generated loads with both HyperSizer and the stiffness-based tool. Results of the
two tools are compared to determine accuracy of the stiffness-based tool.
The final topic discussed in this chapter is the trade between accuracy and efficiency
that can be made with stiffened panel optimization. The accuracy and efficiency of the
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stiffness-based tool is compared to that available from a traditional panel optimization tool
(HyperSizer).
Together, the topics presented in this chapter demonstrate that the stiffness-based panel
design tool presented in this research has favorable characteristics for use in conceptual
structure design.
4.1 Failure Criteria Representation
This section contains a validation that the RSEs generated for the panel sizing accurately
represent the failure criteria for the stiffened panel. The RSEs lose some accuracy because
they are a lower-order approximation of the actual failure criteria. To retain the physics-
based nature of the original failure criteria, it is desirable to have an accuracy of 90% or
greater. This level of accuracy will be demonstrated in this section.
4.1.1 Description of Validation Process
Figure 71: Process to Evaluate Prediction Accuracy of RSEs
The metric used to characterize the RSEs is Model Representation Accuracy (MRA) [76],
which defines the percentage of design points whose failure criteria are correctly predicted





This metric was used in place of the more traditional coefficient of determination (R2)
metric because R2 by itself does not give a true indication of prediction accuracy.
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Figure 71 illustrates the process of generating MRA values for each RSE. The MRA
for the failure criteria RSEs was determined by first generating a set of 1,000 random data
points for each RSE. Each random data point consists of a randomly generated physical
design, randomly generated loads, and random buckling spans. The random data points
were run through HyperSizer to establish which ones passed or failed the criteria listed in
Table 1.
The final step was to run the random data points through the RSEs to determine the
predicted pass/fail performance. This required calculating the stiffness terms for each of
the random physical designs. Then the ABD stiffness terms, panel loads, and panel spans
were input to the RSEs. The predicted performance was compared to the performance from
HyperSizer to calculate the accuracy of the RSEs. In discussing the accuracy of the RSEs,
the RSE is considered to be a “prediction” of panel performance and the HyperSizer result
is the “actual” performance. Because the failure criteria are binary (pass or fail), there are
four possible categories when predicted performance is compared to actual performance,
shown below.
1. Correct pass prediction
2. Correct failure prediction
3. False pass prediction
4. False failure prediction
The first two categories contain the cases where both the predicted and actual perfor-
mance are the same, either indicating pass or fail for the same panel. As the name suggests,
these two categories contain points for which the RSEs correctly predicted panel perfor-
mance. The sum of the number of data points in the first two categories divided by the
total number of data points provides the MRA metric. Conversely, the incorrect predictions
fall into the third and fourth categories. The third category represents cases where the panel
was predicted to pass by the RSE, but failed when evaluated by HyperSizer. The fourth
category represents cases where the panel was predicted to fail, but passed when evaluated
in HyperSizer.
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Note that the process was repeated four times for each of the load quadrants presented
in Section 3.3.3. This was necessary because separate RSEs were developed for each load
quadrant.
4.1.2 Accuracy for Metallic I-Stiffened Panel
Table 18 summarizes the MRA for each RSE in the four load regimes. Some of the failure
criteria categories were not used for all load quadrants; these are represented by “-” in the
table. Note that failure criteria groups related to the web and flange do not appear in
the table; these failure modes were not prevalent enough in the observed load regimes to
necessitate the development of RSEs.
Table 18: Model Representation Accuracy (%) of Failure Criteria RSEs
RSEs +Nx/+Ny +Nx/-Ny -Nx/-Ny -Nx/+Ny
Panel Buckling - 96.3 91.2 91.2
Crippling - - 92.9 94.6
Facesheet: Local Buckling 94.5 94.8 94.1 95.2
Facesheet: Material 96.7 97.8 96.5 96.9
Bonded Combo: Material 96.4 98.2 - 96.8
Spacing Span: Local Buckling 93.7 94.8 92.9 93.9
Table 18 shows that all of the failure criteria RSEs have an accuracy greater than 90%,
many with accuracy over 95%. Thus, the developed RSEs may be acceptable for use in a
conceptual sizing environment. In the next section, it will be shown that this failure criteria
accuracy translates to a satisfactory level of performance when used in an optimization.
In addition to overall accuracy of the RSEs, it can be useful to plot the prediction
metric φ against panel load to ensure that there are not any systematic error trends. The
prediction metric φ from Equation 35 is negative when the RSE predicts the panel will
survive the applied loads and positive when it will fail. Figure 72 shows how the four
prediction categories are distributed across a range of loads for the -Nx/-Ny load regime,
for the panel buckling failure criteria group. In general, the errors are randomly distributed
across the range of loads, indicating a satisfactory regression. The remainder of the failure
criteria show a similar trend in all load regimes, as shown in Appendix E.
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Figure 72: Panel Buckling Prediction Metric versus Applied Load
4.1.3 Sources of Error
The primary source of error in the failure criteria RSEs is due to the fact that simple
polynomials were used to represent complex equations, table-lookups, and semi-numerical
approaches. As discussed in Section 3.3, there is no closed-form approach for substituting
panel stiffness expressions into the original failure criteria to perfectly linearize them. Thus,
using regression will inherently cause error when the failure criteria are linearized.
Unfortunately, fitting error due to regression is essentially impossible to visualize in the
stiffness domain. An example of the desirable, but unobtainable regression error plot is
shown in Figure 73. This type of plot is unobtainable primarily due to the interactions
that occur between the stiffness terms, as discussed in Section 3.4. In order to visualize
linearization error in a 2D plot, it would be necessary to lock all the remaining stiffness terms
at a fixed value. However, this is impossible due to the interactions described previously.
Visualization of linearization error would only be possible in five dimensions (number of
stiffness terms) so that effects of interactions could be included, but it challenging to produce
a coherent plot with that many dimensions and data points.
However, another approach can be taken to visualize error resulting from the lineariza-
tion. This can be accomplished by mapping error back to the physical domain. To generate
the 2D maps shown below, every physical variable was set fixed except for the two shown in
each of the figures. Additionally, load and buckling spans were set to fixed values. Next, full
factorial combinations of the variables of interest were created, panel height versus stiffener
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Figure 73: Notional Feasibility Border in Stiffness Domain
spacing for Figure 74 and skin thickness versus stiffener spacing for Figure 75. Finally,
the generated points were run though HyperSizer to determine which combinations of the
design variables failed. These results were compared to pass/fail predictions from the panel
RSEs using the same four categories described in Section 4.1.1.
The resulting 2D maps in Figure 74 and Figure 75 demonstrate the primary source
of error in the RSEs, which is inaccuracy in representing the boundary between feasible
and infeasible. Note that because the error has been mapped to the physical domain for
visualization, the feasibility boundary is not necessary linear.
Figure 74 gives an example of the feasibility boundary map for the Crippling failure
criteria group. Overall, only 8% of the points were incorrectly predicted by the RSE. Figure
75 is an example of the failure criteria group for local buckling of the spacing span. The
overall error for this map is only 4%. These errors are very similar to those presented in the
previous section, indicating that MRA is a suitable approach for quantifying the RSE error.
Similar maps can be generated for any combination of variables and failure criteria RSEs,
and other load conditions could be considered as well.
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Figure 74: Feasibility Boundary Prediction Accuracy for Crippling in Physical Domain
Another source of error in the regression is the reduction of total number of design
variables. Although the reduction was justified previously in Section 3.2.2, some design
information is still lost in reducing the number of variables. This error would be difficult
to distinguish from the error discussed above because it would require full reformulation of
the design space with more design variables than the five currently considered and thus will
not be discussed in this research.
4.2 Panel Mass Optimization
The next component of testing is to verify the final mass result of the stiffness-based opti-
mization. This is done by comparing against a traditional stiffened panel optimization tool
(HyperSizer) that operates in the physical domain. The results in this section will show that
the accuracy of the failure criteria RSEs is high enough to facilitate accurate optimization
in the stiffness domain.
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Figure 75: Feasibility Boundary Prediction Accuracy for Spacing Span Local Buckling in
Physical Domain
4.2.1 Description of Validation Process
The stiffness-based optimization was verified by comparing to a traditional physical variable
optimization for the same applied panel loads. The comparison was made with the optimum
unit mass for the stiffened panel determined by the two approaches, as shown in Figure 76.
A randomized set of loads and buckling spans were generated to create comparison points
for the two solvers. This is slightly different from the randomized input for the failure
criteria validation, where randomized physical geometry was also generated. For the current
validation, the panel design is determined by the optimizer.
Each point was optimized in both HyperSizer and the stiffness-based optimizer to de-
termine the unit mass for the given load and buckling spans. Finally, these two masses were
compared to determine the error developed in the stiffness-based optimizer, considering the
HyperSizer mass to be the “actual” mass. This process was repeated for each of the four
load regimes because each uses a different set of RSEs.
The error for the optimized mass is more complicated to report than error for the failure
criteria because it is a comparison of two continuous metrics over a variety of different
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Figure 76: Process to Determine Error for Predicted Unit Mass
conditions. Several metrics were used to quantify the distribution of error for stiffness-
based approach. The average value of the error (ē) indicates the presence of net error in
the unit mass prediction made by the stiffness-based solution. The next metric, Root Mean
Square (RMS) of the error (erms) indicates the average distance of the error from zero. The
final metric is the standard deviation of the error (σe), which indicates the variability of
the error about the mean. Ideal values for these three metrics are zero, if the prediction
was perfect. Figure 77 demonstrates where these three metrics fall on a histogram of the
prediction error.
4.2.2 Accuracy for Metallic I-Stiffened Panel
Using the concepts discussed above, the distribution of error over a variety of load conditions
will be considered. Distributions of error must be considered because the methodology will
perform better for some load cases than others. Additionally, error distributions from before
and after application of the calibration curves from Section 3.7 will be presented. Note that
each of the four load quadrants presented in Section 3.3.3 was considered separately because
a different set of RSEs was used in each load quadrant.
As an example of the error distributions, Figure 78 shows the uncalibrated and calibrated
mass errors for the -Nx/+Ny load quadrant resulting from the processes described above.
The distributions for the remainder of the load quadrants are presented in Appendix F.
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Figure 77: Values Used to Represent Mass Prediction Error
Table 19 lists the uncalibrated error metrics corresponding to the presented distributions.
Table 20 lists the same metrics for the calibrated masses.
Table 19: Uncalibrated Error (%) for Predicting Optimum Panel Mass
Metric +Nx/+Ny -Nx/+Ny -Nx/-Ny +Nx/-Ny
ē 6.32 1.39 6.33 -3.00
erms 20.51 12.58 15.48 8.83
σe 14.64 9.69 10.29 6.18
Table 20 shows that the stiffness-based sizing environment is capable of producing reli-
able optimum unit masses for the stiffened panel across a wide range of applied loads. The
error has a tight distribution and is close to being centered on zero error. The result is
that the vast majority of the error is within ±10%. Although some accuracy is lost relative
to traditional sizing methods, the stiffness-based optimizer enables panel optimization to
be performed much faster than traditional approaches, as shown in the last section of this
chapter.
The final way in which the error in the stiffness-based mass is presented is with a scatter
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Figure 78: Mass Error Distributions: −Nx/+Ny Quadrant
Table 20: Calibrated Error (%) for Predicting Optimum Panel Mass
Metric +Nx/+Ny -Nx/+Ny -Nx/-Ny +Nx/-Ny
ē 3.11 1.27 -4.24 0.78
erms 9.33 6.46 8.36 5.37
σe 6.55 4.86 4.95 4.10
plot of the validation points over the range of loads that were tested. These plots can be used
to identify which combinations of load cause the stiffness-based optimizer to perform well
or poorly. An example of these scatter plots is given below for the -Nx/+Ny load quadrant
and the remainder of the plots are in Appendix F. Figure 79 shows the error scatter plot
before calibration is applied. This plot indicates that the stiffness-based optimization is
over-conservative at low load values of Nx for reasons discussed below. Figure 80 shows
that after calibration, the over-conservativeness has been rectified.
4.2.3 Sources of Error
This section presents a discussion on potential and identified sources of error in the stiffness-
based panel optimization. The first component of error considered is the error induced from
linearization of the failure criteria, which has been presented in the previous validation
section. Additional sources of error are the bounds on stiffness term interactions as well as
implementation of minimum gauge for the panel dimensions.
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Figure 79: Uncalibrated Mass Error for Random Load and Span: −Nx/+Ny Quadrant
4.2.3.1 Linearization of Failure Criteria
Error in the mass determined by the stiffness-based optimization is primarily caused by
linearization of the design space. As was shown in Section 4.1, linearization of the failure
criteria causes some inaccuracy in determining if a combination of panel stiffness is feasible
for a given set of applied loads. The result is that the stiffness-based optimization may ulti-
mately select a final design point that is not feasible if the design were mapped back to the
physical domain. This would cause the stiffness-based optimizer to be under-conservative,
producing a lighter design than what is determined in the physical domain. The opposite
is also possible, where error in linearized failure criteria predicts that a particular design
point is not feasible, when it is in reality. This would cause the stiffness-based optimizer to
be over-conservative, meaning the design is heavier than necessary.
Table 20 shows that the latter case described above is more prevalent. The metrics
in Table 20 represent 800 checked data points across all four load quadrants. Positive
average error (ē) indicates the prediction is over-conservative and negative error indicates
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Figure 80: Calibrated Mass Error for Random Load and Span: −Nx/+Ny Quadrant
the prediction is under-conservative.
4.2.3.2 Bounds on Stiffness Term Interaction
In addition to linearization of the failure criteria, another potential source of error are the
linear stiffness interaction bounds imposed on the design space, as described generally in
Section 3.4 and implemented in Section 3.5.3. These bounds were imposed to ensure that
combinations of stiffness terms selected by the optimizer would correspond to designs that
actually exist in the physical domain. As was shown in Section 3.5.3, some of the stiff-
ness terms have nonlinear interactions that are approximated with linear functions. These
approximated boundaries have associated error, meaning that the stiffness-based optimizer
can potentially select combinations of stiffness terms that are not physically realizable.
Similar to the error discussed above, the stiffness-based optimizer could potentially be over-
conservative or under-conservative. This depends on whether the approximated boundaries
are accidentally eliminating feasible designs, or accidentally allowing infeasible designs. An
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example of both cases is shown in Figure 81 below.
Figure 81: Types of Error Caused by Interaction Bounds on Stiffness Terms
4.2.3.3 Representation of Minimum Gauge
Minimum gauge for a stiffened panel refers to the minimum physical dimensions allowed
for the panel design. The challenge of handling min gauge is that there are fewer regression
points in the vicinity of the min gauge boundary than the rest of the design space, causing
the failure criteria to be less accurate at the lower end of the design space. The result is
that optimized designs produced by the stiffness-based optimizer close to minimum gauge
have worse mass error than designs in other parts of the design space.
Figure 82 shows a plots of optimized unit mass error versus the HyperSizer unit mass
for the four load quadrants. As seen in the figure, the +Nx/+Ny quadrant has the most
validation points near min gauge and these points have more error than the rest. Similarly,
the -Nx/-Ny quadrant encounters min gauge issues for panels with lower load. In this
quadrant, the error occurs at a slightly higher unit mass because the panel has a taller and
wider stiffener to resist buckling, but is still encountering min gauge on the thickness of the
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panel objects.
Figure 82: Unit Mass Error from Stiffness-Based Optimizer for All Four Load Quadrants
The error caused by minimum gauge could potentially be handled by applying min gauge
only in the stiffness domain and not in the physical domain. For example, the thickness of
the material could be allowed to go down to essentially zero in the regression data. This
would ensure that the RSEs capture only the physics-based traits of the failure criteria and
are not distorted by the minimum gauge bounds. In this case, min gauge would be applied
in the stiffness domain simply by scaling up optimum stiffness designs that have a unit mass
less than the min gauge panel.
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4.3 Feasibility of Required Stiffness
The final component of validation is to demonstrate that stiffness constraints can be prop-
erly handled. This is necessary for the optimizer to be able to interface with a FEM-based
conceptual design environment. Any process which requires stiffness to be controlled at the
global level (e.g. global buckling or displacement constraints) must be able to enforce stiff-
ness constraints when the local panel optimization is performed. This provides consistency
between the global and local design environment.
To properly handle stiffness constraints, the tool must be able to determine if the re-
quired stiffness allows for a strong enough panel to survive the loads applied to the panel.
For example, if a panel is highly loaded in axial compression (−Nx) but is required to have
a low axial stiffness (A11), there will not be enough available material to generate a panel
cross section with enough bending stiffness to survive buckling. The stiffness-based failure
criteria RSEs must be able to correctly identify these scenarios.
4.3.1 Description of Validation Process
The accuracy of the stiffness-based feasibility prediction was determined in a similar manner
to the validation performed in Section 4.2. The process used for this validation is depicted
in Figure 83. To calculate the accuracy, a set of random loads and buckling spans were
first generated to provide data points to check. Next, the data points were submitted to
both HyperSizer and the stiffness-based sizing tools, with a randomly-generated required
A11 stiffness applied. For each data point, both tools determined if any panel cross sections
exist which satisfy the required A11 as well as all of the failure criteria for the applied loads.
For each data point, the results were lumped into either a “pass” or “fail” category
depending on whether they meet the criteria above. In the final step, the results from
the two tools were compared to determine the accuracy of the stiffness-based feasibility
prediction, with HyperSizer considered to be the “exact” solution. Each of the comparisons
fit into the same four categories presented in Section 4.1.
156
Figure 83: Process to Calculate Stiffness-Based Optimization Error for Feasibility of Re-
quired Stiffness Terms
4.3.2 Accuracy for Metallic Panels
Table 21 displays the percentage of random validation data points that fell into each predic-
tion accuracy category. The bottom row of Table 21 shows that the MRA of the stiffness-
based solution is at 96% or better for all four load regimes, validating the application of
stiffness requirements in the stiffness-based optimization. These results indicate that the
stiffness-based design space can predict with ≥96% accuracy if a required panel stiffness is
feasible for the loads applied to the panel.
Table 21: Accuracy (%) of Predicting A11 Feasibility for Applied Loads
% of Total +Nx/+Ny +Nx/-Ny -Nx/-Ny -Nx/+Ny
Correct Pass 85 73 64 72
Correct Fail 12 23 34 24
False Pass 0 2 2 0
False Fail 3 3 1 4
Total Accuracy 97 96 98 96
To better visualize the accuracy presented in Table 21, the feasibility prediction for
-Nx/-Ny loading is shown in Figure 84. To generate this plot, the buckling spans, Ny, and
Nxy load were held constant while the Nx load and required A11 were randomly varied. In
Figure 84, there is a distinct border between feasible and infeasible combinations of Nx and
required A11. At more severe Nx loads, a heavier panel is needed, so only designs with a
157
high A11 are feasible. Conversely, lightly loaded panels are able to have a lower A11 and
still survive the applied loads.
Figure 84: Map of Feasibility Prediction Accuracy Across Required Stiffness and Load
It is important to note that the majority of the errors fall along the border between
feasible and infeasible. This means the stiffness-based solution will not cause severe errors if
implemented in a global optimization with a FEM. For example, a panel with an excessively
low A11 will not be deemed feasible when in reality no such cross section can exist. This
ensures that a FEM-based optimization will still achieve an accurate mass estimation for a
particular global stiffness distribution.
4.3.3 Sources of Error
Error in predicting feasibility of required stiffness has very similar roots to the error pro-
duced in the optimization of panel mass. Both utilize the same process with the Simplex
Algorithm. The only difference is that the validation in this section has a required stiffness
substituted into the stiffness-based equations representing the design space. See section
4.2.3 for discussion on sources of error.
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4.4 Accuracy vs Efficiency
The stiffness-based optimization tool developed in this research is characterized by a sacrifice
in accuracy of up to 10% to provide a significant improvement in optimization efficiency.
To complete the discussion on accuracy, it is necessary to also consider the balance between
accuracy and efficiency for traditional tools. In the discussion here, “accuracy” refers to the
ability of the optimizer to get close global optimum solution for the given load condition.
The global optimum was established with a very high resolution full-factorial design space
exploration.
Before describing the balance accuracy and efficiency, it is necessary to describe how
these characteristics are varied in the optimization performed by HyperSizer. Because
HyperSizer uses a full-factorial design exploration approach, it is necessary to define a
number of increments to be explored between the min and max bounds for a variable.
Increasing the number of increments will provide a more optimum panel design, but will
also take longer to run. Thus, the balance between accuracy and efficiency can be controlled
through the number of increments for each variable. This is depicted in Figure 85.
Figure 85: HyperSizer Optimization with Variable Increments
The most general approach for handling the number of variable increments in HyperSizer
would be to assign the same number of increments to all of the variables. This assumes
that the user knows nothing about the sensitivity of optimum panel mass to each of the
variables. This is usually the case for conceptual design with a large number of panels. In
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conceptual design, the loads in each panel are unfamiliar to the designer which makes it
challenging to know the sensitivity of the optimum mass to each variable. Having a large
number of panels increases the challenge of understanding mass sensitivity. As the panel
designs become better understood, it is possible to customize the number of increments for
each variable, providing more increments for variables that have a greater impact on mass
and fewer increments for variables that have less impact.
To illustrate the trade between accuracy and efficiency, a simple Monte Carlo simulation
was run with randomized numbers of increments for each variable (between three and six
increments). The product of the number of increments for all of the variables defines the
number of designs that HyperSizer considers, thus defining the run time. The Monte Carlo
simulation represents a large number of approaches a designer might take, including good
and bad. This was done for a single load condition: Nx =-10,000 lb/in, Ny =-3000 lb/in,
Nxy =2500 lb/in. The result of the Monte Carlo simulation is shown in Figure 86.
Figure 86: Trade Between Accuracy and Efficiency for Panel Optimization
In Figure 86, every single point represents an optimized panel for the given load condi-
tion. For the HyperSizer designs, there is a distinct upper limit on unit mass for a given
analysis time. This limit represents optimization with no prior knowledge of the panel,
where a uniform number of increments is applied to all of the variables. A low number of
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increments corresponds to low run times, but at a severe sacrifice of accuracy.
As an example, consider a desired run time of 15 seconds and optimization accuracy
within 10% of the global optimum. Starting on the “no prior knowledge” curve, as would
be necessary in conceptual design, HyperSizer would only be able to get within about 25%
of the global optimum with 15 seconds of run time. At the other end of the spectrum, a run
time of over two minutes per panel is required to ensure that the optimum design is within
10% of the global optimum (with no prior knowledge). Obviously run times this high are
not useful for rapid trade studies.
The points that lie under the “no prior knowledge” curve are designs which were pro-
duced with some knowledge about variable sensitivities. These designs represent cases were
the number of increments were tuned for each variable to achieve lower mass without sig-
nificant run time. The challenge is that the variable sensitives are different for every load
condition and also depend on the min/max bounds specified for the dimensions. The prob-
lem is further compounded when multiple load cases are considered for the panel. Thus,
it can be difficult to get below the “no prior knowledge” curve in a fast-paced conceptual
design environment.
The final feature to consider in Figure 86 is the optimum design produced by the stiffness-
based optimization using the methodology presented in this research. The stiffness-based
result is represented by a single point because it is not possible to adjust accuracy versus
efficiency within the algorithm. The stiffness-based optimizer finds the same global optimum
every time with approximately the same run time, regardless of starting point. Note that
the stiffness-based optimum mass is not the same as the HyperSizer global optimum mass
due to errors described in the previous sections in this chapter. However, the stiffness-
based optimizer is able to get within 7% of the true global optimum with a run time of 0.13
seconds. Compared to existing panel optimization methods presented in Section 3.1, this
run time is an order of magnitude improvement as compared to the previous run time of 3
seconds (Section 3.1). Compared to the original HyperSizer optimization on the “no prior




In Chapter 3, a methodology was developed to perform a change of variables for panel
optimization and also linearize the design space to improve optimization efficiency. The
methodology was described and demonstrated for a metallic I-stiffened panel. This chap-
ter focuses on applying the same methodology to a composite unstiffened laminate and a
composite I-stiffened panel, pictured in Figure 87. In general, composites are traditionally
more difficult to optimize due to higher complexity compared to metallic panel.
Figure 87: Composite Panels Considered with Stiffness-Based Methodology
The additional complexity introduced by composites is the variability of material stiff-
ness caused by changes in ply angles within the laminates. This essentially introduces a
new set of variables to the optimization. As discussed previously in Section 2.9, there are
a number of approaches taken in literature to handle the material definition in the concep-
tual design of composite structures. The approach used in this research is to define the
percentages of each ply orientation in the laminate. This is also sometimes referred to as
an Effective Laminates (EL) approach. Also, only orientations of 0◦ , +/-45◦ , and 90◦ are
considered in this research.
For the unstiffened laminate, this introduces three new variables compared to a metallic
plate of similar geometry. Additionally, new variables are needed to handle the bending
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stiffness of the laminate (discussed later). For the composite I-stiffened panel, the percentage
of the three ply orientations are considered to vary independently in the skin of the panel and
in the stiffener. Thus, a total of six new variables are introduced to the panel optimization
compared to an identical metal panel. The topics presented in this chapter show that the
panel methodology developed in Chapter 3 is capable of handling this increased complexity
without significant modification, thus preserving the efficient run times demonstrated in the
previous chapter.
Compared to traditional optimization methods used for composite panels, the run time
of the linear optimization used in this research scales much more favorably for an increased
number of variables. Additionally, the stiffness-based approach requires fewer extra vari-
ables to handle composites than are needed in the physical domain. Combining these
two attributes, the improvement in optimization efficiency provided by the stiffness-based
methodology is even more substantial for composite materials than metallics. This perfor-
mance will be demonstrated in this chapter.
This chapter presents a parallel development of the two panel concepts pictured in Figure
87. These were selected to demonstrate two different approaches of applying the stiffness-
based methodology to composite structures. The unstiffened laminate uses a higher fidelity
approach in the stiffness domain. In addition to accounting for the percentage of 0◦ , +/-
45◦ , and 90◦ plies, the stiffness domain also includes laminate bending terms to capture
the effect of ply locations in the laminate. Manufacturing rules are also included for the
unstiffened laminate to further increase the fidelity of the approach. On the other hand,
development of the composite I-stiffened panel closely follows that of the metallic I-stiffened
panel. Thus, the fidelity of the composite material representation is less than the unstiffened
panel. This allows for the geometry of the I-stiffened panel to still be optimized efficiently.
In the sections below, the stiffness-based optimization methodology is developed for the
composite panels. The first step is to adapt the failure criteria RSEs for the composite
panels. This requires selecting new failure criteria, new variables for optimization, and then
constructing the new RSEs. Next, the objective function (mass) is developed for the opti-
mization. The last components needed for the stiffness based optimization are the stiffness
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domain boundaries, which are developed in a similar manner to the metallic panel. Having
set up the optimization environment, the performance of the composite optimization is as-
sessed, considering accuracy of the optimization as well as efficiency compared to traditional
optimization approaches.
For the composite panels, a graphite epoxy tape material was selected. Tape was selected
over fabric because Automated Fiber Placement (AFP) is becoming a popular manufactur-
ing method. The properties of the AS4/3502 graphite/epoxy tape used for the composite
panels are listed in Table 22, as found for this material in HyperSizer [1].
Table 22: Properties of AS4/3502 Graphite/Epoxy Tape [1]
Density Stiffness Strength
ρ E1 E2 ν G12 Ftu1 Ftu2 Fcu1 Fcu2 Fsu12
(lb/in3) (Msi) (Msi) (Msi) (ksi) (ksi) (ksi) (ksi)
0.057 18.65 1.38 0.34 0.543 107.4 11.91 75.31 11.55 5.864
5.1 Adaptation of Failure Criteria RSEs
Previous development of the linear RSEs for panel optimization was demonstrated on a
metallic I-stiffened panel. The intent of this section is to show that the same RSE approach
is applicable to failure criteria for composite panels. The most obvious difference for the
composite panel is that different failure criteria are used. Additionally, the effect of ply
angle variation in the skin and stiffener must be included in the failure criteria regressions.
These topics are discussed below, followed by discussion on the final accuracy of the failure
criteria RSEs.
5.1.1 Composite Failure Criteria
The tables in Appendix G list all of the failure criteria considered for the composite panel.
Each section of the tables represent the groupings used for the RSEs ; each group corre-
sponds to a single failure criteria RSE. Both the unstiffened panel and the I-stiffened panel
use failure criteria from this table.
The main difference between metallic and composite failure criteria is that the material-
based failure modes are significantly different. Composite materials have a significantly
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higher number of failure modes that result from its non-homogeneous characteristics. For
example, a laminate can fail either in the matrix or in the fibers and the governing failure
mode depends on the number of plies in each orientation as well as their location in the
laminate.
One analysis that is unique to composites is the ply-by-ply stress and strain analysis.
This analysis is important because the load condition on the laminate can be such that
only a few of the plies fail while the remainder do not. The variability is due to the fact
that strain in the plies depends on distance from the neutral axis of the laminate. This is
compounded by the variability in ply orientation through the laminate. The derivation of
these ply-by-ply stresses and strains can be found many textbooks on composite analysis,
such as by Hahn and Tsai [92], and therefore will not be discussed here. An example plot
of stress in the x direction through the thickness of a laminate is shown in Figure 88. With
the stresses and strains derived for each ply, a number of criteria can be checked including
basic stress and strain limits in the x, y, and xy directions and also more advanced criteria
such as the Tsai-Hill [110], Tsai-Wu [111], Tsai-Hahn [92], and Hoffman [112] interaction
criteria.
Figure 88: Example of Ply-by-Ply Stress Through the Thickness of a Laminate
Unlike the material failure criteria described above, stability criteria remain very similar
to the metallic panel because the bending stiffness of a composite panel can be resolved into
the same stiffness representation as a metallic panel. The only difference between the two
material systems for this category of failure criteria is in crippling. A composite-specific
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crippling criteria is used to account for the variation in stiffness between different parts of
the panel due to ply angle variation.
5.1.2 Variables for Optimization
Depending on the desired level of fidelity, different variable representations can be used for
the stacking sequence of a composite laminate (discussed in Section 2.9). Two different
approaches are taken for representation of the unstiffened laminate and I-stiffened panel
presented in this research. The goal with the unstiffened laminate is to demonstrate a
slightly higher level of fidelity in the variable representation, making it easier to map from
the stiffness domain back to an actual discrete laminate representation in the physical
domain. With the I-stiffened panel, the goal is to use a higher level of abstraction in the
panel variables to maintain efficiency while still accurately capturing the variability of the
composite material.
5.1.2.1 Variables for the Unstiffened Laminate
Selection of variables for the unstiffened laminate differs from the metallic I-stiffened panel
because of the additional complexity of the composite material, as well as the desire to
demonstrate a higher fidelity optimization with the composite laminate. The selection
process starts with a discussion of the design variables in the physical domain to prompt
the selection of variables in the stiffness domain. The final set of variables chosen for
optimization in the stiffness domain actually includes a small number of physical variables,
for reasons described in the sections below. Note that this is entirely permissible within
the methodology presented in Chapter 3 as long as an accurate linear relationship can be
drawn between the selected variables and the failure criteria.
Physical Domain
For an unstiffened laminate, the highest fidelity representation that can be used in the
physical domain is a discrete representation of the stacking sequence where the total number
of plies can be varied and the orientation of each ply can be continuously varied. In most
aerospace applications, the ply angles are typically limited to 0◦ , 45◦ , and 90◦ orientations
for the purpose of reducing design complexity as well as testing effort in deriving stress
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and strain allowables for the material. However, even with the simplification, the design
space is still substantially complex. A 25-ply laminate constructed with tape material would
have 3(25) = 8.47 · 1011 possible combinations of ply orientation. For stiffened panels, it is
sufficient for conceptual design to further simplify the design space by only dealing with
the number of plies in each orientation in the laminate (discussed in Section 2.9 and also in
the next subsection) and neglecting the stacking sequence. However, for unstiffened panels
it is necessary to retain some information about the discrete stacking sequence because
this information is critical to failure in bending and buckling. Some examples of discrete
laminate representations are shown in Figure 89. The present research uses a range of
laminate thickness from 8 plies (0.044in) to 174 plies (0.957in) in the physical domain.
Figure 89: Examples of Discrete Laminate Stacks
Stiffness Domain
When selecting variables in the stiffness domain for the unstiffened laminate, it is necessary
to consider the balance between fidelity and efficiency. For example, the lamination param-
eters (LPas) presented in Section 2.9 provide a very accurate representation of laminate
stiffness but are still considerably complex, requiring 16 variables to represent the laminate.
However, applying the stiffness-based approach presented in this research allows for signif-
icant reduction in the number of variables while still accurately capturing the stiffness of
the laminate.
Within the consideration described above, it is also important to select variables that
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interface well at the global level. For the unstiffened laminate, it is desirable to have variables
allow for global stiffness designs to be generated that easily map back to a realistic global
physical design. For example, it would not be useful to generate a global stiffness design
that maps back to a physical design that requires a large change in laminate thickness over
a small portion of the structure.
Considering this requirement, a mixture of physical and stiffness variables were used for
the “stiffness” domain of the unstiffened laminate. The variables represent the thickness of
the laminate (t), the percentage of 0◦ , 90◦ , and 45◦ plies (P0, P90, and P45), as well as the
bending stiffness of the laminate about the x and y axis.
A unique parametrization was selected for the ply percentages to promote useability
at the global level. The challenge with using the P0, P90, and P45 values directly is that
the distribution of these terms can be challenging to control at the global level. This is
because the present research uses algebraic functions to control the spacial distribution
of global variables. The distribution is controlled by driving the global variable value at
a small number of control points (see Section 6.2.2 for a detailed description of how this
is performed). This approach works well for a single global variable, but when multiple
variables are considered, any interaction constraints between the variables are difficult to
enforce. For the P0, P90, and P45 variables, the interaction constraint is that the sum of
the percentages must equal 100%. If the distribution of P0, P90, and P45 over a structure
is driven by an algebraic function, it is difficult to ensure that the three terms sum up to
100% everywhere on the structure.
To avoid the problems discussed above, a parametrization for the ply percentages was
selected that eliminates the interaction constraints between laminate variables. To describe
this parametrization, it is necessary to introduce the design space for the P0, P90, and P45.
In a 3D plot of these three variables, the design space appears as a triangular segment of a
plane with its corners located at the extreme possible combinations of the ply percentages,
as depicted in Figure 90. Each corner is at the maximum percentage allowed (60%) for
one of the three the ply angles, requiring the other two ply angles to be at the minimum
allowed value (20%). Any combination of ply percentages that sums to 100% and obeys the
168
min/max rules for the percentages falls on the surface of the triangular segment.
The new ply percentage parametrization is represented by two vectors that always lie
on the face of the the segment to ensure that all design points are also on the triangular
segment. This is referred to as the r-s parametrization and is shown in Figure 90. The
vector ~R is defined along the line from point M1 (max number of 0
◦ plies) to point M2 (max
number of 90◦ plies). The length of ~R is defined by the normalized parameter r; a value
of zero means ~R has zero length, and a value of one means ~R has a length of ||M2 −M1||.
Point A then lies at the end of ~R, and is the base for vector ~S. The direction of vector ~S is
defined by the line from point A to M3. Another normalized parameter s is used to define
the length of ~S; s = 0 gives ~S zero length and s = 1 gives ~S a length of ||M2 −A||.
Equation 56 through 59 shows how the ply percentages are represented with the r-s
parametrization.
Figure 90: Parametrization of Ply Percentages for Unstiffened Laminate
~R = r · (M2 −M1) (56)
A = M1 + ~R (57)
~S = s · (M3 −A) (58)
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P = ~S +A = (P0, P90, P45) (59)
It is evident from Figure 90 that the r-s parametrization allows for any point on the
triangular segment to be selected without worry of straying from the design space. The
result is that r and s can be selected completely independently (within the bounds of 0 and
1) to drive the ply percentages in the laminate. The value of r controls the balance between
0◦ and 90◦ plies, and the value of s controls the addition of 45◦ plies to the laminate. The
lack of coupling between r and s is highly beneficial for the global optimization scheme
discussed in Chapter 6.
Thus, the final set of variables for the stiffness domain of the unstiffened laminate are:
ply thickness t, parameters r and s, and bending stiffnesses D11 and D22. Although this
set of variables is a mix of physical and stiffness terms, it is fully compatible with the
methodology introduced in this research because the physical terms are used in a linear
manner. This will be discussed in Section 5.1.3 where the development of failure criteria
RSEs for composite panels is discussed. The range of these variables used for optimization
is shown Table 23.
Table 23: Variable Ranges for Stiffness Domain of the Unstiffened Laminate
t (in) r s D11 (lb-in
2/in) D22 (lb-in
2/in)
Min 0.044 0 0 24.612 24.612
Max 0.957 1 1 834,690 834,690
5.1.2.2 Variables for the I-Stiffened Panel
The process of selecting variables for the composite I-stiffened panel is similar to the metallic
panel. The main difference is the introduction of six new variables in the physical domain
to represent the ply percentages in the skin and stiffener. However, when mapped to
the stiffness domain, the ply angle variations become wrapped up in the overall stiffness
representation of the laminate. These concepts are discussed in detail below.
Physical Domain
The variables for the physical domain of the composite I-stiffened laminate are quite similar
to that of the metallic panel. All of the geometry variables are identical to those of the
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metallic panel. The difference for the composite panel is that additional variables are needed
to describe the percentage of each ply orientation in both the skin and stiffener of the panel,
as shown in Figure 91. These percentages are allowed to vary between 20% and 60% for
each of the three ply orientations. With these ply percentages, the composite I-stiffened
panel uses the effective laminate approach presented in Section 2.9. In this approach,
the laminate has an equivalent stiffness in the x, y, and xy directions that is constant
through the thickness of the laminate. The equivalent laminate representation can result in
inaccurate local bending stiffnesses, but this is less of an issue for stiffened panels compared
to unstiffened laminates.
Figure 91: Variables for the Composite I-Stiffened Panel
Stiffness Domain
The stiffness domain for the composite I-stiffened panel is similar to that of the metallic
panel, and therefore will not be discussed in significant detail here. Because the inclusion of
ply angle variability in the panel ultimately results in variability in the overall panel stiffness,
the stiffness variables selected for the metallic panel are fully applicable to the composite
panel. The only difference in variables used for the stiffness domain of the composite I-
stiffened panel is the addition of the term A/S (stiffener cross-section area A divided by
stiffener spacing S, which is necessary to accurately calculate the mass of the panel from
the stiffness domain. This is covered in Section 5.2.2. The variables for the composite
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I-stiffened panel in the stiffness domain are: A11, A22, A33, D11, D22, and A/S. The ranges
of these variables are given in Table 24.
Table 24: Variable Ranges for Stiffness Domain of the Unstiffened Laminate
A11 A22 A33 D11 D22 A/S
Min 1,005,000 379,000 90,090 303,000 119 0.1226
Max 7,478,000 6,350,000 1,618,000 11,981,000 141,000 0.7873
5.1.3 Constructing Failure Criteria RSEs for Composite Panels
The process for generating RSEs to represent failure criteria for composite panels is quite
similar to that of metallic panels. The updated process is depicted in Figure 92. The
only difference from metallic panels is that ply angle variability is included in the DoE of
regression points. Thus, the tailorability of the composite material becomes built into the
failure criteria RSEs in the form of stiffness variability. This allows the panel optimizer
to take advantage of the composite material without having to deal with the additional
variables related to ply orientations in the skin and stiffener, thereby providing a significant
benefit in optimization efficiency compared to the physical domain.
Figure 92: Failure Criteria RSE Generation with Composites
Figure 92 highlights the information that is input to the regression DoE for both the
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unstiffened laminate and the I-stiffened panel. The main difference between the composite
and metallic DoE is that the ply variability information must be included in the physical
designs that are generated. The rest of the DoE inputs remain the same as metallic panels,
with varying buckling spans and applied loads. The two subsections below describe the
specific detail of how ply angle variability is included in the regression for the two different
types of composite panel considered in this research.
5.1.3.1 RSE Development for Unstiffened Laminates
As described previously, the unstiffened laminate application in this research is used to
demonstrate a higher fidelity approach for representation of composite materials. As such,
generation of the regression DoE is more complicated. As shown in Figure 92, the DoE must
vary how the ply angles are distributed throughout the thickness of the laminate. This has
a significant impact on the bending stiffness of the laminate. Additionally, it is desirable to
include layup rules for the laminate so that the DoE is representative of actual laminates
that could be used in the final design of a structure.
Layup rules are are typically used to mitigate failure modes that are difficult to predict
with traditional composite analysis, such as delamination and damage tolerance. Two layup
rules were used for the unstiffened laminate: max adjacent plies and 45◦ ply dispersion.
The first, max adjacent plies, limits the number of plies of the same angle that can be
placed next to each other. The rule used here is that no more than four adjacent plies
can appear in the laminate. This rule prevents large fluctuations in stiffness through the
thickness of the laminate, thus reducing strain discrepancy through the laminate to mitigate
delamination.
The second layup rule enforces dispersion of 45◦ plies through the laminate. The rule
used here is that a 45◦ ply must appear after every six plies, or more frequently. Plies
at 45◦ orientation are generally considered to more capable of arresting cracks than plies
oriented with the primary load path. Dispersing 45◦ plies throughout a laminate helps
reduce the likelihood of catastrophic failure in the event that a crack is initiated in the
laminate.
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Bringing all of this information together dictates the process used to generate a DoE of
laminates for failure criteria regression, as depicted in Figure 93. The steps shown in this
figure are described below.
Figure 93: Steps to Generate Laminates for the RSE DoE of Unstiffened Laminates
1. For each DoE point, a set of ply percentages and total laminate thickness is established
first. The percentage of each ply angle is allowed to vary between 20% and 60%. With
this information, discrete ply counts for each orientation are generated based on the
thickness of the ply material.
2. Next, a ply distribution pattern is selected. This establishes the probability of whether
a particular ply angle is more likely to appear towards the outside or inside of the
laminate, thereby controlling bending stiffness for a given laminate thickness.
3. The final step is to build the laminate stack based on information from the first two
steps, and also including the layup rules discussed previously. The ply stack is built
one ply at a time, from the outside in. The angle for each ply is selected according
to the distribution established in the previous step. Each time a ply is added to the
laminate, the layup rules are checked and enforced if necessary. This process results
in a laminate that is ready to be used in the DoE for RSE generation.
Repeating the process above for a variety of ply percentages and distributions provides a
DoE that is representative of all possible laminates that can be achieved within the specified
layup rules. Including all of this information in the DoE means that it will be built into
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the failure criteria RSEs, and thus accounted for during the stiffness-based optimization for
the laminate. Having a realistic laminate representation means that optimized mass will
be more representative of the final as-built laminate. Additionally, maintaining an accurate
representation makes it easier to map from the stiffness domain back to an actual laminate.
After combining the generated laminates with loads and spans, all of the DoE points
are run through HyperSizer to evaluate the failure criteria, and then used to generate the
failure criteria RSEs as was done with the metallic panel. As before, these failure criteria
RSEs predict failure of the panel as a function of stiffness terms, panel loads, and panel
buckling spans. To maintain a linear relationship between the variables and the failure
criteria, the terms t, r, and s were used strictly for material failure modes and terms D11
and D22 were used strictly for buckling failure modes.
5.1.3.2 RSE Development for I-Stiffened Panels
Generation of the RSEs for the composite I-stiffened panel is much more similar to the
process for the metallic I-stiffened panel than the composite unstiffened laminate. This
is because a more simplistic representation of the composite material was chosen for the
I-stiffened panel, as described previously in Section 5.1.2.2. The DoE used for regression of
the RSEs does not require laminates to be generated. Only the ply percentages need to be
selected, which is sufficient to create the effective laminate representation for the skin and
stiffener. Variation in ply percentages was allowed between 20% and 60% in 10% increments
for each of the three ply angles, enforcing that the total adds up to 100%. This results in
15 laminate definitions for the regression DoE to select from as shown in Table 25.
These laminate definitions are integrated into the DoE points for the laminate regression
(shown previously in Figure 92), and the rest of the regression proceeds as was described
previously for the metallic panel. By including these variations in ply percentages in the
DoE , the stiffness variation allowed by the composite material becomes built into the stiff-
ness domain. This can be seen by referring back to the panel stiffness equations presented
in Section 3.2.3. Variation in ply percentages in the skin and stiffener changes the effective
modulus (Esk and Est), which feeds into panel stiffness.
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Table 25: Ply Angle Variations Allowed in Regression DoE
% 0◦ Plies % 45◦ Plies % 90◦ Plies
1 20 60 20
2 20 50 30
3 20 40 40
4 20 30 50
5 20 20 60
6 30 50 20
7 30 40 30
8 30 30 40
9 30 20 50
10 40 40 20
11 40 30 30
12 40 20 40
13 50 30 20
14 50 20 30
15 60 20 20
5.1.4 Accuracy of Composite Failure Criteria RSEs
The process for checking the accuracy of the composite panel failure criteria is nearly
identical to that described in Section 4.1 for metallic panels. The metric used to quantify the
RSE accuracy is Model Representation Accuracy (MRA), which indicates how accurately
the RSE (model) is able to predict failure for randomly-generated panels. To calculate this
metric, 1,000 panels are created with random applied loads, buckling spans, and laminate
definitions. Each of these panels is first run through HyperSizer to establish a “truth” model
of panel failure. Next, each panel was also evaluated with the failure criteria RSEs to predict
failure. Comparing the two sets of results for the 1,000 panels establishes how accurately
the RSEs were able to predict failure.
As with the metallic panels, this validation was performed for each of the four load quad-
rants separately, producing a MRA value for each quadrant. The results for the composite
unstiffened laminate and I-stiffened panel are presented in the sections below.
5.1.4.1 RSE Accuracy Unstiffened Laminate
Due to the simple geometry of the unstiffened laminate, the failure criteria RSEs were able
provide a highly accurate prediction of both material and stability failure modes. To improve
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accuracy of buckling failure predictions, the buckling criteria was split up into two RSEs,
one which captures general buckling due to compressive load and another which captures
buckling due to shear loads. This was primarily done to improve buckling prediction in cases
where compressive loads are small or non-existent but shear loads are high. The material
failure modes were also split up for one of the load quadrants to improve accuracy, but were
left grouped together for the other three quadrants. The accuracy of each of the RSEs are
given in Table 26. Failure criteria that are not applicable in a particular load quadrant were
left blank.
Table 26: Model Representation Accuracy (%) of Laminate Failure Criteria RSEs
RSEs +Nx/+Ny -Nx/+Ny -Nx/-Ny +Nx/-Ny
Panel Buckling 97.4 97.4 97.2 97.2
Shear Buckling 97.4 98.6 98.9 98.2
All Material Modes (Grouped) 98.7 97.2 98.3 -
Material Failure: x-Dir. - - - 95.9
Material Failure: y-Dir. - - - 97.1
Material Failure: xy-Dir. - - - 96.0
Material Failure: Quadratic Interactions - - - 96.4
5.1.4.2 I-Stiffened Panel
Table 27 gives the MRA of the failure criteria RSEs for the composite I-stiffened panel.
There are more criteria to consider than for the unstiffened plate due to the higher geometric
complexity of the I-stiffened panel. In Table 27, the stability criteria are listed first, followed
by the material failure criteria. Similar to the previous results, the RSEs were split into four
load quadrants to improve accuracy. Failure criteria that are not applicable in a particular
quadrant were left blank.
Overall, the RSEs are slightly less accurate than those for the unstiffened laminate
discussed previously because of increased complexity. However, the accuracy of all the
RSEs still exceeds the targeted 90% minimum.
5.2 Stiffness-Based Objective Function
To be able to perform optimization of the composite panels in the stiffness domain, it is
necessary to have a function capable of accurately calculating panel mass from terms in the
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Table 27: Model Representation Accuracy (%) of Composite I-Stiffened Panel Failure
Criteria RSEs
RSEs +Nx/+Ny -Nx/+Ny -Nx/-Ny +Nx/-Ny
Panel Buckling - 97.3 93.7 96.2
Stiffener Buckling - 91.3 94.3 -
Crippling - 93.2 91.8 -
Local Buckling: Facesheet 97.2 92.1 94.7 95.5
Local Buckling: Spacing Span 95.1 93.4 94.6 96.5
Material Failure: All Facesheet Modes 95.1 95.3 95.0 93.0
Material Failure: Facesheet x-Dir. 95.8 94.4 - 94.1
Material Failure: Facesheet y-Dir. 96.1 95.7 - 96.2
Material Failure: Facesheet xy-Dir. 97.4 95.5 - 95.4
Material Failure: Bonded Combo 94.3 93.1 93.6 92.4
Material Failure: Web 98.7 97.9 98.5 98.1
Material Failure: Bottom Flange 98.7 98.0 97.9 97.6
stiffness domain. This is more challenging for composite panels because ply angle variation
within the panel can cause a panel of a fixed mass to have a wide range of possible stiffness
values. Thus, calculating mass from the stiffness domain can potentially be inaccurate
depending on the stiffness terms used. The steps taken to mitigate this inaccuracy are
presented in the sections below for the unstiffened laminate and the I-stiffened panel.
As with the metallic panel presented in Chapter 3, unit mass (UM) is used for the panel
so that the mass efficiency of the panel can be described independently from the overall size
of the panel. Unit mass has dimensions of lbm/ft2.
5.2.1 Objective Function for the Unstiffened Laminate
Calculation of mass is straight-forward for the unstiffened laminate because thickness of
the panel (t) was included in the variables selected for optimization, in addition to panel
stiffness terms (as described in Section 5.1.2.1). The unit mass of the unstiffened laminate is
directly proportional to the thickness of the laminate. Equation 60 shows how the unit mass
for the unstiffened laminate is calculated from thickness. The coefficient in this equation
represents the density of the material times a conversion factor of 144 in2/ft2.
UM = 8.208 · t (60)
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5.2.2 Objective Function for the I-Stiffened Panel
For the metallic I-stiffened panel, the mass of the panel could be directly related to the
smeared stiffness terms of the panel because the material stiffness and density were fixed.
The same can not be said for composites because ply angle variation changes the stiffness of
the material while maintaining the same density. Thus, it is not possible to develop a perfect
linear relationship between panel mass and the smeared stiffness terms. To demonstrate
this, regression was used to create a linear function of A11, A22, A33, D11, and D22 that




The equation given above provides only an approximation of UM , so there will be some
associated error. Figure 94 shows a distribution of prediction error resulting from a test
of prediction ability for randomly-generated panel designs. This amount of error found in
Figure 94 indicates that a function of panel stiffness terms alone is not accurate enough to
be used for mass calculation in a panel optimization environment. To resolve the error in
the mass calculation, it is necessary to introduce a physical dimension to the set of variables
used in the optimization.
Figure 94: Error Distribution for Linear ABD Prediction of Unit Mass
In adding a new term, it is desired is to achieve an exact linear relationship with the UM
of the panel. The term which provides this relationship is the cross-sectional area of the
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panel divided by the stiffener spacing (A/S). Equation 62 describes the relationship between
the two terms. The coefficient in this equation represents the density of the material times a
conversion factor of 144 in2/ft2. Note that the coefficient is that same as for the unstiffened
laminate, indicating that the A/S term is essentially an equivalent smeared thickness.
UM = 8.208 · (A/S) (62)
The addition of the A/S term brings the total number of terms to six, compared to the 14
needed in the physical domain. Introduction of the A/S term causes a few small differences
from the metallic panel optimization, but the process remains mostly the same. Mainly, the
A/S term must be included in the RSEs discussed in the previous section. Additionally,
the interaction limits between A/S and the other stiffness terms must be defined, as shown
in the next section.
5.3 Stiffness-Based Design Space Boundaries
As was described in Section 3.5.3 for the metallic panel, boundaries are needed in the
stiffness-based design space to ensure that only physically realizable combinations of stiffness
terms are selected. The process for composite panels is very similar. The primary difference
is that the interactions between the stiffness terms are broader than the metallic panel due
to the stiffness variability introduced by ply angle variation. This can be observed in Figure
95 below. The figure contains a plot of points randomly generated in the physical domain
and mapped to the stiffness domain, for both a metallic and composite I-stiffened panel.
For a simple metallic flat plate, the relationship between A22 and A11 would be perfectly
linear. The dispersion of A22 versus A11 for the metallic I-stiffened panel show above is due
to the influence of the stiffener attached to the skin. The fan-shaped dispersion shown for
the composite panel is due to the range of stiffness allowed by ply angle variation. Similar
plots for other stiffness terms can be found in Figure 166 in Appendix A.
Once domain boundaries are developed to handle this dispersion, these are applied as
constraints in the Simplex Algorithm, just like the domain boundaries for the metallic
panel. The process of applying linear constraints to the Simplex optimization is described
in Section 3.6.2.
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Figure 95: Comparison of A22 versus A11 Distribution for Metallic and Composite Panels
5.3.1 Stiffness Boundaries for the Unstiffened Laminate
The stiffness domain boundaries for the unstiffened laminate are more simple than the I-
stiffened panel because of the selected parametrization. The variables t, r, and s in the
stiffness domain for the unstiffened laminate do not exhibit any interactions that must be
constrained, as shown in Figure 165 of Appendix A. This means any combination of t, r,
and s can be mapped back into the physical domain. However, there are interactions with
the bending terms that must be constrained against, as shown in Figure 96. The remainder
of the stiffness domain boundaries are given in Appendix D.2.
Figure 96: Variable Interaction Constraints for Composite Unstiffened Laminate
One aspect of the stiffness domain constraints for the composite laminate that differs
from the metallic panel is the use of a cube root to improve the fit of the bending constraints.
For example, the point cloud in the leftmost plot of Figure 96 has a significantly nonlinear
trend when plotted as D11 versus t. Because the stiffness constraints must be linear to be
181
used in the Simplex Algorithm, error would arise in attempting to bound a nonlinear point
cloud. Thus, taking the cube root of the D11 and D22 regression points makes the point
cloud of regression points more suitable to be bounded by linear constraints.





D22 to be used as independent variables
for the failure criteria RSEs, instead of D11 and D22 directly. This has a slight adverse
effect on the failure criteria RSE accuracy, but the accuracies are all still high as presented
previously in Section 5.1.4.1.
5.3.2 Stiffness Boundaries for I-Stiffened Panel
The stiffness interactions for the composite I-stiffened panel are handled in a manner very
similar to the metallic I-stiffened panel, by adding linear constraints that enforce the bound-
aries of the physical domain when mapped to the stiffness domain. Figure 97 shows an
example of some of the enforced boundaries for the composite I-stiffened panel. The rest
are given in Section D.3 of Appendix D.
Figure 97: Application of Linear Constraints to Map Boundaries of Physical Domain to
Stiffness Domain for Composite I-Stiffened Panel
5.4 Validation of Mass Optimization
As with the metallic panel, it is necessary to perform validation of the optimized mass to
ensure that all contributing parts (failure criteria RSEs, stiffness interaction boundaries, and
stiffness-based objective function) work together correctly. It is not sufficient to perform
validation on each part independently, so the final optimization results are compared against
a high-fidelity optimization to ensure the process as a whole is accurate.
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The process for mass validation is essentially identical to that of the metallic I-stiffened
panel presented in Section 4.2, aside from the difference in material parameters. A set of 200
data points was created consisting of randomly-generated panel loads and buckling spans
to be optimized. The data points were first optimized in HyperSizer with a high-resolution
design space exploration to establish the “true” optimum mass. Next, the same design
points were optimized with the stiffness-based methodology developed in this research. The
resulting mass from the two optimizations of each data point were compared to establish a
percent accuracy for the methodology.
The same three error metrics are used for the composite panel validation as were pre-
sented for the metallic panel in Section 4.2. These were average error (ē), root mean square
of the error (erms), and standard deviation of the error (σe). These three statistics were
needed to represent the error of all 200 test points as digestible metrics. Refer to Figure 77
in Section 4.2 for a visual representation of these metrics. In general, lower values of these
metrics indicate that the stiffness-based optimization is more accurate.
A calibration was also applied to the optimized mass of the composite panels to fur-
ther improve accuracy. The error before and after calibration is presented below for the
unstiffened laminate and the I-stiffened panel.
5.4.1 Optimization Validation for the Unstiffened Laminate
Table 28 and 29 display the uncalibrated and calibrated error, respectively, for optimized
unit mass. For the uncalibrated error, the mean value for some of the load quadrants are
unsatisfactory. However, this is easily corrected in the calibration by shifting all of the
values up or down. Table 29 shows that the corrected mean error is near zero for each load
quadrant. Although the mean value of the uncalibrated distribution shows some error, the
standard deviation indicates an accurate representation of the mass trends. This metric
provides the best indication of how well the stiffness-based optimization captures the mass
trend as a function of applied load. In the calibrated data set, standard deviation of the
error is improved further.
The primary source of error in the results shown above is due to prediction problems
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Table 28: Uncalibrated Error (%) for Predicting Optimum Panel Mass - Unstiffened Lam-
inate
Metric +Nx/+Ny -Nx/+Ny -Nx/-Ny +Nx/-Ny
ē -19.03 -13.70 -13.97 -11.33
erms 22.21 14.65 15.55 14.96
σe 11.49 5.18 6.86 9.80
Table 29: Calibrated Error (%) for Predicting Optimum Panel Mass - Unstiffened Laminate
Metric +Nx/+Ny -Nx/+Ny -Nx/-Ny +Nx/-Ny
ē -0.64 -1.13 -1.75 -0.26
erms 6.21 5.26 5.19 5.41
σe 6.20 5.15 4.90 5.42
at minimum gauge of the structure. This is made evident by the fact that the x-tension/y-
tension load quadrant has the greatest error. This load state is less severe than compression,
resulting in more panels that are at the minimum gauge allowed for the panel.
5.4.2 Optimization Validation for the I-Stiffened Panel
Table 30 and 31 display the uncalibrated and calibrated error, respectively, for optimized
unit mass of the composite I-stiffened panel. The discussion given above for the unstiffened
laminate is applicable to this panel concept.
Table 30: Uncalibrated Error (%) for Predicting Optimum Panel Mass - I-Stiffened Panel
Metric +Nx/+Ny -Nx/+Ny -Nx/-Ny +Nx/-Ny
ē -5.68 -29.08 -15.93 -21.19
erms 15.83 31.45 18.3 23.06
σe 14.81 12.02 9.04 9.11
The primary source of error for this panel concept is accurately mapping the boundaries
of the physical domain to the stiffness domain. This concept is discussed in Section 5.3.
The composite I-stiffned panel is more challenging to handle because the boundaries in
the stiffness domain are more irregular and thus more difficult to represent with linear
constraints. Steps can be taken to reduce this problem as described in Section 9.2.1.
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Table 31: Calibrated Error (%) for Predicting Optimum Panel Mass - I-Stiffened Panel
Metric +Nx/+Ny -Nx/+Ny -Nx/-Ny +Nx/-Ny
ē -6.36 -4.04 -0.77 0.75
erms 11.45 8.69 6.29 6.86
σe 9.55 7.72 6.26 6.83
5.5 Accuracy versus Efficiency
As was done for the metallic I-stiffened panel, it is important to characterize the efficiency
of the new panel methodology compared to HyperSizer. This section uses an approach
identical to the one presented in Section 4.4. As before, “accuracy” in this context refers
to similarity to the global optimum solution. For both the unstiffened laminate and the
composite I-stiffened panel, a large number of HyperSizer optimizations were performed to
establish the lower bound of performance available from the full-factorial solution. This
lower bound represents the optimization accuracy and efficiency that would be expected
from starting the optimization with no prior knowledge about the solution.
5.5.1 Unstiffened Laminate
Figure 98: Accuracy versus Efficiency for the Composite Laminate
The accuracy versus efficiency data for the composite unstiffened laminate is given in
Figure 98. The improvement in efficiency over HyperSizer is substantially less for the
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composite laminate than was found previously in Section 4.4 for the metallic I-stiffened
panel. This is to be expected because HyperSizer has fewer variables to optimize for the
unstiffened composite laminate: thickness, percent 0◦ , percent 45◦ , and percent 90◦ plies.
The net shift of the HyperSizer points on the time axis of Figure 98 represents the time
it takes for HyperSizer to generate discrete laminate representations for the panel, which is
approximately two seconds.
In comparison to the HyperSizer design points, the stiffness-based point (Simplex) has
a significant advantage in efficiency and accuracy. The Simplex Algorithm executes in 0.16
seconds per panel on average. This result is also shown on Figure 98.
5.5.2 I-stiffened Panel
Figure 99: Accuracy versus Efficiency for the Composite I-Stiffened Panel
The composite I-stiffened panel has a significantly higher penalty to efficiency for im-
proved accuracy compared to the unstiffened laminate shown above (for HyperSizer). Figure
99 shows the approximate curve that trades optimization accuracy for efficiency, assuming
no prior knowledge of the design space. The poor efficiency is due to the high number of
design variables for this panel. The composite I-stiffened panel has six more variables than
the metallic I-stiffened panel (in the physical domain) for a total of 14, making optimization
more time-consuming.
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In the stiffness domain, there is only one more variable for the composite panel than for
the metallic panel (the term A/S). Thus, the stiffness-based optimization is only slightly
slower for the composite panel compared to metallic. Run time with the stiffness-based
optimization is 0.18 seconds for this example. Compared to the HyperSizer curve in Figure
99, this optimization is vastly more efficient, by a factor of approximately 36,000. This
result shows that the stiffness-based optimization methodology developed in this research
has the biggest advantage for composite I-stiffened panels.
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CHAPTER VI
METHODOLOGY FOR COUPLING WITH A FINITE ELEMENT
MODEL
To transition from the panel-level methodology presented in the previous three chapters to
the global FEM -based optimization in the next two chapters, it is necessary to discuss the
approaches used to couple the panel level and global (FEM ) level. This chapter provides the
details on the interface between the panel-level optimization and the global optimization.
The FEM -based examples presented in Chapters 7 and 8 cover optimization of a metallic
wing box and a composite wing, respectively. These two examples use slightly different
approaches to couple the local and global level. These different approaches are treated
separately as necessary, but the majority of methodology discussed in this chapter is general
enough to cover both examples.
The most basic FEM coupling that can be achieved is for basic mass optimization. An
initial estimate of mass can be achieved by using the panel loads from FEA results and
performing panel optimization on each panel independently. This approach only requires
one-directional coupling, passing the loads from FEA to the panel optimizer. The next
level of sophistication is to iterate with FEA to converge the load path. Each time panel
optimization is performed, the FEM is updated with the optimum design, and FEA is rerun,
repeating until converged. This approach requires bi-directional coupling because loads
are passed from FEA to the panel optimizer, and updated stiffnesses are passed from the
panel optimizer to the FEM . A further level of sophistication is to add constraints at the
FEM level, which also requires bi-directional coupling. The examples presented in Chapters
7 and 8 fall into this category.
The global FEM /FEA based constraints mentioned above can come from a variety of
sources. One example is aeroelasticity constraints. These can be in the form of required
global stiffness (such as a required bending stiffness at specific locations in a wing), deflection
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limits (such as maximum wing tip deflection or twist), or natural frequency limits. The
first two are typical of static aeroelasticity constraints, and the third is from dynamic
aeroelasticity.
Another type of common global structural constraints are for resistance to global buck-
ling. Global buckling is dependent on the overall stiffness of a FEM , thus requiring con-
straints on global stiffness to achieve a desired buckling eigenvalue (as determined by FEA ).
Global buckling constraints are typically more challenging to satisfy than local buckling con-
straints, which can be checked analytically.
To support the objectives discussed above, this chapter first presents the bi-level opti-
mization approach used for the FEM -based examples given in this research. This includes
a description of the data transfer needed between the local and global level, as well as the
algorithms used at each level. Next, methodology is presented to handle control of stiffness
distributions at the global level, necessary to meet stiffness-based constraints as discussed
above. The last section in this chapter provides a description of how FEM stiffness is
updated from panel optimization results, which is necessary for bi-direction FEM coupling.
6.1 Bi-Level Optimization Approach
As discussed in Section 2.5, bi-level optimization is usually required any time global con-
straints are considered in structural optimization with a FEM . The problem naturally
decomposes into a local and global level. The “local” level is synonymous with panel-based
optimization, where loads and geometry are assumed to be constant over the area of the
panel. The independent variables at the local level are usually panel design dimensions
(thickness, flange width, etc). The “global” level refers to the FEM as a whole. Inde-
pendent variables at the global level can vary depending on the global objective. Usually,
FEM stiffness is controlled at the global level for the purpose of meeting deflection and
global buckling constraints.
The general interaction between the local and global level has been discussed previously
in 2.5. The intent of this section is to describe the optimization that drives the flow chart
presented in Figure 20 in Section 2.5.
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The bi-level process as a whole is controlled by the global optimizer. The objective of the
global optimizer is to minimize total mass of the structure (FEM ). The global optimizer
must also satisfy all stiffness constraints imposed on the structure. For each step taken
by the global optimizer, local optimization must be performed for each panel. The two
cannot be performed independently because values selected for the global variables must
be enforced at the local level. For example, if a stiffness distribution is prescribed at the
global level, each local optimization is constrained to produce a stiffness which matches the
global distribution at the location of the panel.
Figure 100 illustrates the data exchanged between the local and global optimization.
Conceptually, Figure 100 is similar to the process presented previously in Figure 20 of
Section 2.5. The new representation given in Figure 100 is focused on showing how the
actual code architecture is set up to execute the bi-level optimization. The main difference
from Figure 20 is that the feedback and feed-forward loops have been simplified to only
those relevant to the code used to run the optimization. Additionally, the load extraction
process is identified because it is an important part of the bi-level architecture. Lastly, the
local optimization identified in Figure 100 is the stiffness-based optimization developed in
Chapter 3, rather than optimization in the physical domain as shown in Figure 20.
Figure 100: Outline of Iteration Process for Structural Optimization with a FEM
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The first step of the process is for the global optimizer to establish a global stiffness
distribution. This can be accomplished in a variety of ways, depending on the selected global
variables and the chosen method for controlling the distribution. This topic is discussed in
detail in the next section. Once the global stiffness distribution is specified, it is combined
with the geometry mesh to establish the FEM . External loads are then applied to the
FEM to derive the internal loads in each element. For each panel, the element loads are
used to build equivalent panel loads, which are assumed to be uniform over the area of
the panel. For the applications considered in this research, the panel loads are calculated
from the area-weighted average of the elements. With these panel loads, as well as the local
required stiffness value (specified from the global level), panel optimization is performed.
Optimization of all the panels in the structure establishes the total structural mass, which
is passed back to the global level. Additionally, resulting global stiffness information is
passed back to the global level. This can be in the form of displacements, cross-sectional
stiffnesses, or eigenvalues in the case of global buckling.
Having introduced the overall flow of the optimization process, the following two sub-
sections describe the actual optimization algorithm used within the two levels of the bi-level
environment.
6.1.1 Global Optimization Algorithm
The global optimizer essentially drives the entire process; each step taken by the global
optimizer dictates loads and stiffnesses used by the local optimizer. The global optimizer
uses a Compass Search algorithm [113], selected for its simplicity and easy customization.
The objective of the FEM -based optimizations performed in this research is primarily to
demonstrate ability to integrate the novel panel optimization, so simplicity is preferred over
performance at the global level. Another key feature necessary for the global optimizer is
to be able to control step size, which is difficult to do with more advanced gradient-based
methods. Step size control is necessary because the nature of the optimization requires each
iteration to initially use loads from the previous iteration. Thus, step size must be kept
relatively small to avoid convergence issues.
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Note that the Compass Search algorithm is not considered to be among the fastest opti-
mization algorithms available, but was only chosen for its ease of implementation. The focus
of the FEM -based examples in this research is not to demonstrate the global optimization
algorithm, but instead to demonstrate the implementation of the rapid local optimization
discussed previously.
The Compass Search algorithm works by checking one direction at a time, until a feasible
point is found with a lower total mass than the current point. A “direction” is defined as a
positive or negative change to a single variable. The optimizer then steps to this new point
and repeats the process. Figure 101 provides an example of iterations performed by this
algorithm in a design space with two variables.
Figure 101: Example Iterations of Compass Search Algorithm
For each design point checked, the optimizer generates a set of control points that are
used to create a unique stiffness distribution over the structure. This distribution is used
to generate a new FEM and run FEA to get new loads. Then the local optimizer is run
to determine the mass of the panels. To do this, the local optimizer finds a combination of
panel stiffness terms that correspond to a panel that has minimum mass while still satisfying
local failure criteria.
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6.1.2 Local Optimization Algorithm
The algorithm used at the local level has been previously developed in extensive detail in
Chapter 3. In particular, Section 3.6 describes how the optimization is performed. Thus,
the process will not be described again here in detail. To recap, the local optimization uses
a linearized representation of failure criteria in the stiffness domain which is solved by the
Simplex Algorithm.
6.2 Controlling Global Stiffness Distribution
This section describes the approach taken in this research to drive global stiffness distri-
butions over a structure. The most basic approach possible for defining the distribution is
to simply have a global variable for every single panel that defines the required stiffness of
that panel. However, this approach is cumbersome because it requires a large number of
global variables (200 panels equals 200 global variables). An additional drawback is that
significant discontinuities can occur in the stiffness distribution unless there are constraints
which limit the relative difference in stiffness between adjacent panels.
Considering the drawbacks described above, a different approach was selected to drive
the global stiffness distributions for the examples presented in this research: use of poly-
nomial functions. A polynomial function provides significantly better characteristics in the
two categories described above. The shape of the function can be controlled by a small
number of variables. The exact number of control points depends on desired order of the
function. Higher order functions allow more fluctuations in the stiffness distribution over the
structure, but also require more control points. An additional benefit of using polynomial
functions is that they always provide a smooth and continuous stiffness distribution. This
increases the likelihood that the stiffness distribution can be related to a manufacturable
design; structures are usually not constructed with large discontinuities in skin or stiffener
design.
The two subsections below describe the specific ways in which polynomial functions
were used to control the global stiffness distribution over the FEMs in the two optimization
examples presented in Chapters 7 and 8. Application of the algebraic surface is different
193
between the two examples due to a difference in goals.
6.2.1 Setup for I-Stiffened Panel Optimization
This section describes how polynomial functions are used to drive the global stiffness dis-
tribution for the metallic wing box optimization with I-stiffened panels. Aside from the
polynomial function, the remainder of the setup for this optimization is described in Chap-
ter 7.
In the example optimization with the metallic wing box, the global-level constraint is to
meet a target wing tip displacement. The most mass-efficient way to control the deflection
of the tip of a wing box is through the span-wise stiffness of the top and bottom skin. In
shell structures like a wing box, the axial stiffness (A11 ) of the top and bottom of the
structure have the greatest influence on the vertical bending stiffness of the structure as a
whole (for a fixed airfoil thickness). Thus, the axial stiffness of the top and bottom skin of
the wing box are controlled at the global level. This is similar to the approach used by S.
Ragon [80] to control the vertical displacement of a wing.
Controlling A11 on the top and bottom skin is done with a two-dimensional polynomial
function. Instead of having to specify a value for A11 at every single panel, five control points
are used to define a distribution for the A11 values across the upper and lower surface of
the wing box. This approach was also used by Wrenn et al. [89], except the polynomial
function was one-dimensional and the independent variable was skin thickness, not stiffness.
The wing box FEM used in Chapter 7 has over 100 panels each on the top and bottom
skins. An obvious advantage is gained by having an order of magnitude reduction in number
of design variables at the global level. Without the polynomial function, the number of
global variables would be equal to the total (top and bottom) number of panels (234).
With the polynomial function, the number of global variables is equal to the total (top and
bottom) number of control points for the functions (10).
A visualization of this polynomial distribution approach is shown in Figure 102. The
polynomial function for A11 of the upper and lower skins is represented by the shaded
surfaces. The five control points are indicated by the red circles on the edges of the surface
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and each panel centroid is indicated by the black circles on the shaded surfaces.
Figure 102: Stiffness Distribution Manipulation for Global Optimization
In each iteration, the A11 value is specified at the five control points. These values
are used to determine the coefficients of the function given in Equation 63 via the matrix
inversion shown in Equation 64.
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In Equation 64, the A11 function coefficients (Ri) are determined from the location of
the control points. The location of the ith control point for the function is defined by ui
and vi, which are 2D chord-wise and span-wise coordinates, respectively. These quantities
are used to form a 5x5 matrix, based on the form of Equation 63. The matrix is inverted,
and multiplied with the vector of A
(i)
11 values for the control points. This calculation is
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performed in each iteration of the global optimization, every time the stiffness distribution
on the skins is updated.
Once the (Ri) values are defined for the current iteration, the global A11 distribution is
fully defined. This is the point where the process interfaces with the local level. Using a list
of the ui and vi for panel centroids, the A11 function is evaluated to determine the value at
each panel.
For each panel, the A11 value defined at the global level becomes a constraint on the
local optimization. The local optimizer is restricted to finding panel designs which exactly
satisfy the specified A11 value. The methodology described in Chapter 3 is highly suitable
for this task because the local optimization is formulated in terms of panel stiffness, which
includes A11 . Thus, handling the panel A11 constraint is as simple as pre-substituting a
design variable before the local optimization is performed. This is a contrast to a traditional
local design environment, where the local optimization is in terms of physical dimensions
and A11 is an output instead of an input. There is more complexity in a traditional local
optimization because there is no way to guarantee that the A11 constraint will be met in
every single iteration.
These topics are discussed in further detail in Chapter 7, where the optimization example
with a metallic I-stiffened panel is presented.
6.2.2 Setup for Unstiffened Laminate Optimization
The global stiffness distribution setup for the unstiffened laminate optimization example
is slightly different than the one described above. Primarily, the demonstration with the
composite skin uses three variables at the global level instead of just one. One of the goals
for the composite wing demonstration is to control the laminate definition of the skin at a
global level. This requires three variables to define the number of 0◦ , 90◦ , and 45◦ plies. As
discussed previously in Section 5.1.2.1, a unique parametrization was selected to facilitate
control of three global variables using polynomial functions.
The challenge with controlling multiple global variables with polynomial functions is
that it is difficult to constrain the relative values of the global variables. As an example,
196
consider the case where skin thickness (t), percent 0◦ plies (P0), and percent 45
◦ plies (P45)
were selected as the global variables. The variables P0 and P45 must always have values
which together sum up to be less than or equal to 80% (so that the remaining 20% can be
45◦ plies, the minimum allowed by the layup rules). However, P0 and P45 can individually
range between 20% and 60%, meaning that the sum ≤ 80% constraint is not necessarily
satisfied automatically. This can occur when using polynomial functions to drive the variable
distributions because it is not possible to always ensure that the constraint is satisfied
everywhere on the structure.
To illustrate the problem described above, Figure 103 shows a distribution of percent
0◦ and percent 90◦ plies over a flat plate, dictated by a polynomial function using five control
points (plotted as black circles). In both of these plots, the distribution of plies obeys the
min/max bound of 20%/60%. However, the sum of these two distributions violates the 80%
rule mentioned above. Although the 80% rule is satisfied at the control point locations,
there are still portions of the flat plate which violate the rule. Figure 103 shows these
regions with a red color gradient.
Figure 103: Example of Unsatisfactory Interaction Between Global Variables Driven by
Polynomial Functions
Fortunately, these errors are avoidable by using the r-s parametrization presented in Sec-
tion 5.1.2.1. This parametrization allows for ply percentages to be defined without having
to deal with constraints on the relative values of the parameters. Figure 104 demonstrates
this capability with the same flat plate example used above, except that the ply percent-
ages are prescribed with the r-s parametrization. The summation of the ply percentages in
Figure 104 shows that they add up to 100% in every part of the panel.
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Figure 104: Example of Satisfactory Interaction Between Global Variables Using the r-s
Parametrization
The demonstration in Figure 104 shows that the r-s parametrization can be effectively
used in a global design environment where stiffness distributions of a composite laminate
are described with a polynomial function. This parametrization is used at the global level
of a composite wing skin optimization in Chapter 8.
6.3 Calculation of Full Stiffness Matrix
This section describes the final component of FEM interfacing needed to perform the global-
local iterations as described in Section 6.1. This final component is calculation of the full
stiffness matrix for the stiffened panels considered in this research. This is needed after
local optimization has been performed for each panel and the FEM needs to be updated to
get a new load path and displacement for the next iteration.
The stiffness variables as described in Section 5.1.2 for each panel type form only a
small portion of the stiffness matrix needed for input to the FEM . To have a proper
smeared stiffness representation of panels in the FEM , a total of 18 unique stiffness terms
are needed. Although some of these can be eliminated due to assumptions made about
198
the panel geometry, it is necessary to develop techniques to estimate the remainder of the
terms.
This challenge arises in any optimization environment that iterates with a reduced set
of variables, but still has analyses that require the original set of variables. For example,
the laminate stiffness trace method developed by S. Tsai [114], [115] faces a similar problem
because a single value, the matrix trace (sum of the diagonal terms), is used to represent
the [A], [B], and [D] matrices. The method takes advantage of the invariant property of the
stiffness matrix trace to simplify the selection of optimum materials and laminate definitions
considering failure criteria and stiffness requirements. After an appropriate layup pattern
is selected, the optimum trace value is used to scale existing [A], [B], and [D] matrices such
that they are representative of the optimum trace value.
Unfortunately, Tsai’s approach is not applicable for the problem at hand because it
requires a discrete set of [ABD] terms to initialize the optimization. This is not suitable for
the current stiffened panel methodology because it uses a continuous optimization approach.
Thus, a new approach is needed to estimate the remaining stiffness terms. The selected
approach is to perform regression of the unknown stiffness terms against the known stiffness
terms. This regression is quite similar to that described in Section 3.3.4 for the failure
criteria. The difference here is that the dependent variables are the unknown stiffness
terms, and the panel loads are not included. However, the regression uses the same data
set generated for the RSEs of Section 3.3.4. The general form of the stiffness prediction
equation is shown in Equation 65.
[ABD]unknown = f([ABD]variables) (65)
The subsections below describe specific details for developing these relations for the two
panel concepts used in FEM examples in Chapters 7 and 8. Each panel has a unique set of
equations that describe the unknown stiffness terms as a function of the terms that were
used in the panel optimization.
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6.3.1 Metallic I-Stiffened Panel
As discussed in Section 3.2.2, some of the 18 [ABD] terms are zero for the metallic I-stiffened
panel due to its geometry. The remaining non-zero terms are A11, A12, A22, A33, B11, B12,
B22, B33, D11, D12, D22, D33. Of these terms, A11, A22, A33, D11, and D22 are known
because they are variables in the panel optimization, and are defined once the optimization
is performed. Thus, the remaining terms must be predicted through regression of these
known terms. The resulting equations for these terms are given below. Note that there is
no requirement for these equations to be linear because they are only used to post-process
the results of the optimization, and are not needed within the linear optimization presented
in Chapter 3. The equations given for the unknown [ABD] terms were constructed from
2nd and 3rd order polynomials.
A12 = 0.009915 + 0.3403A22 (66)
B11 = −2.613 · 10−15A311 − 3.778 · 10−14A211A22 + 1.096 · 10−13A211A33
− 3.809 · 10−8A211 + 2.757 · 10−7A11A22 + 1.212 · 10−8A11A33 − 8.319 · 10−15A11D211
+ 1.274 · 10−7A11D11 + 1.72 · 10−10A11D222 − 1.545 · 10−5A11D22 + 0.385A11
+ 2.657 · 10−12A222D22 − 4.107 · 10−8A222 + 1.76 · 10−10A22A33D22 − 2.273 · 10−6A22A33
+1.981·10−8A22D11−1.975·10−9A22D222−0.0001317A22D22+0.5896A22+2.361·10−10A233D22
+ 3.168 · 10−6A233 + 2.446 · 10−14A33D211 − 2.919 · 10−12A33D11D22 − 5.031 · 10−7A33D11
− 9.193 · 10−9A33D222 − 0.0009848A33D22 − 4.002A33 + 1.87 · 10−15D311 − 2.498 · 10−8D211
+ 5.876 · 10−12D11D222 + 5.461 · 10−6D11D22 + 0.2935D11 + 9.442 · 10−8D322 + 0.009723D222
+ 855.4D22 + 3.362 · 105 (67)
B12 = 1.181 · 10−9A11A22 − 1.417 · 10−14A11A33D22 − 3.733 · 10−9A11A33
+ 2.898 · 10−8A11D22 + 0.000283A11 + 7.103 · 10−14A322 − 8.536 · 10−13A222A33
− 1.272 · 10−12A222D22 + 4.882 · 10−8A222 + 2.387 · 10−12A22A233 − 1.078 · 10−11A22A33D22
− 6.838 · 10−10A22A33 + 9.121 · 10−11A22D222 + 4.451 · 10−5A22D22 − 0.04451A22
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− 1.713 · 10−12A333 + 3.965 · 10−11A233D22 − 3.387 · 10−7A233 − 1.188 · 10−15A33D11D22
+1.245·10−11A33D11−1.704·10−10A33D222−0.0001199A33D22+0.1166A33+1.052·10−9D11D22
− 1.102 · 10−5D11 − 4.21 · 10−10D322 − 0.0001512D222 + 5.838D22 + 174 (68)
B22 = 3.47 · 10−9A11A22 − 4.164 · 10−14A11A33D22 − 1.097 · 10−8A11A33
+ 8.517 · 10−8A11D22 + 0.0008316A11 + 2.087 · 10−13A322 − 2.508 · 10−12A222A33
− 3.737 · 10−12A222D22 + 1.435 · 10−7A222 + 7.014 · 10−12A22A233 − 3.167 · 10−11A22A33D22
−2.01 ·10−9A22A33 + 2.68 ·10−10A22D222 + 0.0001308A22D22−0.1308A22−5.035 ·10−12A333
+ 1.165 · 10−10A233D22 − 9.954 · 10−7A233 − 3.492 · 10−15A33D11D22 + 3.657 · 10−11A33D11
−5.006 ·10−10A33D222−0.0003524A33D22+0.3427A33+3.091 ·10−9D11D22−3.238 ·10−5D11
− 1.237 · 10−9D322 − 0.0004444D222 + 17.16D22 + 511.2 (69)
B33 = 3.863 · 10−14A211D22 − 5.972 · 10−10A211 − 2.915 · 10−9A11A22
−1.149·10−12A11A33D22+1.528·10−9A11A33−7.509·10−15A11D11D22+1.161·10−10A11D11
+ 8.042 · 10−12A11D222 + 1.136 · 10−6A11D22 + 0.005337A11 + 1.117 · 10−13A322
− 1.276 · 10−12A222A33 − 2.272 · 10−12A222D22 + 4.82 · 10−8A222 + 3.187 · 10−12A22A233
− 1.492 · 10−11A22A33D22 + 5.005 · 10−7A22A33 + 1.973 · 10−10A22D222 + 6.81 · 10−5A22D22
− 0.132A22 − 2.33 · 10−12A333 + 2.211 · 10−11A233D22 − 5.524 · 10−7A233
+ 4.795 · 10−15A33D11D22− 9.827 · 10−13A33D11 + 4.339 · 10−10A33D222− 5.826 · 10−5A33D22
+ 0.04909A33 + 3.601 · 10−16D211D22 − 5.567 · 10−12D211 + 1.775 · 10−13D11D222
+1.543·10−8D11D22−0.0003456D11−4.798·10−9D322−0.001439D222−84.11D22+2.893·104
(70)
D12 = −0.00002158 + 0.3403 ∗D22 (71)
D33 = 8.384 · 10−15A211D22 − 1.296 · 10−10A211 − 4.726 · 10−10A11A22
−2.071·10−13A11A33D22+2.926·10−10A11A33−1.029·10−15A11D11D22+1.591·10−11A11D11
+ 1.647 · 10−12A11D222 + 1.821 · 10−7A11D22 + 0.001119A11 + 1.359 · 10−15A322
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− 8.108 · 10−14A222A33 + 9.709 · 10−9A222 + 1.386 · 10−13A22A233 − 4.91 · 10−12A22A33D22
+ 1.571 · 10−7A22A33 + 3.604 · 10−11A22D222 + 1.287 · 10−5A22D22 − 0.03074A22
+ 1.865 · 10−12A233D22 − 1.58 · 10−7A233 − 1.718 · 10−16A33D11D22 + 2.656 · 10−12A33D11
+ 1.768 · 10−10A33D222 + 3.767 · 10−6A33D22 − 0.01015A33 + 4.817 · 10−17D211D22
− 7.446 · 10−13D211 + 3.608 · 10−9D11D22− 5.577 · 10−5D11− 1.33 · 10−9D322− 0.0003905D222
− 28.92D22 + 8966 (72)
These estimation equations correspond to the trends that can be observed in the scatter
plots of Figure 164 in Appendix A. The regression sorts out which of the known variables
correlates best (having low scatter in Figure 164) with the unknown [ABD] terms. Using
this approach the unknown [ABD] terms can be accurately estimated. Figure 105 displays
the error distributions for each of these terms. Note that the accuracy for A12 and D12 is
not plotted because these two terms are linearly proportional to A22 and D22, respectively,
and thus can be predicted with 100% accuracy.
6.3.2 Unstiffened Laminate
The regression process described above is also used to generate [ABD] estimation equations
for the unstiffened composite laminate. The only difference is in the independent variables.
For this panel concept, the known variables are t, r, s, D11, and D22. In addition to
the terms that were estimated for the previous panel concept, A11, A22, and A33 must be
included because they were not used as optimization variables for the unstiffened panel. The
terms D13 and D23 must also be estimated because they are non-zero for the unstiffened
laminate. Fortunately, all of the [B] matrix terms are zero because the laminates used for
optimization are all balanced and symmetric. The equations for estimating the remaining
terms are shown below.
A11 = 6.968 · 106trs− 6.968 · 106tr − 5.192 · 106ts+ 1.273 · 107t− 29.61r3
+ 3.933 · 10−5r2D11 − 5.16 · 10−5r2D22 + 45.76r2 + 7.64rs+ 1.934 · 10−11rD11D22
−4.162·10−5rD11+4.886·10−5rD22−20.86r−4.312s−9.621·10−12D11D22+1.097·10−5D11
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Figure 105: Prediction Error for B11, B12, B22, B33, and D33
− 1.154 · 10−5D22 + 2.79 (73)
A12 = 4.106t
3 − 23.72t2 + 1.708 · 106ts− 1.073 · 10−5tD11 − 1.074 · 10−5tD22
+ 1.327 · 106t− 1.438s2 + 1.065s+ 2.055 · 10−5D11 + 2.056 · 10−5D22 − 0.4535 (74)
A22 = −6.968 · 106trs+ 6.968 · 106tr + 1.775 · 106ts+ 5.763 · 106t+ 30.12r3
− 4.194 · 10−5r2D11 + 5.057 · 10−5r2D22 − 46.07r2 − 7.882rs− 1.931 · 10−11rD11D22
+4.42 ·10−5rD11−4.785 ·10−5rD22+20.79r+3.874s+9.605 ·10−12D11D22−1.161 ·10−5D11
+ 1.129 · 10−5D22 − 2.646 (75)
A33 = −20.48t2 + 1.708 · 106ts− 8.976 · 10−6tD11 − 8.989 · 10−6tD22
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+ 1.397 · 106t− 1.318s2 + 0.9481s+ 2.003 · 10−5D11 + 2.004 · 10−5D22 − 0.4074 (76)
D12 = 8.812 · 105t3 + 0.09932t2 − 0.008681ts− 0.02142t+ 0.02309r2s− 0.008236r2
+ 3.626 · 10−7rsD11 − 3.645 · 10−7rsD22 − 0.02273rs− 1.344 · 10−7rD11 + 1.351 · 10−7rD22
+ 0.008104r − 7.469 · 10−14sD11D22 − 1.307 · 10−7sD11 + 2.333 · 10−7sD22 + 0.004188s
+ 1.136 · 10−13D11D22 − 0.5D11 − 0.5D22 − 5.003 · 10−5 (77)
D33 = 8.87 · 105t3 + 0.1247t2 + 1.095 · 10−12tD211 − 1.676 · 10−12tD11D22
− 6.588 · 10−8tD11 + 1.094 · 10−12tD222 − 6.572 · 10−8tD22 − 0.03607t− 1.21 · 10−8rsD11
+ 1.212 · 10−8rsD22 − 2.833 · 10−6rs+ 4.485 · 10−9rD11 − 4.493 · 10−9rD22 + 1.05 · 10−6r
+ 6.017 · 10−9sD11 − 6.028 · 10−9sD22 + 1.409 · 10−6s− 1.337 · 10−19D311 − 7.909 · 10−13D211
+ 1.418 · 10−12D11D22− 0.5D11− 1.334 · 10−19D322− 7.907 · 10−13D222− 0.5D22 + 0.002333
(78)
The terms D13 and D23 are not included in the prediction equations above because
accurate estimation could not be achieved with the regression approach. These two terms
describe the bending moments Mx and My caused by twisting of the laminate. The terms
D13 and D23 are heavily dependent on the stacking sequence of the laminate and thus
are difficult to estimate from the limited number of variables used to describe the laminate.
Fortunately, the twisting loads are very low in the application demonstrated in this research,
and in most acreage applications of composite laminate in aerospace structures. In cases
where twisting moment was not low, it would be necessary to include another term in the
panel variables to describe this stiffness.
The remaining [ABD] terms calculated by the equations above were all able to be accu-
rately calculated; all have 100% accuracy.
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CHAPTER VII
OPTIMIZATION OF A METALLIC WING BOX
The objective of this chapter is to demonstrate that the stiffened panel optimization method-
ology developed in this research can be integrated with a FEM -based design environment.
This is achieved by setting up the panel methodology in a bi-level optimization environment
with a metallic wing box. To simulate the presence of static aeroelasticity constraints, a
maximum wing tip deflection constraint was imposed on the optimization. The objective of
the optimization was to find a stiffness distribution on the structure that met the wing tip
deflection constraint (δT,req) while minimizing mass (m) of the wing box top and bottom
skin.
The wing box optimization was performed with the bi-level strategy presented in Chap-
ter 6. At the global level, the longitudinal stiffness of the skins was controlled to achieve
a desired wing tip deflection. At the local level, the mass of the wing box skins was min-
imized while simultaneously achieving the longitudinal stiffnesses prescribed at the global
level. Successful optimization of the wing box skins is demonstrated in this chapter, proving
the viability of the stiffness-based panel optimization approach developed in this research.
7.1 Description of Model
The model used for the optimization demonstration in this chapter is a wing box structure
similar to that of a Boeing 737. The wing box provides the primary load path for the wing
as well as necessary stiffness for the structure. The wing box is shown overlaid on a 737
planform in Figure 106.
7.1.1 Geometry and Mesh
The overall dimensions of the wing box as well as the internal structure are given in Figure
107. The FEM mesh for the wing box is also shown in Figure 107. Average element size of
the mesh is 6 inches. The wing box has a forward and rear spar and 27 ribs. The leading
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Figure 106: Outline of Wing Box on 737-300 Planform (Adapted from Reference [18])
edge of the wing is not included in the model because it is usually not a load-bearing
structure on commercial aircraft wings, and thus is not designed as an integral part of the
wing box structure. Additionally, trailing edge features (flaps, ailerons) are not included on
this model because they are also designed separately.
In addition to the features described above, the skins of the wing box have attached
stiffeners to provide additional strength and stability to the structure. The wing box FEM in
this study uses a “smeared” modeling approach for the top and bottom skins. In conceptual
design, smeared panels are typically used because of their design flexibility. For smeared
panels, the analysis of the skin+stiffener combination is performed analytically instead of
using a separate mesh geometry to represent each part of the panel. For this example, all
of the skin stiffeners are represented analytically. This allows for the dimensions of the
stiffened panel to be modified without having to generate a new FEM mesh. Figure 108
shows equivalent smeared and discrete cross-sections of the wing box.
On the wing skins, the smeared panels are broken up in the span-wise direction by the
ribs. Area between the ribs is referred to as a “bay.” Within each bay, the skin panels are
sub-divided in the chord-wise direction to provide additional flexibility in the optimization.
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Figure 107: Dimensions and Mesh of Wing Box Structure
Figure 108: Equivalent Smeared and Discrete Cross-Sections
The smeared panel breakdown for the top and bottom skins is shown in Figure 109.
7.1.2 Load Cases
For conceptual design, typically around 5-10 load cases are used to size the structure. For
the final detailed design of an aircraft, over 10,000 load cases are often considered, but
90% of the structure is usually driven by 5-10 critical load cases. For an aircraft wing
box of the kind considered in this here, common load cases used for conceptual sizing are:
+2.5g pull-up, -1.0g pull-down, taxi bump loads, 2-point braked roll, and maximum aileron
deflection (see Section 2.2). Of these five, only the +2.5g pull-up load case was chosen for
demonstration purposes. To demonstration the significance of the +2.5g load case, Figure
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Figure 109: Wing Box Skin Component Definition
110 shows a plot of the controlling load cases for a baseline sizing using all five load cases.
The figure shows that a significant portion of the structure is sized according to the +2.5g
load case. Although the methodology is capable of efficiently handling multiple load cases,
the +2.5g case was used for simplicity.
Figure 110: Controlling Load Cases for Wing box FEM
The +2.5g pull-up load case was determined with the discrete load approach described
in Section 2.2. The resulting distribution of lift, drag, and pitching moment is plotted in
Figure 111. Each of these discrete loads is applied at a rib location.
After applying these external loads to the FEM , a FEA was used to calculate the inter-
nal element loads of the structure. Plots of the element Nx, Ny, and Nxy are given in Figures
112 through 114. Plots of the bending moments Mx, My, and Mxy are given in Appendix
H. The bending moments are not used by the optimization methodology presented in this
research, but are still included to show that their relative magnitude is low enough to be
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Figure 111: Discrete Loads Applied to Wing box FEM for +2.5g Load Case
neglected (failure criteria are no longer driven by bending loads). Additionally, note that
the element loads presented in this section are for the baseline wing box design. The distri-
bution of load varies during the optimization because the stiffness of the FEM is modified
during iterations, and the FEA is rerun.
The final aspect of the loads to consider is which Nx − Ny quadrants the panel loads
occupy. Figure 115 shows that the majority of the panel loads fall into either the +/+
or -/- load quadrant. This is useful for understanding the expected accuracy of the panel
optimization by comparing to the accuracy results presented in Section 4.2.
7.1.3 Optmization Setup
This optimization example with the 737-similar wing box uses the bi-level optimization
process described previously in Section 2.5 and 6.1 and the global stiffness control approach
described in Section 6.2.1. As introduced in Section 6.2.1, the global level of the optimization
209
Figure 112: Baseline Internal Element Nx for +2.5g Load Case
Figure 113: Baseline Internal Element Ny for +2.5g Load Case
controls axial membrane stiffness of the skin panels, A11. This global variable was selected
because one of the constraints of the optimization is to meet a required wing tip deflection
(δT,req). The axial (span-wise) membrane stiffness of the skins has a significant amount of
control over the vertical deflection of the wing tip deflection. This is because adding material
to the top and bottom skins is the most mass-efficient way of adding bending stiffness to the
wing box. For the optimization presented in this chapter, the tip displacement requirement
was set at 54.5 inches. This value was chosen to force the tip displacement to be a driving
requirement in the optimization.
Additionally, A11 is closely related to the mass of the metallic I-stiffened panel, as
described in Section 3.5.2. Mass must be minimized at the global level in the optimization.
The formal problem statement for the new wing box optimization at the global level is given
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Figure 114: Baseline Internal Element Nxy for +2.5g Load Case
Figure 115: Scatter Plot of Axial and Transverse Running Load for 737-Similar Wing Box
Skin Loads
in Equation 79.
{A11} for min mskins = f(A11) s.t.
{
δT ≤ δT,req (79)
Similar to the global level, the objective of the local optimization is to minimize mass
(mpanel). This optimization is a function of the remaining panel stiffness terms that were
not specified at the global level (A22 , A33 , etc.). The local optimization is subject to the
constraint that the A11 term must match the value specified from the global level (A11,global).
Finally, the local optimization must also produce designs which satisfy the panel failure
criteria. This is denoted by the metric φ, which is less than or equal to zero when all of the
criteria are met. The formal optimization statement for the local level is given in Equation
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80.





Once the local optimization is performed for each panel, the sum of the panel masses
determines the optimum structural mass for the given global stiffness distribution. Then
the global stiffness distribution is updated (using methodology described in Section 6.3.1),
FEA is re-run to obtain a new load path, and the process repeats. This continues until a
global stiffness distribution is determined for the top and bottom skin which satisfies the
global deflection constraint with the lowest possible stiffened panel mass.
7.2 Baseline Optimization
Two baseline optimizations were performed to establish a point of comparison for the re-
sults from the stiffness based optimization. The first optimization establishes an absolute
minimum mass by not including a global wing tip displacement constraint. The second
optimization does include the tip displacement requirement and is used to compare to later
results. HyperSizer was used to generate the baseline designs. In both baseline optimiza-
tions, all failure criteria listed in Table 1 of Section 2.6.1.5 were used. The optimization
was performed on the top and bottom skins of the wing box.
7.2.1 Optimization without Tip Displacement Constraints
The first baseline optimization is used to establish an absolute minimum mass for the top
and bottom skins. This was done by leaving out the wing tip displacement requirement
and simply optimizing each panel to meet the failure criteria. The resulting mass is 728
lbm for the top skin and 512 lbm for the bottom skin. Wing tip deflection for this baseline
optimization is 87.94 inches, which is greater than the 54.5 inch requirement used in the
next baseline optimization. Thus, a substantial amount of mass will must be added to lower
the wing tip deflection to meet the requirement.
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7.2.2 Optimization Including Tip Displacement Constraints
In the next baseline design, the upper and lower skins were optimized with a traditional
sizing approach in HyperSizer to meet the wing tip deflection requirement. HyperSizer has a
specific tool, HyperFEA, which allows iteration with FEA to meet FEA-based requirements
(deflection, global buckling, etc). This tool was used to develop a comparative design that
enforces a wing tip deflection constraint of 54.5 inches. The final stiffness distribution from
HyperFEA is given in Figure 116. HyperFEA produced a final mass of 1454 lbm for the
top skin and 1021 lbm for the bottom skin (2475 lbm total) in four iterations, shown in
Figure 117.
As expected, the wing box skin mass from this optimization is considerably higher
than the first baseline optimization because of the wing tip displacement requirement. The
mass resulting from this baseline result will be compared to the stiffness-based optimization
results discussed in the following sections.
Figure 116: Final A11 Distribution From HyperSizer Optimization
7.3 Stiffness-Based Optimization
This section presents the optimization results using the methodology developed in this re-
search for the metallic I-stiffened panel, discussed in Chapter 3, and the bi-level optimization
strategy presented in Section 6.1. The first set of results presented are from an optimiza-
tion that uses only two control points at the global level, forcing a linear distribution of A11
over the top and bottom skins of the wing box. The second set of results uses five control
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Figure 117: HyperFEA Iterations for Baseline Design
points at the global level, allowing for the A11 distribution to be quadratic in the span-wise
direction and linear in the chord-wise direction. Next, the optimum quadratic distribution
of A11 (using five control points) is applied to an optimization in the physical domain to
ensure that the final stiffness distribution is realistic. The final set of results is an example
application of the methodology that leverages its high optimization efficiency.
7.3.1 Linear Global Stiffness Distribution
The first optimization with the wing box used a linear stiffness distribution on the top and
bottom skin. This linear distribution uses the same control point approach described in
Section 6.2.1, but used only two control points instead of five. These control points were
placed at the root and tip of the wing skins. Thus, a total of only four global variables were
needed to run the optimization. The bi-level optimization was performed as described in
Section 6.1.
With fewer design variables, this optimization needed the fewest iterations to converge.
However, there was a small sacrifice in final mass because the optimizer was not able to
tune the stiffness distribution in the chord-wise direction due to the form of the parametric
surface (span-wise linear). The structure converged to 2400 lb in 22 iterations, as shown in
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Figure 118.
Figure 118: Optimization Convergence with Two Control Points
Because there are only two global variables for the top and bottom skin, progression
through the global design space can be tracked in a 2D plot. This helps demonstrate how
the global optimizer iterates toward the final solution. The two plots in Figure 119 track the
iterations for the top and bottom skin. The x-axis gives the A11 value specified at the root
control point and the y-axis gives A11 for the wing tip control point. All control points start
off at the maximum allowed value. Both plots display isolines of the total assembly mass
corresponding to the combination of root and tip A11. These isolines are linear because the
global A11 distribution is linear.
The optimization approach described in Section 6.1 is evident in Figure 119. Starting
from the highest allowed A11 for all control points, the optimizer alternates between reducing
the root and tip values until reaching convergence. In each step, the optimizer always moves
to a point with a lower mass. Convergence occurs when mass can no long be reduced without
violating the wing tip displacement constraint or local failure criteria.
The final stiffness distribution for the top and bottom skins is given in Figure 120. These
distributions correspond to the final control point values in Figure 119. Interestingly, the
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Figure 119: Iteration History for the Two CP Approach with Assembly Mass (lbm) Isolines
A11 distribution is nearly flat on both the top and bottom of the wing box, at a value of
approximately 3.5e6 lb/in. This is likely due to the enforced linearity of the distribution.
The panels toward the wing tip are narrower, so increasing their required stiffness has less
impact on total mass. This drove the solution to have abnormally high stiffness at the
wing tip to compensate for the inefficiency of the linear stiffness distribution, thus giving a
mostly flat solution.
Figure 120: Final A11 Distribution with Two Control Points
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7.3.2 Quadratic Global Stiffness Distribution
The second optimization performed with the wing box uses five control points to produce an
A11 distribution at the global level, directly applying the methodology described in Section
6.2.1. The bi-level optimization was performed as described in Section 6.1.
The solution with five control points took longer to converge but was able to find a lower
mass solution than with two control points. The iteration history of this optimization is
shown in Figure 121. The iterations follow a similar trend to the two control point solution,
except that the target tip displacement was met before minimum mass is achieved. The tip
displacement oscillated near the required value as the optimizer continued to remove mass
from the structure.
Figure 121: Optimization Convergence with Five Control Points
This solution took 59 iterations to converge, 2.7 times as many as the two control
point solution. This roughly corresponds to the 2.5 times increase in the number of design
variables. This linear behavior in the relationship between number of iterations and number
of design variables is to be expected for the compass search optimization algorithm. The
final mass was 2302 lbm, achieved by 79 analysis calls.
The final stiffness distribution for the top and bottom skins is given in Figure 122. Due
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to the flexibility of the parametric surface with five control points, the A11 distribution
was able to be tuned in both the chord-wise and span-wise direction to achieve minimum
mass while also meeting the tip deflection requirement. The distribution has significant
chord-wise variation near the root of the wing, and also an overall nonlinear decrease from
root to tip, typical of a wing of this type.
Figure 122: Final A11 Distribution with Five Control Points
7.3.3 Reverse Mapping to Physical Domain
The reverse mapping performed here is not as rigorous as the approach described in Sec-
tion 3.9. The goal of the reverse mapping from Section 3.9 was to define a physical design
from the full stiffness definition (A11,A22,A33,D11,D22). The goal of the reverse mapping
presented in the current section is simply to verify that the optimum quadratic A11 dis-
tribution determined previously is physically feasible. This was accomplished by assigning
the A11 distribution in HyperSizer as a constraint for each panel. The A11 value for each
panel was determined by extracting the A11 at the panel centroid from the final parametric
distribution given in Figure 122. Finally, HyperSizer optimized each panel by determining
physical dimensions which minimize mass and satisfy all failure criteria.
HyperSizer was able to find dimensions for each panel that satisfy the A11 distribu-
tion dictated by the stiffness-based methodology. Thus, the stiffness-based optimization
methodology is an accurate representation of the detailed panel optimization performed
by HyperSizer. The total mass reported by HyperSizer for the A11 distribution is 2381
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lbm, which is only 3% different from the mass reported in Section 7.3.2. Additionally, the
margins of safety reported by HyperSizer for the failure criteria were all positive, indicating
that the optimum A11 is physically feasible given the applied loads.
7.3.4 Summary of Results
Tables 32 and 33 summarize the masses and run times from each of the optimization ap-
proaches described above and provide the % difference from the baseline. Compared to the
baseline optimization, both solutions from the linear optimization approach produce a lower
mass in substantially less run time. The optimization with five control points was able to
achieve a slightly lower mass due to greater flexibility of the A11 distribution. However, this
came at the cost of run time because more iterations were required to handle the increased
number of global variables.
Note that the improvement in efficiency of the bi-level optimization over the baseline
optimization is not as large as reported in Section 4.4 at the panel level. This is because the
global-level optimization algorithm (discussed in Section 6.1) was designed for demonstra-
tion purposes and requires a higher number of global iterations than the baseline. However,
the overall objective of this chapter was to demonstrate that the novel panel optimization
methodology could be coupled with a FEM -based environment, not to demonstrate a novel
global-level algorithm. To this end, the results presented in this section show successful
completion of this objective because of the small difference between the baseline mass and
the bi-level optimization mass.
A second note to make about efficiency pertains to the reverse mapping to the physical
domain (last entry of Table 33). This process is slower than the bi-level optimization because
it requires running HyperSizer to achieve the final physical designs. However, the reverse
mapping only needs to be run once at the very end of a conceptual design to transition into
preliminary and detailed design. Thus, the run time for reverse mapping does not negatively
impact the overall capability of the conceptual optimization methodology presented in this
research.
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Table 32: Summary of Masses and Run Times for 737-Similar Wing Box Skin Optimization
Optimization Top Skin Top Skin Bottom Skin Bottom Skin
Mass (lbm) % Diff. Mass (lbm) % Diff.
HyperSizer, Baseline 1454 0 1021 0
Bi-Level Optimization, 2 CPs 1239 -14.8 1161 13.7
Bi-Level Optimization, 5 CPs 1229 -15.5 1073 5.1
HyperSizer, Reverse Mapping 1271 -12.6 1110 8.7
Table 33: Summary of Masses and Run Times for 737-Similar Wing Box Skin Optimization
(cont.)
Total Total Run Run Run
Optimization Mass Mass Time Time Time
(lbm) % Diff. (min) % Diff. Factor Diff.
HyperSizer, Baseline 2475 0 480 0 0
Bi-Level Optimization, 2 CPs 2400 -3 15 -96.9 32x Faster
Bi-Level Optimization, 5 CPs 2302 -7 50 -89.6 10x Faster
HyperSizer, Reverse Mapping 2381 -3.8 120 NA NA
Figure 123: Curve of Wing Skin Mass versus Wing Tip Displacement
7.3.5 Example of Possible Trade Studies
The efficiency made possible by the new panel optimization methodology implemented in
this research enables stiffness-based studies to be performed quickly for conceptual design
purposes. The example used here is the generation of a curve that displays total mass as a
function of required tip displacement, shown in Figure 123. The stiffness-based optimization
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was run with five control points for each wing tip displacement value shown in Figure 123.
This entire curve was generated in approximately the same amount of time as a single
run with traditional sizing in HyperSizer. For comparison, three required tip deflections
were run in HyperSizer and overlaid on the stiffness-based points, showing the accuracy
of the approach. Note that the masses begin to plateau beyond 70 inches of required tip
displacement as the skins become controlled more and more by failure criteria rather than
stiffness requirements.
The mass versus tip displacement curve is just one possible application of the rapid
stiffness-based optimization. Any process which requires a particular stiffness distribution
over the structure (most aeroelastic applications) can be handled with the techniques pre-
sented in this research. The global optimization could easily be modified to constrain the
wing deformation to a required bending or twisting profile along the span of the wing.
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CHAPTER VIII
OPTIMIZATION OF A COMPOSITE WING
This chapter demonstrates application of the stiffness-based linear optimization methodol-
ogy for FEM integration with a composite structure. The demonstration is performed on
the wing structure of the F-86 Sabre Jet. The F-86 is a single-seater subsonic fighter jet that
was developed shortly after World War II by North American Aviation, shown in Figure
124. This vehicle was chosen because it has been retired for long enough that data such
as structural mass, load envelopes, internal structure, etc. are widely available. Although
the original F-85 wing structure was constructed of aluminum, performing a composite
re-design holds academic value for maximizing mass savings over the baseline design.
Figure 124: F-86D “Sabre Dog” [19]
The goal of this example optimization is to demonstrate that the stiffness-based method-
ology is capable of interfacing with a FEM using composite materials. The optimization
was simplified relative to the example performed in Chapter 7 by removing the wing tip
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displacement constraint. The result is that the number of iterations is reduced to two. This
simplification was made to avoid demonstrating the iteration capability twice.
In the sections below, the geometry, mesh, and optimization setup of the FEM are de-
scribed. Next, the results of baseline optimizations performed in HyperSizer are presented.
The baseline optimization was first performed with aluminum to ensure that the techniques
applied in this research produce a structural mass similar to what has been documented
in previous literature. The second baseline optimization was also performed in HyperSizer,
this time with a composite material to establish a point of comparison for the new method-
ology. The final section contains the results of performing optimization with the linear
stiffness-based methodology presented in this research, and is compared to the baseline
composite mass from HyperSizer.
8.1 Description of Model and Optimization
The portion of the F-86 structure used in the optimization demonstration is shown in Figure
125.
Figure 125: Portion of F-86 Planform Used for Optimization Example (Adapted from [20])
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The primary difference between this wing structure and the one presented in Chapter
7 is that it is designed for high-speed flight and therefore has a much lower thickness-to-
chord ratio than the 737 wing box. The result is that the internal wing structure must
be configured differently to support the high-g maneuvers required of a fighter jet. The
low thickness of the wing means that there is not room for attached stiffeners on the skin
to provide additional stiffness. Thus, the ribs and spars must be placed close together to
provide the necessary strength and structural stability. These features are identified in the
next section.
8.1.1 Geometry and Mesh
Figure 126: Dimensions (in) of F-86 Wing Internal Structure and Wing Mesh
The overall dimensions of the wing structure are given in Figure 126. These dimensions
were established from the baseline model in A. Sirirojvisuth’s work [116]. The wing has a
total of 18 ribs and 3 spars, and uses a NACA 0009 airfoil at the root and a NACA 0008
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airfoil at the wing tip [117]. The FEM mesh was created with Loft, a meshing software
developed by L. Eldred at NASA Langley. The mesh is fairly coarse, as is common for
conceptual FEMs ; average element size is 3.7 inches. This mesh is shown in Figure 126.
The boundaries of the panels in the FEM are defined by the internal structure of the
wing. The ribs break up the panels in the span-wise direction and the spars separate the
panels in the chord-wise direction. The resulting panel definition for the top and bottom
skin are shown in Figure 127, with a total of 55 panels for each skin. The section of skin aft
of the rear spar is not considered in the optimization because this is a part of the flaps and
ailerons, which are typically designed and manufactured as a separate part. These panels
are grayed out in Figure 127.
Figure 127: Wing Skin Panels for F-86 Wing Skin Optimization
Similar to the previous optimization example, the panels use a smeared stiffness rep-
resentation in the FEM . The difference here is that the panel concept is a simple solid
laminate instead of an I-stiffened panel as was used in the previous example. Thus, the
geometry of the smeared model and the actual model are very similar. This representation
depicted in Figure 128.
Figure 128: Smeared Stiffness Panel for F-86 Wing Skin
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The implication of this design approach is that the only geometry variable is the thick-
ness of the skins in each panel. For metallic construction, skin thickness is the only design
variable. With a composite design, the design variables also include ply angles and stacking
sequence of the plies.
8.1.2 Load Cases
Similar to the metallic wing box example, only a high-g pull-up maneuver load case is
considered for the F-86 example. The methodology presented in this research is capable
of handling multiple load cases, as discussed in Section 3.6.3, but only one is considered
for simplicity. The load case is a 7-g pullup maneuver at a vehicle mass halfway between
empty mass and maximum takeoff mass. This load case was taken from the V-n diagram
(pictured in Figure 129) found in the F-86 flight manual [21].
Figure 129: F-86 V-n Diagram [21]
The continuous pressure distribution approach presented in Section 2.2 was used to gen-
erate loads for the F-86 7-g pullup case. The software JavaFoil [118] was used to determine
the pressure distribution over the F-86 wing airfoil. The resulting pressure distribution is
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plotted in Figure 130.
Figure 130: Distribution of Pressure Coefficient Over F-86 Airfoil
This pressure distribution was scaled in the span-wise direction to account for 3D wing
effects. The selected span-wise distribution is shaped to account for the significant amount
of sweep on the F-86 wing, as described in Reference [119]. This distribution is shown in
Figure 131.
Figure 131: Distribution of Lift Scale Factor Over F-86 Wing Span
The full definition of the pressure distribution on the upper and lower skins is produced
by the combination of the two distributions above. The plot of pressure coefficient over the
area of the wing is given in Figure 132. Note that these pressures are plotted with respect to
the airfoil normal vectors, which point outward from the airfoil. This gives mostly positive
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values on the upper skin and mostly negative values on the lower skin.
Figure 132: Distribution of Pressure Coefficient Over F-86 Wing Skins
Mapping the pressure distribution in Figure 132 to the upper and lower skins in the
FEM provided the external load definition for this load case. Additionally, an acceleration
load of 7gs was applied in the -Z (downward) direction to provide the appropriate inertial
relief on the wing. The resulting in-plane element running loads (Nx, Ny, Nxy) calculated
by FEA are given in Figures 133 through 135.
Figure 133: Span-Wise Running Load (Nx) in F-86 Wing, per Element
Bending moments are not included here because they are not considered by the panel
optimization methodology presented in this research. However, they are provided in Ap-
pendix I to verify that their relative magnitude is small enough to be neglected in the
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Figure 134: Chord-Wise Running Load (Ny) in F-86 Wing, per Element
Figure 135: Shear Running Load (Nxy) in F-86 Wing, per Element
optimization.
The loads used for sizing are determined by the area-weighted average of the loads
in every element in each panel. These panel loads are given in Figure 197 through 199
of Appendix I. Additionally, the value of Nx and Ny are plotted for all panels in Figure
136. This scatter plot can be used to identify how many panels fall into each of the load
quadrants. This information is useful to identify which failure criteria RSEs were used from
Section 5.1.4.1.
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Figure 136: Scatter Plot of Axial and Transverse Running Load for F-86 Wing Skin Loads
8.1.3 Optimization Setup
Optimization of the F-86 wing is performed with a bi-level approach. The approach uses the
global-level FEM interfacing described in Section 6.2.2, where variable distributions are de-
scribed at the global level using polynomial functions. At the local level, mass optimization
is performed using the stiffness-based methodology adapted for composite laminates with
design variables t, r, s, D11, and D22, as described in Chapter 5. The overall integration of
these global and local capabilities is described below.
Figure 137: Bi-Level Optimization Process for the Composite F-86 Wing Example
The optimization process for the F-86 wing is more simple than the process presented
for the 737 wing because a wing tip deflection constraint is not being considered. This
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significantly reduces the number of iterations with FEA needed to converge on a solution.
In the resulting bi-level optimization environment, the global level is really only needed to
enforce a continuous distribution of the design variables because there are no global level
stiffness constraints. Because there are no global constraints, there is no need to control the
variable distributions at the global level. The continuous variable distributions are instead
generated by a regression of the local optimization results. The process for optimization of
the F-86 wing is outlined in Figure 137. The process shown in Figure 137 is essentially a
subset of the more complex FEM iteration process presented in Figure 20 of Section 2.5.
The flow chart was rearranged to provide a more clear visualization of the simplified process
for the F-86 wing example.
The process described in Figure 137 starts with a FEM that has an initial smeared
stiffness distribution and applied external loads. Internal element loads are produced from
analyzing the FEM , which are then used to derive the equivalent uniform loads for each
panel. Next, local optimization is performed with the panel loads and buckling spans
extracted from the model. Optimized skin variables are passed to the global level, where
a smooth, continuous distribution is generated from regression of the variables against the
panel centroid locations. The final step is to perform a 2nd optimization for each panel, this
time assigning the parameters r and s based on the value of the continuous distribution at
the panel centroid. This 2nd optimization produces the final mass of the structure, as well
as the final skin thickness distribution.
Translating the process described above into a formal global optimization statement,
the objective is to minimize the mass (m) of the upper and lower skin while constraining
the composite laminate variables t, r, and s to fall on a continuous polynomial function (ft,
fr, fs) over the area of the wing. This optimization statement is given in Equation 81.
{t, r, s} for min m = f(t) s.t.

t ∈ ft(x, y, xy, x2, y2)
r ∈ fr(x, y, xy, x2, y2)
s ∈ fs(x, y, xy, x2, y2)
(81)
At the local level, the optimization statement has a similar form to the one presented
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for the metallic wing box. The objective is to minimize the mass of the panel subject to
the constraint that the variables t, r, and s match the values specified at the global level
at the location of the panel (tG,i, rG,i, sG,i). Additionally, the panel is constrained to
pass all applied failure criteria (φij ≤ 0) This optimization statement is given in Equation
82. Optimization at the panel level uses all five variables presented in Chapter 5 for the
composite laminate.








The first objective of the baseline optimization is to establish a metallic structural mass
to verify that the general optimization approach for the F-86 is correct. Additionally,
comparing the metallic structure mass to previous literature establishes the validity of
the applied loads. The second objective is to use the same FEM to perform a baseline
optimization with a composite tape material. The results from this optimization establish
a point of comparison for the results from the stiffness-based methodology presented in this
research. Both baseline optimizations were performed in HyperSizer.
8.2.1 Aluminum Design
For this baseline optimization, all parts of the wing structure were considered, including
the skin, ribs, and spars. The structure was sized using Aluminum 7075, properties listed
previously in Table 9. All of the failure criteria listed previously in Table 1 of Section 2.6.1
were applied in the optimization, which includes both strength and stability analyses. A
minimum gauge of 0.04 inches was enforced to keep the aluminum from sizing down to an
un-manufacturable thickness.
The plots in Figure 138 and 139 show the margins of safety on the skins, ribs, and
spars. The majority of the margins are close to zero, indicating that HyperSizer was able
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to achieve a local optimum on these panels. A number of panels on the lower skin, as well
as the ribs and spars have margins significantly greater than zero. This indicates portions
of the structure that are lightly loaded and therefore encounter the min gauge constraint
during sizing.
Figure 138: Margins of Safety for F-86 Baseline Optimized Aluminum Wing Skins
Figure 139: Margins of Safety for F-86 Baseline Optimized Aluminum Wing Spars and
Ribs
Material thickness as optimized by HyperSizer is shown in Figure 140 and 141 for the
skins, spars, and ribs. The upper skin has the thickest panels at the root due to the high
compressive loads here. Although the loads in the upper and lower skin are relatively similar
in magnitude, the compression in the upper skin requires significantly greater thickness to
resist local buckling of the panel. In both the upper and lower skin, min gauge is encountered
towards the tip of the wing. An interesting feature of the material thickness result is that
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the structure developed natively developed a wing box-like construction with the 1st and
2nd spars and the skin between these two spars. This is the thickest part of the airfoil, so
it is more mass efficient to put material in that area to increase the overall stiffness of the
wing. Another note to make about this result is that the skin between the 1st and 2nd spar
is substantially thicker than the spars themselves, lending to an I beam-like construction.
Figure 140: Material Thickness for F-86 Baseline Optimized Aluminum Wing Skins
Figure 141: Material Thickness for F-86 Baseline Optimized Aluminum Wing Spars and
Ribs
The total optimized mass for the wing FEM is 763.9 lbm. Note that this mass is for
only the left wing of the vehicle. Both wings combined would have a mass of 1528 lbm.
This result is comparable to the 1643 lbm reported by A. Sirirojvisuth for the exact same
structure [116]. The 7% under-prediction is likely due to the fact that only a +7g pull-
up maneuver was used here for sizing. The addition of a negative-g pull-down load case
would cause the lower skin to size up, raising the wing structural mass slightly. Overall,
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the optimized mass is close enough to the mass found in literature to consider the analyses
used in this research to be viable.
The last piece of information to draw from these results is the mass of the portion of
wing skins considered for comparison to the stiffness-based methodology. The mass of the
wing skin subsection shown in Figure 127 is 439.3 lbm for the upper skin and 134.1 lbm for
the lower skin. This will be compared to results in later sections.
8.2.2 Composite Design
For the composite baseline optimization, only the subsection of the upper and lower skins
shown in Figure 127 is considered. The baseline optimization was performed in HyperSizer
using a composite tape material (properties are listed in Table 22 of Chapter 5). This ma-
terial has a minimum gauge of 8 plies (0.044 inches). Margins of safety from the composite
optimization are shown in Figure 142. Due to the higher strength of the composite material
compared to aluminum, more of the panels size to min gauge, causing margins to be greater
overall on the wing skin. Additionally, the composite skin thickness is forced to have dis-
crete steps due to the thickness of each ply, whereas the thickness of the aluminum can vary
continuously. This also causes the margins to be higher than those on the aluminum skin.
Figure 142: Margins of Safety for F-86 Baseline Optimized Composite Wing Skins
Thickness of the baseline composite skin, as well as percentage of 0◦ , 45◦ , and 90◦ plies
are shown in Figures 143 through 146. Thickness of the composite skin design follows
a pattern similar to that of the aluminum skins. The maximum thickness (top skin at
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the wing root) for the composite is actually slightly higher than for aluminum. Although
the composite tape material by itself is nearly twice as stiff as the aluminum in the fiber
direction, the final laminates require a significant number of 45◦ and 90◦ plies at the wing
root to support the Ny and Nxy loads in this area. Thus, the laminate ends up being slightly
thicker than the aluminum to provide sufficient bending stiffness to resist panel buckling in
this high-compression area.
Ultimately, the composite design is still much lighter than the aluminum because the
density of the composite material is less than the aluminum. The composite upper skin sec-
tion has a mass of 279.2 lbm and the lower skin section has a mass of 85.55 lbm. Compared
to the aluminum design, the skins are 36% lighter.
Figure 143: Material Thickness for F-86 Baseline Optimized Composite Wing Skins
Figure 144: Percent 0◦ Plies for F-86 Baseline Optimized Composite Wing Skins
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Figure 145: Percent 90◦ Plies for F-86 Baseline Optimized Composite Wing Skins
Figure 146: Percent 45◦ Plies for F-86 Baseline Optimized Composite Wing Skins
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8.3 Stiffness-Based Optimizaiton
The final section in this chapter contains the results produced by the bi-level optimization
of the F-86 wing skins using composites and the stiffness-based methodology developed in
this research. The results are presented in the order in which they were described in Figure
137 of Section 8.1.3. The first set of results are from the initial panel-based optimization,
with no continuity enforced between panels. Next, the results are given from enforcing
global continuity of the variables. The last set of results come from mapping the optimized
variables in the stiffness domain back to the physical domain to check final margins and
mass.
8.3.1 Initial Optimization Results
As described in Section 8.1.3, the first pass of the process was to perform optimization on a
per-panel basis, with no global linking between panels. The variable results for t, r, and s
are shown in Figures 147, 148, and 149 respectively. These results correspond to a top skin
mass of 307.0 lbm (10% greater than baseline) and 90.71 lbm (6.1% greater than baseline).
Along with the close match in total structural mass, the distribution of skin thickness also
closely matches that found in Figure 143 for the baseline composite design. This low error
indicates that the first pass of the stiffness-based optimization establishes a good starting
point for the composite wing skin design.
Figure 147: Per-Panel Skin Thickness from Stiffness-Based Linear Optimization
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Figure 148: Per-Panel Skin r Parameter from Stiffness-Based Linear Optimization
Figure 149: Per-Panel Skin s Parameter from Stiffness-Based Linear Optimization
8.3.2 Enforcing Global Variable Distributions
The second part of the process was to perform regression of the laminate variables t, r,
and s calculated above. This enforces a continuous distribution of these variables over the
wing skins by creating a polynomial representation of these three variables. Next, a second
pass of stiffness-based sizing was run to establish the final values for all five of the laminate
variables. The values of t, r, and s for each panel were dictated by the global polynomial
functions and enforced as constraints at the panel level, as described by Equation 82.
Once the final continuous distributions of r and s were established, they were mapped
back to a definition of ply percentages (P0, P90, P45). This was done by evaluating the ply
percentages from the value of r and s at every point on the wing skin, using the relationship
defined in Section 5.1.2.1 and also illustrated in Figure 104 of Section 6.2.2.
The final continuous distributions of wing skin thickness and ply percentages are given
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in Figures 150 through 153. Additionally, a contour map of skin thickness is given in Figure
154. These contours represent notional optimum ply shapes, with each blue line indicating
where five ply drops occur. Overall, the results from the final pass of the optimization are
Figure 150: Continuous Skin Thickness Distribution from Stiffness-Based Linear Optimiza-
tion
Figure 151: Continuous 0◦ Ply Distribution from Stiffness-Based Linear Optimization
quite similar to the baseline results, indicating validity of the approach. This optimization
produced a top skin mass of 307.2 lbm and a bottom skin mass of 91.1 lbm. This is only
slightly higher than the first optimization, indicating that the panel methodology was able
to enforce the continuous polynomial-based distribution of r and s over the wing skins
without incurring a significant mass penalties
An additional benefit of these results is that the variable distributions are smooth and
continuous, ultimately leading to a more manufacturable design. In the next section, these
results will be mapped to the physical domain to show that the stiffness-based optimization
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Figure 152: Continuous 90◦ Ply Distribution from Stiffness-Based Linear Optimization
Figure 153: Continuous 45◦ Ply Distribution from Stiffness-Based Linear Optimization
process produces viable designs.
8.3.3 Reverse Mapping to Physical Domain
Having completed the optimization in the stiffness domain, the last step is to map the results
back to the physical domain. This is done to ensure that the optimization performed in
the stiffness domain produces a realistic final design. Reverse mapping for the composite
laminate is achieved through a process similar to the one establish for the metallic I-stiffened
panel, described in Section 3.9. However, this reverse mapping is more simple because there
are significantly fewer geometry variables. Because the process is more simple, there is no
need to perform a sub-optimization to complete the process, as was required for the metallic
I-stiffened panel. The reverse mapping process for a single panel is outlined in Figure 155.
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Figure 154: Contour Curves of Skin Thickness Distribution
Figure 155: Reverse-Mapping Process for Unstiffened Composite Laminate Panel
The process starts with the stiffness-based solution for the panel, which consists of lami-
nate thickness, parameters r and s (mapped to %0◦ , %45◦ , %90◦ ), and bending stiffnesses
D11 and D22. With this information, laminates are generated using the capability presented
in Section 5.1.3.1. These laminates include slight permutations of laminate thickness and
ply percentages so that a range of up to 150 laminates can be generated for each panel.
These output laminates are then assigned to the corresponding panel in HyperSizer, where
the failure criteria are run for each panel to determine if the design is viable, and to perform
any final re-sizing if necessary. This determines the final laminate for the panel.
Figure 156 shows the final thickness of the reverse-mapped design in the physical domain.
The top skin has a mass of 295.7 lbm and the bottom skin has a mass of 90.67 lbm, for
a combined value of 386.4 lbm. This is a 5.9 % difference from the baseline optimization,
indicating validity of the approach.
Figures 157 through 159 show the corresponding ply percentages. These distributions
are substantially smoother and more continuous than the baseline distributions presented
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in Section 8.2.2. The distributions could be improved further by taking a mass penalty to
further improve continuity, if desired. For composite structures, continuity of design features
usually corresponds to better manufacturability. Trading manufacturability against mass
is a common design practice.
These results complete the optimization process for the F-86 wing skins. The next
section summarizes the masses from each step of the process and also compares the run
times needed for each step.
Figure 156: Skin Thickness of Final Reverse-Mapped Design in the Physical Domain
Figure 157: Percent 0◦ Plies of Final Reverse-Mapped Design in the Physical Domain
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Figure 158: Percent 90◦ Plies of Final Reverse-Mapped Design in the Physical Domain
Figure 159: Percent 45◦ Plies of Final Reverse-Mapped Design in the Physical Domain
8.3.4 Summary of Results
Table 34 and 35 summarize the mass optimization results for the composite F-86 wing skins
and the percent difference from the baseline. The difference in mass between the baseline
and linear optimization can be attributed to two sources. The first is the optimization
error discussed in Section 5.4 for the composite laminate. The mass difference found in
Table 34 is within the range of error found for the panel optimization. The second possible
source of the difference in mass is due to the polynomial functions applied at the global
level for the variables r, s, and t. Although the polynomial functions give a smooth and
continuous variable distribution, they cause the mass of the structure to go up because the
global design freedom is reduced. As mentioned previously, this is not necessarity a defect
of the optimization because it improves manufacturability of the structure.
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Table 34: Summary of Masses and Run Times for F-86 Wing Skin Optimization
Optimization Top Skin % Diff. Bottom Skin % Diff.
Mass (lbm) Mass (lbm)
HyperSizer, Baseline 279.2 0 85.55 0
Linear Optimization, 1st Pass 307.0 10 90.71 6.1
Linear Optimization, 2nd Pass 307.2 10 91.10 6.5
HyperSizer, Reverse Mapping 295.7 5.9 90.67 6.0
Table 35: Summary of Masses and Run Times for F-86 Wing Skin Optimization (cont.)
Optimization Total Mass (lbm) % Diff. Run Time (s) % Diff.
HyperSizer, Baseline 364.8 0 221 0
Linear Optimization, 1st Pass 397.7 9.0 21.1 -90
Linear Optimization, 2nd Pass 398.3 9.1 14.9 -93
HyperSizer, Reverse Mapping 386.4 5.9 30 -86.4
The mass of the final step in the process, reverse mapping to the physical domain, is
slightly closer to the original baseline value. This difference can be attributed to the small
amount of error that exists in the stiffness domain.
In terms of optimization efficiency (shown in Table 35), the linear optimization provides
a substantial improvement over the baseline. The total run time for the linear optimization
is 36 seconds for both the 1st and 2nd pass required to complete the process. This is
83% faster than the baseline optimization. This result is comparable to the efficiency gains
presented in Section 5.5 because a similar number of panel optimizations are performed in
the baseline and linear approach.
Overall, the results presented here show that the stiffness-based panel optimization
meets the objective of this chapter, successfully demonstrating ability to couple with a
FEM -based design environment using composite materials. The approach developed in this




CONCLUSIONS AND FUTURE WORK
This chapter closes out the dissertation by providing conclusions of the results presented and
also providing discussion on future avenues to investigate with the methodology developed
in this research.
9.1 Conclusions
The research question that formed the premise of this research was to determine if a stiff-
ened panel optimization environment could be constructed to provide significant improve-
ment in efficiency over existing methods, retain the accuracy of higher-fidelity physics-based
structures tools, and also have low offline run-time requirements. These characteristics are
necessary for the structures discipline to function well in a multi-discipline optimization
environment. Four objectives were created to form a hypothesis for addressing this research
question (outlined in Section 1.2). A discussion of these objectives and how they were met
is given below.
The study was initiated by first examining how existing tools could be used to expedite
stiffened panel design. Of particular interest was the application of a design of experiments
and response surface equations to the stiffened panel design environment to provide a surro-
gate model for the panel failure criteria. This allowed for a rapid gradient-based optimizer
to be implemented for stiffened panel design. The optimizer had a run time of 3 seconds for
an example metallic I-stiffened panel loaded in compression. This compares favorably to a
traditional optimization performed in HyperSizer, which requires a run time of 247 seconds
to produce the same level of mass accuracy.
Although the improvement in efficiency listed above is substantial, there is still a desire
for further improvement to make the panel optimization more suitable for multi-discipline
integration. This formed the second research objective, which was accomplished through
a novel change of variables in the stiffened panel optimization problem, mapping from the
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physical domain to the stiffness domain. The mapping allowed for accurate linearization
of the stiffened panel design space. By linearizing the design space, the Simplex Algorithm
was able to be used for optimization, vastly improving efficiency of the process. With this
methodology, the stiffened panel optimization run time was reduced to 0.13 seconds.
To ensure that the new methodology retains most of the accuracy of higher-fidelity
approaches, thorough validation was performed. The validation was accomplished by com-
paring the new stiffness-based optimization environment to the traditional optimization
tool HyperSizer in three areas of accuracy. The first comparison demonstrated that the
linearized design space provides accurate representations of panel failure criteria with er-
ror less than 10%. The second comparison verified that the stiffness-based optimization
methodology is able to produce an optimum panel with average mass error less than 10%.
The third comparison verified ability to determine if a stiffness constraint imposed on the
optimization can be correctly identified as feasible or infeasible (necessary for iterating with
FEA ). This was done with error less than 4%.
The third research objective was to demonstrate generality of the panel methodology
by applying it to composite panels. This was done with two panel types: an unstiffened
laminate and an I-stiffened panel. The application to composites panels was developed in
a very similar manner to that of the metallic panel, with a few modifications needed to
handle the increased complexity of the material. Accuracy of the failure criteria and mass
optimization was also verified, showing similar amount of error to the metallic panels.
To meet the final objective of the research, the stiffness-based optimization methodology
was applied to two FEM -based design environments. The first example was with a metallic
wing box structure. The objective of this optimization was to minimize the mass of the
I-stiffened skins while meeting a wing tip deflection requirement. This was achieved by
controlling the longitudinal stiffness of the skin panels at the global level. The methodology
was ultimately able to achieve a lower total mass than the baseline optimization from
HyperSizer (2302 versus 2475 lbm) in a fraction of the run time (50 versus 480 minutes).
The second FEM -based example used a composite wing structure. In this optimiza-
tion, mass of the wing was minimized by controlling the distribution of skin thickness and
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ply counts at the global level with a continuous polynomial. The mass of the wing skins
optimized with the stiffness-based methodology closely matched the baseline design from
HyperSizer (9.1% error), indicating validity of the approach. The stiffness-based optimiza-
tion ran in 14.9 seconds, which is significantly faster than the 221 seconds of the HyperSizer
optimization.
Overall, the content discussed above demonstrates completion of the objectives set forth
for this research. The new stiffened panel methodology has been shown to be highly efficient,
accurate, general enough for application to composites, and capable of coupling with an
FEM -based design environment. Thus, the methodology is well suited to serve the purpose
of integrating with a large-scale multi-discipline environment, as described in the motivation
for the research.
9.2 Future Work
This section presents several topics that warrant consideration but were not on the critical
path to complete the objectives set forth for this research. These are recommended to be a
part of future work for this research.
9.2.1 Piece-Wise Linear Constraints for Simplex
One of the main contributors to the error present in the solutions produced by the linear
optimization is the linear constraints necessary for domain mapping. These were needed
to properly map from the physical domain to the stiffness domain (introduced in Section
3.4, error discussed in section 4.2.3). These stiffness domain constraints are needed to
ensure that design points selected in the stiffness domain can feasibly be mapped back to
the physical domain. The challenge is that the boundary of the domain can be nonlinear,
as shown in Figure 160. This does not pose a problem when the boundary is convex
because multiple linear constraints can be used to to approximate the boundary. However,
a concave boundary can only be approximated with segments of a linear constraint. These
two concepts are depicted in Figure 160.
The traditional Simplex Algorithm used for linear optimization applied in the current
research is not capable of handling piecewise linear constraints. For this reason, nonlinear
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Figure 160: Use of Piecewise Linear as Domain Constraints
boundaries could only be represented precisely if they were convex. However, extensions
of the Simplex Algorithm have been made in recent years to handle piecewise linear con-
straints. The approaches by Wolf [120] and Fourer [121] both address this challenge. Im-
plementing these approaches in the present research would improve representation of the
domain boundaries, thus improving optimization accuracy. This task was not addressed in
the current work due to the substantial programming effort required.
9.2.2 Application to Other Stiffener Concepts
To further demonstrate the generality of the methodology developed in this research, the
next step would be to apply it to other panel concepts such as those shown in Figure
27 in Section 2.6.1. The hat-stiffened panel is an obvious choice for application of this
methodology because of its widespread use through fuselages and barrel sections of launch
vehicles.
9.2.3 Internal Structural Arrangement Studies
As discussed in Section 2.3, studies of internal structural arrangement are a critical part
of conceptual design. This pertains to finding optimum placement of primary structural
features such as ribs, spars, frames, and bulkheads. Determining the optimum internal
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arrangement requires iterating through many configurations and performing detailed struc-
tural design with each. This process can be performed efficiently by applying the panel
optimization techniques in the current research.
To demonstrate applicability to internal arrangement studies, a global optimization
environment would be set up to automatically examine different arrangements. This could
potentially be accomplished by generating a FEM that contains every possible structural
member to be considered. An example of this setup is shown in Figure 161 for a supersonic
wing. The wing FEM contains a large number of ribs and spars which could be turned
“on” or “off” by the global optimizer. For each configuration considered by the optimizer,
FEA would be run to determine the internal load distribution and to evaluate constraints
such as wing tip deflection and global buckling. The methodology developed in this research
would be used drive the global optimization to meet global constraints as well as perform
the panel optimization for each configuration.
Figure 161: Supersonic Wing Setup for Optimization of Rib and Spar Arrangement
In addition to the simple bi-directional arrangement study shown in Figure 161, variation
in rib and spar orientation could also be added to the mix. As has been demonstrated in
References [9] and [10], rib and spar orientation can have a significant impact on deflection
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and twist of a wing box, as well as aeroelastic performance. The references showed that rib
and spar orientation can be tailored to meet these constraints with a more mass-optimal
solution than traditional rib and spar orientation. However, these studies were performed
on an academic rectangular wing box. The approach has yet to be demonstrated in the
literature with a realistic wing model. This gap in literature could be filled by applying the
optimization approaches discussed above to the X-29 wing. The X-29 is shown in Figure
162.
Figure 162: X-29 Experimental Flight Vehicle [22]
The X-29 wing is a good demonstration model because it presents a challenging aeroe-
lastic design problem. Due to the forward-swept configuration of the X-29 wing, divergence
is possible in high-g maneuvers. The forward-swept geometry inherently causes the wing
to twist to a higher angle of attack when the wing loading is increased. This problem was
handled in the X-29 design with tailored composites which twist forward when the wing
deflects upward [44]. However, the mass of the wing could be reduced by studying non-
traditional rib and spar orientations as discussed above. These studies could be performed
efficiently by applying the composite panel design methodology presented in this research.
Figure 163 displays potential internal arrangements to be explored for the X-29 wing box.
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Figure 163: Internal Arrangements of the X-29 Wing Box to be Studied
9.2.4 Consideration of Aeroelasticity
Aeroelasticity consists of the study of interaction between the aerodynamics and struc-
tures discipline, and is thus a subset of the broad multi-discipline environment introduced
in Section 2.1. This section identifies some of the challenges that exist when considering
aeroelasticity during design, from the perspective of the structures discipline. These chal-
lenges could potentially be addressed by the methodology developed in the current research.
As identified by Collar’s triangle [122], elastic forces are one of the three primary con-
tributors to aeroelastic analyses, along with aerodynamic forces and inertial forces. When
aeroelastic tailoring is performed on a structure, mass optimization becomes a sub-discipline
that must be run each time a new configuration is explored and new external loads are gen-
erated [39]. For this reason, it is desirable to have a simplified structural analysis tool with
low run times that is closely coupled with the global stiffness distribution of the struc-
ture. To achieve these analysis characteristics, many aeroelastic tailoring studies work with
structural models whose only design variable is skin thickness [39],[123] to improve run time.
However, this is an academic simplification and would not work in an actual manufactured
aerospace structure where there are other variables such as stiffener design and spacing, all
of which have a bearing on global stiffness.
Thus, a methodology that could fully capture the impact of stiffened panel dimensions
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while also having low run times would be valuable for aeroelastic tailoring studies. This
further re-iterates the need to have a fast, simplified structural sizing environment that
captures the coupling between local and global stiffness.
This need becomes more critical when the internal arrangement of structures is consid-
ered in conjunction with aeroelastic tailoring [9],[124]. Internal arrangement in aerospace
structures refers to the placement of significant structural members such as the ribs and
spars in a wing or the ring frames in a fuselage or rocket body. For each arrangement of
these structural members that is explored, the entire structure (external panels plus internal
structure) must be sized with the applied external loads. Because of the large number of
arrangements that are explored in aeroelastic tailoring, the run time of the structural sizing
tool is critical to the success of the optimization. Similar to the discussion on conceptual
design, it is important to capture the influence of local panel designs on global stiffness and
load distribution.
Typically, aeroelastic requirements are given as deflection and twist limits [125],[126],[127],
or as a stiffness distribution over a structure [128],[129]. The presented research is highly
capable of handling these requirements at a native level due to the use of a stiffness-based
design approach. Thus, a future application of the current methodology would be to perform




This appendix contains scatter plots that demonstrate the interactions between stiffness
terms for metallic and composite stiffened panels. The scatter plots data points were gener-
ated in the physical domain for regression (for failure criteria RSEs ), and were then mapped
to the stiffness domain.
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Figure 164: ABD Term Interactions for Metallic I-Stiffened Panel
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Figure 165: ABD Term Interactions for Composite Unstiffened Laminate
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Figure 166: ABD Term Interactions for Composite I-Stiffened Panel
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APPENDIX B
RELATIVE SIGNFICANCE OF RSE TERMS
The tables in this appendix contains two statistics metrics relevant to reducing the number
of terms in the RSEs. The values in Table 36 and 37 correspond to the panel buckling
failure criteria RSE for −Nx, −Ny loading.
Table 36: t-Ratios and p-Values for Terms in the −Nx, −Ny Panel Buckling RSE
Term t-Ratio p-Value Term t-Ratio p-Value
Nx ·Ny 34.67 < 0.0001 Nx ·Nx ·D11 3.84 < 0.0001
Nx ·Ny ·Ny 16.6 < 0.0001 Ny ·D11 1.93 0.0534
Nx ·Nx ·Ny 14.03 < 0.0001 Nx ·Nx ·A11 -1.86 0.0633
Nx · a -12.41 < 0.0001 Ny ·Ny ·A22 1.85 0.064
Ny ·Ny 11.99 < 0.0001 b ·D22 1.82 0.0691
Nx ·D11 10.6 < 0.0001 Ny ·Ny · b -1.81 0.0704
Nx ·Ny ·D11 9.89 < 0.0001 Ny ·Ny ·A33 -1.74 0.0812
Nx ·Nx 9.33 < 0.0001 a · a ·D11 -1.72 0.0857
Nx ·Ny · a -7.65 < 0.0001 b · b 1.71 0.0867
a -7.51 < 0.0001 Nx ·Nxy ·Nxy -1.7 0.0894
Ny ·A11 7.3 < 0.0001 b · b ·D22 1.55 0.1213
Ny 6.64 < 0.0001 Ny ·Ny ·Nxy -1.53 0.1262
Ny · a -5.95 < 0.0001 Nx · a ·D22 -1.52 0.129
Ny ·D22 -4.8 < 0.0001 a · a ·A11 1.5 0.1332
Ny ·A22 4.7 < 0.0001 Ny · a ·A33 1.5 0.1345
Ny ·A33 -4.69 < 0.0001 a · b ·A22 1.46 0.1443
D11 4.67 < 0.0001 Ny ·Nxy ·Nxy -1.43 0.1529
a ·A11 -4.53 < 0.0001 a · a ·D22 1.43 0.1534
a · a 4.28 < 0.0001 Nx · b · b 1.4 0.1622
Nx 3.86 < 0.0001 Nx · a · a 1.36 0.1752
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Table 37: t-Ratios and p-Values for Terms in the −Nx, −Ny Panel Buckling RSE (Cont.)
Term t-Ratio p-Value Term t-Ratio p-Value
Ny · b ·D22 2.01 0.0443 b · b ·A11 0.92 0.3589
Ny ·D11 1.93 0.0534 Nx · b ·A33 -0.91 0.3617
Nx ·Nx ·A11 -1.86 0.0633 Nx · b ·D22 0.9 0.3664
Ny ·Ny ·A22 1.85 0.064 a · a · a 0.86 0.3911
b ·D22 1.82 0.0691 Ny ·Ny ·D11 0.85 0.3928
Ny ·Ny · b -1.81 0.0704 A22 0.85 0.3931
Ny ·Ny ·A33 -1.74 0.0812 b ·A33 -0.83 0.4055
a · a ·D11 -1.72 0.0857 Nx ·Nxy ·D11 0.83 0.406
b · b 1.71 0.0867 Ny · b -0.77 0.4422
Nx ·Nxy ·Nxy -1.7 0.0894 a · b ·D11 0.75 0.4529
b · b ·D22 1.55 0.1213 Nx ·Nxy ·A33 0.75 0.4545
Ny ·Ny ·Nxy -1.53 0.1262 Nxy ·Nxy ·D22 0.74 0.4566
Nx · a ·D22 -1.52 0.129 Nx ·Nx ·D22 -0.73 0.4673
a · a ·A11 1.5 0.1332 a · a ·A22 -0.72 0.4687
Ny · a ·A33 1.5 0.1345 b · b ·A22 -0.72 0.4737
a · b ·A22 1.46 0.1443 Ny ·Ny · a 0.71 0.4788
Ny ·Nxy ·Nxy -1.43 0.1529 Ny ·Nxy · b 0.68 0.4955
a · a ·D22 1.43 0.1534 Nxy ·Nxy ·A22 0.66 0.5102
Nx · b · b 1.4 0.1622 b ·A11 0.65 0.5184
Nx · a · a 1.36 0.1752 Ny ·Nxy · a 0.65 0.5187
Nx ·Nxy ·D22 1.33 0.1834 a ·D22 -0.62 0.5365
Nxy · a ·D22 1.32 0.1873 Nxy ·Nxy ·A33 -0.58 0.5595
b · b · b 1.32 0.1879 Nxy · b ·D22 0.57 0.5662
Nx · a ·A22 -1.29 0.1956 a · b ·D22 -0.57 0.5663
Nxy · a ·D11 1.22 0.2242 A33 -0.56 0.5744
Nx ·A33 1.2 0.2306 Nx · b ·D11 -0.53 0.5973
Nxy · b · b 1.18 0.2381 Nx ·Nx · b -0.51 0.6127
Nx ·Nxy ·A22 -1.17 0.243 Nxy · b ·A11 -0.5 0.6185
a · b ·A33 -1.12 0.2618 Ny · b ·D11 -0.5 0.6198
Nx · a ·A33 1.12 0.2643 Nx ·Ny ·A11 -0.49 0.6212
Nxy · a 1.11 0.2684 Nxy · a ·A33 -0.47 0.6353
Ny · a · a -1.1 0.2713 Nxy ·Nxy ·Nxy -0.46 0.6441
Ny · a ·A22 -1.09 0.2768 Nxy · a ·A22 0.46 0.6453
Nx ·Ny ·A22 1.08 0.2816 Ny · b ·A22 -0.45 0.6507
Nx ·Nx ·A22 1.04 0.2968 b · b ·D11 -0.44 0.6628
Nx · b ·A11 0.98 0.3254 Nxy · a · b -0.43 0.665
a ·D11 0.97 0.3312 a · b ·A11 0.4 0.6884
Nxy ·Nxy · a 0.95 0.3417 b ·D11 0.39 0.6929
a · a · b -0.95 0.3424 Ny ·Nxy ·A11 0.39 0.7
Nxy ·Nxy ·D11 -0.95 0.3443 Ny · b ·A11 0.35 0.7241
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Table 38: t-Ratios and p-Values for Terms in the −Nx, −Ny Panel Buckling RSE (Cont.)
Term t-Ratio p-Value Term t-Ratio p-Value
Nx · b ·A22 0.35 0.7251 Ny · b · b 0.18 0.8579
a · b · b -0.34 0.735 Nx ·Nxy ·A11 -0.15 0.8809
b 0.34 0.7373 Nxy ·Nxy ·A11 -0.15 0.8826
Nxy ·Nxy -0.33 0.7392 Nx · b 0.14 0.8886
Ny ·Nxy ·A33 -0.33 0.7411 Ny · b ·A33 -0.13 0.8941
Nxy ·A22 -0.32 0.7473 Ny · a ·D22 -0.13 0.898
Nx ·Ny ·D22 -0.32 0.7513 Ny ·Nxy ·D22 0.13 0.8992
Ny ·Nxy ·D11 0.31 0.757 Nxy ·Nxy · b 0.12 0.9011
Nxy · b 0.31 0.7591 Nxy · a · a -0.12 0.9029
Nxy · b ·A22 0.28 0.776 D22 -0.11 0.9085
Nxy · a ·A11 -0.27 0.7855 Nx ·Nx ·A33 0.11 0.9092
Nxy 0.26 0.7957 Ny ·Nxy ·A22 0.11 0.915
Nxy ·D11 0.26 0.7974 b · b ·A33 0.1 0.9184
Nx ·A22 0.25 0.8016 a · b -0.1 0.9187
Nx · a ·A11 -0.24 0.8093 Nxy · b ·D11 0.1 0.9193
Nxy · b ·A33 -0.24 0.8119 Nxy ·D22 -0.1 0.9218
Nxy ·A11 0.23 0.8202 Nxy ·A33 0.09 0.9268
Nx ·Nxy · a 0.21 0.8331 b ·A22 0.09 0.9271
Nx ·Nxy · b 0.21 0.8338 a · a ·A33 -0.05 0.9582
Nx · a · b 0.21 0.8345 Nx ·Ny ·A33 0.05 0.9588
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APPENDIX C
RESPONSE SURFACE EQUATIONS FOR FAILURE CRITERIA
C.1 RSEs for Metallic I-Stiffened Panel
The following sections list RSEs generated for the metallic I-Stiffened Panel. The +/- and
-/+ load quadrants are left out for brevity.
C.1.1 X-Tension, Y-Tension Load Quadrant RSEs
Below are the RSEs for the +Nx, +Ny load quadrant. The equations are for facesheet local
buckling 83, facesheet material failure 84, bonded combo material failure 85, and spacing
span local buckling 86
φ = 8.179 · 10−12NxNxyD22 − 1.268 · 10−7NxNxy
− 5.982 · 10−10NxaD22 + 9.271 · 10−6Nxa+ 1.547 · 10−11NxbA22
− 4.068 · 10−11NxbA33 − 2.808 · 10−6Nxb− 1.045 · 10−9NxA22 + 2.746 · 10−9NxA33
− 5.887 · 10−9NxD22 + 0.0002808Nx + 1.375 · 10−10NyNxyNxy + 3.333 · 10−9NyNxyb
− 3.647 · 10−13NyNxyA11 + 5.994 · 10−11NyNxyD22 − 5.432 · 10−8NyNxy
+ 9.682 · 10−8Nyab− 6.536 · 10−6Nya− 1.057 · 10−5Nyb+ 9.026 · 10−10NyA11
− 1.483 · 10−7NyD22 − 0.000551Ny + 2.192 · 10−9NxyNxyNxy
− 3.974 · 10−12NxyNxyA11 − 4.826 · 10−9NxyNxyD22 − 3.228 · 10−6NxyNxy
+ 1.698 · 10−5Nxyaa− 0.0008149Nxya+ 1.497 · 10−11NxybD11 + 2.58 · 10−10NxybD22
− 6.764 · 10−5Nxyb+ 2.149 · 10−8NxyA11 − 1.01 · 10−9NxyD11
+ 2.365 · 10−5NxyD22 − 0.01263Nxy − 0.04202aa+ 1.894 · 10−5abb− 0.003041ab
+ 4.486 · 10−6aD22 + 2.066a− 0.0004545bb− 1.161 · 10−7bA22 + 3.051 · 10−7bA33
− 3.704 · 10−8bD11 − 6.385 · 10−7bD22 + 0.2614b− 2.885 · 10−5A11 + 7.834 · 10−6A22
− 2.059 · 10−5A33 + 2.5 · 10−6D11 − 0.02908D22 + 14.61 (83)
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φ = 5.777 · 10−8NxNxNxy + 2.311 · 10−5NxNx
+ 7.22 · 10−8NxNyNy + 1.649 · 10−7NxNyNxy + 6.001 · 10−10NxNyA11
− 4.473 · 10−10NxNyA22 − 0.002652NxNy − 2.405 · 10−10NxNxyA11 − 0.001408NxNxy
−3.097 ·10−6NxA11 +4.177 ·10−6NxA22 +10.02Nx−1.893 ·10−8NyNyNy−0.0002509NyNy
− 3.029 · 10−7NyNxyNxy − 0.001097NyNxy − 0.003465Nyab+ 5.178 · 10−8NyaA11
− 7.164 · 10−8NyaD11 + 0.2697Nya− 4.418 · 10−8NybA33 + 2.95 · 10−7NybD22 + 0.1177Nyb
− 5.744 · 10−6NyA11 + 3.355 · 10−6NyA22 + 2.982 · 10−6NyA33
+ 1.719 · 10−6NyD11 − 1.992 · 10−5NyD22 + 16.85Ny − 8.617 · 10−7NxyNxyNxy
+ 0.009514NxyNxy − 2.519 · 10−8NxybA33 + 0.02231Nxyb+ 1.803 · 10−6NxyA11
+ 1.701 · 10−6NxyA33 − 3.352 · 10−7NxyD11 − 0.0002012NxyD22 − 7.599Nxy + 17.32ab
−0.0002589aA11+0.0003582aD11−1348a+0.0002957bA33−0.001475bD22−654.7b+0.02944A11
− 0.07852A22 − 0.01996A33 − 0.007768D11 + 1.998D22 − 5201 (84)
φ = 3.075 · 10−12NxNxNx − 5.881 · 10−12NxNxNy
− 1.699 · 10−11NxNxNxy + 4.261 · 10−12NxNxD22 + 6.436 · 10−8NxNx
+ 4.019 · 10−11NxNyNy − 9.207 · 10−11NxNyNxy − 1.41 · 10−14NxNyD11
+ 3.21 · 10−12NxNyD22 − 4.232 · 10−7NxNy + 9.301 · 10−12NxNxyNxy
+ 7.87 · 10−10NxNxyb+ 1.807 · 10−15NxNxyD11 + 2.614 · 10−11NxNxyD22
+ 6.138 · 10−7NxNxy + 1.614 · 10−9NxaD22 − 2.501 · 10−5Nxa− 1.948 · 10−6Nxb
+ 6.603 · 10−11NxD11 − 1.834 · 10−7NxD22 + 0.001608Nx − 2.918 · 10−11NyNyNxy
+ 1.558 · 10−12NyNyA22 − 5.292 · 10−12NyNyA33 + 4.115 · 10−7NyNy
+ 1.224 · 10−6NyNxy + 3.323 · 10−9NyA11 − 1.813 · 10−8NyA22
+ 5.003 · 10−8NyA33 + 1.058 · 10−10NyD11 − 2.407 · 10−8NyD22 − 0.003506Ny
− 6.976 · 10−8NxyNxy − 5.902 · 10−6Nxyb− 1.988 · 10−10NxyA11
+ 3.68 · 10−9NxyA22 − 1.093 · 10−8NxyA33 − 1.355 · 10−11NxyD11
−1.961 ·10−7NxyD22−0.00442Nxy−1.21 ·10−5aD22 + 0.1876a+ 0.01461b−2.371 ·10−5A11
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+ 3.702 · 10−5A22 − 9.079 · 10−5A33 − 4.953 · 10−7D11 + 0.001136D22 + 18.25 (85)
φ = −2.526 · 10−11NxNyNxy + 3.671 · 10−13NxNyD22
+ 5.682 · 10−8NxNy + 1.816 · 10−12NxNxyA22 − 6.142 · 10−12NxNxyA33
+ 7.33 · 10−15NxNxyD11 + 2.625 · 10−11NxNxyD22 + 5.796 · 10−7NxNxy
+ 2.439 · 10−10NxaD22 − 3.78 · 10−6Nxa− 4.494 · 10−9NxA22 + 1.52 · 10−8NxA33
− 1.814 · 10−11NxD11 − 7.266 · 10−8NxD22 − 0.001315Nx + 3.47 · 10−8NyNxya
− 4.538 · 10−9NyNxyb+ 1.868 · 10−13NyNxyA11 + 5.277 · 10−14NyNxyA22
+ 6.878 · 10−13NyNxyA33 − 3.785 · 10−11NyNxyD22 − 1.174 · 10−6NyNxy
− 8.588 · 10−5Nya+ 1.123 · 10−5Nyb− 4.624 · 10−10NyA11 − 1.306 · 10−10NyA22
− 1.702 · 10−9NyA33 + 9.092 · 10−8NyD22 + 0.002949Ny + 1.544 · 10−9NxyNxyNxy
− 1.078 · 10−7NxyNxya+ 9.072 · 10−9NxyNxyb− 8.767 · 10−12NxyNxyA11
+ 8.122 · 10−13NxyNxyD11 + 8.485 · 10−6NxyNxy − 4.111 · 10−5Nxyaa
+ 1.93 · 10−10NxyaA22 − 8.048 · 10−10NxyaA33 + 0.002562Nxya+ 1.036 · 10−7Nxybb
− 3.62 · 10−5Nxyb+ 4.201 · 10−8NxyA11 − 1.851 · 10−8NxyA22
+ 6.194 · 10−8NxyA33 − 4.065 · 10−9NxyD11 − 7.665 · 10−9NxyD22 − 0.0942Nxy + 0.1018aa
+ 1.638 · 10−5abb− 0.002212ab− 6.245 · 10−7aA22 + 2.244 · 10−6aA33
− 1.829 · 10−6aD22 − 5.432a− 0.0006496bb+ 0.0871b− 5.028 · 10−5A11 + 4.934 · 10−5A22
− 0.0001594A33 + 5.085 · 10−6D11 + 7.664 · 10−5D22 + 150.6 (86)
C.1.2 X-Compression, Y-Compression Load Quadrant RSEs
Below are the RSEs for the −Nx, −Ny load quadrant. The equations are for panel buckling
87, crippling 88, facesheet local buckling 89, facesheet material failure 90, and spacing span
local buckling 91
φ = −2.047 · 10−14NxNyA11 + 1.628 · 10−15NxNyD11
− 6.863 · 10−9NxNy + 2.151 · 10−11NxaD11 − 6.728 · 10−5Nxa+ 2.316 · 10−7Nxb
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+ 5.067 · 10−10NxA11 − 1.849 · 10−9NxA33 − 5.935 · 10−10NxD11 + 0.001018Nx
+ 3.03 · 10−11NyNyNy + 6.022 · 10−8NyNya+ 4.756 · 10−13NyNyA11
− 1.855 · 10−12NyNyA22 + 3.496 · 10−12NyNyA33 + 2.916 · 10−14NyNyD11
− 1.46 · 10−6NyNy + 1.484 · 10−9NyNxya− 7.71 · 10−14NyNxyD11
+ 2.056 · 10−7NyNxy + 4.031 · 10−11NyaD11 + 1.154 · 10−8NyaD22
+ 2.902 · 10−5Nya+ 2.987 · 10−9Nybb− 4.032 · 10−7Nyb+ 2.803 · 10−9NyA11
− 1.039 · 10−8NyA22 + 1.958 · 10−8NyA33 − 4.227 · 10−10NyD11
− 2.832 · 10−7NyD22 − 0.005554Ny + 4.155 · 10−6Nxya− 2.159 · 10−10NxyD11
+ 0.0005757Nxy + 2.91 · 10−9aaA11 + 9.113 · 10−9aaD11 − 0.03914aa
+ 1.168 · 10−8abD22 − 0.0001807ab− 1.397 · 10−7aA11 − 1.983 · 10−7aD11
+ 3.151 · 10−5aD22 + 1.597a− 0.0001974bb+ 7.038 · 10−7bD22 + 0.01142b+ 4.73 · 10−6A11
− 1.454 · 10−5A22 + 1.261 · 10−5A33 − 6.529 · 10−7D11 − 0.0007056D22 − 14.67 (87)
φ = −2.132 · 10−10NxNxb+ 4.56 · 10−15NxNxD11
+ 1.258 · 10−10NxNx − 8.135 · 10−11NxNyNy − 5.625 · 10−14NxNyA11
+ 3.885 · 10−15NxNyD11 − 5.275 · 10−7NxNy − 2.87 · 10−12NxaA11
+ 1.841 · 10−12NxaD11 + 2.806 · 10−5Nxa+ 1.755 · 10−10NxbD22 − 5.296 · 10−6Nxb
− 1.406 · 10−10NxA11 + 9.038 · 10−11NxD11 − 1.185 · 10−8NxD22 − 0.001891Nx
+ 2.903 · 10−8NyNya− 2.68 · 10−12NyNyA22 + 7.528 · 10−12NyNyA33
− 1.698 · 10−6NyNy − 9.071 · 10−12NyNxyD22 + 1.403 · 10−7NyNxy
+ 1.573 · 10−6Nyab+ 5.641 · 10−5Nya− 3.774 · 10−5Nyb− 1.433 · 10−9NyA11
− 1.501 · 10−8NyA22 + 4.215 · 10−8NyA33 + 3.108 · 10−11NyD11
+ 8.924 · 10−8NyD22 − 0.007794Ny − 2.54 · 10−8NxyD22 + 0.0003928Nxy + 0.004403ab
+ 4.977 · 10−7aA11 − 1.445 · 10−6aA33 − 1.098 · 10−7aD11 + 0.4798a
+ 3.809 · 10−8bbD22 − 0.0006792bb+ 8.793 · 10−9bA22 − 9.37 · 10−9bD11
− 3.421 · 10−6bD22 − 0.04985b− 2.39 · 10−5A11 − 2.161 · 10−5A22 + 9.369 · 10−5A33
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+ 3.074 · 10−6D11 + 0.0004509D22 − 2.276 (88)
φ = −7.714 · 10−14NxNxA33 + 6.829 · 10−8NxNx
− 6.277 · 10−8NxNy − 1.234 · 10−9NxA33 + 0.0006872Nx + 2.794 · 10−11NyNyNy
+ 2.347 · 10−7NyNy − 0.0006109Ny − 5.691 · 10−6A11 − 4.937 · 10−6A33 + 15.89 (89)
φ = −2.962 · 10−11NxNxNxy + 2.94 · 10−6NxNx
+ 9.374 · 10−10NxNyNxy − 5.975 · 10−6NxNy + 2.736 · 10−12NxNxyA11
− 4.899 · 10−11NxNxyA22 + 1.151 · 10−10NxNxyA33 + 7.55 · 10−6NxNxy
+ 2.929 · 10−8NxA11 + 1.099 · 10−7NxA22 − 4.783 · 10−7NxA33
+ 3.831 · 10−6NxD22 − 0.01993Nx + 2.73 · 10−10NyNyD22 + 6.179 · 10−6NyNy
+ 1.216 · 10−11NyNxyA11 − 1.825 · 10−5NyNxy − 3.01 · 10−8NyA11 − 4.725 · 10−9NyD11
+ 2.449 · 10−6NyD22 + 0.02943Ny + 4.233 · 10−9NxyNxyNxy
− 2.609 · 10−11NxyNxyA11 − 1.158 · 10−10NxyNxyA33 − 5.423 · 10−12NxyNxyD11
+ 0.0001833NxyNxy − 7.248 · 10−6Nxybb+ 9.855 · 10−9NxybD22 + 0.000826Nxyb
+ 1.789 · 10−7NxyA11 − 1.14 · 10−6NxyA22 + 2.729 · 10−6NxyA33
+ 2.684 · 10−8NxyD11 + 1.594 · 10−5NxyD22 − 0.4461Nxy + 0.0001066aaD22 − 1.648aa
− 0.005115aD22 + 79.11a+ 0.01794bb− 7.45 · 10−9bD11 − 2.439 · 10−5bD22 − 2.021b
− 0.0001194A11 + 0.001803A22 − 0.007591A33 − 4.595 · 10−5D11 + 0.1193D22 + 19.16
(90)
φ = −5.196 · 10−11NxNyNy − 3.465 · 10−7NxNy
−2.836 ·10−6Nxaa+2.203 ·10−9NxaD22 +0.0001108Nxa−5.286 ·10−8NxD22−0.001588Nx
− 3.838 · 10−13NyNyA11 + 8.124 · 10−7NyNy + 1.451 · 10−7NyNxy − 2.149 · 10−9NyA11
+ 3.967 · 10−9NyA22− 1.326 · 10−8NyA33 + 0.003885Ny + 0.0004064Nxy − 1.172 · 10−7aaA11
+ 2.087 · 10−7aaA33 + 0.2203aa+ 1.584 · 10−8abA22 − 4.365 · 10−8abA33 − 0.001078ab
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+ 5.623 · 10−6aA11 − 1.069 · 10−6aA22 − 7.07 · 10−6aA33 + 1.762 · 10−5aD22
− 10.7a− 3.801 · 10−7bA22 + 1.048 · 10−6bA33 + 0.02586b
− 7.049 · 10−5A11 + 4.43 · 10−5A22 − 1.903 · 10−5A33 − 0.0005804D22 + 146.6 (91)
C.2 RSEs for Composite I-Stiffened Panel




BOUNDARIES FOR STIFFNESS DOMAIN
This appendix contains the boundaries on the stiffness domain generated for the metallic
and composite I-stiffened panels, as well as the composite laminate. The plots indicate
where the manually generated boundaries fall relative to the regression points generated for
the panels.
D.1 Stiffness Boundaries for Metallic I-Stiffened Panel
Figure 167: Variable Interaction Constraints for Metallic I-Stiffened Panel
Figure 168: Variable Interaction Constraints for Metallic I-Stiffened Panel (cont.)
Equations 92 and 93 give the left and right boundaries for the A22 vs A11 plot, respec-
tively.
A22 − 1.0196 ·A11 + 5.6440 · 105 ≤ 0 (92)
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1.0754 ·A11 −A22 − 2.8766 · 106 ≤ 0 (93)
Equations 94 and 95 give the left and right boundaries for the A33 vs A11 plot, respec-
tively.
A33 − 0.3311 ·A11 + 1.3833 · 105 ≤ 0 (94)
0.3613 ·A11 −A33 − 8.4809 · 105 ≤ 0 (95)
Equation 96 gives boundaries for the D11 vs A11 plot.
D11 − 3.7570 ·A11 + 1.2951 · 106 ≤ 0 (96)
Equations 97 and 98 give the left and right boundaries for the D22 vs A11 plot, respec-
tively.
D22 − 0.0139 ·A11 + 1.7598 · 104 ≤ 0 (97)
0.0221 ·A11 −D22 − 9.6708 · 104 ≤ 0 (98)
Equations 99 and 100 give the left and right boundaries for the A33 vs A22 plot, respec-
tively.
A33 − 0.3548 ·A22 − 9.9031 · 104 ≤ 0 (99)
0.3327 ·A22 −A33 + 1.1421 · 104 ≤ 0 (100)
Equations 101 and 102 give the left and right boundaries for the D22 vs A22 plot,
respectively.
D22 − 0.0160 ·A22 + 1.1665 · 104 ≤ 0 (101)
0.0267 ·A22 −D22 − 6.5917 · 104 ≤ 0 (102)
Equations 103 and 104 give the left and right boundaries for the D22 vs A33 plot,
respectively.
D22 − 0.0442 ·A33 + 1.0976 · 104 ≤ 0 (103)
0.0877 ·A33 −D22 − 8.3136 · 104 ≤ 0 (104)
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Figure 169: Variable Interaction Constraints for Composite Unstiffened Laminate (cont.)
D.2 Stiffness Boundaries for Composite Unstiffened Laminate
Equations 105 and 106 give the boundaries for the t versus 3
√




D11 − 3.037 ≤ 0 (105)
76.86t− 3
√
D11 − 2.543 ≤ 0 (106)
Equations 107 and 108 give the boundaries for the t versus 3
√




D22 − 3.037 ≤ 0 (107)
76.86t− 3
√
D22 − 2.543 ≤ 0 (108)
Equation 109 gives the boundary for the r versus 3
√
D11 plot (Figure 96 in Section 5.3.1).
12.26r + 3
√
D11 − 100.8 ≤ 0 (109)
Equation 110 gives the boundary for the r versus 3
√
D22 plot (Figure 96 in Section 5.3.1).
− 12.29r + 3
√
D22 − 88.49 ≤ 0 (110)
Equations 111 and 112 give the boundaries for the s versus 3
√
D11 plot (Figure 169).
− 77.24s+ 3
√
D11 − 79.92 ≤ 0 (111)
5.312s+ 3
√
D11 − 98.31 ≤ 0 (112)
Equations 113 and 114 give the boundaries for the s versus 3
√
D22 plot (Figure 169).
− 36.59s+ 3
√




D22 − 98.31 ≤ 0 (114)























D22 − 175 ≤ 0 (117)
D.3 Stiffness Boundaries for Composite I-Stiffened Panel
Figure 170: Variable Interaction Constraints for Composite I-Stiffened Panel
Figure 171: Variable Interaction Constraints for Composite I-Stiffened Panel (cont.)
Equations 118, 119, and 120 give the boundaries for the A11 versus A22 plot (Figure 97
in Section 5.3.2).
− 2.301A11 +A22 + 6.917 · 105 ≤ 0 (118)
0.4375A11 −A22 − 1.15 · 106 ≤ 0 (119)
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Figure 172: Variable Interaction Constraints for Composite I-Stiffened Panel (cont.)
0.8235A11 +A22 − 9.947 · 106 ≤ 0 (120)
Equations 121, 122, and 123 give the boundaries for the A11 versus A33 plot (Figure 97
in Section 5.3.2).
− 0.4193A11 +A33 + 1.368 · 105 ≤ 0 (121)
0.1104A11 −A33 − 2.532 · 105 ≤ 0 (122)
0.2873A11 +A33 − 3.186 · 106 ≤ 0 (123)
Equations 124 and 125 give the boundaries for the A11 versus D11 plot (Figure 97 in
Section 5.3.2).
− 5.572A11 +D11 + 2.715 · 106 ≤ 0 (124)
5.292A11 −D11 − 3.745 · 107 ≤ 0 (125)
Equations 126, 127, and 128 give the boundaries for the A11 versus D22 plot (Figure
170).
− 0.05793A11 +D22 + 4.855 · 104 ≤ 0 (126)
0.01388A11 −D22 − 7.051 · 104 ≤ 0 (127)
0.01724A11 +D22 − 2.221 · 105 ≤ 0 (128)
Equations 129 and 130 give the boundaries for the A11 versus A/S plot (Figure 170).
− 1.75 · 10−7A11 +A/S − 0.03 ≤ 0 (129)
7.612 · 10−8A11 −A/S + 0.01104 ≤ 0 (130)
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Equations 131, 132, and 133 give the boundaries for the A22 versus A33 plot (Figure
170).
− 0.4308A22 +A33 − 1.062 · 105 ≤ 0 (131)
0.1078A22 −A33 − 2581 ≤ 0 (132)
0.3267A22 +A33 − 2.909 · 106 ≤ 0 (133)
Equations 134 and 135 give the boundaries for the A22 versus D11 plot (Figure 170).
0.383A22 +D11 − 1.511 · 107 ≤ 0 (134)
11.18A22 +D11 − 7.45 · 107 ≤ 0 (135)
Equations 136, 137, and 138 give the boundaries for the A22 versus D22 plot (Figure
171).
− 0.02917A22 +D22 + 1.003 · 104 ≤ 0 (136)
0.03636A22 −D22 − 1.164 · 105 ≤ 0 (137)
0.01333A22 −D22 − 2.667 · 104 ≤ 0 (138)
Equations 139, 140, and 141 give the boundaries for the A22 versus A/S plot (Figure
171).
− 1.433 · 10−7A22 +A/S − 0.2983 ≤ 0 (139)
8 · 10−8A22 −A/S + 0.05 ≤ 0 (140)
5.429 · 10−8A22 +A/S − 0.99 ≤ 0 (141)
Equation 142 gives the boundary for the A33 versus D11 plot (Figure 171).
30A33 +D11 − 5.4 · 107 ≤ 0 (142)
Equations 143, 144, and 145 give the boundaries for the A33 versus D22 plot (Figure
171).
− 0.2341A33 +D22 + 2.054 · 104 ≤ 0 (143)
0.1056A33 −D22 − 9.5 · 104 ≤ 0 (144)
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0.06316A33 +D22 − 2.024 · 105 ≤ 0 (145)
Equations 146, 147, and 148 give the boundaries for the A33 versus A/S plot (Figure
172).
− 6.429 · 10−7A33 +A/S − 0.2857 ≤ 0 (146)
3.29 · 10−7A33 −A/S + 0.04774 ≤ 0 (147)
1.778 · 10−7A33 +A/S − 0.9422 ≤ 0 (148)
Equation 149 gives the boundary for the D11 versus D22 plot (Figure 172).
0.008D11 +D22 − 2.04 · 105 ≤ 0 (149)
Equations 150 and 151 give the boundaries for the D11 versus A/S plot (Figure 172).
− 1.538 · 10−8D11 +A/S − 0.6769 ≤ 0 (150)
1.574 · 10−8D11 −A/S + 0.08389 ≤ 0 (151)
Equations 152 and 153 give the boundaries for the D22 versus A/S plot (Figure 172).
− 1.739 · 10−6D22 +A/S − 0.5826 ≤ 0 (152)
3.36 · 10−6D22 −A/S + 0.12 ≤ 0 (153)
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APPENDIX E
PREDICTION ACCURACY PLOTS FOR FAILURE CRITERIA
This appendix contains plots of the failure criteria RSE prediction metric φ versus the three
membrane components of load Nx , Ny , Nxy for a set of random data points. Only the
-Nx , -Ny and +Nx , +Ny load regimes are shown for brevity. The term φ is negative when
the panel is predicted to pass and positive when the panel is predicted to fail. The four
categories found in each plot are described in Section 4.1.
E.1 Plots for the Metallic I-Stiffened Panel
Figure 173: Panel Buckling Metric for -Nx , -Ny Load Condition
Figure 174: Crippling Metric for -Nx , -Ny Load Condition
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Figure 175: Facesheet Local Buckling Metric for -Nx , -Ny Load Condition
Figure 176: Facesheet Material Failure Metric for -Nx , -Ny Load Condition
Figure 177: Spacing Span Local Buckling Metric for -Nx , -Ny Load Condition
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Figure 178: Facesheet Local Buckling Metric for +Nx , +Ny Load Condition
Figure 179: Facesheet Material Failure Metric for +Nx , +Ny Load Condition
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Figure 180: Bonded Combo Material Failure Metric for +Nx , +Ny Load Condition
Figure 181: Spacing Span Local Buckling Metric for +Nx , +Ny Load Condition
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APPENDIX F
DISTRIBUTION OF ERROR IN OPTIMIZED MASS FOR METALLIC
I-STIFFENED PANEL
This chapter contains distributions and scatter plots of the optimized mass error at random
combinations of panel load (Nx , Ny , Nxy ) and buckling spans (a, b). The error describes
the difference between unit mass determined by the stiffness-based optimization and the
HyperSizer optimization, as described in Section 4.2.
Figure 182: Mass Error Distributions: +Nx/+Ny Quadrant
Figure 183: Mass Error Distributions: −Nx/−Ny Quadrant
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Figure 184: Mass Error Distributions: +Nx/−Ny Quadrant
Figure 185: Uncalibrated Mass Error for Random Load and Span: +Nx/+Ny Quadrant
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Figure 186: Calibrated Mass Error for Random Load and Span: +Nx/+Ny Quadrant
Figure 187: Uncalibrated Mass Error for Random Load and Span: −Nx/−Ny Quadrant
280
Figure 188: Calibrated Mass Error for Random Load and Span: −Nx/−Ny Quadrant
Figure 189: Uncalibrated Mass Error for Random Load and Span: +Nx/−Ny Quadrant
281
Figure 190: Calibrated Mass Error for Random Load and Span: +Nx/−Ny Quadrant
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APPENDIX G
FAILURE CRITERIA FOR COMPOSITE STIFFENED PANELS
This appendix contains the failure criteria used in the optimization of the composite stiff-
ened panel presented in Chapter 5. The sections of each table represent the groups that
correspond to a single failure criteria.
Table 39: Failure Criteria Used for Composite Stiffened Panel Optimization
Object Type Analysis Name
Panel Buckling
Uniaxial and Biaxial, Simple BC
Shear, Simple BC
Uniaxial and Biaxial with Shear Interaction, Simple BC
Column with Transverse Shear Flexibility, Simple BC
Panel Crippling
Composite Crippling (Mil Handbook 17)
Johnson-Euler Buckling Interaction
Stiffener Buckling Argyris, Flexural Torsional
Facesheet Material
Strength, Max Strain, x-Direction
Strength, Max Strain, y-Direction
Strength, Max Strain, xy-Direction
Strength, Max Stress, x-Direction
Strength, Max Stress, y-Direction








Biaxial and Shear Interaction
Bonded Combo Material
Strength, Max Strain, x-Direction
Strength, Max Strain, y-Direction
Strength, Max Strain, xy-Direction
Strength, Max Stress, x-Direction






Table 40: Failure Criteria Used for Composite Stiffened Panel Optimization (Cont.)
Spacing Span Local Buckling
Biaxial
Shear
Biaxial and Shear Interaction
Web Material
Strength, Max Strain, x-Direction
Strength, Max Strain, y-Direction
Strength, Max Strain, xy-Direction
Strength, Max Stress, x-Direction
Strength, Max Stress, y-Direction







Biaxial and Shear Interaction
Bottom Flange Material
Strength, Max Strain, x-Direction
Strength, Max Strain, y-Direction
Strength, Max Strain, xy-Direction
Strength, Max Stress, x-Direction
Strength, Max Stress, y-Direction





Bottom Flange Local Buckling
Biaxial
Biaxial and Shear Interaction
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APPENDIX H
ELEMENT BENDING MOMENTS FOR F-86 WING IN 7G PULL-UP
This appendix contains bending moments from the 737-similar wing box example presented
in Chapter 7.
Figure 191: Baseline Internal Element Mx for +2.5g Load Case
Figure 192: Baseline Internal Element My for +2.5g Load Case
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Figure 193: Baseline Internal Element Mxy for +2.5g Load Case
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APPENDIX I
F-86 INTERNAL LOADS PLOTS
This appendix contains additional load plots from the F-86 wing example presented in
Chapter 8.
I.1 Element Bending Moments for F-86 Wing in 7g Pull-Up
Figure 194: Running Load x-Moment in F-86 Wing, per Element
Figure 195: Running Load y-Moment in F-86 Wing, per Element
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Figure 196: Running Load xy-Moment (Twist) in F-86 Wing, per Element
I.2 Averaged Panel Loads for F-86 Wing in 7g Pull-Up
Figure 197: Span-Wise Running Load in F-86 Wing, per Panel
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Figure 198: Chord-Wise Running Load in F-86 Wing, per Panel
Figure 199: Shear Running Load in F-86 Wing, per Panel
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