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Abstract
In this paper, we show that the Garnier system in n-variables has
affine Weyl group symmetry of type B
(1)
n+3. We also formulate the τ -
functions for the Garnier system (or the Schlesinger system of rank 2)
on the root lattice Q(Cn+3) and show that they satisfy Toda equations,
Hirota-Miwa equations and bilinear differential equations.
1 Introduction
For the sixth Painleve´ equation PV I , the symmetry structure is well-known
[1, 5]. Furthermore, the τ -functions for PV I satisfy various bilinear relations
[4, 5, 6]. But such properties are not clarified completely for the Garnier
system which is an extension of PV I to several variables. In this paper, we
show that the Garnier system in n-variables (n ≥ 2) has affine Weyl group
symmetry of type B
(1)
n+3. We also formulate the τ -functions for the Garnier
system (or the Schlesinger system of rank 2) on the root lattice Q(Cn+3) and
show that they satisfy Toda equations, Hirota-Miwa equations and bilinear
differential equations.
Consider a Fuchsian differential equation on P1(C)
d2y
dz2
+ P1(z)
dy
dz
+ P2(z) y = 0 (1.1)
with regular singularities z = t1, . . . , tn, tn+1 = 0, tn+2 = 1, ∞, apparent
singularities z = λ1, . . . , λn and the Riemann scheme z = t1 . . . z = tn+2 z =∞ z = λ1 . . . z = λn0 . . . 0 ρ 0 . . . 0
θ1 . . . θn+2 ρ+ θn+3 + 1 2 . . . 2
 , (1.2)
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assuming that the Fuchs relation
n+3∑
j=1
θj + 2ρ = 1 (1.3)
is satisfied. The monodromy preserving deformations of the equation (1.1)
with the scheme (1.2) is described as the following completely integrable
Hamiltonian system [1]:
∂λj
∂ti
=
∂Ki
∂µj
,
∂µj
∂ti
= −
∂Ki
∂λj
(i, j = 1, . . . , n), (1.4)
where
µj = Res
z=λj
P2(z) dz (j = 1, . . . , n) (1.5)
and Ki (i = 1, . . . , n) are rational functions in λj, µj (j = 1, . . . , n) given by
Ki = −Res
z=ti
P2(z) dz. (1.6)
By the canonical transformation
xi =
ti
ti − 1
, qi =
ti
∏n
j=1(ti − λj)∏n+2
j=1,j 6=i(ti − tj)
(i = 1, . . . , n), (1.7)
the system (1.4) is transformed into the Hamiltonian system
∂qj
∂xi
=
∂Ki
∂pj
,
∂pj
∂xi
= −
∂Ki
∂qj
(i, j = 1, . . . , n) (1.8)
with polynomialHamiltoniansKi (i = 1, . . . , n). TheseKi are given explicitly
by
xi(xi − 1)Ki = qi
(
ρ+
n∑
j=1
qjpj
)(
ρ+ θn+3 + 1 +
n∑
j=1
qjpj
)
+ xipi(qipi − θi)
−
n∑
j=1,j 6=i
Xij qipi(qjpj − θj)−
n∑
j=1,j 6=i
Xji qi(qjpj − θj)pj
−
n∑
j=1,j 6=i
X∗ij (qipi − θi)piqj −
n∑
j=1,j 6=i
Xij (qipi − θi)qjpj
− (xi + 1)(qipi − θi)qipi + (θn+2 xi + θn+1 − 1)qipi,
(1.9)
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where
Xij =
xi(xj − 1)
xj − xi
, X∗ij =
xi(xi − 1)
xi − xj
. (1.10)
We call the Hamiltonian system (1.8) with the Hamiltonians (1.9) the Gar-
nier system.
As is known in [1], the Garnier system is derived from the Schlesinger
system (of rank 2). Then the independent and dependent variables of the
Garnier system are expressed as certain rational functions in the variables
of the Schlesinger system. Furthermore, the τ -functions for the Garnier sys-
tem can be identified with those for the Schlesinger system. Hence we first
investigate symmetries and properties of the τ -functions for the Schlesinger
system. After that, we apply the obtained results to the Garnier system.
In Section 2, we give the transformations of three types, permutation
of the points, sign change of the exponents and Schlesinger transformation,
which act on the Schlesinger system. In Section 3, we formulate the τ -
functions for the Schlesinger system on the root lattice Q(Cn+3). We also
present bilinear relations which are satisfied by the τ -functions. In Section
4, we show that the Garnier system has affine Weyl group symmetry of type
B
(1)
n+3.
2 Schlesinger system
Let Aj and Gj (j = 1, . . . , n+ 2) be matrices of dependent variables defined
as
Aj =
(
aj bj
cj dj
)
, Gj =
(
−dj bj
cj dj
)(
gj 0
0 hj
)
. (2.1)
Consider a system of total differential equations
dAj =
n+2∑
i=1,i 6=j
[Ai, Aj] d log (tj − ti) (j = 1, . . . , n+ 2),
dGj =
n+2∑
i=1,i 6=j
AiGj d log (tj − ti) (j = 1, . . . , n+ 2),
(2.2)
where tn+1 = 0, tn+2 = 1 and d is an exterior differentiation with respect to
t1, . . . , tn. Here we assume
(i) detAj = 0, trAj = θj /∈ Z (j = 1, . . . , n+ 2);
(ii) −
∑n+2
j=1 Aj = diag (ρ, ρ+ θN+3), θn+3 /∈ Z, ρ = −
∑n+3
j=1 θj/2.
3
We call the system (2.2) the Schlesinger system.
Recall that the Schlesinger system is obtained as the compatibility con-
dition for a system of linear differential equations on P1(C)
∂~y
∂z
=
n+2∑
j=1
Aj
z − tj
~y,
∂~y
∂ti
= −
Ai
z − ti
~y (i = 1, . . . , n), (2.3)
where ~y = t(y1, y2) is a vector of unknown functions. The matrices Gj (j =
1, . . . , n+2) are obtained as follows. The system (2.3) has a local fundamental
solution Y = Y (z) of the form
Y = Yj(z) (z − tj)
θjE2 (j = 1, . . . , n+ 2), (2.4)
where
E1 =
(
1 0
0 0
)
, E2 =
(
0 0
0 1
)
. (2.5)
Here Yj(z) is a 2× 2 matrix which is holomorphic at z = tj , such that
Yj(z)
∣∣
z=tj
= Gj, G
−1
j AjGj = θjE2. (2.6)
Note that the Schlesinger system has an ambiguity for the following trans-
formation:
Aj → C
−1AjC, Gj → C
−1Gj (j = 1, . . . , n+ 2), (2.7)
where
C =
(
γ1 0
0 γ2
)
(γ1, γ2 ∈ C). (2.8)
The Schlesinger system is invariant under the action of the following
transformations of three types. They are associated with (1) permutation of
the points t1, . . . , tn+2, tn+3 =∞, (2) sign change of the exponents θ1, . . . , θn+3,
and (3) shifting of the exponents by integers (Schlesinger transformation).
In this section, we describe these transformations.
2.1 Permutation of the points
In the following, we use the matrix notations
w(Aj) =
(
w(aj) w(bj)
w(cj) w(dj)
)
(2.9)
and
w(Gj) =
(
−w(dj) w(bj)
w(cj) w(dj)
)(
w(gj) 0
0 w(hj)
)
(2.10)
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for a transformation w of the dependent variables.
The action of the symmetric groupSn+3 on the set of the points t1, . . . , tn,
tn+1 = 0, tn+2 = 1, tn+3 = ∞ can be lifted to transformations of the inde-
pendent and dependent variables. Denoting the adjacent transpositions by
σ1 = (12), . . . , σn+2 = (n + 2, n + 3), we describe the action of these σk on
the variables ti (i = 1, . . . , n) and aj, bj , cj, dj, gj, hj (j = 1, . . . , n+ 2).
σk(ti) = tσk(i), σk(Aj) = Aσk(j), σi(Gj) = Gσi(j) (2.11)
for k = 1, . . . , n − 1. We remark that σn, σn+1 and σn+2 are derived from
Me¨bius transformations on P1(C). The transformation σn is derived from
z → (z − tn) / (1− tn):
σn(ti) =
ti − tn
1− tn
(i 6= n), σn(tn) =
−tn
1− tn
,
σn(Aj) = (1− tn)
θn+3E2Aσn(j) (1− tn)
−θn+3E2,
σn(Gj) = (1− tn)
ρI2+θn+3E2Gσn(j) (1− tn)
θσn(j)E2.
(2.12)
Similarly, the transformation σn+1 is derived from z → 1− z:
σn+1(ti) = 1− ti, σn+1(Aj) = Aσn+1(j), σn+1(Gj) = Gσn+1(j), (2.13)
and the transformation σn+2 is derived from z → 1/z:
σn+2(ti) =
ti
ti − 1
,
σn+2(Aj) = G
−1
n+2AjGn+2 (j 6= n+ 2),
σn+2(An+2) = θn+3G
−1
n+2E2Gn+2,
σn+2(Gj) = G
−1
n+2Gj (tj − 1)
ρI2+2θjE2 (j 6= n+ 2),
σn+2(Gn+2) = G
−1
n+2,
(2.14)
The action of each σk on the parameters θj is given by
σk(θj) = θσk(j) (j = 1, . . . , n+ 3). (2.15)
2.2 Sign change of the exponents
Let Y be a fundamental solution of system (2.3). Consider the gauge trans-
formations
rk(Y ) = (z − tk)
−θkY (k = 1, . . . , n+ 2), rn+3(Y ) = WY, (2.16)
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where
W =
(
0 1
1 0
)
. (2.17)
Each rk acts on the parameters as follows:
rk(θj) = (−1)
δjkθj (j = 1, . . . , n+ 3), (2.18)
where δjk stands for the Kronecker delta, and can be lifted to a transformation
of the dependent variables. We describe the action of these rk.
rk(Aj) = Aj − δjk θkI2 (j = 1, . . . , n+ 2),
rk(Gj) = (tj − tk)
−δjkθkGj (j = 1, . . . , n+ 2)
(2.19)
for k = 1, . . . , n+ 2.
rn+3(Aj) = WAjW, rn+3(Gj) = WGj (j = 1, . . . .n+ 2) (2.20)
for k = n + 3. Note that the independent variables ti (i = 1, . . . , n) are
invariant under the action of each rk.
2.3 Schlesinger transformations
In this section, we construct the Schlesinger transformations by following [3].
Let L be a subset of Zn+3 defined as
L =
{
µ = (µ1, . . . , µn+3) ∈ Z
n+3
∣∣ µ1 + . . .+ µn+3 ∈ 2Z} . (2.21)
Consider the gauge transformations
Tµ(Y ) = RµY (µ ∈ L), (2.22)
where Rµ are 2 × 2 matrices of rational functions in z and ti (i = 1, . . . , n),
such that
Tµ(θj) = θj + µj (j = 1, . . . , n+ 3). (2.23)
Then each Rµ is determined up to multiplication by a scalar matrix and the
gauge transformation Tµ can be lifted to a birational transformation (called
the Schlesinger transformation) of the dependent variables.
The group of the Schlesinger transformations is generated by the trans-
formations Tk (k = 1, . . . , n+ 2), such that
Tk(θj) = θj + δjk − δj k+1 (j = 1 . . . , n+ 3), (2.24)
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and Tn+3, such that
Tn+3(θj) = θj + δj n+2 + δj n+3 (j = 1 . . . , n+ 3). (2.25)
We describe the action of these Tk on the variables aj , bj , cj, dj, gj , hj
(j = 1, . . . .n + 2).
Tk(Aj) = Aj +
R∗kAjRk
(tk − tk+1)(tk − tj)
−
RkAjR
∗
k
(tk − tk+1)(tk+1 − tj)
(j 6= k, k + 1),
Tk(Ak) = Ak+1 −
(1 + θk − θk+1)Rk
tk − tk+1
−
n+2∑
j=1,j 6=k,k+1
R∗kAjRk
(tk − tk+1)(tk − tj)
,
Tk(Ak+1) = Ak +
(1 + θk − θk+1)Rk
tk − tk+1
+
n+2∑
j=1,j 6=k,k+1
RkAjR
∗
k
(tk − tk+1)(tk+1 − tj)
,
Tk(Gj) = Gj −
RkGj
tk+1 − tj
(j 6= k, k + 1),
Tk(Gk) =
R∗kGk
tk − tk+1
+
GkE2
tk − tk+1
+
n+2∑
j=1,j 6=k
R∗kGkE1G
−1
k AjGkE2
(1 + θk)(tk − tk+1)(tk − tj)
,
Tk(Gk+1) = RkGk+1 −Gk+1E2 +
n+2∑
j=1,j 6=k
RkGk+1E2G
−1
k AjGkE1
(1− θk)(tk − tj)
,
(2.26)
where
Rk =
−tk + tk+1
bkak+1 + dkbk+1
(
bk
dk
)(
ak+1 bk+1
)
, R∗k = (tk− tk+1)I2+Rk, (2.27)
for k = 1, . . . , n+ 1.
Tn+2(An+2) = Rn+2An+2E1 + E2An+2R
∗
n+2 + E2R
∗
n+2 −
n+1∑
j=1
Rn+2AjR
∗
n+2
tj − 1
,
Tn+2(Aj) = (tj − 1)E2AjE1 +Rn+2AjE1 + E2AjR
∗
n+2 +
Rn+2AjR
∗
n+2
tj − 1
(j 6= n+ 2),
Tn+2(Gn+2) = Rn+2Gn+2 + E2Gn+2E2 +
n+2∑
j=1,j 6=k
Rn+2Gn+2E1G
−1
n+2AjGn+2E2
(1 + θn+2)(tn+2 − tj)
,
Tn+2(Gj) = (tj − 1)E2Gj +Rn+2Gj (j 6= n + 2),
(2.28)
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where
Rn+2 =
1
(1− θn+3) dn+2
(
1− θn+3
c∞
)(
dn+2 −bn+2
)
,
R∗n+2 =
1
(1− θn+3) dn+2
(
bn+2
dn+2
)(
−c∞ 1− θn+3
) (2.29)
and c∞ =
∑n+2
j=1 tjcj, for k = n+ 2.
Tn+3(An+2) = Rn+3An+2E2 + E1An+2R
∗
n+3 + E1R
∗
n+3 −
n+1∑
j=1
Rn+3AjR
∗
n+3
tj − 1
,
Tn+3(Aj) = (tj − 1)E1AjE2 +Rn+3AjE2 + E1AjR
∗
n+3 +
Rn+3AjR
∗
n+3
tj − 1
(j 6= n+ 2),
Tn+3(Gn+2) = Rn+3Gn+2 + E1Gn+2E2 +
n+2∑
j=1,j 6=k
Rn+3Gn+2E1G
−1
n+2AjGn+2E2
(1 + θn+2)(tn+2 − tj)
,
Tn+3(Gj) = (tj − 1)E1Gj +Rn+3Gj (j 6= n + 2),
(2.30)
where
Rn+3 =
1
(1 + θn+3) bn+2
(
b∞
1 + θn+3
)(
−dn+2 bn+2
)
,
R∗n+3 =
1
(1 + θn+3) bn+2
(
bn+2
dn+2
)(
1 + θn+3 −b∞
) (2.31)
and b∞ =
∑n+2
j=1 tjbj , for k = n + 3. Note that the independent variables ti
(i = 1, . . . , n) are invariant under the action of each Tk.
Remark 2.1. The group of the Schlesinger transformations generated by Tk
(k = 1, . . . , n + 3) is isomorphic to the root lattice Q(Cn+3). The commuta-
tivity between two arbitrary Schlesinger transformations is obtained from the
uniqueness of the Schlesinger transformations [3].
3 τ-Functions on the root lattice
In this Section, we formulate the τ -functions for the Schlesinger system on
the root lattice Q(Cn+3). We also present the bilinear relations of three types,
Toda equations, Hirota-Miwa equations and bilinear differential equations,
which are satisfied by the τ -functions.
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Proposition 3.1 ([3]). For each solution of the Schlesinger system, the 1-
forms
ωµ =
N∑
i=1
Tµ(Hi) dti (µ ∈ L) (3.1)
are closed. Here we let
Hi =
n+2∑
j=1,j 6=i
1
ti − tj
(trAiAj + Cij) (i = 1, . . . , n), (3.2)
where
Cij = −
1
2
θiθj +
θ2i + θ
2
j
2 (n+ 1)
−
∑n+3
i=1 θ
2
i
2 (n+ 1)(n+ 2)
. (3.3)
Proposition 3.1 allows us to define a family of τ -functions by
d log τµ = ωµ (µ ∈ L), (3.4)
up to multiplicative constants.
We also define the action of the transformations σk, rl and Tµ on the
τ -functions, so that it is consistent with the action of them on Hi which we
call Hamiltonians. For each µ, ν ∈ L, the action of Tµ on τν is defined by
Tµ(τν) = τµ+ν (3.5)
and the action of σk, rl on τν is defined by
σk(τν) = τσk(ν) (k = 1, . . . , n+ 2),
rl(τν) = τrl(ν) (l = 1, . . . , n+ 3),
(3.6)
where
σk(ν) = (νσk(1), . . . , νσk(n+3)),
rl(ν) = (ν1, . . . , νl−1,−νl, νl+1, . . . , νn+3).
(3.7)
In Section 3.1, we describe the action of the transformations σk, rl and
Tµ on the Hamiltonians, which is obtained from the action of them on the
independent and dependent variables.
3.1 Symmetries for Hamiltonians
We first describe the action of the Schlesinger transformation Tµ on the
Hamiltonians for each µ ∈ L with
µ21 + . . .+ µ
2
n+3 = 2. (3.8)
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Set
Tk,l = Tek+el , Tk,−l = Tek−el, T−k,−l = T−ek−el
(k, l = 1, . . . , n+ 3, k 6= l),
(3.9)
where
e1 = (1, 0, 0, . . . , 0, 0),
e2 = (0, 1, 0, . . . , 0, 0),
...
en+3 = (0, 0, 0, . . . , 0, 1).
(3.10)
We remark
Tk = Tk,−(k+1) (k = 1, . . . , n+ 2), Tn+3 = Tn+2,n+3 (3.11)
and that they act on θj (j = 1, . . . , n+ 3) as follows:
Tk,l(θj) = θj + δjk + δjl,
Tk,−l(θj) = θj + δjk − δjl,
T−k,−l(θj) = θj − δjk − δjl.
(3.12)
Then the action of them on the Hamiltonians Hi (i = 1, . . . , n) is described
as follows.
Tk,l(Hi) = Hi −
trAiRk,l
(ti − tk)(ti − tl)
+
Γ ik
ti − tk
+
Γ−il
ti − tl
+
n+2∑
j=1,j 6=i
Γk,l
ti − tj
(i 6= k, l),
Tk,l(Hk) = Hk −
n+2∑
j=1,j 6=k,l
trAiRk,l
(tk − tj)(tk − tl)
−
(n− 1)(1 + θk + θl)
2 (n+ 1)(tk − tl)
+
n+2∑
j=1,j 6=k,l
Γ jk
tk − tj
+
n+2∑
j=1,j 6=k
Γk,l
tk − tj
,
Tk,l(Hl) = Hl −
n+2∑
j=1,j 6=k,l
trAiRk,l
(tl − tj)(tl − tk)
−
(n− 1)(1 + θk + θl)
2 (n+ 1)(tl − tk)
+
n+2∑
j=1,j 6=k,l
Γ−jk
tl − tj
+
n+2∑
j=1,j 6=l
Γk,l
tl − tj
,
(3.13)
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where
Γ jk = −
θj
2
+
1 + 2 θk
2 (n+ 2)
, Γ−jk =
θj
2
+
1 + 2 θk
2 (n+ 2)
,
Γk,l = −
1 + θk + θl
(n + 1)(n+ 2)
, Rk,l =
tk − tl
bkdl − dkbl
(
bk
dk
)(
−dl bl
)
,
(3.14)
for k, l = 1, . . . , n+ 2 with k 6= l.
Tk,−l(Hi) = Hi −
trAiRk,−l
(ti − tk)(ti − tl)
+
Γ ik
ti − tk
+
Γ−i−l
ti − tl
+
n+2∑
j=1,j 6=i
Γk,−l
ti − tj
(i 6= k, l),
Tk,−l(Hk) = Hk −
n+2∑
j=1,j 6=k,l
trAiRk,−l
(tk − tj)(tk − tl)
−
(n− 1)(1 + θk − θl)
2 (n+ 1)(tk − tl)
+
n+2∑
j=1,j 6=k,l
Γ jk
tk − tj
+
n+2∑
j=1,j 6=k
Γk,−l
tk − tj
,
Tk,−l(Hl) = Hl −
n+2∑
j=1,j 6=k,l
trAiRk,−l
(tl − tj)(tl − tk)
−
(n− 1)(1 + θk − θl)
2 (n+ 1)(tl − tk)
+
n+2∑
j=1,j 6=k,l
Γ−j−l
tl − tj
+
n+2∑
j=1,j 6=l
Γk,−l
tl − tj
,
(3.15)
where
Γk,−l = −
1 + θk − θl
(n + 1)(n+ 2)
, Γ−j−k =
θj
2
+
1− 2 θk
2 (n+ 2)
,
Rk,−l =
−tk + tl
bkal + dkbl
(
bk
dk
)(
al bl
)
,
(3.16)
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for k, l = 1, . . . , n+ 2 with k 6= l.
T−k,−l(Hi) = Hi −
trAiR−k,−l
(ti − tk)(ti − tl)
+
Γ i−k
ti − tk
+
Γ−i−l
ti − tl
+
n+2∑
j=1,j 6=i
Γ−k,−l
ti − tj
(i 6= k, l),
T−k,−l(Hk) = Hk −
n+2∑
j=1,j 6=k,l
trAiR−k,−l
(tk − tj)(tk − tl)
−
(n− 1)(1− θk − θl)
2 (n+ 1)(tk − tl)
+
n+2∑
j=1,j 6=k,l
Γ j−k
tk − tj
+
n+2∑
j=1,j 6=k
Γ−k,−l
tk − tj
,
T−k,−l(Hl) = Hl −
n+2∑
j=1,j 6=k,l
trAiR−k,−l
(tl − tj)(tl − tk)
−
(n− 1)(1− θk − θl)
2 (n+ 1)(tl − tk)
+
n+2∑
j=1,j 6=k,l
Γ−j−l
tl − tj
+
n+2∑
j=1,j 6=l
Γ−k,−l
tl − tj
,
(3.17)
where
Γ−k,−l = −
1− θk − θl
(n+ 1)(n+ 2)
, Γ j−k = −
θj
2
+
1− 2 θk
2 (n+ 2)
,
R−k,−l =
tk − tl
akbl − bkal
(
bk
−ak
)(
al bl
)
,
(3.18)
for k, l = 1, . . . , n+ 2 with k 6= l.
Tk,n+3(Hi) = Hi +
1
ti − tk
(
ai + bi
dk
bk
)
+
Γ ik
ti − tk
+
n+2∑
j=1,j 6=i
Γk,n+3
ti − tj
(i 6= k),
Tk,n+3(Hk) = Hk +
n+2∑
j=1,j 6=k
1
tk − tj
(
aj + bj
dk
bk
)
+
n+2∑
j=1,j 6=k
Γ jk + Γk,n+3
tk − tj
(3.19)
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for k = 1, . . . , n+ 2.
Tk,−(n+3)(Hi) = Hi +
1
ti − tk
(
di + ci
ak
ck
)
+
Γ ik
ti − tk
+
n+2∑
j=1,j 6=i
Γk,−(n+3)
ti − tj
(i 6= k),
Tk,−(n+3)(Hk) = Hk +
n+2∑
j=1,j 6=k
1
tk − tj
(
dj + cj
ak
ck
)
+
n+2∑
j=1,j 6=k
Γ jk + Γk,−(n+3)
tk − tj
(3.20)
for k = 1, . . . , n+ 2.
Tn+3,−k(Hi) = Hi +
1
ti − tk
(
ai − bi
ak
bk
)
+
Γ i−k
ti − tk
+
n+2∑
j=1,j 6=i
Γn+3,−k
ti − tj
(i 6= k),
Tn+3,−k(Hk) = Hk +
n+2∑
j=1,j 6=k
1
tk − tj
(
aj − bj
ak
bk
)
+
n+2∑
j=1,j 6=k
Γ j−k + Γn+3,−k
tk − tj
(3.21)
for k = 1, . . . , n+ 2.
T−k,−(n+3)(Hi) = Hi +
1
ti − tk
(
di − ci
dk
ck
)
+
Γ i−k
ti − tk
+
n+2∑
j=1,j 6=i
Γ−k,−(n+3)
ti − tj
(i 6= k),
T−k,−(n+3)(Hk) = Hk +
n+2∑
j=1,j 6=k
1
tk − tj
(
dj − cj
dk
ck
)
+
n+2∑
j=1,j 6=k
Γ j−k + Γ−k,−(n+3)
tk − tj
(3.22)
for k = 1, . . . , n + 2. For the other µ ∈ L, the action of Tµ on the Hamil-
tonians, which is not described in this paper, is similarly obtained from its
action on the dependent variables.
Next we describe the action of the transformations σk (k = 1, . . . , n+ 2)
and rl (l = 1, . . . , n + 3) on the Hamiltonians. Since Hi (i = 1, . . . , n) are
invariant under the action of each σk and rl, we obtain
σkTµ(Hi) = Tσk(µ)(Hi), rlTµ(Hi) = Trl(µ)(Hi) (µ ∈ L), (3.23)
where
σk(µ) = (µσk(1), . . . , µσk(n+3)),
rl(µ) = (µ1, . . . , µl−1,−µl, µl+1, . . . , µn+3).
(3.24)
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3.2 Toda equations
In this section, we present the Toda equations for the Schlesinger transfor-
mations Tk (k = 1, . . . , n+ 3). Set
H˜i = Hi −
n+2∑
j=1,j 6=i
Cij
ti − tj
=
n+2∑
j=1,j 6=i
trAiAj
ti − tj
(i = 1, . . . , n). (3.25)
Then we have
Theorem 3.2 ([3]). The Hamiltonians H˜i (i = 1, . . . , n) satisfy the following
equations:
Tk(H˜i) + T
−1
k (H˜i)− 2 H˜i = ∂ti log
(G−1k+1Gk)22(G
−1
k Gk+1)22
(tk − tk+1)2
(k = 1, . . . , n+ 1),
Tn+2(H˜i) + T
−1
n+2(H˜i)− 2 H˜i = ∂ti log (Gn+2)22(G
−1
n+2)22,
Tn+3(H˜i) + T
−1
n+3(H˜i)− 2 H˜i = ∂ti log (Gn+2)12(G
−1
n+2)21,
(3.26)
where (Gj)kl stands for the (k, l)-component of the 2× 2 matrix Gj.
We also obtain the following lemma.
Lemma 3.3. The Hamiltonians H˜i (i = 1, . . . , n) satisfy the following equa-
tions:
∂tk(H˜k+1) =
trAkAk+1
(tk − tk+1)2
(k = 1, . . . , n− 1),
∂tn
(
n∑
i=1
(ti − 1)H˜i
)
=
trAnAn+1
t2n
,
(δ∗ + 1)
(
n∑
i=1
tiH˜i
)
= −trAn+1An+2 −
1
2
n+2∑
i=1
n+2∑
j=1,j 6=i
Cij ,
(δ + 1)
(
n∑
i=1
tiH˜i
)
= θn+3 dn+2 + θn+2(ρ+ θn+2)−
1
2
n+2∑
i=1
n+2∑
j=1,j 6=i
Cij ,
(3.27)
where ∂i = ∂/∂ti and
δ =
n∑
i=1
ti(ti − 1) ∂ti, δ
∗ =
n∑
i=1
(ti − 1) ∂ti . (3.28)
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Proof The first equation of (3.27) is obtained by a direct computation.
The second equation of (3.27) is obtained by using
n∑
i=1
(ti − 1)H˜i = −
n+2∑
j=1,j 6=n+1
trAjAn+1
tj
+
n+2∑
i=1
n+2∑
j=1,j 6=i
trAiAj (3.29)
and
n+2∑
i=1
n+2∑
j=1,j 6=i
trAiAj = −
n+2∑
i=1
n+2∑
j=1,j 6=i
Cij . (3.30)
The third equation of (3.27) is obtained by using (3.30),
n∑
i=1
tiH˜i =
n+1∑
j=1
trAjAn+2
tj − 1
+
1
2
n+2∑
i=1
n+2∑
j=1,j 6=i
trAiAj (3.31)
and
(δ∗ + 1)
(
n+1∑
j=1
trAjAn+2
tj − 1
)
= −trAn+1An+2. (3.32)
The fourth equation of (3.27) is obtained by using (3.30), (3.31) and
(δ + 1)
(
n+1∑
j=1
trAjAn+2
tj − 1
)
= θn+3 dn+2 + θn+2(ρ+ θn+2). (3.33)
✷
From Theorem 3.2, Lemma 3.3 and the following identities:
(G−1k+1Gk)22(G
−1
k Gk+1)22 = −
trAkAk+1
θkθk+1
(k = 1, . . . , n+ 1),
(Gn+2)22(G
−1
n+2)22 =
dn+2
θn+2
,
(Gn+2)12(G
−1
n+2)21 =
an+2
θn+2
,
(3.34)
we obtain
Tk(H˜i) + T
−1
k (H˜i)− 2 H˜i = ∂ti logXk (k = 1, . . . , n+ 3), (3.35)
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where
Xk = ∂tk(H˜k+1) (k = 1, . . . , n− 1),
Xn = ∂tn
(
n∑
i=1
(ti − 1)H˜i
)
,
Xn+1 = (δ
∗ + 1)
(
n∑
i=1
tiH˜i
)
+
1
2
n+2∑
i=1
n+2∑
j=1,j 6=i
Cij ,
Xn+2 = (δ + 1)
(
n∑
i=1
tiH˜i
)
+
1
2
n+2∑
i=1
n+2∑
j=1,j 6=i
Cij − θn+2(ρ+ θn+2),
Xn+3 = (δ + 1)
(
n∑
i=1
tiH˜i
)
+
1
2
n+2∑
i=1
n+2∑
j=1,j 6=i
Cij − θn+2(ρ+ θn+2 + θn+3).
(3.36)
Here we introduce the Hirota derivatives Di (i = 1, · · · , n) defined by
P (D1, · · · , Dn)ϕ · ψ = P (∂t1 , · · · , ∂tn) (ϕ(s+ t)ψ(s− t))
∣∣
t=0
, (3.37)
where P (D1, · · · , Dn) is a polynomial in the derivations Di (i = 1, . . . , n).
By the definition, we obtain
Di ϕ · ψ = ∂ti(ϕ)ψ − ϕ∂ti(ψ),
DiDj ϕ · ψ = ∂ti∂tj (ϕ)ψ − ∂ti(ϕ) ∂tj (ψ)− ∂tj (ϕ) ∂ti(ψ) + ψ ∂ti∂tj (ϕ)
(3.38)
and
∂ti log
ϕ
ψ
=
Di ϕ · ψ
ϕ · ψ
,
∂ti∂tj logϕψ =
DiDj ϕ · ψ
ϕ · ψ
−
Di ϕ · ψ
ϕ · ψ
Dj ϕ · ψ
ϕ · ψ
.
(3.39)
By substituting (3.25) into (3.35), we obtain the Toda and Toda-like
equations expressed in terms of the Hirota derivatives.
Theorem 3.4. For the Schlesinger transformations Tk (k = 1, . . . , n + 3),
16
we have the following Toda and Toda-like equations:
FkTk(τ0) T
−1
k (τ0) = DkDk+1τ0 · τ0 −
2Ck k+1
(tk − tk+1)2
τ 20 (k = 1, · · · , n− 1),
FnTn(τ0) T
−1
n (τ0) =
n∑
i=1
(ti − 1)DiDnτ0 · τ0 + 2 ∂tn(τ0) · τ0 −
2Cnn+1
t2n
τ 20 ,
Fn+1Tn+1(τ0) T
−1
n+1(τ0) =
n∑
i=1
n∑
j=1
(ti − 1)tjDiDjτ0 · τ0
+ 2
n∑
i=1
(2 ti − 1) ∂ti(τ0) · τ0 + 2Cn+1n+2 τ
2
0 ,
Fn+2Tn+2(τ0) T
−1
n+2(τ0) =
n∑
i=1
n∑
j=1
ti(ti − 1)tjDiDj τ0 · τ0 + 2
n∑
i=1
t2i ∂ti(τ0) · τ0
+ 2
{
θn+2(ρ+ θn+2) +
n+1∑
j=1
Ci n+2
}
τ 20 ,
Fn+3Tn+3(τ0) T
−1
n+3(τ0) =
n∑
i=1
n∑
j=1
ti(ti − 1)tjDiDjτ0 · τ0 + 2
n∑
i=1
t2i ∂ti(τ0) · τ0
+ 2
{
θn+2(ρ+ θn+2 + θn+3) +
n+1∑
j=1
Ci n+2
}
τ 20 ,
(3.40)
where
Fk = (tk − tk+1)
−1/2
n+2∏
j=1,j 6=k
(tk − tj)
−Γ j
k
n+2∏
j=1,j 6=k+1
(tk+1 − tj)
−Γ−j
−k+1
×
n+2∏
i=1
n+2∏
j=1,j 6=i
(ti − tj)
−Γk,−(k+1)/2 (k = 1, . . . , n+ 1),
Fn+2 =
n+1∏
j=1
(tj − 1)
−Γ jn+2
n+2∏
i=1
n+2∏
j=1,j 6=i
(ti − tj)
−Γn+2,−(n+3)/2,
Fn+3 =
n+1∏
j=1
(tj − 1)
−Γ jn+2
n+2∏
i=1
n+2∏
j=1,j 6=i
(ti − tj)
−Γn+2,n+3/2.
(3.41)
We note that the Toda equation for Tn+1 is equivalent to the equation
given in [8].
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3.3 Hirota-Miwa equations
In the following, we set
τk,l = Tk,l(τ0), τk,−l = Tk,−l(τ0) (k, l = 1, . . . , n+ 3, k 6= l). (3.42)
We first present the Hirota-Miwa equation for the following six τ -functions:
τn+2,n+3, τn+1,n+2, τn+2,−(n+1), τn+1,n+3, τn+3,−(n+1), τ0.
The action of transformations Tn+1,n+2, Tn+3,−(n+1) and Tn+2,n+3 on the Hamil-
tonians Hi (i = 1, . . . , n) is described as follows:
Tn+1,n+2(Hi) = Hi −
trAiRn+1,n+2
ti(ti − 1)
+
Γ in+1
ti
+
Γ−in+2
ti − 1
+
n+2∑
j=1,j 6=i
Γn+1,n+2
ti − tj
,
Tn+3,−(n+1)(Hi) = Hi +
1
ti
(
ai − bi
an+1
bn+1
)
+
Γ i−(n+1)
ti
+
n+2∑
j=1,j 6=i
Γn+3,−(n+1)
ti − tj
,
Tn+2,n+3(Hi) = Hi +
1
ti − 1
(
ai + bi
dn+2
bn+2
)
+
Γ in+2
ti − 1
+
n+2∑
j=1,j 6=i
Γn+2,n+3
ti − tj
.
(3.43)
From (3.43) and
d log τk,l =
n∑
i=1
Tk,l(Hi), d log τk,−l =
n∑
i=1
Tk,−l(Hi)
(k, l = 1, . . . , n+ 3, k 6= l),
(3.44)
we obtain
τn+1,n+2 τn+3,−(n+1)
τ0 τn+2,n+3
=
(
dn+1 − bn+1
dn+2
bn+2
)
×
n∏
i=1
t
1/(n+1)
i
n+2∏
i=1
n+2∏
j=1,j 6=i
(ti − tj)
−1/{2(n+1)(n+2)}.
(3.45)
Hence the Hirota-Miwa-equation
τn+1,n+2 τn+3,−(n+1) − τn+1,n+3 τn+2,−(n+1)
= θn+1
n∏
i=1
t
1/(n+1)
i
n+2∏
i=1
n+2∏
j=1,j 6=i
(ti − tj)
−1/{2(n+1)(n+2)} τ0τn+2,n+3
(3.46)
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is obtained by the action of the transformation rn+1 on the both sides of
(3.45).
For the other indexies i, j, k = 1, . . . , n + 3 with i, j, k mutually distinct,
the Hirota-Miwa equations are obtained in a similar way.
Theorem 3.5. For any distinct i, j, k = 1, . . . , n+ 3, we have the following
Hirota-Miwa equations:
F ijk τ0 τi,j = τi,k τj,−k − τj,k τi,−k, (3.47)
where
F ijk = θk (ti − tj)
1/2(ti − tk)
−1/2(tj − tk)
−1/2
×
n+2∏
l=1,l 6=k
(tk − tl)
1/(n+1)
n+2∏
l1=1
n+2∏
l2=1,l2 6=l1
(tl1 − tl2)
−1/{2(n+1)(n+2)},
F i,n+3j = θj
n+2∏
k=1,k 6=j
(tj − tk)
1/(n+1)
n+2∏
k=1
n+2∏
l=1,l 6=k
(tk − tl)
−1/{2(n+1)(n+2)},
F ijn+3 = θn+3 (ti − tj)
1/2
n+2∏
k=1
n+2∏
l=1,l 6=k
(tk − tl)
−1/{2(n+1)(n+2)}.
(3.48)
3.4 Bilinear differential equations
In this section, we present the bilinear differential equations for the τ -functions
τ0 and τ1 = τn+1,n+2. We set
Ĥi =
n+2∑
j=1,j 6=i
ti(ti − 1)
ti − tj
(
trAiAj −
1
2
θiθj
)
(i = 1, . . . , n) (3.49)
and
Ĥ∗i = Tn+1,n+2(Ĥi) = Ĥi − trAiRn+1,n+2 +
θi
2
(i = 1, . . . , n). (3.50)
Denoting R̂ = Rn+1,n+2, we have
∂ti(R̂) =
R̂Ai(R̂− I2)
ti − 1
−
(R̂− I2)AiR̂
ti
(i = 1, . . . , n). (3.51)
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It follows that
δi(Ĥi) =
n+2∑
j=1,j 6=i
ti(ti − 1)(t
2
i − 2 titj + tj)
(ti − tj)2
(
trAiAj −
1
2
θiθj
)
,
δj(Ĥi) =
ti(ti − 1)tj(tj − 1)
(ti − tj)2
(
trAiAj −
1
2
θiθj
)
(j = 1, . . . , n, j 6= i),
δi(Ĥi − Ĥ
∗
i ) = trAi(R̂− I2)AiR̂−
n+2∑
j=1,j 6=i
ti(ti − 1)
ti − tj
tr [Ai, Aj]R̂,
δj(Ĥi − Ĥ
∗
i ) = tj trAiR̂Aj(R̂− I2)− (tj − 1) trAi(R̂− I2)AjR̂
−
tj(tj − 1)
ti − tj
tr [Ai, Aj]R̂ (j = 1, . . . , n, j 6= i),
(3.52)
where δi = ti(ti − 1) ∂i, for each i = 1, . . . , n. By using (3.52), we obtain
n∑
j=1
2
2 titj − ti − tj
{
δj(Ĥi + Ĥ
∗
i ) + (Ĥi − Ĥ
∗
i )(Ĥj − Ĥ
∗
j )
}
= −
trAi(R̂− I2)AiR̂
ti(ti − 1)
+
1
ti(ti − 1)
(
trAiR̂−
θi
2
)2
+
n∑
j=1,j 6=i
2
2 titj − ti − tj
{(
trAiR̂ −
θi
2
)(
trAjR̂−
θj
2
)
+ (tj − 1) trAi(R̂− I2)AjR̂ − tj trAiR̂Aj(R̂ − I2)
}
+
n+2∑
j=1,j 6=i
1
2 titj − ti − tj
{
(2 tj − 1) tr [Ai, Aj]R̂− trAiAj +
1
2
θiθj
}
+
n+2∑
j=1,j 6=i
2 ti − 1
ti − tj
(
trAiAj −
1
2
θiθj
)
(i = 1, . . . , n).
(3.53)
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On the other hand, we obtain
trAi(R̂− I2)AjR̂ =
(
trAiR̂−
θi
2
)(
trAjR̂−
θj
2
)
−
1
2
tr [Ai, Aj]R̂
−
1
2
trAiAj +
1
4
θiθj (j = 1, . . . , n, j 6= i),
trAiR̂Aj(R̂− I2) =
(
trAiR̂−
θi
2
)(
trAjR̂−
θj
2
)
+
1
2
tr [Ai, Aj ]R̂
−
1
2
trAiAj +
1
4
θiθj (j = 1, . . . , n, j 6= i),
trAi(R̂ − I2)AiR̂ =
(
trAiR̂−
θi
2
)2
−
θ2i
4 ti(ti − 1)
(3.54)
and
tr[Ai, An+1]R̂ + trAiAn+1 = θn+1 trAiR̂,
tr[Ai, An+2]R̂ − trAiAn+2 = θn+2 trAi(R̂− I2)
(3.55)
by direct computations for each i = 1, . . . , n. From (3.53), (3.54) and (3.55),
the following differential equations are obtained:
n∑
j=1
2
2 titj − ti − tj
{
δj(Ĥi + Ĥ
∗
i ) + (Ĥi − Ĥ
∗
i )(Ĥj − Ĥ
∗
j )
}
=
(
θn+1
ti
+
θn+2
ti − 1
)
(Ĥi − Ĥ
∗
i ) +
2 ti − 1
ti(ti − 1)
Ĥi +
θ2i
4 ti(ti − 1)
(i = 1, . . . , n).
(3.56)
By substituting
Ĥi = δi log τ0 + Ĉi, Ĥ
∗
i = δi log τ1 + Ĉ
∗
i , (3.57)
where
Ĉi =
n+2∑
j=1,j 6=i
ti(ti − 1)
ti − tj
(
Cij +
1
2
θiθj
)
, Ĉ∗i = Tn+1,n+2(Ĉi) (3.58)
into (3.56), we obtain the bilinear differential equations for the τ -functions
τ0 and τ1.
Theorem 3.6. The τ -functions τ0 and τ1 satisfy the following bilinear dif-
ferential equations:
n∑
j=1
2
2 titj − ti − tj
{
D∗iD
∗
j τ0 · τ1 + F
i
jD
∗
j τ0 · τ1
}
+ F i,0D∗i τ0 · τ1
−
2 ti − 1
ti(ti − 1)
δi(τ0) · τ1 + F
i,1τ0 · τ1 = 0 (i = 1, . . . , n),
(3.59)
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where
F ij = Ĉi − Ĉ
∗
i ,
F i,0 =
n∑
j=1
2 (Ĉi − Ĉ
∗
i )
2 titj − ti − tj
−
θn+1
ti
−
θn+2
ti − 1
,
F i,1 =
n∑
j=1
2
2 titj − ti − tj
{
δj(Ĉi + Ĉ
∗
i ) + (Ĉi − Ĉ
∗
i )(Ĉj − Ĉ
∗
j )
}
−
(
θn+1
ti
+
θn+2
ti − 1
)
(Ĉi − Ĉ
∗
i )−
2 ti − 1
ti(ti − 1)
Ĉi −
θ2i
4 ti(ti − 1)
(3.60)
and D∗i stands for the Hirota derivative with respect to the derivation δi.
4 Garnier system
We consider rational functions in aj, bj , cj, dj (j = 1, . . . , n+ 2) defined as
qi =
tibi
b∞
(i = 1, . . . , n),
pi =
b∞
ti
{
ai
bi
+ (ti − 1)
an+1
bn+1
− ti
an+2
bn+2
}
(i = 1, . . . , n),
xi =
ti
ti − 1
(i = 1, . . . , n),
(4.1)
where b∞ =
∑n+2
j=1 tjbj . Let { , } be the Poisson bracket defined by
{ϕ, ψ} =
n∑
j=1
(
∂ϕ
∂pj
∂ψ
∂qj
−
∂ϕ
∂qj
∂ψ
∂pj
)
. (4.2)
Also let d¯ be an exterior differentiation with respect to x1, . . . , xn. Then we
have
Proposition 4.1 ([1]). The independent and dependent variables qi, pi, xi
(i = 1, . . . , n) defined by (4.1) satisfy the Garnier system
d¯qi =
n∑
j=1
{H¯j, qi} dxj, d¯pi =
n∑
j=1
{H¯j, pi} dxj (4.3)
with the Hamiltonians
−(xi − 1)
2 H¯i = Tn+3,−(n+1)(Hi) (i = 1, . . . , n). (4.4)
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Here we remark
H¯i = Ki +
n+2∑
j=1,j 6=i
C¯ij
xi − xj
(i = 1, . . . , n), (4.5)
where
C¯ij = Tn+3,−(n+1)(Cij) + θiθj (j = 1, . . . , n),
C¯i n+1 = Tn+3,−(n+1)(Ci n+1) + θi(θn+1 − 1),
C¯i n+2 = −
n+2∑
j=1,j 6=i
Tn+3,−(n+1)(Cij) + θi(θi + θn+3 + 2ρ+ 1)
(4.6)
and Ki is given by (1.9).
In this section, we show that the Garnier system has affine Weyl group
symmetry of type B
(1)
n+3. We also show that the τ -functions for the Gar-
nier system, formulated on the root lattice Q(Cn+3), satisfy Toda equations,
Hirota-Miwa equations and bilinear differential equations.
4.1 Affine Weyl group symmetries
The transformations σk, rl and Tµ given in Section 2 can be lifted to the
birational canonical transformations of the variables qi, pi, xi (i = 1, . . . , n)
which is already known in [7, 8]. In this section, we formulate the action of
those transformations as realization of affine Weyl group.
Denote the parameter by
ε1 = θn+1, ε2 = θn+2, ε3 = θn+3 + 1,
εj = θj−3 (j = 4, . . . , n + 3).
(4.7)
Then the group of symmetries for the Garnier system is generated by the
transformations sk (k = 0, 1, . . . , n+ 3) which act on εj (j = 1, . . . , n+3) as
follows:
s0(ε1) = 1− ε2, s0(ε2) = 1− ε1, s0(εj) = εj (j 6= 1, 2),
sk(εj) = εσk(j) (k = 1, . . . , n + 2),
sn+3(εj) = (−1)
δjn+3εj (j 6= n + 3).
(4.8)
We describe the action of sk on the variables qi, pi, xi (i = 1, . . . , n).
s0(qj) =
pj(qjpj − εj+3)
Q1(Q1 + ε3)
, s0(qjpj) = εj+3 − qjpj , s0(xi) =
1
xi
, (4.9)
23
where
Q1 =
n∑
l=1
qlpl +
1
2
(
1−
n+3∑
l=1
εl
)
, (4.10)
for k = 0.
s1(qj) =
qj
xj
, s1(pj) = xjpj, s1(xi) =
1
xi
(4.11)
for k = 1.
s2(qj) =
qj
Q2
, s2(pj) = (pj −Q1)Q2, s2(xi) =
xi
xi − 1
, (4.12)
where
Q2 =
n∑
j=1
qj − 1, (4.13)
for k = 2.
s3(q1) =
1
q1
, s3(qj) = −
qj
q1
(j 6= 1),
s3(p1) = −q1Q1, s3(pj) = −q1pj (j 6= 1),
s3(x1) =
1
x1
, sn(xi) =
xi
x1
(i 6= 1)
(4.14)
for k = 3.
sk(qj) = qσk−3(j), pk(qj) = pσk−3(j), sk(xj) = xσk−3(j) (4.15)
for k = 4, . . . , n+ 2.
sn+3(qj) = qj ,
sn+3(pn) = pn −
εn+3
qn
, sn+3(pj) = pj (j 6= n),
sn+3(xi) = xi
(4.16)
for k = n+ 3. The group generated by these sk is isomorphic to affine Weyl
group W (B
(1)
n+3).
Theorem 4.2. The birational canonical transformations sk (k = 0, . . . , n+3)
satisfy the fundamental relations for the generators of W (B
(1)
n+3)
s2k = 1 (k = 0, . . . , n+ 3),
(sksl)
2 = 1 (k, l 6= 0, 1, 2, |k − l| > 1),
(sksk+1)
3 = 1 (k = 1, . . . , n+ 1),
(s0s1)
2 = 1, (s0s2)
3 = 1, (sn+2sn+3)
4 = 1.
(4.17)
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 
❡
❅
❅ ❡ ❡ ❡ ✲✲ ❡
α0
α1
α2 α3 αn+2 αn+3
Figure 1: Dynkin diagram of type B
(1)
n+3
The simple affine roots of B
(1)
n+3 is given as
α0 = 1− ε1 − ε2,
αj = εj − εj+1 (j = 1, . . . , n+ 2),
αn+3 = εn+3
(4.18)
and the action of sk on αj (j = 0, 1, . . . , n+ 3) is described as follows.
s0(α0) = −α0, s0(α2) = α0 + α2, s0(αj) = αj (j 6= 0, 2) (4.19)
for k = 0.
s1(α1) = −α1, s1(α2) = α1 + α2, s1(αj) = αj (j 6= 0, 1) (4.20)
for k = 1.
s2(α2) = −α2,
s2(αj) = αj + α2 (j = 0, 1, 3),
s2(αj) = αj (j 6= 0, 1, 2, 3)
(4.21)
for k = 2.
sk(αk) = −αk, sk(αk+1) = αk+1 + αk, sk(αk−1) = αk−1 + αk,
sk(αj) = αj (j 6= k, k + 1, k − 1)
(4.22)
for k = 3, . . . , n+ 2.
sn+3(αn+3) = −αn+3, sn+3(αn+2) = αn+2 + 2αn+3,
sn+3(αj) = αj (j 6= n + 2, n+ 3)
(4.23)
for k = n+ 3.
Remark 4.3. The group generated by the transformations s1, . . . , sn+2 is iso-
morphic to the symmetric group Sn+3 [1]. Furthermore, the group generated
by s1, . . . , sn+3 is isomorphic to W (Bn+3); e.g. [5].
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❡ ❡ ❡ ✲✲ ❡ ❡
α0 α1 α2 α3 α4
Figure 2: Dynkin diagram of type F
(1)
4
Remark 4.4. In the only case n = 1, there is the following birational canon-
ical transformation:
s∗0(q) = q −
ε4
p
, s∗0(p) = p, s
∗
0(t) = t,
s∗0(εj) = εj +
1
2
(1− ε1 − ε2 − ε3 − ε4) (j = 1, . . . , 4).
(4.24)
The transformation s0 is generated by a composition of s
∗
0 and s1, . . . , s4.
But s∗0 cannot be generated by a composition of s0, s1, . . . , s4. It follows
that the group of symmetries for the Garnier system in 1-variable contains
affine Weyl group W (B
(1)
4 ). Actually, it is known that PV I has affine Weyl
group symmetry of type F
(1)
4 . The simple affine roots of F
(1)
4 is given by
α0 = ε1 − ε2, α1 = ε2 − ε3, α2 = ε3 − ε4,
α3 = ε4, α4 =
1
2
(1− ε1 − ε2 − ε3 − ε4)
(4.25)
and s∗0, s1, . . . , s4 act on αj (j = 0, 1, . . . , 4) as follows:
s∗0(α4) = −α4, s
∗
0(α3) = α3 + α4, s
∗
0(αj) = αj (j 6= 3, 4),
s1(α0) = −α0, s1(α1) = α1 + α0, s1(αj) = αj (j 6= 0, 1),
s2(α1) = −α1, s2(αi) = αi + α1, s2(αj) = αj (i = 0, 2, j = 3, 4),
s3(α2) = −α2, s3(αi) = αi + α2, s3(αj) = αj (i = 1, 3, j = 1, 4),
s4(α3) = −α3, s4(α2) = α2 + 2α3, s4(α4) = α4 + α3,
s4(αj) = αj (j = 1, 2).
(4.26)
4.2 τ-Functions
For each solution of the Garnier system, we introduce the τ -functions τ¯µ
(µ ∈ L) satisfying the Pfaffian systems
d¯ log τ¯µ =
n∑
i=1
Tµ(H¯i) dxi. (4.27)
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Each τ¯µ is determined up to multiplicative constants. From (4.4), we can
identify these τ¯µ with the τ -functions for the Schlesinger system by
τ¯0 = τn+3,−(n+1). (4.28)
Hence we can apply the properties of the τ -functions τµ system to the Garnier
system. For each µ ∈ L, the action of the birational canonical transforma-
tions sk on τ¯µ is defined by
sk(τ¯µ) = τ¯sk(µ) (k = 0, 1, . . . , n+ 3), (4.29)
where
s0(µ) = (1− µ2, 1− µ1, µ3, . . . , µn+3),
sk(µ) = (µ(k,k+1)1, . . . , µ(k,k+1)(n+3)) (k = 1, . . . , n+ 2),
sn+3(µ) = (µ1, . . . , µn+2,−µn+3)
(4.30)
and (k, k+1) stands for the adjacent transpositions. We also obtain bilinear
relations which are satisfied by τ¯µ formulated on the root lattice Q(Cn+3).
Theorem 4.5. The τ -functions τ¯µ (µ ∈ L) satisfy the Toda equations, the
Hirota-Miwa equations and the bilinear differential equations given in Section
3.
In the last, we present the following proposition.
Proposition 4.6. For the τ -functions
τ¯1,−2 = τ¯e1−e2, τ¯1,3 = τ¯e1+e3 , τ¯1,−3 = τ¯e1−e3
and τ¯0, the following relations are satisfied:
qi = −
1
ε3
xi(xi − 1)
∂
∂xi
log
τ¯1,3
τ¯1,−3
+ 2 X¯i (i = i, . . . , n),
qipi = −xi
∂
∂xi
log
τ¯1,−2
τ¯0
+
Γ¯ j+3−1 − xiΓ¯
j+3
−2 − (ε1 − ε2)X¯i
xi − 1
(i = 1, . . . , n),
(4.31)
where
X¯i =
n+2∑
j=1,j 6=i
xi(xj − 1)
(n+ 1)(n+ 2)(xi − xj)
, Γ¯ i−k = −
εi
2
+
1− 2 εk
2 (n+ 1)
. (4.32)
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Proof By using (4.1), (4.7) and (4.28), we can rewrite the relations (4.31)
into
qi =
ti
θn+3 + 1
∂i log
τ2 en+3
τ0
−
n+2∑
j=1,j 6=i
2 ti
(n+ 1)(n+ 2)(ti − tj)
,
qipi = ti(ti − 1) ∂i log
τn+3,−(n+2)
τn+3,−(n+1)
+ (ti − 1)Γ
i
−(n+1) − tiΓ
i
−(n+2)
+
n+2∑
j=1,j 6=i
ti(ti − 1)(θn+1 − θn+2)
(n+ 1)(n+ 2)(ti − tj)
(i = 1, . . . , n),
(4.33)
where
Γ i−k = −
θi
2
+
1− 2 θk
2 (n+ 1)
. (4.34)
Hence we show the relations (4.33) in the following.
We consider the Schlesinger transformations T2 en+3 which act on the pa-
rameters as follows:
T2 en+3(θj) = θj + 2 δj n+3 (j = 1, . . . , n+ 3). (4.35)
The action of T2en+3 on the Hamiltonians Hi (i = 1, . . . , n) is described as
follows:
T2 en+3(Hi) = Hi + (θn+3 + 1)
bi
b∞
+
n+2∑
j=1,j 6=i
2 (θn+3 + 1)
(n+ 1)(n+ 2)(ti − tj)
. (4.36)
From (3.44) and (4.36), the first relation of (4.33) is obtained. The second
relation of (4.33) is obtained in a similar way. ✷
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