Analysis of mutations in thousands of cancer genomes has revealed many characteristic patterns of mutagenesis. The search for the molecular mechanisms underlying these mutational patterns has not only generated novel biological insight but also led to the development of new experimental strategies to study cell-to-cell variation and genome evolution. In this essay, we discuss recent progress in the study of mutational mechanisms with a particular emphasis on the analysis of mutagenesis at the single-cell level.
Large-scale cancer genome analyses have greatly expanded the knowledge of somatic mutations. An average cancer genome contains about 10 3 -10 4 point mutations, 10 -10 2 small insertions or deletions, and 1 -10 large-scale chromosome rearrangements (including copy-number alterations) (Alexandrov et al. 2013; Garraway and Lander 2013; Kandoth et al. 2013; Lawrence et al. 2013; Vogelstein et al. 2013; Zack et al. 2013; Martincorena and Campbell 2015) . As most cancers are driven by a limited number (three to six) of oncogenic driver mutations (Davoli et al. 2013; Vogelstein et al. 2013) , the majority of the observed mutations are passengers (i.e., mutations not under positive selection). These passenger mutations reflect the signatures of different mutational processes that are active during tumor development (Alexandrov et al. 2013; Alexandrov and Stratton 2014; Helleday et al. 2014) .
Each mutation is a specific alteration of the nucleotide sequence at a particular position in the genome. Thus, mutational signatures are described both by the type of nucleotide alterations and by their distribution across the genome (Fig. 1A) . The type of nucleotide alterations reflects the molecular process of mutagenesis, whereas the distribution of mutations informs on how chromatin affects the activity of a given mutational process. We hereafter refer to the classification of mutations based on the nucleotide changes as the "spectrum" and refer to the distribution of the positions of mutations as the "distribution." We first discuss the genome-wide patterns of mutations.
GLOBAL PATTERNS OF SOMATIC MUTATIONS
If mutagenesis is completely random, mutations will be uniformly distributed, and the number of events in each category of nucleotide change (e.g., C.T) should be proportional to the nucleotide content in the genome (i.e., the number of potential substrates for a given type of nucleotide change). We now know that neither holds true. The deviation of the observed mutational patterns from the distribution expected from completely random mutagenesis is either due to selection or is generated by different mechanisms of DNA damage and/or DNA repair (Watson et al. 2013; Helleday et al. 2014) .
Global Patterns of Point Mutations
For point mutations (including small insertion or deletion events), selection makes a minimal contribution to the overall pattern of these events because the majority of mutations do not occur in protein-coding genes ( 1% of the genome) and are thus under minimal selection. Furthermore, even mutations that do alter coding sequences show a similar frequency of synonymous and nonsynonymous substitutions, suggesting that they are by and large not under strong selection (Rubin and Green 2009) . Mutations in cancer genes are more frequently nonsynonymous, but such events only make a small fraction of the total set of mutations because the number of cancer genes is limited. (Estimates for the number of cancer genes range from 200 [Vogelstein et al. 2013; Lawrence et al. 2014 ] to 500 [Davoli et al. 2013; Forbes et al. 2015] .) Therefore, most point mutations in cancer genomes are passengers and their patterns reflect the underlying mutational processes.
The distribution of point mutations shows several patterns of regional variation. First, the frequency of mutations is negatively correlated with the expression level of genes Lawrence et al. 2013) , Strand-coordinated mutations generate opposite spectra on opposite strands (even though the nucleotide content is similar on both strands). In the example shown here, one strand is dominated by C.T transitions and the other strand is dominated by G.A transitions. Because the nucleotide content is similar on both strands, a given mutational process causing C.T transitions would affect both DNA strands, generating roughly equal numbers of C.T transitions (G.A on the opposite strand). The strand asymmetry either reflects asymmetric resection on each side of a double-strand break, asymmetry between the leading and lagging strands during DNA replication, or asymmetry between the transcribed and nontranscribed strands (Haradhvala et al. 2016 ). (C ) Different strategies to study mutagenesis. Mutations accumulated in a single cell can either be detected by sequencing of the clonal progeny ("sequencing of clones") or by single-cell sequencing ("sequencing of single cells"). Amplification of single-cell genomic DNA generates artifacts. Random amplification artifacts can be controlled by sequencing a pair of daughters and only including shared mutations. It is also possible to compare the spectrum of de novo mutations in a cell that is subject to a particular mutational process (e.g., exposure to a carcinogen) with the spectrum of a control cell. Mutagenesis differentially affecting the different homologs (e.g., between the active X chromosome [Xa] and the inactive X chromosome [Xi] ) can also be analyzed if de novo variants can be directly associated with a homologous chromosome ("haplotype phasing").
which is attributed to transcription-coupled DNA repair that suppresses mutations in highly expressed genes (Fousteri and Mullenders 2008; Hanawalt and Spivak 2008) . Second, at the megabase scale, the frequency of mutations is positively correlated with the relative timing of DNA replication (Woo and Li 2012; Lawrence et al. 2013; Liu et al. 2013 ) and the level of the heterochromatin-associated histone modification H3K9me3 (Schuster-Böckler and Lehner 2012) . Consistent with this observation, the very late-replicating inactivated X chromosome frequently undergoes hypermutation (Jäger et al. 2013 ) with a mutational frequency that is at least twice the frequency on the active X chromosome. An enrichment of mutations in late-replicating, heterochromatic regions is also observed in the germline (Stamatoyannopoulos et al. 2009; Chen et al. 2010; Hodgkinson et al. 2012) . One postulated mechanistic explanation for these observations is that these regions experience replication stress in late S phase and accumulate more errors. Consistent with this hypothesis, late-replicating regions, including fragile sites (Glover et al. 2005) , are also enriched for chromosomal translocations and copy-number losses (Debatisse et al. 2012; Donley and Thayer 2013; Mankouri et al. 2013) . Another nonexclusive possibility is that certain DNA repair mechanisms may be more effective in euchromatic regions with better access to the repair factors. This proposal is supported by the finding that the frequency of mutations in mismatch-repair deficient tumors is less correlated with late replication timing (Supek and Lehner 2015) . Finally, epigenomic features, including chromatin accessibility and replication timing, vary between cells of different tissue origins; accordingly, the distribution of mutations also shows tissue-type specificity both in cancers (Polak et al. 2015) and in somatic cells (Behjati et al. 2014; . This tissue-type specificity of the mutational distribution can be used to directly identify the cell type from which a tumor is derived (Polak et al. 2015) . This finding also implies that epigenetic remodeling in cancer genomes mostly occurs after the accumulation of mutations.
Computational analysis of the spectra of point mutations has also revealed different mutational signatures (Nik-Zainal et al. 2012; Alexandrov et al. 2013) . Some of the signatures are associated with well-defined endogenous or exogenous mechanisms. For example, C.T transitions at CpG sites (underlined nucleotides are mutated) are correlated with patient age and are attributed to spontaneous deamination of 5-methylcytosine (Alexandrov et al. 2013 ; exposure to ultraviolet radiation leads to C.T transitions at dipyrimidines (CpC or TpC) and exposure to tobacco smoke causes frequent C.A transversions Alexandrov and Stratton 2014; Helleday et al. 2014; Nik-Zainal et al. 2015) . For some signatures, underlying mechanisms are postulated but not conclusively established. For example, two signatures involving C.T or C.G substitutions in a TpC context match the motif of deamination by the apolipoprotein B mRNA editing enzyme, catalytic polypeptide-like (APOBEC) enzymes (Harris et al. 2002) , suggesting an association with APO-BEC activity (Nik-Zainal et al. 2012; Roberts et al. 2013) . This association has gained support from the observation that at least one member of the APOBEC family, APO-BEC3B, is up-regulated in many types of cancer (Burns et al. 2013b; Swanton et al. 2015) , and the experimental finding that the expression level of APOBEC3B is correlated with the number of C.T transitions (Burns et al. 2013a ). Nevertheless, a direct demonstration that APO-BEC3B activity is responsible for this mutational signature in cancer is still lacking. Many mutational signatures have no clear biological explanation (Alexandrov et al. 2013) . These signatures are either due to unknown carcinogens or reflect unidentified endogenous mutational processes.
DNA sequencing can directly determine whether a mutational process generates a specific mutational signature. As the same mutational process generates different mutations in different cells, most mutations are only detectable at the single-cell level, either by sequencing a single-cell genome directly or by sequencing a single-cell derived clone.
Sequencing of single-cell derived clones can detect mutations present in the ancestor cell without the confounding problem of potential artifacts stemming from amplifying the genome of a single cell. In a proof-ofprinciple study, Meier et al. (2014) analyzed Caenorhabditis elegans clones that were exposed to carcinogens causing different types of DNA lesions (including aflatoxin, mechlorethamine, and cisplatin) or were propagated over multiple generations in genetic backgrounds with different DNA repair deficiencies (Fig. 1C) . The authors found that mutations generated by different carcinogens had characteristic mutational spectra that can be readily explained by the chemistry of these reagents. With impaired nucleotide excision repair or under higher concentrations of the carcinogen, the mutation burden increased but the mutational spectra were preserved. This latter result showed that the spectra of mutations generated by the carcinogens are quite specific. Similar findings were also obtained by selecting immortalized mouse fibroblasts with Trp53 inactivation after exposure to various mutagens .
To accurately infer the genome-wide distribution of mutations, a sufficient number of mutations are needed. For example, to accurately infer the frequency of mutations at the megabase scale it is necessary to have on average 10 mutations per megabase. (The signal-tonoise ratio is approximately N/ p N for a Poisson process with a mean of N events. For an average of 10 mutations per megabase, the signal-to-noise ratio is 3; whereas one mutation per megabase gives a signal-to-noise ratio of 1.) Generating such a high mutation load (10 4 -10 5 mutations in a human genome of 3.2 Gb) in a single cell takes many generations and may impair cell viability and clonal expansion. A more suitable strategy is to generate mutations independently in multiple ancestor cells and infer the mutational frequency from the clonal progeny. The ultimate solution is to directly profile mutations present in single cells, bypassing clonal expansion and the confounding effects of selection.
The main challenge in single-cell sequencing is the presence of amplification errors that can outnumber true de novo mutations. Estimates for the frequency of singlecell amplification errors range from 10 24 to 10 26 (Paez et al. 2004; Zong et al. 2012; Voet et al. 2013; de Bourcy et al. 2014; Wang et al. 2014; Lodato et al. 2015 ). This will result in 10 3 -10 5 false variants in a diploid human cell consisting of 6.4 billion base pairs. (For reviews of singlecell DNA sequencing methods and applications, see Kalisky et al. 2011; Lasken 2012; Blainey 2013; Van Loo and Voet 2014; Wang and Navin 2015.) Besides improving the fidelity of single-cell amplification, two strategies can be used to control for amplification errors (Fig.  1C) . Progeny cells descended from a common ancestor can serve as biological replicates to identify mutations present in the ancestor cell (Zong et al. 2012) . With two or three replicates, the frequency of random errors could be brought down to 10 28 -10 212 (assuming the error frequency in a single amplification to be 10 24 ). It may also be possible to directly infer the spectrum of true de novo mutations after subtracting the spectrum of amplification errors. Although a systematic analysis of single-cell amplification errors is not available, a recent study showed that for postmitotic neurons, the amplification errors have a very different spectrum than true variants (Lodato et al. 2015) . In particular, in vitro amplification errors should be similar between the homologous chromosomes and between the forward and the reverse DNA strands. This feature can be used to characterize mutagenesis with strand coordination (e.g., when mutations primarily accumulate on the nontranscribed DNA strand or on the lagging strand during DNA replication [ Fig. 1B ; Haradhvala et al. 2016] ) or mutagenesis showing homolog asymmetry, such as hypermutation in the inactivated X chromosome (Fig. 1C) .
In summary, somatic point mutations in cancer genomes show heterogeneity both in their distribution across the genome and in the type of nucleotide change. Mutations are enriched in regions that are late-replicating and heterochromatic. The mutational spectra reflect the outcomes of different mutagens and/or effects of endogenous DNA metabolism. Both the distribution and the spectrum of mutations show a certain level of tissue specificity. It is therefore possible to gain information on the cell type of origin by directly analyzing the pattern of somatic mutations. This provides a strategy to infer the cancer type from the spectrum of somatic mutations in blood biopsy samples, such as circulating tumor cells or cell-free DNA (Haber and Velculescu 2014) . Finally, genome-wide mutagenesis assays are starting to validate the patterns and reveal new features of many mutagens and mutational processes.
Because base substitutions are more abundant than insertions/deletions (indels), the above results are primarily derived from the patterns of base substitutions. The relative abundance of indel variants and substitution variants is uncertain. Comparative genomic analyses suggested that indels may contribute up to 20% of genetic variants (Dawson et al. 2001; Mills et al. 2006; Cartwright 2009) . But human population studies by shortread sequencing identified only 3% of variants as indels (1000 Genomes Project Consortium 2012 . This discrepancy reflects a high rate of false indel detection due to inaccurate short-read alignment that also affects indel detection in cancer genomes. Because of the uncertainty in indel detection, we restrict our discussion to two classes of indels that are relatively frequent in cancer. One major class of indels is expansion or contraction of short nucleotide repeats ("microsatellites"). These regions are highly polymorphic in the germline (Willems et al. 2014) and frequently mutated in cancers with defective DNA mismatch repair (Boland and Goel 2010) . Several patterns have emerged from the analysis of microsatellite mutations in mismatch-repair deficient tumors Zhao et al. 2014) . Indels are more frequent than substitutions ( 4:1 ratio) and the majority are deletions ( 81%) (Zhao et al. 2014) . Interestingly, microsatellite alterations are more frequent in euchromatic domains than heterochromatic domains and are depleted in regions with nucleosome occupancy Zhao et al. 2014) . One hypothesis is that faster replication fork progression in euchromatic and nucleosome-depleted regions leads to more slippage errors during DNA replication . Another class of indels is deletions (,50 bp) with microhomology at the breakpoint junctions. These are frequently observed in cancers with inactivating mutations in BRCA1 and BRCA2. This mutation signature is attributed to deficiency in homologous recombination and more frequent DNA repair by error-prone end-joining mechanisms (Alexandrov et al. 2013) . In general, the frequency of indels rapidly decreases with the length of indel (Cartwright 2009; Zhao et al. 2014) . Whereas short indels are mostly generated by DNA replication slippage, large indels can also arise from erroneous repair of DNA breaks. A systematic characterization of indel events in the 10 -1000-bp range could provide insight into the relative contributions of these two mechanisms.
Global Patterns of Chromosomal Rearrangements and Copy-Number Alterations
In contrast to point mutations or short insertion/deletion events, structural variants are more difficult to classify both because of the complexity of these alterations and because their fitness consequences are more difficult to predict. Common structural variants in the germline are classified as deletions, tandem duplications, transpositions, inversions, and insertions. This classification is based on the fact that most of these events affect only a small region of the genome and are nonoverlapping. In contrast, cancer genomes often harbor large-scale chromosomal alterations including extensive aneuploidy and complex karyotypes ( Fig. 2A) . Multiple structural alterations may occur to the same region of a chromosome and the resulting overlap makes it difficult to classify individual events (Fig. 2B) Figure 2 . Genome-wide patterns of chromosomal rearrangements. (A) Somatic copy-number alterations and the corresponding chromosomal rearrangements. Whole-chromosome aneuploidy does not lead to any chromosomal rearrangement. Arm-level copynumber alterations or telomere-bound copy-number alterations are generated by a single chromosomal break and are associated with a single chromosomal rearrangement. Focal copy-number alterations have two chromosomal breaks at the boundaries; these events can arise from either focal rearrangements, such as tandem duplications or deletions, or long-range rearrangements. (B) Simple (focal) and complex rearrangements. A rearrangement is focal when the two ends of the rearranged segment are fused together and the segment does not contain a centromere. For example, a focal "head -tail" connection (red arrows) indicates a tandem duplication (top); if the segment contains a centromere, the same "head -tail" connection indicates a ring chromosome (top middle). (Middle) A fold-back inversion is generated by a fusion between sister chromatids, resulting in an inverted duplication. (Bottom) When multiple events overlap, individual events can only be classified after the order of these events is determined. In the example shown here, three inverted-type rearrangements overlap. One possible deconvolution is shown on the right: a simple inversion (two discordant pairs in blue) followed by a tandem duplication (discordant pair in red). In this scenario, the red pair represents a tandem duplication even though it has a "head -head" orientation when mapped to the reference genome. (C ) Rearrangements in cancer genomes can be represented as a two-dimensional scatter plot based on the breakpoint positions. The density (or probability) of rearrangements between a pair of loci is determined by the frequency of breakage at each locus and the contact probability between these two loci.
As the contact probability decays rapidly as the two loci are further apart, the majority of rearrangements are between adjacent loci (close to the diagonal). Recurrent oncogenic fusions are identified as a tight cluster (red square); breakage hotspots that can fuse with many other loci manifest as a vertical stripe (blue rectangle).
type -dependent (Varetti et al. 2014; Santaguida and Amon 2015) . Because of the complexity of somatic chromosomal alterations, a comprehensive analysis of their mutational patterns will require a large number of samples. Here, we review the current knowledge of the patterns of somatic structural variants in cancer genomes from the analysis of relatively small cohorts. These conclusions will be refined by ongoing large-scale studies including the analysis of whole-genome sequencing data in the International Cancer Genome Consortium (2010) (https://icgc.org/) and the pan-cancer analysis of The Cancer Genome Atlas (http://cancergenome.nih.gov/).
The first major class of chromosomal alterations is whole-chromosome aneuploidies, including copy-number changes of single-chromosome arms ( Fig. 2A ; Beroukhim et al. 2010; Zack et al. 2013 ). These events account for the majority of copy-number alterations. Whole-chromosome aneuploidy occurs much more frequently than intrachromosomal copy-number alterations of a similar length. This reflects distinct mechanisms generating these events. Whole-chromosome aneuploidy is generated by chromosome missegregation events, which occurs more frequently than the fusion of two distal chromosomal breaks resulting in intrachromosomal translocations . The prevalence of aneuploidies of single-chromosome arms further suggests that centromeres may be more prone to breakage. Little is known about centromeric breaks, as current genomic analysis cannot reveal the exact breakpoints within the centromeric repeats. Finally, because wholechromosome aneuploidies span hundreds or thousands of genes, it is difficult to assess their net fitness effects (Torres et al. 2010; Davoli et al. 2013) . Some aneuploidies are recurrent in certain tumor types and almost certainly under positive selection (Gordon et al. 2012) . Why these events promote tumorigenesis is a major unsolved puzzle of cancer evolution. It is now possible to study these aneuploidies in vitro by genome engineering (Jiang et al. 2013; Kotini et al. 2015) .
The second class of chromosomal alterations is socalled telomere-bound copy-number alterations (Zack et al. 2013) : gains or losses of telomere proximal segments including the telomere ( Fig. 2A) . These events originate from single chromosomal breaks. A survey of these events in cancer genomes revealed that the breaks occur more frequently in subtelomeric regions or near the centromere but are distributed almost uniformly across the rest of the chromosome arm. This pattern cannot be due to selection as breaks further away from the telomere will affect a larger number of genes. Instead, this pattern suggests different mutational mechanisms. Telomere attrition and erosion may extend into the subtelomeric regions and cause frequent breaks in these regions. Telomere loss can further lead to sister-chromatid fusion and dicentric chromosomal bridges (see below for an in-depth discussion on chromosomal bridges). Resolution of these bridges can cause breaks at any locus on the chromosome arm but may be enriched at centromeres because of their fragility.
The third class of chromosomal alterations is chromosomal rearrangements that fuse two internal loci in the genome (Fig. 2B ). In the simplest scenario, a rearrangement of a single intrachromosomal segment can be classified as deletion, inversion, or tandem duplication based on the alteration to the DNA sequence. A special subgroup of intrachromosomal rearrangements is fold-back inversions. These events can be generated by a fusion between sister chromatids broken at the same locus (McClintock 1941a,b) , or by a "U-turn" of stalled replication forks (Narayanan et al. 2006; Mizuno et al. 2009 Mizuno et al. , 2013 . Rearrangements between loci on different chromosomes or different chromosome arms should be classified as longrange as these events often disrupt the chromosomal structure and are accompanied by additional rearrangements. In more complex scenarios when multiple rearrangements overlap, it is necessary to first infer the order of these events before each individual event can be classified.
Because each rearrangement is generated by the apposition of two DNA breaks, the pattern of rearrangements with regard to their locations on the genome is best represented as a two-dimensional distribution based on the location of each break (Fig. 2C) . The probability of generating a rearrangement between any given pair of loci is given by the product of the probabilities of breakage at both loci and the probability of their spatial apposition (Zhang et al. 2010 (Zhang et al. , 2012 Hakim et al. 2012 ). There are several parameters that affect the breakage frequency across the genome. From the analysis of the distribution of rearrangement breakpoints in 95 cancer genomes, Drier et al. (2013) found that breakpoints are enriched either at early-replicating, high-GC content and transcribed regions or at late-replicating, low-GC content and untranscribed regions, depending on the tumor type. This bimodal pattern is interesting as it potentially indicates two mechanisms. Late-replicating regions often contain fragile sites that are difficult to replicate; these regions are frequently underreplicated and deleted under replication stress (Arlt et al. 2012) . The enrichment of breaks at transcribed regions was previously uncovered by high-throughput genome-wide translocation capture experiments (Chiarle et al. 2011; Klein et al. 2011 ) and likely reflects endogenous mechanisms of DNA breakage generation related to gene transcription. Consistent with these models, Drier et al. (2013) found that in samples where breakpoints are enriched in both categories, deletion events are enriched in late-replicating regions but other events are enriched in transcribed regions. A recent study found that the frequency of chromosomal breakage is also modulated by histone modifications. By looking at the histone marks of 74 frequently translocated genes, Burman et al. (2015) identified H3K4me1, H3K4me3, H3K27ac, and DNase I hypersensitivity as being enriched at the translocated genes. H3K4me1 and H3K4me3 are marks for open chromatin and actively transcribed regions, but the frequently translocated genes do not show elevated expression. This led the authors to hypothesize that H3K4 methylation promotes DNA breakage by inducing chromosome decondensation, which was supported by in vitro experiments (Burman et al. 2015) .
The other factor contributing to the distribution of rearrangements is the contact probability between two breaks. The contact probability between two loci is determined by the chromatin structure (Meaburn et al. 2007 ). Interphase chromatin is partitioned into different chromosome territories (Cremer and Cremer 2010) , and within each territory, the contact probability between two loci can be measured by genome conformation capture (or "Hi-C") experiments (Dekker et al. 2002; LiebermanAiden et al. 2009; Rao et al. 2014 ). The initial Hi-C experiments suggested that the contact probability between two loci on a single chromosome is inversely proportional to their separation on the chromosome (Lieberman-Aiden et al. 2009 ). This scaling relationship of contact probability is similar to the probability of de novo translocations between two loci estimated from in vitro translocation capture experiments (Klein et al. 2011; Zhang et al. 2012) and to the distribution of somatic copy-number alterations of different lengths (Beroukhim et al. 2010; Zack et al. 2013) . Recent studies of chromatin structure further revealed that chromosomes are compartmentalized into topologically associating domains (TADs) spanning hundreds of kilobases (Dixon et al. 2012; Dekker et al. 2013 ) with distinct histone modifications (Rao et al. 2014) . Loci in the same TAD interact frequently, but loci from different TADs do not; the contact probability therefore follows different scaling relationships (Sanborn et al. 2015) . The higher-resolution map of the chromatin structure should now enable a more systematic analysis of the mechanistic factors contributing to somatic chromosomal rearrangements.
In summary, somatic chromosomal alterations can be classified as whole-chromosome aneuploidies, telomere-bound copy-number alterations, and chromosomal rearrangements. Compared with the analysis of point mutations, the analysis of chromosomal alterations is preliminary because of the small number of samples with available whole-genome sequencing data. The current analysis suggests that chromosomal breakage occurs frequently at centromeres and is enriched either in early-replicating, gene-rich regions or late-replicating, genepoor regions, possibly reflecting different underlying mechanisms. A systematic analysis of chromosomal alterations in larger data sets is going to provide a much more detailed landscape of somatic chromosomal rearrangements. It will then be possible to perform correlation analysis of the rearrangement breakpoints with different DNA sequence motifs, epigenetic features, and chromatin structure.
PATTERNS OF LOCALIZED MUTAGENESIS AND THEIR MECHANISMS
Besides regional variation in the mutational frequency, there are several unique mutational phenomena where mutations form dense clusters in small regions of the genome. These include clusters of point mutations (also known as "kataegis") and several types of complex chromosome rearrangements, including chromothripsis, chromoplexy, chromoanasynthesis, and breakage -fusionbridge (BFB) cycles. In each case, tens or hundreds of mutations are concentrated in local regions spanning 10 kb (for kataegis) to a whole chromosome (chromothripsis or chromoanasynthesis). The concentration of mutations to a single chromosome or a pair of sister chromatids further indicates spatial localization of mutagenesis. This spatial localization is different from mutational hotspots (e.g., fragile sites) that are associated with DNA sequence or epigenomic features. In addition to spatial localization, the clustered mutations also have a unique spectrum. For example, most mutations in kataegis are C.T or C.G substitutions in a TpC context. Rearrangements in chromothripsis, chromoanasynthesis, and chromoplexy all have random orientations, but they are accompanied by predominantly segmental losses in chromothripsis, segmental gains in chromoanasynthesis, or minimal copy-number changes in chromoplexy. In contrast, BFB patterns are characterized by a series of inverted duplications. Both the spatial localization of mutagenesis and the unique mutational spectra suggest that these mutational phenomena are not generated by random mutagenesis but reflect novel mutational mechanisms.
Kataegis
Kataegis was first reported in breast cancers (Nik-Zainal et al. 2012) . Multiple mutational clusters, each spanning 0.1-1 kb but consisting of 10-100 mutations (a dramatic mutational frequency of 10 21 -10 22 per base pair), are interspersed in regions with low mutational frequency (10 25 -10 26 ). Such concentration far exceeds regional variation (,10-fold) in mutational frequency. The individual mutational clusters are dominated by C.T or C.G substitutions (G.A or G.C on the opposite strand), and show strand coordination (Fig. 1B) . (For example, mutations in each cluster are either mostly C.T mutations or mostly G.A mutations, but not a mixture.) This has led to the hypothesis that each mutational cluster resulted from concurrent DNA damage on single-strand DNA (ssDNA). This hypothesis is further supported by the observation that a fraction of kataegis is found near rearrangement breakpoints, where ssDNA can result from resection during the repair of DNA double-strand breaks (Fig. 3A) . The unique mutational spectrum of mutations matches the motif of cytosine deamination by the APOBEC family enzymes. Together, the genomic observation suggests that kataegis is generated DNA damage on single-strand DNA, most likely through the activity of APOBEC enzymes.
Experimental studies in yeast have recapitulated several features of kataegis. Roberts et al. (2012) showed that it is possible to generate localized mutation clusters showing strand coordination by chronic, low-dosage exposure to methyl methanesulfonate (MMS). Various reporter constructs containing multiple adjacent selection markers were introduced to select clones that need closely spaced mutations in these markers for drug resistance. In the surviving clones, the mutations required for drug resistance were accompanied by many other adjacent muta-tions. The density of these clustered mutations is more than 500-fold higher than the average frequency of nonclustered mutations. In a subsequent study, Taylor et al. (2013) recapitulated the same features without selection by introducing a hyperactive activation-induced cytidine deaminase (AID). In addition to C.T transitions resulting from replication over uracils generated by cytidine deamination, the authors also observed clustered C.G transversions that were likely generated by uracil excision during base-excision repair (Fig. 3B) . Both studies indicated that DNA breaks followed by 5 0 -to-3 0 end-resection during homologous DNA repair could generate singlestrand DNA templates that accumulate the clustered mutations. Error-prone break-induced replication, including potential template-switching events (Smith et al. 2007; Hicks et al. 2010) , could also contribute to localized mutagenesis around DNA breaks. Sakofsky et al. (2014) showed that break-induced replication in the presence of alkylating DNA damage can generate mutation clusters that are accompanied by further DNA breakage and rearrangements.
The above studies suggest that single-strand DNA is a major substrate for generating clustered mutagenesis (Chan and Gordenin 2015) . Several questions remain to be addressed. First, the studies in yeast were all performed in conditions where elevated mutagenesis was artificially induced, either by an alkylating agent (Roberts et al. 2012; Sakofsky et al. 2014) or a hyperactive deaminase (Taylor et al. 2013) . It remains to be determined if the patterns of clustered mutations observed in cancer genomes can be generated in a more physiologic context. In particular, it is uncertain if the clustered mutations were generated episodically through a transient burst of mutagenesis or gradually over multiple generations. Second, the molecular mechanisms that convert damage on single-strand DNA into mutations on both DNA strands are unclear. Normal DNA replication is semiconservative but break-induced replication is conservative (Donnianni and Symington 2013; Saini et al. 2013) . The most straightforward strategy to distinguish between the contributions of these two replicative modes to kataegis is to compare the patterns of mutations in daughter cells after a single-cell division The uracil bases can also be removed by base-excision repair. The abasic sites after uracial excision may be filled with guanines on either strand during DNA replication (Taylor et al. 2013) , generating a C.G transversion. (Fig. 3A) . Strand-coordinated mutations followed by semiconservative replication should result in mutation clusters in both daughters but on opposite strands (Fig.  3A, left) ; in contrast, conservative break-induced replication will result in identical mutations in both daughters if it occurs in G 1 or in one daughter only if it occurs in G 2 (Fig.  3A, right) . Finally, the current models associating kataegis with DNA breaks are mostly based on replicative mechanisms including error-prone translesion synthesis and break-induced replication. However, it is unclear what fraction of somatic rearrangements in cancer are generated by these mechanisms. Based on the junction sequences, it has been suggested that the majority of somatic translocations may be generated by end-joining mechanisms (Yang et al. 2013) , including nonhomologous end joining and microhomology-mediated alternative end joining. Resolving this discrepancy requires an in-depth analysis of kataegis and somatic rearrangements in cancer genomes as well as a better understanding of their mechanisms.
Chromothripsis
Chromothripsis is characterized by extensive rearrangement of a single chromosome, a chromosomal segment, or occasionally a few chromosomes, accompanied by interspersed DNA deletions (Stephens et al. 2011; Korbel and Campbell 2013) . Similar patterns were also identified in congenital disorders in which clustered rearrangements were accompanied with little DNA loss (Kloosterman et al. 2011; Chiang et al. 2012 ). The rearrangement pattern led to a hypothetical model that the affected chromosome had been fragmented into many pieces, followed by random ligation (Stephens et al. 2011) . A compelling biological mechanism for chromothripsis was provided by the partitioning of lagging chromosomes into abnormal nuclear structures called micronuclei (Crasta et al. 2012; Leibowitz et al. 2015) . Micronuclei have multiple defects that cause delayed DNA replication, impaired nuclear import, and accumulation of DNA damage (Crasta et al. 2012; Hatch et al. 2013) . After mitosis, damaged chromatids from micronuclei can be reincorporated into the daughter cells' main nuclei, where DNA damage on the micronucleated chromatid can potentially be converted into extensive rearrangements via different DNA repair pathways (Fig. 4A) .
To test this model, we recently performed single-cell DNA sequencing to show that DNA damage accumulated in micronuclei can cause a range of rearrangements on the lagging chromosome, including chromothripsis (Zhang et al. 2015b ). Micronuclei were identified by live-cell imaging but a critical challenge in the genomic analysis was to infer the sequence identity of the missegregated chromosome in the micronucleus. An important hint came from the cytological observation that the chromosome in the micronucleus was underreplicated; this implies that the micronucleated chromosome would undergo asymmetric segregation to the daughter cells, resulting in uneven DNA copy number for this chromosome in the daughter cells. The copy-number asymmetry was validated by the sequencing results, which further showed that the chromosomes in micronuclei were severely underreplicated. Furthermore, by comparing the sequence coverage at heterozygous sites, we were able to determine the DNA copy number of both parental homologs and uniquely identify the homolog that was partitioned into the micronucleus (Fig. 4B -D) . With the identity of the micronucleated chromatid known, it then became straightforward to test whether there is a significant concentration of chromosomal rearrangements occurring on this chromosome. We found that chromosomal rearrangements were significantly enriched on the micronucleated chromatid and only on this chromatid. Uneven segregation and extensive rearrangements both occur on a single chromatid, leaving the other homolog intact. This asymmetry between a pair of homologous chromosomes was not observed in any daughter pairs of mothers without micronuclei and cannot be due to single-cell amplification artifacts as homologous chromosomes have almost identical DNA sequences and will be subject to similar amplification bias. Moreover, chromosome fragmentation, manifested by reciprocal distribution of chromosome segments between both daughter cells, was observed in three cases; in one case, fragmentation resulted in more than 40 segments being reciprocally distributed, exactly matching the copy-number pattern in chromothripsis. Together, these results showed that DNA damage from micronuclei can generate chromothripsis.
The combination of live-cell imaging and DNA sequencing of daughter pairs after a single-cell division is a powerful approach to relate phenotype and genotype. By comparing the sequence coverage at heterozygous sites, we were able to determine the integer copy number for each parental homolog and identify the missegregated chromosome from copy-number asymmetry. The missegregated chromatid monitored by live-cell imaging can therefore be directly assigned a specific parental haplotype (the genotypes at heterozygous sites). Mutations phased to this haplotype are directly related to DNA damage and mutagenesis on the missegregated chromosome. Importantly, the intact homolog and the normally segregated chromosomes in the same cell serve as a control for sequence-dependent artifacts generated during wholegenome amplification, sequencing, or the bioinformatic analysis.
Whole-genome sequencing not only represents a highthroughput assay for mutagenesis and DNA damage but also generates base-level resolution of the rearrangement junctions that can provide insight into the mechanisms of DNA repair. The majority of rearrangement junctions show little or no homology (,6 bp), consistent with the possibility of ligation of the DNA breaks by an end-joining mechanism (Stephens et al. 2011) . Strikingly, several rearrangements on the micronucleated chromosomes contained insertions of short templated sequences, which is a feature frequently associated with template-switching events during break-induced replication (Hastings et al. 2009 ). Thus, at least two mechanisms of DNA repair may have been involved in the generation of translocations.
It is now possible to measure the contribution of these two mechanisms by analyzing the rearrangement patterns after one or both of them are inhibited.
Chromothripsis may also be generated by mechanisms other than the formation of micronuclei. Li et al. (2014) reported that chromothripsis could also result from dicentric chromosomes that form bridges at mitosis (Fig. 5) . This association has gained further support from the analysis of chromosomal bridges induced by telomere attrition. Mardin et al. (2015) induced telomere attrition by siRNA (small interfering RNA) knockdown of the shelterin complex protein TRF2 in hTERT (human telomerase reverse transcriptase)-immortalized RPE-1 cells and found two transformed clones containing chromothripsis. Maciejowski et al. (2015) generated chromosomal bridges by telomere crisis induced by a dominant-negative TRF2 mutation. Postcrisis clones frequently showed chromothripsis. (Of 10 clones selected for telomeric fusion and karyotypic abnormalities, five harbored chromothripsis.) Interestingly, kataegis was also frequently observed in the postcrisis clones, often near rearrangement breakpoints. The generation of kataegis was consistent with the detection of single-strand DNA at the center of chromosomal bridges by replication protein A (RPA) accumulation. Single-strand DNA formation was dependent on TREX1, a cytoplasmic exonuclease that also contributed to the bridge resolution. Taken together, resolution of dicentric chromosomal bridges by TREX1 nuclease activity is proposed to generate single-strand DNA and chromosome fragmentation, which can lead to kataegis and chromothripsis (Fig. 5, left scheme) .
Chromoanasynthesis
Chromoanasynthesis is characterized by clusters of copy-number gains that are hypothesized to have been generated by microhomology-mediated break-induced replication (MMBIR) ( Fig. 6 ; Hastings et al. 2009; Liu et al. 2011 ). Break-induced replication (BIR) appears to be an important mechanism in restarting stalled or broken replication forks but can also generate complex rearrangements (Smith et al. 2007; Anand et al. 2013; Mayle et al. 2015) . BIR requires Pol32 in yeast or POLD3 in mammalian cells (Costantino et al. 2014; Minocherhomji et al. 2015) . The mechanistic link between replication fork stalling and chromoanasynthesis gained support from the C. elegans sequencing study by Meier et al. (2014) . The authors found that exposure to DNA-cross-linking reagents can generate rearrangement patterns that resemble chromoanasynthesis. Notably, the clonal analysis in this study likely only revealed a limited fraction of potential mutational outcomes as progeny survival is severely affected by the cross-linking reagent treatment. Singlecell experiments may provide a more direct and comprehensive analysis of the mutational outcome.
Chromoplexy
Chromoplexy is a chain of translocations where the translocation loci are pairs of adjacent DNA breaks (Baca et al. 2013) . In contrast to chromothripsis or chromoanasynthesis where a large number of rearrangements are restricted to one or a few chromosomes, chromoplec- . Chromoanasynthesis by microhomology-mediated break-induced replication (MMBIR). Replication fork collapse results in a single-end DNA break, with a 3 0 overhang that can invade other sites such as another replication fork. Such invasions are thought to undergo low-processivity DNA replication, with frequent switching of templates. After multiple MMBIR events, the break can reestablish the replication fork or recombine with other breaks. As MMBIR occurs during replication, the rearranged chromosome should be inherited only by one daughter cell. (Maciejowski et al. 2015 ). This will generate chromothripsis that is localized to the subtelomeric region, but with three copy-number states. (Right) A dicentric chromosome can also missegregate into a micronucleus, where it undergoes fragmentation. In this scenario, chromothripsis will affect the whole chromosome and can also generate three copy-number states. In both scenarios, the daughter cells should have mirror-image copynumber profiles.
tic chains often contain fewer translocations that span multiple chromosomes. The sparseness of breakpoints in each chromosome contrasts with the clustering of breakpoints in local regions. The biological mechanism of chromoplexy is unclear. The spatial clustering of chromoplectic breaks from multiple chromosomes led to the proposal that these breaks were generated altogether in interphase nuclei when different chromosomes can interact (Baca et al. 2013) . The high frequency of chromoplexy in prostate cancers further led to the hypothesis that chromoplectic breaks were related to the activity of androgen-dependent transcription (Lin et al. 2009; Mani et al. 2009; Haffner et al. 2010) . It is now possible to test this model by simultaneously analyzing the genome and the transcriptome of individual prostate cancer cells (Dey et al. 2015; Macaulay et al. 2015) under androgen stimulation. If this model holds, then translocations should occur more frequently at or near genes that are highly expressed. Finally, it will be interesting to determine whether the association of chromoplectic breaks with active transcription is also observed in other cancer types and offers an explanation for the observed enrichment of translocation breaks in transcribed regions ).
Breakage -Fusion-Bridge Cycles and the Resolution of Dicentric Chromosomal Bridges
Although chromothripsis, chromoanasynthesis, and chromoplexy have different rearrangement patterns, the spatial localization of rearrangements is thought to reflect the generation of multiple breaks in a single-cell cycle. In contrast, breakage -fusion -bridge (BFB) cycles were originally proposed to arise from recurrent breakage of dicentric chromosome bridges over multiple cell divisions (McClintock 1939 (McClintock , 1941b . The original BFB model predicted that, after breakage of the dicentric chromosomal bridge and DNA replication, the replicated broken ends in sister chromatids can fuse together and generate a fold-back inversion. Multiple BFB cycles will generate an array of fold-back inversions with amplifications. Notably, the first fold-back inversion should be farthest away from the centromere and always have a "tail -tail" orientation, whereas subsequent fold-back events can have either "tail -tail" or "head -head" orientations (Fig. 7A) .
BFB cycles will generate a hierarchy of palindromic structures separated by fold-back inversions (Zakov et al. 2013; Greenman et al. 2015 Figure 7 . Breakage -fusion-bridge (BFB) cycles in cancer genomes. (A) The classical model of BFB cycles assumes that a series of sister-chromatid fusions and single breakage events generate multiple fold-back inversions of "head -head" (blue) or "tail-tail" orientations (green). Although BFB cycles can generate both terminal duplication and terminal loss, only the amplification preserves the fold-back inversion footprint of BFBs. (B) The ERBB2 amplicon in the HCC1954 breast cancer cell line as an example of classical BFB amplification (Bignell et al. 2007 ; C- Z Zhang, M Imielinski, J Wala, et al., unpubl. data) . A series of BFBs results in a 40-fold amplification of this region relative to the flanking region, resulting in .150 copies of the ERBB2 gene. The rightmost boundary at 38.14 Mb marks the likely site of the first sister-chromatid fusion event as this fusion is the most amplified.
amplicon at 17q12 in a breast cancer cell line HCC1954 ( Fig. 7B ; Bignell et al. 2007 ). This amplicon consists of multiple inverted duplications and contains ERBB2, a well-known oncogene in breast cancer. The extremely high DNA copy number (.150) indicates that the BFB palindrome may have undergone subsequent amplifications. BFB cycles are also frequent in pancreatic ductal adenocarcinoma (Campbell et al. 2010; Waddell et al. 2015) , and they are inferred to be early events during tumorigenesis. In experimental models of gene amplification induced by selection, BFB amplification is a frequent initiating event (Ma et al. 1993 ) and can be induced by DNA breakage (Tanaka et al. 2002) or telomere loss (Lo et al. 2002) . Together, the cancer sequencing and the in vitro experimental studies suggested that BFB cycles occur early during genome evolution and can cause further genomic instability. Although dicentric chromosomal bridges are frequently observed in cancer cell lines (Gisselsson et al. 2000) , perfect BFB palindromes consisting only of fold-back inversions are surprisingly uncommon in cancer genomes analyzed so far. This could be partially due to difficulties in detecting fold-back inversions by short-read sequencing. But in most cases, fold-back inversions are interspersed with other long-range translocations; these long-range translocations "break" the perfect palindromic structure. One possibility is that the BFB cycles and the long-range translocations occurred at different time points but at the same locus (Fig. 8) . For example, a dicentric chromosome resulting from an interchromosomal translocation could initiate BFB cycles that span the translocation junction. One possible example is shown in Figure 8A (C-Z Zhang, M Imielinski, J Wala, et al., unpubl. data). In this example, the translocation is amplified by subsequent BFB cycles that generate fold-back inversions flanking the translocation junction. It is also possible that a longrange translocation occurring after the BFB cycles could disrupt the palindromic structure. Figure 8B shows one example of BFB cycles followed by a chromothripsis that generated interspersed deletions in the BFB amplicon. Another scenario would be that the BFB cycles and the long-range translocations are mechanistically linked and thus concurrent both in space and in time. This latter possibility is supported by recent studies suggesting that dicentric chromosomal bridges can lead to either BFB cycles or chromothripsis or both Maciejowski et al. 2015; Mardin et al. 2015) .
When BFB cycles overlap with other long-range translocations, it is possible to infer the chronological order of these events by analyzing the pattern of copy-number changes at translocation sites. Using this strategy, Li et al. (2014) showed that BFB cycles are often the earlier events that trigger other complex rearrangements including chromothripsis. This pattern was also seen in the evolution of ring chromosomes (Garsed et al. 2014) , although it is possible that BFB cycles alternate with chromothripsis. The same pattern was observed in experimental studies of the mutational outcomes of dicentric chromosomal bridges and telomere attrition. Meier et al. (2014) analyzed C. elegans clones with homozygous mutations in MRT-2, the C. elegans RAD1 subunit of the 9-1-1 complex. (The 9-1-1 complex plays critical roles in homologous recombination and DNA damage response and is required for telomere maintenance.) MRT-2 deficiency led to complex rearrangements at the ends of chromosomes that included fold-back inversions indicative of BFB cycles. The BFB cycles were inferred to have been terminated by simultaneous acquisition of multiple rearrangements that resemble chromothripsis. In the study by Mardin et al. (2015) , BFB cycles and chromothripsis were induced by either telomere attrition or doxorubicin treatment that induces DNA double-strand breaks. The sequencing data also suggested the dicentric chromosome initially underwent a few BFB cycles, which were presumably concluded by more catastrophic chromosome fragmentation.
The above results suggest that BFB cycles may occur quite frequently during genome evolution but are not commonly observed in the clonal tumors for several reasons. First, BFB amplification may not generate a net gain of fitness and thus will be lost during clonal expansion. Second, BFB cycles generate dicentric chromosomes as intermediates; the unstable dicentric chromosome may undergo chromothripsis and rearrangements that disrupt the perfect palindromic structure. This could either occur by chromothripsis within the bridge or through the partitioning of the whole dicentric chromosome into a micronucleus (Fig. 5) . Finally, the induction of telomere crisis could generate massive instability through the loss of telomeres from multiple chromosomes in the same cell. Such instability may cause concurrent BFB cycles, interand intrachromosomal translocations, and chromothripsis involving multiple chromosomes.
EXPERIMENTAL STRATEGIES FOR STUDYING MUTAGENESIS
A critical challenge for the field is to define specific mutational signatures for different mutational processes. This has traditionally relied on reporter genes that select for specific mutational outcomes at a defined locus. For example, amplification of the DHFR transgene is selected in cells exposed to methotrexate (Alt et al. 1978) ; hypermutation can be selected by independent mutations occurring in multiple linked reporters (Roberts et al. 2012) . It is also possible to study mutagenesis associated with specific break-induced recombination events (Malkova and Haber 2012) . For example, using overlapping inactive reporter gene fragments, one can select cells in which the gene fragments are recombined in a predefined manner. The junction DNA sequence can then be used to identify mutations that co-occur with the recombination event (Hicks et al. 2010; Sakofsky et al. 2014 ). This provides mechanistic insight into the underlying mutational processes by analyzing cells with deficiencies in different DNA repair pathways (Hu et al. 2013; Costantino et al. 2014) . Reporter gene strategies thus provide detailed information on the routes to a specific, predetermined outcome. The use of reporters enables rare events J Wala, et al., unpubl. data) . A translocation between Chr. 11 and Chr. 8 is followed by at least two rounds of BFB cycles. One hypothetical model is that the fusion between the 11q arm and the 8p arm (step 1) could have resulted in a dicentric chromosome that initiated the BFB cycles (step 2) and was concluded by a final translocation to Chr. 4 (red line, step 3). (B) An example of BFB amplification followed by a chromothripsis event in the PANC-1 pancreatic cancer cell line (C- Z Zhang and M Meyerson, unpubl. data) . The chromothripsis most likely occurred after all the BFB cycles as it creates interspersed single-copy DNA losses on different basal copy-number states. It is interesting that chromosomal fragmentation and the BFB amplifications are both restricted to a small region (,2 Mb) in the chromosome. As a matter of fact, McClintock already noted that dicentric bridges in Zea mays frequently break at the position of previous fusions (see the Discussion at the end of McClintock 1941b). This might be because the BFB palindrome being at the center of the dicentric bridge is more prone to breakage (see Fig. 9B ).
to be selected and analyzed; this is powerful but obviously constrained by knowledge of the selected events. Alternatively, mutational outcomes can be studied by genome sequencing. Whole-genome sequencing can simultaneously profile many mutations generated by the same process, from which the mutational signatures can be inferred (Fig. 1C) . For mutational processes with a constant mutation rate, one can determine both the mutation rate and the mutational signature by analyzing de novo mutations accumulated over a defined number of generations (Taylor et al. 2013; Meier et al. 2014) .
In addition to gradual mutagenesis with a consistent rate, it has been recognized that cancer evolution also involves episodic periods of mutagenesis, producing large-scale chromosomal alterations or various forms of local hypermutation Chan and Gordenin 2015) . Such mutational phenomena are best studied at the single-cell level for the following reasons. First, episodic mutagenesis can disrupt a large number of genes or generate extensive DNA damage, generating negative fitness effects that compromise clonal analysis. Lethal or severely compromised mutational outcomes can only be probed at the single-cell level (Vanneste et al. 2009; Voet et al. 2011) . Second, a single event can cause a series of mutagenesis in subsequent cell cycles. To disentangle this kind of complexity, it is necessary to study mutagenesis over a single cell cycle. Finally, live-cell imaging can directly relate the mutational mechanism to the mutational outcomes revealed by DNA sequencing (Zhang et al. 2015b ).
Detecting Mutations in Single Cells
The primary challenge in analyzing mutagenesis at the single-cell level is to account for single-cell whole-genome amplification artifacts. This can be overcome by two strategies. The first strategy is to use sibling cells as biological replicates. True mutations will be shared in the progeny but random de novo amplification artifacts will not. This approach has been extensively used to validate mutations shared by a small number of somatic cells ( Fig.  1C ; Lohr et al. 2014; Wang et al. 2014; Lodato et al. 2015) , or by a pair of daughters (Zong et al. 2012; Voet et al. 2013) . A second strategy, which we recently developed, controls for amplification artifacts by linking genetic mutations to a specific haplotype ( Fig. 9A ; Zhang et al. 2015b ). Here we focus on the second strategy for its general applicability to the detection of de novo mutations present only in a single cell.
The main idea of the haplotype-phasing approach is to determine whether each homologous chromosome has a mutant or wild-type genotype by phasing sequencing reads covering a given locus to each parental haplotype. A true de novo mutation generated on a single chromosome will be present in all sequencing reads derived from this chromosome. Similarly, sequencing reads from the wildtype chromosome should all show the wild-type genotype. In contrast, amplification errors will accumulate in a fraction of sequencing reads derived from one chromosome (Fig. 9A) . The all-or-none assignment of mutant or wild-type genotype to each homolog can therefore control both false-positive and false-negative variant detection.
Haplotype phasing of mutations requires long reads covering both the mutated base and adjacent heterozygous sites. In human genomes, the average density of heterozygous sites is about one per 2 kb (Sachidanandam et al. 2001; Wheeler et al. 2008; 1000 Genomes Project Consortium 2012 . The average spacing is well beyond the read length of current high-throughput sequencing platforms (100 -300 bp). Application of the haplotypephasing strategy thus requires long-range Sanger sequencing, which is low-throughput and more suitable as a validation strategy. To generate long sequencing fragments including both the mutated base and adjacent heterozygous variants also requires larger amplicons, such as those generated by multiple-displacement amplification (MDA) (Evrony et al. 2012; Zhang et al. 2015a ). For PCR-based amplification methods, the 1-2-kb amplicon size is too short (Navin et al. 2011; Zong et al. 2012) . Haplotype phasing of de novo mutations is also becoming feasible with long-read sequencing technologies or diluting strategies (Snyder et al. 2015) . The key idea is to dilute long genomic DNA molecules into subhaploid fractions and determine the haplotype phase of DNA fragments in each dilution by sequencing. For single-cell sequencing, it should be possible to apply the same strategy to the long genomic DNA fragments generated by MDA to directly phase the haplotypes of these fragments.
Like genuine point mutations, true copy-number alterations affect a single homolog whereas amplification artifacts will affect both homologs. This means that if the haplotypes are known, by taking the ratio of coverage for each haplotype, regional variation in amplification efficiency will be normalized away (Zhang et al. 2015b ). In contrast, true copy-number alterations will be present at an integer copy ratio (Fig. 4B-D ). This normalization strategy should in principle eliminate all systematic, sequence-dependent amplification noise, but not random, sequence-independent noise. The random amplification noise can be reduced by performing a window-based average of the read depth signal before the normalization of coverage between homologs.
Calculation of the coverage for each homolog requires knowledge of the whole-chromosome haplotype, which requires complete segregation of sequencing reads from each parental chromosome. This can be accomplished by isolating individual chromosomes and performing singlechromosome sequencing (Fan et al. 2011) . It is also possible to induce chromosome missegregation and generate random monosomies in a population of dividing cells and perform single-cell sequencing on monosomic cells to obtain whole-chromosome haplotypes (Zhang et al. 2015b) .
Several strategies can be applied to analyze de novo rearrangements in single cells and distinguish them from artificial chimeric sequences generated during single-cell genome amplification. Rearrangements that lead to copy-number alterations can be validated by copy-number analysis (Voet et al. 2013; Francis et al. 2014) . Because the majority of artificial chimeras in single-cell genome amplification are created between loci within a short distance from each other (Lasken and Stockwell 2007; Evrony et al. 2015; Zhang et al. 2015b) , it is possible to control for such chimeras in the study of long-range chromosomal rearrangements. Finally, haplotype phasing can also serve as a validation strategy for chromosomal translocations (Zhang et al. 2015b) .
Characterize Mutagenesis at the Single-Cell Level
In the study of mutagenesis, single-cell sequencing enables a direct comparison of genetic mutations in sibling cells. The resulting mirror-image genetic alterations can provide powerful validation of genetic events and resolve the relationship between mutagenesis and DNA replication. Below we propose a few ways that single-cell analysis might bring unique insight into the study of mutational mechanisms.
Our first example would be to use single-cell sequencing to distinguish different mechanisms causing kataegis. One proposed model for kataegis posits that single-strand DNA resulting from resected double-strand breaks accumulates extensive DNA damage that is subsequently converted into strand-coordinated mutations (Roberts et al. 2012; Sakofsky et al. 2014) . If the two break ends are recombined using the sister chromatid as a template, then the mutations will have opposite mutational signatures across the break (e.g., C.T on one side of the break, and G.A on the other side [ Fig. 3A, left scheme] ). One daughter will inherit the mutated chromosome, but the other daughter will only have the intact sister chromosome. If there is a crossover between the sister chromatids at the recombination site, then the two daughters will each inherit half of the mutations. If a single break end undergoes a translocation or break-induced replication, The error base is only present in a fraction of amplified DNA; in contrast, the true variant (filled triangle) is present in all amplified DNA. This provides a strategy to control for false-positive variant detection. Furthermore, if the haplotypes of both homologs can be determined, then all the mutations at this locus should be identifiable from the different haplotypes. For example, the blue homolog does not contain any mutation at this locus. This strategy also controls for false-negative variant detection when there is no copy-number amplification of either homolog. (B) Different mutational outcomes of a dicentric bridge. A dicentric bridge can be resolved by (1) a single break leading to a BFB cycle, (2) two breaks generating an acentric fragment, or (3) multiple breaks causing chromosome fragmentation. Bridge fragmentation may generate chromothripsis in the subtelomeric region in both daughters. Chromothripsis in the subtelomeric region can also result from the acentric terminal fragment being partitioned into a micronucleus. Finally, BFB cycles can cause successive DNA loss and eventually generate a pseudodicentric chromosome with adjacent centromeres functioning as a single unit. Incorrect merotelic attachment can cause this chromosome to be partitioned into a micronucleus and undergo chromothripsis. By combining live-cell imaging and singlecell sequencing, it should in principle be possible to resolve these different possibilities and the frequencies of these events.
the mutations occur on a single strand and are inherited by a single daughter only (Fig. 3A, right scheme ). An alternative model would be that kataegis occurs on singlestranded DNA without a break, such as during gene transcription (Taylor et al. 2014; Haradhvala et al. 2016) . Under this model, after semiconservative DNA replication, one daughter cell will have kataegis with single-strand coordination (but no switching of strand orientation), and the other daughter will not harbor these mutations (Fig. 3B) . Second, single-cell analysis might be able to resolve different mechanisms generating segmental copy-number gains (Figs. 5 and 6 ). Chromoanasynthesis is hypothesized to be generated when a single-ended break resulting from a collapsed replication fork invades other replication forks and undergoes multiple microhomology-mediated break-induced replication (MMBIR) (Hastings et al. 2009; Liu et al. 2011) . MMBIR is thought to be conservative: The leading strand is synthesized after microhomology-mediated annealing, and the lagging strand is synthesized using the leading strand as the template (Saini et al. 2013 ). Under this model, the newly synthesized chromosome containing the insertions is different from its sister chromatid. After cell division, one daughter cell will contain the rearranged chromosome including multiple segmental gains due to DNA synthesis, whereas the other daughter will inherit the intact chromatid (Fig.  6 ). Segmental gains can also result from chromothripsis involving sister chromatids . However, in this case, segmental gains in one daughter should be accompanied by mirror-image segmental losses in the other daughter (Fig. 5) . It is thus possible to distinguish these models by single-cell analysis.
Our third proposal would be to understand how chromosomal bridges generate chromothripsis (Fig. 9B) . For sister chromatids fused near the telomere, fragmentation of the dicentric bridge can result in chromothripsis in the subtelomeric region (Fig. 5, left scheme; Fig. 9B , right scheme; Maciejowski et al. 2015) . It is also possible that the bridge could be resolved by two breaks, generating an acentric fragment (Fig. 9B , middle scheme); this fragment could then be partitioned into a micronucleus and undergo chromothripsis. In this scenario, chromothripsis would also occur in the subtelomeric region. Chromosomal bridges could be resolved by a single break and initiate BFB cycles. After multiple BFB cycles, one progeny cell will experience successive DNA loss from the telomeric end (Fig. 7A) . Eventually, as the BFB cycles continue, this could bring the two centromeres close enough that they might fuse into a single functional unit (Fig. 9B , left scheme). Incorrect merotelic attachment of this quasi-dicentric chromosome might cause the entire chromosome to lag and be partitioned into a micronucleus. This whole chromosome might then undergo chromothripsis that is not restricted to the subtelomeric region (as in the other scenarios). By performing live-cell imaging through multiple cell divisions followed by single-cell analysis, it should be possible to specifically detect each of the above scenarios (Fig. 9B ) and reconstruct the short-term evolution of the chromosomal bridge.
CONCLUSION
Cancer is a genetic disease fueled by mutations. A cancer genome can be understood as a combination of driver mutations that confer different cancer phenotypes. Different cancers have different driver mutations, but these mutations promote tumorigenesis by recurrently disrupting a small number of pathways. A cancer genome also harbors many passenger mutations. These passenger mutations constitute an archaeological record of the mutational events during tumor evolution. Therefore, a cancer genome can also be interpreted as the outcome of a combination of different mutational processes. Understanding these mutational processes has important implications in cancer prevention and early detection. Because the mutational signatures associated with different carcinogens can be very specific, it is possible to assess the mutational potential of different environmental factors by analyzing the patterns of mutations in cancer patients with exposure to such factors. Both the mutational signature and the mutational distribution show a certain level of tissue specificity. These features may be useful as biomarkers for early cancer detection from circulating tumor cells or cell-free DNA.
The landscape of somatic mutations also presents a wealth of mutational outcomes due to errors in DNA replication, chromosome missegregation, or impaired DNA repair. Hypothetical models inferred from these mutational phenomena can be tested in experimental systems. Such analysis not only provides insight into the mechanism generating these phenomena, but it should also expand our knowledge of the biology of DNA replication and DNA repair. In particular, the combination of live-cell experiments and single-cell genomic analysis represents a highly specific approach to relate visible events on individual chromosomes to alterations in the DNA sequence. We expect this combination to also have broad applications in the study of cell-to-cell variation and the phenotype -genotype relationship.
