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Abstract: A near-maximum insurance claim is one falling within a dis-
tance a of the current maximal claim. In this paper, we investigate asymp-
totic behavior of normalized numbers of near-maximum insurance claims
under the assumption that the sequence of successive claim sizes forms
a strictly stationary process. We present the results in a general form ex-
pressing limiting properties of normalized numbers of insurance claims that
are in a left neighborhood of the mnth largest claim, where mn/n tends to
zero and n is the number of registered claims. We also give corollaries for
sums of near-maximum insurance claims.
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1. Introduction
Various models of claim exceedances over a fixed or random threshold have
been studied in the literature. Special attention has been paid to models of
exceedances of high thresholds, in particular of thresholds determined by the
largest or the kth largest claim in the portfolio; see, for example, Embrechts et
al. (1997), Li and Pakes (2001), Hashorva (2003), Chavez-Demoulin and Em-
brechts (2004), Balakrishnan et al. (2005), Eryilmaz et al. (2011), Bose and
Gangopadhyay (2011), and the references therein. Such models are of special
interest in actuarial sciences - they serve to measure, predict and price risk.
In different contexts, they also proved to be useful in a variety of other fields
like hydrology, environmental research or electrical engineering (Embrechts et
al. 1997, Chapter 6).
In this paper, we consider a model of exceedances of insurance claims in-
troduced by Li and Pakes (2001) and studied also by Hashorva (2003). In this
model the claims occur at the random instants of time and, for t ≥ 0, the number
of claims registered during the time interval [0, t] is denoted by N(t). Clearly
it is required that N(t), t ≥ 0, are non-negative and integer-valued random
variables (rv’s). Sizes of successive claims are represented by rv’s X1, X2, . . .
and X1:n ≤ X2:n ≤ . . . ≤ Xn:n denote the order statistics corresponding to
X1, X2, . . . , Xn. Then Xi is called a near maximum claim at time t if its value
∗Corresponding author
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falls within a distance a > 0 of the current maximal claim size, that is if
Xi ∈ (XN(t):N(t) − a,XN(t):N(t)).
A quantity of interest is the number of near-maximum claims up to time t:
Kt(a) =
N(t)∑
i=1
I(XN(t):N(t) − a < Xi < XN(t):N(t)).
Li and Pakes (2001) derived some distributional and asymptotic results for
Kt(a) under the assumption that X1, X2, . . . are independent and identically dis-
tributed continuous rv’s and the random processes (Xn, n ≥ 1) and (N(t), t ≥ 0)
are independent. In particular, they pointed out that the limiting behavior of
Kt(a) as t→∞ and the following rv counting near-maxima
Kn(a) =
n∑
i=1
I(Xn:n − a < Xi < Xn:n)
as n→∞ are closely related under a weak condition on N(t). They also showed
how asymptotic properties of Kt(a) as t → ∞ can be deduced from these
for Kn(a) as n → ∞. Their method was further developed and exploited by
Hashorva (2003) in the case when some kind of dependence between claim sizes
is allowed.
The aim of this paper is to describe asymptotic behavior of numbers of near-
maximum claims under a general assumption that claim sizes X1, X2, . . . form
a strictly stationary process. We will show that this behavior remains unchanged
if instead of numbers of near-maximum claims we will consider numbers of claims
in a left neighborhood of extreme or intermediate order statistic:
Kt(kN(t), a) =
N(t)∑
i=1
I(XkN(t):N(t) − a < Xi < XkN(t):N(t)), (1.1)
where (kn, n ≥ 1) is a sequence of integers satisfying the following condition
for all n 1 ≤ kn ≤ n and lim
n→∞
kn/n = 1. (1.2)
To describe this behavior we will first focus on the deterministic-sample-size
analogue of Kt(kN(t), a), that is on the following counting rv
K(kn, n, a) =
n∑
i=1
I(Xkn:n − a < Xi < Xkn:n),
where again (kn, n ≥ 1) satisfies (1.2). Our crucial result will assert that under
mild conditions proportions K(kn, n, a)/n are almost surely convergent as n→
∞. The most important novelty of this result is that in the strictly-stationary
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case the limit of K(kn, n, a)/n can be a non-degenerate rv in contrast to cases
known in the literature in which the limit is a deterministic constant.
We will restrict our attention to asymptotic behavior of numbers of claims
near extreme or intermediate order statistic. That of numbers of claims near
central order statistic, when in (1.1) we have a sequence (kn, n ≥ 1) satisfying
for all n 1 ≤ kn ≤ n and lim
n→∞
kn/n = λ ∈ (0, 1),
is quite well known. For details we refer to the works of Dembin´ska et al. (2007),
Pakes (2009), Dembin´ska and Jasin´ski (2017) and Dembin´ska (2012a, 2017).
The paper is organized as follows. Section 2 presents some preliminaries. In
Section 3, we describe almost sure limiting behavior of K(kn, n, a)/n as n→∞,
where (kn, n ≥ 1) is a sequence satisfying (1.2). We present this description un-
der a quite general assumption that the underlying sequence of rv’s (Xn, n ≥ 1)
forms a strictly stationary process. Next, in Section 4, we generalize results of
the previous section to the case of randomly indexed samples. In particular, we
provide description of limiting behavior of appropriately normalized numbers of
near-maximum insurance claims. We also give comments concerning the total
value of such claims. Finally, in Section 5, we apply our results to some special
families of strictly stationary processes.
Throughout the paper we make use of the following notation. By R we denote
the set of real numbers. For an rv X with cumulative distribution function F ,
we set
γX1 := sup{x ∈ R : F (x) < 1}
and call γX1 the right endpoint of the support of X . We write I(A) for the in-
dicator function of a set A ⊂ Ω, i.e., for ω ∈ Ω, I(A)(ω) = 1 if ω ∈ A and
I(A)(ω) = 0 otherwise. The notation
a.s
−−→,
p
−→,
d
−→ stand for almost sure conver-
gence, convergence in probability and convergence in distribution, respectively.
The symbol a.s is an abbreviation of almost surely. Moreover, in the case when
different probability measures appear and confusion may arise, we write
P−a.s
−−−−→
and EP for almost sure convergence and expectation with respect to the mea-
sure P, respectively, and say that an event A holds P-a.s. if P(A) = 1. Next,
a is always a fixed positive real number. Any empty sum
∑0
i=1 ai is by assump-
tion equal to 0. Finally, an extended rv in (Ω,F ,P) is a F -measurable function
X : Ω→ [−∞,∞]. We adopt standard conventions about arithmetic operations
and order relation in [−∞,∞]. In particular, if x ∈ R then x ±∞ = ±∞ and
x <∞, and if x > 0, then x · ∞ =∞.
2. Preliminaries
For our developments we will need the concept of conditional right endpoint of
the support of an rv given a sigma-field. Here, we recall its definition and some
of its properties that will be used later on.
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Definition 2.1. Suppose X is an rv on a probability space (Ω,F ,P), and G is
a sigma-field with G ⊆ F . The conditional right endpoint of the support of X
given G, denoted by γ1(X |G), is defined as an extended rv Q1 with the following
properties
(i) Q
1
is G-measurable,
(ii) P(X ≤ Q
1
|G) = 1 a.s.,
(iii) for any G-measurable extended rv Q1 such that P(X ≤ Q1|G) = 1 a.s., we
have Q1 ≥ Q1 a.s.
The theorem given below ensures the existence of conditional right endpoint
of the support of an rv.
Theorem 2.1. For any rv X on (Ω,F ,P) and any sigma-field G ⊆ F there
exists a conditional right endpoint of the support of rv X given G.
Moreover, for given rvX and sigma-field G, γ1(X |G) is not necessarily uniquely
determined, but any two versions of γ1(X |G) are equal almost surely.
The next theorem gives another worthwhile property of conditional right
endpoint of the support.
Theorem 2.2. Let X be an rv and G ⊆ F be a sigma-field. If γ1(X |G) is almost
surely constant, then γ1(X |G) = γ
X
1 a.s.
For more properties of conditional right endpoint of the support of an rv and
proofs of the above-mentioned facts, we refer the reader to Buraczyn´ska and
Dembin´ska (2018).
To state and prove main results of this paper we will also need some terminol-
ogy and facts from the ergodic theory, which we now recall. By (RN,B(RN),Q)
we denote a probability triple, where RN is the set of sequences of real numbers
(x1, x2, . . .), B(R
N) stands for the Borel sigma-field of subsets of RN and Q is
some stationary probability measure on the pair (RN,B(RN)). We will use three
types of invariant sets.
Definition 2.2. Let, for A ⊂ RN,
T−1A = {(x1, x2, . . .) ∈ R
N : (x2, x3, . . .) ∈ A}.
A set A ∈ B(RN) is called
• invariant if A = T−1A;
• almost invariant for Q if
Q((A \ T−1A) ∪ (T−1A \A)) = 0;
• invariant with respect to the sequence X = (Xn, n ≥ 1) defined on the
probability space (Ω,F ,P) if there exists a set B ∈ B(RN) such that
A = {ω ∈ Ω : (Xi(ω), Xi+1(ω), . . .) ∈ B} for any i ≥ 1. (2.1)
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By I˜ we denote the collection of all invariant events, while IQ and I
X corre-
spond to the class of all almost invariant sets for Q and the class of all invariant
sets with respect to the sequence X, respectively. The following lemma states
significant properties of these classes.
Lemma 2.1. Let X = (Xn, n ≥ 1) be a strictly stationary sequence on (Ω,F ,P).
(i) I˜, IQ and I
X are sigma-fields.
(ii) An rv X on (RN,B(RN),Q) is
• I˜-measurable if and only if (iff)
X((x1, x2, . . .)) = X((x2, x3, . . .)) for every (x1, x2, . . .) ∈ R
N.
• IQ-measurable iff
X((x1, x2, . . .)) = X((x2, x3, . . .)) for Q-almost every (x1, x2, . . .) ∈ R
N.
(iii) A set A ∈ F is invariant with respect to X iff there exists a set B ∈ IQ
satisfying (2.1).
Parts (i) and (ii) of Lemma 2.1 can be found, for example, in Shiryaev (1996,
Chapter V) and Durrett (2010, Section 6). For part (iii) we refer the reader to
Buraczyn´ska and Dembin´ska (2018, Lemma 4.2).
We will also need the following lemma.
Lemma 2.2. Let (Ω,F ,P) be any probability space and G ⊆ F be a sigma-field.
Then, for any A ∈ F ,
P(A|G) = 0 P− a.s. ⇔ P(A) = 0.
Proof. By the definition of conditional expectation, P(A|G) = 0 P− a.s. iff
P(A ∩G) = 0 for any G ∈ G.
Taking G = Ω we get P(A) = 0, which proves the “if” part of the lemma. To
show the “only if” part, note that P(A) = 0 implies, for all G ∈ G,
0 ≤ P(A ∩G) ≤ P(A) = 0,
which clerly forces P(A ∩G) = 0.
We conclude this section with three theorems describing the almost sure lim-
iting behavior of extreme and intermediate order statistics arising from strictly
stationary sequences of rv’s. They are taken from Buraczyn´ska and Dembin´ska
(2018) and will be used in Section 3. The first one concerns the situation when
the stationary sequence of rv’s is carried by a probability triple (RN,B(RN),Q).
Theorem 2.3. Let Y be an rv on a probability space (RN,B(RN),Q), where the
probability measure Q is stationary. Suppose that the sequence of rv’s (Yn, n ≥ 1)
is defined by
Yi((x1, x2, . . .)) = Y ((xi, xi+1, . . .)) for (x1, x2, . . .) ∈ R
N and i ≥ 1. (2.2)
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If (kn, n ≥ 1) is a sequence of integers satisfying (1.2) then
Ykn:n
Q−a.s.
−−−−→ γ1(Y |IQ). (2.3)
The second result shows that the above theorem remains true if the sigma-
field IQ is replaced by I˜.
Theorem 2.4. If assumptions of Theorem 2.3 hold, then
Ykn:n
Q−a.s.
−−−−→ γ1(Y |I˜). (2.4)
Finally, the third result is a generalization of Theorems 2.3 and 2.4 to the
case of strictly stationary sequences defined on any probability space.
Theorem 2.5. Let X = (Xn, n ≥ 1) be a strictly stationary sequence on
(Ω,F ,P) and (kn, n ≥ 1) be a sequence of integers satisfying (1.2). Then
Xkn:n
P−a.s.
−−−−→ γ1(X1|I
X). (2.5)
3. The case of deterministic sample size
As already mentioned in the Introduction, the asymptotic behavior ofKn(a) and
Kt(a) is closely linked. More generally, the asymptotic behavior of K(kn, n, a)
and Kt(kN(t), a) is closely related. Therefore to describe the long-term behav-
ior of appropriately normalized numbers of near-maximum insurance claims,
we first establish limiting results for Kn(a)/n. We present extended versions
of these results examining not only the proportions of near maxima, Kn(a)/n,
but more generally considering the proportions of observations in a left neigh-
borhood of extreme or intermediate order statistic, K(kn, n, a)/n, where the
sequence (kn, n ≥ 1) satisfies (1.2). More precisely, we show that if (Xn, n ≥ 1)
is a strictly stationary process, then under some mild conditions the propor-
tions K(kn, n, a)/n converge almost surely, and we describe the distribution of
the limiting rv. To do this, we first derive results for a special case of a specific
sequence Y = (Yn, n ≥ 1) from the probability space (R
N,B(RN),Q) and then
we extend these results to the case of strictly stationary sequences of rv’s from
an arbitrary probability space.
To avoid confusion, throughout this section, we add a superscript toK(kn, n, a)
so that KX(kn, n, a) indicates that we consider the number of observations near
the knth order statistic corresponding to the sequence X = (Xn, n ≥ 1).
Theorem 3.1. Under the assumptions of Theorem 2.3 and provided that
Q
(
Y = γ1(Y |IQ)
)
= 0, (3.1)
Q
(
Y = γ1(Y |IQ)− a
)
= 0, (3.2)
we have
KY(kn, n, a)/n
Q−a.s.
−−−−→ Q(Y > γ1(Y |IQ)− a|IQ) as n→∞. (3.3)
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Proof. For m ∈ N, define the following rv Lm and possibly extended rv Rm,
Lm =
{
γ1(Y |IQ)−
1
m
if γ1(Y |IQ) <∞,
m if γ1(Y |IQ) =∞,
and
Rm =
{
γ1(Y |IQ) +
1
m
if γ1(Y |IQ) <∞,
∞ if γ1(Y |IQ) =∞.
By the definition of γ1(Y |IQ), Lm and Rm are IQ-measurable.
Fix m ∈ N. Since from Theorem 2.3
Ykn:n
Q−a.s.
−−−−→ γ1(Y |IQ), (3.4)
we have, for all sufficiently large n,
Lm < Ykn:n ≤ Rm Q− a.s.,
which gives
KY(kn, n, a)/n =
∑n
i=1 I(Ykn:n − a < Yi < Ykn:n)
n
≥
∑n
i=1 I(Rm − a < Yi < Lm)
n
Q− a.s., (3.5)
where the last inequality holds for all sufficiently large n. Set
Z = I(Rm − a < Y < Lm)
and
Zi((x1, x2, . . .)) = Z((xi, xi+1, . . .)) for all (x1, x2, . . .) ∈ R
N and i ≥ 1.
Then, for Q− almost every (x1, x2, . . .) ∈ R
N,
Zi((x1, x2, . . .)) = I(Rm − a < Y < Lm)((xi, xi+1, . . .))
= I(Rm((xi, xi+1, . . .))− a < Y ((xi, xi+1, . . .)) < Lm((xi, xi+1, . . .)))
= I(Rm((x1, x2, . . .))− a < Yi((x1, x2, . . .)) < Lm((x1, x2, . . .)))
= I(Rm − a < Yi < Lm)((x1, x2, . . .)), (3.6)
where the third equality is a consequence of (2.2), the IQ-measurability of Lm
and Rm, and the second part of Lemma 2.1 (ii). Hence, (3.5) can be reformulated
as follows
KY(kn, n, a)/n ≥
1
n
n∑
i=1
Zi Q− a.s. (3.7)
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Now the classical ergodic theorem (see, for example, Durrett 2010, p. 333) im-
plies
1
n
n∑
i=1
Zi
Q−a.s.
−−−−→ EQ(Z|IQ) = EQ(I(Rm − a < Y < Lm)|IQ) as n→∞. (3.8)
From (3.7) and (3.8) it may be concluded that, for all sufficiently large n,
KY(kn, n, a)/n ≥ EQ(I(Rm − a < Y < Lm)|IQ)−
1
m
Q− a.s.
and in consequence that
lim inf
n→∞
KY(kn, n, a)/n ≥ EQ(I(Rm − a < Y < Lm)|IQ)−
1
m
Q− a.s. (3.9)
In an analogous way it can be proved that
lim sup
n→∞
KY(kn, n, a)/n ≤ EQ(I(Lm − a < Y < Rm)|IQ) +
1
m
Q− a.s. (3.10)
Since
Lm ↑ γ1(Y |IQ), Rm ↓ γ1(Y |IQ) as m→∞,
we have
I(Rm − a < Y < Lm)
Q−a.s.
−−−−→ I(γ1(Y |IQ)− a < Y < γ1(Y |IQ)) as m→∞.
Letting m → ∞ in (3.9) and using Dominated Convergence Theorem for con-
ditional expectations, we get
lim inf
n→∞
KY(kn, n, a)/n ≥ EQ(I(γ1(Y |IQ)− a < Y < γ1(Y |IQ))|IQ)
= Q(γ1(Y |IQ)− a < Y < γ1(Y |IQ)|IQ)
= Q(Y > γ1(Y |IQ)− a|IQ)−Q(Y = γ1(Y |IQ)|IQ)
= Q(Y > γ1(Y |IQ)− a|IQ) Q− a.s.,
where the last equality is a consequence of (3.1) and Lemma 2.2.
Similarly, letting m→∞ in (3.10) yields
lim sup
n→∞
KY(kn, n, a)/n ≤ EQ(I(γ1(Y |IQ)− a ≤ Y ≤ γ1(Y |IQ))|IQ)
= Q(γ1(Y |IQ)− a ≤ Y ≤ γ1(Y |IQ)|IQ)
= Q(Y ≥ γ1(Y |IQ)− a|IQ)
= Q(Y > γ1(Y |IQ)− a|IQ) Q− a.s.,
by (3.2) and Lemma 2.2.
Summarizing, we have proved that
lim inf
n→∞
KY(kn, n, a)/n = lim sup
n→∞
KY(kn, n, a)/n
= Q(Y > γ1(Y |IQ)− a|IQ) Q− a.s.,
which gives (3.3). The proof is complete.
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We next show that Theorem 3.1 remains true when the sigma-field IQ is
replaced by I˜.
Theorem 3.2. Under the assumptions of Theorem 2.3 and provided that
Q(Y = γ1(Y |I˜)) = 0, (3.11)
Q(Y = γ1(Y |I˜)− a) = 0, (3.12)
we have
KY(kn, n, a)/n
Q−a.s.
−−−−→ Q(Y > γ1(Y |I˜)− a|I˜) as n→∞. (3.13)
Proof. Analysis similar to that in the proof of Theorem 3.1 shows the conclu-
sion. Indeed, by Theorem 2.4, (3.4) can be replaced by (2.4). Therefore defining
Lm and Rm we use I˜ rather than IQ. Next, the first part of Lemma 2.1 (ii)
guarantees that an analogue of (3.6) holds for so defined Lm and Rm. Finally,
the ergodic theorem, used in (3.8), is also satisfied with sigma-field I˜; see, for
example, Grimmett and Stirzaker (2004, Chapter 9). The rest of the proof runs
as before with IQ replaced by I˜.
Remark 3.1. Observe that Theorems 2.3 and 2.4 give
γ1(Y |IQ) = γ1(Y |I˜) Q− a.s. (3.14)
Therefore it does not matter if in Theorem 3.2 (and Theorem 3.1) we assume
(3.11) and (3.12) or (3.1) and (3.2).
Theorems 3.1 and 3.2 deal with the case of strictly stationary sequences
of rv’s defined on the probability space (RN,B(RN),Q). The reminder of this
section will be devoted to deriving a more general results that holds for strictly
stationary sequences of rv’s existing in any probability triple (Ω,F ,P). We begin
with a lemma which is a fairly straightforward extension of Theorem 3.1. This
lemma will be a starting point in obtaining our desired generalization.
Lemma 3.1. Let X = (Xn, n ≥ 1) be a strictly stationary sequence of rv’s de-
fined on the probability space (Ω,F ,P), Q be a stationary measure on (RN,B(RN))
given by
Q(B) = P(X ∈ B) for all B ∈ B(RN), (3.15)
and Y be an rv on (RN,B(RN),Q) such that
Y ((x1, x2, . . .)) = x1 for (x1, x2, . . .) ∈ R
N. (3.16)
If (3.1) and (3.2) hold and (kn, n ≥ 1) satisfies (1.2), then there exists an rv
W on (Ω,F ,P) for which we have
KX(kn, n, a)/n
P−a.s.
−−−−→W as n→∞.
Moreover, the joint distribution of W and (KX(kn, n, a)/n, n ≥ 1) is the same
as the joint distribution of Q(Y > γ1(Y |IQ)−a|IQ) and (K
Y (kn, n, a)/n, n ≥ 1),
where the sequence Y = (Yn, n ≥ 1) is defined by (2.2).
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Proof. We first observe that Theorem 3.1 gives (3.3). Next we apply a method
used in the proof of Theorem 6 in Dembin´ska (2017). More precisely, we notice
that (3.15), (3.16) and (2.2) guarantee that the sequences (Xn, n ≥ 1) and
(Yn, n ≥ 1) have the same distribution. Since the almost sure convergence of
a sequence of rv’s to some rv is determined by the joint distribution of this
sequence and the limiting rv, (3.3) yields the assertion of the lemma.
Although Lemma 3.1 concerns the asymptotic behavior of KX(kn, n, a), that
is of a counting rv based on the sequence X = (Xn, n ≥ 1), assumptions (3.1)
and (3.2) impose restrictions on the auxiliary sequence Y = (Yn, n ≥ 1). This
auxiliary sequence Y is also used to describe the distribution of the limiting rv
W .
It is desirable to establish a reformulation of Lemma 3.1 in which the sequence
Y does not appear so that the assumptions and conclusion are expressed only
in terms of X = (Xn, n ≥ 1). We first get rid of Y from assumptions (3.1) and
(3.2).
Lemma 3.2. Assumptions (3.1) and (3.2) of Lemma 3.1 are equivalent to
P(X1 = γ1(X1|I
X)) = 0, (3.17)
and
P(X1 = γ1(X1|I
X)− a) = 0, (3.18)
respectively.
Proof. We will restrict ourselves to showing that (3.1) and (3.17) are equivalent.
The proof of the equivalence of (3.2) and (3.18) goes along the same lines.
By Theorem 2.3, (3.1) can be rewritten as
Q(Y = lim
n→∞
Yn:n) = 0, (3.19)
where limn→∞ Yn:n is defined to equal, for example, +∞ on the set (of proba-
bility Q zero) of (x1, x2, . . .) ∈ R
N such that limn→∞ Yn:n((x1, x2, . . .)) does not
exist.
On the other hand, by Theorem 2.5, (3.17) is equivalent to the following
condition
P(X1 = lim
n→∞
Xn:n) = 0, (3.20)
where we define limn→∞Xn:n to be equal to, for example, +∞ on the set (of
probability P zero) of ω ∈ Ω such that (Xn:n(ω), n ≥ 1) does not have a limit.
Hence, to show the equivalence of (3.1) and (3.17), it suffices to prove that
(3.19) and (3.20) are equivalent. But (3.15) and (3.16) yield
Q(Y = lim
n→∞
Yn:n) = P(X1 = lim
n→∞
Xn:n),
which clearly forces the required equivalence.
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What is still lacking is an explicit description of the limiting rv W , without
using the auxiliary sequence Y = (Yn, n ≥ 1). We provide it in the following
theorem and thus give the desired generalization of Theorem 3.1 and the main
result of this section.
Theorem 3.3. Let X = (Xn, n ≥ 1) be a strictly stationary sequence of rv’s
and (kn, n ≥ 1) be a sequence satisfying (1.2). Assume that conditions (3.17)
and (3.18) hold. Then
KX(kn, n, a)/n
P−a.s.
−−−−→ P(X1 > γ1(X1|I
X)− a|IX) as n→∞. (3.21)
Proof. By Lemma 3.2, assumptions (3.1) and (3.2) of Theorem 3.1 are satis-
fied with the measure Q described by (3.15). Using this theorem we obtain
that (3.3) holds with the sequence Y = (Yn, n ≥ 1) defined by (2.2), where
the rv Y is given by (3.16). From (3.3) we see that limn→∞K
Y(kn, n, a)/n
exists Q-a.s. On the set of Q-probability zero of (x1, x2, . . .) ∈ R
N for which
limn→∞K
Y(kn, n, a)((x1, x2, . . .))/n does not exist we can define, for example,
limn→∞K
Y(kn, n, a)((x1, x2, . . .))/n = 0. Moreover (3.3) ensures that
lim
n→∞
KY(kn, n, a)/n is IQ −measurable (3.22)
and
EQ( lim
n→∞
KY(kn, n, a)/n·I(G˜)) = EQ(I(Y > γ1(Y |IQ)−a)·I(G˜)) for all G˜ ∈ IQ.
(3.23)
On the other hand, Lemma 3.1 says that limn→∞K
X(kn, n, a)/n exists P-a.s.
For definiteness, we can assume that, for instance, limn→∞K
X(kn, n, a)/n(ω) =
0 for ω ∈ Ω such that this limit does not exist. To prove (3.21), we must show
that
lim
n→∞
KX(kn, n, a)/n is I
X −measurable (3.24)
and
EP( lim
n→∞
KX(kn, n, a)/n·I(G)) = EP(I(X1 > γ1(X1|I
X)−a)·I(G)) for all G ∈ IX.
(3.25)
Condition (3.24) means that, for every A ∈ B(R),
{ω ∈ Ω: lim
n→∞
KX(kn, n, a)
n
(ω) ∈ A} ∈ IX,
where B(R) stands for the Borel sigma-field of subsets of R. By the definition
of IX, we can rewrite the above requirement as
for every A ∈ B(R) there exists B ∈ B(RN) such that, for any i ≥ 1,
{ω ∈ Ω: lim
n→∞
KX(kn, n, a)
n
(ω) ∈ A} = {ω ∈ Ω: (Xi(ω), Xi+1(ω), . . .) ∈ B}.
(3.26)
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To show (3.26), fix A ∈ B(R) and observe that we can take
B = {(x1, x2, . . .) ∈ R
N : lim
n→∞
KX(kn, n, a)
n
((x1, x2, . . .)) ∈ A}
= {(x1, x2, . . .) ∈ R
N : lim
n→∞
n∑
i=1
xi ∈ (xkn:n − a, xkn:n)
n
∈ A}. (3.27)
Indeed, by Theorem 3.2 and Remark 3.1, B ∈ I˜ so in consequence B ∈ B(RN)
and
B = {(x1, x2, . . .) ∈ R
N : (xi, xi+1, . . .) ∈ B} for all i ≥ 1,
which gives, for all i ≥ 1,
{ω ∈ Ω: (Xi(ω), Xi+1(ω), . . .) ∈ B} = {ω ∈ Ω: (X1(ω), X2(ω), . . .) ∈ B}
= {ω ∈ Ω: lim
n→∞
n∑
i=1
Xi(ω) ∈ (Xkn:n(ω)− a,Xkn:n(ω))
n
∈ A}
= {ω ∈ Ω: lim
n→∞
KX(kn, n, a)
n
(ω) ∈ A},
where the second equality follows from (3.27). Thus (3.26) holds as required and
the proof of (3.24) is complete.
We next prove (3.25). For this purpose, fix G ∈ IX. By Lemma 2.1 (iii), there
exists a set G˜ ∈ IQ such that
G = {ω ∈ Ω: (Xi(ω), Xi+1(ω), . . .) ∈ G˜} for all i ≥ 1. (3.28)
Moreover, for G and G˜ satisfying (3.28),
(X, I(G)) and (Y, I(G˜)) have the same distribution. (3.29)
To show this, it suffices to observe that, for all C ∈ B(RN), we have
P(X ∈ C, I(G) = 1) = Q(Y ∈ C, I(G˜) = 1).
But
P(X ∈ C, I(G) = 1) = P({X ∈ C} ∩G) = P({X ∈ C} ∩ {X ∈ G˜})
= Q(C ∩ G˜) = Q(Y ∈ C, I(G˜) = 1)
as required, the second and third equality being consequences of (3.28) and (3.15),
respectively.
Theorem 2.5 gives
EP(I(X1 > γ1(X1|I
X)−a) · I(G)) = EP(I(X1 > lim
n→∞
Xkn:n−a) · I(G)), (3.30)
where, analogously as in the proof of Lemma 3.2, we define limn→∞Xkn:n to be
equal to, for example, +∞ on the set (of probability P zero) of ω ∈ Ω such that
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(Xkn:n(ω), n ≥ 1) does not have a limit. Applying (3.29) and next Theorem 2.3,
(3.23) and (3.29) we obtain
EP(I(X1 > lim
n→∞
Xkn:n − a) · I(G)) = EQ(I(Y > lim
n→∞
Ykn:n − a) · I(G˜))
= EQ(I(Y > γ1(Y |IQ)− a) · I(G˜)) = EQ
(
lim
n→∞
KY(kn, n, a)
n
· I(G˜)
)
= EP
(
lim
n→∞
KX(kn, n, a)
n
· I(G)
)
, (3.31)
where again, on the set (of probability Q zero) of (x1, x2, . . .) ∈ R
N such that
limn→∞ Ykn:n((x1, x2, . . .)) does not exist, this limit is defined to equal, for ex-
ample, +∞. Since G ∈ IX is arbitrary, (3.30) and (3.31) show that (3.25) holds.
This completes the proof.
Theorem 3.3 can be reformulated as follows.
Theorem 3.4. Under the assumptions of Theorem 3.3,
KX(kn, n, a)/n
P−a.s.
−−−−→ I(γ1(X1|I
X) <∞)·P(X1 > γ1(X1|I
X)−a|IX) as n→∞.
Proof. Observe that P− a.s.
P(X1 > γ1(X1|I
X)− a|IX) = EP
(
I(X1 > γ1(X1|I
X)− a)|IX
)
= EP
(
I(γ1(X1|I
X) =∞) · I(X1 > γ1(X1|I
X)− a)|IX
)
+ EP
(
I(γ1(X1|I
X) <∞) · I(X1 > γ1(X1|I
X)− a)|IX
)
= 0 + I(γ1(X1|I
X) <∞) · EP(I(X1 > γ1(X1|I
X)− a)|IX)
= I(γ1(X1|I
X) <∞) · P(X1 > γ1(X1|I
X)− a|IX),
where the next to last equality is due to the facts that
I(γ1(X1|I
X) =∞) · I(X1 > γ1(X1|I
X)− a) = 0 P− a.s.,
and I(γ1(X1|I
X) <∞) is IX-measurable.
Now it is obvious that Theorem 3.4 is a consequence of Theorem 3.3.
In particular, Theorem 3.4 shows that, under assumptions of this theorem,
for P-almost every ω ∈ Ω such that γ1(X1|I
X)(ω) =∞ (where γ1(X1|I
X) is any
version of conditional right endpoint of the support of X1 given I
X), we have
KX(kn, n, a)(ω)/n −→ 0 as n→∞.
Moreover, from Theorem 3.4 we can easily deduce the following corollary.
Corollary 3.1. If (kn, n ≥ 1) satisfies (1.2) and X = (Xn, n ≥ 1) is a strictly
stationary sequence of rv’s such that γ1(X1|I
X) =∞ P-a.s., then
KX(kn, n, a)/n
P−a.s.
−−−−→ 0 as n→∞. (3.32)
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4. Extensions to random sample sizes
The aim of this section is to provide results yielding information about the
long-term behavior of the model of insurance claims described in the Intro-
duction. First we focus on the asymptotic behavior of normalized numbers of
near maximum insurance claims that occur up to time t, Kt(a)/c(t), where c(·)
is some positive function. This asymptotic behavior will not change if we re-
place Kt(a) by Kt(kN(t), a), where (kn, n ≥ 1) is a sequence satisfying (1.2).
Therefore we give limiting theorems not only for Kt(a)/c(t), but more gener-
ally for Kt(kN(t), a)/c(t) - normalized numbers of insurance claims that are in
a left neighborhood of the (N(t)− kN(t) + 1)st largest claim, where (kn, n ≥ 1)
satisfies (1.2).
We will derive the limiting theorems of interest from the corresponding results
for K(kn, n, a)/n. For this purpose we will use two lemmas. The first lemma is
taken from Embrechts et al. (1997, Lemma 2.5.3).
Lemma 4.1. Let W,W1,W2, . . . be rv’s satisfying Wn
a.s.
−−→ W as n → ∞ and
(N(t), t ≥ 0) be a process of non-negative integer-valued rv’s.
(i) If N(t)
a.s.
−−→∞ as t→∞, then WN(t)
a.s.
−−→W as n→∞.
(ii) If N(t)
p
−→∞ as t→∞, then WN(t)
p
−→W as n→∞.
Lemma 4.1 and Theorem 3.4 immediately imply the following result.
Theorem 4.1. Under the assumptions of Theorem 3.3, if moreover (N(t), t ≥
0) is a process of non-negative integer-valued rv’s N(t) such that N(t)
a.s.
−−→ ∞
(N(t)
p
−→∞) we have, as t→∞,
Kt(kN(t), a)/N(t)
P−a.s.
−−−−→ I(γ1(X1|I
X) <∞) · P(X1 > γ1(X1|I
X)− a|IX)
(4.1)(
Kt(kN(t), a)/N(t)
p
−→ I(γ1(X1|I
X) <∞) · P(X1 > γ1(X1|I
X)− a|IX)
)
.
(4.2)
It is worth pointing out that the condition N(t)
a.s.
−−→∞ is satisfied whenever
(N(t), t ≥ 0) is a renewal counting process; see Embrechts et al. (1997, Section
2.5.2).
If in Theorem 4.1 we want to replace the random normalizing process N(t) by
some deterministic function of t, we need to add an assumption concerning the
order of magnitude ofN(t) to∞. For insurance and finance applications, it often
suffices to restrict attention to process (N(t), t ≥ 0) satisfying N(t)/c(t)
a.s.
−−→ Z,
where c(·) is some positive function such that c(t) → ∞ and Z is some almost
surely positive rv. The condition N(t)/c(t)
a.s.
−−→ Z is fulfilled with c(t) = t and
Z = λ, where λ is a positive constant, whenever (N(t), t ≥ 0) is a renewal
counting process with claim times having finite expectations; see Embrechts et
al. (1997, Theorem 2.5.10). In particular it is satisfied when (N(t), t ≥ 0) is
a homogeneous Poisson process with intensity λ.
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We introduce the following condition to shorten formulation of results that
are given in the sequel.
Condition 4.1. (N(t), t ≥ 0) is a process of non-negative integer-valued rv’s, Z
is an almost surely positive rv and c(·) is a positive function satisfying c(t)→∞
as t→∞.
Lemma 4.2. Under Condition 4.1, we have
(i) if N(t)/c(t)
a.s.
−−→ Z, then N(t)
a.s.
−−→∞;
(ii) if N(t)/c(t)
p
−→ Z, then N(t)
p
−→∞;
(iii) if N(t)/c(t)
d
−→ Z, then N(t)
p
−→ ∞;
Proof. Part (i) is immediate, because limn→∞N(t)(ω) = ∞ for every ω ∈ Ω,
where A = {ω ∈ Ω: limn→∞
N(t)(ω)
c(t) = Z(ω) and Z(ω) > 0} and P(A) = 1 by
assumption.
Part (ii) follows from (iii), because the convergence in probability implies
that in distribution.
What is left is to show (iii). To do this, fix D > 0 and choose a sequence
(tn, n ≥ 1) with the property that for t ≥ tn, c(t) ≥ n. The existence of such
a sequence is guaranteed by the assumption that c(t) → ∞ as t → ∞. Then,
for t ≥ tn, and provided that
D/n is a continuity point of the cumulative distribution function of Z, (4.3)
we have
P(N(t) ≤ D) = P
(N(t)
c(t)
≤
D
c(t)
)
≤ P
(N(t)
c(t)
≤
D
n
)
→ P
(
Z ≤
D
n
)
as t→∞,
where the convergence is due to the assumption that N(t)/c(t)
d
−→ Z as t→∞.
Since D is an arbitrary positive constant satisfying (4.3), we obtain, for all but
at most countably many D,
lim sup
t→∞
P(N(t) ≤ D) ≤ P
(
Z ≤
D
n
)
. (4.4)
By letting n → ∞ and using the right continuity of cumulative distribution
functions we see that (4.4) implies lim supt→∞ P(N(t) ≤ D) ≤ 0. It follows that
lim sup
t→∞
P(N(t) ≤ D) = 0 for any D > 0,
and this is precisely the conclusion of (iii).
Combining Theorem 4.1 and Lemma 4.2 we immediately obtain the following
result.
Theorem 4.2. Let Condition 4.1 and the assumptions of Theorem 3.3 hold.
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(i) If
N(t)/c(t)
a.s.
−−→ Z
(
N(t)/c(t)
p
−→ Z
)
as t→∞, (4.5)
then, as t→∞,
Kt(kN(t), a)/c(t)
a.s.
−−→ Z · I(γ1(X1|I
X) <∞) · P(X1 > γ1(X1|I
X)− a|IX)(
Kt(kN(t), a)/c(t)
p
−→ Z · I(γ1(X1|I
X) <∞) · P(X1 > γ1(X1|I
X)− a|IX)
)
.
(4.6)
(ii) If
N(t)/c(t)
d
−→ Z as t→∞, (4.7)
then, as t→∞,
Kt(kN(t), a)/c(t)
d
−→ Z · I(γ1(X1|I
X) <∞) · P(X1 > γ1(X1|I
X)− a|IX)
(4.8)
provided that I(γ1(X1|I
X) < ∞) · P(X1 > γ1(X1|I
X) − a|IX) is degen-
erate. If in turn Z is degenerate, then (4.7) implies N(t)/c(t)
p
−→ Z and
hence (4.6) holds by (i).
Proof. Clearly
Kt(kN(t), a)
c(t)
=
Kt(kN(t), a)
N(t)
·
N(t)
c(t)
. (4.9)
To prove (i) we use Lemma 4.2 and Theorem 4.1 to observe that (4.1) ((4.2))
holds. From this and (4.5) we obtain
(Kt(kN(t), a)
N(t)
,
N(t)
c(t)
)
a.s.
−−→
(
I(γ1(X1|I
X) <∞) · P(X1 > γ1(X1|I
X)− a|IX), Z
)
(4.10)((Kt(kN(t), a)
N(t)
,
N(t)
c(t)
)
p
−→
(
I(γ1(X1|I
X) <∞) · P(X1 > γ1(X1|I
X)− a|IX), Z
))
.
(4.11)
The above joint convergence is obvious in the a.s. version. Its validity in the case
of convergence in probability follows from, for example, Theorem 2.7 (vi) of van
der Vaart (1998). Combining (4.9) with (4.10) and (4.11), and using Continuous
Mapping Theorem finish the proof of (i).
For (ii) observe that part (iii) of Lemma 4.2 and Theorem 4.1 imply (4.2).
Moreover, the limiting rv in (4.2) is degenerate by assumption. Applying (4.9),
(4.2), (4.7) and Slutsky Lemma gives (4.8), and the proof is complete.
In the case when γ1(X1|I
X) =∞ a.s. Theorem 4.2 takes on a simpler form.
A. Dembin´ska and A. Buraczyn´ska/Asymptotics of number of near-maximum claims 17
Corollary 4.1. Let Condition 4.1 hold, X = (Xn, n ≥ 1) be a strictly stationary
sequence of rv’s such that γ1(X1|I
X) = ∞ a.s. and (kn, n ≥ 1) be a sequence
satisfying (1.2). If
N(t)/c(t)
a.s.
−−→ Z (N(t)/c(t)
d
−→ Z) as t→∞, (4.12)
then
Kt(kN(t), a)
c(t)
a.s.
−−→ 0
(
Kt(kN(t), a)
c(t)
p
−→ 0
)
as t→∞. (4.13)
Proof. If γ1(X1|I
X) = ∞ a.s., then clearly (3.17) and (3.18) are satisfied so
we can use Theorem 4.2. Moreover I(γ1(X1|I
X) < ∞) = 0 a.s. Hence apply-
ing part (i) of Theorem 4.2 we get Kt(kN(t), a)/c(t)
a.s.
−−→ 0 if N(t)/c(t)
a.s.
−−→ Z. If
N(t)/c(t)
d
−→ Z, then using part (ii) of Theorem 4.2 we obtainKt(kN(t), a)/c(t)
d
−→
0, which is equivalent to Kt(kN(t), a)/c(t)
p
−→ 0.
Obviously, taking kn = n, n ≥ 1, in Theorems 4.1, 4.2 and Corollary 4.1
we obtain results describing the asymptotic behavior of normalized numbers of
near-maximum insurance claims. Note that the form of the sequence (kn, n ≥ 1)
does not affect the conclusion of Theorems 4.1, 4.2 and Corollary 4.1 as long
as (1.2) is satisfied. This means that the normalized numbers of near-maximum
insurance claims exhibit the same asymptotic behavior as normalized numbers
of claims in a left neighborhood of the mth largest claim (m ∈ N) or even as
normalized numbers of claims in a left neighborhood of the mnth largest claim
unless mn/n→ 0 as n→∞.
We conclude this section with results concerning yet another quantities of
interest - the sum of near-maxima:
Sn(a) =
n∑
i=1
Xi · I(Xn:n − a < Xi < Xn:n),
and the total value of near-maximum insurance claims:
St(a) =
N(t)∑
i=1
Xi · I(XN(t):N(t) − a < Xi < XN(t):N(t)).
Again, we will consider a more general case and will deal with the sum of
observations in a left neighborhood of the knth order statistic:
S(kn, n, a) =
n∑
i=1
Xi · I(Xkn:n − a < Xi < Xkn:n)
and the total value of claims in a left neighborhood of the (n− kn+1)st largest
insurance claim:
St(kN(t), a) =
N(t)∑
i=1
Xi · I(XkN(t):N(t) − a < Xi < XkN(t):N(t)).
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Theorem 4.3. Let (kn, n ≥ 1) be a sequence satisfying (1.2) and X = (Xn, n ≥ 1)
be a strictly stationary sequence of rv’s such that γ1(X1|I
X) =∞ a.s. Then
S(kn, n, a)
Xkn:n
∼ K(kn, n, a) a.s. as n→∞. (4.14)
If moreover (N(t), t ≥ 0) is a process of non-negative integer valued rv’s N(t)
such that N(t)
a.s.
−−→∞, then, as t→∞,
St(kN(t), a)
XkN(t):N(t)
∼ Kt(kN(t), a) a.s. as n→∞.
Proof. Following Li and Pakes (2001) we observe that
(Xkn:n − a)K(kn, n, a) ≤ S(kn, n, a) ≤ Xkn:nK(kn, n, a), n ≥ 1,
which can be rewritten as(
1−
a
Xkn:n
)
K(kn, n, a) ≤
S(kn, n, a)
Xkn:n
≤ K(kn, n, a), (4.15)
unless Xkn:n > 0. If γ1(X1|I
X) = ∞, then Xkn:n
a.s.
−−→ ∞, by Theorem 2.5.
Letting n → ∞ in (4.15) gives (4.14). The second part of Theorem 4.3 follows
now from Lemma 4.1.
The next result is a simple consequence of Theorem 4.3 and Corollaries 3.1
and 4.1.
Theorem 4.4. Under the assumptions of Corollary 3.1,
S(kn, n, a)
nXkn:n
a.s.
−−→ 0 as n→∞.
If moreover Condition 4.1 is satisfied and N(t)/c(t)
a.s.
−−→ Z, then
St(kN(t), a)
c(t)XkN(t):N(t)
a.s.
−−→ 0 as t→∞.
Examples of strictly stationary sequences X = (Xn, n ≥ 1) satisfying γ1(X1|I
X) =
∞ will be given in the sequel in Subsection 5.3.
5. Examples
In this section we apply results derived in the paper to some special classes of
strictly stationary sequences.
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5.1. Strictly stationary and ergodic processes
Theorem 5.1. Let X = (Xn, n ≥ 1) be a strictly stationary and ergodic se-
quence of rv’s and (kn, n ≥ 1) be a sequence satisfying (1.2).
(i) If γX11 = ∞ then (3.32) holds. If moreover Condition 4.1 and (4.12) are
fulfilled, then (4.13) holds.
(ii) If γX11 <∞ and
P(X1 = γ
X1
1 ) = 0 and P(X1 = γ
X1
1 − a) = 0, (5.1)
then
K(kn, n, a)/n
a.s.
−−→ P(X1 > γ
X1
1 − a) as n→∞. (5.2)
Suppose further that Condition 4.1 is satisfied. Then
• Kt(kN(t), a)/c(t)
a.s.
−−→ Z · P(X1 > γ
X1
1 − a) as t→∞, (5.3)
provided that
N(t)/c(t)
a.s.
−−→ Z as t→∞; (5.4)
• Kt(kN(t), a)/c(t)
p
−→ Z · P(X1 > γ
X1
1 − a) as t→∞, (5.5)
provided that
N(t)/c(t)
p
−→ Z as t→∞; (5.6)
• Kt(kN(t), a)/c(t)
d
−→ Z · P(X1 > γ
X1
1 − a) as t→∞, (5.7)
unless
N(t)/c(t)
d
−→ Z as t→∞. (5.8)
Proof. The ergodicity of (Xn, n ≥ 1) ensures that the measure of any set A ∈ I
X
equals 0 or 1. As a consequence, every IX-measurable extended rv is almost
surely constant. Since γ1(X1|I
X) is IX-measurable, by Theorem 2.2 we get
γ1(X1|I
X) = γX11 a.s. (5.9)
Hence (i) follows from Corollaries 3.1 and 4.1.
It remains to prove (ii). Observe that
P(X1 > γ1(X1|I
X)− a|IX) = P(X1 > γ
X1
1 − a|I
X)
is IX-measurable and hence almost surely constant. This gives
P(X1 > γ1(X1|I
X)− a|IX) = E(P(X1 > γ
X1
1 − a|I
X)) = P(X1 > γ
X1
1 − a).
(5.10)
From (5.1) and (5.9) we conclude that conditions (3.17) and (3.18) are satis-
fied. Therefore we can use Theorems 3.3 and 4.2. By (5.10) the former gives
K(kn, n, a)/n
a.s.
−−→ P(X1 > γ1(X1|I
X)− a|IX) = P(X1 > γ
X1
1 − a) a.s.,
while the latter yields (5.3), (5.5) and (5.7), provided that (5.4), (5.6) and (5.8)
hold, respectively.
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Remark 5.1. Condition (5.1) is satisfied whenever X1 has a continuous cu-
mulative distribution function.
Remark 5.2. Theorem 5.1 has a quite wide range of applications, because the
class of strictly stationary and ergodic sequences of rv’s is broad. A list of ex-
amples of members of this class can be found, for example, in Dembin´ska (2014,
Remark 2.1). Here we only briefly recall that every sequence of independent and
identically distributed rv’s is strictly stationary and ergodic. Moreover all linear
processes belong to this class. In turn, the family of linear processes includes
many processes of interest, like, for instance, stationary autoregressive-moving
average processes or Gaussian processes with absolutely continuous spectrum.
Remark 5.3. Some weaker versions of parts of Theorem 5.1 are known in
the literature. For example, Pakes and Steutel (1997, Theorem 5.1) showed
that (5.2) holds with kn = n, n ≥ 1, and ,,a.s” replaced by ,,p” provided
that γX11 < ∞ and X = (Xn, n ≥ 1) is a sequence of independent rv’s with
a common continuous cumulative distribution function. Assuming further that
Condition 4.1 and (5.6) are satisfied, Li and Pakes (2001) proved (5.5) with
kn = n, n ≥ 1. A special case of Theorem 5.1 (ii) with c(t) = t, t > 0, and for
sequences (Xn, n ≥ 1) of independent and identically distributed rv’s is given in
Dembin´ska (2012a, Theorems 1 and 3 with A = (0, a)). It is also worth pointing
out that a weaker version of some part of Theorem 5.1 (ii) can be deduced from
Proposition 2.8 of Hashorva (2003).
5.2. Random shift and scaling of strictly stationary and ergodic
processes
In this subsection, we consider two sequences of rv’s, R = (Rn, n ≥ 1) and
S = (Sn, n ≥ 1), defined as follows
Rn = Xn + U and Sn = V ·Xn, n ≥ 1,
where X = (Xn, n ≥ 1) is a strictly stationary and ergodic sequence of rv’s,
U is an rv and V is a positive rv. Because now we will work with three se-
quences of rv’s, to avoid confusion, we again will use notation with superscripts.
More pricesely, we will write KX(kn, n, a) and K
X
t (kN(t), a) to indicate that the
counting rv’s arise from the sequence X = (Xn, n ≥ 1).
Theorem 5.2. If γX11 =∞ and the sequence (kn.n ≥ 1) satisfies (1.2), then
KR(kn, n, a)/n
a.s.
−−→ 0 and KS(kn, n, a)/n
a.s.
−−→ 0 as n→∞.
If moreover Condition 4.1 and (4.12) hold, then, as t→∞,
KRt (kN(t), a)/c(t)
a.s.
−−→ 0 and KSt (kN(t), a)/c(t)
a.s.
−−→ 0(
KRt (kN(t), a)/c(t)
p
−→ 0 and KSt (kN(t), a)/c(t)
p
−→ 0
)
.
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Proof. Obviously, sequences R = (Rn, n ≥ 1) and S = (Sn, n ≥ 1) are strictly
stationary. Therefore if we prove that
γ1(R1|I
R) =∞ a.s. and γ1(S1|I
S) =∞ a.s., (5.11)
the assertion will follow from Corollaries 3.1 and 4.1. By Theorem 2.5,
Rkn:n
a.s.
−−→ γ1(R1|I
R) and Skn:n
a.s.
−−→ γ1(S1|I
S). (5.12)
On the other hand, Buraczyn´ska and Dembin´ska (2018, Section 5) showed that
Rkn:n
a.s.
−−→ γX11 + U and Skn:n
a.s.
−−→ V γX11 . (5.13)
From (5.12) and (5.13) we see that
γ1(R1|I
R) = γX11 + U a.s. and γ1(S1|I
S) = V γX11 a.s., (5.14)
which combined with the assumption that γX11 =∞, gives (5.11). The proof is
complete.
The remainder of this subsection is devoted to the case of γX11 < ∞. Then
the almost sure convergence of KR(kn, n, a)/n follows from Theorem 5.1.
Theorem 5.3. Let γX11 <∞, (5.1) hold and (kn, n ≥ 1) be a sequence satisfy-
ing (1.2). Then
KR(kn, n, a)/n
a.s.
−−→ P(X1 > γ
X1
1 − a) as n→∞. (5.15)
If moreover Condition 4.1 is fulfilled, then
N(t)/c(t)
a.s.
−−→ Z implies KRt (kN(t), a)/c(t)
a.s.
−−→ Z · P(X1 > γ
X1
1 − a),
and the above implication still holds if we replace the almost sure convergence
by convergence in probability or convergence in disribution.
Proof. Since Rkn:n = Xkn:n + U , n ≥ 1, we get
KR(kn, n, a)
n
=
∑n
i=1 I(Xkn:n + U − a < Xi + U < Xkn:n + U)
n
=
KX(kn, n, a)
n
a.s.
−−→ P(X1 > γ
X1
1 − a) as n→∞,
by Theorem 5.1. Thus (5.15) is shown. The rest of the proof goes along the same
lines as the proof of Theorem 4.2.
The last theorem concerns the sequence of rv’s S = (Sn, n ≥ 1).
Theorem 5.4. Let γX11 <∞ and (kn, n ≥ 1) satisfies (1.2). If
P(X1 = γ
X1
1 ) = P(X1 +
a
V
= γX11 ) = 0, (5.16)
then
KS(kn, n, a)/n
a.s.
−−→ P(X1 +
a
V
> γX11 |I
S) as n→∞. (5.17)
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If moreover Condition 4.1 holds, then, as t→∞,
KSt (kN(t), a)/c(t)
a.s.
−−→ Z · P(X1 +
a
V
> γX11 |I
S), (5.18)
provided that
N(t)/c(t)
a.s.
−−→ Z as t→∞. (5.19)
Furthermore, “a.s.” in (5.18) can be replaced by “ p” and “d” if (5.19) is re-
placed by “N(t)/c(t)
p
−→ Z” and “N(t)/c(t)
d
−→ Z and P(X1 +
a
V
> γX11 |I
S) is
degenerate”, respectively.
Proof. The definition of (Sn, n ≥ 1), assumptions (5.19) and (5.14) guarantee
that
P(S1 = γ1(S1|I
S)) = 0 and P(S1 = γ1(S1|I
S)− a) = 0.
Therefore we can apply Theorems 3.3 and 4.2 to the strictly stationary sequence
S = (Sn, n ≥ 1). Using these results and noting that (5.14) gives
P(S1 > γ1(S1|I
S)− a|IS) = P(X1 > γ
X1
1 −
a
V
|IS) a.s.
we finish the proof.
5.3. Total value of claims near the (n − kn + 1)st largest insurance
claim
From the proofs of Theorems 5.1 and 5.2 we see that
• if X = (Xn, n ≥ 1) is a strictly stationary and ergodic sequence of rv’s
such that γX11 =∞, then γ1(X1|I
X) =∞ a.s.;
• if R = (Rn, n ≥ 1) and S = (Sn, n ≥ 1) are sequences defined at the
beginning of Subsection 5.2 and γX11 = ∞, then γ1(R1|I
R) = ∞ a.s. and
γ1(S1|I
S) =∞ a.s.
Therefore Theorems 4.3 and 4.4, describing the long-term behavior of total value
of claims in a left neighborhood of the (n − kn + 1)st largest insurance claim,
can be applied to any of the above mentioned sequences of rv’s.
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