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Abstrat
A new 2-parameter family of entral strutures in trees, alled en-
tral forests, is introdued. Minieka's m-enter problem [10℄ and M-
Morris's and Reid's entral-k-tree [8℄ an be seen as speial ases of
entral forests in trees. A entral forest is dened as a forest F of m
subtrees of a tree T , where eah subtree has k nodes, whih minimizes
the maximum distane between nodes not in F and those in F . An
O(n(m + k)) algorithm to onstrut suh a entral forest in trees is
presented, where n is the number of nodes in the tree. The algorithm
either returns with a entral forest, or with the largest k for whih
a entral forest of m subtrees is possible. Some of the elementary
properties of entral forests are also studied.
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enter, tree, m-enter, 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1 Introdution
Graph theory has appliations in many real life situations. One of the very
interesting appliations of graph theory is the theory of faility loation in
networks. Graph theorists often fous on (unweighted) graphs, partiularly
trees. In the real world, there are a lot of networks that are organized into
trees, suh as ethernet-based ampus/enterprise networks, ore networks of
ellular networks and telephone networks. These appliations are based on
the entrality in trees. There are many kinds of entrality notions like enter
of tree, dened by Jordan [6℄ as a set of nodes that minimizes the maximum
distane to other nodes, entroid of a tree, again dened by Jordan [6℄ as the
set x of nodes of tree T that minimizes the maximum order of a omponent
of T − x and median of tree, dened by Zelinka [23℄ as the set of nodes that
minimizes the sum of distanes or equivalently the average distane to other
nodes.
Minieka [10℄ onsidered an m enter of a tree T as a set M of m nodes of
the tree that minimizes the maximum distane between every other node
of T and M . Chandrasekaran and Tamir [3℄ presented an algorithm for lo-
ating m failities on a tree network to minimize the maximum distane of
the nodes on the network and their nearest node in m-enter. This algo-
rithm takes O((n logm)2) time with n nodes in the network. Nimrod and
Tamir [9℄ presented an improvement on the previous algorithms for loating
m failities. An O(n log3 n) algorithm was presented for ontinuous m-enter
problem in trees. They also presented an O(n log2 n log log n) algorithm for a
weighted disrete m-enter problem. Steven et. al. [1℄ gave a self-stabilizing
algorithm for loating enters and medians of trees. Kariv and Hakimi [7℄
presented an O(n · lgn) algorithm for nding the (node or absolute) 1-enter;
an O(n) algorithm for nding a (node or absolute) dominating set of radius
r and an O(n2 · lgn) algorithm for nding a (node or absolute) m-enter
for any 1 < m < n for node-weighted tree. Kariv and Hakimi [7℄ also pro-
posed an O(n · lgm−2 n) algorithm for nding an absolute m-enter (where
3 ≦ m < n) and an O(n · lgm−1 n) algorithm for nding a node m-enter
(where 2 ≦ m < n) for a node unweighted tree.
Tamir [21℄ studied the use of dynami data strutures on obnoxious enter
loation problems on trees, and on the lassial m-enter problem on gen-
eral networks, deriving better omplexity bounds in both the ases. Again
in 1991, Tamir [22℄ showed that the ontinuous m-Maximin and m-Maxisum
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dispersion models are NP-hard for general (nonhomogeneous) graphs. Burkard
et. al. [2℄ oered an improvement over Tamir's work by giving a linear-time
algorithm for graph that is a path or a star. Their algorithm is an improve-
ment over Tamir's [21℄ by a fator of log(n) for general trees.
Slater [18, 16, 19℄ onsidered the loation faility problem that was path
shaped on a tree. Loating paths with minimum eentriity and distane,
respetively, may be viewed as multienter and multimedian problems, re-
spetively, where the failities are loated on nodes that must onstitute a
path. A linear algorithm for nding paths with minimum eentriity is also
presented. Hedetniemi et. al. [5℄ gave a linear time algorithm for nding the
minimal path among all paths with minimum eentriity in a tree network.
Morgan and Slater [13℄ onsidered the problem of nding a path of mini-
mum total distane to all other nodes in a tree network with equal as well as
non-equal ar lengths. Minieka [11℄ onsidered entral paths and trees with
xed length L in a tree network. Slater [15, 17℄ studied enters to entroids
and k-nuleus of a graph and also Reid [14℄ onsidered entroids to enters
in trees.
Along with these entral sets, k-enter and k-median as given in Handler
and Mirhandani [4℄ and Mirhandani and Franis [12℄ are of interest in
faility loation theory. MMorris and Reid [8℄ onsidered a entral k-tree
is a subtree C of k nodes that minimizes the maximum distanes between
nodes not in C, and those in C.
In this paper, we generalize the work done by Minieka [10℄ and MMorris
and Reid [8℄, by onsidering a forest F of m subtrees of a tree T , where eah
subtree has k nodes, where F minimizes the maximum distane between
nodes not in F and those in F . We introdue this generalization as entral
forests in trees. Minieka's [10℄ and MMorris's and Reid's [8℄ work an be
seen as speial ases of entral forest in trees. An O(n(m+ k)) algorithm to
onstrut suh a entral forest in trees is presented, where n is the number of
nodes in the tree. The omplete performane analysis and proof of orretness
are given. We study some of the elementary properties of entral forest. We
also have the upper bound on the order of subtrees in entral forests as our
algorithm either returns with a entral forest, or with the largest k for whih
a entral forest of m subtrees is possible.
Setion 2 talks about the notations and the work done by Minieka [10℄ and
MMorris and Reid [8℄ in detail. Setion 3 denes formally the entral forests
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in trees. Some of the properties of entral forest and the upper bound on
the order of subtrees in entral forests are also disussed in this setion.
Setion 4 presents algorithm to onstrut entral forest in trees along with
performane analysis and proof of orretness. This setion also inludes an
example demonstrating the working of algorithm. Setion 5 onludes the
paper and also provides some pointers for future work.
2 Preliminaries
2.1 Notation
Denition 2.1. The denitions of some of the terms used throughout the
paper are as follows:
(a) A graph G is an ordered pair (V (G), E(G)), where V (G) is a nite
nonempty set of nodes, and E(G) ⊆ {{v, v′} | v, v′ ∈ V (G), v′ 6= v} is
the set of edges.
(b) The number of nodes in G is alled the order or size of G.
() Let e = {v, v′} be an edge; we say that e is inident with v and v′, that
v′ is a neighbor of v, or that v′ is adjaent to v. Two edges are adjaent
if they share a ommon node.
(d) The degree of a node v, denoted degree(v), is the number of edges
inident with v. All nodes of degree 1 are alled leaves or end-nodes,
while other nodes are internal nodes.
(e) A path P from v1 to vi inG is an alternating sequene P , v1, e1, v2, e2,
. . . , ei−1, vi of nodes and edges suh that v1, v2, . . . , vi are distint, and
for every j, 1 ≤ j < i, ej is an edge inident with nodes vj and vj+1;
i − 1 is the length of P . If there exists suh a path in G suh that
{vi, v1} is also an edge of G, then P together with this edge is a yle
of length i.
(f) A graph is onneted if there is a path between any two nodes.
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(g) The distane between nodes vi and vj , denoted d(vi, vj), is the length
of a shortest path between them.
(h) The degree of a graph G, denoted ∆(G), is the maximum degree of any
node in G.
(i) If G and G′ are graphs, G′ is a subgraph of G if V (G′) ⊆ V (G) and
E(G′) ⊆ E(G).
(j) A onneted omponent of a graph G is a maximal onneted subgraph
of G.
(k) A graph that is onneted and has no yles is alled a tree.
(l) The eentriity of a node x in a onneted graph G, denoted e(x), is
given by:
e(x) , max{d(x, y) | y ∈ V (G)}.
(n) If V ⊂ V (T ), the subtree indued by V an be dened in two ways:
(i) The subgraph of T indued by V is the forest with node set V
and edge set given by all edges of T with both ends in V .
(ii) The subgraph of T indued by V is the smallest subtree of T
ontaining all nodes of V .
(o) A forest in a graph is a disjoint union of trees. In trees, a forest is a
disjoint union of subtrees.
2.2 Center
Center of a graph G, denoted by enter(G) is dened as follows:
Denition 2.2. If c ⊆ V (G) and |c| = 1 or 2, then
center(G) , {c | c ∈ V (G), e(c) ≤ e(y), ∀y ∈ V (G)}.
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In other words, the enter of a graph is a set of nodes that minimizes the
maximum distane to other nodes of the graph. For trees, Jordan [6℄ has
given a pruning algorithm to nd the enter. The algorithm works in steps.
In eah step, the end (leaf) nodes of the tree and their onneting edges are
removed to get a new tree. When we keep on pruning the tree like this, we
are left with either a single node or two nodes joined by an edge. This set
of 1 or 2 nodes is the unique enter of the tree. This set of nodes has the
minimum eentriity. In the Figure 1, the dashed edges show the nodes
pruned at the rst step and the dotted edges denote the nodes pruned at the
seond step of the algorithm. At the third step only a single node is left, and
that is the unique enter of the tree. For larity, the entral node of tree is
indiated by an oval around it.
1
2
3
4
56
7
8
9
10
11
12
13
Figure 1: An example of a enter of a tree
2.3 m-Center
Minieka [10℄ has generalized the onept of a entral node of a tree T as
follows:
Denition 2.3. If X ⊆ V (T ) and u ∈ V (T ), dene
d(u,X) , min d(u, xi), xi ∈ X
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e(X) , max d(u,X), u ∈ V (T )
centerm(T ) , {X | e(X) ≤ e(Y ), ∀Y ⊆ V (T ), |Y | = m}
Minieka [10℄ denes the m-enter by an m-enter set of a graph is any
set of m nodes, belonging to either the nodes or edges, that minimizes the
maximum distane from a node to its nearest node in m-enter. In other
words, the problem of m-enter for m = 1, 2..., is to nd the set of nodes X
that minimizes the maximum distane between a node of G and its nearest
node in m-enter.
The members of set X are alled as m-enter of tree T . The set X need not
be unique. Minieka has also given a method for solving the m-enter problem
by solving a nite series of minimum set overing problems. An example of
an m-enter is as shown in Figure 2 for m = 3. In this gure nodes 4, 8 and
11 makes up the 3-enter of the tree, i.e. here X = {4, 8, 11}.
1
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Figure 2: An example of a 3-enter of a tree
NB: In the literature, anm-enter of the tree (graph) is also sometimes known
as the p-enter of the tree (graph). But, as Minieka originally proposed it as
m-enter, we are using the term m-enter instead of p-enter.
Remark 2.4. We need to impose the further restrition that ∆T ≤ m.
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The justiation for this is that if the restrition is not observed, then for
some trees, e.g., a star of degree ∆(T ), the m-enter may not be properly
dened. ∆T nodes in a star an be properly plaed as nodes of the m-enter,
but if m > ∆T , then by the pigeonhole priniple, at least one limb of the
star must have more than one node belonging to the m-enter, whih is not
sensible.
2.4 Central k-Trees
Central k-trees were introdued by MMorris and Reid in 1997 [8℄.
Denition 2.5. If the tree T be of order n and WT,k be the set of all the
subtrees of T of order k, then a entral-k-tree is dened as
Centralktree(T ) , {W | e(W ) ≤ e(W ′), ∀W ′ ∈ WT,k, k ≤ n}.
1
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Figure 3: An example of a entral-4-tree of a tree
An example of entral-k-tree is shown in Figure 3 for k = 4. The algorithm
for entral-k-tree for tree T , from their paper is given as algorithmCentral-
k-tree. The tree T of Figure 2, when pruned as per algorithm Central-
k-tree, yields a entral-4-tree as depited in Figure 3. The pruned edges
are shown as dotted lines.
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The pruning proess is derived from the proedure used to prove that the
tree enter onsists of a single node or two adjaent nodes. In fat, if T has a
single node in its enter and k = 1, then this pruning proess gives a unique
enter. And if T has two nodes in its enter and k = 2, then also this proess
yields a unique enter onsisting of two adjaent nodes.
The Central-k-tree algorithm prune o all end-nodes repeatedly, as in
the pruning proess for determining the enter, until a subtree T ′ is obtained,
where |V (T ′)| ≤ k. If |V (T ′)| = k, then T ′ is a entral k-tree; if not, add
verties and inident edges to T ′ until |V (T ′)| = k. The result then is a
entral-k-tree.
In Algorithm 1 (Central-k-tree), T (i) and L(i) are two sets of nodes,
these sets ontain un-pruned nodes and pruned nodes at eah step of algo-
rithm, respetively. Z is a set that holds the subset of L(i). The set U gives
the entral-k-tree at the end of the algorithm.
Algorithm 1: Central-k-tree(T , k)
T (0)← T1
L(0)← {v ∈ V (T )|v is an end-node of T}2
i← 13
T (i)← T (i− 1)/L(i− 1)4
if |V (T (i))| ≤ k then5
U ← V (T (i)) ∪ Z, where Z is any (k − |V (T (i))|)-subset of6
L(i− 1)
Go to line 127
L(i) ← {v ∈ V (T (i))|v an end-node of T (i)}8
i← i+ 19
Go to line 410
Stop11
In Algorithm 1, L(0) is set as the end nodes of T . T (i) = T (i− 1)/L(i− 1)
means that the T (i) is set to the nodes those are in T (i − 1) but not in
L(i− 1), the orresponding edges are also not there. At line 5, nodes in T (i)
are ompared with k, if |V (T (i)| ≤ k, then a subset nodes from L(i − 1) is
added to U to make number of nodes in U exatly k. And the algorithm
exits. But if the ondition at line 5 fails, L(i) is alulated again and i is
inremented and ontrol goes bak to line number 4.
The working of algorithm in detail an be shown using example tree T of Fig-
9
ure 2. Let us suppose that we want to get entral-3-tree. At line 1, T (0) is set
to {1, 2, 3, 4, 5, 6, 7, 8, 9, 11, 12, 13}. Line 2 sets L(0) = {1, 2, 3, 6, 7, 9, 10, 12,
13} beause these are the end nodes (leaves). At line 4, T (1) = {4, 5, 8, 11}
as shown in Figure 3. The `if' ondition at line 5 fails, so at line 9, L(1) is
set to {4, 8, 11}. At line 10, i is inremented and ontrol goes bak to line 4.
Here, T (2) is set to {5}. This time the `if' ondition is TRUE, so a subset
Z of ardinality 2 (3−1) is hosen from L(1) = {4, 8, 11}. Let the hosen set
Z is {4, 8}. U is set to {5} ∪ {4, 8}, i.e U = {5, 4, 8} and algorithms stops.
The set U gives us the entral-3-tree depited in Figure 4 of tree shown in
Figure 2. The pruned edges are shown as dotted lines.
4
5
8 11
Figure 4: An example of a entral-3-tree of a tree
If a dierent subset Z is hosen at line 6, we may get a dierent entral-3-tree.
This shows that a entral-k-tree is not unique.
There might be entral k-trees that do not arise from the algorithm as per
MMorris's and Reid's [8℄ remark:
There might be entral k-trees that do not arise from the algo-
rithm. For example, if k = 3 and T is the 7-tree obtained by
subdividing eah edge of the omplete bipartite graph K(1, 3),
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then eah of three distint subtrees of T isomorphi to K(1, 2)
are entral 3-trees of T arising from the algorithm. However,
eah of the three subtrees of order of order 3 onsisting of 2-path
starting from an end-node of T is a entral 3-tree of T as well.
Line 6 in the algorithm ould be altered to allow Z to be any
(k − |V (T (i)|)-subset of V (T ) so that T [U ] is a k-tree, and all
entral k-trees would be produed by all suh hoies. The re-
strition of Z to nodes in L(i− 1) in line 6 insures that T [U ] is a
subtree.
MMorris and Reid also give a proposition whih states that for any integers
n and k, where n ≥ k ≥ 1, every k-tree is a entral k-tree for some n-tree.
3 Central Forests
Let k be the order of the subtrees of the tree T , and FT,m the set of all forests
in T of m subtrees eah.
Denition 3.1. The eentriity of a single forest F ∈ FT,m is given by:
em(F ) , max d(x, F ), ∀x ∈ V (T ).
Then the entral forests of T an be given by:
C(T ;m, k) , {F | em(F ) ≤ em(F
′), ∀F ′ ∈ FT,m}.
A single forest F is a set of nodes, these nodes are divided into m subtrees
eah of order k. The em(F ) alulates the eentriity of forest F , i.e., the
maximum distane between a node in T − F and its nearest node in F .
Here, C(T ;m, k) denotes the entral forest of m subtrees of tree T with eah
subtree being of order k. The entral forest is dened as the forest F in FT,m
suh that F has minimum of maximum distane between a node in T−F and
its nearest node in F , among all the forests F ′ in FT,m i.e em(F ) ≤ em(F
′).
Of ourse, F need not be unique.
Remark 3.2. Note that for the denition of C(T ;m, k) to be meaningful,
we need to impose the restrition:
mk ≤ |V (T )|.
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The reason for this is that in a entral forest, there are m subtrees and order
of eah subtree is k. Hene, the total number of nodes in entral forest is
m × k. Obviously, the number of nodes in entral forest annot exeed the
number of nodes in T . So mk ≤ |V (T )|.
Figure 5 gives an example of a tree with a entral forest, speially, C(T ; 2, 3).
There are 2 subtrees of order 3 that make the entral forest, i.e. m = 2 and
k = 3. The nodes 3, 4, 5 and 12, 13, 14 make up the two subtrees whih mini-
mizes the maximum distane between a node in {1, 2, 6, 7, 8, 9, 10, 11, 15, 16}
and its nearest node in {3, 4, 5, 12, 13, 14}. The subtrees are surrounded by
ovals for larity.
1 2
3
4
5
6 7
8 9
10 11
12
13
14
15 16
Figure 5: An example of a entral forest.
Proposition 3.3. Them-enter is a speial ase of a entral forest C(T ;m, k)
for tree T , i.e., a C(T ;m, 1) is equivalent to an m-enter of tree T .
Proof. As per Denition 3.1,
C(T ;m, k) , {F | em(F ) ≤ em(F
′), ∀F ′ ∈ FT,m}.
F is a olletion of m subtrees of T . If F is a entral forest, then the
eentriity of subtrees of F is minimum among all other possible sets of
m-subtrees of tree T .
If the order of eah subtree is 1, then the set X of these m nodes makes the
entral forest F and we have
C(T ;m, k) , {X | e(X) ≤ e(Y ), ∀Y ⊆ V (T ), |Y | = m}
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By Denition 2.3, this is the m-enter of tree T .
Proposition 3.4. The entral-k-tree is a speial ase of entral forest C(T ;m, k)
for tree T , i.e. C(T ; 1, k) is equivalent to the entral-k-tree of tree T .
Proof. As per Denition 3.1,
C(T ;m, k) , {F | em(F ) ≤ em(F
′), ∀F ′ ∈ FT,m}.
The entral forest F is a olletion of m subtrees of T , eah subtree of order
k. If F is a entral forest, then the eentriity of subtrees of F is minimum
among all other possible sets of m-subtrees of tree T .
If there is only one subtree W in F of order k, then this subtree makes up
the entral forest and we have
C(T ;m, k) , {W | em(W ) ≤ em(W
′), ∀W ′ ∈ FT,m}.
By Denition 2.5, this is a entral-k-tree in tree T .
Observation 3.5. The denition of a entral forest is a generalization of the
m-enter and the entral-k-tree.
3.1 Types of Subtrees in the Central Forest
There is only one type of tree of order 2, and only one of order 3, so C(T ;m, 2)
and C(T ;m, 3) do not split into ases implied by the types of trees of those
orders. In general, however, it is possible to have multiple sub-ases for
C(T ;m, k). For instane, sine there are two types of trees of order 4 (Fig-
ure 6), there are three possible ases for C(T ;m, 4) (those ontaining subtrees
of the rst kind, those ontaining subtrees of the seond kind, and those on-
taining both kinds). In general, C(T ;m, k) is the union of the various sub-
ases, some of whih may be empty. The number of nonisomorphi trees of
order k = 1, 2, 3, . . . are 1, 1, 1, 2, 3, 6, 11, 23, 47, 106, 235, 551, 1301, 3159, . . ..
The generating funtion for this sequene is
A(x) = 1 + T (x)−
T 2(x)
2
+
T (x2)
2
13
where
T (x) = x+ x2 + 2x3 + 4x4 + . . .
satises
T (x) = x exp(T (x) +
T (x2)
2
+
T (x3)
3
+
T (x4)
4
+ . . .)
as shown by Sloane [20℄ and the referenes therein.
Remark 3.6. If x is the number of nonisomorphi trees of order k, then the
maximum number of possible ombinations of dierent types of subtrees for
entral forest C(T ;m, k) is xm.
Eah subtree an be of one of the x types of nonisomorphi trees. There are
totalm subtrees in a entral forest. So the maximum number of ombinations
of dierent types of subtrees for a entral forest C(T ;m, k) is xm.
1 2
3 4
5
6
Figure 6: Nonisomorphi trees of order 1, 2, 3, 4, 5, 6
3.2 Properties of Central Forests in Trees
Observation 3.7. The 1-enters of the members of C(T ;m, k), do not ne-
essarily onsist of m-enter of T ,∀m, 1 ≤ m ≤ ⌊ |V (T )|
k
⌋.
14
We an show this with the help of an example of a C(T ;m, k). Consider
a tree T as shown in Figure 7, with small ovals around the nodes 2 and 5
indiating that these two nodes are 2-enters of the tree T . In this gure the
big ovals around the nodes represent the 2 subtrees of order 4 for C(T ; 2, 4).
If we prune these subtrees, we get the node 6 as one of the 1-enter, whih is
not originally a node in the m-enter of the tree T . Therefore, the example
learly shows that 1-enters of the members of C(T ;m, k), do not neessarily
onsist of m-enter of T .
1
2
3 4 5 6 7
8
9 10
Figure 7: A entral forest C(T ; 2, 4)
Theorem 3.8. Every C(T ;m, k) ontains a C(T ;m, k − 1), ∀m, 1 ≤ m ≤
⌊ |V (T )|
k
⌋.
Proof. If we prune any tree of order n to a tree of order k, we get a entral-
k-tree W , and by Denition 2.5 we have
Centralktree(T ) , {W | e(W ) ≤ e(W ′), ∀W ′ ∈ WT,k, k ≤ n}.
As in Denition 2.5, WT,k is all subtrees of T of order k. Now, if we prune
W to a tree W ′ of order k − 1, the eentriity of W ′ will also be minimum.
Thus, if we prune eah member of C(T ;m, k) to subtrees of order k − 1, we
get all the members with minimum eentriity. That is
C(T ;m, k − 1) , {F | em(F ) ≤ em(F
′), ∀F ′ ∈ FT,m}.
This above equation is the denition of C(T ;m, k−1). Hene, every C(T ;m, k)
ontains a C(T ;m, k − 1).
15
Theorem 3.9. All nodes of any m-enter are part of members of some
C(T ;m, k) of tree T , ∀m, 1 ≤ m ≤ ⌊ |V (T )|
k
⌋.
Proof. We prove this theorem by indution on k.
Base ase: For k = 1, the m subtrees have only one node eah. Then by
Proposition 3.3, the members of C(T ;m, 1) ontain an m-enter.
Indutive step: Let members of C(T ;m, k − 1) ontain an m-enter of tree
T . By this assumption, the m members of C(T ;m, k − 1) ontain m-enter,
and by Theorem 3.8, every C(T ;m, k) ontains a C(T ;m, k − 1). Therefore,
the members of C(T ;m, k) also ontain m-enter of tree T .
3.3 The Upper Bound on the Order of Subtrees in a
Central Forest
By Remark 3.2, we have a bound mk ≤ |V | that implies k ≤ |V |
m
. But this is
a very loose bound as the bound on k depend on the topology of the tree T .
a b c d e
Figure 8: A tree with adjaent nodes forming the m-enter.
Remark 3.10. When all the nodes of the m-enter are adjaent to eah
other, the upper bound on k an be obtained by pruning the edges onneting
the nodes of m-enter. This pruning of edges give us m subtrees. In entral
forest, eah subtree should be of same order. Therefore, the subtree with
minimum number of nodes deide the order for all subtrees in entral forest.
And that is the upper bound on k.
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An example tree where the nodes of the m-enter are adjaent to eah other
is shown in Figure 8. In this gure the 5-enter is {a, b, c, d, e}, as shown
by small ovals around the nodes. By Remark 3.10, if we prune the edges
onneting this 5-enter, d has minimum number of nodes (4) in its subtree.
So the upper bound on k is 4.
But when the nodes of them-enter are not adjaent, nding the upper bound
on k is very diult as it depends on the topology of the tree. In Setion 4,
we give an algorithm for onstruting a entral forest. This algorithm gives
us the upper bound on k when a entral forest of m subtrees, for the required
value of k is not possible.
4 An Algorithm CF to Construt a Central
Forest
Given the topology of the tree T , we present an algorithm CF to onstrut
the entral forest C(T ;m, k) as dened in Setion 3. The strategy followed
by this algorithm is to divide the nodes of T into m subtrees suh that the
nodes are assigned to their nearest node in m-enter.
The number of nodes in these subtrees may dier as per the topology of
the tree T . There are two ases to onsider, rst when k (the order of eah
subtree in the entral forest) is less than or equal to the number of nodes in
eah of the m subtrees. Seond, when for one or more subtrees, k is greater
than the number of nodes present in those subtrees.
In the rst ase, we simply use the pruning algorithm given by MMorris and
Reid [8℄ to get a entral-k-subtree for all the m subtrees. These entral-k-
subtrees for all subtrees give us the entral forest C(T ;m, k) in tree T .
In the seond ase, we try to extend all the subtrees with less nodes than
k, by taking nodes from the neighboring subtrees. The neighbor subtree an
itself take nodes from its neighbors, and so on. In this way, the seond ase
is onverted to the rst. While taking nodes from other subtrees, the nodes
that give the minimum inreases in eentriity of all subtrees are hosen.
But if one or more subtrees annot be extended to ontain k nodes, the CF
algorithm outputs the minimum of number of nodes in a subtree among all
subtrees, as the maximum order of the subtrees for whih a entral forest is
possible.
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Algorithm 2 builds the m subtrees around the m-enter by assigning eah
node to its nearest node in m-enter. Algorithm 3 is used to extend one or
more subtrees, if required. Pruning of subtrees, to get subtrees of order k, is
done using Algorithm 4. The Algorithm 5 is the main algorithm whih uses
above said algorithms and outputs either the entral forest or the maximum
value of k for whih entral forest of m subtrees is possible for tree T .
4.1 Notation Used in Algorithms
 The set V (T ) is the set of nodes in tree T . The number of subtrees in
the entral forest is denoted by m. The order of eah subtree in the
entral forest is k.
 The set Vm holds all the nodes that make the m-enter. In Vm all the
nodes of the m-enter are indexed as per their ourrene.
 The two-dimensional matrix ST ontains all the nodes in the tree T
whih are not a part of the set Vm. All nodes are assigned to the nearest
node in the m-enter. Eah row of matrix ST holds one of the nodes
in m-enter and all the nodes assigned to that node of m-enter. The
nodes of the m-enter in ST matrix appear in the order as in set Vm.
The number of nodes in eah row of ST an be dierent, as it depends
on how many nodes are assigned to eah node of the m-enter. If two
or more nodes of the m-enter are at equal distane from a node, then
that node is made to wait till end and then it is assigned to the node
of m-enter whih has lesser number of nodes in its orresponding row
in matrix ST . If two or more nodes of the m-enter have equal number
of nodes in their orresponding row in the matrix ST , then the node is
assigned to the node of m-enter with lower value of index in set Vm.
 The one-dimensional matrix H holds all nodes exept the nodes of
m-enter.
 The two-dimensional matrix u[r] holds the indies of all the nodes of
the m-enter that are at equal distane from node r.
 The one-dimensional matrix z[l] holds the number of nodes in the lth
row of ST , i.e. ST [l].
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 The x[r] is a two dimensional matrix that stores the nodes that has to
be removed from ST [r] in order to remove v as they are reahable via
v only, for nodes in ST [r]. |x[r]| is the number of nodes in x[r] . If not
set, |x[r]| holds value 0.
 The one-dimensional matrix d[r] holds the number of nodes left in ST [r]
when |x[r]| nodes are taken out.
 The one-dimensional matrix n[r] holds the number of nodes returned
by ExtendST algorithm.
 The variable color[v] holds either olor `White' or `Gray'. Initially all
the nodes have `White' olor.
 The three dimensional matrix B, is used to store all the ST s that is
produed by the algorithm.
 C is a two-dimensional matrix whih stores one row of ST matrix at a
time and keeps hanging as the algorithm proeeds.
 L is a two-dimensional matrix whih holds the end nodes of C at various
stages.
 The set X is any subset of L(i) whih has k− |V (C)| nodes, where i is
the index of the row of the L matrix.
 U is a two-dimensional matrix, eah row of whih holds subtrees of
order k, that olletively form the entral forest.
 The two-dimensional matrix A ontains m rows and k olumns. Eah
row of this matrix represents one of the m subtrees of order k. In other
words, A holds the entral forest C(T ;m, k) of T .
 The ExtratMin(r, Vm) funtion returns the distane between the
node r and the nearest node in Vm.
 The funtion ExtratMinNum(r, u[r]) returns the minimum number
of nodes among the rows of ST belonging to row u[r].
 The funtion ExtratMinNumRow(r, u[r]) returns the ST row that
has minimum number of nodes among the rows of ST belonging to row
u[r]. If two or more rows have minimum number of nodes, then the
row with lower index value is returned.
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 The NodesToBeRemoved(r, v) is a funtion that returns the nodes
that are reahable for any node in ST [r], only through v, inluding v.
 The funtion AddRemoveNodes(x[r], ST [l], ST [r]) adds, the nodes
in matrix x[r], from the rth row to the lth row of the ST matrix.
 The funtion Store(ST,B) stores the ST in B.
 The funtion GetSTMinEentriity(B), returns the ST that ful-
lls the requirement with minimum inrease of eentriity among all
the ST s stored in B. If no ST stored in B fullls the requirement, then
the ST that adds maximum number of nodes is returned.
 The funtion GetNodesAdded(ST, y) returns the number of nodes
added in yth row of ST .
 The funtion GetSTRow(v) returns the index of the row of ST whih
has v node.
 The funtion GetMinSTRow(ST ) returns the index of row of ST
whih has minimum number of nodes.
 The funtion ExtratMinNodes(ST ) extrats the minimum number
of nodes among all the rows of ST .
 The funtion GetEndNodes(C) returns the nodes that are end nodes
in subtree C.
 The funtion GetSubset(L(i),j) returns one of the possible subsets
of order j from the ith row of matrix L.
4.2 Algorithms
Firstly, we present the algorithms used by the main CF algorithm. These
algorithms build the m subtrees (ST matrix), extend subtree (ST matrix
row) and prune the m subtrees to get subtrees of order k, respetively.
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4.2.1 Algorithm 2: Building the ST Matrix
In the BuildST algorithm (Algorithm 2), we build the matrix ST as dened
in Setion 4.1. The algorithm rst gets minimum distane of a node r and its
nearest node in m-enter. This distane is then ompared with the distanes
of node r and other nodes in Vm. The indies of all the nodes in Vm whih
are at minimum distane from node r are stored. If there is only one index
stored for node r, then the node is added to the orresponding row of the ST .
This is repeated for all the nodes whih are in V (T ) but not in Vm. Then,
at the end, for all those nodes whih are at the same distane from more
than 1 nodes in Vm, the ST row with minimum number of nodes among the
indies stored for eah node is hosen, and node is added to the seleted row.
If there are two or more ST rows with minimum number of nodes, then the
node is added to ST row with lower index value.
In pseudoode for Algorithm 2, variable min takes the distane between
node H [x] and the nearest node in m-enter. Lines 79 hek, if r is at equal
distane from two or more node of the m-enter in Vm. If TRUE then array
u[r] holds the indies of the orresponding nodes of the m-enter, otherwise
array u[r] holds just the index of the nearest node in m-enter.
In lines 1014, if u[r] has only one index, the node r is added to the ST with
index stored in u[r], and −1 is added to u[r] to indiate that this node has
been added to some row of ST . The `while' loop in line 4 repeats this for all
nodes in H .
At line 18, `if' ondition evaluates TRUE for those nodes whih are at the
same distane from more than one node of the m-enter. Line 21 adds any
suh node r to the ST row with minimum number of nodes among the ST
rows stored in row u[r]. If two nodes of the m-enter have equal numbers of
nodes, then node r is added to the ST row with lower index value.
Line 23 returns the ST matrix in whih eah row ontains the nodes that are
assigned to the rst node (node in m-enter) of the orresponding row.
4.2.2 Algorithm 3: Extending a Row of the ST Matrix
The ExtendST algorithm (Algorithm 3) extends one or more rows of ST
matrix by taking nodes from other rows of ST matrix. A row l an take
nodes from its neighboring row i.e. a row whih has the other end of an
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Algorithm 2: BuildST(T , Vm)
for i ← 0 to m− 1 do ST [i][0] ← Vm[i]1
H ← V (T )− Vm2
x ← 03
while H [x] 6= ∅ do4
min ← ExtratMin(H [x], Vm)5
h ← 06
for i ← 0 to m− 1 do7
if min == d(H [x], Vm[i]) then8
u[x][h++] ← i9
if h == 1 then10
v ← 011
while ST [i][v] 6= ∅ do v ← v + 112
ST [i][v] ← H [x]13
u[x][h− 1] ← −114
x← x+ 115
x ← 016
while H [x] 6= ∅ do17
if u[x][0] 6= −1 then18
minNum ← ExtratMinNum(u[x],ST )19
minNumRow ← ExtratMinNumRow(u[x], ST )20
ST [minNumRow][minNum] ← H [x]21
x← x+ 1;22
return (ST )23
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edge whose one end is in the row l. The Algorithm 3 takes one by one all
the nodes in the lth row of ST , whih we want to extend, and heks the
adjaent nodes of eah node. If the adjaent node is in another row then
we explore that neighbor row. If the neighbor row has suient number
of nodes, then we take nodes from that row and add to row l. Otherwise,
the neighbor row itself an take nodes from its neighbor row and serve the
requirement of row l. When the row l has required number of nodes then
algorithm stores the urrent ST and mark the neighbors that are visited
during this formation of ST . Algorithm again starts and in the same way,
all the possible neighbors are explored and orresponding ST s are stored.
In the end, the algorithm returns the ST that fullls the requirement with
minimum inrease of eentriity among all the ST s stored. If no ST fullls
the requirement, then ST that adds maximum number of nodes is returned.
Also the number of nodes added in row l is returned.
The urrent ST matrix, l, y (index of ST matrix row to extend), the value
of k and OldST matrix are passed as input to this algorithm. Here, for the
initial all of the algorithm ST and OldST are same. Also values of l and y
are exatly same. It returns the new ST and number of nodes added to row
y of ST .
In line 1 of Algorithm 3, z[l] takes the number of nodes in ST [l]. The
`foreah' loop in line 2 runs for every node u in lth row of ST , i.e. ST [l].
Seond `foreah' loop heks all the adjaent nodes of u.
If an adjaent node v is not a part of ST [l] and color[v] is not 'Gray', then
v belongs to one of neighbors of ST [l] that is not explored yet. From lines
523, the neighbor is explored to see if we an take nodes from this neighbor.
If node v is in Vm, then this neighbor of ST [l] annot give any nodes, so we
ontinue the `foreah' loop of line 3 with next adjaent node of u.
At line 5, stop is set to FALSE to indiate that some neighbor is explored
in this loop. At line 10, d[r] is ompared with k, if d[r] ≥ k, then Ad-
dRemoveNodes funtion, adds nodes in x[r] to ST [l] and removes from
ST [r]. At line 12, the color[v] is set to `Gray'.
At line 13, if number of nodes added in ST [l] minus number of nodes ST [l]
has to give, is greater than k, then l is ompared with y to hek whether it
is the initial all or a reursive all. If it is the initial all to the algorithm,
then ontrol omes to line 25. Otherwise, Algorithm 3 returns the number
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of nodes added in ST [l]. If the ondition at line 13 fails, then it ontinues
the `foreah' loop in line 3 with other adjaent nodes of node u.
If the ondition at line 10 fails, i.e. d[r] < k, then we need to hek if ST [r]
an be extended. In this ase, we take some nodes from neighbors of ST [r]
and give some nodes to ST [l] in order to fulll the need of ST [l]. So basially
we now extend ST with hanged row number of ST , hene a reursive all
to Algorithm 3 is made as ExtendST(ST, r, k, y, OldST ).
The value it returns is taken in n[r] and added to d[r], and it heks whether
d[r] + n[r] ≥ k. If TRUE it adds the x[r] nodes to ST [l] and removes then
from ST [r]. Next, we hek ST [l], if number of nodes in ST [l] minus x[l] is
greater than k then l is ompared with y to hek whether it is the initial all
or a reursive all. If it is the initial all to algorithm, then ontrol omes to
line 25. Otherwise, Algorithm 3 returns the number of nodes added in ST [l].
But, if the ondition at line 20 fails, then it ontinues the loop in line 3 with
other adjaent nodes of node u. If the ondition at line 18 fails, then color[v]
is set to Gray.
If all the nodes in ST [l] have been heked and ST [l] minus x[l] is still less
than k, then at line 24, l is ompared with y to hek whether it is the initial
all or a reursive all. If it is a reursive all, the number of nodes added to
the lth row of ST is returned. If it is a initial all to algorithm, then ontrol
omes to line 25.
At line 25, if stop is FALSE, then funtion Store(ST,B) stores the urrent
ST in B, urrent ST is replaed with OldST and stop is set to FALSE. The
algorithm starts with the initial all parameters to Algorithm 3 and this all
generates a new ST . In this way we store all the possible ST s in B. When
no neighbor is there to get nodes, the ST whih fullls the required nodes
with minimum possible inrease of eentriity is given as nal output of the
algorithm. This nal ST and number of nodes added in row y are returned.
4.2.3 Algorithm 4: Pruning the ST Matrix Rows to Get a Central
Forest
MMorris and Reid [8℄ have given a pruning algorithm for onstruting
entral-k-tree in a given tree. We have to nd m entral-k-subtrees for en-
tral forest C(T ;m, k). We have already divided the nodes into m subtrees in
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Algorithm 3: ExtendST(ST , l, k, y, OldST )
z[l] ← |ST [l]|1
foreah u ∈ ST [l] do2
foreah v ∈ adj[u] do3
if v /∈ ST [l] and color[v] 6= Gray then4
stop← FALSE5
if v ∈ Vm then ontinue6
r ← GetSTRow(v)7
x[r] ← NodesToBeRemoved(v)8
d[r]← |ST [r]| − |x[r]|9
if d[r] ≥ k then10
AddRemoveNodes(x[r], ST [l], ST [r])11
color[v] ← Gray12
if |ST [l]| − |x[l]| ≥ k then13
if l == y then Goto Line 2514
return (|ST [l]| − z[l])15
else Continue16
n[r] ← ExtendST(ST, r, k, y, OldST )17
if d[r] + n[r] ≥ k then18
AddRemoveNodes(x[r], ST [l], ST [r])19
if ST [l]− |x[l]| ≥ k then20
if l == y then Goto Line 2521
return (|ST [l]| − z[l])22
else color[v]← Gray23
if l 6= y then return (|ST [l]| − z[l])24
if stop == FALSE then25
Store(ST,B)26
ST ← OldST27
stop← TRUE28
Goto Line 129
ST ← GetSTMinEentriity(B)30
nodesAdded ← GetNodesAdded(ST, y)31
return (nodesAdded)32
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ST . If we apply the entral-k-tree algorithm to eah subtree, we an get the
entral-k-subtree for eah subtree.
The PruneST algorithm (Algorithm 4) prunes (removes) all the end-nodes
of the tree and their orresponding edges in eah step. After pruning, if
the nodes in the resulting tree T ′ are less than or equal to k, then a subset
of nodes from the nodes that are pruned in the last step is added to the
nodes left in the tree T ′ and algorithm exits. The ardinality of this subset
is k − V (T ′). Otherwise, if the number of nodes in the resulting tree is
more than k, then prune all the end-nodes again. And this repeats for some
denite number of steps.
Algorithm 4: PruneST(ST , k)
foreah row r of ST do1
C ← ST [r]2
C(0) ← C3
L(0) ← GetEndNodes(C)4
i← 15
while TRUE do6
C(i) ← C(i− 1)/L(i− 1)7
if |V (C(i))| ≤ k then8
X ← GetSubset(L(i− 1),(k − |V (C(i))|))9
U [r] ← V (C(i)) ∪X10
break11
L(i) ← GetEndNodes(C)12
i← i+ 113
return (U)14
The Algorithm 4 is taken from MMorris and Reid [8℄ with some slight
modiations. In Algorithm 4, every time line 2 sets C as the one of the
subtrees(rows) of ST . L(0) gets the end nodes of C. As in MMorris and
Reid [8℄, for a subset L of the nodes of C, let C/L denote the sub forest with
node set V (C)/L and edge set ontaining of all edges of C inident with no
node in L i.e now C/L ontains all the nodes that are in V (C) but not in L.
At line 8, if the `if' ondition evaluates to TRUE, X takes any subset of
L(i− 1) of order k − |V (C(i)|. The U [r] (U for ST row r) is set to V (C(i))
∪ X and ontrol omes out of innite `while' loop. Then, the `foreah' loop
of line 1 starts with next row in ST .
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But if the `if' ondition at line 8 fails, then it ontinues in the `while' loop.
When all rows of ST are done, the Algorithm 4 returns the matrix U .
Remark 4.1. The forest C(T ;m, k) does not neessarily have unique sub-
trees, i.e. a k node sub tree an be built by hoosing a dierent set of nodes.
The justiation for this remark is that entral-k-tree of a tree is not unique.
As shown in Setion 2.4, we may get a dierent entral-k-subtree using the
same algorithm. Therefore, subtrees of C(T ;m, k) are also not unique.
4.2.4 Algorithm 5: The Main Algorithm for Building a Central
Forest
The CF algorithm (Algorithm 5) builds a entral forest. The matrix Vm,
tree T and order of eah subtree of entral forest, k are given as input to the
algorithm. The value of k should be less than or equal to the upper bound
on k as given by Remark 3.2. The output of this algorithm is the entral
forest with m subtrees of order k eah. If entral forest of order k is not
possible, then the algorithm outputs the maximum value of k for whih a
entral forest is possible.
Algorithm 5: CF(T , Vm, k)
ST ← BuildST(T ,V setm[i])1
minNodes← ExtratMinNodes(ST)2
while k > minNodes do3
foreah u ∈ V (T ) do4
color[u]←White5
l ← GetMinSTRow()6
OldST ← ST7
a← ExtendST(ST, l, k, l, OldST )8
if a == 0 then9
ST ← OldST10
Output minNodes11
Exit12
minNodes← ExtratMinNodes(ST)13
A← PruneST(ST , k)14
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Line 1 alls the Algorithm 2 to build the matrix ST .
The minNodes variable takes the minimum number of nodes in any row of
matrix ST . At line 3, the value of minNodes is ompared with the value of
k. In the rst ase, when k is less than or equal to minNodes, the ondition
at line 3 fails and Algorithm 4 is alled with parameters ST and k whih
returns the entral forest.
But in the seond ase, when k is greater than the minNodes, we need to
extend that subtree (row) of ST , suh that the number of nodes beomes
equal or greater than the k. Also, there may be more than one subtrees
(rows) that have nodes less than k, so at line 3 `while' loop repeats lines 413
till any of the subtree (row) has less number of nodes than k.
Line 5 sets the color of eah node in V (T ) as `White'. At line 8, a all is
made to Algorithm 3. The Algorithm 3 returns the number of nodes added
to lth row of ST and the new ST .
If the value of a is 0, no node an be added to lth row, thus the entral forest
for this value of k is not possible. Line 10 replaes new ST with the OldST ,
i.e. ST before the all to Algorithm 3. The value of minNodes whih is the
maximum value for whih the entral forest is possible, is given as output
and the Algorithm 5 exits. As mentioned in Setion 3.3, this value is the
required upper bound on the value of k for tree T .
But if at line 8, the value returned in a is non-zero, then at line 13 the
funtion ExtratMinNodes(ST) extrats the minimum number of nodes
among all the rows of new ST . The `while' loop of line 3 repeats till the
value of minNodes beomes equal to or less than k. When the ondition at
line 3 fails, Algorithm 4 is alled that returns a entral forest in A matrix.
4.3 An Example Demonstrating the CF Algorithm
We take a short example as shown in Figure 9 to demonstrate the working
of Algorithm 5. In this example, we are onstruting entral forests stated
as follows:
1. C(T ; 6, 2) and
2. C(T ; 6, 4)
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Figure 9: Example tree T
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We are given
V (T ) = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22,
23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34}
V6 = {1, 4, 13, 16, 21, 27}
1. For C(T ; 6, 2)
Algorithm 5 alls Algorithm 2 to build the ST matrix. In Algorithm 2,
H = {2, 3, 5, 6, 7, 8, 9, 10, 11, 12, 14, 15, 17, 18, 19, 20, 22, 23, 24, 25,
26, 28, 29, 30, 31, 32, 33, 34}. Exept node 15, all the nodes have a
unique nearest node in V6. So all these nodes are diretly added to
the orresponding rows in ST matrix and the ST matrix is as shown
in Table 1.
At the end we hek the array u for non-zero values. Only the u array
of node 15 holds the index 3 and 4. The number of nodes in row 3
is equal to the number of nodes in row 4, so node 15 is added to the
row with lower index value in V6, i.e. row 3. The nal ST matrix, as
depited in Table 2, is returned to the Algorithm 5.
P
P
P
P
P
P
P
P
P
row
column
1 2 3 4 5 6 7 8 9
1 1 2 10
2 4 3 5 6 7 8 9
3 13 12 14
4 16 11 17
5 21 18 19 20 22 23 24 25
6 27 26 28 29 30 31 32 33 34
Table 1: Intermediate ST matrix
Line 2 of Algorithm 5 sets minNodes = 3. The ondition at line 3 fails
as k = 2 here. So at line 14 Algorithm 4 is alled.
In Algorithm 4, for the rst time let r be 1 and C gets {1, 2, 10},C(0) =
{1, 2, 10} L(0) = {2, 10}, i = 1. The ondition at line 6 is always true,
so line 7 sets C(1) = C(0)/L(0) = {1}. At line 8, |V (C(1)| = 1, is less
than k so U [1] = {1} ∪X , where X an be {2} or {10}. Let X = {2},
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P
P
P
P
P
P
P
P
P
row
column
1 2 3 4 5 6 7 8 9
1 1 2 10
2 4 3 5 6 7 8 9
3 13 12 14 15
4 16 11 17
5 21 18 19 20 22 23 24 25
6 27 26 28 29 30 31 32 33 34
Table 2: ST matrix
so U [1] = {1, 2}. Similarly U is alulated for every row of ST . Then
the matrix U is returned to Algorithm 5.
At line 14 of Algorithm 5, when the all to Algorithm 4 returns, A
holds the returned entral forest.
The entral forest is shown in Figure 10. Here ovals are used to repre-
sent the nodes in eah subtree of entral forest. There are total 6 ovals,
eah of whih has 2 nodes, thus we get C(T ; 6, 2).
2. For C(T ; 6, 4)
Line 1 of Algorithm 5 builds ST matrix in the same way as in ase 1.
Line 2 of Algorithm 5 sets minNodes = 3. This time the ondition
at line 3 is true. Lines 45 set the color of eah node of V (T ) as
`White'. Lines 6 and 7 set l = 1 and OldST = ST . At line 8, Ex-
tendST(ST, 1, 4, 1, OldST ) Algorithm 3 is alled.
In Algorithm 3, z[1] = 3 as ST [1] = {1, 2, 10}. The `for' loop in line 2
starts with node 1, `for' loop in line 3 heks nodes 2 and 10 (adjaent of
1) but `if' ondition fails at line 4. So now `for' loop at line 2 starts with
next node in ST [l] whih is node 2. Its adjaent node 3 does not belong
to ST [1] and color[3] is not `Gray', so stop is set to FALSE. Also node
3 does not belong to V6 so lines 7− 9 set r = 2, x[2] = {3}, d[2] = 6.
The `if' ondition at line 10 is true and node 3 is added to ST [1] and
removed from ST [2]. The variable color[3] is set to `Gray'. Condition
at line 13 is also true, so ontrol omes to line 25. Condition at line 25
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Figure 10: A entral forest C(T ; 6, 2) of example tree T
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is TRUE, so urrent ST is stored in matrix B, urrent ST is replaed
with OldST , stop is set to TRUE and ontrol is transfered to line 1.
At line 1 of Algorithm 3, z[1] = 3 again as we have ST [1] = {1, 2, 10}.
Proeeding in the same way, when the `for' loop at line 2 starts with
node 2. Its adjaent node 3 does not belong to ST [1] but color[3] is
`Gray', so `for' loop of line 2 starts with next node in ST [1], whih is
node 10. Its adjaent node 11 does not belong to ST [1] and color[11]
is not `Gray', so stop is set to FALSE. Also node 11 does not belong
to V6 so lines 7− 9 set r = 4, x[4] = {11}, d[4] = 2.
Now ondition at line 10 fails and ontrol omes to line 17 where a re-
ursive all is made to Algorithm 3 as ExtendST(ST, 4, 4, 1, OldST ).
This all starts the algorithm with l = 4 and set z[4] = 3. The `for'
loop in line 2 heks all the nodes in ST [4] one by one and for node
16, `if' ondition of line 4 evaluates TRUE as its adjaent node 15 is
neither in ST [4] and nor `Gray'.
So, stop is set to FALSE. Node 15 also does not belong to V6 so lines
7− 9 set r = 3, x[3] = {15}, d[3] = 3.
Now ondition at line 10 fails and ontrol omes to line 17 where a re-
ursive all is made to Algorithm 3 as ExtendST(ST, 3, 4, 1, OldST ).
This all returns 0 as ST [3] does not have enough nodes to give and
also it does not have any other neighbor.
The ondition at line 18 fails as n[3] is 0 and d[3] = 3, so in else part
color[15] is set to `Gray'.
The `foreah' loop of line 3 ontinues with other adjaent nodes of node
16. There is no suh node. So loop at line 2 ontinues with next node
in ST [4], whih is node 17.
Node 19 is adjaent to node 17 and it satisfy ondition at line 4 so
stop is set to FALSE. The ondition at line 6 fails so lines 79 set
r = 5, x[5] = {18, 19}, d[5] = 6
Now ondition at line 10 is true and nodes 18 and 19 are added to
ST [4] and removed from ST [5]. The variable color[19] is set to `Gray'.
Condition at line 13 is TRUE but here l is 4 whih is not equal to y,
so nodes added in ST [4] is returned and n[4] gets 2.
At line 18, n[4] + d[4] = 4 is equal k so node 11 is added to ST [1] and
removed from ST [4] and as l = y the ontrol is transferred to line 25.
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Figure 11: A entral forest C(T ; 6, 4) of example tree T
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The lines 2629, store urrent ST in matrix B, replae urrent ST with
OldST , set stop to TRUE and transfer to line 1.
Proeeding in the same way, we get z[1] = 3, for u = 10 and v =
11, stop is set to FALSE and r = 4, x[4] = {11}, d[4] = 2. As
d[4] is less than k so a reursive all is made to Algorithm 3 as Ex-
tendST(ST, 4, 4, 1, OldST ).
This all starts the algorithm with l = 4 and set z[4] = 3. For u = 17
and v = 26, onditions at lines 4 and 6 evaluate TRUE, so stop is set
to FALSE and r = 6, x[6] = {26}, d[6] = 8.
Now ondition at line 10 is true and node 26 is added to ST [4] and
removed from ST [6]. color[26] is set to `Gray'. Condition at line 13
fails, the `foreah' loop in line 3 ontinues with other adjaent nodes of
node 17. But as there is no suh node, the `foreah' loop of 2 heks
next node in ST[4℄, but onditions at line 4 and 6 evaluate FALSE for
every node. At line 24, `if' ondition is true as l = 4, so color[11] is
set to `Gray'. The lines 2629, store urrent ST in matrix B, replae
urrent ST with OldST , set stop to TRUE and transfer to line 1.
Here, z[1] = 3, ondition at line 4 evaluates FALSE for every node
in ST [1]. At line 25, `if' ondition fails as stop is TRUE. At line 30,
ST gets the ST that fullls the requirement with minimum inrease of
eentriity among all the ST s stored in B. If no ST stored in B that
fullls the requirement, then ST that adds maximum number of nodes
is returned. In our ase, we hoose ST that adds node 3 in ST [1] from
ST [2]. The nodesAdded variable gets 1 as the nodes added in row 1 of
ST and returns to the main Algorithm 5.
In Algorithm 5, ondition at line 9 fails, as 1 node is added to ST [l]
and line 13 sets minNodes = 3. The `while' loop at line 3 evaluates
TRUE. Lines 45 set the color of eah node of V (T ) as `White'. Line
11 alls ExtendST(ST, 4, 4, 4, OldST ). Proeeding in the same way
as before the all to Algorithm 3 returns new ST with node 26 added
to ST [4] and removed from ST [6].
The ondition at line 9 fails again and minNodes gets 4 whih is equal
to k, so ondition at line 3 fails. The nal ST matrix we got is shown
in Figure 3.
Then, ontrol omes to line 14 where Algorithm 4 is alled. The Al-
gorithm 4 works in the same way as explained for ase 1 and we get
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P
P
P
P
P
P
P
P
P
row
column
1 2 3 4 5 6 7 8 9
1 1 2 10 3
2 4 3 5 6 7 8 9
3 13 12 14 15
4 16 11 17 26
5 21 18 19 20 22 23 24 25
6 27 26 28 29 30 31 32 33 34
Table 3: Final ST matrix
entral forest in A.
The entral forest so obtained is shown in Figure 11. Here ovals are
used to represent the nodes in eah subtree of entral forest. There are
total 6 ovals, eah of whih has 4 nodes, thus we get C(T ; 6, 4).
4.4 Performane Analysis of the CF Algorithm
The running time of the CF algorithm depends upon the ST returned by the
Algorithm 2. If the nodes are assigned almost equally to all the nodes of the
m-enter then the Algorithm 5 runs very fast, but if the assignment of nodes
is unbalaned, then it may take a long time depending on how large a value
of k is required. The time taken by Algorithm 5 is the sum of the running
time of Algorithm 2, Algorithm 3, Algorithm 4 and the time taken by itself.
In this setion, we investigate how the Algorithm 5 performs. In any ase,
the Algorithm 2 osts O(n(m + k)) time, where n is the number of nodes
in the tree T . Algorithm 3 visit eah node maximum of one or two times,
so this takes O(n) time. Algorithm 4 also takes O(n) time. In Algorithm 5
other statements takes onstant amount of time.
 Best Case Analysis
The best ase ours when the required value of k is less than or equal to
the minimum number of nodes in any subtree of ST . This ase mostly
ours when the ST returns the subtree of almost the same order, i.e.
the nodes are equally assigned to all the nodes of the m-enter. Then,
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Algorithm 3 need not be alled even one. So the running time of
Algorithm 5 is as follows:
T (n) = Cost of Algorithm 2 + Cost of Algorithm 4 + Extra Cost of
Algorithm 5
T (n) = O(n(m+ k)) + O(n) + c
T (n) = O(n(m+ k))
 Worst Case Analysis
Worst ase ours when m−1 subtrees of ST returned by Algorithm 2
have less number of nodes in their subtrees than value of k. This an
happen when one of the subtrees, whih is in the enter, has most of
the nodes and all others are onneted to the one in the enter. The
Algorithm 3 an be alled one for all the m−1 subtrees and if for some
row, number of nodes added is less than required, then Algorithm 3 is
alled one again for that row and this time Algorithm 3 returns 0, so
Algorithm 5 exits. Thus, the Algorithm 3 an be alled maximum of m
times. Eah of the all to Algorithm 3 osts O(n). Therefore, T (n) =
Cost of Algorithm 2 + m × Cost of Algorithm 3 + Cost of Algorithm 4
+ Extra Cost of Algorithm 5
T (n) = O(n(m+ k)) + O(mn) + O(n) + c
T (n) = O(n(m+ k))
As we see, the worst-ase behavior of the proposed algorithm is the same as
its best ase.
4.5 Proof of Corretness of the CF Algorithm
Remark 4.2. Algorithm 2 builds an ST matrix where eah node is assigned
to its nearest m-enter node.
As shown in Minieka [10℄, an m-enter set X of a graph is any set of m nodes,
that minimizes the maximum distane from a node to its nearest node in m-
enter. In other words, the eentriity of set X is less than or equal to any
possible set of ardinality m of a graph. If suh a set X is given, eah node
an be arbitrarily assigned to its nearest node from the m-enter. Thus all
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the nodes have minimum distane from the m-enter. Suh a set X is given
as input to Algorithm 2 and the algorithm assigns the nodes to their nearest
nodes in m-enter.
Lemma 4.3. The re-arrangement of nodes in ST rows by Algorithm 3 gives
the rows in the new ST matrix to minimize the distane from the m-enter.
Proof. All the nodes in the ST matrix are so arranged by Algorithm 2 that
their distanes from the m-enter are minimized. If we try to rearrange the
nodes among the neighbors, the distanes of the nodes may remain same (if
a node is at equal distane from both the nodes of the m-enter) or it may
inrease. We add nodes to a row r only when the number of nodes in row
r is less than the value of k. The algorithm tries all the possible node(s)
from neighbors that an be added to row r and adds the node(s) whih gives
minimum inrease of eentriity for the m-enter. So the overall eentriity
remains as small as possible. Obviously, there may be some inrease in overall
eentriity but this annot be avoided as we want number of nodes in row
r to be greater than or equal to k. Thus, Algorithm 3 gives the rows in new
ST with minimum inrease in eentriity.
Lemma 4.4. Algorithm 4 gives the m entral-k-subtrees for m subtrees in
ST .
Proof. The nodes of T are arranged in ST , eah row of ST is viewed as
a separate subtree. MMorris and Reid [8℄ have given a proof that their
algorithm outputs the entral k-tree for any given tree. If we apply their
algorithm for a subtree of T then it gives us a entral-k-subtree. In our
Algorithm 4, we are using MMorris's and Reid's algorithm for eah row of
ST . So at the end we get m entral-k-subtrees for rows in ST .
Lemma 4.5. The C(T ;m, k) we get by building subtrees on m-enter of tree
T is the same as a C(T ;m, k) we get by building subtrees on the 1-enters
of members of C(T ;m, k).
Proof. We need to buildm-subtrees in suh a way that when we get a entral-
k-subtree of these m-subtrees, the eentriity of eah subtree is minimum.
If we build our m-subtrees around the 1-enter of eah member of C(T ;m, k)
and we prune these subtrees to get entral-k-subtrees, we get eah member of
C(T ;m, k). If we build subtrees around any other node from eah members
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of C(T ;m, k), we get almost same subtrees as we get by hoosing 1-enters
exept some of the nodes may be assigned to the neighboring subtrees. By
Theorem 3.9, them-enter of tree T , are part of members of some C(T ;m, k).
Therefore, we know at least one node from eah members of C(T ;m, k). We
build m-subtrees around the m-enter of tree T . As some of nodes may be
assigned to the neighboring subtrees, so if we need more nodes in any subtree
to build the subtree of order k, we take nodes from neighboring subtrees.
Then, We apply pruning on these m-subtrees and get entral-k-subtrees as
members of C(T ;m, k).
Theorem 4.6. The Algorithm 5 gives either the entral forest C(T ;m, k)
for the tree T with m subtrees of order k or outputs maximum possible order
of a subtree and exits.
Proof. The algorithm eventually terminates. Using Remark 4.2, Lemma 4.3,
Lemma 4.4 and Lemma 4.5, it an be easily shown that Algorithm 4 outputs
the forest with minimum eentriity. Also, if Algorithm 3 returns 0, the
Algorithm 5 terminates and outputs the maximum possible value of k for
whih entral forest is possible.
5 Conlusions and Further Work
In this paper we have introdued a new entral struture in trees, whih we
all entral forests in trees. C(T ;m, k) is a entral forest of m subtrees, eah
of order k, for tree T , whih has minimum eentriity among all the possible
forests of this order for tree T . We have given an algorithm for onstruting
the entral forests in trees. This algorithm is eient as it omputes the
entral forest in O(n(m + k)) time, where n is the number of nodes in the
tree T . The omplete analysis and proof of orretness for the algorithm are
also given in this paper. Our algorithm also omputes a upper bound on the
value of k for whih the entral forest of m subtrees is possible.
This work suggests the following possible extensions.
(1) Further Generalization
 A further generalization is possible, if we allow that not all the
subtrees in a entral forest may be of like order.
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Then if FT,m is the set of all forests in T of m subtrees eah,
and
~a = (a0, a1, . . . , am−1) is a vetor giving the orders of the m
subtrees with ai 6= 0, then the eentriity of a single forest is as
given before, and a entral forest C(T ;m,~a) is given by:
C(T ;m,~a) , {F | em(F ) ≤ em(F
′), ∀F ′ ∈ FT,m}.
 An interesting problem an be the study of forests Ψ of subtrees
(of variable orders and number) of a tree T when the maximal
allowable eentriity δ is speied. One an give an algorithm
that takes maximum allowable eentriity and outputs the value
of m and k for a C(T ;m, k). The problem is not well understood
yet, it may be possible that no suh algorithm exists and the
problem posed is NP-hard.
 Another potential area is to explore a similar extension to the
onept of entroids, by dening a entroidal forest. Study the
properties of entroidal forest and give a algorithm to onstrut
suh a forest in trees.
 Another possible future work an be entrally use not more than
σ nodes and reate not more than ρ subtrees. That is, in entral
forest, there is a limit σ on number of verties that an be used in
entral forest. Also the number of subtrees (m) annot be more
than ρ for a entral forest. Under these restritions, what is the
minimum eentriity possible for a entral forest in a given tree?
(2) Further Work on the CF Algorithm
 The algorithm we have given for onstruting entral forest is a
entralized algorithm. A distributed algorithm, where nodes an
deide whether they are part of a C(T ;m, k) or not, an be re-
ated.
 The upper bound on the value of k is given by the algorithm, we
do not have a way to express the upper bound in terms of the
degree of the tree, eentriity, et. Our upper bound depends on
the algorithm output. A more generalized expression for upper
bound on the value of k for m subtrees may be found.
 We are assuming that anm-enter of the tree is given and building
our algorithm using this. One an think of an algorithm that does
not require an m-enter, or alulates this by itself.
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