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ON THE RATE OF EQUIDISTRIBUTION OF EXPANDING
HOROSPHERES IN FINITE-VOLUME QUOTIENTS OF SL(2,C).
SAMUEL EDWARDS
Abstract. Let Γ be a lattice in G = SL(2,C). We give an effective equidistribution result
with precise error terms for expanding translates of pieces of horospherical orbits in Γ\G.
Our method of proof relies on the theory of unitary representations.
1. Introduction
Let G be a connected Lie group, and Γ a lattice in G. Various properties of orbits of
horospherical subgroups of G in the homogeneous space Γ\G have been studied by a multitude
of authors. In particular, the effective equidistribution of expanding translates of such orbits
has been established, cf. e.g. Kleinbock and Margulis [10].
For G = SL(2,R), precise results relating the rate of equidistribution of orbits of the horo-
cycle flow with the spectral theory of Γ\G have been obtained by a number of authors,
e.g. Burger [3], Flaminio and Fornio [6], Hejhal [9], Sarnak [17], Selberg (unpublished),
Stro¨mbergsson [19, 20], and Zagier [23]. One of the key parts of [3] is an integral formula
[3, Lemma 1 (A)] for certain operators in irreducible unitary representations of SL(2,R).
More specifically, the formula relates horospherical averages with the action of a correspond-
ing diagonal subgroup in an arbitrary irreducible unitary representation. One of the results
in [3] obtained by use of the formula is an explicit rate of equidistribution for averages along
horocycle orbits when Γ is cocompact. In [19], use of the same formula is extended to prove
explicit rates of equidistribution for non-cocompact lattices. In an ongoing project, we aim to
generalize this method to obtain rates of equidistribution for other Lie groups. This note is
a first report on this project, discussing only the case of SL(2,C). This case has the benefits
of allowing us to be completely explicit, and permitting comparisons with similar previously
known results for hyperbolic 3-orbifolds. As we shall we see, a number of complications
arise compared with SL(2,R), both in expressing an integral formula corresponding to that of
Burger (which we do in Proposition 4), as well as in the application of it to the problem of
obtaining explicit rates of equidistribution.
From now on let G = SL(2,C), and Γ a lattice in G. We denote by µG the unique Haar
measure on G such that the pushforward measure µ (under the map g 7→ Γg) on Γ\G is a
probability measure. The group G acts on Γ\G by right translation, and the action of the
following subgroups of G will be of particular interest to us:
A =
{
at =
(
et/2 0
0 e−t/2
)
: t ∈ R
}
,
and
N = {nz = ( 1 z0 1 ) : z ∈ C}.
Note that N is a horospherical subgroup of G, relative to A, i.e.
N =
{
g ∈ G : lim
t→∞
a−tgat = ( 1 00 1 )
}
.
Let µN denote the Haar measure on N , chosen so that µN is the pushforward measure of the
Lebesgue measure on C under the map z 7→ nz. The maximal compact subgroup SU(2) of
G is denoted by K. The symmetric space G/K can be identified with the three-dimensional
hyperbolic upper half-space, and M := Γ\G/K is a finite-volume hyperbolic 3-orbifold (M
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is a manifold if Γ is torsion-free). We use ∆ to denote the Laplace-Beltrami operator on M.
Let λ1 be the smallest positive eigenvalue for −∆ acting on L2(M), and define s1 ∈ [1, 2) by
s1 =
{
1 +
√
1− λ1 if λ1 ∈ (0, 1)
1 otherwise.
In order to state our main result, we must introduce a Sobolev norm ‖ · ‖Wm on functions in
L2(Γ\G); it is discussed in greater detail in Section 5.1. We also let YΓ denote the invariant
height function on Γ\G. A stringent definition of YΓ is given in Section 4 for non-cocompact
Γ, and in Section 5.2 for cocompact Γ. For now it suffices to view this function as a measure
of how far into a cusp of Γ\G a point p lies; for a fixed x0 ∈ M, let dist(p) denote the distance
between x0 and the image of p in M. Then YΓ(p) is comparable to edist(p).
Theorem 1. Let B′ be a connected compact subset of positive Lebesgue measure in C and
assume that there exists a piecewise smooth, bi-Lipschitz mapping of the circle to ∂B′. If
B = {nz ∈ N : z ∈ B′}, then there exists a constant C(Γ, B′) > 0 such that for all T ≥ 0, all
p ∈ Γ\G, and all f ∈ L2(Γ\G) with ‖f‖W 7 <∞,∣∣∣∣∣ 1µN (B)
∫
B
f
(
pna−T
)
dµN (n)−
∫
Γ\G
f dµ
∣∣∣∣∣≤ C(Γ, B′)‖f‖W 7{(e−TYΓ(p))2−s1 + e−TT 4
+ e−T (1 + T 3)YΓ(p)
}
.
We also prove a strengthened version of the above, Theorem 1′ (cf. p. 24), where a bound
on C(Γ, B′)’s dependency on the set B′ is given.
By using the rate of exponential mixing (cf. [18], [13, Proposition 5.3]) and the so-called
“Margulis’ mixing trick”, one may get a similar result (cf. [10, Proposition 2.4.8]). The
rate one obtains in this manner, however, is worse than that which is achieved in Theorem
1. This is discussed in greater detail in the introduction to [21]. In [21], So¨dergren proves
related results regarding the rate of effective equidistribution of pieces of closed horospheres in
hyperbolic n-manifolds. Our Theorem 1 thus generalizes certain special cases of these results
when n = 3, proving that this type of equidistribution even holds for translates of pieces of
non-closed horospheres, and for test functions on the frame bundle of the manifold. We give
an explicit statement of one such generalisation in Corollary 14 (cf. pg. 25).
Since the bounds in Theorem 1 are uniform in p, we may study the equidistribution of
horospherical orbits by considering the point paT , giving
Corollary 2. Let B satisfy the conditions of Theorem 1, and define BT := aTBa−T . Then
for all T ≥ 0, all p ∈ Γ\G, and all f ∈ L2(Γ\G) such that ‖f‖W 7 <∞,∣∣∣∣∣ 1µN (BT )
∫
BT
f
(
pn
)
dµN (n)−
∫
Γ\G
f dµ
∣∣∣∣∣≤ C(Γ, B′)‖f‖W 7{(e−TYΓ(paT ))2−s1 + e−TT 4
+ e−T (1 + T 3)YΓ(paT )
}
.
The corresponding result for SL(2,R) is proved and stated as Proposition 3.1 in [19], the
proof of which is the inspiration for the proof of Theorem 1. The equidistribution properties
of orbits of horospherical subgroups are well-known; in fact, the celebrated results of Ratner
give a precise understanding of the asymptotic behaviour of orbits of arbitrary unipotent
subgroups.
It is well-known that for a given point p, the horospherical orbit pN is either closed or
dense. Furthermore, pN is dense precisely when paT is recurrent; there are therefore no
closed horospheres in Γ\G when Γ is cocompact. Noting that for cocompact Γ, YΓ(p) ≪ 1,
Corollary 2 then provides an explicit rate of equidistribution for averaging sequences BT for
every horosphere in Γ\G. When Γ is non-cocompact, however, there are many p for which
pN is a closed horosphere. Moreover, there exist points p for which paT is recurrent, but
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limT→∞ e
−TT 3YΓ(paT ) 6= 0 (thus Corollary 2 does not by itself give effective equidistribution
of every non-closed horosphere). Letting E be the exceptional set of such p, and Q be the
parabolic subgroup of upper triangular matrices in G, we observe that EQ = E; whether a
point p is in E or not is therefore completely determined by p’s image in Γ\G/Q. We also note
that, in a certain sense, E is small; by [16, Theorem 1], the image of E in G/Q has Hausdorff
dimension zero. Note that the quotient G/Q may be identified with the “boundary sphere”
of hyperbolic 3-space.
In [19], effective equidistribution of every non-closed horocycle is achieved ([19, Theorem 1])
by carefully splitting the horocycle into a number of pieces and using [19, Proposition 3.1] on
all but one exceptional piece. Stro¨mbergsson imposes an additional weighted supremum norm
on the functions that are considered; it is this norm which is used to control the contribution
from the exceptional piece of the horocycle. Moreover, it is shown in [19, Proposition 4.1]
that one may not replace this supremum norm by a Sobolev norm of any order. We believe
that by a similar type of argument, one should be able to obtain an effective equidistribution
result for all non-closed horospheres in Γ\G. We do not attempt this here, however.
1.1. Acknowledgements. The research leading to these results was funded by Swedish Re-
search Council Grant 621-2011-3629 and by a grant from the Go¨ran Gustafsson Foundation
for Research in Natural Sciences and Medicine. I would like to thank my advisor Andreas
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2. Preliminaries
We recall some facts regarding the structure of G, its Lie algebra, invariant measures and
representations. The main references for this section are [11, Chapters 2, 5, 16], and [7,
Chapter 7.4].
2.1. Invariant Measures and Iwasawa Decomposition. The Iwasawa decomposition of
G is given by G = NAK, where N and A are as previously defined, and K is SU(2), a
maximal compact subgroup of G. Each g ∈ G has a unique decomposition g = nzatk, with
nz ∈ N , at ∈ A and k ∈ K respectively. This decomposition gives rise to a corresponding
decomposition of the Haar measure on G; if g = nzatk, then dµG(g) is a constant multiple
of e−2t dm(z) dt dk, where dm is the Lebesgue measure on C (i.e. dm(x + iy) = dx dy),
and dk is the Haar measure of K, normalized to be a probability measure. We choose the
normalization of the Haar measure µN on N such that if B
′ ⊂ C, and B = {nz : z ∈ B′},
then µN (B) = m(B
′). It will also be of use to define volumes of quotients other than Γ\G;
let H be some group with Haar measure µH , and let Ξ be a discrete subgroup of H. Then
we define µH(H/Ξ) (resp. µH(Ξ\H) ) to be µH(FΞ), where FΞ is a fundamental domain for
H/Ξ (resp. Ξ\H) in H.
2.2. Lie Algebra. We denote by g0 the Lie algebra of G. It is a 6-dimensional real semisimple
Lie algebra with a basis given by
H =
1
2
(
1 0
0 −1
)
, E+ =
(
0 1
0 0
)
, E− =
(
0 0
1 0
)
,
J =
1
2
(
i 0
0 −i
)
, K+ =
(
0 i
0 0
)
, K− =
(
0 0
i 0
)
.
Note that
exp(tH) = at,
and
exp(xE+ + yK+) = nx+iy.
The complexification of g0 is denoted by g, which has the universal enveloping algebra U(g).
We use Um(g) to denote terms in the canonical filtration of U(g). The center of U(g), Z(g),
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contains the following two elements:
Ω1 = H
2 − J2 − 2H + E+E− −K+K−,
Ω2 = 2HJ − 2J + E+K− +K+E−.
The following identity will play an important role for us:
(1) H4 − 4H3 + (5−Ω1)H2 + 2(Ω1 − 1)H − (Ω1 + 14Ω22) = E+U1 −K+U2,
where U1 and U2 are the following elements in U3(g):
U1 =
1
2HE− +
1
2JK− − 14E+K2− − 12K+E−K− −H2E− −HJK−,(2)
U2 =
1
2HK− − 12JE− + 14K+E2− −H2K− −HJE−.
2.3. Representation Theory. We now recall some basic facts from the theory of unitary
representations. Let (π,H) be a unitary representation of G; i.e. H is a separable Hilbert
space, and π is a group homomorphism from G to the group of unitary operators on H such
that the map from G×H to H given by
(g,v) 7→ π(g)v
is continuous. The representation (π,H) is said to be irreducible if H has no non-trivial proper
closed subspace V such that π(G)V ⊂ V . Each unitary representation (π,H) of G has a direct
integral decomposition
(3) (π,H) ∼=
(∫ ⊕
Z
πζ dυ(ζ),
∫ ⊕
Z
Hζ dυ(ζ)
)
,
where Z is a locally compact Hausdorff space, υ is a positive Radon measure on Z, and for
υ-a.e. ζ, (πζ ,Hζ) is an irreducible unitary representation of G (cf. eg. [7, Theorem 7.36]).
The irreducible unitary representations of G are relatively easy to describe: if (π,H) is an
irreducible unitary representation of G, then (π,H) is isomorphic to either the trivial represen-
tation (πtriv ,C), a principal series representation P(n,ν), where (n, ν) ∈ {0}× iR≥0∪N>0× iR,
or a complementary series representation P(0,ν), where ν ∈ (0, 2) (see [11, Theorem 16.2]).
The spherical unitary dual (the representations with a K-invariant vector) consists of the
trivial representation and the representations P(0,ν), where ν ∈ iR≥0∪ (0, 2), and the tempered
unitary dual consists of the principal series representations.
We let H∞ denote the space of smooth vectors for (π,H); these are the vectors v for which
the map from G to H given by g 7→ π(g)v is a C∞ function on G. It is well-known that H∞
is dense in H. For X ∈ g0, we define the operator dπ(X) on H∞ as
(4) dπ(X)v :=
d
dt
∣∣∣∣
t=0
π
(
exp(tX)
)
v, v ∈ H∞.
We can extend this as a Lie algebra representation of g in the obvious way (i.e. for X ∈ g0,
let dπ(iX)v := idπ(X)v) and then to Um(g) by composition. We can now define Sobolev
norms for the representation (π,H) in the following manner: fix a basis X1, . . . X6 for g0. For
v ∈ H∞, define
(5) ‖v‖2Wm(H) :=
∑
U
‖dπ(U)v‖2H,
where the sum runs over all U that are monomials in X1, . . . X6 of degree less than or equal to
m, including the term “1”of order zero (i.e. ‖v‖2H is one of the summands in the right-hand
side of (5)). It is easy to check that for any m ≥ 0, there is a continuous function C : G→ R>0
(independent of (π,H)) such that
(6) ‖π(g)v‖Wm(H) ≤ C(g)‖v‖Wm(H) ∀g ∈ G, v ∈ H∞.
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We note that given the direct integral decomposition of (π,H) into irreducibles (3), for
v ∈ H we have
‖v‖2H =
∫
Z
‖vζ‖2Hζ dυ(ζ),
and
π(g)v =
∫
Z
πζ(g)vζ dυ(ζ).
Also, for v ∈ H∞,
‖v‖2Wm(H) =
∫
Z
‖vζ‖2Wm(Hζ) dυ(ζ).
The direct integral decomposition of (π,H) allows the construction of intertwining operators
in the following manner: let f be a bounded, continuous function from Z into C. We can then
form the following operator: for v ∈ H, define
(7) Tfv :=
∫
Z
f(ζ)vζ dυ(ζ).
Then for all g ∈ G, v ∈ H;
Tfπ(g)v =
∫
Z
πζ(g)f(ζ)vζ dυ(ζ) = π(g)Tfv.
We will also need intertwining operators of this kind where the scalar function is not necessarily
uniformly bounded. By dropping the requirement that the function f in (7) is uniformly
bounded, we get operators that need not be defined on all of H, but may be bounded operators
on H∞ with respect to various Sobolev norms ‖ · ‖Wm(H).
Finally, we recall that if (π,H) is irreducible, then by Schur’s lemma, elements of Z(g) act
as scalars on H∞. If (π,H) is isomorphic to P(n,ν), then the scalars for dπ(Ω1) and dπ(Ω2)
are
(8) dπ(Ω1) =
n2 + ν2
4
− 1,
and
(9) dπ(Ω2) =
inν
2
.
3. Integral Formulas
We now prove the integral formulas for irreducible unitary representations of G that will be
used in Section 6. In this entire section we let (π,H) be an irreducible unitary representation
of G. We also fix a compact subset B′ of C, such that m(B′) > 0 and the boundary ∂B′ is a
piecewise smooth simple closed curve. As before, we set
B := {nz : z ∈ B′} ⊂ N.
For each vector v ∈ H we define a function ψv : G→H by
(10) ψv(g) :=
1
µN (B)
∫
B
π(ng)v dµN (n).
We note that we have
ψv(g) =
1
m(B′)
∫
B′
π(nzg)v dm(z) =
1
m(B′)
∫∫
B′
π(nx+iyg)v dx dy
(for the second equality we identify C with R2). Note that ψv(g) depends linearly on v. We
apply this to (1), giving that for v ∈ H∞,
ψdπ(H4)v(g) − 4ψdπ(H3)v(g) + (5− λ1)ψdπ(H2)v(g) + 2(λ1−1)ψdπ(H)v(g)− (λ1 + 14λ22)ψv(g)
(11)
= ψdπ(E+U1)v(g)− ψdπ(K+U2)v(g),
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where λ1 = dπ(Ω1) and λ2 = dπ(Ω2) are the scalars given at the end of Section 2.3 corre-
sponding to (π,H). We now restrict ourselves to studying the behaviour of ψv on A; we define
the following function from R to H:
fv(t) := ψv(at).
We compute the various terms of (11) for fv:
fdπ(H)v(t) =
1
µN (B)
∫
B
π(nat)dπ(H)v dµN (n) =
1
µN (B)
∫
B
π(nat)
d
dr
∣∣∣∣
r=0
π(ar)v dµN (n)
=
d
dr
∣∣∣∣
r=0
1
µN (B)
∫
B
π(nat+r)v dµN (n) =
d
dt
1
µN (B)
∫
B
π(nat)v dµN (n) = f
′
v
(t).
Hence
(12) fdπ(Hm)v(t) = f
(m)
v (t).
We also have
fdπ(E+)v(t) =
1
m(B′)
∫∫
B′
π(nx+iyat)dπ(E+)v dx dy =
1
m(B′)
∫∫
B′
π(nx+iyat)
d
dr
∣∣∣∣
r=0
π(nr)v dx dy
(13)
=
1
m(B′)
∫∫
B′
d
dr
∣∣∣∣
r=0
π(nx+ret+iyat)v dx dy =
et
m(B′)
∫∫
B′
∂
∂x
π(nx+iyat)v dx dy.
Likewise,
(14) fdπ(K+)v(t) =
et
m(B′)
∫∫
B′
∂
∂y
π(nx+iyat)v dx dy.
Combining (11), (12), (13) and (14) gives
f
(4)
v (t)− 4f (3)v (t)+(5− λ1)f (2)v (t) + 2(λ1 − 1)f (1)v (t)− (λ1 + 14λ22)fv(t)
=
et
m(B′)
∫∫
B′
(
∂
∂x
π(nx+iyat)dπ(U1)v − ∂
∂y
π(nx+iyat)dπ(U2)v
)
dx dy.
By Green’s Theorem, we then have
f
(4)
v (t)− 4f (3)v (t) + (5− λ1)f (2)v (t) + 2(λ1 − 1)f (1)v (t)− (λ1 + 14λ22)fv(t)(15)
=
et
m(B′)
∮
∂B′
π(nx+iyat)dπ(U2)v dx+ π(nx+iyat)dπ(U1)v dy.
In Proposition 4, we present an integral representation of the solution to this (Hilbert space-
valued) ODE that will prove to be useful in obtaining asymptotics for fv(t) as t tends towards
−∞. We first note, however, that if (π,H) is one of the irreducible representations listed in
Section 2.3 such that λ2 = 0, we do not need to solve a fourth order differential equation.
Indeed, in this case we may use the following identity
(16) H3 − 3H2 + (2− Ω1)H +Ω1 = 12Ω2J + E+V1 +K+V2,
where V1, V2 are the following elements of U2(g):
(17) V1 = E− −E−H − 12K−J, V2 = −K− +K−H − 12E−J.
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In the same way that (1) implies (15), (16) implies, when dπ(Ω2) = λ2 = 0:
f
(3)
v (t)− 3f (2)v (t) + (2− λ1)f (1)v (t) + λ1fv(t)
(18)
=
et
m(B′)
∮
∂B′
π(nx+iyat)dπ(V2)v dx+ π(nx+iyat)dπ(V1)v dy.
For notational purposes we introduce the following function: for X,Y ∈ U(g), t ∈ R and
v ∈ H∞, define
(19) Iv(X,Y, t) :=
et
m(B′)
∮
∂B′
π(nx+iyat)dπ(Y )v dx+ π(nx+iyat)dπ(X)v dy.
By using the values of λ1 and λ2 given in (8) and (9), we may rewrite (15) as
(20)
(
d
dt − (1− n2 )
)(
d
dt − (1− ν2 )
)
( ddt − (1 + ν2 )
)(
d
dt − (1 + n2 )
)
fv(t) = Iv(U1, U2, t).
Lemma 3. Assume (π,H) ∼= P(n,ν), where n > 0, and v ∈ H∞. Let gv(t) be defined by
(21) e(1−n/2)tgv(t) = (
d
dt − (1− ν2 )
)
( ddt − (1 + ν2 )
)(
d
dt − (1 + n2 )
)
fv(t).
Then
(22) gv(t) =
∫ t
−∞
e(n/2−1)sIv(U1, U2, s) ds.
Proof. By (20) and (21),(
d
dt − (1− n2 )
)(
e(1−n/2)tgv(t)
)
= Iv(U1, U2, t),
so
d
dtgv(t) = e
(n/2−1)tIv(U1, U2, t).
The fundamental theorem of calculus then gives
gv(t)− gv(r) =
∫ t
r
e(n/2−1)sIv(U1, U2, s) ds.
By using the triangle inequality for integrals in (19), we get that
(23) ‖Iv(U1, U2, s)‖ ≪B es‖v‖W 3(H),
so
‖gv(t)− gv(r)‖ ≪B,v
∫ t
r
e
sn
2 ds =
2
n
(
e
tn
2 − e rn2
)
.
From this uniform bound, we see that gv(r) converges to some vector v∞ as r → −∞, and
gv(t) = v∞ +
∫ t
−∞
e(n/2−1)sIv(U1, U2, s) ds.
It remains to prove that v∞ = 0. We let w = (dπ(H) − (1 − ν2 ))(dπ(H) − (1 + ν2 ))(dπ(H) −
(1 + n2 ))v, and note that from the definition of gv(r),
gv(r) = e
(n/2−1)rfw(r).
For n ≥ 3, have
‖gv(r)‖ = ‖e(n/2−1)rfw(r)‖ ≤ e(n/2−1)r‖w‖ ≤ er/2‖w‖,
so v∞ = 0. For n = 1 or n = 2, we use quantitative decay of matrix coefficients; let u be any
vector in H∞. We then have
〈e(n/2−1)rfw(r),u〉 = 1
µN (B)
∫
B
e(n/2−1)r〈π(l)π(ar)w,u〉 dµN (l)
=
1
µN (B)
∫
B
e(n/2−1)r〈π(ar)w, π(l−1)u〉 dµN (l).
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By [13, Proposition 5.3] (cf. [11, Propositions 7.14, 7.15 (c)]), there exist η > 1/2 and Cη > 0,
not depending on r, such that
|〈π(ar)w, π(l−1)u〉| ≤ Cηeηr‖w‖W 2(H)‖π(l−1)u‖W 2(H),
giving
|〈e(n/2−1)rfw(r),u〉| ≤ Cηe(η−1/2)r‖w‖W 2(H)
1
µN (B)
∫
B
‖π(l−1)u‖W 2(H) dµN (l).
Here the integral in the right-hand side is finite (cf. (6)); hence 〈e(n/2−1)rfw(r),u〉 → 0 as
r→ −∞, and thus 〈v∞,u〉 = 0. Since H∞ is dense in H, v∞ = 0. 
We are now able to prove the main result of this section:
Proposition 4. Given an irreducible unitary representation (π,H) of G, there exist C-valued
functions F , F0, F1, F2, and elements X1, X2 of U3(g), all of which depend only on the
isomorphism class of (π,H), such that for any T ≥ 0 and v ∈ H∞,
(24) fv(−T ) =
∫ 0
−∞
F (T, t)Iv(X1,X2, t) dt+
2∑
m=0
Fm(T )fdπ(Hm)v(0),
and the following bounds hold, with all implied constants absolute:
(i) If (π,H) ∼= P(n,ν), where n > 0, then |F2(T )| ≪ (1+T )e
−T
n , for i = 0, 1, |Fi(T )| ≪
(1 + |ν|)(1 + T )e−T , and
|F (T, t)| ≪ 1
n2
{
e(
n
2
−1)(T+t) if t ≤ −T
(1 + t+ T )e−(T+t) if t ≥ −T.
(ii) If (π,H) ∼= P(0,ν), where ν ∈ iR≥0, then |F0(T )| ≪ (1 + |ν|2)(1 + T 2)e−T , |Fi(T )| ≪
(1 + T 2)e−T for i = 1, 2, and
|F (T, t)| ≪
{
0 if t ≤ −T
(T + t)2e−(T+t) if t ≥ −T.
(iii) If (π,H) ∼= P(0,ν), where ν ∈ (0, 2), then |Fi(T )| ≪ ν−2e( ν2−1)T for i = 0, 1, 2, and
|F (T, t)| ≪ 1
ν2
{
0 if t ≤ −T
e(
ν
2
−1)(T+t) if t ≥ −T.
Furthermore, in cases (ii) and (iii), X1 and X2 may be taken as elements of U2(g).
In the proof below we obtain completely explicit formulas for F , F0, F1, F2; and we see
that we can take X1 = U1, X2 = U2 in case (i) (cf. (2)), and X1 = V1, X2 = V2 in cases (ii)
and (iii) (cf. (17)). In case (iii), we have allowed the bounds to blow up as ν → 0 only to
allow a simple statement; in fact the stronger bounds |Fi(T )| ≪ min{1+T 2, ν−2}e( ν2−1)T and
|F (T, t)| ≪ min{T + t, ν−1}2e( ν2−1)(T+t) can be deduced from the explicit formula.
Proof. Let
α1 = 1− n
2
, α2 = 1− ν
2
, α3 = 1 +
ν
2
, α4 = 1 +
n
2
.
We first assume that n > 0. As in the proof of Lemma 3, we use (20), giving( 4∏
i=1
( ddt − αi)
)
fv(t) = Iv(U1, U2, t).
We now define the functions g4(t), g3(t), g2(t) and g1(t) to be such that
fv(t) = e
α4tg4(t),
and for 3 ≥ i ≥ 1,
(25) ddtgi+1(t) = e
(αi−αi+1)tgi(t).
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From these definitions, we see that
d
dtg1(t) = e
−α1tIv(U1, U2, t).
Iterated integration of (25) gives
fv(−T ) =g4(0)e−α4T − g3(0)e−α4T
∫ 0
−T
e(α3−α4)t4 dt4
+ g2(0)e
−α4T
∫ 0
−T
e(α3−α4)t4
∫ 0
t4
e(α2−α3)t3 dt3 dt4
− e−α4T
∫ 0
−T
e(α3−α4)t4
∫ 0
t4
e(α2−α3)t3
∫ 0
t3
e(α1−α2)t2g1(t2) dt2 dt3 dt4.
We use Lemma 3 and change the order of integration to get
fv(−T ) =g4(0)e−α4T − g3(0)e−α4T
∫ 0
−T
e(α3−α4)t4 dt4(26)
+ g2(0)e
−α4T
∫ 0
−T
e(α3−α4)t4
∫ 0
t4
e(α2−α3)t3 dt3 dt4
+
∫ 0
−∞
Iv(U1, U2, t)F (T, t) dt,
where
F (T, t) = −e−α1t−α4T
∫ 0
max(t,−T )
∫ t2
−T
∫ t3
−T
e
∑3
j=1(αj−αj+1)tj+1 dt4 dt3 dt2.
From the definitions of the gi, we have that g4(0) = fv(0), g3(0) = fdπ(H)v(0) − α4fv(0),
and g2(0) = fdπ(H2)v(0) − (α3 + α4)fdπ(H)v(0) + α4α3fv(0). By entering these into (26), and
collecting terms, we obtain (24).
Turning our attention to (π,H) ∼= P(0,ν), from (9) we see that (18) holds. We then rewrite
this as ( 3∏
i=1
( ddt − αi)
)
fv(t) = Iv(V1, V2, t).
We then solve this equation in the same manner as when n > 0, the main difference is that
now we integrate Iv(V1, V2, t1) from t2, and not from −∞. This gives
fv(−T ) =
∫ 0
−∞
F (T, t)Iv(V1, V2, t) dt+
2∑
m=0
Fm(T )fdπ(Hm)v(0),
where
F (T, t) =
{
0 if t < −T
−e−α1t−α3T ∫ t−T ∫ t2−T e(α1−α2)t2+(α2−α3)t3 dt3 dt2 otherwise ,
F2(T ) = e
−α3T
∫ 0
−T
e(α2−α3)t3
∫ 0
t3
e(α1−α2)t2 dt2 dt3,
F1(T ) = −e−α3T
∫ 0
−T
e(α2−α3)t3 dt3
− (α2 + α3)e−α3T
∫ 0
−T
e(α2−α3)t3
∫ 0
t3
e(α1−α2)t2 dt2 dt3,
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and
F0(T ) = e
−α3T+α3e
−α3T
∫ 0
−T
e(α2−α3)t3dt3
+ α2α3e
−α3T
∫ 0
−T
e(α2−α3)t3
∫ 0
t3
e(α1−α2)t2 dt2 dt3.
Entering the numerical values of the αis and repeated use of the triangle inequality now give
the stated bounds. 
4. The Invariant Height Function and Geometry of Γ\H3
In this section we define and establish certain properties of the invariant height function,
which can be seen as measuring how far into a cusp a point in Γ\G is; for this reason we
assume thoughout this entire section that Γ is non-cocompact. The invariant height function
will be needed for the pointwise Sobolev-type bounds of the next section. We also prove a
bound on the average of the invariant height function along a translate of the boundary of B.
This bound is stated in Proposition 6, and will be required when we apply Proposition 4 in
the proof of Theorem 1 (see Section 6).
4.1. The Invariant Height Function. We start by recalling some of the main facts (the
main reference of these are [5, Chapters 1, 2]) regarding the action of G on the hyperbolic
upper half-space H3 = {(z, r) : z ∈ C, r ∈ R+}. For g =
(
a b
c d
) ∈ G, (z, r) ∈ H3, define
(27) g · (z, r) :=
(
(az + b)(c¯z¯ + d¯) + ac¯r2
|cz + d|2 + |c|2r2 ,
r
|cz + d|2 + |c|2r2
)
.
We also recall that this action extends uniquely to the boundary ∂∞H
3 = {∞}∪ {(z, 0) : z ∈
C}. It will be convenient to view H3 as the subset {z+rj : z ∈ C, r ∈ R+} of the quaternions.
Letting P = z + rj, we can then write (27) in the more concise form
g · P = aP + b
cP + d
.
We note that
(nzatk) · j = z + etj;
this gives the standard identification of G/K with H3. It is also useful to define
ht(z + rj) := r.
For η ∈ ∂∞H3 \ {∞} and δ ∈ R+, define
H(η, δ) := {z + rj : |z − η|2 + |r − δ/2|2 < (δ/2)2};
note that this a Euclidean ball tangent to ∂∞H
3 in the upper half-space model. Define also
H(∞, δ) := {P ∈ H3 : ht(P ) > δ}.
The sets H(η, δ) are called horoballs, their boundaries in H3 are called horospheres. Since Γ
is a non-cocompact lattice, Γ\H3 is a hyperbolic 3-orbifold with at least one cusp. We shall
now define the invariant height function YΓ as a Γ-left and K-right invariant function on G.
We may then also view YΓ as a function on Γ\G, as well as a function on H3–we shall abuse
notation and also write YΓ(p) for p ∈ Γ\G, and YΓ(P ) for P ∈ H3. Recall that the cusps of
Γ (w.r.t. the action on H3) are the parabolic fixed points of Γ on ∂∞H
3. Let η ∈ ∂∞H3 be a
cusp of Γ, and define the following subset of G:
N
(Γ)
η := {h ∈ G : h · η =∞, µN
(
N/(N ∩ hΓh−1)) = 1}.
Note that if h1, h2 ∈ N(Γ)η , then for any g ∈ G,
ht(h1g · j) = ht(h2g · j).
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We may therefore define
htη(g · j) := ht(hg · j), h ∈ N(Γ)η .
We choose a maximal set η1, η2, . . . ηκ of Γ-inequivalent cusps (this is a finite set, due to Γ
being a lattice), and define, for g ∈ G:
(28) YΓ(g) := max
i=1,2...κ
max
γ∈Γ
htηi
(
γg · j).
Note that given g ∈ G, p ∈ Γ\G, and P ∈ H3 such that p = Γg and P = g · j, we have
YΓ(p) = YΓ(g) = YΓ(P ). In the proof of Lemma 5 a) we will see that YΓ does not depend
on the choice of cusps, that is to say: given another maximal set of Γ-inequivalent cusps η′1,
η′2, . . . η
′
κ, and letting Y ′Γ be defined as in (28), but with respect to this new choice of cusps,
then YΓ = Y ′Γ. As a function on H3, YΓ is comparable to the invariant height function defined
in [21, Section 2.3]. We collect some properties of YΓ which will be needed in the following
lemma:
Lemma 5.
a) ∀g, g0 ∈ G, YΓ(g0g) = Yg−1
0
Γg0
(g).
b) ∀s ∈ R, ∀g ∈ G: YΓ(gas) ≤ max{es, e−s}YΓ(g).
c) ∀z ∈ C, ∀g ∈ G: YΓ(gnz) ≤ (1 + |z|2)YΓ(g).
d) Let C0 =
√
2/
√
3. For any two Γ-cusps η 6= η′ and h ∈ N(Γ)η , h′ ∈ N(Γ)η′ :
h−1 · H(∞, C0) ∩ h′−1 · H(∞, C0) = ∅.
Consequently, for C ≥ C0, the set {P ∈ H3 : YΓ(P ) > C} is a disjoint union of horoballs.
e) Let C be a fixed compact subset of G. Then for all g ∈ G,
(29) sup
h∈G
|Γh ∩ gC| ≪Γ,C YΓ(g)2.
Proof. Starting with a), let η be a cusp for Γ. Then for any g0 ∈ G, g−10 ·η is a cusp of g−10 Γg0,
and N
(Γ)
η g0 = N
(g−1
0
Γg0)
g−1
0
·η
. It follows from applying this with g0 = γ0 ∈ Γ that maxγ∈Γ htη(γg · j)
is invariant under replacing η by γ−10 · η, for any γ0 ∈ Γ. This shows that YΓ is indeed
independent of the choice of representatives η1, η2, . . . ηκ. Now note that g
−1
0 · η1, g−10 · η2,
. . . , g−10 · ηκ is a maximal set of inequivalent cusps for g−10 Γg0, and maxγ∈Γ htηi
(
γg0g · j
)
=
max γ∈g−1
0
Γg0
htg−1
0
·ηi
(
γg · j) for each i ∈ {1, 2 . . . κ}. Hence YΓ(g0g) = Yg−1
0
Γg0
(g), as claimed.
Part b) of the lemma follows from the fact that
(
a b
c d
)
as =
( ∗ ∗
ces/2 de−s/2
)
, and (|c|2es +
|d|2e−s)−1 ≤ max{es, e−s}(|c|2 + |d|2)−1.
To prove c), it suffices to prove that ht(gnz · j) ≤ ht(g · j)(1 + |z|2), i.e. that
1
|cz + d|2 + |c|2 ≤
1 + |z|2
|c|2 + |d|2 ,
or, equivalently, |c|2 ≤ (1 + |z|2)(|cz + d|2 + |c|2)− |d|2. For given z and c, the right-hand side
of the previous inequality is minimized when d = −cz, giving
(1 + |z|2)(|cz + d|2 + |c|2)− |d|2 ≥ (1 + |z|2)|c|2 − | − cz|2 = |c|2.
For d), we may, after possibly conjugating Γ, assume that η′ =∞ and h′ = ( 1 00 1 ). We then
need to prove that
(30)
{
h−1 · P : ht(P ) > C0
} ∩ {P : ht(P ) > C0} = ∅.
Since h−1 · ∞ = η 6=∞, we may write h as ( a bc d ) with c 6= 0. Assume now that P = z + etj.
Then
ht(h−1 · P ) = ht(h−1 · (z + etj)) = et| − cz + a|2 + | − c|2e2t ≤ 1|c|2et .
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Since et = ht(P ), we get that{
h−1 · P : ht(P ) > C0
} ⊂ {P : ht(P ) ≤ (|c|2C0)−1} .
We now see that if
(|c|2C0)−1 ≤ C0, then the two sets in (30) will be disjoint. We will
therefore prove that |c| ≥ C−10 . Since h ∈ N(Γ)η , we have µN
(
N/(N ∩ hΓh−1)) = 1. By the
identification of µN with the Lebesgue measure on C given in Section 2.1, we see that the
set {z ∈ C : h−1nzh ∈ Γ} is a unimodular lattice in C; there therefore exists z1 ∈ C,
0 < |z1| ≤ C0, such that h−1nz1h ∈ Γ (cf. e.g. [4, Chapter 1]). The same holds for η′ = ∞,
h′ = ( 1 00 1 ), i.e. we can find z2 ∈ C, 0 < |z2| ≤ C0, such that nz2 ∈ Γ. Let Γ′ be the group
generated by h−1nz1h and nz2 . We have Γ
′ ⊂ Γ, so Γ′ is a discrete subgroup of G, and
h−1nz1h =
( ∗ ∗
−c2z1 ∗
)
∈ Γ′,
(
1 z2
0 1
)
∈ Γ′.
Shimizu’s Lemma ([5, Theorem 3.1]) now applies, giving | − c2z1z2| ≥ 1. Thus
|c| ≥ 1√|z1z2| ≥ C−10 ,
as desired.
Finally, to prove e), we start by defining W (g) := suph∈G |Γh ∩ gC|. By using the fact that
for all γ ∈ Γ, |Γh ∩ gC| = |Γ(γh) ∩ gC|, we get
(31) W (g) = sup
h∈gC
|Γh ∩ gC| ≤ |Γ ∩ gCC−1g−1|.
From this bound we see that W is uniformly bounded on any compact subset of G. We also
note thatW , like YΓ, is left Γ-invariant. These two observations reduce the problem to proving
that (29) holds when Γg lies far out in a cusp of Γ\G, say YΓ(g) > C0e∆C1 , where C0 is as in
d), and
∆C1 = sup
g1∈C1
dist(g1 · j, j) C1 := CC−1,
dist(·, ·) being the hyperbolic distance in H3. We may now assume, by making a Γ-shift if
necessary, that YΓ(g) = htηi(g · j), where i ∈ {1, 2, . . . , κ}.
For any γ ∈ Γ ∩ gC1g−1 (cf. (31)), let gγ = g−1γg ∈ C1. Note that γg = ggγ , and since
N
(Γ)
ηi γ
−1 = N
(Γ)
γ·ηi ,
htγ·ηi(ggγ · j) = htγ·ηi(γg · j) = htηi(g · j) > C0e∆C1 ,
htηi(ggγ · j) ≥ htηi(g · j)e−dist(ggγ ·j,g·j) ≥ htηi(g · j)e−∆C1 > C0.
From these inequalities we see that ggγ is in the intersection of the sets {g′ ∈ G : htηi(g′ · j) >
C0} and {g′ ∈ G : htγ·ηi(g′ · j) > C0}. But by d), this intersection is empty unless γ · ηi = ηi.
Hence W (g) ≤ |Γ ∩ gC1g−1| = |Γηi ∩ gC1g−1|. Letting M = {( ǫ ǫ−1 ) : ǫ ∈ C, |ǫ| = 1}, we
note that by [5, Corollary 2.1.9], for hi ∈ N(Γ)ηi , hiΓηih−1i ⊂ MN . Since ηi is a cusp of Γ,
hiΓηih
−1
i ∩N = {nz : z ∈ Λ}, where Λ is some lattice in C. By the compactness of M , there
exist elements γ1, . . . γr ∈ hiΓηih−1i such that hiΓηih−1i =
⊔r
l=1 γl{nz : z ∈ Λ}, giving
|Γηi ∩ gC1g−1| =
r∑
l=1
∣∣h−1i γl{nz : z ∈ Λ}hi ∩ gC1g−1∣∣
=
r∑
l=1
∣∣∣{z ∈ Λ : (hig)−1 γlnzhig ∈ C1}∣∣∣ .
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Writing hig · j = zg + YΓ(g)j, and γ−1l hig · j = wl + YΓ(g)j, we see that for z ∈ Λ such that
(hig)
−1 γlnzhig ∈ C1,
cosh(∆C1) ≥ cosh
(
dist
(
(hig)
−1 γlnzhig · j, j
))
= cosh
(
dist
(
z + zg + YΓ(g)j, wl + YΓ(g)j
))
= 1 +
|(wl − zg)− z|2
2YΓ(g)2 ,
which implies |(wl − zg) − z| ≪C YΓ(g). Since Λ is a lattice in C, the number of such z is
≪Λ YΓ(g)2, so summing over the ls gives W (g)≪ YΓ(g)2. 
4.2. Boundary Integral of the Invariant Height Function. Using the previous lemma,
we now state and prove the needed result on averages of YΓ along the boundary of translates
of B. We identify S1 with R/Z, and for x ∈ S1, we write |x| for the distance to the point 0;
in other words |x| = minm∈Z |x˜ −m|, where x˜ is any lift of x to R. The main result of this
section can now be stated:
Proposition 6. Let Γ′ be any lattice in G, and let B′ be a connected compact subset of C
such that 0 ∈ B′ and there exists a piecewise smooth parametrization γ : S1 → C of ∂B′ with
the following properties: i) for all t ∈ S1 where γ′(t) exists, |γ′(t)| = L, the arc length of ∂B′,
and ii) there exists c > 0 s.t. ∀t1, t2 ∈ S1, |γ(t1)− γ(t2)| ≥ c|t1 − t2|. Then for s ≥ 0,∫
∂B′
YΓ′(nza−s)|dz| ≪ L(1 +R2)(1 + Y ) + L
2
c
(
1 + log ((1 +R) (1 + Y )) + s
)
,
where R = diam(B′), Y = YΓ′ ( 1 00 1 ), and the implied constant is absolute (in particular, the
implied constant does not depend on Γ′).
We split the proof of the proposition into a series of lemmas. The notation and assumptions
on B′ from Proposition 6 will be used throughout the remainder of this section. Recall that
by Lemma 5 d), the set {P ∈ H3 : YΓ′(P ) > 2} is a disjoint union of horoballs; we let HΓ′ be
the family of these horoballs.
Lemma 7. Let ϑ = 100max{2, Y }. For fixed s ≥ 0, define the following subset of S1:
I := {t ∈ S1 : YΓ′(γ(t) + e−sj) ≥ ϑ}. Let H(η1, δ1), H(η2, δ2), . . ., H(ηN , δN ) be the distinct
horoballs in HΓ′ that have non-empty intersection with γ(I) + e−sj. Then∫
∂B′
YΓ′(nza−s)|dz| ≪ Lϑ+ L
c
N∑
k=1
δk.
Proof. We partition I by the following sets:
Ik = {t ∈ I : γ(t) + e−sj ∈ H(ηk, δk)} 1 ≤ k ≤ N.
Using the assumptions on γ and the definition of I, we have
∫
∂B′
YΓ′(nza−s)|dz| =
∫
∂B′
YΓ′(z + e−sj)|dz| =
∫
S1
YΓ′
(
γ(t) + e−sj
)|γ′(t)| dt
(32)
≤ Lϑ+ L
∫
I
YΓ′
(
γ(t) + e−sj
)
dt = Lϑ+ L
N∑
k=1
∫
Ik
YΓ′(γ(t) + e−sj) dt.
We now bound the contribution from the integral over one of the Iks. Since Ik ⊂ I, for t ∈ Ik
we have
(33) YΓ′(γ(t) + e−sj) = 2δke
−s
|γ(t)− ηk|2 + e−2s ≥ ϑ,
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which implies
(34)
2δk
ϑ
≥ e−s.
Also, for all t ∈ Ik,
(35) |γ(t)− ηk|2 ≤ 2δke
−s
ϑ
− e−2s =: σ2k.
Now, let ζk(t) = γ(t)− ηk, and define
Ik,m =
{
t ∈ Ik : |ζk(t)| ∈
(
2−(m+1)σk, 2
−mσk
]}
.
Then ∫
Ik
YΓ′(γ(t) + e−sj) dt =
∫
Ik
2δke
−s
|ζk(t)|2 + e−2s dt =
∞∑
m=0
∫
Ik,m
2δke
−s
|ζk(t)|2 + e−2s dt
≤
∞∑
m=0
(
2δke
−s
2−2(m+1)σ2k + e
−2s
) ∫
Ik,m
dt.
Now, if t1 and t2 are both in Ik,m, then
|ζk(t1)− ζk(t2)| ≤ 21−mσk.
Using |ζk(t1)− ζk(t2)| ≥ c|t1 − t2| gives
|t1 − t2| ≤ c−121−mσk,
thus ∫
Ik,m
dt ≤ c−122−mσk.
This now gives∫
Ik
YΓ′(γ(t) + e−sj) dt ≤
∞∑
m=0
(
2δke
−s
2−2(m+1)σ2k + e
−2s
)
c−122−mσk
=
8δk(e
sσk)
c
∞∑
m=0
2−m
2−2(m+1)(esσk)2 + 1
.
For esσk ≤ 1, this is clearly ≪ δkc . If esδk > 1, we choose M so that 2M = esσk, giving
≤ 8δke
sσk
c
 ∑
0≤m≤M
2−m
2−2(m+1)(esσk)2
+
∑
M<m
2−m

≪ δke
sσk
c
· 1
esσk
=
δk
c
.
We have thus obtained the bound∫
Ik
YΓ′(γ(t) + e−sj) dt≪ δk
c
,
which, when entered into (32), proves the lemma. 
We now wish to bound the sum
∑N
k=1 δk in Lemma 7. In order to do this, we first prove a
lemma which provides a degree of separation between points of ∂B′+e−sj that lie deep inside
distinct horoballs. This will be used to bound the number of horoballs of a given diameter
that γ(I) + e−sj has non-empty intersection with.
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Lemma 8. Using the notation of Lemma 7, suppose zk + e
−sj ∈ H(ηk, δk) ∩ {P ∈ H3 :
YΓ′(P ) ≥ ϑ}, and zl + e−sj ∈ H(ηl, δl) ∩ {P ∈ H3 : YΓ′(P ) ≥ ϑ}, where k 6= l. Then
|zk − zl| ≥
(
1− 4
ϑ
)√
δkδl.
Proof. Since H(ηk, δk) and H(ηl, δl) are disjoint, by Pythagoras’ theorem we have
|ηk − ηl|2 ≥
(
δk
2
+
δl
2
)2
−
(
δk
2
− δl
2
)2
= δkδl.
Hence, by the triangle inequality,
|zk − zl| ≥ |ηk − ηl| − |zk − ηk| − |zl − ηl| ≥
√
δkδl −
√
2δke−s
ϑ
−
√
2δle−s
ϑ
,
where we used (35). By (34), e−s ≤ 2ϑ−1min{δk, δl}, hence
|zk − zl| ≥
√
δkδl − 2
ϑ
√
min{δk, δl}
(√
δk +
√
δl
)
≥
√
δkδl − 4
ϑ
√
δkδl =
(
1− 4
ϑ
)√
δkδl.

Lemma 9. Retaining the notation used in the previous lemmas, let δMax = max1≤k≤N δk.
Then
N∑
k=1
δk ≪ δMax + L
(
1 + log δMax + s
)
.
Note that while log δMax may be negative, log δMax+ s is always positive; in fact, from (34),
log δk + s > 0 for all k.
Proof. For m ∈ N, we define the following sets
Sm := {k ∈ {1, 2, . . . N} : δk ∈ (2−(m+1)δMax, 2−mδMax]}.
Let M be such that 2M = 2δMaxϑe−s . For m > M and k ∈ Sm, we have
δk ≤ δMax2−m < δMax2−M = ϑe
−s
2
.
This gives
2δk
ϑ
< e−s,
contradicting (34)! Thus for all m > M , Sm = ∅.
We now bound the sum of the diameters by
N∑
k=1
δk =
∑
0≤m≤M
∑
l∈Sm
δl ≤
∑
0≤m≤M
2−mδMax|Sm|.
For each l ∈ Sm we choose an element zl ∈ γ(I) such that zl+e−sj ∈ H(ηl, δl). We may assume
that Sm = {l1, l2, . . . , lNm}, with the numbering chosen so that the points zl1 , zl2 . . . zlNm lie in
this order along the curve ∂B′. Assuming Nm ≥ 2, and using Lemma 8 to get a lower bound
on |zlp − zlp+1 |, gives
L ≥ |zlNm − zl1 |+
Nm−1∑
p=1
|zlp − zlp+1 | ≥
(
1− 4
ϑ
)√
δlNm δl1 +
Nm−1∑
p=1
(
1− 4
ϑ
)√
δlpδlp+1
≥
(
1− 4
ϑ
)
Nm2
−(m+1)δMax.
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Thus
|Sm| = Nm ≤max
{
1, 2m+1
(
1− 4
ϑ
)−1 L
δMax
}
≤ 1 + 2m+1
(
1− 4
ϑ
)−1 L
δMax
,
giving
N∑
k=1
δk ≤
∑
0≤m≤M
2−mδMax|Sm| ≤ δMax + 2
(
1− 4
ϑ
)−1
L (1 +M) .
Using ϑ ≥ 200 and the definition of M gives
N∑
k=1
δk ≤ δMax + 100L
49 log 2
(
2 log 2 + log δMax + s
)
.

Proof of Proposition 6. By applying Lemmas 7 and 9, we get
(36)
∫
∂B′
YΓ′(nza−s)|dz| ≪ L(ϑ + δMax) + L
2
c
(1 + log δMax + s) ,
which reduces the problem to bounding δMax. Let η be one of the ηks associated to a horoball
with diameter δMax. We consider two cases:
Case 1: ∃ z ∈ B′ s.t. z + j 6∈ H(η, δMax).
Let z˜ ∈ ∂B′ be such that z˜+e−sj ∈ H(η, δMax) and YΓ′(z˜+e−sj) ≥ ϑ. Then |z−η|2+1 ≥ δMax
and |z˜ − η|2 + e−2s < 2δMaxϑ e−s. Also, |z − z˜| ≤ R. Hence
δMax ≤ 1 + |z − η|2 ≤ 1 + (|z − z˜|+ |z˜ − η|)2
≤ 1 +
(
R+
(2δMax
ϑ
)1/2)2 ≤ 1 + 2R2 + 4δMax
ϑ
≤ 1 + 2R2 + δMax
50
,
forcing
δMax ≤ 50
49
(1 + 2R2).
Case 2: B′ + j ⊂ H(η, δMax).
In this case, ( 1 00 1 ) · j = 0 + j ∈ H(η, δMax), so
(37) Y =
2δMax
|η|2 + 1 ≥ 2,
and ϑ = 100Y . We let z˜ be as in Case 1, so, as before, |z˜ − η|2 ≤ 2δMaxϑ . Now,
(38) |η|2 ≤ (|z˜|+ |z˜ − η|)2 ≤
(
R+
√
2δMax
ϑ
)2 ≤ 2R2 + δMax
25Y
.
Hence, by (37) and (38):
Y ≥ δMax
1 + 2R2 + δMax25Y
,
giving
δMax ≤ 25
24
(1 + 2R2)Y.
We then have that in both Case 1 and Case 2,
(39) δMax ≪ (1 + 2R2) (1 + Y ) .
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Entering (39) into (36) and using ϑ≪ 1 + Y gives∫
∂B′
YΓ′(nza−s)|dz| ≪ L(1 +R2)(1 + Y ) + L
2
c
(
1 + log
(
(1 + 2R2) (1 + Y )
)
+ s
)
,
which proves the proposition.

Proposition 6 will be applied for lattices Γ′ = g−1Γg. The Sobolev inequalities of the next
section will also require us to consider integrals along ∂B′ of YΓ raised to the power of some
number between zero and one. We deal with both of these issues in the following corollary:
Corollary 10. For all g ∈ G and α ∈ [0, 1], we have∫
∂B′
YΓ(gnza−s)α|dz| ≪Γ,α L
2(1 +R2)
c
(s+ Y α) ,
where now Y = YΓ(g).
Proof. We use the bound on γ′, Lemma 5 a), and Jensen’s inequality to get∫
∂B′
YΓ(gnza−s)α|dz| ≤ L
∫
S1
Yg−1Γg(γ(t) + e−sj)αdt ≤ L
(∫
S1
Yg−1Γg(γ(t) + e−sj)dt
)α
.
By studying the proof of Proposition 6, we see that(∫
S1
Yg−1Γg(γ(t) + e−sj)dt
)α
≪
(
(1 +R2)(1 + Y ′) +
L
c
(
1 + log
(
(1 +R)
(
1 + Y ′
))
+ s
))α
,
where Y ′ = Yg−1Γg ( 1 00 1 ). Again by Lemma 5 a), Y ′ = Y . We now use the fact that 1≪Γ Y ,
and L ≥ 2|γ(12 )− γ(0)| ≥ c, to get
≪Γ,α L
2
c
(1 +R2)Y α +
L2
c
(1 + log ((1 +R) (1 + Y )) + s) .
This, after noting that L
2
c (1 + log ((1 +R) (1 + Y )))≪Γ,α L
2
c (1+R
2)Y α, concludes the proof.

Remark 1. Note that any bi-Lipschitz mapping of S1 to the boundary of some set B′ ⊂ C may
be reparametrized to satisfy the conditions of Proposition 6; this allows us to use Corollary
10 in the proof of Theorem 1.
5. Decomposition of L2(Γ\G) and Sobolev inequalities
In this section we turn our attention to L2(Γ\G); the main goal is to prove pointwise
bounds for functions in an appropriate Sobolev space Wm(Γ\G). Unlike the previous section,
we allow for Γ to be cocompact (as well as non-cocompact). If Γ is a non-cocompact lattice
in G, functions in Wm(Γ\G) will generally not be bounded; they can grow in the cusps of
Γ\G. The rate of growth will be expressed in terms of the invariant height function of Section
4. This rate will also depend on spectral properties of the given function. For this reason we
start with a discussion of the decomposition of L2(Γ\G) into irreducible representations.
5.1. Decomposition of L2(Γ\G). We now study the right-regular representation (ρ, L2(Γ\G))
of G on L2(Γ\G). Recall that ρ is the right-translation operator: for all f ∈ L2(Γ\G), g ∈ G
and p ∈ Γ\G, (ρ(g)f)(p) = f(pg).
We also recall that the Lie algebra acts on C-valued functions on Γ\G as differential oper-
ators; for p ∈ Γ\G, X ∈ g0, and f : Γ\G→ C, let
Xf(p) =
d
dt
∣∣∣∣
t=0
f
(
p exp(tX)
)
.
By allowing compositions and linear combinations over C, we get an action of U(g). Define
Wm(Γ\G) to be the space of functions in Cm(Γ\G) such that Uf ∈ L2(Γ\G) for all U ∈
Um(g). Analogously to (5), for a fixed basis of g, we define a norm ‖ · ‖Wm on Wm(Γ\G)
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by ‖f‖2 = ∑U ‖Uf‖2, the sum being over all U that are monomials in the basis elements
of degree not greater than m. We note that for f ∈ L2(Γ\G)∞ and U ∈ Um(g), we have
Uf = dρ(U)f , so for such f we have ‖f‖Wm = ‖f‖Wm(L2(Γ\G)) (‖ · ‖Wm(L2(Γ\G)) denotes the
norm on L2(Γ\G)∞ defined in (5)). Moreover, L2(Γ\G)∞ is dense in Wm(Γ\G) with respect
to ‖ · ‖Wm .
Recall that we may decompose L2(Γ\G) as
L2(Γ\G) = L2(Γ\G)disc ⊕ L2(Γ\G)cont ,
where L2(Γ\G)disc decomposes as a direct sum of irreducible unitary representations, and
L2(Γ\G)cont decomposes as a direct integral of irreducible unitary representations, with the
measure associated to the integral having no atoms. We now let L2(Γ\G)cusp denote the closed
G-invariant subspace of L2(Γ\G) consisting of the cuspidal functions. A well-known result
of Gelfand and Piatetski-Shapiro (see, for example, [8, Theorem 2]) gives that L2(Γ\G)cusp
decomposes into a direct sum of irreducible unitary representations of G, each with finite
multiplicity; L2(Γ\G)cusp is therefore contained within L2(Γ\G)disc , and we write L2(Γ\G)disc
as the orthogonal sum
L2(Γ\G)disc = L2(Γ\G)cusp ⊕ L2(Γ\G)res ,
i.e. we let L2(Γ\G)res be the orthogonal complement of L2(Γ\G)cusp in L2(Γ\G)disc .
We will need some well-known facts regarding the connection between the spectral theory of
the Laplace-Beltrami operator ∆ on the hyperbolic 3-orbifoldM = Γ\G/K and the decompo-
sition of L2(Γ\G). Let 0 = λ0 < λ1 ≤ λ2 ≤ . . . ≤ λM < 1 be the eigenvalues of −∆ (acting on
L2(M)) in (0, 1), counted with multiplicity (cf. eg. [5, Chapter 6]). These small eigenvalues
may be parametrized thus: for λm ∈ (0, 1), let λm = sm(2 − sm), where sm ∈ (1, 2). For
each sm, m ∈ {1, 2 . . . M}, there exists a subrepresentation Csm of (ρ, L2(Γ\G)), and Csm is
isomorphic to P(0,2sm−2). Moreover, any subrepresentation of (ρ, L2(Γ\G)) that is isomorphic
to a complementary series representation is contained in
⊕M
m=1 Csm . This is seen by noting
that a K-invariant vector in a subrepresentation of (ρ, L2(Γ\G)) that is isomorphic to a com-
plementary series representation P(0,ν) may be viewed as an eigenfunction to −∆ in L2(M),
with eigenvalue 1− ν24 (since Ω1 acts as ∆ on the K-invariant vectors in L2(Γ\G)∞). Letting
ϕ0 be the constant function ϕ0 ≡ 1 on Γ\G gives the following decomposition of L2(Γ\G)disc :
(ρ, L2(Γ\G)disc) = (ρ,Cϕ0)⊕ Cs1 ⊕ Cs2 ⊕ . . . CsM ⊕
(
ρ, L2(Γ\G)disc,temp
)
,
where
(
ρ, L2(Γ\G)disc,temp
)
is isomorphic to a direct sum of principal series representations.
Finally, we recall that if Γ is cocompact, then L2(Γ\G)cont is zero. On the other hand,
if Γ is non-cocompact, then the irreducible unitary representations occurring in the direct
integral decomposition of L2(Γ\G)cont are all tempered. This may be seen by the previous
identification of K-invariant vectors of L2(Γ\G) with elements of L2(M), and the fact that
the continuous spectrum of −∆ in L2(M) is the interval [1,∞) (cf. [5, Chapter 6]).
5.2. Sobolev Estimates. We now prove pointwise bounds for functions in some of the sub-
spaces discussed in the previous section. For notational convenience, we first make the follow-
ing definition:
Definition 5.1. For cocompact Γ, let
YΓ(p) = 1 ∀p ∈ Γ\G.
Note that by this definition, Lemma 5 and Corollary 10 trivially hold even for cocompact
Γ. By combining Lemma 5 e) and [1, Prop. B.2], we get:
Lemma 11. Let p ∈ Γ\G and f ∈W 4(Γ\G). Then
|f(p)| ≪Γ ‖f‖W 4YΓ(p).
For f ∈W 5(Γ\G) ∩ L2(Γ\G)cusp , we have the following uniform bound:
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Lemma 12. For cuspidal functions in W 5(Γ\G), we have
|f(p)| ≪Γ ‖f‖W 5 .
This follows from [1, Lemma B.3]; we write out the proof as a preparation for Lemma 13
below.
Proof. Assume that f ∈W 5(Γ\G)∩L2(Γ\G)cusp is R-valued (for C-valued functions, we may
carry out the same arguments for the real and imaginary parts). Without loss of generality,
we may assume that Γ has a cusp at infinity, normalized so that the lattice Λ = {z ∈ C :
nz ∈ Γ} is unimodular, and p = Γg, where g = natk0, is in the cuspidal region around ∞, i.e.
YΓ(p) = et > 2 (also, ∀n′ ∈ N , YΓ(n′g) = YΓ(g)). Since f is cuspidal, and in C5(Γ\G), we
have ∫
(Γ∩N)\N
f(ng) dµN (n) = 0.
Since Λ is unimodular, there exists a fundamental parallelogram F ⊂ C, m(F) = 1, for Λ
such that ∫
F
f(nzg) dm(z) = 0.
Now, f is continuous and the above integral is zero, so there exists a z0 ∈ F s.t. f(nz0g) = 0.
Using nz0g = gk
−1
0 ne−tz0k0 = g exp(e
−tXz0,k0), where
Xz,k := Re(z)Adk−1(E+) + Im(z)Adk−1(K+) z ∈ C, k ∈ K,
we have
f(g) = f(g)− f(nz0g) =−
∫ e−t
0
d
dr
f (g exp(rXz0,k0)) dr
= −
∫ e−t
0
(Xz0,k0f) (netrz0g) dr.
Hence, using Lemma 11 and YΓ (netrz0g) ≡ YΓ(g) = et,
|f(g)| ≪ sup
z∈F ,k∈K
‖Xz,kf‖W 4 ≪ ‖f‖W 5 ,
were the last bound holds since F and K are compact. 
Remark 2. By using higher order derivatives, one may improve the bound in Lemma 12 to
YΓ(p)−α for any α ≥ 0, provided one can use a Sobolev norm of sufficiently high order (cf.
eg. [8, Lemma 10]); however we won’t need this.
For non-cuspidal elements of the Csm , we need a stronger pointwise bound than Lemma
11 provides. By studying the K-type decomposition of Csm , we are able to get the following
bound:
Lemma 13. Let s ∈ (1, 2). For functions in Cs ∩W 5(Γ\G), we have
|f(p)| ≪Γ,s YΓ(p)2−s‖f‖W 5 .
Proof. As in [22, Sections 4.1-4.4] and [14, Sections 2.1-2.3], we can decompose Cs into irre-
ducible K (= SU(2)) representations Vl, each with multiplicity one in Cs. For each l (l is a
non-negative integer), Vl is a 2l + 1-dimensional K-invariant vector space. There then exists
an orthonormal basis of Cs consisting of smooth functions ϕl,j , −l ≤ j ≤ l, aligned with the
K-type decomposition (i.e. ϕl,j ∈ Vl) satisfying
(40) Jϕl,j = ijϕl,j ,
and
ΩKϕl,j = l(l + 1)ϕl,j ,
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where ΩK = −J2− 14((E+−E−)2+(K++K−)2) (cf. [22, Section 4.4]). For k ∈ K, let Al(k)
be the unitary (2l + 1)× (2l + 1) matrix defined by
Al(k) =
(
al,m,n(k)
)
−l≤m,n≤l
with al,m,n(k) = 〈π(k)ϕl,j , ϕl,m〉.
Note that
(41) ϕl,j(pk) =
l∑
m=−l
al,j,m(k)ϕl,m(p).
As in the proof of Lemma 12, we may assume Γ has a cusp at infinity, normalized so that
Λ = {z ∈ C : nz ∈ Γ} is a unimodular lattice in C, and restrict our attention to points lying
in the cuspidal region at infinity (that is to say points p = Γg, with g = natk and YΓ(g) = et).
Let F be a fundamental parallelogram in C for Λ, and define
φl,j(g) =
∫
F
ϕl,j(nzg) dm(z).
By abusing notation slightly, let φl,j(t) := φl,j(at). We note that φl,j is left N -invariant, so
Ω1φl,j(t) =
(
H2 − J2 − 2H + E+E− −K+K−
)
φl,j(t) =
(
H2 − J2 − 2H)φl,j(t),
and
Ω2φl,j(t) =
(
2HJ − 2J + E+K− +K+E−
)
φl,j(t) =
(
2HJ − 2J)φl,j(t).
In particular, since Ω1φl,j = s(s− 2)φl,j and Ω2φl,j = 0, we get that
(42) φ′′l,j(t) + j
2φl,j(t)− 2φ′l,j(t) = s(s− 2)φl,j(t)
and
(43) 2ijφ′l,j(t)− 2ijφl,j(t) = 0.
Assuming j 6= 0, solving (43) gives φl,j(t) = Al,jet, for some Al,j ∈ C. Substituting this into
(42) and noting that j2 − (s− 1)2 6= 0 (since j2 ≥ 1, and (s− 1)2 ∈ (0, 1)) gives Al,j = 0 (i.e.
for j 6= 0, φl,j(t) is identically zero). When j = 0, we solve (42) ((43) gives no information),
giving
φl,0(t) = Al,0e
(2−s)t +Bl,0e
st,
where Al,0, Bl,0 ∈ C. We now wish to prove that Bl,0 = 0. Note that
2l + 1 =
l∑
j=−l
‖ϕl,j‖2 =
l∑
j=−l
∫
Γ\G
|ϕl,j(g)|2 dµG(g)
≫
l∑
j=−l
∫
F
∫ ∞
2
∫
K
|ϕl,j
(
nzatk
)|2e−2t dk dt dm(z)
≥
l∑
j=−l
∫ ∞
2
e−2t
∫
K
∣∣∣∣∫
F
ϕl,j
(
nzatk
)
dm(z)
∣∣∣∣2 dk dt
=
l∑
j=−l
∫ ∞
2
e−2t
∫
K
∣∣∣∣∣
l∑
m=−l
al,j,m(k)φl,m(t)
∣∣∣∣∣
2
dk dt
=
∫ ∞
2
|φl,0(t)|2 e−2t
∫
K
 l∑
j=−l
|al,j,0(k)|2
 dk dt
=
∫ ∞
2
|φl,0(t)|2e−2t dt.
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This forces Bl,0 to be zero, as well as |Al,0| ≪
√
2l + 1. Thus, for g = natk in the cuspidal
region at ∞:
φl,j(g) = φl,j
(
natk
)
= al,j,0(k)φl,0
(
at
)
= al,j,0(k)Al,0e
(2−s)t = al,j,0(k)Al,0YΓ(g)2−s.
Writing f =
∑
l≥0
∑
|j|≤l dl,jϕl,j , and arguing as in Lemma 12 (that is to say: we first consider
the real and imaginary parts of f), let z0 ∈ F be such that∫
F
f(nzg) dm(z) = f(nz0g).
We then have
(44)
∑
l≥0
∑
|j|≤l
dl,jal,j,0(k)Al,0YΓ(g)2−s = f(g) +
∫ e−2t
0
Xw0,kf(ne2trw0g) dr,
with Xw0,k defined as in the proof of Lemma 12. As before, we can bound the integral in the
right-hand side of (44) by ‖f‖W 5 , giving
(45) |f(g)| ≪ ‖f‖W 5 + YΓ(g)2−s
∣∣∣∣∣∣
∑
l≥0
∑
|j|≤l
dl,jal,j,0(k)Al,0
∣∣∣∣∣∣ .
Now, since f is sufficiently smooth, we may apply Ω2K termwise in its ϕl,j decomposition,
hence
‖f‖2W 4 ≥ ‖Ω2Kf‖2 =
∑
l≥0
∑
|j|≤l
|dl,j|2
(
l(l + 1)
)4
.
After recalling that |Al,0| ≪
√
2l + 1, we may use the Cauchy-Schwartz inequality to bound
the sum in the right-hand side of (45) by ‖f‖W 4 , giving
|f(g)| ≪ (1 + YΓ(g)2−s)‖f‖W 5 ≪s YΓ(g)2−s‖f‖W 5 .

6. Proof of Theorem 1
6.1. Proof of Theorem 1. Since ‖ ·‖W 7 is a stronger norm than both ‖ ·‖W 4 and ‖ ·‖L2(Γ\G)
on W 7(Γ\G), Lemma 11 and the Cauchy-Schwarz inequality imply that for fixed p and T ,
f 7→ 1µN (B)
∫
B f(pna−T ) dµN (n) −
∫
Γ\G f dµ is a bounded linear functional on W
7(Γ\G). By
the density of L2(Γ\G)∞ in W 7(Γ\G), it is therefore sufficient to consider f ∈ L2(Γ\G)∞.
From the discussion in Section 5.1, we decompose (ρ, L2(Γ\G)) as the following orthogonal
sum of representations(
ρ, L2(Γ\G)) = (ρ,Cϕ0)⊕ Cs1 ⊕ Cs2 ⊕ . . . CsM ⊕ (ρ, L2(Γ\G)temp) ,
where ϕ0 ≡ 1, the Csm , 1 ≤ m ≤ M , are defined as in Section 5.1, and
(
ρ, L2(Γ\G)temp
)
decomposes as a direct integral over the tempered unitary dual of G. At the level of elements
of L2(Γ\G), we write this decomposition as
f =
∫
Γ\G
f dµ+
M∑
m=1
fm + ftemp .
We now apply the operator 1µN (B)
∫
B ρ (na−T ) dµN (n) to the previous equation, giving
1
µN (B)
∫
B
ρ (na−T ) f dµN (n)−
∫
Γ\G
f dµ =
M∑
m=1
1
µN (B)
∫
B
ρ (na−T ) fm dµN (n)
(46)
+
1
µN (B)
∫
B
ρ (na−T ) ftemp dµN (n).
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We will use Proposition 4 on the various summands of (46) (recall that we have assumed that
‖f‖W 7 < ∞). Since Csm ∼= P(0,2sm−2), we may apply the proposition directly to each fm,
giving
1
µN (B)
∫
B
ρ (na−T ) fm dµN (n) =
∫ 0
−T
F (T, t)Ifm(V1, V2, t) dt(47)
+
2∑
i=0
Fi(T )
µN (B)
∫
B
ρ(n)(H ifm) dµN (n).
By combining Lemma 13 and Corollary 10 (also applying Lemma 5 c) to accomodate for the
fact that we require 0 ∈ B′ in Proposition 6, but not in Theorem 1) with the definition of Ifm ,
(19), we get, for t ≤ 0,
|Ifm(V1, V2, t)(p)| ≪ ‖fm‖W 7et
(|t|+ YΓ(p)2−sm) .
Similarly, by combining Lemma 13 with Lemma 5 c), we get, for 0 ≤ i ≤ 2, ∀n ∈ B,
|(H ifm)(pn)| ≪ ‖fm‖W 7YΓ(p)2−sm .
These two bounds, combined with the bounds in Proposition 4 (iii) and Proposition 13, allow
the evaluation of both sides of (47) at p, and give∣∣∣∣ 1µN (B)
∫
B
fm (pna−T ) dµN (n)
∣∣∣∣≪ ‖fm‖W 7(2sm − 2)−2{e(sm−2)TYΓ(p)2−sm
+
∫ 0
−T
e(sm−2)(T+t)et
(|t|+ YΓ(p)2−sm) dt},
so
(48)
M∑
m=1
∣∣∣∣ 1µN (B)
∫
B
fm (pna−T ) dµN (n)
∣∣∣∣≪ ‖f‖W 7 M∑
m=1
e(sm−2)TYΓ(p)2−sm .
We now wish to use the same method for ftemp . The fact that ftemp is not necessarily
contained in a single irreducible representation complicates matters, and we will need to use
the intertwining operators discussed in Section 2.3. Assume that we have the direct integral
decomposition (
ρ, L2(Γ\G)temp
) ∼= (∫ ⊕
Z
πζ dυ(ζ),
∫ ⊕
Z
Hζ dυ(ζ)
)
,
where each (πζ ,Hζ) is isomorphic to an element of the tempered unitary dual, and write
ftemp =
∫
Z
fζ dυ(ζ). We partition Z into two parts: Z0 = {ζ ∈ Z : (πζ ,Hζ) ∼= P(0,ν), ν ∈ iR},
and Z1 = {ζ ∈ Z : (πζ ,Hζ) ∼= P(n,ν), n ∈ N>0}, and let ftemp,0 =
∫
Z0
fζ dυ(ζ), ftemp,1 =∫
Z1
fζ dυ(ζ). We then have
1
µN (B)
∫
B
ρ (na−T ) ftemp dµN (n) =
∫
Z
1
µN (B)
∫
B
πζ (na−T ) fζ dµN (n) dυ(ζ)
=
∫
Z0
1
µN (B)
∫
B
πζ (na−T ) fζ dµN (n) dυ(ζ) +
∫
Z1
1
µN (B)
∫
B
πζ (na−T ) fζ dµN (n) dυ(ζ).
We now use Proposition 4, firstly on ftemp,0, which gives∫
Z0
1
µN (B)
∫
B
πζ (na−T ) fζ dµN (n) dυ(ζ) =
∫
Z0
∫ 0
−T
F ζ(T, t)Ifζ (V1, V2, t) dt dυ(ζ)
+
2∑
i=0
∫
Z0
F ζi (T )
µN (B)
∫
B
πζ(n)dπζ(H
i)fζ dµN (n) dυ(ζ),
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where we use the notation F ζ , F ζ0 , F
ζ
1 and F
ζ
2 to keep track of which (πζ ,Hζ) the scalar
functions come from. These functions then define, for each T , t, intertwining operators Q(T, t),
Q0(T ), Q1(T ), and Q2(T ) as in (7). The bounds in Proposition 4 (ii) give
‖Q(T, t)ftemp,0‖≪e−(T+t)(T + t)2‖ftemp,0‖, ‖Qi(T )ftemp,0‖≪e−T (1+T 2)‖ftemp,0‖, i = 1, 2,
and similarly for any Sobolev norm ‖ · ‖Wm . For Q0(T ) we have, after letting νζ denote the ν
parameter of the principal series representation isomorphic to (πζ ,Hζ),
‖Q0(T )ftemp,0‖ =
(∫
Z0
|F ζ0 (T )|2‖fζ‖2Hζ dυ(ζ)
)1/2
(49)
≪ e−T (1 + T 2)
(∫
Z0
(1 + |νζ |2)2‖fζ‖2Hζ dυ(ζ)
)1/2
≪ e−T (1 + T 2)
(∫
Z0
(
‖fζ‖2Hζ + ‖dπζ(Ω1)fζ‖2Hζ
)
dυ(ζ)
)1/2
≪ e−T (1 + T 2)‖ftemp,0‖W 2 .
These operators intertwine with the action of G, giving
1
µN (B)
∫
B
ρ (na−T ) ftemp,0 dµN (n) =
∫ 0
−T
IQ(T,t)ftemp,0(V1, V2, t) dt
+
2∑
i=0
1
µN (B)
∫
B
ρ(n)(Qi(T )H
iftemp,0) dµN (n).
The previously discussed bounds, combined with Lemma 11, Corollary 10, and Lemma 5 c)
again allow evaluation at p, and give
|IQ(T,t)ftemp,0(V1, V2, t)(p)| ≪ ‖ftemp,0‖W 6e−(T+t)(T + t)2et (|t|+ YΓ(p)) ,
and ∀n ∈ B,
|Qi(T )H iftemp,0(pn)| ≪ ‖ftemp,0‖W 6e−T (1 + T 2)YΓ(p) i = 0, 1, 2.
Combining these bounds gives∣∣∣∣ 1µN (B)
∫
B
ftemp,0 (pna−T ) dµN (n)
∣∣∣∣≪ ‖ftemp,0‖W 6{e−T (1 + T 2)YΓ(p)
+ e−T
∫ 0
−T
(T + t)2 (|t|+ YΓ(p)) dt
}
,
so ∣∣∣∣ 1µN (B)
∫
B
ftemp,0 (pna−T ) dµN (n)
∣∣∣∣≪ ‖f‖W 6 {e−T (1 + T 3)YΓ(p) + e−TT 4} .(50)
We proceed in the same manner for ftemp,1: Proposition 4 (i) is used, and we define intertwining
operators Q, Q0, Q1 and Q2 w.r.t. the functions F,F0, F1, F2 to get
1
µN (B)
∫
B
ρ (na−T ) ftemp,1 dµN (n) =
∫ 0
−∞
IQ(T,t)ftemp,1(U1, U2, t) dt
+
2∑
i=0
1
µN (B)
∫
B
ρ(n)(Qi(T )H
iftemp,1) dµN (n).
Here ‖Q2(T )H2ftemp,1‖ ≪ e−T (1 + T )‖ftemp,1‖W 2 , and, in a similar manner to (49), we get
‖Qi(T )H iftemp,1‖ ≪ e−T (1 + T )‖ftemp,1‖W 2+i for i = 1, 2. As before, we now use Lemmas 11
and 5 b) to get, for i = 0, 1, 2, ∀n ∈ B
|Qi(T )H iftemp,1(pn)| ≪ ‖f‖W 7e−T (1 + T )YΓ(p).
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Lemma 11, Corollary 10, Lemma 5 c), and Proposition 4 (i) give
|IQ(T,t)ftemp,1(U1, U2, t)(p)| ≪ ‖ftemp,1‖W 7et (|t|+ YΓ(p))
{
e−
1
2
(T+t) if t ≤ −T
e−(T+t)(1 + t+ T ) if t ≥ −T .
So ∣∣∣∣ 1µN (B)
∫
B
ftemp,1 (pna−T ) dµN (n)
∣∣∣∣≪‖ftemp,1‖W 7{e−T (1 + T )YΓ(p)
+
∫ 0
−T
e−(T+t)(1 + t+ T )et (|t|+ YΓ(p)) dt
+
∫ −T
−∞
e−
1
2
(T+t)et (|t|+ YΓ(p)) dt
}
,
giving ∣∣∣∣ 1µN (B)
∫
B
ftemp,1 (pna−T ) dµN (n)
∣∣∣∣≪ ‖f‖W 7{e−T (1 + T 2)YΓ(p) + e−TT 3}.(51)
Evaluating both sides of (46) at p, and using the bounds (48), (50), and (51) gives∣∣∣∣∣ 1µN (B)
∫
B
f
(
pna−T
)
dµN (n)−
∫
Γ\G
f dµ
∣∣∣∣∣≪‖f‖W 7{(e−TYΓ(p))2−s1+e−T(1 + T 3)YΓ(p)+e−TT 4}.

6.2. The dependency on B′. We now make explicit C(Γ, B′)’s dependency on the set B′
in Theorem 1, which gives our most exact result:
Theorem 1′. Let B′ be a connected compact subset of C such that there exists a piecewise
smooth parametrization γ : S1 → C of ∂B′ with the following properties: i) for all t ∈ S1
where γ′(t) exists, |γ′(t)| = L, the arc length of ∂B′, and ii) there exists c > 0 s.t. ∀t1, t2 ∈ S1,
|γ(t1) − γ(t2)| ≥ c|t1 − t2|. Assume that diam(B′) = R, and let z0 be a point in B′ with
minimal distance to zero. Then the conclusion of Theorem 1 holds with
C(Γ, B′)≪Γ L
2(1 +R2)(1 + |z0|2)(1 + c−1)
m(B′)
.
Proof. Going through the proof of Theorem 1, we find that there are two types of bounds
which implicitly depend on B′. The first of these are bounds of the type: for ϕ ∈Wm(Γ\G),∣∣∣∣ 1µN (B)
∫
B
ϕ(pn) dn
∣∣∣∣≪ ‖ϕ‖WmYΓ(p)α,
where α ∈ (0, 1]. By Lemma 5 c), and either Lemma 11 or Lemma 13, we have
(52)
∣∣∣∣ 1µN (B)
∫
B
ϕ(pn) dn
∣∣∣∣≪Γ (1 + (|z0|+R)2)‖ϕ‖WmYΓ(p)α.
The second type of bound where we previously neglected to explicitly write out the dependency
on B′ are bounds of the form
|Iϕ(X,Y, t)(p)| ≪ ‖ϕ‖Wmet (|t|+ YΓ(p)α) .
From (19), we have
|Iϕ(X,Y, t)(p)| =
∣∣∣∣ etm(B′)
∮
∂B′
(
Y ϕ
)
(pnx+iyat) dx+
(
Xϕ
)
(pnx+iyat) dy
∣∣∣∣
≪Γ e
t‖ϕ‖Wm
m(B′)
∫
∂B′−z0
YΓ
(
pnz0nzat
)α |dz|,
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where m and α are chosen according to either Lemma 11 or Lemma 13. We now apply
Corollary 10, giving
|Iϕ(X,Y, t)(p)| ≪Γ,α e
t‖ϕ‖Wm
m(B′)
· L
2(1 +R2)
c
(|t|+ YΓ(gnz0)α).
Once again, we use Lemma 5 c) to get
(53) |Iϕ(X,Y, t)(p)| ≪Γ,α L
2(1 +R2)(1 + |z0|2)
m(B′) c
‖ϕ‖Wmet (|t|+ YΓ(p)α) .
Combining (52) and (53) gives the stated bound on C(Γ, B′). 
We conclude by proving a generalisation of a result stated (though not proved) on [21, pg.
228] on the equidistribution of translates of rectangular pieces of horospheres. Note that while
[21] requires the horosphere in question to be closed, this assumption is not needed in the
following:
Corollary 14. Let ω1, ω2 be a basis for C over R such that |ω1| = |ω2| = 1. For e−T ≤ δ1 ≤ δ2,∣∣∣∣∣ 1δ1δ2
∫ δ2
0
∫ δ1
0
f
(
pnω1x+ω2ya−T
)
dx dy −
∫
Γ\G
f dµ
∣∣∣∣∣
≪Γ,ω1,ω2 ‖f‖W 7
{
e−TT 4 +Υ2−s1 + (1 + (T + log δ1)
3)Υ
}
,
where Υ = YΓ(p)e−T (1 + δ22)(1 + δ−21 ).
Proof. Letting q = ⌊ δ2δ1 ⌋−1 ≥ 0, decomposing the integral as
∫ δ2
0
∫ δ1
0 =
∑q
j=0
∫ (j+1)δ1
jδ1
∫ δ1
0 +
∫ δ2
qδ1
∫ δ1
0 ,
and defining pj = pnjδ1ω2 gives∣∣∣∣∣ 1δ1δ2
∫ δ2
0
∫ δ1
0
f
(
pnω1x+ω2ya−T
)
dx dy −
∫
Γ\G
f dµ
∣∣∣∣∣
≤ δ1
δ2
q−1∑
j=0
∣∣∣∣∣ 1δ21
∫ δ1
0
∫ δ1
0
f
(
pjnω1x+ω2ya−T
)
dx dy −
∫
Γ\G
f dµ
∣∣∣∣∣
+
δ2 − qδ1
δ2
∣∣∣∣∣ 1δ1(δ2 − qδ1)
∫ δ2−qδ1
0
∫ δ1
0
f
(
pqnω1x+ω2ya−T
)
dx dy −
∫
Γ\G
f dµ
∣∣∣∣∣
=
δ1
δ2
q−1∑
j=0
∣∣∣∣∣
∫ 1
0
∫ 1
0
f
(
pjnδ1(ω1x+ω2y)a−T
)
dx dy −
∫
Γ\G
f dµ
∣∣∣∣∣
+
δ2 − qδ1
δ2
∣∣∣∣∣ 1δ2
δ1
− q
∫ δ2/δ1−q
0
∫ 1
0
f
(
pqnδ1(ω1x+ω2y)a−T
)
dx dy −
∫
Γ\G
f dµ
∣∣∣∣∣.
Note here that pjnδ1(ω1x+ω2y)a−T = p
′
jnω1x+ω2ya−(T+log δ1), where p
′
j := pjalog δ1 . Set CΓ =
max(u,v)∈[1,2]2 C(Γ,Bu,v), where Bu,v is the parallelogram spanned by uω1 and vω2. By The-
orem 1′, CΓ is finite, and the above expression is
≤ CΓ‖f‖W 7
{(
e−T
δ1
)2−s1(
(1−qδ1δ−12 )YΓ(p′q)2−s1+
δ1
δ2
q−1∑
j=0
YΓ(p′j)2−s1
)
+ e−TT 4
+ (1 + (T + log δ1)
3)
(
e−T
δ1
)(
(1−qδ1δ−12 )YΓ(p′q) +
δ1
δ2
q−1∑
j=0
YΓ(p′j)
)}
.
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By Lemma 5 b) and c), YΓ(p′j) ≤ YΓ(p)(1 + j2δ21)max{δ1, δ−11 }, so for α ∈ [0, 1]:(
e−T
δ1
)α(
(1−qδ1δ−12 )YΓ(p′q)α +
δ1
δ2
q−1∑
j=0
YΓ(p′j)α
)
≤
(YΓ(p)e−T (1 + δ22)
δ1min{δ1, δ−11 }
)α
,
which gives the desired result. 
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