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ABSTRACT  The effect of temperature on the behaviour of soils is a crucial problem in geothermal engineering as soils are subjected to the action of temperature variation in many diverse conditions. It is observed in both laboratory experiments and in situ tests that temperature variations can induce interaction between the thermal, hydraulic and mechanical behaviour of soils, which is known as thermo-hydro-mechanical (THM) coupling.  In order to simulate the THM coupling, it is necessary to combine the equations governing heat transfer through the soil mass with the equations governing pore fluid flow through the soil skeleton, and the equations governing the stress-strain behaviour of the soil. Due to the complexities of the governing equations, the finite element (FE) method has been regarded as an appropriate numerical tool to solve THM coupled problems. In this thesis, all of the research has been carried out using the Imperial College Finite Element Program (ICFEP), which has been developed specifically for geotechnical engineering analysis. This thesis develops the governing equations for THM coupled analysis. It then describes the implementation of these equations for fully saturated soils in ICFEP. This theory has been applied to all types of elements in ICFEP, such as solid, beam, bar, joint, membrane and shell elements. Thermal boundary conditions relevant to geotechnical engineering have also been developed and implemented into ICFEP. A series of validation tests on the new facilities has been performed, and the results have been compared to those obtained using analytical and finite difference methods.  To avoid numerical oscillations, the time-step constraints in coupled transient FE analyses, as well as an adequate mesh discretisation in highly convective coupled analysis, have been investigated. The findings from the analytical and numerical studies have been applied to a simulation of an open-loop ground source energy system, and the results show an excellent agreement with the available approximate solution. 
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][ θE  Matrix containing derivatives of the temperature interpolation functions 
][ θE  Matrix containing derivatives of the temperature interpolation functions for the 3D shell element 
E∆  Incremental total potential energy 
E  Young’s modulus 
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e  Void ratio of the soil 
0e  Initial void ratio of the soil 
}{ GF∆  Right-hand side vector for static hydraulic formulation 
}{ GF∆  Right-hand side vector for dynamic hydraulic formulation 
kt
F}{∆  Vector representing out-of-balance fluid flow from the previous increment for the CH method 
}{ F∆  Vector of body forces 
F∆  Incremental meridional force of the beam element 
Ψ∆F  Incremental circumferential force of the beam element 
1F∆ , 2F∆  In plane incremental axial forces in the directions of maximum and minimum curvature of the 3D shell element respectively 
0F  Fourier number 
][ GG  Global matrix related to the inertia in the pore fluid in the hydraulic formulation 
G  Shear modulus 
g Gravity acceleration  
}{ GH∆  Right-hand side vector for static thermal formulation 
}{ GH∆  Right-hand side vector for dynamic thermal formulation 
kt
H}{∆  Vector representing out-of-balance heat transfer from the previous increment for the CH method 
H  Elastic modulus of the soil structure with respect to suction 
h  Element length for 1D problems 
1h , 2h  Element length for 2D problems 
fh  Hydraulic head 
lfh ,  Hydraulic head of the beam element 
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sfh ,  Hydraulic head of the 3D shell element 
θh  Convective heat transfer coefficient for the natural heat loss boundary condition 
][I  Identity matrix 
}{ Gi  Unit vector parallel, but in the opposite direction, to gravity 
I  The moment of inertia 
I∆  Incremental inertia energy 
i  Hydraulic gradient 
J  Jacobian Determinant 
][ GK  Global stiffness matrix 
fK  Bulk modulus of pore fluid 
sK  Elastic shear stiffness of the 3D interface element 
nK  Elastic normal stiffness of the 3D interface element 
][ wk  Permeability matrix 
][ ,swk  Permeability matrix of the 3D shell element 
][k  Intrinsic permeability matrix 
][ θwk  Thermal fluid diffusivity matrix 
][ ,swk θ  Thermal fluid diffusivity matrix of the 3D shell element 
][ θk  Thermal conductivity matrix 
bk  A shear correction factor for the beam element 
lwk ,  Permeability of the beam element 
lwk ,θ  Thermal fluid diffusivity of the beam element 
θk  Thermal conductivity of soils 
xk ,θ , yk ,θ  Components of thermal conductivity of soils for 2D problems 
pk ,θ  Thermal conductivity of soil particles 
fk ,θ  Thermal conductivity of the pore fluid 
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lk ,θ  Thermal conductivity of the beam element 
][ GL  Global off diagonal matrix representing HM coupling for fully saturated soils 
][ dL  Global off diagonal matrix representing HM coupling in the hydraulic formulation for partially saturated soils 
1L , 2L  Dimension of the 2D mesh 
L∆  Incremental work done by applied loads 
thicknessL  Thickness of the acquifer 
L  Distance between the abstraction and injection wells 
l  Distance along the beam 
][ dGM  Global mass matrix 
][ θGM  Global off diagonal matrix representing TM coupling in the mechanical formulation 
][ NM  Global mass matrix representing effect of suction 
M∆  Incremental bending moment of the beam element 
Ψ∆M  Incremental circumferential bending moment of the beam element 
1M∆ , 2M∆  Incremental moments around the directions of maximum and minimum curvature of the 3D shell element respectively 
12M∆  Incremental torsional moment of the 3D shell element 
cM  Constrained modulus 
][N  Matrix of displacement interpolation functions 
][ pN  Matrix of pore fluid pressure interpolation functions 
][ θN  Matrix of temperature interpolation functions   
][ pN ′  Matrix containing derivatives of the pore fluid pressure interpolation functions for the beam element 
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][ θN ′  Matrix containing derivatives of the temperature interpolation functions for the beam element 
][ Gn  Global gravity matrix for pore fluid flow 
][ θGn  Global gravity matrix for heat transfer  
n  Soil porosity 
1n , 2n  Element number for 2D problems 
}{ fp∆  Vector of incremental pore fluid pressure 
Pe  Péclet number 
0fp  Reference pore pressure(Gens, 2010) 
∗
nfp ,  Average pore fluid pressure of the element 
}{ ,ExchangeQθ  Vector of equivalent nodal heat flux prescribed by the exchange heat flux boundary condition 
wQ  Pore fluid source and/or sink 
θQ  Heat source and/or sink 
θQ  Heat flux per unit volume 
dq  Heat flux due to conduction 
cq  Heat flux due to convection 
ccq  Heat flux due to conduction-convection 
}{ GR∆  Right-hand side vector for static mechanical formulation 
}{ GR∆  Right-hand side vector for dynamic mechanical formulation 
)}({ ktR  Vector representing residual values from the previous increment for the CH method 
R  Gradient of the SWRC  
][ GS  Global matrix related to pore fluid compressibility 
S , T  Parent element coordinates of the 3D shell element 
rS  Degree of saturation 
S∆  Incremental shear force of the beam element 
1S∆ , 2S∆  Incremental shear forces acting on planes 
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perpendicular to the directions of maximum and minimum curvature of the 3D shell element respectively 
12S∆  In plane incremental shear force of the 3D shell element 
s
s
,1α , ss ,2α  Arc lengths of the 3D shell in the directions of maximum and minimum curvature respectively 
s  Natural ordinate of the beam element 
}{ T∆  Vector of surface tractions 
t  Current time 
1t  The initial instant in a time interval for the time marching scheme 
kt  The initial time of the time interval of the current increment for the CH method 
crt∆  Critical time-step 
shellt  Shell thickness 
}{ fU∆  Vector of incremental pore fluid force 
DRV ,θ∆  Volume of water drained from the sample due to temperature change 
θ,fV∆  Volume change of the pore fluid due to thermal expansion/contraction 
θ,pV∆  Volume change of soil particles due to thermal expansion/contraction 
θ,sV∆  Volume change of the soil skeleton due to temperature change 
σ,fV∆  Volume change of the pore fluid due to stress change 
σ,pV∆  Volume change of soil particles due to stress change 
σ,sV∆  Volume change of the soil skeleton due to stress change 
θν ,V∆  Volume change of voids due to the temperature change 
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0vV  Initial volume of the voids 
0sV  Initial volume of the soil skeleton 
dV  Volume of the soil 
sdV  Volume of soil particles 
0sdV  Initial volume of soil particles 
}{ wv  Vector of superficial pore fluid velocity 
bwv }{  Current velocity of the pore fluid flowing through the boundary 
xv , yv , and zv  Components of the superficial velocity of the pore fluid in the coordinate directions 
lwv ,  Velocity of the fluid flowing along a beam element 
sw
v
,1,α , swv ,2,α  Velocities of fluid flow in the directions of maximum and minimum curvature of the 3D shell element respectively 
W∆  Incremental strain energy 
][ GX  Global diagonal matrix representing TM coupling in the thermal formulation 
][ GY  Global off diagonal matrix representing TM coupling in the thermal formulation 
][ GΖ  Global off diagonal matrix representing TH coupling in the hydraulic formulation  
α  Approximating parameter for Newmark method 
1α  Time marching parameter for heat transfer in THM coupled analysis 
2α  Time marching parameter for pore fluid flow in THM coupled analysis 
tα  Factor of critical time-step size in 2D problems 
θα  Linear thermal expansion coefficient of the soil part of the porous medium 
f,θα  Linear thermal expansion coefficient of the pore fluid 
mα , fα  Integration parameters for the CH method 
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d,θα  Thermal diffusivity of the material 
xd ,,θα , yd ,,θα  Components of thermal diffusivity of the material for 2D problems 
beamα  Angle for transformation of coordinates of the beam element 
s,1α , s,2α  Directions of maximum and minimum curvature of the 3D shell element respectively 
β  Time marching parameter for HM coupled analysis and heat conduction-convection analysis  
1β  Time marching parameters for pore fluid flow in THM coupled analysis 
2β  Time marching parameters for heat transfer in THM coupled analysis 
fβ  Pore fluid compressibility (Gens, 2010) 
fγ  Specific weight of pore water 
γ∆  Incremental shear strain of the beam element 
12γ∆  In plane incremental shear strain of the 3D shell element 
n1γ∆ , n2γ∆  Incremental shear strains in the planes perpendicular to the directions of maximum and minimum curvature of the 3D shell element respectively 
1t
γ∆ , 
2t
γ∆  Incremental tangential strains in the directions of maximum and minimum curvature of the 3D interface element respectively 
][ GG  Global heat transfer matrix 
}{δ  Vector of nodal displacements 
δ  Approximating parameter for Newmark method 
}{ ε∆  Vector of incremental total strain 
}{ σε∆  Vector of incremental mechanical strain  
}{ θε∆  Vector of incremental thermal strain 
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1ε∆ , 2ε∆  In plane incremental axial strains of the 3D shell element in the directions of maximum and minimum curvature respectively 
θε1∆ , θε 2∆  In plane incremental thermal axial strains in the directions of maximum and minimum curvature of the 3D shell element respectively 
lε∆  Incremental axial strain of the beam element 
nε∆  Incremental normal strain of the 3D interface element 
vε∆  Incremental volumetric strain of the soil skeleton 
θεv∆  Incremental thermal volumetric strain of the soil skeleton 
fv ,θε∆  Incremental thermal volumetric strain of the pore fluid 
θε∆  Incremental thermal strain of the soil 
p,θε∆  Incremental thermal strain of soil particles 
s,θε∆  Incremental thermal strain of the soil skeleton 
f,θε∆  Incremental thermal strain of the pore fluid 
Ψ∆ε  Incremental circumferential membrane strain of the beam element for axi-symmetric analysis 
θε l  Thermal axial strain of the beam element  
θεΨ  Thermal circumferential membrane strain of the beam element 
θε n  Thermal strain of the 3D interface element 
}{ θ∆  Vector of incremental temperature 
θ  Overall temperature of the soil  
sθ  Temperature of the soil particles 
fθ  Temperature of the pore fluid 
rθ  Reference temperature 
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0θ  Corresponding temperature to the reference pore fluid density (Gens, 2010) 
∞θ  Temperature of the surrounding fluid for the natural heat loss boundary condition 
bθ  Prescribed boundary temperature 
1κ∆ , 2κ∆  Incremental bending strains around the directions of maximum and minimum curvature of the 3D shell element respectively 
12κ∆  Incremental twisting strain of the 3D shell element 
iλ  Eigenvalues of the element matrix 
wµ  Viscosity of the pore fluid 
v  Poisson ratio 
ρ  Density of the soil 
sρ  Density of soil particles 
aρ  Density of the pore air 
dρ  Mass per unit volume in the dynamic analysis 
wρ  Density of the pore fluid 
0wρ  Reference pore fluid density (Gens, 2010) 
}{ σ∆  Vector of incremental total stress 
}{ fσ∆  Vector of incremental pore fluid pressure 
}{ σ ′∆  Vector of incremental effective stress 
nσ∆  Incremental normal stress of the 3D interface element 
1t
t∆ , 
2t
t∆  Incremental shear stresses in the directions of maximum and minimum curvature of the 3D interface element respectively 
Ω  Parameter governing the volume of water that flows for a given change in the volume of voids 
Ψ∆χ  Incremental circumferential bending strain of the beam element for axi-symmetric analysis 
ω  Parameter in the expression for the degree of 29 
 
  
 
 
 
 
 
 
  
saturation dependent soil compressibility with suction  
ς  Parameter for thermal fluid diffusivity (Philip and de Vries, 1957) 
][ GΦ  Global seepage matrix 
θΦ  Heat content of the soil per unit volume 
][ GΞ  Global matrix related to the inertia in the pore fluid in the thermal formulation   
][ Gψ  Global matrix related to pore fluid flow induced by temperature gradients 
][ GΩ  Global off diagonal matrix representing TH coupling in the thermal formulation 
⋅∇  Symbol of divergence 
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CHAPTER 1 INTRODUCTION 
1.1 General Temperature effects have been shown to be significant in many geotechnical engineering problems, such as landfills, pipelines, pavements, buried power cables, ground energy storages, and the storage and high-level radioactive waste repositories. Indeed, any analysis of the interaction between the ground and the atmosphere must take into account temperature effects and energy exchange (Blight, 1997). When a thermal load is applied to the soil surrounding a structure, a pore water pressure rise will generally result from the increase in temperature due to the fact that the thermal expansion coefficients of the pore water and soil particles are different. The increase in pore water pressure may be significant and may even result in thermal failure of soils (Gens, 2010). Therefore, careful attention should be paid to geotechnical problems involving thermal issues. To investigate the thermal behaviour of soils, a number of laboratory experiments and in situ tests have been carried out. It is observed that temperature changes can induce heat transfer in soils and, subsequently, result in the interaction between the thermal, 
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hydraulic and mechanical behaviour of soils, which is generally known as the thermo-hydro-mechanical (THM) coupling. To adequately account for this THM coupling, it is necessary to combine the equations governing heat transfer in a soil with the equations governing pore fluid flow through the soil skeleton, and the equations governing the stress-strain behaviour of the soil. Due to the complexities of the coupled equations and boundary conditions, the finite element (FE) method has been considered as an appropriate tool to solve the coupled problems associated with thermal issues.  The Imperial College Finite Element Program (ICFEP) is a finite element computer program developed specifically for geotechnical engineering analysis. With powerful capabilities for solving boundary value problems this software is capable of performing analyses of hydro-mechanical (HM) coupled problems (Potts & Zdravković, 1999). However, prior to the research described in this thesis, there was no thermal option within the existing ICFEP capabilities and thus the THM coupled behaviour of soils could not be modelled. 
1.2 Scope and limitations The first aim of the research presented in this thesis was to develop, implement, and validate in ICFEP the thermo-hydro-mechanical (THM) coupling, as well as the necessary thermal boundary conditions, for soils. The proposed THM coupled theory was applied to all types of elements, including solid elements (to discretise the soil), as well as beam, bar, shell, membrane and interface elements (to discretise various structural components and interfaces in a geotechnical problem). The implemented THM coupled finite element formulation was validated by analysing problems which can be solved analytically or by using other numerical methods, such as the finite difference method. The second aim of the research was to apply the THM coupled facilities to the FE analysis of a coupled boundary value problem where thermal issues are involved, namely an open-loop ground source energy system. To enable accurate numerical results and avoid numerical oscillations, the time-step constraints in FE coupled transient analysis, as well as the mesh discretisation in highly convective coupled analysis, were also investigated. Limitations of the work presented in this thesis can be summarised as follows: 
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(1) The temperature range considered in this thesis is between 0 and 100 0C. Therefore, any phase change of the pore fluid is not taken into account by the THM coupled formulation presented. (2) The THM coupled theory is mainly developed for fully saturated soils and therefore the influence of partial saturation is not described in this thesis. (3) The temperature of the soil particles is assumed to be equal to that of the pore fluid. Therefore, the process of temperature equilibration between soil particles and the pore fluid cannot be simulated.  (4) A constant thermal expansion coefficient has been adopted by the analyses presented in this thesis. Therefore, only the reversible volumetric change due to temperature variation has been taken into account. (5) Material properties, such as the soil permeability, the soil conductivity and the density of the pore fluid, are shown by the experimental results to be temperature dependent. It is possible to model this behaviour with the current version of ICFEP. However, this option has not been used in the analyses presented in this thesis and therefore constant values of these material properties are employed. It should be noted that the sign convention employed in this thesis agrees with the one used in ICFEP, where tension is positive. 
1.3 Thesis layout Chapter 2 of the thesis reviews the existing capabilities in ICFEP which are relevant to numerical analysis of hydro-mechanical (HM) coupled problems. This includes the development, implementation, validation and application of HM coupling for both fully saturated and partially saturated soils as well as for both static and dynamic conditions. Then the existing theories for modelling the THM coupled behaviour of soils are summarised with particular emphasis on the behaviour which cannot be accounted for by the existing coupled facilities in ICFEP. Lastly, the existing approaches for development, implementation and validation of THM coupling for fully saturated soils in FE analysis are presented and compared. Chapter 3 details the theory adopted in the development of THM coupled equations for soils and presents both the static and dynamic THM coupled FE formulation for all types of elements in ICFEP. The development and implementation of a series of thermal boundary conditions is also presented in this chapter. 
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In Chapter 4 the THM coupled FE formulation that was developed and implemented into the existing ICFEP framework is verified through a variety of validation exercises. This involves comparing ICFEP results with solutions obtained by using either analytical approaches or the finite difference method for a range of problems.  Chapter 5 investigates the numerical ‘shock’ problems, where numerical solutions may exhibit spatial oscillations because a time-step size below the critical one is used. The time-step constraints in the FE analysis of transient coupled problems using the time marching scheme implemented in ICFEP are studied. A detailed process for obtaining the minimum size of the time-step required for the FE analysis of 1D heat-conduction, consolidation and heat conduction-convection, as well as 2D heat-conduction, is presented. Recommendations on reducing the magnitude of the oscillations are also given in this chapter. Chapter 6 studies the behaviour of highly convective geotechnical problems. The numerical facilities implemented in ICFEP for coupled thermo-hydraulic FE analysis are firstly summarised in this chapter. An eigenvalue analysis is then carried out to investigate the stability of the time marching scheme adopted in ICFEP for solving the equation of convective heat transfer. Subsequently, studies on the numerical oscillations caused by adopting a too high Péclet number in the simulation of highly convective heat transfer are presented. The findings of these studies are applied to simulate an open-loop ground source energy system, with the obtained time for thermal breakthrough being compared to available approximate solutions. Lastly, the effect of a natural hydraulic gradient and well separation distance on the occurrence of thermal breakthrough for an open-loop ground source energy system is investigated. Chapter 7 summarises the main results and conclusions of the work presented in this thesis and provides suggestions for future research.    
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CHAPTER 2 EXISTING THEORY FOR NUMERICAL ANALYSIS 
OF COUPLED PROBLEMS IN GEOTECHNICAL ENGINEERING  
2.1 Introduction The definition of coupled problems in the context of numerical analysis in engineering was first described and clarified by Zienkiewicz (1984). In a coupled problem, “frequently two or more physical systems interact with each other, with the independent 
solution of any one system being impossible without simultaneous solution of the others”. These physical systems are generally defined as coupled systems, while the interaction between each system is referred to as the coupling. To solve the coupled problems, it is necessary to first develop the coupled equations based on the governing law of each physical system. These governing formulations should be able to adequately describe the physical phenomena, including the coupling, of the associated coupled systems (Zienkiewicz et al., 2005). Subsequently advanced numerical techniques, such as the finite element (FE) method, are required to obtain the solutions of these coupled formulations. In the field of geotechnical engineering, coupled problems commonly occur because soil is considered as a two-phase (if it is fully saturated) or three-phase (if it is unsaturated) porous material and can be subjected to diverse environmental conditions (e.g. high or 
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low temperature, wet or dry) (Gens, 2010). Therefore, multiple physical systems may exist in a geotechnical problem, including the mechanical system accounting for stress-strain behaviour, the hydraulic system accounting for pore fluid flow, the thermal system accounting for ground heat transfer, the chemical system accounting for multi-component chemical transport, etc. (Seetharam et al., 2007). To simulate a coupled problem in geotechnical engineering, the most extensively used numerical tool is the finite element method, which has been shown capable of solving the related coupled formulations and boundary conditions to account for real soil behaviour (Zienkiewicz et al., 2005). The Imperial College Finite Element Program (ICFEP) is a finite element computer program developed specifically for geotechnical engineering analysis (Potts & 
Zdravković, 1999). In this chapter, the existing ICFEP capabilities for solving coupled problems will be firstly presented. These include the development and implementation of: (1) the hydro-mechanical (HM) coupled formulation and boundary conditions for fully saturated soils (Potts & Zdravković, 1999); (2) the dynamic HM coupled formulation (Hardy, 2003), as well as the associated time integration method and advanced boundary conditions (Kontoe, 2006); (3) the HM coupled algorithm and advanced hydraulic boundary conditions for partially saturated soils (Smith, 2003; Nyambayo, 2003), as well as the soil-water retention curve (SWRC) for modelling of the coupling between the hydraulic and the volumetric components of unsaturated soil behaviour (Melgarejo, 2004; Tsiampousi, 2011). These coupled numerical facilities in ICFEP have been used in the past decade for simulation of a wide range of boundary value problems, including dams (Pelecanos, 2013; Han, 2014), slopes (Pirone, 2009; Tsiampousi, 2011), shafts (Pedro, 2013), and tunnels (Avgerinos, 2014), etc. However, the existing coupled theory in ICFEP has been restricted to simulate HM coupled problems. To model the thermal behaviour of soils, it is necessary to upgrade ICFEP to be capable of simulating thermo-hydro-mechanical (THM) coupled problems, in which thermal, hydraulic and mechanical systems exist and interact with each other. Therefore, the second part of this chapter reviews the recent advances in the development of THM coupled FE theory, with particular emphasis given to the development of THM coupled FE governing equations for fully saturated soils (Aboustit et al., 1982; Noorishad et al., 1984; Geraminegad & Saxena, 1986; Gatmiri & Delage, 
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1997; Bai & Abousleiman, 1997; Zimmerman, 2000; Collin et al., 2002; Gens et al., 2007; Francois et al., 2009). Moreover, the validation exercises, including the applications to boundary value problems for fully saturated soils, carried out with FE programs for geotechnical engineering, such as CODE_BRIGHT (Olivella et al., 1994), are summarised. 
2.2 Existing ICFEP capabilities for coupled problems The finite element approach for coupled problems always requires more than one type of degree of freedom at an element node, with each type of degree of freedom representing the key physical variable in the corresponding coupled system. In the existing version of ICFEP, there are displacement and pore fluid pressure degrees of freedom at element nodes and, therefore, the hydro-mechanical (HM) coupled behaviour of soils in a consolidation problem can be modelled with ICFEP. To account for this behaviour, the equations governing the flow of pore fluid through the soil skeleton are combined with the equations governing the deformation of soils due to loading. This section briefly describes the HM coupled theory adopted in ICFEP and presents the existing work on the development, implementation, validation and application of the HM coupling with ICFEP. 
2.2.1 HM coupled consolidation for fully saturated soils In a finite element program, if only the mechanical behaviour of soils is taken into account in the analysis, the finite element formulation adopted in the simulation can be developed based on the stress strain relationship which can be written as: 
}]{[}{ εσ ∆=∆ D                                                             (2.1) where }{ σ∆  and }{ ε∆ are the incremental total stress and strain vectors, and ][D  is the constitutive matrix. With the finite element formulation derived from Equation (2.1), only the extreme soil conditions, i.e. fully drained or undrained conditions, can be dealt with. If soil behaviour is somewhere between these two extremes, it is necessary to introduce an additional hydraulic system as well as the corresponding hydraulic governing equations and boundary conditions to account for the time dependency of the changes in pore fluid pressure and seepage flow. Also, the coupling between the mechanical and hydraulic systems is required to be taken into account. 
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For fully saturated soils, the characteristics of a HM coupled problem are demonstrated in Figure 2.1, with the coupling terms being: the stress change induced by the pore fluid pressure change, which represents the influence of the hydraulic system on the mechanical system, and the pore fluid pressure change due to the mechanical volumetric change, which represents the effect of stress-strain behaviour on pore fluid flow. 
 
Figure 2.1 Hydro-mechanical coupling To formulate the equations governing force equilibrium for fully saturated soils in a HM coupled analysis, the principle of effective stress is adopted in ICFEP (Potts & 
Zdravković, 1999). Therefore, Equation (2.1) becomes: 
}{}]{[}{ fD σεσ ∆+∆′=∆                                                     (2.2) 
where ][D′  is the effective constitutive matrix, }0,0,0,,,{}{ fffTf ppp ∆∆∆=∆σ  and 
fp∆  is the change in pore fluid pressure. Adopting the principle of minimum potential energy and minimising the potential energy with respect to the incremental nodal displacements gives the finite element equations associated with equilibrium: 
}{}]{[}]{[ GnGfGnGG RpLdK ∆=∆+∆                                          (2.3) 
where nGd}{∆  and nGfp }{∆  are the vectors of all incremental nodal displacements and incremental nodal pore pressures respectively, and details of ][ GK , ][ GL  and }{ GR∆  can be found in the next chapter.  The governing equations for pore fluid flow through the soil skeleton can be established by combining the continuity equation with Darcy’s law. Under static isothermal conditions, the continuity equation for a soil saturated with an incompressible pore fluid can be expressed as (Potts & Zdravković, 1999): 
Hydraulic Mechanical Stress change due to pore pressure change Pore pressure change due to mechanical volumetric change 
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where xv , yv , and zv  are the components of the superficial velocity of the pore fluid in the coordinate directions, wQ  represents any pore fluid sources and/or sinks, vε  is the volumetric strain of the soil skeleton, and t  is time. Applying the principle of virtual work to Equation (2.4) and substituting for the velocity using Darcy’s law gives the finite element equations governing pore fluid flow as: 
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where details of the matrices ][ GΦ  and ][ Gn  can be found in the next chapter.  Equations (2.3) and (2.5), which are formulated in terms of incremental nodal displacements and incremental nodal pore fluid pressures, provide the finite element equations for HM coupled problems. It is noted that the solutions of these two equations can only be obtained if they are solved simultaneously. To account for the time dependent behaviour, the time marching scheme which is generally known as the θ-method (Wood, 1990) is adopted and implemented into ICFEP, leading to the following HM coupled formulation in the incremental matrix form as: 
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where β  is the time marching parameter. As the flow of water within the soil skeleton is considered, hydraulic boundary conditions, including prescribed pore fluid pressure, hydraulic sources and sinks, infiltration, precipitation, evaporation and vegetation, were also developed and implemented into ICFEP.  
To verify the above HM coupled formulation as well as the corresponding hydraulic boundary conditions, a series of validation exercises with fully saturated soils were carried out with ICFEP. One of these exercises involved the consolidation problem of a porous elastic half-space subjected to a load under conditions of plane strain. ICFEP results were compared to the closed form solution for this problem, showing a very good agreement (Potts & Zdravković, 1999).  
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The HM coupled facilities in ICFEP were first used by Kovacevic (1994) in the analysis of boundary value problems, where a typical railway cutting and a road embankment were simulated. Since then, the HM coupled capabilities of ICFEP have been extensively used in the simulation of various geotechnical boundary value problems, such as tunnels (Addenbrooke, 1996; Avgerinos, 2014), retaining walls (Bourne-Webb, 2004), embankments (Nyambayo, 2003), footings (Bodas Freitas, 2008), pile walls (Abela, 2009), shafts (Pedro, 2013), and earth dams (Pelecanos, 2013). Consistently excellent performance of ICFEP’s HM coupled facilities has been verified by the results of these analyses. 
2.2.2 Dynamic HM Coupled consolidation The dynamic HM coupled theory in ICFEP was first developed and implemented by Hardy (2003). Compared with the static theory presented above, two additional terms, accounting for the inertial and damping forces respectively, are introduced to formulate the finite element equilibrium equations. Therefore, Equation (2.3) is modified to: 
}{}]{[}]{[}]{[}]{[ GnGfGnGGnGGnG
d
G RpLdKdCdM ∆=∆+∆+∆+∆           (2.7) 
where nGd}{ ∆  and nGd}{ ∆  are the vectors of all incremental nodal accelerations and incremental nodal velocities of the soil skeleton respectively, and ][ dGM  and ][ GC  are the global mass matrix accounting for the inertial forces and the global damping matrix accounting for the damping forces, respectively. Details of ][ dGM  and ][ GC  can be found in the next chapter.  The governing equations for pore fluid flow in a dynamic analysis were also established by combining the continuity equation with Darcy’s law. In static problems, it is reasonable to assume that the pore fluid is incompressible because the compressibility of the pore fluid is much larger than that of the soil skeleton. However, under dynamic conditions, the influence of the compressibility of the pore fluid could be significant (Hardy, 2003). To account for this behaviour, an additional term is introduced into the continuity equation and Equation (2.4) becomes:  
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where n  is porosity, fK  is the bulk modulus of the pore fluid, and 
t
p
K
n f
f ∂
∂  is the 
additional term representing the volume of pore fluid stored due to its compressibility. Compared with static conditions, another modification was made to Darcy’s law by adding an extra term to account for the influence of the inertia of the solid phase on dynamic pore fluid flow. With all the necessary changes made to the governing equations to consider dynamic seepage and consolidation behaviour, the finite element formulation is derived following a similar procedure to that for static problems, leading to: 
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where the matrix ][ GG  represents the effect of the inertia of the solid phase, while ][ GS  is related to the compressibility of the pore fluid. Details of the matrices ][ GG  and ][ GS  can be found in the next chapter.  Equations (2.7) and (2.9) provide the finite element equations for dynamic HM coupled problems. It should be noted that the effect of the acceleration of the pore fluid relative to the soil skeleton was not taken into account in either of the coupled equations. Consequently, a ‘u-p’ formulation according to Zienkiewicz et al. (1999) has been adopted in ICFEP. Zienkiewicz and Shiomi (1984) stated that the ‘u-p’ formulation is a reasonable approximation in the frequency range of earthquake engineering problems or for frequencies lower than this range.  To account for the time dependent behaviour in the dynamic HM coupled problems, Hardy (2003) used the same time marching scheme as that adopted for static consolidation problems and adopted the modified Newmark method to express the accelerations and velocities. To improve the efficiency and the accuracy of the dynamic analyses in ICFEP, Kontoe (2006) extended the generalised-α method (or CH method), which was proposed to solve problems in the field of structural dynamics, to deal with dynamic HM coupled problems for fully saturated soils. Applying the CH methods to both Equations (2.7) and (2.9) leads to the dynamic HM coupled finite element formulation  which can be written in the incremental matrix form as: 
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where α  is the approximating parameter used in the Taylor series expansion of the Newmark method, mα and fα are integration parameters used in the CH method, and details of the right-hand side terms of Equation (2.10) can be found in the next chapter.  The dynamic HM coupled formulation in ICFEP was first verified by Hardy (2003), who used the validation exercises given by Zienkiewicz et al. (1980). The steady state response of a soil column to cyclic loading was analysed and ICFEP results were compared to the closed form solutions. Kontoe (2006) employed the same benchmark problem to validate the implementation of the CH method for dynamic HM coupled analyses. It is noted that the ‘u-p’ formulation was used in all the cases and ICFEP results agreed very well with the closed form solutions. Han (2014) analytically derived the stability condition of the CH method in solving the dynamic HM coupled formulation. Subsequently, the dynamic HM coupled facilities in ICFEP were employed in the simulation of the seismic response of the YELE dam and reasonable predictions were provided by the analyses.  
2.2.3 HM coupled consolidation for partially saturated soils To model the behaviour of coupled consolidation for partially saturated soils with ICFEP, Smith (2003) summarised the existing theory from the literature and subsequently modified the finite element formulation following a similar approach to that presented by Wong et al. (1998). The HM coupled formulation for partially statured soils in ICFEP is written in the incremental matrix form as: 
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where the term Ω  governs the volume of water that flows for a given change in the volume of voids, which can be evaluated to be 1.0 when the soil is fully saturated and to be 0.0 when the water phase becomes discontinuous, and the term ω  can be expressed as: 
42 
 
HR
Ω
−=
31ω                                                               (2.12) 
where R  is a modulus relating the change in volumetric water content to the change in the matric suction and depends on the gradient of the soil-water retention curve (SWRC), and H  is the elastic modulus of the soil structure with respect to suction. The additional matrices in Equation (2.11) are defined as: 
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where ][D′  is the effective stress constitutive matrix, ][B  is a matrix which contains only derivatives of the shape functions, and ][N  and ][ pN  are the matrix of displacement and pore fluid pressure interpolation functions respectively.  The SWRC, which generally defines the relationship between the degree of saturation or the volumetric water content and the applied suction, is a key aspect in determining the matrices shown above. The first SWRC model available in ICFEP was implemented by Melgarejo (2004) and is formulated based on the Van Genuchten expression. However, the associated retention curve is unique for any given soil, which implies that it ignores the effect of changes in void ratio and the hydraulic hysteresis exhibited upon cycles of drying and wetting. To adequately simulate partially saturated behaviour, Tsiampousi (2011) developed and implemented into ICFEP three SWRC models, which account for (a) the effect of void ratio, (b) the hydraulic hysteresis, and (c) the combined effect of the two. Subsequently, the elastic soil compressibility due to changes in suction was coupled with the SWRC by Tsiampousi (2011) to model the suction induced irreversible volumetric strains.  Compared to the hydraulic boundary conditions for fully saturated soils, a vegetation boundary condition was developed and implemented into ICFEP by Nyambayo (2003) to simulate the water loss due to transpiration in a HM coupled analysis for partially 
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saturated soils. The vegetation boundary condition in ICFEP involves a non-linear root water uptake model (RWUM), which calculates the extraction of water due to vegetation based on the prescribed potential transpiration rate, the depth below the ground surface and the suction levels.  To verify the HM coupled formulation in ICFEP, Smith (2003) simulated the case presented in Wong et al. (1998) and compared both results. Nyambayo (2003) carried out a series of parametric studies using the RWUM as part of the validation exercises. Then the vegetation boundary condition was verified by predicting the vertical ground movements and pore water pressures for the Building Research Establishment test at Chattenden. Tsiampousi (2011) simulated laboratory tests using the newly developed SWRC models, and compared the results to analytical solutions for validation purposes. Up to date, the boundary value problems which have been simulated employing the HM coupled facilities for partially saturated soils in ICFEP involve a natural slope in Italy (Pirone, 2009), and a highly overconsolidated unsaturated slope and an unsaturated slope under seasonal changes of suction (Tsiampousi, 2011). Excellent ICFEP performance has been shown by the results of both analyses. 
2.3 Recent advances in the THM coupled finite element analysis for 
fully saturated soils This section first presents the existing theory behind the THM coupled FE formulation for fully saturated soils. Since ICFEP is already capable of simulating HM coupled problems, particular emphasis is given to the modelling of soil behaviour which cannot be accounted for by the existing coupled facilities in ICFEP. Also, to ensure the THM coupled formulation is accurately implemented and adequately verified in ICFEP, the validation procedures, including the applications to boundary value problems, employed by the FE programs for geotechnical engineering are reviewed and summarised. 
2.3.1 THM coupled theory for fully saturated soils A THM coupled analysis of fully saturated soils generally involves modelling of three coupled systems, i.e. the mechanical, hydraulic and thermal systems (Bai & Abousleiman, 1997). Compared with the governing equations required for a HM coupled analysis which is detailed in the previous section, the thermal effects on the mechanical and 
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hydraulic systems as well as the heat transfer through a fully saturated porous media should be taken into account by the THM coupled formulation.  
2.3.1.1 Thermal effects on the mechanical behaviour of soils The effect of temperature change on the mechanical behaviour of the analysed material is generally characterised by a thermally induced volumetric change. This volumetric change in response to a change in temperature is defined as thermal expansion/contraction, and is found to be reversible for a single phase material, e.g. steel and water. However, in the case of a multi-phase material, such as a soil, results of various heating tests (Campanella & Mitchell, 1968; Hueckel & Baldi, 1990; Towhata et al., 1993; Tanaka et al., 1997; Sultan et al., 2002; Cekerevac & Laloui, 2004; Abuel-Naga et al., 2007) have shown that both reversible and irreversible thermal volumetric changes exist. A distinction between these two types of thermal volumetric changes for a fully saturated soil is made by Campanella & Mitchell (1968), who stated that the reversible thermal volumetric change is induced by the thermal expansion/contraction of the soil components, while the irreversible change may result from a temperature induced reorientation or relative movement of soil grains.  To quantitatively reproduce the thermal volumetric changes of fully saturated soils in a non-isothermal test, a series of constitutive models have been developed based on the experimental results (Hueckel & Borsetto, 1990; Hueckel & Baldi, 1990; Cui et al., 2000; Graham et al., 2001; Laloui & Cekerevac, 2003; Abuel-Naga et al., 2009; Laloui & Francois, 2009; Yao & Zhou, 2013), where the reversible volumetric change due to thermal expansion/contraction was treated as the elastic thermo-mechanical response, while the irreversible processes, such as thermal restructure/rearrangement or thermal collapse, was assumed to occur in the elasto-plastic region of the material response.   In most of the constitutive models, a thermal expansion coefficient is adopted to model the reversible volumetric change of porous media due to thermal expansion/contraction, resulting in a linear relationship between the thermal stain and the temperature change. Campanella & Mitchell (1968) suggested that if the soil grains are in mineral to mineral contact and the temperature is changed, the whole soil mass will undergo the same volumetric strain as the individual solid grains. Khalili et al. (2010) obtained the same conclusion after a theoretical explanation that the volumetric thermal expansion 
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coefficient of the entire porous media is controlled solely by, and is equal to, the coefficient of thermal expansion of the solid constituent.  The irreversible thermal volumetric strains are generally modelled employing the elasto-plastic theory. Since the pioneering work of Hueckel and Baldi (1990), most of the recently proposed models have been established within the framework of the modified Cam-clay model (Roscoe & Burland, 1968). These models have adopted the assumption that the size of the yield surface reduces with increasing temperature, which has been independently confirmed by laboratory experiments (e.g. Cekerevac & Laloui, 2004; Marques et al., 2004). To account for this, a thermal yield surface has been proposed, which is similar to the LC (loading-collapse) yield surface adopted by the Barcelona Basic Model for unsaturated soils (Alonso et al., 1990). To improve the prediction of the effects of overconsolidation ratio (OCR) on the volume changes, a second volumetric plastic mechanism was adopted by Cui et al. (2000) and Abuel-Naga et al. (2007). 
2.3.1.2 Thermal effects on the pore fluid flow Thermal effects on pore fluid flow through a soil skeleton may include three aspects: (1) a change in temperature can induce a change in the volume of the pore fluid in a soil element; (2) a temperature gradient in the soil may induce a flow of pore fluid; (3) hydraulic properties of soils may vary if the temperature is changed. Under isothermal conditions, the volume of the pore fluid in a soil element is assumed to satisfy the condition that the net volume of the pore fluid that flows into and out of an element of fully saturated soil is equivalent to the total volumetric change of the soil skeleton. Under non-isothermal conditions, Campanella & Mitchell (1968) claimed that if a fully saturated soil element is free to drain at constant effective stress, the volume of water drained from the sample due to a temperature change, DRV ,θ∆ , can be expressed as: 
θθθθ ,,,, spfDR VVVV ∆−∆+∆=∆                                             (2.16) 
where θ,fV∆  and θ,pV∆  are the changes in volumes of pore fluid and soil particles due to thermal expansion/contraction respectively, θ,sV∆  is the change in volume of the soil element due to a temperature change which can be expressed as the sum of the reversible and irreversible volumetric change of the soil mass, and volume increases are 46 
 
considered positive. Campanella & Mitchell (1968) further stated that the governing criterion for undrained conditions is that the sum of the separate volume changes of the soil components (pore fluid and soil particles) due to both temperature and pressure changes must equal the sum of the volume changes of the total soil mass due to both temperature and pressure changes. This can be expressed as: 
σθσσθθ ,,,,,, sspfpf VVVVVV ∆+∆=∆+∆+∆+∆                                (2.17) where the subscripts f, p, and s represent the pore fluid, the solid particles and the soil skeleton respectively, while the subscripts θ and σ denote the effect of temperature and stress change respectively. It should be noted that the governing criterion expressed by Equation (2.17) was also adopted by Laloui and Francois (2009) to model the thermal effect on soil behaviour in undrained conditions. However, most of the existing theory related to the thermal effect on the volume balance of the pore fluid in a soil element is limited to accounting for fully drained and undrained soil behaviour. If soil behaviour is somewhere between the two extreme conditions, a continuity equation under non-isothermal conditions is required. Fluid flow in porous media is usually assumed to satisfy Darcy’s law. Under isothermal conditions, pore fluid is assumed to flow under the gradient of the hydraulic head, which depends on the gradient of the pore fluid pressure and gravity (Potts & Zdravković, 1999). Under non-isothermal conditions, however, experiments on porous materials indicate that a temperature gradient induces fluid flow (Philip & de Vries, 1957; Cassel, et al., 1969) with pore liquid as well as pore moisture transferred under a temperature gradient. Based on these experimental results, Philip and de Vries (1957) and de Vries (1958) proposed a generalised theory for fluid movement in porous media under non-isothermal conditions, in which the fluid flow has been separated into three components, that due to the temperature gradient, that due to the pore pressure gradient, and that due to gravity. This theory has been validated against experimental results by Cassel et al. (1969), and then further interpreted and developed by Philip (1970) and de Vries (1987). However, Philip and de Vries (1957) claimed that the volume of the pore fluid transfer induced by a temperature gradient is negligibly small both in very dry and in very wet media, but attains a fairly well-defined maximum at an 
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intermediate moisture content, indicating that for fully saturated soils the fluid flow due to a temperature gradient is negligible. Under non-isothermal conditions, the permeability of a soil has been observed to be dependent on temperature. Nishimura et al. (2009) have given the expression of the permeability matrix, ][ wk , for fully saturated soils as: 
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where wρ  is the density of the pore fluid, wµ  is the viscosity, g is the acceleration due to gravity, and ][k  is the intrinsic permeability. The intrinsic permeability [ ]k  depends on the porosity, pore size and pore structure, but has been shown in tests on samples of natural Boom clay to be independent of temperature (Delage et al., 2000). Therefore, the temperature effects on saturated hydraulic permeability mainly depend on the variations of liquid viscosity wµ  and density wρ  with temperature. The relationship between viscosity and temperature can be written empirically as (Al-Shemmeri, 2012): 
)140/(8.2475 1010414.2)( −− ××= θθµw                                            (2.19) where wµ  has the unit of )/( smkg ⋅  and the temperature term θ  has the unit of Kelvin, while the variation of liquid density with temperature is given by Noorishad et al. (1984) as: 
)(3)( 0,00 θθαβρρ θ −+−+= ffffww pp                                    (2.20) or by Gens (2010) as:  
)](3)(exp[ 0,00 θθαβρρ θ −+−= ffffww pp                                  (2.21) 
where 0wρ  is the reference pore fluid density, fβ  is the pore fluid compressibility , and 
0fp  and 0θ  are the pore fluid pressure and temperature corresponding to the reference pore fluid density respectively.   48 
 
2.3.1.3 Heat transfer There are three main heat transfer mechanisms in soils: conduction, convection and radiation (Farouki, 1981).  Heat conduction is a process in which heat transfers from a higher temperature region to a lower temperature region and it occurs in all the soil constituents, i.e. soil particles and pore fluid. For soil particles, heat conduction is induced by atomic vibrations, while in the pore fluid it occurs because of molecular collisions. When thermal equilibrium is reached, the rate of heat transfer is observed to be proportional to the temperature gradient, which is assumed to be governed by Fourier’s law. Under one-dimensional conditions, Fourier’s law can be expressed as: 
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where dq  is the heat flux in the x direction due to conduction, and xk ,θ  is the thermal conductivity of the material in the x direction, and the term dxd /θ  represents the gradient of temperature in the x direction. For a fully saturated soil, the thermal conductivity can be estimated based on the thermal conductivities of its components and their respective volume fractions as (Johansen, 1975): 
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where pk ,θ  and fk ,θ  are the thermal conductivities of soil particles and pore fluid respectively, and n  is porosity. Based on the analysis of numerous experimental results, Cote and Konrad (2005) have shown that Equation (2.23) can predict the thermal conductivity of soils well. Heat convection is the mode of heat transfer related to fluid flow, which occurs due to the bulk motion of the fluid that transports heat from region to region along the direction of its motion (Al-Khoury, 2012). If the fluid motion is induced by an external force, such as a pump, the heat transfer process is defined as forced convection, while if the fluid motion is due to density variations with temperature, the process is called free convection. For a 1D heat conduction-convection problem, the heat flux, ccq , can be expressed as: 
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where wρ  and pwC are the density and the specific heat capacity of the pore water respectively, wv  is the velocity of the pore water flow, and rθ  is the reference temperature. Radiation is the process where heat energy propagates as electromagnetic waves. The heat flux due to radiation is found to mainly depend on the temperature of the radiating body, and is proportional to the fourth power of the absolute temperature of the body (Farouki, 1981).  Mitchell (1993) stated that heat flow through soils is dominated by heat conduction. Heat convection is important only if there is a high flow rate of pore water or pore air through a coarse sand or rockfill. Radiation has a negligible effect on total heat transfer in soils and is often neglected. Based on this statement, if thermal equilibrium is assumed to exist between soil particles and pore fluid meaning they have the same temperature, the equation governing heat transfer in an isotropic fully saturated soil which is subjected to a pore water flow in the x direction can be simply expressed as (Nield & Bejan, 2006): 
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where ρ  and pC  are the density and the specific heat capacity of the solid-water mixture respectively, which can be expressed as: 
psspwwp CnCnC ρρρ )1( −+=                                               (2.26) 
psC  is the specific heat capacity of the soil particles, sρ  is the density of the pore water, 
n  is porosity of the porous media, wv  is the velocity of the pore fluid flow and θQ  is any heat source/sink. The first term on the left-hand side of Equation (2.25) represents the heat content of the porous media which shows its ability to store heat, while the second and the third terms represent heat convection and heat conduction respectively. It should be noted that the convection term in Equation (2.25) denotes the hydraulic effect 
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on heat transfer. However, the mechanical effect on heat transfer is not taken into account by Equation (2.25).  
2.3.2 Development of THM coupling in FE analysis  To develop the governing equations for fully saturated soils based on the THM coupled theory described above, different procedures have been proposed in the literature. In this section, the existing approaches for the development of THM coupling in FE analysis are reviewed and summarised. 
2.3.2.1 Mechanical behaviour To account for the mechanical behaviour of soils in a THM coupled FE analysis, different approaches have been adopted to formulate the governing equations.  Aboustit et al. (1982) formulated the mechanical governing equations considering the force equilibrium behaviour of the solid-fluid mixture. A linear thermal elastic strain, which represents the thermal effect on mechanical behaviour of soils, was introduced into the stress-strain relations, resulting in an equivalent thermal stress. Lewis et al. (1986) and Gatmiri and Delage (1997) also adopted the theory of force equilibrium to model the mechanical behaviour. However, both approaches stated that only the solid phase of soils was taken into account and, hence, the thermal expansion coefficient of the solid particles was used to formulate the equilibrium equation.  Instead of using equilibrium equations, Noorishad et al. (1984) formulated the mechanical governing equation based on the law of mass conservation for the solid phase of soils. The density of the solid particles was assumed to be temperature and pressure dependent and a linear thermo-mechanical constitutive relationship for the solid particles was used. Similar approaches were also employed by Olivella et al. (1996) and Gens et al. (2007), as well as Collin et al. (2002) and Laloui et al. (2006) for the development of the FE codes CODE_BRIGHT and LAGAMINE, respectively, where different expressions of solid density were used. It should be noted that ICFEP adopted the same assumption as that presented by Aboustit et al. (1982) in the development of mechanical governing equations for HM coupled problems, where the equilibrium equation was used to account for the behaviour of the solid-fluid mixture, not the solid phase. In order to ensure the consistency and compatibility with the existing coupled formulations, the mechanical 51 
 
governing equations for THM coupled problems in ICEFP should also be developed based on the force equilibrium of the porous media. 
2.3.2.2 Hydraulic behaviour The hydraulic behaviour of soils is characterised by the continuity behaviour and the motion of the pore fluid. In the literature, the generalised Darcy’s law has been extensively adopted as the equation governing the motion of pore fluid, while the continuity behaviour could be formulated following two different approaches.  Aboustit et al. (1982) and Lewis et al. (1986) employed the law of volume conservation for pore fluid, which assumes that the net volume of the pore fluid that flows into and out of an element of fully saturated soil is related to the volumetric changes of the pore fluid, solid particles and soil skeleton. However, the process of the development and implementation of the THM coupled FE formulations was not detailed by either Aboustit et al. (1982) or Lewis et al. (1986). Another approach is to use the law of mass conservation for the pore fluid phase, which is defined in a similar way to the law of mass conservation for soil particles (Noorishad et al., 1984; Olivella et al., 1996; Collin et al., 2002). For fully saturated soils, the same FE governing equations could be obtained by using both approaches, in which the influence of temperature change on pore fluid flow is represented by the thermal volumetric change of the pore fluid, soil particles and the soil skeleton. It should be noted that ICFEP adopts the continuity equation in formulating the hydraulic governing equations for HM coupled problems, where the net volume of the pore fluid that flows into and out of an element of fully saturated soil is assumed to be equivalent to the total volumetric change of the soil skeleton. Therefore, to upgrade ICFEP to a THM coupled formulation, an appropriate approach is to model the thermal effect on the pore fluid flow based on the law of volume conservation for the pore fluid. 
2.3.2.3 Thermal behaviour In most FE programs, the equations governing heat transfer are formulated based on the law of energy conservation. However, the coupling term representing the mechanical effect on heat transfer is formulated following different procedures. Aboustit et al. (1982) simply assumed that the same coupling term was used to represent the mutual effects between the mechanical and thermal systems so that the left-hand side of the final THM 
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coupled FE formulation, which is in a 3x3 matrix form, becomes symmetric. Noorishad et al. (1984) claimed that the elastic deformation of the solid phase and the fluid phase should be neglected in the derivation of governing equations for heat transfer. Instead, a thermo-elastic dissipation rate term, given by Biot (1956), was added by Noorishad et al. (1984) to the heat conservation equation as the TM coupling term. A rigorous derivation process for the TM coupled term in the heat transfer equation can be found in Thomas and He (1997), who developed a THM coupled formulation for partially saturated soils. 
Table 2.1 Summary of existing approaches for formulating THM coupled governing equations for 
fully saturated soils   Examples   Mechanical    Hydraulic   Thermal   Aboustit, et al. (1982) 1, Force equilibrium of  solid-fluid mixture 2, Linear TM model 
1, Fluid volume conservation  2, Darcy’s law 
1, Energy conservation (without convection)  
Noorishad et al. (1984) 1, Solid mass  conservation 2, Linear TM model 
1, Fluid mass  conservation 2, Darcy’s law 
1, Energy conservation (with convection)  
Lewis et al. (1986) 1, Force equilibrium of  the solid phase 2, Linear TM model 
1, Fluid volume conservation 2, Darcy’s law 
1, Energy conservation (with convection)  Olivella et al. (1996); Gens et al. (2007) 
1, Solid mass  conservation 2, Linear TM model 
1, Fluid mass  conservation 2, Darcy’s law 
1, Energy conservation (with convection)  
Gatmiri & Delage (1997) 1, Force equilibrium of  the solid phase 2, Non-linear TM model 
1, Fluid mass  conservation 2, Darcy’s law 
1, Energy conservation (with convection)  Collin et al. (2002) Laloui et al. (2006) 
1, Solid mass  conservation 2, Linear TM model 
1, Fluid mass  conservation 2, Darcy’s law 
1, Energy conservation (with convection)  In conclusion, the approaches for formulating THM coupled governing equations for fully saturated soils mentioned above are summarised in Table 2.1. It should be noted that the governing laws adopted by Aboustit et al. (1982) for the development of mechanical and hydraulic equations are the same as those for HM coupled analysis in ICFEP. However, the term representing TM coupling in the heat transfer equation given by Aboustit et al. (1982) was not derived rigorously from the law of heat conservation. Adequate approaches have been employed by other examples; however, they cannot be 
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applied directly to ICFEP, because different governing laws were adopted when the mechanical and hydraulic equations were formulated for HM coupled problems. Therefore, an appropriate approach is required for formulating the THM coupling in ICFEP. It should also be noted that the governing equations cannot be directly employed in a FE analysis. To transform the governing equations into the FE equations which can be implemented into a FE code, appropriate FE techniques are required. However, limited information can be found in the literature on the implementation of THM coupled governing equations.  
2.3.3 Validation of THM coupling in FE analysis The term of validation is defined in the context of numerical analysis as the process of testing software at the end of the software development process to evaluate its performance, assess its accuracy and correct operation by an individual and on specified hardware (Potts & Zdravković, 2001). In this section, the existing validation procedures for the development of THM coupled facilities in the commonly used FE programs are summarised. To validate the code for the THM coupled formulation, Aboustit et al. (1982) adopted a one-dimensional (1D) problem associated with thermo-elastic consolidation. Analyses of 1D heat conduction and 1D isothermal consolidation were carried out by Aboustit et al. (1982) and the finite element solutions were compared to the exact solutions. Then a 1D analysis of non-isothermal consolidation was performed; however, Aboustit et al. (1982) stated that the exact solution to this fully coupled THM analysis is not available due to its complexity. Additionally, a field problem which is applicable to in situ coal gasification was investigated and the results of surface settlement were provided.  Noorishad et al. (1984), Lewis et al. (1986), and Gatmiri and Delage (1997) adopted the same example of 1D non-isothermal consolidation as that outlined by Aboustit et al. (1982), and compared their results with the existing ones. In addition, Lewis et al. (1986) simulated the problem of thermo-elastic consolidation around a cylindrical heat source and compared the results with an analytic solution by Booker and Savvidou (1985). Olivella et al. (1996) detailed the procedures carried out for the validation of THM coupled facilities in CODE_BRIGHT. FE results of validation exercises involving different 54 
 
couplings were compared to available analytical solutions and experimental results. Subsequently, an in situ heating test carried out on a saturated clay was simulated by the THM coupled facilities in CODE_BRIGHT, and the simulation results showed a good agreement with the observed test data (Gens et al., 2007). 
2.4 Conclusions This chapter firstly presents the existing capabilities in ICFEP which are relevant to numerical analysis of hydro-mechanical (HM) coupled problems for both fully saturated and partially saturated soils as well as for both static and dynamic conditions. One of the purposes for reviewing these is to ensure that the newly developed THM coupled FE formulations are consistent and compatible with the existing ones. Moreover, the procedure carried out for the development, implementation, validation and application of the HM couplings in ICFEP have provided a good reference for the upgrading with THM couplings.  This chapter then reviews the existing theory for modelling the THM coupled behaviour of soils, with the particular emphasis on the behaviour which cannot be accounted for by the existing coupled facilities in ICFEP, including thermal effects on mechanical and hydraulic systems and the heat transfer through a fully saturated porous media. The purpose for this is to ensure that the assumptions adopted in ICFEP for the development of THM coupled governing equations are adequate, and all the essential THM couplings can be taken into account by the proposed governing formulations.  Based on the THM coupled behaviour of soils, governing equations can be formulated following different procedures. Therefore, this chapter also summarises and compares the existing approaches for formulating THM coupled governing equations for fully saturated soils to ensure that the approach developed in this thesis is appropriate. As the governing equations cannot be directly employed in a FE analysis, appropriate FE techniques are also required to transform the THM coupled governing equations into the FE equations which can be implemented into a FE code. Attention must be paid to this implementation process as limited information on this process can be found in the literature.  Lastly, this chapter summarises the validation procedures for THM coupled facilities for fully saturated soils in some of the FE programs used in geotechnical engineering. It is 
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shown in the literature that although the exact solution to a fully coupled THM analysis is not available due to its complexity, each coupling can be verified individually using a simple FE analysis, to which the analytical solution may be available.     
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CHAPTER 3 DEVELOPMENT AND IMPLEMENTATION OF 
THERMO-HYDRO-MECHANICAL COUPLED FINITE ELEMENT 
FORMULATION  
3.1 Introduction The existing coupled theory in ICFEP presented in the previous chapter has been restricted to dealing with hydro-mechanical (HM) coupled problems. When thermal behaviour of soils is taken into account, a new equation governing heat transfer should be introduced, which can also account for the effect of pore fluid flow and stress-strain behaviour on heat transfer. Moreover, it is necessary to modify the existing HM coupled formulation in ICFEP to model the thermal effect on pore fluid flow and thermal deformation of soils. After such development and modification, ICFEP should be capable of simulating thermo-hydro-mechanical (THM) coupled problems. This chapter begins by presenting the theory for developing the THM coupled governing formulation for fully saturated soils in ICFEP. The theory has been established following the principle that all the new equations should be consistent with the existing ones in ICFEP. If soil temperature stays constant and no heat transfer is considered, the proposed THM coupled equations should be able to reduce to the existing ones in ICFEP 
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for HM coupled problems. In this sense, the dynamic form of the THM formulation is also developed so that the coupled equations in ICFEP are consistent and compatible.  Following a similar approach, the THM coupled theory is then applied to the structural elements in ICFEP, such as beam, bar, joint, membrane and shell elements. This will result in displacement (and rotation for beam and shell elements), pore fluid pressure and temperature degrees of freedom at the element nodes of these elements. Therefore, they can be employed in the analysis of THM coupled or HM coupled problems.  As the process of heat transfer in the coupled system is now being considered, the thermal boundary conditions, as well as the thermo-hydraulic coupled boundary conditions, must be accounted for. Some of these boundary conditions relevant to geotechnical engineering are described in this chapter.  
3.2 Finite element formulation for THM coupled problems Fully saturated soils can be regarded as two-phase porous materials. In a THM coupled problem, there are three physical systems existing in fully saturated soils which interact with each other:  (a) force equilibrium (mechanical system);  (b) pore fluid flow (hydraulic system);  (c) heat transfer (thermal system). Therefore, numerical modelling of THM coupled problems requires the development of governing equations which can adequately characterise these three physical systems as well as the couplings between each system. As shown in Figure 3.1, THM couplings can be described by a triangular relationship (Bai & Abousleiman, 1997). The coupling terms (1a) and (1b) show that soil stresses and strains could be generated by either variation in the pore fluid pressure or temperature. Meanwhile, both the mechanical volumetric change and the temperature change in the soils may affect the pore fluid flow and therefore change the pore fluid pressure ((2a) and (2b)). Terms (3a) and (3b) represent thermal convection induced by fluid flow and energy lost associated with mechanical deformation, respectively. 
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Figure 3.1 Thermo-hydro-mechanical coupling It should be noted that the solution of each governing equation can only be obtained by solving the three equations simultaneously (Zienkiewicz et al., 2005). Therefore, the aim of this section is to obtain the governing finite element formula in a full 3x3 submatrix form to model this THM coupled system. 
3.2.1 Force equilibrium Two assumptions have been made to account for thermal behaviour when the equations governing force equilibrium of fully saturated soils in a THM coupled analysis are formulated: (1) The temperature of the soil particles, sθ , is assumed to be equal to the temperature of the pore fluid, fθ . Therefore, only the overall temperature of the soil, θ , is adopted here, which implies instantaneous equilibrium in temperature between soils particles and pore fluid. (2) If the soil grains are in mineral-to-mineral contact and the temperature is changed, the soil particles and the soil skeleton are assumed to have the same thermal strain, resulting in sp ,, θθ εε ∆=∆ , where p,θε∆  and s,θε∆  are the incremental thermal strains of the soil particles and the soil skeleton, respectively. This assumption agrees with the observations of Campanella and Mitchell (1968). Given this equality, in the remainder of the text, the symbol θε∆  is used instead of p,θε∆  or s,θε∆  to represent the effect of temperature in the solid part of the porous medium. Conversely, the incremental thermal strain of the pore fluid is defined independently as f,θε∆ . 
Mechanical 
Hydraulic Thermal 
(1a) 
(2a) (3b) 
(3a) 
(2b) 
(1b) 
59 
 
Under non-isothermal conditions, the incremental total strain }{ ε∆  can be written as the sum of the incremental strain due to stress change (mechanical strain), }{ σε∆ , and the incremental strain due to temperature change (thermal strain), }{ θε∆ ,: 
}{}{}{ θσ εεε ∆+∆=∆                                                             (3.1) Adopting the constitutive relation between the incremental effective stress, }{ σ ′∆ , and the incremental mechanical strain, }{ σε∆ , gives 
}]{[}{ σεσ ∆′=′∆ D                                                               (3.2) where ][D′  is the effective constitutive matrix. Substituting Equation (3.1) into Equation (3.2) yields: 
}){}]({[}{ θεεσ ∆−∆′=′∆ D                                                         (3.3) Noting that the incremental thermal strain can be expressed as: 
}000{}{ θαθαθαε θθθθ ∆∆∆=∆
T                                    (3.4) 
where θα  is considered as the linear thermal expansion coefficient of the soil skeleton, 
θ∆  is the incremental temperature, and tension is positive, Equation (3.3) can be further written as: 
)}(]{[}]{[}{ θεσ θ ∆′−∆′=′∆ mDD                                             (3.5) 
where }000{}{ θθθθ ααα=Tm . It should be noted here that the second term on the right-hand side of Equation (3.5) can be regarded as the equivalent thermal stress, which can be written as:  
)}({}{ θσ θθ ∆=∆
∗W                                                     (3.6) 
where }]{[}{ θθ mDW ′=∗ . Using the principle of effective stress, the total stress can be written as the sum of the effective stress and the pore pressure as: 
}{}{}{ fσσσ ∆+′∆=∆                                                        (3.7) 
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where }0,0,0,,,{}{ fffTf ppp ∆∆∆=∆σ  and fp∆  is the change in pore fluid pressure. Substituting Equation (3.5) into Equation (3.7) gives  
)}(]{[}{}]{[}{ θσεσ θ ∆′−∆+∆′=∆ mDD f                                       (3.8) It should be noted that Equation (3.8) illustrates the coupled effects of the hydraulic system as well as the thermal system on the mechanical system. The last two terms on the right-hand side of Equation (3.8) show the variation in total stresses induced by the variation in pore fluid pressures and temperatures, which represent the coupling terms (1a) and (1b) in Figure 3.1 respectively.  To implement the mechanical equation of a THM coupled system into a finite element program, the principle of minimum potential energy has been adopted, which can be expressed as: 
0=∆−∆=∆ LWE δδδ                                                        (3.9) where E∆  is the incremental total potential energy, W∆  is the incremental strain energy which is defined as:  
dVolW
Vol
T∫ ∆∆=∆ }{}{2
1 σε                                                  (3.10) 
and L∆  is the incremental work done by applied loads, which can be expressed as the sum of contributions from body forces, }{ F∆ , and surface tractions (e.g. line loads and surcharge pressures), }{ T∆ :   
 ∫ ∫ ∆∆+∆∆=∆
Vol Srf
TT dSrfTddVolFdL }{}{}{}{                                   (3.11) 
where }{ d∆  is the incremental displacement. Substituting Equation (3.8) into Equation (3.10) gives: 
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where vε∆  is the incremental volumetric strain.  In a convectional finite element approach, the incremental displacements, }{ d∆ , the incremental pore fluid pressure, }{ fp∆ , and the incremental temperature, }{ θ∆ , can be expressed in terms of nodal values as: 
ndNd }]{[}{ ∆=∆                                                             (3.13) 
nfpf pNp }]{[}{ ∆=∆                                                        (3.14) 
nN }]{[}{ θθ θ ∆=∆                                                           (3.15) where ][N  is the matrix of displacement interpolation functions (or shape functions), 
][ pN  is the matrix of pore fluid pressure interpolation functions and ][ θN  is the matrix of temperature interpolation functions. ][ pN  and ][ θN  are often assumed to be equivalent to ][N . Also, the incremental total strains, }{ ε∆ , can be expressed as: 
ndB }]{[}{ ∆=∆ε                                                            (3.16) where ][B  is a matrix which contains only spatial derivatives of the shape functions. Therefore, the incremental volumetric strains can be written in terms of nodal displacements as: 
n
T
v dBm }]{[}{ ∆=∆ε                                                            (3.17) 
where { }000111}{ =Tm . Combining Equations (3.11), (3.12), (3.13), (3.14), (3.15), (3.16) and (3.17) gives the total potential energy of the body as: 
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where N  ie the number of elements. Minimising the potential energy with respect to the incremental nodal displacements, the finite element equation governing force equilibrium can be given in terms of global matrices: 
}{}]{[}]{[}]{[ GnGGnGfGnGG RMpLdK ∆=∆−∆+∆ θ
θ                                   (3.19) 
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3.2.2 Pore fluid flow The finite element equation governing pore fluid flow in soils can be obtained by combining the continuity equation and the generalised Darcy’s law (Potts & Zdravković, 1999). Under isothermal conditions, the continuity equation is formulated based on the assumption that the net volume of the pore fluid that flows into and out of an element of fully saturated soil is equivalent to the total volumetric change of the soil skeleton. Moreover, under non-isothermal conditions, the changes in volume of the pore fluid due to temperature changes need to be taken into account as often its linear coefficient of thermal expansion is different from that of the soil skeleton (refer to assumptions for formulating equations governing force equilibrium). Therefore, the thermal interactions between the soil particles and the pore fluid due to the difference in thermal expansion 63 
 
coefficients generate a volume of pore fluid flowing into or out of the soil element when there is a temperature change. For compressible pore fluid, the equation of continuity can be expressed as:  
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where vx, vy, and vz are the components of the superficial velocity of the pore fluid in the coordinate directions, n  is porosity, fK  is the bulk modulus of the pore fluid, f,θα  is the thermal expansion coefficient of the pore fluid, Qw represents any pore fluid source and/or sink, and t  is time.  Clearly, the first term on the left-hand side of Equation (3.24) is related to the flow of pore fluid into and out of the soil element, the second term denotes the changes in the volume of the pore fluid due to its compressibility, while the third term expresses the thermal expansion/contraction of the pore fluid. Qw, as mentioned above, represents the source/sink term. On the right-hand side of Equation (3.24), there are two terms: the first one is the total volumetric strain, while the second one reflects the changes in space available for the pore fluid within the porous medium due to the thermal expansion/contraction of the soil particles. The expression above can be further rearranged as: 
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Noting that 
θαε θθ ∆⋅=∆ 3v                                                              (3.27) 
where θεv∆  is the incremental thermal volumetric strain of the soil skeleton, Equation (3.26) yields: 
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where the third term on the left-hand side represents the volume of pore fluid generated by the relative difference between its expansion and that of the soil particles (or soil skeleton, which is assumed to have the same thermal expansion coefficient as described before in the assumptions for formulating equations governing force equilibrium). The term on the right-hand-side of the expression now represents the volumetric strain due to mechanical actions only. It should be noted when the undrained heating behaviour of soils is modelled by employing a THM coupled analysis with a low soil permeability and a small time-step, the difference in thermal expansion coefficients between the soil particles and the pore fluid will lead to an increase in pore fluid pressure according to Equation (3.28). However, if a simplified thermo-mechanical (TM) coupled analysis is carried out to simulate the undrained heating condition, the solid and fluid phases are considered as a whole. Therefore, the multi-phase nature of the porous medium is not explicitly taken into account, meaning that θθ αα =f,  which leads to θθ εε vfv ∆=∆ , , where fv ,θε∆  is the incremental thermal volumetric strain of the pore fluid. This implies that no pore water pressure can be generated by the different thermal expansion of the solid and fluid phases, unless it results from the irreversible thermal processes, such as thermal restructure/rearrangement (Campanella & Mitchell, 1968), which occurs in the thermo-plastic region of the material response. 
The seepage velocity term },,{}{ zyxTw vvvv =  in Equation (3.28) is generally considered to be governed by the generalised Darcy’s law. Under isothermal condition, the generalised Darcy’s law can be expressed as (Potts & Zdravković, 1999): 
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or 
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}][}{ fww hkv ∇−=                                                              (3.30) 
where ][ wk  is the permeability matrix of the soil and fh  is the hydraulic head defined as: 
( )GzGyGx
f
f
f ziyixi
p
h +++−=
γ
                                            (3.31) 
where the vector TGzGyGxG iiii },,{}{ = is the unit vector parallel, but in the opposite direction, to gravity, fγ  is the specific weight of pore water, and tension is assumed to be positive. If the soil is isotropic with a permeability k , then xxk = yyk = zzk = k and xyk =
xzk = yzk =0. Under non-isothermal conditions, experiments on porous materials indicate that a temperature gradient induces fluid flow (Philip & de Vries, 1957; Cassel, et al., 1969). Pore liquid as well as pore moisture was observed to transfer under temperature gradients. For fully saturated soils the fluid flow due to a temperature gradient is negligible, while for partially saturated soils the effect of temperature gradients on fluid flow can be significant. Based on these experimental results, Philip and de Vries (1957) proposed a generalised theory for fluid movement in unsaturated porous media under non-isothermal conditions, in which the fluid flow has been separated into three components, that due to the temperature gradient, that due to the pore pressure gradient, and that due to gravity. Therefore, Equation (3.30) can be rewritten as: 
}]{[}]{[}{ θθ ∇−∇−= wfww khkv                                           (3.32) 
where ][ θwk  is the thermal fluid diffusivity representing the effect of thermo-osmosis, which is suggested by Philip and de Vries (1957) as: 
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where ς  is the thermal parameter. Experimental results from Philip and de Vries (1957) indicate that for fully saturated soils, ς  can be adopted as 0. For partially saturated soils, Philip and de Vries (1957) suggested that ς  could be adopted as constant 
1031009.2 −−× C when the temperature ranges between C010  and C030 . It should be 
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noted that Equations (3.32) and (3.33) ensure that pore fluid flows from high temperature to low temperature for partially saturated soils when a positive value of ς  is used, because pore pressures are positive for suctions in ICFEP. Further investigation on the effect of temperature gradients on pore fluid flow is necessary for the future development of THM coupled formulations in ICFEP, especially when partially saturated soils are taken into account. Combining Equations (3.28) and (3.32), the couplings with respect to pore fluid flow, as shown in Figure 3.1, can be characterised. The term on the right-hand side of Equation (3.28) represents the effect of mechanical volumetric change on the pore water flow (the term (2a) in Figure 3.1 ), while the terms with the subscript of temperature in Equations (3.24) and (3.28) represent the pore fluid flow induced by the change in temperature (the term (2b) in Figure 3.1). It should be noted that if the change of temperature is not taken into account, both Equations (3.28) and (3.32) reduce to the existing equations for modelling pore fluid flow in ICFEP (Potts & Zdravković, 1999). To implement the governing equations of the hydraulic system into a finite element program, the principle of virtual work has been adopted. Therefore, the continuity equation for pore fluid flow can be written as:  
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Applying the divergence theorem (see Appendix A.1) to the second-order derivatives in Equation (3.35) gives: 
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Approximating tvv ∂−∂ )( θεε  as tvv ∆−∆ )( θεε , tp f ∂∂  as tp f ∆∆  and t∂∂θ  as t∆∆θ , Equation (3.36) becomes:  
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 (3.37) In a finite element program, it is assumed that the derivatives of the incremental pore fluid pressures, }{ fp∆∇ , and the derivatives of the incremental temperatures, }{ θ∆∇  can be expressed in terms of nodal values as: 
nfpf pEp }]{[}{ ∆=∆∇                                                        (3.38) 
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Substituting Equations (3.14), (3.15), (3.17), (3.27), (3.38), and (3.39) into Equation (3.37) gives: 
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(3.42) Minimising this equation with respect to the incremental nodal pore fluid pressures, the finite element equation governing pore fluid flow under non-isothermal conditions can be assembled in terms of global matrices as: 
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 To solve this time-dependent equation, a time marching scheme is adopted here, which assumes that for the time interval ],[ 1 tt , where 1t  is the initial instant and t  is the current instant,  
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where 1β  and 2α  are the time marching parameters for pore fluid flow, and 1)}({ nGfp  and 1)}({ nGθ  are the initial pore fluid pressures and temperatures at the given time interval respectively. To ensure the stability of the marching process, both the values of 
1β  and 2α  should be between 0.5 and 1.0 (Booker & Small, 1975). Substituting Equations (3.49) and (3.50) into Equation (3.43) gives: 
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3.2.3 Heat transfer Heat transfer in soils generally involves three modes: diffusion, convection and radiation. To obtain the equations governing heat transfer for THM coupled problems, the following assumptions have been made: (1) The effect of radiation is assumed to be negligible (Mitchell, 1993). Therefore, the effect of radiation is not taken into account when the equations governing heat transfer are formulated. (2) With the assumption adopted for the mechanical equation that the changes in volume of particles and solid skeleton due to changes in temperature are identical, i.e. 
θθθ εεε ∆=∆=∆ sp ,, , thermal volumetric changes of the solid part in a free draining, mechanically unrestrained soil element do not produce changes in void ratio. Indeed, conceptually, it is argued that when the particles thermally expand, both the volumes of soil skeleton and the voids within it change by the same amount, keeping the voids ratio constant: 0
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α , where 0vV  and 0sV are the initial volumes of the voids and the soil skeleton, respectively, and θ,vV∆ and θ,sV∆ are the incremental volumes of the voids and the soil skeleton due to the temperature change, 
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respectively. Therefore, only the mechanical volumetric change, which is induced by the change in effective stresses, can affect the void ratio of the porous medium. It is interesting to note that the change in the void ratio could indeed be caused by changes in pore water pressure due to the differential thermal expansion of the pore fluid and the soil skeleton as discussed in the previous section. The equation governing ground heat transfer is formulated based on the law of energy conservation, which can be expressed as:  
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dV θ
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θ                                               (3.52)  
where θΦ is the heat content of the soil per unit volume, θQ  is the heat flux per unit volume, which includes heat diffusion and heat convection, θQ  represents any heat flux source and/or sink, dV  is the volume of the soil, and the symbol of divergence ⋅∇  is defined as zyx ∂Θ∂+∂Θ∂+∂Θ∂=Θ⋅∇ /// . The heat content term, θΦ , is defined according to the proportion of different soil components. For fully saturated soils, 
)]()1([ rpsspww CnCn θθρρθ −−+=Φ                                             (3.53) For partially saturated soils, 
 )]()1()1([ rpsspaarpwwr CnCSnCnS θθρρρθ −−+−+=Φ                        (3.54) where pwC , paC  and psC  are the specific heat capacities of the pore water, pore air, and soil particles respectively, wρ , aρ  and sρ  are the densities of pore water, pore air, and soil particles respectively, n  is porosity, rS  is the degree of saturation, and rθ  is a reference temperature. To enable the future development of a THM coupled formulation for partially saturated soils in ICFEP, Equation (3.54) has been used here to formulate the equations governing heat transfer in fully saturated soils, which assumes that 1=rS . The term of heat flux θQ  is written as the sum of heat diffusion dq  and heat convection 
cq : 
cd qqQ +=θ                                                                (3.55) 
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where: 
}]{[ θθ ∇−= kqd                                                           (3.56) 
)}({ rwpwwc vCq θθρ −=                                                      (3.57) 
where ][ θk  is the thermal conductivity matrix. Substituting Equations (3.54), (3.55), (3.56) and (3.57) into Equation (3.52) gives: 
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Noting that  
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sdVedV )1( +=                                                             (3.60) where e  is the void ratio and sdV  is the volume of soil particles, Equation (3.58) can be further written as: 
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Under isothermal conditions, the volume of the soil particles, sdV , is generally assumed to be constant in a simulation, regardless of the change in effective stresses. Under non-isothermal conditions, however, based on the assumptions listed at the start of this section, sdV  is temperature dependent and can be written as: 
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0)1( svs dVdV θε+=                                                         (3.63) where 0sdV  is the initial volume of the soil particles. Substituting Equation (3.63) into Equation (3.62) gives: 
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Noting that 0sdV  is constant, eliminating 0sdV  in Equation (3.64) yields: 
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The first term on the left-hand side of Equation (3.65) can be further derived as: 
t
e
e
CSCS
te
CCSeCeS
te
CCSeCeS
et
CCSeCeS
rpaarpwwr
v
v
r
psspaarpwwr
psspaarpwwr
v
vrpsspaarpwwr
∂
∂
+
−−++
∂
∂
++
−
+−++
∂
∂
+
+−+=
++∂
+−+−+∂
1
1
)]()1([
)1)(1(
)(
])1([
1
1
])1([
)1)(1(
1)}1)(]()1({[
θθρρ
ε
ε
θθρρρ
θρρρ
ε
εθθρρρ
θ
θ
θ
θ
         (3.66) 
As the thermal volumetric strain is assumed not to change the void ratio of the soil, the relationship between changes in void ratio and the changes in volumetric strain in a small strain analysis can be expressed as: 
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where 0e is the initial void ratio of the soil. Substituting Equations (3.59) and (3.67) into Equation (3.66) gives: 
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Equation (3.68) illustrates that the variation in heat content in a THM coupled analysis can be induced by the temperature change, the thermal volumetric change or the mechanical volumetric change. It should be noted that the third term on the right-hand side of Equation (3.68) represents term (3b) in Figure 3.1, which refers to the variation of energy due to mechanical volume change. The second term on the left-hand side of Equation (3.65) denotes the convective heat transfer, which represnts the effect of pore fluid flow on heat transfer (term (3a) in Figure 3.1). Similarly, it can be derived as the sum of two parts: 
{ } { }( )wrpwwTwpwwrwww vCvCvC ⋅∇−+∇=−⋅∇ )(}{}{)]([ θθρθρθθρ                   (3.69) where the first part denotes the heat transfer induced by the pore fluid flow under a temperature gradient, while the second part represents the effect of the hydraulic gradients on heat transfer. Substituting Equations (3.68) and (3.69) into Equation (3.65) gives the equation governing heat transfer for THM coupled problems as:  
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            (3.70) Following a similar approach to that adopted for obtaining the finite element formulation governing pore fluid flow, Equation (3.70) can be rewritten as: 
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(3.71) Substituting Equations (3.31) and (3.32), the generalised Darcy’s law under non-isothermal conditions, into Equation (3.71) gives: 
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Applying the divergence theorem to the second-order derivatives in Equation (3.72) yields: 
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Approximating tv ∂∂ θε  as tv ∆∆ θε , tvv ∂−∂ )( θεε  as tvv ∆−∆ )( θεε  and t∂∂θ  as t∆∆θ , and substituting Equations (3.15), (3.17), (3.27) (3.38), and (3.39) into Equation (3.73), yields:  
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(3.74) Minimising Equation (3.74) with respect to the incremental nodal temperatures, the finite element equation governing heat transfer for THM coupled problems can be written in terms of global matrices as: 
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To solve Equation (3.75), the same time marching scheme as that adopted for solving the finite element equations governing pore fluid flow has been used here, which assumes that: 
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where 2β  and 1α are time marching parameters for heat transfer. The stability conditions of the marching process on simulating convective heat transfer will be investigated in Chapter 6. Substituting Equations (3.81) and (3.82) into Equation (3.75) gives: 
tpQn
tXptdY
nGGnGfGG
nGGGnGfGnGG
∆G−Ω++=
∆G∆++∆Ω∆−∆
})}]({[)}]({[]{[
}]){[]([}]{[}]{[
11
12
θ
θαβ
θθ
                         (3.83) 
Assembling Equations (3.19), (3.51), (3.83) gives the THM coupled formulation in the incremental matrix form as shown in Appendix A.2. 
3.3 THM coupled finite element formulation for dynamic problems Since the new formulation should be compatible with the existing one in ICFEP, the THM coupled finite element formulation for dynamic problems is presented in this section by 77 
 
combing the static THM coupled theory with the existing dynamic theory in ICFEP (Hardy, 2003; Kontoe, 2006). Therefore, if the temperature of the soil stays constant and no ground heat transfer is taken into account, the dynamic THM coupled formulation reduces to the existing one for dynamic consolidation problems. 
3.3.1 Dynamic force equilibrium  Compared with the static condition, inertia and damping forces should be taken into account when the equations governing dynamic force equilibrium are formulated. Therefore, adopting the principle of minimum potential energy gives: 
0=∆−∆+∆+∆=∆ LDIWE δδδδδ                                             (3.84) where I∆  is the incremental inertia energy and D∆  is the incremental viscous damping energy. Based on the fact that the inertia force equals to the product of mass and acceleration I∆  can be written as: 
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where dρ is the mass per unit volume and }{ d∆  is the incremental acceleration. The damping force is assumed to be velocity dependent and thus D∆  can be expressed as: 
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where c is a constant which represents the viscous damping characteristics of the material and }{ d∆  is the incremental velocity of the body. Substituting Equations (3.11), (3.12), (3.85) and (3.86) into Equation (3.84) and following a similar procedure to that presented for modelling static force equilibrium gives the following finite element equations for dynamic force equilibrium: 
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In ICFEP, the generalised-α (CH) method has been implemented to solve the dynamic finite element formulation (Kontoe, 2006). Using the CH method, Equation (3.87) can be further written as: 
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where kt  is the initial time of the time interval of the current increment, )}({ ktR  represents the residual values from the previous increment, and mα and fα are integration parameters with values ranging from 0 to 1. Using the Newmark method, the incremental velocity, d∆ , and the incremental acceleration, d∆ , can be expressed as: 
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where α  and δ  are parameters approximating the remaining terms in the Taylor series expansion. Substituting Equations (3.91) and (3.92) into Equation (3.90) gives: 
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3.3.2 Dynamic pore fluid flow The motion of pore fluid under a temperature gradient is assumed to be governed by the generalised Darcy’s law. For THM coupled dynamic problems, assuming that the acceleration of the pore fluid with respect to the soil skeleton is negligible, Equation (3.32) can be rewritten based on the existing dynamic formulation (Hardy, 2003) as: 
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where g is the acceleration due to gravity, and the second term on the right-hand side of Equation (3.97) represents the inertia in the pore fluid. Substituting Equation (3.97) into Equation (3.34), the continuity equation, and employing the principle of virtual work gives: 
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(3.98) Applying the divergence theorem to the second-order derivatives in Equation (3.98) yields: 
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Following a similar procedure to that used to obtain the static finite element equations governing pore fluid flow, the dynamic finite element equation associated with the pore fluid under non-isothermal conditions can be written as: 
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Utilising the same time marching process as that outlined for the development of the static THM coupled equations, Equation (3.100) becomes: 
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(3.102) Applying the CH method and the Newmark method to Equation (3.102) gives:  
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The term }{ F∆  in Equation (3.104) is the right-hand side vector and can be written as: 
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3.3.3 Dynamic heat transfer  The equations governing heat transfer under dynamic conditions have been obtained following a similar approach to the static ones. The only dynamic effect considered here is the inertia in the pore fluid flow, which is included in the term involving seepage velocity. Therefore, substituting Equation (3.97), instead of Equations (3.32), into Equation (3.71) and adopting the divergence theorem gives the finite element formulation governing heat transfer as: 
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It should be noted that ][ GΞ  in the equation governing dynamic heat transfer is very similar to ][ GG  in the equation governing pore fluid flow. Adopting the time marching process gives: 
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Applying the CH method and the Newmark method to Equation (3.108) gives:  
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The term }{ H∆ , which is similar to the term }{ F∆  for dynamic pore fluid flow, is the right-hand side vector and can be written as: 
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The term { }
kt
H∆ represents the out-of-balance heat flow from the previous increment, which ideally should be zero. Assembling Equations (3.93), (3.103), (3.109), the coupled dynamic THM formulation, which is compatible with the existing dynamic formulation in ICFEP, can be written in the incremental matrix form as shown in Appendix A.3. 
3.4 Special finite elements for THM coupled problems To adequately simulate problems in geotechnical engineering, especially soil structure interaction, several special types of finite elements, e.g. beam elements, shell elements, interface elements etc., have been developed and implemented into ICFEP (Day, 1990; Schroeder, 2003). However, these existing special finite elements in ICFEP cannot accommodate consolidation, as only the finite element equations governing mechanical behaviours were established for these elements. To employ these special types of finite elements in a THM coupled analysis, it is necessary to develop the appropriate finite element equations governing fluid flow and heat transfer, which should also be compatible with the solid elements described in the previous sections. In this section, the development and implementation of a 3-noded THM coupled 2D beam element, a 3D THM coupled shell element and a 3D THM coupled interface element are described. This follows a similar process to that for solid elements outlined in section 1.2. 
3.4.1 THM coupled 2D beam element  THM coupled governing equations for a 2D beam element have been developed based on the existing definitions of the 3-noded isoparametric curved Mindlin beam element in ICFEP, which was developed by Day (1990) and Day and Potts (1990). The conditions for both plane strain analysis and axi-symmetric analysis have been considered here.  
3.4.1.1 Mechanical equilibrium of beam element The existing constitutive relations between the element strains and the element forces and bending moments of a 3-noded beam element in ICFEP are given as (Potts & 
Zdravković, 1999): 
}]{[}{ BeamBeamBeam D σεσ ∆=∆                                             (3.112) 
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where TllBeam }{}{ ΨΨ ∆∆∆∆∆=∆ χεγχεεσ  is the incremental mechanical strain of the beam element, and TBeam MFSMF }{}{ ΨΨ ∆∆∆∆∆=∆σ represents the incremental forces and moments of the beam element. The components of both terms are: lε∆  - the incremental axial strain, lχ∆  - the incremental bending strain, γ∆  - the incremental shear strain, Ψ∆ε  - the incremental circumferential membrane strain for axi-symmetric analysis, Ψ∆χ  - the incremental circumferential bending strain for axi-symmetric analysis, F∆  - the incremental meridional force, M∆  - the incremental bending moment, S∆  - the incremental shear force, and Ψ∆F  - the incremental circumferential force and Ψ∆M  - the incremental circumferential bending moment. For plane strain analysis, F∆  is the incremental in-plane axial force, Ψ∆F  is the incremental out of plane force and 0=∆=∆ ΨΨ χε . ][ BeamD  is the stiffness matrix of the beam element, the details of which can be found in Potts and Zdravković (1999).  Assuming that the change in pore fluid pressure and the change in temperature can only affect the direct strains of the beam element (i.e. lε∆  and Ψ∆ε ), the force equilibrium equation of the beam element for THM coupled problems can be written as: 
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where }{ Beamε∆  is the incremental total strain of the beam element, 
TBeam aa }000{}{ θθε θθθ ∆∆=∆  is the incremental thermal strain of the beam element, and T}000{}{ BeamfBeamfBeamf ApApU ∆∆=∆  is the incremental pore fluid force of the beam, which is obtained from the product of incremental pore fluid pressure, 
fp∆ , and the cross section area, BeamA .  Following a similar procedure to that outlined for the solid element, the finite element equations related to the force equilibrium of the beam element can be given as: 
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{ } { }TBeamm 01001=                                                     (3.119) 
{ }TBeamm 000}{ θθθ αα=                                                 (3.120) 
3.4.1.2 Fluid flow along beam elements In order to ensure compatibility with the solid element, the behaviour of the fluid flowing along a beam element is assumed to be governed by the continuity equation, which can be given as: 
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where lwv ,  is the velocity of the fluid flowing along a beam element, l  is the distance along the beam, and θε l  and ψθε  are the axial strain and the circumferential membrane strain induced by the change in temperature, respectively. Considering the effect of excess fluid pressure induced by heating, Equation (3.121) can be rewritten, based on a similar theory as that shown for solid elements, as: 
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The new term in Equation (3.122) represents the volume of the excess fluid due to heating. Adopting the generalised Darcy’s law under non-isothermal conditions gives: 
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where lwk ,  is the permeability of the beam, lwk ,θ  is thermal fluid diffusivity of the beam, and lfh ,  is the hydraulic head of the beam defined as: 
)(/, GyGxfflf yixiph ++−= γ                                                 (3.124) Substituting Equations (3.123) and (3.124) into Equation (3.122) and using the principle of virtual work and the divergence theorem gives: 
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(a) Global coordinates                                        (b) Natural ordinate 
Figure 3.2 Three-noded beam element The coordinate and global degrees of freedom at any point on the beam element can be expressed in terms of the nodal values using the shape functions, iN , as: 
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where s  is the natural ordinate that varies from -1 to +1 over the element length (see Figure 3.2), and the prime denotes the derivative with respect to s . 
 
Figure 3.3 Transformation of coordinates of the beam element (from Potts and Zdravković, 1999) To transform the continuity equation from local to global coordinates, the sine and cosine of the angle Beamα  as shown in Figure 3.2 is required. These can be determined from Figure 3.3 as: 
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Noting also that (also see Figure 3.3): 
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Equation (3.125) can be rewritten as: 
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Approximating tll ∂+−+∂ )]()[( ψθθψ εεεε  as tll ∆+−+∆ )]()[( ψθθψ εεεε , tp f ∂∂  as 
tp f ∆∆  and t∂∂θ  as t∆∆θ , and substituting Equations (3.126), (3.127), (3.128), (3.129), (3.130), and (3.131) into Equation (3.134) gives: 
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Minimising this equation with respect to the incremental nodal fluid pressures, the equation governing fluid flow along the beam element can be written in finite element form as: 
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3.4.1.3 Heat transfer along beam elements  Similarly to fluid flow, heat is assumed to transfer along the beam element. Therefore, the symbol of divergence, ⋅∇ , in Equation (3.52) will be replaced by the symbol of derivative with respect to the distance along the beam, dld / . Equation (3.58) can then be rewritten as: 
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where lk ,θ  is the conductivity of the beam. Substituting Equations (3.123), (3.124) (3.126), (3.127), (3.128), (3.129), (3.130), (3.131) and (3.133) into Equation (3.143) and following a similar procedure to that for solid elements gives the finite element formulation governing heat transfer along the beam element as:  
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Assembling Equations (3.114), (3.136) and (3.144) and applying the time marching scheme presented in section 3.2 and the dynamic theory presented in section 3.3, the coupled dynamic THM finite element formulation for the 3-noded beam element in ICFEP can be written in matrix form (see Appendix A.4). 
3.4.2 THM coupled 3D shell element The THM coupled governing formulation of a 3D shell element has been developed based on the existing mechanical definitions of the 3D shell element in ICFEP, which was developed by Schroeder (2003). When there is no fluid flow and heat transfer on the shell element, the THM coupled equations reduce to the existing mechanical equations of the shell element in ICFEP. 
3.4.2.1 Mechanical equilibrium of shell elements The existing constitutive formulation of the 3D shell element in ICFEP can be written as (Schroeder, 2003): 
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where { }nnTShell 2112211221}{ γγκκκγεεεσ ∆∆∆∆∆∆∆∆=∆  is the incremental mechanical strain of the shell element with the incremental components being: 1ε∆ and 
2ε∆  - the in plane incremental axial strains in the directions of maximum and minimum 90 
 
curvature respectively, 12γ∆  - the in plane incremental shear strain, 1κ∆  and 2κ∆  - the incremental bending strains around the directions of maximum and minimum curvature respectively, 12κ∆  - the incremental twisting strain, and n1γ∆  and n2γ∆  - the incremental shear strains in the planes perpendicular to the directions of maximum and minimum curvature respectively. }{ Shellσ∆  is the incremental force vector corresponding to the incremental strain vector, with the incremental components being: 1F∆ and 2F∆  - the in plane incremental axial forces in the directions of maximum and minimum curvature respectively, 12S∆  - the in plane incremental shear force, 1M∆  and 2M∆  - the incremental moments around the directions of maximum and minimum curvature respectively, 12M∆  - the incremental torsional moment, and 1S∆  and 2S∆  - the incremental shear forces acting on planes perpendicular to the directions of maximum and minimum curvature respectively. ][ ShellD  is the stiffness matrix of the shell element, the details of which can be found in Schroeder (2003). The B  matrix of the shell element is defined as: 
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where iB  represents row i  of the B  matrix, and { }δ is the vector of global displacements and rotations which are also taken as nodal degrees of freedom of the shell element. The B  matrix has been obtained from the fundamental definitions of the shell element using the transformation from local to global coordinates.  It is assumed here that the change in pore fluid pressure and the change in temperature can only affect the axial strains of the shell element. Therefore, the constitutive relationship of the 3D shell element can be written as: 
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where }{ Shellε∆  is the incremental total strain of the shell element, 
{ } { }TShell 000000θαθαε θθθ ∆∆=∆  is the incremental thermal strain of the shell element, and { } { }TshellfshellfShellf tptpU 000000∆∆=∆  is the incremental pore fluid force of the shell element, which is calculated from the product of incremental pore fluid pressure, fp∆ , and the shell thickness, shellt .  Adopting the principle of minimum potential energy and following a similar procedure to that presented for the solid element gives the finite element equations associated with the force equilibrium of the shell element as: 
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3.4.2.2 Fluid flow on shell elements 
 
Figure 3.4 Fluid flow on a 3D shell element Assuming that fluid can only flow in the curved plane defined by shell elements and not cross it (see Figure 3.4 ), the continuity equation for shell elements can be given as: 
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where 
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 are the velocities of fluid flow in the directions of maximum and minimum curvature respectively, 
s
s
,1α  and ss ,2α  are the arc lengths of the shell in the directions of maximum and minimum curvature respectively, and θε1  and θε 2  are the in plane axial strains induced by the change of temperature in the directions of maximum and minimum curvature respectively. Here, the subscripts s,1α  and s,2α  denote the directions of maximum and minimum curvature respectively. Considering the effect of excess pore pressure induced by the change in temperature, Equation (3.160) can be rewritten following a similar theory as shown for the solid element as: 
 
t
Q
t
n
t
p
K
n
s
v
s
v
w
f
f
f
ww
s
s
s
s
∂
+−+∂
−=−
∂
∂
−−
∂
∂
+
∂
∂
+
∂
∂ )]()[(
)(2 2121,
,,
,2
,2
,1
,1 θθ
θθ
α
α
α
α εεεεθαα        (3.161) 
Adopting the generalised Darcy’s law under non-isothermal conditions gives: 
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where ][ ,swk  is the permeability matrix of the shell element, ][ ,swk θ  is the thermal fluid diffusivity of the shell element and sfh ,  is the hydraulic head of the shell element. Substituting Equations (3.31) and (3.162) into Equation (3.161) and using the principle of virtual work as well as the divergence theorem gives: 
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The differential arc length of the shell element in the directions of maximum and minimum curvature can be written as: 
)2,1(,, == idAds siisi αα                                                       (3.165) 
where iA  is the determinant in the direction of maximum or minimum curvature.  
 
Figure 3.5 Transformation of coordinates from parametric lines, Sr  and Tr , to lines of maximum 
and minimum curvature, sr ,1α  and sr ,2α  (from Schroeder, 2003) As shown in Figure 3.5, the parametric lines on the surface defined by the parent element coordinates S  and T  are not always equivalent to the lines of maximum and 
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minimum curvature defined by s,1α  and s,2α . Therefore, the coefficients of the directions of maximum and minimum curvature, s,1λ  and s,2λ , should be used to define vectors tangential to the surface in the directions s,1α  and s,2α . For a vector r , the following formulation can be obtained as: 
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Therefore, the derivatives of the coordinates and global degrees of freedom with respect to the arc lengths in the directions of maximum and minimum curvature at any point on the shell element can be expressed in terms of nodal values using the shape functions as: 
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Approximating t∂+−+∂ )]()[( 2121 θθ εεεε  as t∆+−+∆ )]()[( 2121 θθ εεεε , tp f ∂∂  as 
tp f ∆∆  and t∂∂θ  as t∆∆θ , and substituting Equations (3.168), (3.169), (3.170), (3.171), and (3.172) into Equation (3.164) gives the equation governing fluid flow in shell elements in finite element form as: 
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3.4.2.3 Heat transfer on shell elements Similarly to fluid flow, heat is assumed to transfer in the shell. Therefore, the symbol of divergence in Equation (3.52) should be replaced by the symbol representing the sum of the derivatives with respect to the arc lengths in the directions of maximum and minimum curvature ⋅∇s , where ss sss .2,1 // αα ∂Θ∂+∂Θ∂=Θ⋅∇ . Equation (3.58) can then be rewritten as: 
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where ][ ,skθ  is the conductivity matrix of the shell element. Following a similar approach to the development of the equations governing heat transfer using solid elements, the equations governing heat transfer in the shell can be written in finite element form as: 
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Assembling Equations (3.153), (3.173) and (3.185) and applying the time marching scheme presented in section 3.2. and the dynamic theory presented in section 3.3, the coupled dynamic THM finite element formulation for the 3D shell element in ICFEP can be established in matrix form as shown in Appendix A.5. 
3.4.3 THM coupled 3D interface element To model a soil-structure interface, such as the sides of a wall or pile, a 2D interface element for plane strain and axi-symmetric analysis has been developed by the numerical geotechnical group at Imperial College (Day, 1990). Based on the same theory, this 2D interface element has been developed further to model 3D problems. Here, a 3D THM coupled interface element, adopting the definitions of the existing 3D interface element for stress-deformation problems in ICFEP, is proposed. Therefore, the interface element in ICFEP is compatible with the solid element in either consolidation analysis or fully THM coupled analysis.  
3.4.3.1 Mechanical equilibrium of an interface element 
 
Figure 3.6 3D interface elements In a 3D analysis, the interface element consists of two 3D surfaces, the geometries of which are defined in a similar manner to a 3D shell element (see Figure 3.6). The perpendicular distance between these surfaces is zero and therefore the interface element has “zero thickness”. The interface stress consists of one normal component and two shear components: nσ  - the normal stress in the directions of local coordinate axis 
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n , which is normal to the interface, and 
1t
t  and 
2t
t  - the shear stresses in the directions of coordinate axes 1t  and 2t  respectively. Here, the coordinate axes 1t , and 2t  are defined in the directions of maximum and minimum curvature of the 3D interface element respectively. The constitutive relationship for the 3D interface element can be given as: 
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where nε∆  is the incremental normal strain, 1tγ∆  and 2tγ∆  are the incremental tangential strains corresponding to 
1t
t∆  and 
2t
t∆  respectively. For isotropic linear elastic behaviour, the stiffness matrix ][ InterfaceD  can be given as: 
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where sK  and nK  are the elastic shear stiffness and normal stiffness respectively. The 3D interface element strain is defined as the relative local displacement of the top and bottom of the interface element: 
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where lu , lv  and lw are the local displacements in the directions of local coordinate axes 
1t , n , and 2t , respectively. Therefore, the unit of sK  or nK  becomes 3/mkN , not 2/mkN . The transformation from global to local displacement can be expressed as: 
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where Twvu }{  is the vector of global displacements, and }{}{ 1312111 tttt = , 
}{}{ 321 nnnn =  and }{}{ 2322212 tttt =  are the unit vectors in the directions of local axes 1t , n , and 2t , respectively. Details on how to obtain the unit vectors in the directions of local axes 1t , n , and 2t for shell elements, which are similar to these for joint elements, can be found in Schroeder (2003) Therefore, the transformation of local to global displacement can be expressed in matrix form as: 
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Substituting Equation (3.195) into Equation (3.193) gives: 
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The global displacements )( wvu  at any point in the element are expressed in terms of the nodal displacement using the isoparametric shape functions iN . For the 8-noded interface element (4 nodes on each interface), the global displacements at the points on the top and bottom interfaces are given as: 
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and 
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Substituting Equations (3.197), (3.198) and (3.199) into Equation (3.196) gives: 
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where }{δ  is the vector of nodal displacements defined as: 
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(3.202) To take into account the behaviour of pore fluid pressure change and temperature change, two assumptions have been made here:  (1) Only the fluid flow and heat transfer along the element is modelled, not across it. Therefore, nodal values of pore fluid pressure and temperature at the top nodes of the interface element are required to be equal to the values at the corresponding bottom nodes. This is achieved by tying the nodal pore fluid pressures and temperatures between the top node and the corresponding bottom node. (2) The change in pore fluid pressure and the change in temperature can only affect the normal strain. Therefore, the stress-strain relationship of the interface element can be written as: 
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where T}00{}{ fInterfacef p∆=∆σ  and TInterfaceInterface }00{}{ θαε θθ ∆=∆ . As the interface element strain is defined as the relative local displacement, the thermal expansion coefficient of the interface element, Interfaceθα , is redefined as the change of relative displacement in response to the temperature change. Adopting the principle of 101 
 
minimum potential energy and following a similar procedure to that presented for the solid element gives the finite element equations associated with the force equilibrium of the interface element as: 
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3.4.3.2 Hydraulic formulation of an interface element As it is assumed that pore fluid can only flow along the interface element, the continuity equation of a 3D interface element can be given in a similar manner to that of a 3D shell element as: 
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where Interfacewv 1,α  and Interfacewv 2,α  are the fluid velocities in the directions of maximum and minimum curvature respectively, 
1α
s  and 
2α
s  are the arc lengths of the 3D interface in the directions of maximum and minimum curvature respectively, and θε n  is the normal 
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strain induced by the change in temperature. Adopting the generalised Darcy’s law under non-isothermal conditions gives: 
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where ][ Interfacewk  is the permeability matrix of the interface element, ][ Interfacewk θ  is the thermal fluid diffusivity of the interface element, and Interfacefh  is the hydraulic head of the interface element.. It should be noted that when the behaviour of fluid flow is modelled using interface elements, terms with the superscript of Interface in Equations (3.211) and (3.212), should be defined carefully to ensure that the units of these terms are consistent with those of element strains.  Following a similar approach to that applied for the 3D shell element gives the finite element formulation governing fluid flow along the 3D interface element as: 
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3.4.3.3 Thermal formulation of an interface element Similarly to fluid flow, heat is assumed to be transfered only along the interface. Therefore, the symbol of divergence in Equation (3.52) should be replaced by the symbol representing the sum of the derivatives with respect to the arc lengths in the directions of maximum and minimum curvature ⋅∇s , where 21 // αα sss ∂Θ∂+∂Θ∂=Θ⋅∇  . Equation (3.58) can then be rewritten as: 
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(3.219) where ][ Interfacekθ  is the conductivity matrix of the interface element. To account for the “zero thickness” assumption used to formulate the interface element, terms with the superscript of Interface in Equation (3.219) should also be redefined. Following a similar approach to that for solid elements, the equations governing heat transfer along the interface element can be written in finite element form as: 
θθθθ Qn
t
Xp
t
d
Y InterfaceGnG
Interface
G
nGInterface
GnGf
Interface
G
nGInterface
G +−=G+∆
∆
+Ω−
∆
∆
][}]{[
}{
][}]{[
}{
][ , (3.220) where: 
i
N
i Vol
InterfaceTInterfaceT
r
Interface
paar
Interface
pwwr
Interface
G dVol
BmN
e
e
CSCS
Y ∑ ∫
= 



















+
+
−
−+
=
1
0 ][)}({])[
1
1
)((
]))(1()([
][
θθθ
ρρ                     (3.221) 
i
N
i Vol f
p
Interface
w
T
r
Interface
pwwInterface
G dVol
EkEC
∑ ∫
=







 −
=Ω
1
]][[])[()(
][
γ
θθρ θ                     (3.222) 
104 
 
( )
i
N
i Vol
TInterface
r
Interface
paar
Interface
pwwr
T
n
r
Interface
Interface
pss
Interface
paar
Interface
pwwr
Interface
G dVol
NN
e
e
CSCS
NN
CnCSnCnS
X ∑ ∫
=








































+
+
−−+
−
+
−
+
−+−+
=
1 0
][][
)
1
1
)(]())(1()([
][]][
1
1[
]))(1())(1()([
][
θθθ
θθ
θ
θ
α
θθρρ
ε
θθα
ρρρ
 
(3.223) 
i
N
i Vol
Interface
w
TInterface
pww
Interface
w
T
r
Interface
pww
InterfaceT
Interface
G dVol
EvNC
EkECEkE
∑ ∫
=
















+
−+
=G
1 ]}[{][)(
]][[])[()(]][[][
][
θθ
θθθθθθ
ρ
θθρ  
(3.224) 
i
N
i Vol
G
Interface
w
T
r
Interface
pww
Interface
G dVolikECn ∑ ∫
=






−=
1
, }]{[])[()(][ θ
θ θθρ                      (3.225) 
Assembling Equations (3.204), (3.213) and (3.220) and applying the time marching scheme presented in section 3.2 and the dynamic theory presented in section 3.3, gives the dynamic THM coupled finite element formulation for the 3D interface element in ICFEP, which is in a similar form to that of the 3D shell element shown in Appendix A.5. 
3.5 Thermal boundary conditions  In a thermally active analysis, there are temperature degrees of freedom at the nodes. Therefore, it is necessary to specify either a prescribed temperature or a prescribed heat flux for each node on the boundary of the mesh. If no condition is specified for one or several of the boundary nodes, a default condition will be assumed. In ICFEP, a zero nodal heat flux condition is taken as the default thermal boundary condition. It is also optional in ICFEP to prescribe thermal boundary conditions at internal nodes of the mesh. 
3.5.1 Prescribed temperature A prescribed incremental change in temperature can be specified using this type of thermal boundary condition. Similarly to pore fluid pressure, local axes are not relevant as temperature is a scalar quantity. The application of a prescribed value of incremental nodal temperature affects only the left-hand side of the heat transfer equations (i.e. 
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{ }nGθ∆ ), and can be dealt with in a similar manner to the existing prescribed displacements or prescribed pore fluid pressures in ICFEP. It should be noted that this option also allows the users to specify the accumulated value at the end of an increment. Examples of using prescribed temperatures will be shown in Chapter 4 where the thermal formulation is validated. 
3.5.2 Prescribed heat flux Prescribed nodal heat flux values can be specified in the form of sources, sinks, exchange heat flux and natural heat loss boundary conditions. They are treated in a similar manner to prescribed nodal forces and prescribed nodal fluid flow, which can only affect the right-hand side vector of the system heat transfer equation.  
3.5.2.1 Exchange heat flux This boundary condition option allows users to prescribe the heat flux injected or abstracted from a boundary of the finite element mesh for a particular increment of the analysis. These prescribed heat fluxes are treated in a similar way to boundary stresses and boundary pore fluid flows.  The equivalent nodal heat flux, }{ ,ExchangeQθ , calculated from the exchange heat flux boundary condition can be obtained from the following equation: 
dSrfqNQ Exchange
T
Srf
Exchange ,, ][}{ θθθ ∫=                                               (3.226) 
where Srf is the element side over which the boundary heat flux θq  is prescribed. Examples of using this boundary condition option will be presented in Chapter 4 where the thermal formulation is validated. 
3.5.2.2 Heat sources and sinks This boundary condition option allows heat sources (heat injection) or sinks (heat abstraction) to be applied at discrete nodes in the form of a prescribed nodal heat flux. It should be noted that for plane strain or axi-symmetric analysis the heat sources and sinks are essentially line heat fluxes acting perpendicularly to the plane of the finite element mesh. 
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3.5.2.3 Natural heat loss This boundary condition option is formulated based on Newton’s law of cooling to prescribe the heat flux due to the temperature difference between a body and its surrounding fluid, which can be expressed as: 
dSrfhq
Srf
Natural ∫ ∞−−= )(, θθθθ                                             (3.227) 
where θh  is defined as external conductivity by Fourier (1878), or the convective heat transfer coefficient by Al-Khoury (2012), and ∞θ  is the temperature of the surrounding fluid. This boundary condition is a non-linear boundary condition, because the temperature of a body, θ , in Equation (3.227) varies over an increment. Consequently this must be accounted for in the software. The natural heat loss boundary condition is useful when modelling the heat exchange between a system and its surrounding environment.  
3.5.3 Coupled thermo-hydraulic heat flux In a coupled thermo-hydraulic analysis, where both heat transfer and pore fluid flow exist, it is necessary to prescribe a heat flux at the boundary of the mesh where pore fluid enters or leaves to balance the change of energy associated with the flow of pore water through the boundary. In ICFEP, this boundary condition option is defined as the convection boundary condition, and the associated prescribed heat flux is determined from the following equation: 
{ }( )dSrfvcq
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rwpwwConv ∫ −= θθρθ ,                                              (3.228) 
This boundary condition is also a non-linear boundary condition. Both θ  and { }wv  in Equation (3.228) vary over an increment. Details of applying this boundary condition option will be shown in Chapter 4 where the TH coupled formulation in ICFEP is validated. 
3.6 Conclusions This chapter detailed the theory adopted in ICFEP for solving thermo-hydro-mechanical coupled problems in geotechnical engineering. Governing equations for mechanical, hydraulic and thermal systems were developed from physical principles and then 107 
 
implemented into ICFEP. It should be noted that if the influence of temperature change is not taken into account, the proposed coupled equations reduce to the existing ones in ICFEP for solving consolidation and seepage problems (Potts & Zdravković, 1999). To ensure that the coupled equations in ICFEP are consistent and compatible, the dynamic THM coupled formulation was developed from the existing theory for dynamic consolidation problems from Hardy (2003) and Kontoe (2006), and then implemented into ICFEP. The CH scheme was also applied here as the time integration method to solve the dynamic THM coupled formulation. The same THM coupled theory was then applied to the existing interface elements and all types of structural elements in ICFEP, i.e. bar element, beam element, membrane element, shell element (Day, 1990, and Schroeder, 2003). Hence the interface elements and the structural elements in ICFEP can now be used in the analysis of coupled problems, where it is necessary to model fluid flow and heat transfer within them. As examples, the development and implementation of a 3-noded THM coupled beam element, a 3D THM coupled shell element and a 3D THM coupled interface element was presented. The coupled equations of other types of elements can be formulated in a similar manner. Finally a series of thermal boundary conditions was developed and implemented into ICFEP. It should be noted that a thermo-hydraulic coupled boundary condition may be necessary when thermo-hydraulic coupled problems are modelled.     
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CHAPTER 4 VALIDATION OF THERMO-HYDRO-
MECHANICAL COUPLING IN ICFEP  
4.1 Introduction The THM coupled finite element (FE) facilities presented in the previous chapter were implemented into the existing ICFEP framework. To ensure the THM coupled formulation, as well as its relevant boundary conditions, was developed correctly and implemented accurately, validation exercises are necessary. The new facilities for solid elements in ICFEP that must be validated involve:  (1) formulation for heat conduction (T), (2) formulation for thermo-hydraulic (TH) coupling, (3) formulation for thermo-mechanical (TM) coupling, (4) thermal boundary conditions. while those for interface and structural elements are: (1) formulation for coupled consolidation (HM),  (2) formulation for heat conduction (T), (3) formulation for thermo-hydraulic (TH) coupling, (4) formulation for thermo-mechanical (TM) coupling, 
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(5) hydraulic boundary conditions, (6) thermal boundary conditions. This chapter starts by presenting the processes and results of the validation exercises using the new facilities with solid elements. A series of analyses representing one-dimensional (1D) problems was used to verify the formulation for heat conduction, convective heat transfer (hydraulic effect on heat transfer), heat conduction coupled with thermal volumetric change (mechanical effect on heat transfer), and the relevant thermal boundary conditions, respectively. Another set of single element analyses was used to validate the formulation describing pore pressure change in a heating test due to the difference in thermal expansion coefficients between the soil particles and the pore fluid (thermal effect on pore fluid flow), and the linear thermo-mechanical constitutive behaviour (thermal effect on volumetric change), respectively. It should be noted that the validation excises were performed with linear and quadratic solid elements respectively, and both 2D and 3D analyses were conducted. ICFEP results were then compared to results obtained by using either an analytical approach or finite difference (FD) methods.  Similar validation exercises were then carried out with interface elements and all types of structural elements in ICFEP such as beam, bar, membrane and shell elements. Compared with solid elements, additional exercises are necessary to verify the hydraulic formulation as well as the hydraulic boundary conditions for these elements. Results of these validation exercises were compared to those of equivalent ones using solid elements.  
4.2 Validation exercises for solid elements 
4.2.1 Heat conduction 
 
Figure 4.1 Geometry of the mesh for the analysis representing 1D heat conduction 
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Table 4.1 Material properties for simulation of heat conduction  Density of solids, ρs (t/m3) 1.9 Density of water, ρw (t/m3) 1.0 Specific heat capacity of solids, Cps (kJ/t·oC) 800 Specific heat capacity of water, Cpw (kJ/t·oC) 4180 Thermal conductivity, kθ (kJ/s·m·oC) 0.001 Void ratio, e (-) 0.8 
To validate the formulation for heat conduction, a series of exercises of 1D conductive heat transfer along a 0.1m long bar of a typical fully saturated clay was considered. The geometry of the 1D case is shown in Figure 4.1 and the material properties used in the exercise are listed in Table 4.1. As shown in Figure 4.1, the initial temperature is 20 °C and a fixed temperature of 40 °C is prescribed at the left-hand side between points 1 and 4. Therefore, a conductive heat transfer is generated from left to right. For this 1D exercise of heat conduction, the governing equation adopted in ICFEP reduces to: 
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where the first part in Equation (4.1) represents the heat content of the soil and the second part represents the conductive heat transfer along the bar. To solve Equation (4.1), two cases were considered where different thermal boundary conditions were prescribed at the right-hand boundary between points 2 and 3 respectively: (1) a no heat flux boundary condition (the default boundary condition in ICFEP); (2) a fixed temperature boundary condition of 20 °C.  To represent the problems of 1D heat conduction shown above, a set of plane strain analyses on a 0.1m long bar using 4-noded linear elements with an element length of 0.005m was performed with ICFEP. The time marching scheme adopted in ICFEP was applied with 8.01 =α , and the time-step was chosen arbitrarily as 10 s.  For the exercise with a no heat flux boundary condition prescribed at the right-hand side boundary, the analytical solution to Equation (4.1) can be found in van Genuchten & Alves (1982). Solutions adopting a finite difference (FD) scheme (see Appendix B.1) were also used to verify the FE results. Figure 4.2 shows the temperature distribution along the bar at different times with a no heat flux boundary condition prescribed on the 111 
 
right-hand side boundary, while Figure 4.3 shows the variation in temperature with time at point 5, which lies in the middle of the 1D bar. It can be seen that ICFEP results match well the solutions obtained by the analytical and the FD methods. It should be noted that the steady state of a constant temperature of 40 °C over the bar was obtained when the simulation time is sufficiently large.  
 
(a) t=60s 
 
(b) t = 600s 
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(c) t = 3600s 
Figure 4.2 Comparison of analytical and numerical results of temperature distribution in the 
exercise of 1D heat conduction with a no heat flux boundary condition prescribed on the right-hand 
side boundary 
 
Figure 4.3 Comparison of analytical and numerical results of variation in temperature with time at 
point 5 in the exercise of 1D heat conduction with a no heat flux boundary condition prescribed on 
the right-hand side boundary For the case with a fixed temperature boundary condition prescribed at the right-hand side boundary, an analytical solution to Equation (4.1) is not available. Therefore, only solutions using the FD method were used to verify the ICFEP results. Figure 4.4 shows the temperature distribution along the bar at different times with a fixed temperature 113 
 
boundary condition prescribed on the right-hand side boundary, while Figure 4.5 shows the corresponding variation of temperature with time at point 5. It can be seen that ICFEP results agree well with the solutions using the FD method. It should be noted that the steady state of a linear temperature gradient from 40 °C to 20 °C over the bar was obtained when the simulation time is sufficiently large, which indicates that the steady state temperature at point 5 is 30 °C. 
 
(a) t=60 s  
 
(b) t=600 s 
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(c) t=3600 s 
Figure 4.4 Comparison of FD and ICFEP results of temperature distribution in the exercise of 1D 
heat conduction with a prescribed temperature boundary condition prescribed on the right-hand 
side boundary 
 
Figure 4.5 Comparison of FD and ICFEP results of variation in temperature with time at point 5 in 
the exercise of 1D heat conduction with a prescribed temperature boundary condition prescribed 
on the right-hand side boundary For both of the cases shown above, plane strain analyses using 8-noded quadratic elements and equivalent axi-symmetric (where the geometry in Figure 4.1 is rotated by 90 degrees, with line 1-2 becoming the axis of symmetry) and 3D analyses using both linear and quadratic elements were also performed with ICFEP, and the results of these 115 
 
analyses show the same temperature variation over the bar as those observed in the plane strain analyses using 4-noded linear elements. Therefore, it can be concluded that the formulation for heat conduction analysis, as well as both the no heat flux and prescribed temperature boundary conditions, is valid for solid elements in ICFEP. 
4.2.2 TH coupling TH coupling is defined as the interaction between the thermal and hydraulic systems. To verify the formulation for TH coupling in ICFEP, two sets of exercises have been carried out. One involves heat conduction-convection, which represents the effect of the hydraulic system on the thermal system. The other was performed to verify the formulation for simulation of the pore pressure change in a heating test due to the difference in thermal expansion coefficients between the soil particles and the pore fluid, which represents the effect of the thermal system on the hydraulic system. 
4.2.2.1 Convective heat transfer 
 
Figure 4.6 Geometry of the mesh for the analysis representing 1D convective heat transfer 
Table 4.2 Material properties for simulation of convective heat transfer Density of solids, ρs (t/m3) 2.5 Density of water, ρw (t/m3) 1.0 Specific heat capacity of solids, Cps (kJ/t·oC) 880 Specific heat capacity of water, Cpw (kJ/t·oC) 4190 Thermal conductivity, kθ (kJ/s·m·oC) 0.001 Void ratio, e 0.3 Permeability, kw (m/s) 5.5×10-5 To validate the formulation for a convective heat transfer, a series of plane strain analyses, representing 1D heat conduction-convection along a 1 m long bar of a typical sandstone with an element length of 0.01 m, was conducted with ICFEP using 4-noded linear elements. The geometry of the 1D case is shown in Figure 4.6 and the material properties used in the simulation are listed in Table 4.2. A heat source of a constant 116 
 
temperature of 20 °C was applied at the left-hand side of the bar, while the initial temperature was 10 °C, generating heat transfer along the bar. To include the heat convection, a constant pore water pressure gradient was applied over the mesh by imposing constant but different magnitudes of pore pressure over the left-hand and right-hand boundaries, inducing a pore water flow with a constant velocity from left to right. Gravity was set to be in the out of plane direction so that it did not affect water flow along the bar. The applied pore water pressure gradient was varied in this exercise so that the influence of different values of water velocity on heat transfer could be observed. To ensure that the simulated phenomenon was one-dimensional, no pore water flow or heat transfer was allowed through the horizontal (top and bottom) boundaries of the bar. The default thermal boundary condition in ICFEP, which is a no heat flux boundary condition, was prescribed at the right-hand side boundary of the bar. The time marching scheme adopted in ICFEP was applied with the backward difference scheme ( 0.11 =β , 0.11 =α ), while the time-step was chosen arbitrarily as 60 s.  For the 1D convective heat transfer described above, the governing equation in ICFEP reduces to: 
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where analytical solutions to Equation (4.2) can be found in van Genuchten & Alves (1982). Figure 4.7 shows the nodal temperature distribution along the bar after 3600 s. A sharp increase in temperature can be clearly observed at the right-hand side boundary of the soil bar, even though the heat front has not yet arrived there, as suggested by the fact that the temperature in the middle of the bar is still at its original value (10 °C). It should also be noted that this unrealistic increase in temperature initially started at the boundary where pore water leaves the mesh, with a higher increase in temperature being found in the analysis with a larger pore water velocity. This scenario is clearly physically impossible, and its characteristics imply that in the analyses above the pore water leaves the mesh but the energy equivalent to the volume of water remains, generating unrealistic increases in temperature at this boundary. 
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Figure 4.7 Temperature distribution for different fluid velocities in the exercise representing 1D 
convective heat transfer with a no heat flux boundary condition on the right-hand side boundary at 
t=3600 s To avoid this issue, the coupled thermo-hydraulic boundary condition described in the previous chapter was adopted here. This boundary condition prescribes a heat flux at the boundary where water leaves or enters the mesh in order to balance the change of energy associated with the water flow through the boundary. As a fixed temperature boundary condition was already prescribed at the left-hand side boundary of the mesh, which automatically balances the change of energy related to the volume of water flowing into the mesh, the coupled thermo-hydraulic boundary condition was only prescribed at the right-hand side boundary of the bar where water flows out of the mesh.  Figure 4.8 shows the nodal temperature distribution along the bar with the coupled thermo-hydraulic boundary condition after 3600 s. The sharp increase in temperature at the right-hand side boundary of the bar disappears and the numerical results with different values of water velocity obtained using ICFEP agree very well with the solutions obtained using the analytical method from van Genuchten & Alves (1982). 
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Figure 4.8 Comparison of analytical and ICFEP results of temperature distribution for different 
fluid velocities in the exercise representing 1D convective heat transfer with the coupled thermo-
hydraulic boundary condition at t = 3600 s It is noted that plane strain analyses using 8-noded quadratic elements and equivalent axi-symmetric (where the geometry in Figure 4.6 is rotated by 90 degrees, with line 1-2 becoming the axis of symmetry) and 3D analyses using both linear and quadratic elements were also performed with ICFEP to simulate the problem of 1D convective heat transfer shown above. Results of these analyses showed the same temperature variation with time along the bar as those observed in the plane strain analyses using 4-noded linear elements. Therefore, it can be concluded that the formulation for simulating convective heat transfer in ICFEP, as well as the coupled thermo-hydraulic boundary condition, has been verified for solid elements.  
4.2.2.2 Undrained heating condition To validate the modification made to the continuity equation which simulates the changes in pore pressures in a heating test due to the difference in thermal expansion coefficients between the soil particles and the pore fluid, a single element axi-symmetric analysis, which represents an undrained heating test, was carried out with ICFEP using a 4-noded solid element.    
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Table 4.3 Material properties for the single element analysis under undrained heating conditions Young’s modulus, E (MPa) 200 Poisson ratio, ν (-) 0.3 Permeability, kw (m/s) 1.0×10-8 Linear thermal expansion coefficient of soil skeleton, αθ (oC-1) 2.0×10-5 Linear thermal expansion coefficient of pore fluid, αθ,f  (oC-1) 1.0×10-4 Bulk modulus of water, Kf (MPa) 2200 
 
Figure 4.9 Sketch of a single element axi-symmetric analysis under undrained heating conditions The size of the element in the analysis was chosen as 0.05m×0.05m and the material properties used in the simulation are listed in Table 4.3. The initial void ratio of the material was 0.8, and the initial temperature of the element was 20 °C. A hydrostatic initial pore fluid pressure condition was prescribed over the element with a zero pore fluid pressure at the top boundary. A no flow boundary condition was prescribed over all the boundaries of the element so that an undrained condition was enforced. A total temperature increase of 20 °C was prescribed at all the element nodes with an incremental temperature of 1°C. The prescribed displacement boundary conditions are shown in Figure 4.9. As shown in Table 4.3, different values of linear thermal expansion coefficients were adopted for the soil skeleton and the pore fluid, so that an increase in compressive pore fluid pressures should be observed in the exercise. The time marching scheme was applied with the backward difference scheme ( 0.11 =β , 0.11 =α ), and the time-step was chosen arbitrarily as 60 s.  The pore fluid pressures at the bottom element nodes, as well as the void ratios at the bottom Gauss points, were monitored in the analysis with ICFEP, and the finite element 
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results were compared to the solutions obtained by solving the continuity equation using simple spreadsheet calculations. Under undrained conditions, the continuity equation for the compressible pore fluid can be expressed as: 
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For small strain analysis, the changes in volumetric strain in a single element heating test can be expressed as: 
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Substituting Equation (4.5) into Equation (4.4) yields the scheme adopted for spreadsheet calculations: 
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where the subscript j ( 1≥j ) denotes the increment number. Figure 4.10 and Figure 4.11 show the variation in pore fluid pressure and void ratio with temperature in the single element analysis under undrained heating conditions, 121 
 
respectively. It can be seen that ICFEP results agree very well with the analytical solutions obtained using the simple spreadsheet calculations 
 
Figure 4.10 Comparison of analytical and ICFEP results of variation in pore fluid pressures in a 
single element analysis under undrained heating conditions 
 
Figure 4.11 Comparison of analytical and ICFEP results of variation in void ratios in a single 
element analysis under undrained heating conditions 
4.2.3 TM coupling TM coupling is defined as the interaction between the thermal and mechanical systems. Similarly to TH coupling, two sets of exercises were carried out to validate the 
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formulation for TM coupling in ICFEP. One was performed to verify the linear thermo-mechanical formulation, which represents the effect of the thermal system on the mechanical system. The other involves heat conduction coupled with a thermal volumetric change, which represents the effect of the mechanical system on the thermal system. 
4.2.3.1 Linear thermo-mechanical formulation Under non-isothermal conditions, the incremental total strain, }{ ε∆ , is defined as the sum of the incremental mechanical strain, }{ σε∆ , and the incremental thermal strain, 
}{ θε∆ , which leads to the constitutive relation as: 
}){}]({[}{ θεεσ ∆−∆′=′∆ D                                                   (4.11) A linear relation between the incremental temperature and the incremental thermal strain was adopted and implemented into ICFEP, which can be expressed as: 
θαε θθ ∆=∆                                                             (4.12) 
Therefore, the incremental thermal strain vector, }{ θε∆ , can be given as 
}000{}{ θαθαθαε θθθθ ∆∆∆=∆
T , and the incremental thermal volumetric strain, 
v,θε∆ , can be obtained as θαε θθ ∆=∆ 3,v . To verify the thermo-mechanical formulation shown above, a series of single element analyses, which involve only the effect of a thermal volumetric change, was carried out with ICFEP using a 4-noded solid element and different displacement boundary conditions. Here, only the plane strain analysis with fully restrained boundary conditions is described, and the observed stress-strain behaviour in the finite element analysis is compared to the analytical solutions obtained by solving Equations (4.11) and (4.12). 
Table 4.4 Material properties for simulation of linear thermo-mechanical behaviour using a solid 
element Young’s modulus, E (MPa) 200 Poisson ratio, ν (-) 0.3 Linear thermal expansion coefficient, αθ (oC-1) 2.0×10-5 
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Figure 4.12 Sketch of a single element analysis of the linear thermo-mechanical behaviour using a 
solid element The size of the element in the plane strain analysis was chosen as 1.0 m×1.0 m and the material properties used in the simulation are listed in Table 4.4. The initial temperature of the element was 20 °C, and an elemental temperature increase of 20 °C was applied. Adopting Equation (4.12) gives the incremental thermal strain vector as:
}000100.4100.4100.4{}{ 444 −−− ×××=∆ Tθε . As shown in Figure 4.12, a fully restrained boundary condition is prescribed at the element boundaries, which results in zero incremental total strain of the element. Using the linear stress-strain relationship adopted by ICFEP (Potts & Zdravković, 1999), Equations (4.11) can be rewritten as: 
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(4.13) Solving Equation (4.13) leads to the incremental effective stresses in the above analysis as 200−=′∆=′∆=′∆ zyx σσσ  kPa, where the negative sign denotes a compressive effective stress. It is noted that the ICFEP plane strain analysis with fully restrained boundary conditions obtained the same results of incremental effective stresses. The equivalent 3D exercise was also performed, and the same stress-strain behaviour was observed.  
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4.2.3.2 Heat conduction coupled with thermal volumetric change 
 
Figure 4.13 Geometry of the mesh for the analysis representing 1D TM coupled heat conduction  
Table 4.5 Material properties for simulation of TM coupled heat conduction  Density of solids, ρs (t/m3) 1.9 Density of water, ρw (t/m3) 1.0 Specific heat capacity of solids, Cps (kJ/t·oC) 800 Specific heat capacity of water, Cpw (kJ/t·oC) 4180 Thermal conductivity, kθ (kJ/s·m·oC) 0.001 Young’s modulus, E (MPa) 200 Poisson ratio, ν (-) 0.3 To validate the formulation for the thermo-mechanical coupled heat transfer, a series of plane strain analyses representing a 1D conductive heat transfer coupled with a volumetric change was performed with ICFEP using 4-noded linear elements. The geometry of the mesh is shown in Figure 4.13 and the material properties used in the exercises are listed in Table 4.5. The displacement boundary conditions shown in Figure 4.13 were prescribed so that only 1D deformation of the bar was allowed in the analysis. The initial void ratio is 0.8 and the initial temperature is 20 °C. A fixed temperature of 40 °C was prescribed at the left-hand side boundary between points 1 and 4, therefore, a conductive heat transfer is generated from left to right along the bar. The linear thermal expansion coefficient of the material was varied in the analyses in order to illustrate the effect of the thermal volumetric change on heat transfer. The time marching scheme adopted in ICFEP was applied with 8.01 =α , and the time-step was chosen arbitrarily as 60 s.  For the 1D TM coupled heat transfer described above, the governing equation adopted in ICFEP reduces to: 
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where the second and the third terms on the left-hand side of Equation (4.14) denote the influence of volumetric change on heat transfer. To solve Equation (4.14), two different thermal boundary conditions were considered to be prescribed at the right-hand side boundary between points 2 and 3 respectively: (1) a no heat flux boundary condition; (2) a fixed temperature boundary condition of 20 °C. For both conditions, solutions adopting a finite difference (FD) scheme (see Appendix B.2) were used to verify the finite element results using ICFEP. 
 
Figure 4.14 ICFEP results of temperature distribution in the exercise representing 1D TM coupled 
heat transfer with different thermal expansion coefficients and a no heat flux boundary condition 
prescribed at the right-hand side boundary at t = 7200 s Figure 4.14 illustrates the effect of volumetric change on heat transfer with a no flux boundary condition prescribed at the right-hand side boundary. Compared with heat conduction, heat content of the soils varies in a TM coupled problem due to the thermal volumetric change and the mechanical volumetric change, which are represented by the second and the third term on the left-hand side of Equation (4.14), respectively. As the densities of soil particles and the pore fluid are assumed to be independent of temperature change in this research, thermal volumetric changes in the 1D TM coupled 
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problem described above increase the heat capacity of the soil, while mechanical volumetric changes incuded by the displacement boundary conditions prescribed at the sides 1-2 and 3-4 of the mesh (see Figure 4.13) reduces the heat capacity. From Equation (4.14), the overall effect of the volumetric change is dominated by the thermal volumetric change, which slows down the heat transfer along the bar. Further investigation is necessary when variable densities of soil particles and the pore fluid with temperature are adopted. It is noted that when a typical value of the thermal expansion coefficient of a fully saturated clay, i.e. 1050.2 −−= CEθα , is used, the influence of thermal volumetric change on heat transfer will be negligible. Figure 4.15 and Figure 4.16 show comparisons of FD and ICFEP results with a no heat flux boundary condition prescribed at the right-hand side boundary at t = 7200s using 
50.2 −= Eθα  and 30.2 −= Eθα , respectively. Variations in temperature, total strain and void ratio along the bar were observed in the exercises and ICFEP solutions agree very well with the solutions obtained using the FD method.  
 
(a) Temperature 
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(b) Total strain  
 
(c) Void ratio 
Figure 4.15 Comparison of FD and ICFEP results in the exercise representing 1D TM coupled heat 
transfer with αθ = 2.0×10-5 oC-1 and a no heat flux boundary condition prescribed at the right-hand 
side boundary at t = 7200 s  
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(a) Temperature  
 
(b) Total strain 
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(c) Void ratio 
Figure 4.16 Comparison of FD and ICFEP results in the exercise representing 1D TM coupled heat 
transfer with αθ = 2.0×10-3 oC-1 and a no heat flux boundary condition prescribed an the right-hand 
side boundary at t = 7200 s Figure 4.17 illustrates the effect of thermal volumetric change on heat transfer when a fixed temperature boundary condition of 20 °C is prescribed at the right-hand side boundary. Similar behaviour of the TM coupled heat transfer can be observed to that shown in the analysis with a no heat flux boundary condition.  
 
Figure 4.17 ICFEP results of temperature distribution in the exercise representing 1D TM coupled 
heat transfer with different thermal expansion coefficients and a prescribed temperature boundary 
condition at the right-hand side boundary at t = 5400 s 
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Figure 4.18 and Figure 4.19 show the comparisons of FD and ICFEP results with a prescribed temperature boundary condition at t = 5400s using 50.2 −= Eθα  and 
30.2 −= Eθα , respectively. Similarly to the previous case, variations in temperature, total strain and void ratio along the bar were observed in the exercises and ICFEP results agree very well with FD solutions. 
 
(a) Temperature 
 
(b) Total strain  
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(c) Void ratio 
Figure 4.18 Comparison of FD and ICFEP results in the exercise representing 1D TM coupled heat 
transfer with αθ = 2.0×10-5 oC-1 and a prescribed temperature boundary condition at the right-hand 
side boundary at t = 5400 s  
 
(a) Temperature  
132 
 
 
(b) Total strain 
 
(c) Void ratio 
Figure 4.19 Comparison of FD and ICFEP results in the  exercise representing 1D TM coupled heat 
transfer with αθ = 2.0×10-3 oC-1 and a prescribed temperature boundary condition at the right-hand 
side boundary at t = 5400 s It is noted that plane strain analyses using 8-noded quadratic elements and equivalent 3D analyses were also performed with ICFEP to simulate the TM coupled heat transfer shown above, and the results of these analyses also matched well the FD solutions. 
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4.2.4 Other thermal boundary conditions Thermal boundary conditions which are not involved in the validation exercises shown above include: (1) exchange heat flux boundary condition; (2) heat sources and sinks boundary condition; (3) natural heat loss boundary condition.  
4.2.4.1 Exchange heat flux boundary condition 
 
Figure 4.20 Geometry of the mesh for the analysis representing 1D heat conduction with the 
exchange heat flux boundary condition The exchange heat flux boundary condition in ICFEP allows users to prescribe the heat flux injected or abstracted from a boundary of a finite element mesh for a particular increment of the analysis. To verify this boundary condition, a plane strain analysis representing 1D heat conduction along a 0.1m long bar with a prescribed heat flux injected into the left-hand side boundary and a no heat flux boundary condition prescribed at the right-hand side boundary, as shown in Figure 4.20, was performed with ICFEP using 4-noded linear elements. The initial temperature was 20 °C and a constant heat flux rate of 2.0 kJ/(s·m) was applied over the left-hand side boundary. The time marching scheme adopted in ICFEP was applied with 8.01 =α , and the time-step was chosen arbitrarily as 60 s. Solutions adopting a FD scheme (see Appendix B.3) were used to verify the finite element results using ICFEP. Figure 4.21 shows the FD and ICFEP results of temperature distribution at different times with the exchange heat flux boundary condition. It can be seen that ICFEP results agree very well with FD results. It is noted that analysis using 8-noded quadratic elements with ICFEP also produced the same results as shown in Figure 4.21. 
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Figure 4.21 Comparison of FD and ICFEP results of temperature distribution in the exercise 
representing 1D heat conduction with the exchange heat flux boundary condition As shown in Figure 4.22, an equivalent 3D analysis was carried out with a mesh size of 0.1 m×0.001 m×1.0 m and the same constant heat flux rate of 2.0 kJ/(s·m2) prescribed over the left-hand side boundary surface. The same results of temperature distribution as shown in Figure 4.21 were obtained in the 3D analysis with both linear and quadratic elements. 
 
Figure 4.22 Geometry of the mesh for the equivalent 3D analysis representing 1D heat conduction 
with the exchange heat flux boundary condition An equivalent axi-symmetric analysis was performed using a similar mesh to that shown in Figure 4.20 and the same constant heat flux rate of 2.0 kJ/(s·m2). To obtain the same results of temperature distribution shown in Figure 4.21, the length of the radius was calculated as mr 0178.0/0.1001.0 =×= π  to ensure that the area over which θq  is applied in the axi-symmetric analysis is the same as that in the plane strain analysis shown above. 
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4.2.4.2 Heat sources and sinks boundary condition 
 
Figure 4.23 Geometry of the mesh for the equivalent plane strain analysis with heat sources and 
sinks boundary conditions using 4-noded linear elements  
 
Figure 4.24 Geometry of the mesh for the equivalent plane strain analysis with heat sources and 
sinks boundary conditions using 8-noded quadratic elements  The heat sources and sinks boundary condition was verified by an analysis equivalent to the one with the exchange heat flux boundary condition shown above. When the 4-noded linear elements were used, as shown in Figure 4.23, heat sources were prescribed at the two nodes on the left-hand side boundary and the heat injection rate applied at each node was: 1.0×10-3 kJ/s ( 2/hqQ θθ = , where h is the width of the bar). When 8-noded quadratic elements were used, as shown in Figure 4.24, a heat injection rate of 0.333×10-3 kJ/s ( 6/1 hqQ θθ = ) was prescribed at the two corner nodes and a heat injection rate of 1.333×10-3 kJ/s ( 3/22 hqQ θθ = ) was prescribed at the middle node. It is noted that the same results of temperature distribution were obtained as those shown in Figure 4.21.  
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4.2.4.3 Natural heat loss boundary condition 
 
Figure 4.25 Geometry of the mesh for the analysis representing 1D heat conduction with the 
natural heat loss boundary condition The natural heat loss boundary condition prescribes a heat flux due to the temperature difference between a body and its surrounding environment. To verify this boundary condition option, a plane strain analysis representing 1D heat conduction along a 0.1m long bar, as shown in Figure 4.25, was performed with ICFEP using 4-noded linear elements. The natural heat loss boundary condition was prescribed on the left-hand side boundary and a no heat flux boundary condition prescribed at the right-hand side boundary. The initial temperature was 20 °C, and the external conductivity between the bar and the surrounding environment, θh , was 0.02 kJ/(s·°C) with a constant ambient temperature of 40 °C. The time marching scheme adopted in ICFEP was applied with 
8.01 =α , and the time-step was chosen arbitrarily as 60 s. Solutions adopting a FD scheme (see Appendix B.3) were used to verify the finite element results using ICFEP. Figure 4.26 shows the FD and ICFEP results of temperature distribution at different times with the natural heat loss boundary condition. Good agreement can be found between results obtained using both of the numerical methods. It is noted that the analysis using 8-noded quadratic elements, as well as the equivalent axi-symmetric and 3D analyses, also obtained the same results of temperature distribution as shown in Figure 4.26. 
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Figure 4.26 Comparison of FD and ICFEP results of temperature distribution in the exercise 
representing 1D heat conduction with the natural heat loss boundary condition 
4.3 Validation exercises for interface and structural elements Similar validation exercises are also required for interface and structural elements. Compared with solid elements, additional validation exercises were necessary for these elements to verify the hydraulic formulation adopted in a coupled consolidation analysis as well as the relevant hydraulic boundary conditions. At present, validation exercises for these elements are still being carried out. In this section, only the procedures and the results of the exercises which have confirmed the validity of the related new facilities for interface and structural elements in ICFEP are presented.  
4.3.1 2D line elements. 2D line elements in ICFEP include 2D bar, beam, membrane and shell elements. For these elements, similar hydraulic and thermal formulations as well as the associated boundary conditions have been developed and implemented. Therefore, similar validation exercises for 2D line elements have been carried out with ICFEP. Up to date, facilities which have been verified for all the 2D line elements include: (1) linear thermo-mechanical formulation (2) hydraulic formulation for coupled consolidation with relevant hydraulic boundary conditions (3) thermal formulation for heat conduction and heat conduction-convection with relevant thermal boundary conditions 138 
 
Here, procedures and results of validation exercises for 2D beam elements are presented as an example.  
4.3.1.1 Linear thermo-mechanical formulation For a 2D beam element, it is assumed that the change in temperature can only affect the direct strains, i.e. the axial strain and the circumferential (or out of plane) membrane strain. Therefore, the constitutive equation under non-isothermal conditions for a 2D beam element can be given as: 
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where E is the Young’s modulus, BeamA  is the cross sectional area, v is Poisson’s ratio, I is the moment of inertia, G is the shear modulus, kb is a shear correction factor, and the stress and strain components have been defined in the previous chapter. To verify the linear thermo-mechanical formulation given by Equation (4.15), the following plane strain analysis was performed with ICFEP.  
 
Figure 4.27 Sketch of a single element analysis of the linear thermo-mechanical behaviour using a 
2-noded 2D beam element   
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Table 4.6 Material properties for simulation of linear thermo-mechanical behaviour with a 2D 
beam element Young’s modulus, E (MPa) 220 Poisson ratio, ν (-) 0.3 Linear thermal expansion coefficient, αθ (oC-1) 2.0×10-5 Cross sectional area ABeam (m2)  0.2  As shown in Figure 4.27, a 1.0 m long 2-noded linear beam element was used with all displacements and rotations restrained at both of the element nodes. The material properties used in the simulation are listed in Table 4.6. The initial temperature of the element was 20 °C, and an elemental temperature increase of 20 °C was applied to the beam element. As the beam element in the above simulation is fully restrained, the incremental total strains are zero. Therefore, the incremental in-plane axial force, F∆ , as well as the elemental incremental out of plane force, Ψ∆F , can be derived from Equation (4.15) as:  
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where θαε θθ ∆=∆ . It is noted that ICFEP results of the incremental in-plane and out of plane axial forces match the solutions given by Equation (4.16).  
4.3.1.2 Coupled consolidation To verify the hydraulic formulation for beam elements, a plane strain analysis representing a 1D coupled consolidation problem was carried out with ICFEP. As shown in Figure 4.28, a 1.0 m long bar of soil was modelled using beam elements, with the material properties listed in Table 4.7. Composite 3-noded beam elements, which have displacement and rotation degrees of freedom at all of the element nodes and pore water pressure degrees of freedom only at the 2 end nodes, were adopted in the analysis with an element length of 0.1 m. The displacement boundary conditions shown in Figure 4.28 were prescribed so that only 1D deformation along the beam was allowed. Constant pore water pressures of 20 kPa and 0 kPa were prescribed at the left-hand and right-hand sides of the beam respectively, with an initial pore water pressure of 0 kPa over the beam. Gravity was set to be in the out of plane direction, therefore, it will not affect 
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water flow along the beam. The time marching scheme was employed with 8.01 =β  and a time-step of 60 s was used.  
Table 4.7 Material properties for simulation of coupled consolidation problems with 2D beam 
elements  Beam elements Solid elements Young’s modulus, E (MPa) 269.5 220.0 Poisson ratio, ν (-) 0.3 0.3 Permeability, kw (m/s) 1.0×10-8 1.0×10-8 Void ratio, e (-) 0.8 0.8 
 
Figure 4.28 A plane strain analysis representing a 1D coupled consolidation problem using beam 
elements If neither the effect of gravity nor the fluid source/sink term is taken into account, the hydraulic equation adopted by ICFEP to solve the above coupled consolidation problem using beam elements reduces to:  
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For the composite beam elements, the volumetric strain varies with the same order as pore water pressures across the element and can be calculated as: 
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where beamcM ,  is the constrained modulus of the beam elements, which can be written as: 
 2, 1 vEM beamc −=                                                    (4.19) To verify the predicted pore water pressure distribution in the above simulation using beam elements, a plane strain analysis representing the same 1D coupled consolidation problem, as shown in Figure 4.29, was conducted with solid elements. Composite 8-
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noded solid elements were used, which have displacement degrees of freedom at all of the element nodes and pore water pressure degrees of freedom only at the 4 corner nodes. The element size was 0.1 m×0.1 m, and the same boundary conditions as well as time-stepping scheme were adopted in the analysis.  
 
Figure 4.29 A plane strain analysis representing a 1D coupled consolidation problem using solid 
elements For the above analysis with composite 8-noded solid elements, the same formulation as given by Equations (4.17) and (4.18) was solved. However, for solid elements, the constrained modulus can be expressed as: 
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Equalising Equations (4.19) and (4.20) gives the material properties used for 2D beam and solid elements (see Table 4.7) which lead to the same pore pressure distribution along the bar.  
Table 4.8 Comparison of ICFEP results of pore pressure distribution in an analysis of a 1D coupled 
consolidation problem using 2D beam elements and solid elements. 
Distance(m) fp  (kPa) Beam elements Solid elements t = 600 s Steady state t = 600 s Steady state 0.0 -20.000  -20.000 -20.000  -20.000 0.1 -17.250  -18.000 -17.250  -18.000 0.2 -14.576 -16.000 -14.576  -16.000 0.3 -12.045  -14.000 -12.045 -14.000 0.4 -9.7101  -12.000 -9.7101  -12.000 0.5 -7.6015  -10.000 -7.6015  -10.000 0.6 -5.7277  -8.0000 -5.7277  -8.0000 0.7 -4.0738  -6.0000 -4.0738  -6.0000 0.8 -2.6044  -4.0000 -2.6044  -4.0000 0.9 -1.2676  -2.0000 -1.2676  -2.0000 1.0 0.0000   0.0000 0.0000   0.0000 142 
 
Table 4.8 shows the distribution of nodal pore pressures along the bar at both the transient state (t = 600 s) and the steady state. It can be seen that the same results were obtained using beam elements and solid elements. 
4.3.1.3 Heat transfer Following a similar procedure to that outlined for solid elements, a series of validation exercises representing 1D heat transfer, including heat conduction and heat conduction-convection, have been performed using 2D beam elements. The same 1D mesh as that shown in Figure 4.28 and the same material properties as those adopted for solid elements were used. It is noted that the results of temperature distribution along the beam using beam elements are in good agreement with those using solid elements. 
 
Figure 4.30 Geometry of the curved beam To formulate the governing equation along a beam element, two local axes, which are in the tangential and normal directions to the beam, are adopted. Therefore, to verify the transformation between the local and global coordinate systems, an additional validation exercise was performed to model the heat transfer along a curved beam. A plane strain analysis of heat conduction along a 0.1 m long curved beam was carried out using 2-noded beam elements with an element length in the axial direction of 0.01m. The geometry of the problem is shown in Figure 4.30 and the material properties are listed in Table 4.1. The initial temperature was 20 °C and constant temperatures of 40 °C and 20 °C were prescribed at node 1 and node 2 respectively. The time marching scheme adopted in ICFEP was applied with 8.01 =α , and the time-step was chosen arbitrarily as 60 s.  
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Figure 4.31 Geometry of the curved plane generated by solid elements To verify the results using curved beam elements, a plane strain analysis of the problem shown in Figure 4.31 was performed using 4-noded solid elements. The geometry of the dashed curve line in Figure 4.31, which lies in the middle of the curved plane generated by the 2D solid elements, is the same as that of the curved beam shown in Figure 4.30. Constant temperatures of 40 °C and 20 °C were prescribed at the side between points 1 and 2 and the side between points 3 and 4, respectively. As the width of the curved plane in the normal direction is very small (only 0.001 m), heat conduction along the curved plane can be considered to be equivalent to that along the curved beam. Table 4.9 compares the results of temperature distribution using curved beam elements and curved solid elements at the transient state (t =600 s) and the steady state respectively, which shows a good agreement between the two analyses. 
Table 4.9 Comparison of ICFEP results of temperature distribution in an analysis of heat 
conduction using 2D curved beam elements and 2D curved solid elements 
Distance(m) θ (0C)  Beam elements (arc 1-2) Solid elements(arc 1-4) t = 600 s Steady state t = 600 s Steady state 0.00 40.000  40.000 40.000  40.000 0.01 32.513  38.000 32.503  37.990 0.02 26.608  36.000 26.588  35.983 0.03 22.916  34.000 22.909  33.989 0.04 21.073  32.000 21.071  31.993 0.05 20.330  30.000 20.329  29.993 0.06 20.085  28.000 20.085  28.000 0.07 20.019  26.000 20.019  26.007 0.08 20.004  24.000 20.004  24.011 0.09 20.001  22.000 20.001  22.005 0.10 20.000  20.000 20.000  20.000 
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4.3.2 3D membrane and shell elements Validation exercises, similar to those for 2D line elements, have also been performed for 3D membrane and 3D shell elements, and the facilities which have been verified up to date for these elements include: (1) linear thermo-mechanical formulation (2) hydraulic formulation for coupled consolidation with relevant hydraulic boundary conditions (3) thermal formulation for heat conduction with relevant thermal boundary conditions The linear thermo-mechanical formulation was verified through a series of single element exercises where an incremental temperature change as well as a fully restrained displacement boundary condition was prescribed at all the element nodes. ICFEP results of stresses and strains were compared to the analytical solutions obtained by solving the thermo-mechanical constitutive equations for these 3D elements, resulting in a good agreement.  To validate the hydraulic equations, a 3D analysis representing 1D coupled consolidation problems was carried out with a mesh of a 3D surface shown in Figure 4.32 and the same material properties as listed for 2D line elements in Table 4.7. The displacement boundary conditions were prescribed so that only the displacement in the direction of the x coordinate was allowed for the 3D surface, with displacements in all the other directions fully restrained. Constant pore water pressures of 20 kPa and 0 kPa were prescribed at the boundary between points 1 and 4 and the boundary between points 2 and 3 of the surface, respectively, with an initial pore water pressure of 0 kPa over the surface. Gravity was set to in the y direction so that it had no effect on the water flow in the surface. The time marching scheme was employed with 8.01 =β  and a time-step of 60 s was used. The results for the pore pressure distribution in the x direction were compared with those obtained using 2D membrane and 2D shell elements, and a good agreement was obtained. 
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Figure 4.32 A 3D analysis representing 1D coupled consolidation using 3D membrane or shell 
elements  Following a similar procedure, a validation exercise of heat conduction was performed using the same mesh as shown in Figure 4.32, however, the prescribed pore pressure boundary conditions were replaced by prescribed temperature boundary conditions. Therefore, this analysis represents the same problem of 1D heat transfer as that adopted for 2D line elements. Compared with the results using 2D line elements, the same temperature distribution in the x direction was obtained in the simulations with both 3D membrane and shell elements. To formulate the FE governing equations for 3D membrane and shell elements, the local axes, which are in the directions of maximum and minimum curvatures, were adopted. To verify the resulting transformation between the local and global coordinate systems, the following analyses of heat transfer were carried out with 3D membrane and 3D shell elements respectively. The 3D surface shown in Figure 4.33 was generated by extending the curved line 1-2, which has the same geometry as that of the mesh shown in Figure 4.30 for 2D line elements, in the z direction. Constant temperatures of 40 °C and 20 °C were prescribed at the boundary between points 1 and 3 and the boundary between points 2 and 4 of the surface respectively, with an initial temperature of 20 °C. The time marching scheme adopted in ICFEP was applied with 8.01 =α , and the time-step was chosen arbitrarily as 60 s. It is noted that the results for the temperature distribution along the curved line 1-2 on the 3D surface using both 3D membrane and 3D shell elements match those listed in Table 4.9 for 2D line elements. 
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Figure 4.33 A 3D curved surface  
4.3.3 Interface elements Similar validation exercises have also been carried out for 2D and 3D interface elements, and the same facilities as those listed for 3D membrane and shell elements have been verified so far. To verify the linear thermo-mechanical formulation for interface, a set of 2D and 3D single element analyses were performed with only an incremental temperature change applied to all the nodes of the interface element. ICFEP results of stresses and strains were compared to analytical solutions obtained by solving the thermo-mechanical constitutive equations for interface elements, resulting in a good agreement. 
 
Figure 4.34 A plane strain analysis representing a 1D coupled consolidation problem using 
interface elements The hydraulic formulation for 2D interface elements was verified by a plane strain analysis which represents a 1D coupled consolidation problem. As shown in Figure 4.34, the interface elements were specified along the sides of solid elements. A very low Young’s modulus (Es = 1 kPa) was used for the solid elements so that the influence of the solid elements on the stress-strain behaviour of interface elements was negligible. As the nodal pore water pressures between the top node and the corresponding bottom 
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node are automatically tied, constant pore water pressures of 20 kPa and 0 kPa were prescribed at the left-hand and right-hand sides of the bottom interface respectively, with an initial pore water pressure of 0 kPa. Gravity was set to be in the out of plane direction, therefore, it does not affect the water flow along the interface. The time marching scheme was employed with 8.01 =β  and a time-step of 60 s was used. Similarly to the analysis with 2D line elements, composite 6-noded interface elements were adopted, which have displacement degrees of freedom at all of the element nodes and pore water pressure degrees of freedom only at the 4 end nodes. Therefore, the hydraulic equation adopted by ICFEP to solve the above consolidation problem with interface elements reduces to: 
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where nε  is the normal strain of the interface elements and can be expressed in the above analysis as: 
n
f
v K
p∆
=∆ε                                                          (4.22) 
where nK  is the normal stiffness of the interface element. To obtain the same results of pore water pressure distribution as those shown in the validation exercises for 2D line elements, the material properties listed in Table 4.10 were adopted which ensures that 
beamcn MK ,= . 
Table 4.10 Material properties of interface elements for simulation of coupled consolidation 
problems Elastic normal stiffness Kn (MPa) 296.2 Poisson ratio, ν (-) 0.3 Permeability, kw (m/s) 1.0×10-8 Void ratio, e (-) 0.8 Following a similar procedure, a 3D analysis representing the same 1D coupled consolidation problem was performed using the mesh shown in Figure 4.35. This mesh was generated by extending the 2D mesh in the z direction so that regular interface elements as shown in Figure 4.36 were used. Constant pore water pressures were 
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prescribed at the boundary between points 1 and 4 and the boundary between points 2 and 3. The same material properties as adopted for 2D interface elements were used and the same results for the pore water pressure distribution along line 1-2 were obtained compared to those using 2D interface elements. 
 
Figure 4.35 A 3D analysis representing 1D coupled consolidation using 3D interface elements Adopting the same mesh as shown in Figure 4.34 and Figure 4.35, a series of 2D and 3D validation exercises representing the 1D heat transfer, including heat conduction and heat conduction-convection, have also been performed. The results using 2D and 3D interface elements were then compared to those using 2D line elements and 3D membrane and shell elements respectively, showing a good agreement. 
 
Figure 4.36 Mesh discretisation with regular elements 
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Figure 4.37 Mesh discretisation with distorted elements Similarly to 3D membrane and shell elements, an additional analysis of 1D heat conduction with 3D interface elements was conducted to verify the local axes adopted for formulating the governing equations for interface elements in ICFEP. Instead of using the discretisation with regular interface elements shown in Figure 4.36, which was used in the previous validation exercises for 3D interface elements, the distorted 3D elements shown in Figure 4.37 were adopted to model heat conduction along the interface. Constant temperatures of 40 °C and 20 °C were prescribed at the boundary between points 1 and 4 and the boundary between points 2 and 3 respectively, with the initial temperature of 20 °C. The time marching scheme was employed with 8.01 =α  and a time-step of 60 s was used. The same temperature distribution in the x direction was obtained in both of the analyses with 3D regular and distorted interface elements, which indicates that the formulation for transformation between the local and global coordinate systems have been implemented correctly for 3D interface elements. 
4.4 Conclusions The THM coupled FE formulation that has been developed and implemented into the existing ICFEP framework has been verified through a variety of validation exercises. The results obtained from the FE analyses using the new facilities in ICFEP have been compared to either analytical solutions or solutions using a FD approach or results adopting the existing capabilities of ICFEP which have been shown to be valid by more than 30 years of research and consulting work. The first part of this chapter presents a series of validation exercises which were used to verify the coupled facilities for solid elements. Firstly, the formulation for heat 150 
 
conduction in ICFEP was verified through a set of 2D and 3D analyses representing 1D heat transfer, and the results were compared to either analytical or FD solutions to the corresponding thermal governing equations and boundary conditions. Similar validation exercises were then performed to validate the formulation accounting for the mechanical and hydraulic effect on heat transfer as well as all other types of thermal boundary conditions. Additionally, the formulation of the coupling term which describes the thermal effect on the pore fluid flow was verified by a coupled single element analysis representing undrained heating conditions, while the formulation of the linear TM constitutive model was verified through a series of single element analyses which only involves stress-strain behaviour under isothermal conditions. For both of the analyses, the FE results were compared to analytical solutions obtained by solving the associated theoretical equations adopted by ICFEP. It has been shown in all the validation exercises for solid elements that ICFEP results agree very well with the related analytical or FD solutions. The second part of this chapter details the validation exercises which have been performed up to date to verify the coupled facilities for 2D and 3D interface and structural elements. To verify the formulation for seepage and consolidation as well as the hydraulic boundary conditions, a series of analyses representing 1D coupled consolidation problems was carried out with all types of 2D and 3D interface and structural elements, and the results were compared to those using solid elements. The formulation for heat conduction and heat conduction-convection, as well as the thermal boundary conditions, was verified following a similar procedure to that adopted for solid elements. Additional exercises were carried out to verify the adopted local axes and the resulting transformation between local and global coordinate systems when formulating the governing equations. It has been shown in all the validation exercises that have been performed so far that the results of analyses with interface and structural elements match well those using solid elements. It should be noted that further validation exercises with interface and structural elements are necessary to verify the formulation for TM and TH coupling as well as the advanced thermal and hydraulic boundary conditions which are not involved in the analyses presented in this chapter.   
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CHAPTER 5 INVESTIGATION ON TIME-STEP CONSTRAINTS 
IN TRANSIENT COUPLED FINITE ELEMENT ANALYSIS  
5.1 Introduction When the finite element method (FEM) is adopted to obtain the approximate solutions in transient analysis (e.g. heat conduction, consolidation, etc.), the differential equation describing the transient problem is first integrated using a finite element discretisation to approximate the numerical solutions in space. Subsequently, a time marching scheme (e.g. the θ-method) is required to approximate the numerical solution over a time interval Δt. It is generally believed that decreasing the size of the time-step improves the accuracy of the FE solutions to transient problems. However, numerical analyses of consolidation (e.g. Yokoo et al., 1971; Sandhu et al., 1977; Vermeer & Verruijt, 1981; Reed, 1984; Thomas & Harb, 1986; Murti et al., 1989) as well as heat conduction problems (e.g. Rank et al., 1983; Murti et al., 1989; Lobo & Emery, 1993, 1995; Thomas & Zhou, 1997) have shown that a lower limit for the size of the time-step exists, below which the solution may exhibit spatial oscillations at the initial stage of the analysis in the regions where the gradient of the solution is steep. These oscillations decay and finally disappear as the gradient of the solution reduces. This type of problem is defined as a numerical ‘shock’ problem and is generally induced by a significant and sudden change between the initial 152 
 
and the boundary conditions (Fachinotti & Bellet, 2006). For a purely thermal or hydraulic analysis, the issue of oscillations may not be of extreme significance, as the effects are relatively short term and the numerical solution finally becomes equal to the analytical solution. However, in an analysis where the hydraulic or thermal behaviour is coupled with the mechanical behaviour, the final solution may be invalidated, as the errors in the prediction of the mechanical behaviour induced by the oscillations may accumulate. Therefore, it is necessary to investigate the lower limit of the time-step size in a coupled transient analysis. The ‘hydraulic shock’ problem, i.e. the spatial oscillations of pore fluid pressure in consolidation analysis, has been observed by Yokoo et al. (1971) and Sandhu et al. (1977), and was later studied by Vermeer & Verruijt (1981), who proposed a minimum time-step size for one-dimensional (1D) consolidation of a saturated porous material with an incompressible fluid. The authors derived an expression in terms of material properties and element size for the lower bound of the time-step size for linear elements, and suggested using the same expression with a different multiplier for quadratic elements. Reed (1984) examined both one-dimensional and two-dimensional (2D) consolidation problems and proposed a smoothing technique in order to reduce the oscillation without refining the mesh or increasing the time-step size.  The ‘thermal shock’ problem for heat-conduction has also been investigated extensively. Rank et al. (1983) used the Discrete Maximum Principle (DMP) to formulate an expression, similar to that of Vermeer & Verruijt (1981), for the minimum time-step size for a 1D linear element. Thomas & Zhou (1997) derived the same expression for linear elements, and also suggested a more restrictive condition for the minimum time-step size for quadratic elements. However, the process of deriving the equation for quadratic elements was not explained in detail.  Although the time-step constraints for the FE analysis of consolidation and heat conduction problems have been well established in the literature, most of the work has been restricted to analyses using linear elements for 1D problems. Limited literature can be found on studies of time-step constraints with quadratic elements for 1D problems or both linear and quadratic elements for 2D analysis. Moreover, the numerical shock issue in coupled thermo-hydraulic problems has not been studied. In many geotechnical problems, such as open-loop ground source energy systems, the transfer of heat by 153 
 
convection is highly significant, and therefore, its effect on the numerical shock issue requires investigation.  This chapter first presents the criteria for establishing the minimum time-step for 1D problems of heat-conduction, consolidation as well as heat conduction-convection, considering both linear and quadratic elements, respectively. The time marching scheme adopted in ICFEP, which is generally referred to as the θ-method (Wood, 1990) and has been detailed in the previous chapter, is used in the investigation. The expressions derived analytically are then validated against numerical results from ICFEP. Attempts have also been made to apply a similar criterion to a 2D problem of heat-conduction, and a series of expressions for the minimum time-step, considering different element shapes and types, are summarised. Finally, approaches for minimising the critical time-step in transient finite element analysis are recommended.  
5.2 Minimum time-step size in 1D FE heat-conduction analysis 
5.2.1 Spatial oscillations in ‘thermal shock’ problems 
 
Figure 5.1 1D finite element mesh and thermal boundary conditions 
Table 5.1 Material properties for heat transfer analysis Density of solids, ρs (t/m3) 2.5 Density of water, ρw (t/m3) 1.0 Specific heat capacity of solids, Cps (kJ/t.K) 880 Specific heat capacity of water, Cpw (kJ/t.K) 4190 Thermal conductivity, kθ (kJ/s.m.K) 0.001 Void ratio, e 0.3 The characteristics of the ‘thermal shock’ problem can be illustrated by the following example of 1D conductive heat transfer. A plane strain analysis of the 1 m long bar with element lengths of 0.1 m shown in Figure 5.1 was carried out in ICFEP using the material properties of a typical sandstone (listed in Table 5.1).  
1 m 
0.1 m 
θ = 20 °C θ0 = 10 °C 
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The initial temperature along the bar was 10 °C and a constant temperature boundary condition (θ = 20 °C) was prescribed on the left side of the mesh. The time marching scheme adopted in ICFEP was applied with the backward difference scheme (β = 1.0), and the time-step was chosen arbitrarily as 60 s. To make the notation consistent with that used in previous chapters, θ represents temperature here, and β is defined as the time-stepping factor. Both 4-noded linear elements and 8-noded quadratic elements were employed in the analysis. Figure 5.2 shows the nodal temperature distribution along the bar with linear elements after one time-step. The numerical results show spatial oscillations in temperature, deviating from the analytical solution (van Genuchten & Alves, 1982) at the beginning of the analysis. It can be seen in Figure 5.3 that these oscillations exist only at the initial stages of the analysis, in the regions where the solution exhibits a steep gradient, and that they decay and finally disappear as the gradient of the solution reduces. It should be noted that, after some increments (in this case 200 increments was chosen arbitrarily), the numerical solution matches well the analytical solution.  
 
Figure 5.2 Spatial oscillations in a heat-conduction analysis at increment 1 using linear elements 
with Δt = 60 s, and the corresponding analytical solution 
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Figure 5.3 Variation of spatial oscillations with time in a heat-conduction analysis using linear 
elements with Δt = 60 s, and a comparison with the analytical solution Similar behaviour can also be found in the exercise with quadratic elements, where 200 increments was also chosen arbitrarily. It is noted that the amplitude of the spatial oscillations using quadratic elements is lower than that at the same time when linear elements are used (shown in Figure 5.4).  
 
Figure 5.4 Variation of spatial oscillations with time in a heat-conduction analysis using quadratic 
elements with Δt = 60 s, and a comparison with the analytical solution 
5.2.2 Mathematical description of ‘thermal shock’ problems The basic function governing total heat transfer in soils can be written as:  
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where θΦ  is the heat content of the soil per unit volume, θQ  is the heat flux per unit volume, including heat-conduction and heat-convection, t  is the time, and dV  is the volume of the soil. 
 
Figure 5.5 One-dimensional representation of the mesh with linear elements 
 
Figure 5.6 One-dimensional representation of the mesh with quadratic elements To represent the ‘thermal shock’ problem in a heat-conduction analysis, a generalised one-dimensional mesh, with a total length of L  and composed of n elements with a length of h, is considered (as shown in Figure 5.5 and Figure 5.6). In this case Equation (5.1) can be rewritten in the form of a Poisson type differential equation as: 
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where the first term is the heat content of the material and the second term represents heat conduction, with ρ  and pC  being the density and the specific heat capacity of the material, respectively. Alternatively, 
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where pd Ck ρα θθ /, =  is the thermal diffusivity of the material.  The following boundary conditions are applied at the sides of the mesh as: 
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i+1 i i-1 Node x n+1 n n-1 3 2 1 0 L h 
n n+1 i+1 i i-1 2 1 Node 0 x L h 
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which represent constant temperature equal to bθ  on the left-hand end of the mesh and no heat flux on the right-hand end of the mesh. The initial condition: 0)0,( θθ =x , where 
bθ  is assumed to be higher than 0θ . To avoid oscillations in the analysis, the following two conditions on the temperature at node i at time t, ),( txi θθ = , should be satisfied: 
(1) 0θθ ≥i for any 0≥t  (i.e. the temperature increment at any node should not be negative); (2) 1−≤ ii θθ  (i.e. that the temperature variation should decrease monotonically along the bar). It has been found from the previous exercise that the spatial oscillations appear at the beginning of the analysis. Therefore, the nodal temperature distribution after the first time-step will be investigated here. 
5.2.3 Minimum time-step size for linear elements  When linear elements are adopted to solve the heat conduction problem in a finite element program, Equation (5.3) is firstly discretised using the Galerkin method and the divergence theorem as: 
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Substituting the shape functions of linear elements into Equation (5.5) and evaluating the obtained integrals yields: 
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with bθθ =1  (constant temperature on the left-hand end of the mesh) and 0/1 =∂∂ + xnθ  (no heat flux on the right-hand end of the mesh) for any 0>t , and 0θθ =i  at 0=t  for any 11 +≤≤ ni . For linear elements, the matrices ][ lC  and ][ lK , which represent the heat content of the material and the heat transfer due to conduction, respectively, can be assembled from the element matrices resulting in: 158 
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To estimate the nodal temperatures iθ  after the first time-step t∆ , the time marching scheme is adopted. It is assumed that tt ∆∆=∂∂ βθθ // , where β  is the time-stepping factor and θ∆  is the temperature increment prescribed at the boundary. Therefore, Equation (5.6) can be written as a linear system: 
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According to Lobo & Emery (1993, 1995), the Discrete Maximum Principle (DMP) can be applied in order to establish the value of t∆  that satisfies the two conditions which avoid spatial oscillations when solving the linear system given by Equation (5.9). The DMP requires that (Ciarlet, 1970): (1) the matrix ][ lA  is invertible and has a dominant diagonal; (2) all the diagonal terms of ][ lA  are positive and the non-diagonal terms are non-positive. Substituting the matrices ][ lC  and ][ lK  into Equation (5.10) yields: 
159 
 




















++−
+−++−
+−++−
+−++−
+−+
∆
=
26160......0
16412160......
..................
...016412160
......01641216
.........01626
6
][
00
000
000
000
00
FF
FFF
FFF
FFF
FF
t
h
Al
ββ
βββ
βββ
βββ
ββ
β
 
(5.11) 
where 2,20 // hthCtkF dp ∆=∆= θθ αρ  is defined as the Fourier number, which can be considered to represent the maximum temperature gradient in the domain for transient heat transfer problems (Lobo & Emery, 1995).  To satisfy the Discrete Maximum Principle, the condition 016 0 ≤+− Fβ  for linear elements should be ensured, establishing the lower limit of the time-step size as: 
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It has been shown by Thomas & Zhou (1997) and Bergheau & Fortunier (2008) that for linear elements, both of the non-oscillatory conditions imposed on nodal temperatures 
iθ  can be satisfied by adopting Equation (5.12). For example, for the heat conduction problem shown earlier, the critical time-step can be calculated as stcr 4432=∆ . Figure 5.7 and Table 5.2 show the temperature distribution along the mesh after one increment, with time-steps of 4400 s ( crtt ∆<∆ ) and 4500 s ( crtt ∆>∆ ). The analysis with the time-step of 4400 s, which is only slightly below the critical time-step, exhibits spatial oscillations of temperature as the temperature at the second node ( 1.0=x  m) is less than the initial temperature of 10 °C. However, when the time-step of 4500 s is used, no spatial oscillations can be observed. 
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Figure 5.7 Nodal temperatures up to 0.2m 
along the bar at increment 1 in the 
simulation of heat-conduction using linear 
elements 
Table 5.2 Nodal temperatures at increment 1 
in the simulation of heat-conduction using 
linear elements 
x (m) θ  (°C) 
Δt = 4400  s Δt = 4500 s 0.0 20.0000 20.0000 0.1 9.9879 10.0250 0.2 10.0000 10.0000 0.3 10.0000 10.0000 0.4 10.0000 10.0000 0.5 10.0000 10.0000 0.6 10.0000 10.0000 0.7 10.0000 10.0000 0.8 10.0000 10.0000 0.9 10.0000 10.0000 1.0 10.0000 10.0000 
5.2.4 Minimum time-step size for quadratic elements A similar procedure has been applied to investigate the conditions which should be satisfied in order to avoid spatial oscillations in heat-conduction analyses using quadratic elements. Discretising Equation (5.3) using the Galerkin method leads to: 
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(5.13) Substituting the shape functions for quadratic elements into Equation (5.13) and carrying out its integration results in a similar equation to Equation (5.6), where the matrices ][ qC  and ][ qK  for quadratic elements can be written, respectively, as: 
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Applying the time marching scheme yields a similar linear system to Equation (5.9), where the matrix ][ qA  for quadratic elements can be expressed as: 




















++−−
+−++−
−+−++−−
+−++−
−+−+
∆
=
2351402150......
1408801400......
..................
...215140470140215
......0140880140
......0215140235
15
][
000
000
00000
000
000
FFF
FFF
FFFFF
FFF
FFF
t
h
Aq
βββ
βββ
βββββ
βββ
βββ
β
(5.16) Adopting the Discrete Maximum Principle, outlined in the previous section, the condition 0140 0 ≤+− Fβ  for quadratic elements should be satisfied, defining the lower limit of the time-step size as: 
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Using the mesh shown in Figure 5.1 and the material properties listed in Table 5.1, the critical time-step using quadratic elements can be calculated as stcr 665=∆ . Figure 5.8 and Table 5.3 show the results obtained for st 650=∆  and st 700=∆ . It can be seen that in the latter analysis the criterion of non-negative incremental change in temperature is satisfied, however, the criterion of monotonically decreasing temperature along the bar is not, even though the condition on the minimum size of the time-step given by Equation (5.17) is ensured. 
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Figure 5.8 Nodal temperatures up to 0.2m 
along the bar at increment 1 in the 
simulation of heat-conduction using 
quadratic elements   
Table 5.3 Nodal temperatures at increment 1 
in the simulation of heat-conduction using 
quadratic elements 
x (m) θ  (°C) 
Δt = 650 s Δt = 700 s 0.00 20.0000 20.0000 0.05 9.9761 10.0560 0.10 10.6650 10.6340 0.15 9.9984 10.0040 0.20 10.0440 10.0400 0.25 9.9999 10.0000 0.30 10.0030 10.0030 0.35 10.0000 10.0000 0.40 10.0000 10.0000 0.45 10.0000 10.0000 0.50 10.0000 10.0000 0.60 10.0000 10.0000 0.70 10.0000 10.0000 0.80 10.0000 10.0000 0.90 10.0000 10.0000 1.00 10.0000 10.0000 Vejchodsky & Solin (2007) noted that the criterion derived from the Discrete Maximum Principle may not be sufficient to ensure adequate results for high-order finite elements. To determine the non-oscillatory conditions for quadratic elements, the criterion of monotonically decreasing temperature along the bar is introduced here, in addition to the criterion of non-negative change in temperature at any node.  It should be noted that the lower limit of the time-step given by Equation (5.17) can only ensure that 02 ≥∆θ  and 12 θθ ≤ , which means that the non-oscillatory conditions are only valid at the node next to the boundary node where the boundary condition has been prescribed. To ensure that the non-oscillatory conditions are satisfied at every node along the bar, a stronger condition should be adopted such that, at the node furthest away from the boundary at which the boundary condition has been prescribed, the temperature change must be non-negative ( 01 ≥∆ +nθ ), as well as the temperature must be less or equal to the temperature at the previous node ( nn θθ ≤+1 ). These criteria can be ensured by investigating the linear system for simulating heat-conduction with quadratic elements. Expanding Equation (5.9) leads to: 
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(5.18) Substituting the boundary condition bθθ =1  into the first equation, the linear system can be re-written as: 
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(5.19) Analysing the last two rows from Equation (5.19) leads to: 
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Eliminating 1−nθ  results in: 
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Applying the restriction that 1/ 1 ≥+nn θθ  to Equation (5.21) yields: 
0120 0 ≤+− Fβ                                                           (5.22) Therefore, to avoid spatial oscillations, a minimum size of time-step is obtained for heat conduction analysis with quadratic elements, and it can be written as: 
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Therefore the critical time-step for the previously discussed heat conduction exercise with quadratic elements can be calculated as stcr 1330=∆ . Figure 5.9 shows the nodal temperature distribution along the mesh after the first increment of 1350 s, which is strictly decreasing along the bar. 
 
Figure 5.9 Nodal temperatures at increment 1 with Δt = 1350s in the simulation of heat- 
conduction using quadratic elements 
5.3 Minimum time-step size in 1D FE consolidation analysis 
5.3.1 Spatial oscillations in ‘hydraulic shock’ problems  
Table 5.4 Material properties in consolidation analysis Young’s modulus, E (MPa) 10 Poisson ratio, ν (-) 0.3 Permeability, kw (m/s) 1.0×10-8 Void ratio, e (-) 0.6 The ‘hydraulic shock’ problem is analogous to the ‘thermal shock’ problem and it refers to spatial oscillations of pore fluid pressure at the initial stages of a consolidation analysis. In order to illustrate this issue, a plane strain coupled consolidation analysis was conducted with ICFEP. The same mesh as the one shown in Figure 5.1 with material properties listed in Table 5.4 was used. However, the prescribed temperature boundary condition was replaced by a prescribed pore fluid pressure of 20 kPa. Additionally, a boundary condition of no change in pore fluid pressure was prescribed on the right-
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hand end of the mesh. The displacement boundary was prescribed so that only 1D deformation was allowed. The initial condition was a uniform pore fluid pressure of 10 kPa. The time marching scheme adopted in ICFEP was employed with the backward difference scheme (β = 1.0).  
 
Figure 5.10 Variation of spatial oscillations with time in a consolidation analysis using linear 
elements with Δt = 30 s 
 
Figure 5.11 Variation of spatial oscillations with time in a consolidation analysis using quadratic 
elements with Δt = 10 s Figure 5.10 shows the pore fluid pressure distribution at different increments along the mesh using linear elements and a time-step of 30 s, whereas Figure 5.11 presents the 
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results for quadratic elements with a time-step of 10 s. Similar to the heat-conduction problem, the oscillations reduce and, after a number of increments, disappear.  
5.3.2 Mathematical description of ‘hydraulic shock’ problems For incompressible fluid, the continuity equation of pore fluid flow in soils can be written as (Potts & Zdravković, 1999):  
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where xv , yv  and zv  are the components of the velocity of the pore fluid in the coordinate directions, vε  is the volumetric strain of the soil skeleton, and wQ  represents any pore fluid sources and/or sinks. The seepage velocity }{}{ zyxTw vvvv =  is considered to be governed by the Darcy’s law given by: 
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where fh  is the hydraulic head defined as: 
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where fp  is the pore fluid pressure, ][ wk  is the permeability matrix, fγ  is the bulk unit weight of the pore fluid, vector }{}{ GzGyGxTG iiii =  is the unit vector parallel, but in the opposite direction, to gravity. To represent the ‘hydraulic shock’ problem in consolidation analysis, a generalised one-dimensional mesh, with a total length of L  and composed of n elements with a length of 
h , is considered (shown in Figure 5.5 and Figure 5.6). If neither the effect of gravity nor the fluid source/sink term is taken into account, Equation (5.24) can be rewritten as: 
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To obtain an equation similar to that for heat-conduction analysis, first the term containing the volumetric strain in Equation (5.27) should be replaced by a term which includes pore fluid pressures. 
5.3.3 Minimum time-step size for consolidation analysis 
5.3.3.1 Composite elements In consolidation analyses, it is common to use composite 8-noded elements which have displacement degrees of freedom at all of the element nodes and pore fluid pressure degrees of freedom only at the 4 corner nodes. In this case, quadratic shape functions are used to interpolate displacements and linear shape functions are used to interpolate pore fluid pressures. In the finite element analysis of the 1D consolidation problem shown above, the volumetric strain can be given as: 
nv dB }]{[}{}{ ∆=∆=∆ εε                                                   (5.28) where ][B  is the matrix which contains only derivatives of the shape functions and 
nd}{∆  is the nodal displacement. Therefore, the volumetric strain varies linearly across the element and can be calculated as: 
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where cM  is the constrained modulus, which can be written as: 
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where E  is Young’s modulus and v  is the Poisson’s ratio. Substituting Equation (5.29) into Equation (5.27) yields: 
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It should be noted that Equation (5.31) has the same form as the partial differential equation for heat-conduction (Equation (5.3)), and therefore the same procedure for derivation of the minimum time-step size for linear elements can be followed, leading to: 
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which has the same form as Equation (5.12), with α  replaced by wcf kM/γ . It should be noted that the minimum time-step in the consolidation analysis expressed by Equation (5.32) is the same as that given by Vermeer & Verruit (1981), who started the process directly from Equation (5.31) without describing which element type was used for displacements. The effect of boundary stresses can be taken into account by following a similar process shown by Vermeer & Verruit (1981). 
5.3.3.2 Linear elements In standard 4-noded elements, both the displacement and the pore fluid pressure vary linearly across an element. For such elements, the volumetric strain is constant over the element due to the linear relations adopted in the shape functions for the displacements. Therefore, in the 1D exercise of a consolidation analysis with linear elements, the elemental volumetric strain nv,ε  can be given as: 
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where ∗ nfp ,  is the average pore fluid pressure of the element.  Substituting Equation (5.33) into Equation (5.27) yields: 
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Discretizing Equation (5.34) using the Galerkin method leads to: 
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Substituting the shape functions of linear elements into Equation (5.35) yields a similar equation to Equation (5.6), where the matrices ][ ,clC  and ][ ,clK , which represent the fluid flow due to the volumetric change of the soil skeleton and the fluid flow due to the gradient of hydraulic head, respectively, can be assembled from the element matrices: 
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Following a procedure similar to that outlined for heat conduction problems and applying the Discrete Maximum Principle, the lower limit of the time-step size for the 1D consolidation analysis with linear elements can be obtained as: 
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For the previously described consolidation example, the critical time-step for 4-noded elements with a linear distribution of pore water pressures can be calculated as 
stcr 182=∆ . Figure 5.12 and Table 5.5 compare the pore water pressure results for 
st 170=∆  ( crtt ∆<∆ ) and st 190=∆  ( crtt ∆>∆ ). The analysis with the time-step of 170 s, which is only slightly below the critical time-step, exhibits spatial oscillations of pore fluid pressure as the pore fluid pressure at the second node ( 1.0=x  m) is less than the initial pore fluid pressure of 10 kPa. However, when the time-step of 190 s was used, no spatial oscillations could be observed. 
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Figure 5.12 Nodal pore water pressures up to 
0.2 m along the bar at increment 1 in a 
consolidation analysis using standard linear 
elements 
Table 5.5 Nodal pore water pressures at 
increment 1 in a consolidation analysis using 
standard linear elements 
x (m) fp  (kPa) 
Δt = 170  s Δt = 190 s 0.0 20.0000 20.0000 0.1 9.8269 10.1050 0.2 10.0030 10.0010 0.3 9.9999 10.0000 0.4 10.0000 10.0000 0.5 10.0000 10.0000 0.6 10.0000 10.0000 0.7 10.0000 10.0000 0.8 10.0000 10.0000 0.9 10.0000 10.0000 1.0 10.0000 10.0000 
5.3.3.3 Quadratic elements In standard quadratic elements, both the displacements and the pore water pressures vary quadratically over the element, while the volumetric strains vary linearly. For such elements, it is not possible to obtain an equation, similar to Equation (5.29) or Equation (5.33), which expresses the volumetric strain in terms of pore water pressures. In many finite element programs, the volumetric strains are generally stored at the Gauss points, instead of element nodes. When the reduced integration, which is referred to a 2x2 integration order for an 8-noded quadratic element, is used in a 1D case as shown in Figure 5.6, Gauss points, located at both sides of the middle node, are adopted to provide values of volumetric strains. Therefore, the behaviour of the standard quadratic element between two adjacent nodes when simulating 1D consolidation phenomenon can be treated in a similar manner as that of the standard linear element, and the minimum time-step which satisfies the non-oscillatory conditions for quadratic elements can be obtained from Equation (5.38) as: 
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or 
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From this the critical time-step for the consolidation example above can be calculated as 
stcr 45=∆ . The results of analyses with st 40=∆  ( crtt ∆<∆ ) and st 50=∆  ( crtt ∆>∆ ) are shown in Figure 5.13 and Table 5.6. The spatial oscillations disappear when Equation (5.40) is satisfied.  
 
Figure 5.13 Nodal pore water pressures up to 
0.2 m along the bar at increment 1 in a 
consolidation analysis using standard 
quadratic elements 
Table 5.6 Nodal pore water pressures at 
increment 1 in a consolidation analysis using 
standard quadratic elements 
x (m) fp  (kPa) 
Δt = 40 s Δt = 50 s 0.00 20.0000 20.0000 0.05 10.5180 10.9520 0.10 10.8250 10.7410 0.15 10.0430 10.0710 0.20 10.0680 10.0550 0.25 10.0040 10.0050 0.30 10.0060 10.0040 0.35 10.0000 10.0000 0.40 10.0000 10.0000 0.45 10.0000 10.0000 0.50 10.0000 10.0000 0.60 10.0000 10.0000 0.70 10.0000 10.0000 0.80 10.0000 10.0000 0.90 10.0000 10.0000 1.00 10.0000 10.0000  
5.4 Minimum time-step size in 1D FE conduction-convection analysis 
5.4.1 Spatial oscillations in conduction-convection problems The ‘thermal shock’ problem also exists in the thermo-hydraulic coupled analysis where heat is transferred by both conduction and convection. To illustrate this, a plane strain analysis with the mesh and the boundary conditions shown in Figure 5.1 and the material properties listed in Table 5.1 was performed. To include the effect of water flow on heat transfer, a constant pore pressure gradient of 1kPa/m was applied over the mesh with a permeablity of 5.79×10-5 m/s to induce a constant water velocity of 5.9×10-6 m/s from left to right. Additionally, a thermo-hydraulic coupled boundary 172 
 
condition was prescribed on both sides of the mesh to account for the heat transfer induced by the water entering and leaving the mesh. The time marching scheme adopted in ICFEP was applied with the backward difference scheme (β = 1.0), and the time-step was chosen arbitrarily as 60 s. 
 
Figure 5.14 Variation of spatial oscillations with time in a heat conduction-convection analysis 
using linear elements with Δt = 60 s, compared with the analytical solution 
 
Figure 5.15 Variation of spatial oscillations with time in a heat conduction-convection analysis 
using quadratic elements with Δt = 60 s, compared with the analytical solution The resulting temperature distribution along the mesh at various time-steps is shown in Figure 5.14 (linear elements) and Figure 5.15 (quadratic elements). Similar to the 
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conduction only problem, it can be clearly seen that the initial oscillations disappear with time.  
5.4.2 Mathematical description of the ‘thermal shock’ in conduction-convection 
problems The equation governing the 1D transfer of heat in this type of problem can be obtained by adding the heat term for thermal convection to Equation (5.2): 
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t
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where ρ  and pC  are the density and the Specific heat capacity of the solid-water mixture respectively, wρ  and pwC  are the density and the Specific heat capacity of the pore water respectively, and wv  is the velocity of the fluid. 
5.4.3 Minimum time-step size for linear elements When linear elements are adopted to model convective heat transfer, Equation (5.41) can be discretized using the Galerkin method, resulting in: 
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Substituting the shape functions of linear elements into Equation (5.42) and then integrating it yields: 
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where the matrix ][ lD  represents the convective heat transfer and can be assembled from the element matrices as: 
174 
 




















−
−
−
−
−
=
110.........
1010......
..................
...01010
......0101
.........011
2
][
p
wpww
l C
vC
D
ρ
ρ                                 (5.44) 
Following a similar procedure to that outlined for heat conduction problems, the matrix 
][ ,cclA  in the linear system can be assembled as: 
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where θρ khvCPe wpww /=  is defined as the Péclet number. The application of the Discrete Maximum Principle to this problem means that the condition 063/1 0 ≤−+ PeFβ  should be ensured. Therefore, the minimum time-step for 1D conduction-convection problems using linear elements can be written as: 
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2
θβ
ρ                                                     (5.46) 
For the numerical exercise of the conduction-convection analysis with linear elements considered above, the critical time-step required for the non-oscillatory condition can be calculated as stcr 1980=∆ . Figure 5.16 and Table 5.7 show that using a time-step which is only slightly larger than the critical time-step eliminates the problem of oscillations.  
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Figure 5.16 Nodal temperatures up to 0.2m 
along the bar at increment 1 in the 
simulation of heat conduction-convection 
using linear elements 
Table 5.7 Nodal temperatures at increment 1 
in the simulation of heat conduction-
convection using linear elements 
x (m) θ  (°C) 
Δt = 1900  s Δt = 2000 s 0.0 20.0000 20.0000 0.1 9.9879 10.0250 0.2 10.0000 10.0000 0.3 10.0000 10.0000 0.4 10.0000 10.0000 0.5 10.0000 10.0000 0.6 10.0000 10.0000 0.7 10.0000 10.0000 0.8 10.0000 10.0000 0.9 10.0000 10.0000 1.0 20.0000 20.0000 
It is noted that a smaller critical time-step size is needed in a heat conduction-convection analysis compared to that in a heat conduction analysis, provided that the water flow and the conductive heat flux occur in the same direction. This is because the presence of water flow increases the rate of total heat transfer across an element. However, if the water flow, i.e. the convective heat transfer, is in the direction against the conductive heat transfer, a negative value of Pe should be used in Equation (5.46), leading to an increase of the critical time-step. For the numerical exercise considered above, a constant pore pressure gradient of -0.5kPa/m, instead of 1.0kPa/m, was applied over the mesh to induce a constant water velocity of 2.95×10-6 m/s from right to left and corresponding to a negative value of Pe of -1.2. The critical time-step is calculated as stcr 11610=∆ , the validaty of which has been confirmed following a similar process to the one shown above. It should be noted that this procedure is limited to values of Péclet number above -2. Further investigation is needed if the value of Péclet number is below -2.    
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5.4.4 Minimum time-step size for quadratic elements When quadratic elements are used, integrating Equation (5.41) using the Galerkin method leads to: 
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(5.47) Substituting the shape functions and integrating the above equations gives: 
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where the matrix ][ qD , which represents the convective heat transfer, can be expressed as: 
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As a result, the matrix ][ ,ccqA  in the linear system using quadratic elements can be assembled as: 
177 
 




























+−+
+−
−+−+
+−
−+−
=
23
2
6
0......
3
2
3
2
0......
..................
...
63
2
3
2
6
......0
3
2
3
2
......0
63
2
2
][ ,
Pe
a
Pe
b
Pe
c
Pe
bd
Pe
b
Pe
c
Pe
be
Pe
b
Pe
c
Pe
bd
Pe
b
Pe
c
Pe
b
Pe
a
h
A ccq
α          (5.50) 
where 
 
015
2
3
7
F
a
β
+=                                                          (5.51) 
015
1
3
8
F
b
β
+−=                                                        (5.52) 
030
1
3
1
F
c
β
−=                                                          (5.53) 
015
8
3
16
F
d
β
+=                                                       (5.54) 
015
4
3
14
F
e
β
+=                                                       (5.55) 
Following a similar process to that for the conduction problem with quadratic elements, the following relationship between nθ  and 1+nθ can be obtained: 
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Applying the stability condition 1/ 1 ≥+nn θθ  to Equation (5.56) gives: 
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or, 
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3 2
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For the numerical example of conduction-convection analysis with quadratic elements, the critical time-step required for the non-oscillatory condition can be calculated as 
stcr 730=∆ . Figure 5.17 shows that the temperature variation after the first time-step of 800 s decreases monotonically with distance along the mesh.  
 
Figure 5.17 Nodal temperatures at increment 1 with Δt = 800s in the simulation of heat conduction 
and convection using quadratic elements 
5.5 Investigation on time-step constraints in 2D FE heat-conduction 
analysis  
5.5.1 Spatial oscillations in 2D heat-conduction problems Limited literature has been found on the study of time-step constraints in a 2D finite element transient analysis. Based on the theory proposed by Vermeer & Verruijt (1981) for 1D consolidation problems, Murti et al. (1989) derived a lower bound for the time-step size for 2D FE transient analysis using square linear elements as: 
θβ
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An FE analysis with a 2D mesh similar to that shown in Figure 5.18 was then performed by Murti et al. (1989) to validate solutions obtained analytically. A source boundary condition was prescribed at point 1 and the nodal values along line 1-9 (the line between point 1 and point 9) were listed after the first time-step.  
 
Figure 5.18 2D finite element mesh The results from Murti et al. (1989) showed that no negative incremental changes in nodal values were present when a time-step slightly above the lower bound was adopted. However, the variation in nodal values along line 1-9 was not monotonically decreasing, which means that spatial oscillations still existed even when the proposed time-step condition was satisfied.  To illustrate the characteristics of 2D ‘shock’ problems, a series of plane strain analyses of 2D conductive heat transfer, using the mesh shown in Figure 5.18 and material properties for an isotropic sandstone as listed in Table 2.1, was performed using ICFEP. The initial temperature was 10 °C throughout the mesh and a constant temperature 
L2 
L1 h1 
h2 
x 
y 1 2 3 
4 5 6 
7 8 9 11 12 
n1= L1/h1 
n2= L2/h2 
10 
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boundary condition (θ = 20 °C) was prescribed at point 1. No heat could flow across other boundaries of the mesh. The dimension of the 2D mesh was chosen analogously to the mesh used in the 1D exercises as L1=1m and L2=1m and 2D 4-noded square linear element were used with an element side of 0.1 m ( 1.021 == hh m). The adopted time marching scheme in ICFEP was applied with the backward difference scheme (β = 1.0). The size of time-step was chosen adequately so that the heat front could not reach the mesh boundaries of line 3-12 and line 9-12  after the first increment. Different time-step sizes were used here to show the evolutions of spatial oscillations in different directions.  As heat was flowing radially from point 1 and square elements were used, variations in nodal temperatures along the following three lines were listed after the first time-step: (1) line 1-3 (or line 1-9), the boundary line of the mesh where a heat source lies; (2) line 4-6 (or line 2-10), the first line away from the boundary of the mesh where a heat source lies; (3) line 1-12, the diagonal line of the 2D mesh between point 1 and point 12; 
 
Figure 5.19 A close up of nodal temperatures 
at increment 1 with Δt = 1000s in the 
simulation of 2D heat-conduction using 
linear elements 
Table 5.8 Nodal temperatures at increment 1 
with Δt = 1000s in the simulation of 2D heat-
conduction using 4-noded square linear 
elements Nodes along the line θ  (°C) Line 1-3 Line 1-12 1 20.000 20.000 2 8.082 10.427 3 10.369 10.023 4 9.929 10.001 5 10.014 10.000 6 9.997 10.000 7 10.001 10.000 8 10.000 10.000 9 10.000 10.000 10 10.000 10.000 11 10.000 10.000 
Figure 5.19 and Table 5.8 show the temperature variations along line 1-3 and line 1-12 after one increment with a time-step of 1000 s. Negative nodal temperature increments were observed along line 1-3 while the variation along line 1-12 was monotonically decreasing, which implies that the characteristics of 2D ‘shock’ problems cannot be 
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represented by the variation in nodal temperatures along line 1-12 although the distance between two adjacent nodes on line 1-12 is larger than that on other lines. 
 
Figure 5.20 A close up of nodal temperatures 
at increment 1 with Δt = 10000s in the 
simulation of 2D heat-conduction using 
linear elements 
Table 5.9 Nodal temperatures at increment 1 
with Δt = 10000s in the simulation of 2D 
heat-conduction using 4-noded square linear 
elements Nodes along the line θ  (°C) Line 1-3 Line 4-6 1 20.000 10.134 2 10.134 10.694 3 10.097 10.019 4 10.004 10.010 5 10.001 10.001 6 10.000 10.000 7 10.000 10.000 8 10.000 10.000 9 10.000 10.000 10 10.000 10.000 11 10.000 10.000 
When a larger time-step of 10000s was used in the simulation, a monotonic variation in nodal temperature could be found along line 1-3 (see Figure 5.20 and Table 5.9). However, spatial oscillations still existed along line 4-6. It should be noted that no spatial oscillations were found along any other line in the mesh. Figure 5.21 and Table 5.10 show that when the time-step was significantly increased to 33000s, spatial oscillations along line 4-6 disappeared, and spatial oscillations could be found nowhere in the mesh. Therefore, it can be concluded that the non-oscillatory conditions with the 2D mesh and boundary conditions shown in Figure 5.18 are actually governed by the temperature variation along the first line away from the boundary of the mesh where a heat source lies. Therefore, the temperature variation along line 4-6, as well as line 2-10 if 2D rectangular elements are used, will be monitored and listed in the following study to investigate the non-oscillatory conditions for 2D heat-conduction analysis. 
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Figure 5.21 A close up of nodal temperatures 
at increment 1 with Δt = 33000s in the 
simulation of 2D heat-conduction using 
linear elements 
Table 5.10 Nodal temperatures at increment 
1 with Δt = 33000s in the simulation of 2D 
heat-conduction using 4-noded square linear 
elements Nodes along the line θ  (°C) Line 1-3 Line 4-6 1 20.000 11.476 2 11.476 11.471 3 10.534 10.419 4 10.170 10.154 5 10.060 10.054 6 10.021 10.020 7 10.008 10.007 8 10.003 10.003 9 10.001 10.001 10 10.000 10.000 11 10.000 10.000 
5.5.2 Mathematical description of 2D problems In a 2D heat-conduction case, Equation (5.1) can be re-written in the form of a Poisson type differential equation as: 
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or alternatively, 
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where xk ,θ  and yk ,θ  are the thermal conductivities of the material in x and y direction respectively, and xd ,,θα  and yd ,,θα  are the thermal diffusivities of the material in x and y direction respectively. 
5.5.3 Minimum time-step size for linear elements Applying the Galerkin method with a 2D 4-noded linear element to Equation (5.61) leads to: 
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Substituting the shape functions of a 2D 4-noded linear element into Equation (5.62) and evaluating the obtained integrals yields the following system equation: 
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C                                         (5.63) 
where the matrices ][ 2, dlC and ][ 2, dlK , which represent the heat content of the material and the heat transfer due to conduction respectively, can be assembled from the element matrices. For a 2D 4-noded linear element, the element matrices edlC ][ 2,  and edlK ][ 2,  can be derived from Equation (5.62) as: 
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      (5.65) Applying the time marching scheme to Equation (5.63) leads to a linear system similar to Equation (5.9), where the matrix ][ 2, dlA  for 2D 4-noded linear elements can be written as: 
184 
 
][
1
][][ 2,2,2, dldldl Ct
KA
∆
+=
β
                                        (5.66) 
5.5.3.1 Square elements To investigate the non-oscillatory conditions, the Discrete Maximum Principle (DMP) is applied. It requires that the global matrix of the linear system, ][ 2, dlA , should satisfy the following conditions: (1) the matrix ][ 2, dlA  is invertible and has a dominant diagonal; (2) all the diagonal terms of ][ 2, dlA  are positive and the non-diagonal terms are non-positive. It should be noted that ][ 2, dlA  can be assembled from the element matrix, edlA ][ 2, . If soils are isotropic ( dydxd ,,,,, θθθ ααα == ) and 4-noded square linear elements ( hhh == 21 ) are used, then the element matrix of esdlA ][ 2,  can be written as: 
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Assembling the global matrix of sdlA ][ 2,  for the 22×  )2( 21 == nn and 33×  )3( 21 == nn  2D meshes using 4-noded square linear elements have shown that the DMP can be ensured if the element matrix esdlA ][ 2,  satisfies the above conditions. Therefore, applying the DMP to the element matrix esdlA ][ 2,  leads to the condition 026 0 ≤+− Fβ  for 4-noded square linear elements, establishing the same lower limit of the time-step size as that given by Murti et al. (1989) as: 
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Using the mesh shown in Figure 5.18 and the material properties listed in Table 2.1, the critical time-step using 4-noded square linear elements for the 2D heat-conduction problems shown before can be calculated as: stcr 8864=∆ .  
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Table 5.11 and Table 5.12 show the temperature distribution along line 1-3 and line 4-6 in the 2D mesh after one increment with the time-steps of 8800s ( crtt ∆<∆ ) and 8900s ( crtt ∆>∆ ) respectively. The simulation with the time-step of 8800s, which is only slightly smaller than the critical time-step, shows a negative temperature increment at nodes on both lines. When the time-step of 8900s is used, no negative nodal temperature increments can be found along both lines. However, spatial oscillations still exist because the temperature variation along neither of the lines is monotonically decreasing, which suggests that a stronger non-oscillatory condition than that from the DMP is required.  
Table 5.11 Nodal temperatures at increment 
1 with Δt = 8800s in the simulation of 2D 
heat-conduction using 4-noded square linear 
elements Nodes along the line θ  (°C) Line 1-3 Line 4-6 1 20.000 9.992 2 9.992 10.634 3 10.080 9.999 4 10.000 10.008 5 10.001 10.000 6 10.000 10.000 7 10.000 10.000 8 10.000 10.000 9 10.000 10.000 10 10.000 10.000 11 10.000 10.000  
Table 5.12 Nodal temperatures at increment 
1 with Δt = 8900s in the simulation of 2D 
heat-conduction using 4-noded square linear 
elements Nodes along the line θ  (°C) Line 1-3 Line 4-6 1 20.000 10.004 2 10.004 10.639 3 10.081 10.001 4 10.000 10.008 5 10.001 10.000 6 10.000 10.000 7 10.000 10.000 8 10.000 10.000 9 10.000 10.000 10 10.000 10.000 11 10.000 10.000 
To investigate the valid non-oscillatory conditions for 2D 4-noded square liner elements, a factor tα  is introduced into Equation (5.68) such that: 
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A series of parametric studies has been performed with ICFEP using a similar mesh and boundary conditions shown before to determine the value of tα  which ensures that the non-oscillatory conditions are satisfied in all directions. Material properties for an isotropic sandstone as listed in Table 2.1 were used, and both the element size,h , and the number of elements in each direction, 1n and 2n , were varied in the parametric studies (see Table 5.13). As observed in the exercises discussed above, the critical value 186 
 
of tα  for non-oscillatory conditions can be found once the spatial oscillations along line 4-6 disappear. Therefore, the critical time-step size was obtained empirically when the nodal temperature at point 5 became equal to that at point 4 in the mesh. A constant tαvalue of 3.68 was obtained from the results of the parametric studies listed in Table 5.13, which proves that the 2D non-oscillatory conditions using 4-noded square liner elements indeed exist. It also suggests that the 2D non-oscillatory conditions are independent of mesh size and number of elements in each direction provided that the heat front cannot reach the mesh boundaries away from the heat source after the first time-step when the critical time-step is adopted. 
Table 5.13 Parametric studies on non-oscillatory conditions L1(m) L2(m) n1 n2 h(m) 1.0 1.0  4 4 0.25 1.0 1.0  5 5 0.2 1.0 1.0  10 10 0.1 1.0 1.0  20 20 0.05 1.0  1.0  50 50 0.02 0.4  0.4  4 4 0.1 0.5  0.5  5 5 0.1 1.0 0.8 10 8 0.1 1.0 0.6 10 6 0.1 
5.5.3.2 Rectangular elements When 4-noded rectangular linear elements ( 21 hh ≠ ) are used in a 2D heat-conduction analysis, a linear system as well as a matrix rdlA ][ 2,  can also be obtained following the same procedure shown above. However, Lobo & Emery (1995) and Vejchodsky & Soiln (2007) pointed out that the DMP is no longer valid when 2D rectangular elements are adopted. Therefore, parametric studies, instead of analytical investigations, were carried out using ICFEP to explore the time-step constrains in a 2D heat-conduction analysis using rectangular 4-noded linear elements. The mesh shown in Figure 5.18 and the material properties for an isotropic sandstone as listed in Table 2.1 were used in the parametric study and the element aspect ratio varied from 1.0 to 7.0. Here, two criteria were considered in the investigation of time-step constrains:   187 
 
(1) the temperature increment at any node is non-negative;  (2) temperature variations in all directions decrease monotonically.  Only the first criterion was adopted in the study by Murti et al. (1989). For 4-noded square linear elements, it can be guaranteed using the critical time-step derived from the DMP. To satisfy the second criterion using square elements, a larger critical time-step is required, which can be found when the nodal temperature at point 5 becomes equal to that at point 4 in the mesh. Therefore, two critical time-step sizes, 1,crt∆  and 
2,crt∆ , corresponding to the above two criteria respectively, were recorded in the simulations using rectangular elements with a given aspect ratio. Similar to square elements, the minimum time-step size using rectangular elements can be expressed for convenience as: 
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For 4-noded rectangular linear elements 12 hh > , the parametric studies indicate that the first criterion is satisfied when the nodal temperature at point 4 becomes 100C after the first time-step, while the second criterion requires a monotonically decreasing temperature variation along line 4-6 after the first time-step. Table 5.14 shows the values of factors 1,tα  and 2,tα , corresponding to 1,crt∆  and 2,crt∆  respectively, with different element aspect ratios. It can be seen that the minimum time-step sizes obtained using both criteria increase with aspect ratios. When the first criterion is applied, the value of 1,tα  approaches 2.0 as the aspect ratio increases (see Figure 5.22). It should be noted that Murti et al. (1989) reached the same conclusion with 4-noded linear elements. However, the second criterion can only be satisfied when the 4-noded linear elements have an aspect ratio below 1.5. When the aspect ratio is larger than 1.5, spatial oscillations still exist even if an extremely large time-step is adopted and the nodal temperature variation of the whole mesh nearly approaches steady state after the first time-step.   
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Table 5.14 Values of 1,tα  and 2,tα  with different aspect ratios using 4-noded linear elements 
h1 /h2 1.0 1.1 1.2 1.5 2.0 3.0 4.0 5.0 6.0 7.0 
1,tα  1.00 1.08 1.15 1.35 1.56 1.78 1.86 1.91 1.94 1.96 
2,tα  3.68 7.40 25.0 *** *** *** *** *** *** *** *** - not found 
 
Figure 5.22 Variation in values of 1,tα  with aspect ratios using 4-noded linear elements 
5.5.4 Minimum time-step size for quadratic elements A similar procedure has been adopted for investigating the oscillation behaviour using 2D 8-noded quadrilateral elements. Discretising Equation (5.61) using the Galerkin method leads to: 
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Substituting the quadratic shape functions into Equation (5.71) and evaluating the obtained integrals gives a similar system of equation to Equation (5.63). The matrices 
][ 2, dqC and ][ 2, dqK  for a 2D mesh with 8-noded quadratic elements can be assembled from the element matrices edqC ][ 2,  and edqK ][ 2, , respectively. Applying the time marching scheme leads to a matrix of ][ 2, dqA , which can be formulated similarly to Equation (5.66). 
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5.5.4.1 Square element Assuming that soils are isotropic ( dydxd ,,,,, θθθ ααα == ) and the 8-noded quadratic elements are square, such that hhh == 21 , the element matrices esdqC ][ 2, and esdqK ][ 2,  can be expressed, respectively, as: 
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Therefore, the element matrix of esdqA ][ 2,  can be obtained following a similar approach to Equation (5.66), and the first three terms in the first row of esdqA ][ 2,  are given as: 
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From Equation (5.74) it is clear that the DMP is not satisfied, i.e. the non-diagonal term 
290 0 +Fβ  is always positive. Hohn & Mittlemann (1981) and Lobo & Emery (1995) also 190 
 
pointed out that DMP is not applicable to 2D quadratic elements. Therefore, in order to investigate the oscillatory behaviour of 2D square quadratic elements, the same procedure as for 2D rectangular linear elements was adopted, i.e. the factor tα  was introduced into Equation (5.68), which was obtained by applying the DMP to 2D square linear elements.  
A series of parametric studies has been carried out using the material properties listed in Table 2.1, the mesh shown in Figure 5.18 and its various configurations listed in Table 5.13. Similar to 2D rectangular linear elements, two values of tα  ( 1,tα  and 2,tα ) were considered which correspond to the following criteria, respectively: (1) the temperature increment at any node is non-negative;  (2) temperature variations in all directions decrease monotonically.  The critical values of time-step size, 1,crt∆  and 2,crt∆ , corresponding to 1,tα  and 2,tα , were obtained empirically. It was found that 1,tα  is constant independent of the element and mesh size, and its value is 1.55. However, the second condition of monotonically decreasing temperature with increasing distance from the heat source could not be satisfied. In the parametric studies, the time-step size was increased until it was large enough for the whole mesh to nearly reach steady state in one time-step, however, oscillations were still present. It should the noted that the equivalent 1,tα  and 2,tα for 2D square linear elements are 1.0 and 3.68 respectively. Therefore, it may be concluded that using higher order elements may not be always beneficial for solving 2D transient problems. 
5.5.4.2 Rectangular element 
Table 5.15 Values of 1,tα  with different aspect ratios using 8-noded quadratic elements 
h1 /h2 1.0 1.2 2.0 3.0 4.0 5.0 
1,tα  1.55 1.50 1.31 2.25 3.87 5.88 The parametric studies for 2D square quadratic elements described in the previous section were repeated for 2D rectangular quadratic elements (i.e. 21 hh ≠ ) with aspect ratio ranging from 1.0 to 5.0. Only the results for 1,crt∆ , which corresponds to the first criterion, are presented here since the second criterion could not be satisfied for these 
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elements. 1,tα  is related to 1,crt∆  through Equation (5.70). Table 5.15 and Figure 5.23 show the values of 1,tα  when different aspect ratios were adopted in the parametric studies. In contrast to the 2D 4-noded linear elements, 1,tα  for 2D 8-noded quadratic elements initially decreases and then increases with increasing element aspect ratio. It should be noted that this behaviour of 8-noded quadratic elements as shown in Figure 5.23 is different from Murti et al. (1989), who performed parametric studies similar to these discussed above, but presented a monotonically decreasing value of 1,tα  with increasing element aspect ratio.  
 
Figure 5.23 Variation in values of 1,tα  with aspect ratios using 8-noded quadratic elements 
5.6 Recommendations for establishing the critical time-step To avoid spatial oscillations in the FE analysis of transient problems using the same time marching scheme as that adopted in ICFEP, a minimum size of the time-step is required, which depends on the material properties and element size. For soils, a large initial time-step is generally necessary in the analysis of thermal shock problems, as porous materials have a lower thermal diffusivity compared to other solids, e.g. steel. In consolidation analysis, porous materials with lower permeability, e.g. clays, could also require a large initial time-step to satisfy the non-oscillatory conditions. However, these critical time-steps required in the early stages of the simulation may be too large for 
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accurate solutions to the equations of transient problems to be obtained, and may also affect the accuracy of the solutions to other coupled equations.  Assuming that the governing equations and the matrices obtained using the traditional finite element method remain unchanged, it is natural to reduce the time-step constrain by refining the mesh near the boundary where the boundary conditions are prescribed. Another approach suggested by Zienkiewicz and Taylor (2000) involves applying the boundary conditions gradually with respect to the initial conditions. To investigate this latter method, a series of exercises has been performed to illustrate some important aspects of the behaviour of spatial oscillations caused by numerical shock. Although 1D conduction of heat is considered here, it should be noted that the same results apply to 1D consolidation and heat convection problems as well as 2D transient problems. All of the following analyses are based on the example described for 1D heat-conduction analysis, with the mesh shown in Figure 5.1 and the material properties listed in Table 2.1. Only quadratic elements are considered here. First, the oscillations occur independently of the magnitude of the applied boundary temperature. This can be illustrated by prescribing different temperature change on the left end of the mesh ( 0θθ −b = 1, 10 or 100 °C) while the initial temperature, 0θ , remains at 10 °C. It can be seen in Figure 5.24 that the spatial variation after the first time-step of the nodal temperature normalised by the prescribed boundary temperature change is the same for all of the analysed cases.  
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Figure 5.24 Spatial variation of the normalised nodal temperature at increment 1 using quadratic 
elements with Δt = 60 s 
 
Figure 5.25 Effect of time-step size on spatial oscillations (increment 1) Second, as expected, the magnitude of oscillations after the first increment reduces as the size of the time-step approaches the critical value. This can be seen in Figure 5.25, where the time-step size was varied between 0.1 crt∆  and crt∆ .  
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Figure 5.26 Effect of rate of application of boundary temperature over a the same total time 
 
Figure 5.27 Effect of rate of application of boundary temperature over different total time 
(Δt = 60 s) Third, the magnitude of the oscillations does not change significantly when the total boundary temperature change is applied gradually over the same total time. This is illustrated by the comparison of numerical results from two exercises presented in Figure 5.26. In the first exercise, an increase of 10°C is prescribed on the left end of the mesh in the first increment with a time-step of 60 s. Conversely, in the other exercise, a total boundary temperature increase of 10°C is applied in equal steps over the first ten increments with a time-step of 6 s. It should be noted from Figure 5.26 that although the oscillation in the second exercise is not obvious after the first increment, it accumulates 195 
 
with the incremental change of boundary temperature resulting in larger amplitudes at increment 10.  Lastly, the magnitude of oscillations reduces when the total boundary temperature change is applied gradually over a larger total time. This can also be illustrated by the comparison of numerical results from two exercises shown in Figure 5.27. In the first exercise, an increase of 10°C is prescribed on the left end of the mesh in the first increment with a time-step of 60 s, while, in the other exercise, a total boundary temperature increase of 10°C is applied in equal steps over the first ten increments with the same time-step of 60 s (600 s in total). It should be noted that in the second exercise the total time, over which the total boundary temperature change is applied, is still smaller than the critical time-step of 1330 s (calculated from Equation (5.23)).  
 
Figure 5.28 Effect of rate of application of boundary temperature over the total time equal to the 
critical time-step (Δtcr = 1330s) Based on the results obtained from the above exercises, it can be concluded that only increasing the total time-step, over which the boundary conditions are gradually applied, can reduce the spatial oscillations. Therefore, an effective method of reducing the oscillations, as well as avoiding a large time-step size, is to apply the boundary conditions gradually over a total time-step which is equal to the critical value obtained from the expression for the minimum time-step size. To validate this, a similar exercise has been performed where a total boundary temperature increase of 10°C is applied equally over the first ten increments with the incremental time-step of 0.1 crt∆ . It can be 
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observed from Figure 5.28 that, although the oscillations still exist after increment 10, their amplitude has reduced to an acceptable magnitude. 
5.7 Conclusions This chapter investigated the time-step constraints in the FE analysis of transient coupled problems using the time marching scheme adopted in ICFEP. It has been shown in the literature that a minimum size of time-step, which depends on the material properties as well as the element size, is required to avoid the spatial oscillations occurring at the initial stages of transient FE analysis. In this chapter, a detailed process for obtaining the minimum size of the time-step required for the FE analysis of 1D heat-conduction, consolidation and heat conduction-convection, as well as 2D heat-conduction, has been presented. The conclusions can be summarised as follows: (1) The lower bound time-step size criterion for heat conduction was derived and validated for linear and quadratic elements respectively. The Discrete Maximum Principle was applied here, though it was found that it was not always sufficient to guarantee adequate results when quadratic elements are used. Consequently, a new criterion for no oscillations was proposed and a procedure for obtaining the minimum time-step expression was developed.  (2) The same theory has been applied to establish the time-step constraints in consolidation analysis with composite elements. A similar criterion to that found in the literature was obtained. Subsequently, the theory was extended to obtain the minimum size of time-step with linear elements as well as quadratic elements, which have pore water pressure degrees of freedom at all of the nodes. (3) The effect of convection has been taken into account in the analysis of coupled heat transfer and an extra term has been included in the expressions for the minimum time-step for both linear and quadratic elements. When there is no water flow, the obtained equations reduce to those established for heat conduction analysis. It has also been shown that the presence of water flow leads to a reduction in the minimum time-step, as it increases the rate of total heat transfer across an element, provided the water flow and the conductive heat flux occur in the same direction. 
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(4) In most coupled thermo-hydraulic FE analyses, e.g. open-loop ground source energy systems, the minimum time-step size required by consolidation is smaller than that needed by heat transfer. However, attention should be paid when carrying out consolidation analysis of soils with low permeability.  (5) In a 2D FE transient analysis with 4-noded square linear elements, the minimum time-step obtained from the DMP can only guarantee that there is no negative change in nodal values after the first time-step while spatial oscillations still exist. A stronger non-oscillatory condition than that given by the DMP has been found from parametric studies using square linear elements, which is independent of the mesh size.  (6) When 4-noded rectangular linear elements are adopted, it is observed in the parametric studies that the critical time-step size required for the ‘shock’ problem varies with element aspect ratios. A criterion ensuring no negative change in nodal values has been obtained, which shows the same behaviour as that reported by Murti et al. (1989). It should be noted that strict non-oscillatory conditions can only be found when 4-noded linear elements with an aspect ratio lower than 1.5 are used. (7) The DMP cannot be applied to the 2D transient analysis with 8-noded quadratic elements. Parametric studies using either square or rectangular quadratic elements have shown that it is not possible to find a time-step size which satisfies the non-oscillatory conditions. When the criterion of non-negative change in nodal values is adopted, it has been observed that the minimum time-step size for rectangular quadratic elements initially decreases and then increases with an increasing aspect ratio. Therefore, it is not recommended to use 8-noded quadratic elements with a large aspect ratio when simulating the ‘shock’ problem. (8) Studies on the behaviour of the spatial oscillations have shown that they are independent of the value of the boundary condition applied. In order to reduce the magnitude of the oscillations without refining the mesh or using a large time-step, the total boundary value change is advised be applied gradually over several smaller time-steps which sum up to give the critical time-step.    
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CHAPTER 6 NUMERICAL ANALYSIS OF COUPLED THERMO-
HYDRAULIC PROBLEMS IN GEOTECHNICAL ENGINEERING  
6.1 Introduction Diminishing fossil fuel reserves and growing energy demand have led to an increased interest, as well as technological advances, in the renewable energy sector. In recent years, geotechnical engineering has experienced challenges associated with utilising shallow geothermal energy – the energy stored in the ground up to depths of 300 m (Banks, 2012) – as ground source energy systems have been recognised as efficient and reliable renewable energy sources and are becoming increasingly popular (Antics et al. 2013). These geothermal systems are used to extract and/or inject heat from and into the ground by either directly abstracting water from an aquifer through a well and returning it through another well located at a distance (open-loop systems), or pumping a fluid through a system of pipes buried in the ground or placed in buildings’ foundations (closed-loop systems).  Open-loop systems can provide a higher energy yield than closed-loop systems, however, they have a higher financial risk due to running costs and a higher environmental risk associated with possible groundwater pollution (Boennec, 2008). 
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Spacing of the wells is a particularly important aspect of the design of open-loop systems. If the wells are too close, the thermal plume of cold or warm water from the injection well may reach the abstraction well and reduce the efficiency of the system (Banks, 2012). This phenomenon is known as thermal breakthrough.  To model open-loop systems, two types of numerical methods – the finite difference (FD) method and the finite element (FE) method, have been adopted in the literature. Todd and Banks (2009) and Gandy et al. (2010) used SHEMAT, which is a finite difference code (Clauser, 2003), to model an open-loop well doublet scheme located in the UK. One of the most widely used finite element codes for thermo-hydraulic (TH) analysis is FEFLOW (Diersch, 2014), which has been used by Lo Russo and Civita (2009), Nam and Ooka (2010), and Bridger and Allen (2010), amongst others, to simulate open-loop systems. However, the details of FE analysis, particularly in terms of the numerical method or the boundary conditions, have been the subject of limited discussion. Open-loop ground source energy systems are characterised by convection-dominated heat transfer and can be modelled numerically as coupled thermo-hydraulic problems. To obtain the solution to this complex problem in a finite element program, it is necessary to develop a formulation which couples the governing equations for groundwater flow and ground heat transfer, as well as appropriate boundary conditions. As the processes of both pore water flow and heat transfer are time dependent, a stable time marching scheme is also required. However, it has been noted in the literature that, when the FE method is used to simulate a highly convective problem, the extensively used Galerkin finite element method (GFEM) often produces numerical oscillations, if the mesh is too coarse (Heinrich et al., 1977; Heinrich & Zienkiewicz, 1977). To eliminate this problem, the use of upwind finite element methods, including the Petrov-Galerkin method (Heinrich et al., 1977; Heinrich & Zienkiewicz, 1977), the Petrov-Galerkin least square method (Hughes et al., 1989), and the shock capturing method (Johnson et al., 1990), have been recommended. However, these methods obtain the solution by either modifying the weighting function or introducing an artificial damping which changes the physics of the problem and results in a reduction in accuracy. Diersch (2014) compared some of these methods in simulations of a model test of a well doublet system and concluded that, although the upwind methods ensure a non-oscillatory solution, using GFEM can also lead to stabilized results provided the mesh and the time 
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marching scheme are chosen adequately. Nonetheless, limited information has been provided on quantifying the effect of the mesh or the boundary conditions on the oscillations encountered when using GFEM.  In this chapter, the behaviour of numerical analysis of highly convective geotechnical problems has been investigated using ICFEP. Firstly, the numerical facilities in ICFEP which are used in a coupled thermo-hydraulic problem, including both the coupled thermo-hydraulic formulation and the coupled thermo-hydraulic boundary condition, are presented. Moreover, the stability condition of the time marching scheme adopted in ICFEP for solving the heat conduction-convection equation is studied analytically. Subsequently, studies on the behaviour of numerical solutions to highly convective problems with different boundary conditions are presented. The resulting findings of the studies, including the obtained stability condition of the time marching scheme as well as the conclusions from the numerical studies, are applied to simulate an open-loop ground source energy system, with the obtained time for thermal breakthrough being compared to available solutions. Lastly, the effect of hydraulic gradient and well separation distance on the occurrence of thermal breakthrough for an open-loop ground source energy system is investigated using ICFEP. 
6.2 Coupled thermo-hydraulic facilities in ICFEP 
6.2.1 Coupled thermo-hydraulic governing formulation 
6.2.1.1 Pore fluid flow In a TH coupled problem, incompressible pore fluid flow through a fully saturated soil is assumed to have to satisfy the equation of continuity, which can be obtained from Equation (3.28) in Chapter 3 as: 
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where vx, vy, vz are the components of the superficial velocity of the pore fluid in the x, y and z directions, respectively, the term )( θεε vv −  represents the volumetric strain of the soil skeleton due to the stress change, Qw represents any pore fluid sources and/or sinks, and t is time. The seepage velocity, {vw}T={vx, vy, vz}, is assumed to be governed by 
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Darcy’s law. If the influence of temperature gradients on pore fluid flow is assumed to be negligible, Darcy’s law can be written as: 
}][}{ fww hkv ∇−=                                                             (6.2) 
where ][ wk  is the permeability matrix and fh∇  is the gradient of the hydraulic head. In a coupled thermo-hydraulic problem, if the soil skeleton is assumed to be rigid, Equation (6.1) reduces to the equation for steady state seepage, which can be expressed as: 
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6.2.1.2 Heat transfer In a coupled thermo-hydraulic analysis, if the soil is assumed to be rigid, equation governing ground heat transfer can be obtained from Equation (3.58) in Chapter 3 as: 
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Combining Equations (6.2), (6.3) and (6.4) leads to the formulation for coupled thermo-hydraulic problems in a finite element program. A time marching scheme is adopted in ICFEP to solve this transient formulation. 
6.2.2 Coupled thermo-hydraulic boundary conditions It has been shown in Chapter 4 that a coupled thermo-hydraulic boundary condition is necessary in the analysis of coupled thermo-hydraulic problems to avoid the unrealistic increase in temperature at the boundary where water enters or leaves the mesh. This new boundary condition, which is described in Chapter 3, prescribes a heat flux at the boundary where water leaves or enters the mesh in order to balance the change of energy associated with the water flow through the boundary.  
6.3 Stability investigation of the time integration scheme for coupled 
thermo-hydraulic FE analysis  In the finite element analysis of coupled thermo-hydraulic problems, it is necessary to adopt a time integration scheme in order to approximate the numerical solutions over a time interval Δt. One of the important aspects of any time integration scheme is its 
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stability conditions. A stable time integration scheme can produce bounded results, which means that the errors between numerical solutions and the exact solutions either decrease or remain constant during subsequent steps (Zienkiewicz et al., 2005). In this research, the time marching scheme adopted in ICFEP, which has been detailed in Chapter 3, is applied to solve the governing equations for coupled thermo-hydraulic problems. The stability conditions of this time marching scheme in solving the hydraulic equation and the thermal equation without the convection term have been investigated by Booker and Small (1975) and Al-Khoury (2012), respectively. To examine the stability condition of the time marching scheme in solving the equation governing the conductive-convective heat transfer, an eigenvalue analysis was performed and is presented here.  Considering the convective heat transfer along a 1D bar in the x-direction without a heat source/sink, Equation (6.4) can be simplified to: 
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where ρ and Cp are the density and the specific heat capacity of the material, respectively. For soils, the following expression can be adopted: 
psspwwp CnCnC ρρρ )1( −+=                                             (6.6) Discretising Equation (6.5) using the Galerkin method and evaluating the obtained integrals leads to: 
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where [C] is the mass matrix representing heat content, and [K] and [D] are the matrices representing heat conduction and heat convection, respectively. According to the time marching scheme adopted in ICFEP, the following relationships can be established: 
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where β  is the time stepping factor and the subscripts denote the integration step number. Substituting Equations (6.8) and (6.9) into Equation (6.7) leads to: 
}]{[}{ 1 nn B θθ =+                                                           (6.10) where  
( ){ } ( ){ }][][)1(][][][][][ 1 DKtCDKtCB +∆−−+∆+= − ββ                           (6.11) To ensure the time integration scheme is stable, the modulus of the eigenvalues of matrix [B] should be less or equal to 1 (Booker & Small, 1975). Moreover, it has been reported by Zienkiewicz er al. (2005) that the system eigenvalues are bounded by the eigenvalues of its individual elements. For 4-noded linear elements, the element matrices which form the matrix of [B] can be written as: 
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where d,θα  is the thermal diffusivity defined as pd Ck ρα θθ /, = , and h  is the element length. Substituting Equations (6.12), (6.13) and (6.14) into Equation (6.11) yields the expression of the element matrix [B]e:  
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To obtain the eigenvalues λi of the matrix of [B], the solution to the following equation is required: 
0][ =− IB λ                                                               (6.19) 
where I is the identity matrix. Solving Equation (6.19) results in: 
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As previously mentioned, the eigenvalues are required to satisfy the conditions 1≤λ  to ensure that the time marching scheme is stable. Therefore, it can be concluded that: 1) For 15.0 ≤≤ β , the algorithm is unconditionally stable, 2) For 5.0<β , the algorithm is stable provided that )21(6/ ,2 βαθ −≤∆ dht . Applying the same procedure to 8-noded quadratic elements also results in an unconditionally stable algorithm for 15.0 ≤≤ β . It should be noted that the same stability condition applies to the hydraulic equations (Booker & Small, 1975) and, therefore, it can also be used in a coupled thermo-hydraulic analysis. 
6.4 FE analysis of highly convective heat transfer 
6.4.1 Péclet number  In coupled thermo-hydraulic problems, the heat flux is often characterised in terms of a Péclet number (Pe), which represents the ratio between the convective and the conductive transport rates. A low Péclet number represents a conduction-dominated flux, whereas a high Péclet number indicates that the flux is dominated by convection. For a two-phase material, such as a saturated soil, the Péclet number can be defined as: 
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θρ kLvCPe wpww /=                                                         (6.20) where L is the characteristic length, which, in the context of finite element analysis, is defined to be equal to the element length in the direction of fluid flow. Therefore, with given material properties and a constant fluid velocity, a coarse mesh will result in a large Péclet number, while refining the mesh will reduce its magnitude.  
6.4.2 Effect of Péclet number on the solution to convective problems with 
prescribed temperature boundary conditions For coupled thermo-hydraulic problems dominated by conduction, the extensively used Galerkin finite element method, which assumes that the chosen weighting function is the same as the shape function, is capable of providing bounded numerical solutions under all circumstances if the time integration scheme is stable. However, for highly convective problems, it has been reported in the literature (Diersch, 2014; Al-Khoury, 2012) that the Galerkin finite element method leads to the occurrence of oscillatory solutions if the Péclet number is too large.  
Table 6.1 Material properties for the analysis of heat conduction-convection Density of solids, ρs (t/m3) 2.5 Density of water, ρw (t/m3) 1.0 Specific heat capacity of solids, Cps (kJ/t·°C) 880 Specific heat capacity of water, Cpw (kJ/t·°C) 4190 Thermal conductivity, kθ (kJ/s·m·°C) 0.001 Void ratio, e 0.3 Permeability, kw (m/s) 5.5×10-5 
 
Figure 6.1 Geometry of the mesh and boundary conditions for the problem of heat conduction-
convection To illustrate this issue, a series of numerical simulations of 1D convection-dominated heat transfer along a 10.0 m bar of soil was performed in ICFEP, with both linear and quadratic elements. The geometry of the considered problem is shown in Figure 6.1 and 206 
 
the material properties used in the simulations are listed in Table 6.1. To include the convective heat transfer, a constant pore water pressure gradient was applied over the mesh, inducing a pore water flow from left to right. A constant pore water velocity of 1.2×10-4 m/s was applied so that by varying the element size, different values of Péclet number could be obtained. A heat source of a constant temperature of 20 °C was applied at the left-hand side of the bar, while the initial temperature was 10 °C, generating heat transfer along the bar. To ensure that the simulated phenomenon was one-dimensional, no pore water flow or heat transfer was allowed through the horizontal boundaries of the problem. The time marching scheme was applied with the backward difference scheme ( 0.1=β ), while the time-step was chosen arbitrarily as 60s. In order for the results to be comparable to those presented in Al-Khoury (2012), a constant temperature of 10 °C was applied at the right-hand side of the bar, instead of the coupled thermo-hydraulic boundary condition which was used in the validation exercises shown in the previous chapter.  
 
Figure 6.2 Temperature distribution at steady state for analyses with linear elements, prescribed 
temperature boundary conditions and different values of Péclet number (detail of the right-hand 
side extremity) 
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Figure 6.3 Temperature distribution at steady state for analyses with quadratic elements, 
prescribed temperature boundary conditions and different values of Péclet number (detail of the 
right-hand side extremity) Figure 6.2 and Figure 6.3 show a close-up of the temperature distribution along the bar after the heat front reaches the right-hand side boundary of the mesh for analyses with different values of Péclet numbers using linear and quadratic elements, respectively. The results show an increasing amplitude of spatial oscillations with increasing Péclet number. It should be noted that the oscillations appear immediately after the heat front reaches the end of the mesh and increase until steady state is reached. Similar behaviour has also been observed by Al-Khoury (2012). It should be noted that quadratic elements experience smaller oscillations than linear elements for identical values of the Péclet number. This suggests that, in effect, the amplitude of oscillations depends on the distance between two adjacent nodes, which in quadratic elements is, naturally, half of that in linear elements. This is further demonstrated by the non-oscillatory condition for the two types of elements, which was established by complementing the study above with various analyses spanning a wide range of Péclet numbers. As expected, the results showed that for highly convective heat transfer with prescribed temperature boundary conditions, non-oscillatory solutions were obtained for 1≤Pe  for linear elements and 
2≤Pe  for quadratic elements, reflecting the change in distance between adjacent nodes. The temperature profiles for these two cases are illustrated in Figure 6.2 and Figure 6.3, respectively. 
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Despite having been able to produce non-oscillatory solutions for both types of elements, it should be noted that, for linear elements, in the above simulations an extremely fine mesh with an element size of 0.002 m was needed, which would be impractical in a boundary value problem, given the much larger dimensions of the domain that needs to be considered. Clearly, such a simulation would require a very large number of elements, increasing the associated computational cost of the analyses. 
6.4.3 Effect of Péclet number on the solution to convective problems with 
coupled thermo-hydraulic boundary conditions In the numerical simulation of geothermal problems, convection-dominated heat transfer may also be a significant issue (e.g. open-loop ground source energy systems), since porous media, which have a relatively low conductivity compared to other solid materials, can be subjected to a high water flow, thus resulting in a high Péclet number. To investigate the behaviour of numerical solutions to highly convective boundary value problems in geothermal engineering using the Galerkin finite element method, 1D analyses of convective heat transfer along a 10 m soil bar were performed with ICFEP, using the geometry shown in Figure 6.1 and material properties listed in Table 6.1. To represent the boundary conditions of the abstraction well for an open-loop system, the new coupled thermo-hydraulic boundary condition, instead of a constant temperature boundary condition of 10 °C, was prescribed at the right-hand side boundary of the mesh, while a constant temperature boundary condition of 20 °C was prescribed at the left-hand side boundary representing the injection well. Given the specified problem, thermal breakthrough should be observed when the heat front reaches the right-hand side boundary of the mesh. A constant flow velocity of 1.2×10-4 m/s, which is of similar magnitude to the maximum velocity observed in an open-loop system with an injection/abstraction rate of 10 litre/s, was applied from left to right by prescribing a suitable pore water pressure gradient. The element size was varied so that different values of Péclet number could be obtained. For brevity, only results with Péclet numbers of 60 and 16 are presented, which are the maximum values of Péclet number observed in the simulations of open-loop systems presented in later sections using a coarse mesh and a fine mesh, respectively. 
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Figure 6.4 Temperature distribution for the analysis with linear elements, coupled thermo-
hydraulic boundary condition and Péclet number of 60 
 
Figure 6.5 Temperature distribution for the analysis with linear elements, coupled thermo-
hydraulic boundary condition and Péclet number of 16 Figure 6.4 and Figure 6.5 show the temperature distributions along the bar at different stages of the simulation with linear elements and a Péclet number of 60 and 16, respectively. Before thermal breakthrough, no oscillations were observed with both coarse and fine meshes. However, after the heat front reached the right-hand side boundary of the 1D bar, oscillatory nodal solutions were found in the coarse mesh, while using the fine mesh with the Péclet number of 16 provides spurious-free solutions throughout the analysis. Interestingly, for a Péclet number of 60, the oscillations reduce 210 
 
after some time and a steady state with a constant uniform temperature of 20 °C is achieved. The results imply that the coarse mesh with linear elements could be used for determining the time required for thermal breakthrough in open-loop systems, though it should not be used to predict the temperature distribution after this phenomenon takes place as the solution is affected by considerable oscillations. It can also be concluded from the obtained results that using the proposed coupled thermo-hydraulic boundary conditions in simulations of highly convective problems with the Galerkin finite element method leads to non-oscillatory conditions for much larger values of Péclet number than those shown to be needed when using a prescribed temperature boundary condition. As a result, it can be concluded that an extremely fine mesh may not always be necessary in the analysis of highly convective heat transfer problems, though it should be noted that spurious oscillations still exist if an excessively large Péclet number is observed.  
 
Figure 6.6 Temperature distribution for the analysis with quadratic elements, coupled thermo-
hydraulic boundary condition and Péclet number of 60 
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Figure 6.7 Temperature distribution for the analysis with quadratic elements, coupled thermo-
hydraulic boundary condition and Péclet number of 16 Figure 6.6 and Figure 6.7 show the temperature distribution along the bar at different stages of the simulation with quadratic elements and Péclet number of 60 and 16, respectively. Compared with linear elements, quadratic elements clearly have a much better ability to deal with highly convective heat transfer with much smaller numerical oscillations being observed for identical values of Péclet number. Indeed, only slight oscillations could be observed after thermal breakthrough in the simulation with the Péclet number of 60, suggesting that the coarse mesh with quadratic elements could be used in the simulation of open-loop systems as effectively as the fine mesh with linear elements. It should be noted that, since the oscillation caused by using meshes with large Péclet number appear only after the heat front reaches the end of the mesh, the time taken for thermal breakthrough to occur is not affected, which has also been observed in the above exercise.  
6.5 FE analysis of open-loop ground source energy systems Studies on the FE analysis of 1D highly convective heat transfer have shown that the new coupled thermo-hydraulic facilities in ICFEP, including the formulation and the boundary conditions, are capable of obtaining stabilised results provided that the mesh and the time marching scheme are chosen adequately. In this section, the findings from the previous study were applied to simulate a thermo-hydraulic boundary value 212 
 
problem involving an open-loop ground source energy system, which is characterised by convection-dominated heat transfer. The effects of element size, element type as well as time-step size on the predicted time to thermal breakthrough, which, as previously discussed, is the time taken for the heat front to reach the abstraction well, were investigated. Subsequently the influence of the hydraulic gradient and the well separation distance on the performance of an open-loop ground source energy system was analysed numerically. 
6.5.1 Problem description 
 
Figure 6.8 Schematic diagram of the well doublet system The simulated open-loop system (shown schematically in Figure 6.8) was adapted from Banks (2011). It consists of a well doublet in a 50-m thick homogenous sandstone aquifer with an initial temperature ( 0θ ) of 10 °C, and a constant pumping rate ( wQ ) of 10 litre/s. Water at a constant temperature of 20 °C was injected into one well and the water temperature at the abstraction well ( aθ ), with a well separation distance of L m, was monitored. The material properties are those listed in Table 6.1. 
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6.5.2 Numerical modelling Two-dimensional (2D) plane strain (i.e. 1 m of the 50 m thick aquifer was considered) coupled thermo-hydraulic analyses were performed using ICFEP. Figure 6.9 shows the coarse mesh used in the numerical studies, as an example, together with the location of the injection and abstraction wells, which represents the plan view of a well doublet system. To reduce the Péclet number adopted in the analysis of convective heat transfer, the elements are smallest near the two wells, where water velocities are the highest, and the element size increases with the radial distance away from the wells. Since the well doublet system is symmetric, only half of the space was discretized in order to reduce the computational effort. 
 
Figure 6.9 Finite element coarse mesh for the analysis of a well doublet system (plan view) The hydraulic boundary conditions applied to the mesh include injection and abstraction of water at a constant rate over the area corresponding to the wells. There is no water flow across other boundaries of the mesh. A thermal boundary condition in the form of a constant temperature was prescribed at the injection well (20 °C), while at the far left, right and top mesh boundaries the initial temperature (10 °C) was kept constant. There was no heat flux across the bottom mesh boundary. The new coupled thermo-hydraulic boundary condition was applied where the water was leaving the mesh, i.e. at the abstraction well.  
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In the first stage of the analysis, only the hydraulic boundary conditions were activated. Once a steady state water flow was established between the two wells, the thermal boundary conditions were applied. The aquifer was modelled as very stiff in order to reduce the mechanical coupling which is not of fundamental importance in this type of problem. The time marching scheme was applied as a backward difference scheme ( 0.1=β ), which, as shown previously, is unconditionally stable. 
The assumptions adopted by the numerical analysis can be summarised as: (1) The aquifer is homogenous and isotropic and has a constant thickness; (2) The wells are fully penetrating; (3) The problem is two-dimensional and there is no groundwater or heat flux in the out-of-plane direction; (4) Both the pumping rate and the injection temperature are constant; (5) There is an instantaneous thermal equilibrium between the porous matrix and the groundwater. 
6.5.3 Numerical studies In the FE analysis of open-loop ground source energy systems, predicting the time to thermal breakthrough is of great importance as its occurrence affects the efficiency of the systems. To obtain the time to thermal breakthrough, the temperature at the abstraction well was monitored. In this study, if a temperature increase of 0.0010C is observed at the abstraction well, thermal breakthrough is assumed to occur. However, it was shown in the previous study of numerical solutions to 1D convective heat transfer that numerical oscillations may exist if the adopted time-step size is too small or the Péclet number involved in the simulation is too high.  For the oscillations caused by using a time-step size below the lower limit, it was shown in both the 1D analyses presented in the previous chapter and in the literature (Rank et al., 1983) that they only exist at the initial stage of the analysis and the numerical solution finally becomes equal to the analytical solution. Therefore, these oscillations cannot affect the predicted time to thermal breakthrough, and are not taken into account in this study. However, it is still interesting to compare the results with different time-step sizes for the purpose of reducing the computational effort.  
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Regarding the oscillations caused by adopting a too high Péclet number in the simulation, it was shown in the 1D analyses presented in the previous section that the influence of oscillations on numerical solutions can be limited to an acceptable extent if the boundary conditions as well as the mesh are chosen adequately.  To validate the findings from the 1D analyses of highly convective heat transfer, six analyses, with the details shown in Table 6.2, were performed using ICFEP, where the element type, element size and the time-step size were varied. 
Table 6.2 Details of analyses performed in the numerical study 
Analysis Element type 
Number 
 of elements 
Minimum 
element size (m) 
Maximum Pe 
Time-step 
size (s) A Linear 1908 0.12 60 180 B Quadratic 1908 0.12 60 180 C Linear 5336 0.03 16 180 D Quadratic 5336 0.03 16 180 E Linear 5336 0.03 16 600 F Quadratic 5336 0.03 16 600  The well separation distance of the analysed well doublet system was chosen as 20 m for the numerical studies. The meshes used in analyses A and B, with the minimum element size of 0.12m, are referred to as the coarse meshes, whereas the meshes used in analyses C, D, E and F, with the minimum element size of 0.03m, are described as the fine meshes. In all cases, a maximum pore water velocity of approximately 1.2×10-4 m/s, corresponding to the pumping rate of 10 litre/s, was observed, resulting in a maximum Péclet number of 60 and 16 for the coarse mesh and the fine mesh, respectively. It should be noted that these are the same values of Péclet number used in the one-dimensional tests presented in the previous section. In a transient finite element analysis, the size of the time-step must be chosen carefully in order to find a balance between accuracy and efficiency. Here, the effect of time-step size on the time to thermal breakthrough is investigated by simulating the open-loop system using two different time-step sizes: 180 s (analyses A, B, C and D) and 600 s (analyses E and F). As an example of the obtained results, Figure 6.10 shows the temperature distributions in the aquifer after 5, 10 and 20 days for analysis D. 
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Figure 6.10 Aquifer temperature after (a) 5 days, (b) 10 days and (c) 20 days for analysis D 
Table 6.3 Simulated times to thermal breakthrough for different analyses 
Analysis Element type Maximum Pe 
Time-step size 
(s) 
Time to thermal 
breakthrough (days) A Linear 60 180 13.7 B Quadratic 60 180 13.1 C Linear 16 180 13.4 D Quadratic 16 180 12.9 E Linear 16 600 13.0 F Quadratic 16 600 12.5 Approximated solutions from Lippmann & Tsang (1980) 12.7 The temperature at the abstraction well was monitored to obtain the time to thermal breakthrough and Table 6.3 summarises the results in terms of the time taken for thermal breakthrough to occur in all the six analyses.  The series of numerical exercises of 1D convective heat transfer presented in the previous section showed oscillating results after thermal breakthrough for the analysis with linear elements and a Péclet number of 60. However, a non-oscillatory solution was observed before the heat front reached the end of the mesh, irrespective of the element type and Péclet number, with the same behaviour being observed in the simulations of the open-loop system. Indeed, even though spatial oscillations after thermal 
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breakthrough have been registered in analysis A, the predicted time to thermal breakthrough, which is the main parameter in the design of open-loop systems, was not affected. Conversely, analyses B, C, D, E and F produced non-oscillatory results, and are discussed in detail in this section.  
 
Figure 6.11 Effect of element size on the simulation results of temperature at the abstraction well The effect of element size on the time to thermal breakthrough is investigated by comparing analyses B and D, both of which use quadratic elements and a time-step of 180 s, however, the mesh in analysis B is coarser than the one in analysis D. Figure 6.11 presents the temperature at the abstraction well simulated in the two analyses. The predicted times to thermal breakthrough are 13.1 days and 12.9 days for the coarse and the fine mesh, respectively. It is clear that, in these cases the Péclet number has very little effect on the temperature evolution at the abstraction well. A similar result may be observed when comparing the analyses using linear elements (analyses A and C), where the times to thermal breakthrough are 13.7 days and 13.4 days for the coarse mesh and the fine mesh, respectively. 
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Figure 6.12 Effect of element type on the simulation results of temperature at the abstraction well The effect of element type on the simulation of the open-loop system is illustrated in Figure 6.12, where the evolutions of temperature at the abstraction well obtained using a linear mesh (analysis C) and a quadratic mesh (analysis D) are compared. Both analyses were carried out using meshes characterised by a maximum Péclet number of 16 (i.e. the fine meshes) and a time-step size of 180s. The predicted times to thermal breakthrough are 13.4 days and 12.9 days for the linear and the quadratic elements, respectively. A comparison between analyses A and B (i.e. coarse meshes) shows a similar difference (0.6 days), with the use of linear elements also leading to a longer time required for thermal breakthrough to occur. Therefore, it can be concluded that the effect of element type, although more significant that the effect of element size, is still very small.  Lastly, Figure 6.13 shows the effect of the size of the time-step on the temperature of the abstraction well by comparing analysis D with Δt = 180 s and analysis F with Δt = 600 s, both of which use the fine mesh with quadratic elements. The times to thermal breakthrough are 12.9 days and 12.5 days for the analyses D and F, respectively. Additionally, the corresponding times for analyses C and E are 13.4 days and 13.0 days, respectively, as listed in Table 6.3 . A difference of 0.4 days for both cases indicates that the chosen range of time-step sizes is acceptable in terms of accuracy of the solution, and it is therefore more computationally efficient to simulate this problem with the larger time-step size.  
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Figure 6.13 Effect of time-step size on the simulation results of temperature at the abstraction well Approximated solutions to the thermal plume, which estimate the time to thermal breakthrough, have been developed for various cases of well doublet systems (Lippmann & Tsang, 1980; Clyde & Madabhushi, 1983; Luo & Kitanidis, 2004; Banks, 2011). They are based on the same assumptions as those behind the numerical simulations of the open-loop system presented in this section. Therefore, it is possible to compare directly the computed results with one of the approximated solutions. For example, the estimated time to thermal breakthrough given by Lippmann and Tsang (1980) can be written as: if 0=i , 
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where i is the hydraulic gradient under which natural ground water flows from the abstraction to the injection wells, thicknessL  is the thickness of the aquifer, L  is the 
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distance between the abstraction and injection wells, Q is the pumping rate, and theβ  can be expressed as: 
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For the well doublet described before, the time to thermal breakthrough can be predicted by Equation (6.21) as 12.7 days. This value agrees very well with the range of times to thermal breakthrough obtained from the six analyses (12.5 days – 13.7 days). 
6.5.4 Effect of hydraulic gradients and well spacing It has been shown in the numerical studies presented above that the effect of element type, element size and time-step size on the predicted time to thermal breakthrough is not significant, and results obtained from all the six analyses agrees well with the approximated solutions given by Lippmann and Tsang (1980). To provide insight into the performance of the open-loop system and how it is influenced by: (1) the hydraulic gradient under which natural ground water flows from the abstraction to the injection wells, and (2) the well separation distance, parametric studies are necessary where different scenarios are taken into account. Up to date, the following cases have been studied following the same modelling procedure as that adopted for the previously presented numerical studies: (1) Case A-1: 20 m well spacing and 0.01 m/m hydraulic gradient; (2) Case A-2: 20 m well spacing and 0.02 m/m hydraulic gradient; (3) Case A-3: 40 m well spacing and 0.01 m/m hydraulic gradient. For cases A-1 and A-2, the same mesh and time-step size as those used in analysis A (see Table 6.2) was adopted. For case A-3 with an increasing well separation distance, the value of the minimum element size and the resulting maximum Péclet number was kept the same as those used in analysis A, which is presented in the previous section, by adding more elements between the two wells in the mesh. To establish the required hydraulic gradient which is in the direction parallel to the line between two wells, prescribed pore water pressure boundary conditions, instead of no water flow boundary conditions, were applied at the far left, right and top mesh boundaries in these three cases.  
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Well doublet systems are positioned so that the injection well is always downstream from the abstraction well in order to reduce the likelihood of backflow. The case with zero hydraulic gradient is therefore considered as the most critical, with the time to thermal breakthrough increasing for cases with higher natural groundwater flow, as expected. The effect of hydraulic gradient on the time to thermal breakthrough can be investigated by comparing the results from analysis A and cases A-1 and A-2, where the magnitude of the hydraulic gradient was varied while a constant well separation distance was used. Figure 6.14 shows the temperature evolution at the abstraction well for cases with different hydraulic gradients. Thermal breakthrough is defined as the point at which the temperature of the abstracted water starts to increase from its initial value of 10 °C. Table 6.4 compares the predicted times to thermal breakthrough for different hydraulic gradients by ICFEP and the model from Lippmann and Tsang (1980). It should be noted that, in the analysed case, the behaviour of the open-loop system is dominated by the injection/abstraction rate, with the effect of the natural groundwater flow being relatively small. 
 
Figure 6.14 Effect of hydraulic gradient on the temperature at the abstraction well  
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Table 6.4 Predicted times to thermal breakthrough for different well spacing and hydraulic 
gradients by ICFEP and the model from Lippmann and Tsang (1980) 
Analysis 
Well 
spacing 
(m) 
Hydraulic gradient 
(m/m) 
Time to thermal 
breakthrough by ICFEP 
(days) 
Time to thermal 
breakthrough by 
Banks (2011) 
(days) A 20 0.00 13.7 12.7 A-1 20 0.01 14.7 14.0 A-2 20 0.02 15.9 15.0 A-3 40 0.01 63.3 60.0  The effect of well separation distance on the time to thermal breakthrough is illustrated in Figure 6.15 and Table 6.4, where the evolution of temperature at the abstraction well obtained in the analyses of cases A-1 and A-3 are compared. It is clear that increasing the well spacing has a large effect on the performance of the system, i.e. doubling the separation distance quadruples the time to thermal breakthrough. The approximated solutions by Lippmann and Tsang (1980) predict 60 days to thermal breakthrough for this scenario, which compares well with the numerical prediction of 63.3 days. 
 
Figure 6.15 Effect of well spacing on the temperature at the abstraction well 
6.6 Conclusions  This chapter first presents the numerical facilities implemented in ICFEP for coupled thermo-hydraulic FE analysis, including the governing formulation, as well as a new 223 
 
coupled thermo-hydraulic boundary condition. The latter is a non-linear boundary condition which prescribes a heat flux varying over an increment to balance the energy associated with the water flow through the boundary. An eigenvalue analysis was then carried out to investigate the stability of the time marching scheme adopted in ICFEP for solving the equation of convective heat transfer. It has been shown in the analytical study that the method is unconditionally stable when the value of the time marching factor, 1α , is between 0.5 and 1.0. Therefore, the backward difference scheme ( 0.11 =α ) was used in all analyses presented in this chapter.  It has been demonstrated that the Péclet number is a useful indication of the significance of convective heat transport and that it can be used as a measure of the element size required to avoid oscillations in the results which may be occur when GFEM is used. A series of studies on the effect of Péclet number on the solution to convective problems with two boundary conditions – prescribed temperature boundary condition and the new coupled thermo-hydraulic boundary condition, has been performed. In the case of the prescribed temperature boundary condition, oscillations in nodal temperature values, which become more significant with increasing Péclet number, have been observed after the heat front reached the downstream boundary. As a result of the performed simulations, a Péclet number below 1 for linear elements, or below 2 for quadratic elements is recommended for obtaining non-oscillatory solutions. The coupled thermo-hydraulic boundary condition, which is used in the analysis of open-loop ground source energy systems, performs better with much higher Péclet number than the prescribed temperature boundary condition. In the test with linear elements and a Péclet number of 60, oscillations have been observed after the heat front reached the boundary. However, their amplitude was shown to reduce with time, resulting in a steady state with a constant uniform temperature. Non-oscillatory results were obtained in the analyses with linear elements with a Péclet number of 16 as well as quadratic elements with Péclet numbers of 60 and 16.  In the context of open-loop ground source energy systems, where only the thermo-hydraulic coupling is involved, these results suggest that oscillations are not expected prior to thermal breakthrough, meaning that the time needed for this phenomenon to 
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occur predicted by the numerical analysis should not be affected by the Péclet number. Indeed, this has been confirmed by the simulations of an open-loop system presented in this chapter. Additionally, it has been demonstrated that the element type as well as the time-step size has no significant effect on the computed time to thermal breakthrough, with the range of results obtained from the analyses showing a good agreement with the approximated solutions for the well double system proposed by Lippmann and Tsang (1980). However, it should be noted that oscillations in the temperature distribution after thermal breakthrough may still occur when an excessively large Péclet number is used. Naturally, this may have a very negative impact in the analysis if thermo-mechanical coupling is considered in a convection-dominated problem, meaning that, in such scenario, the element size and type must be chosen carefully.  Based on the findings from the numerical studies, numerical analyses of the effect of hydraulic gradient and well spacing on the performance of open-loop systems have been performed. The time to thermal breakthrough was shown to increase with both increasing hydraulic gradient and increasing distance between the injection and abstraction wells, as expected. Moreover, the numerical results are in good agreement with the approximated solutions obtained by Lippmann and Tsang (1980). Further studies on the effect of material properties as well as the long term temperature evolution at the abstraction well are necessary. Also, the open-loop systems are modelled in two dimensions in this chapter, which may only be adequate for initial design stages. Indeed for detailed design, or where multiple systems co-exist, 3D analyses are likely to be required.     
225 
 
        
CHAPTER 7 CONCLUSIONS AND SUGGESTIONS FOR 
FURTHER RESEARCH  
7.1 Introduction The aim of the research presented in this thesis was to develop, implement, and validate the thermo-hydro-mechanical (THM) coupling for soils in the geotechnical finite element program ICFEP and then to apply the new THM coupled facilities to a coupled geotechnical problem where thermal issues are involved. Therefore, this research is divided into two main stages. It was shown in the literature review (Chapter 2) that the existing THM coupled formulations could not be directly applied to ICFEP as the THM coupled theories behind these formulations were inconsistent and incompatible with those behind the existing coupled formulations for HM coupled problems in ICFEP. Therefore, during the first research stage, a THM coupled theory, as well as the associated governing equations, was developed based on the physical laws of each coupled system (Chapter 3). Subsequently these THM coupled formulations, as well as the necessary boundary conditions, were implemented into ICFEP in a similar manner to that adopted for the implementation of HM coupled facilities in ICFEP (Chapter 3). Lastly, a series of validation exercises were carried out to verify the THM coupled FE formulation that has been developed and implemented into ICFEP (Chapter 4). Conclusions relevant to the 226 
 
development, implementation and validation of the THM coupling in ICFEP are summarised in Section 7.2. The second stage of the research was to apply the newly developed THM coupled facilities in ICFEP to the simulation of a coupled geotechnical problem, namely an open-loop ground source energy system. Two types of oscillatory solutions were observed in the coupled numerical analysis. One was related to the time-step constraints in transient coupled finite element analysis (Chapter 5), while the other was caused by adopting a too high Péclet number in the simulation of highly convective heat transfer (Chapter 6). Both analytical and numerical investigations were conducted with the purpose of reducing or completely eliminating these oscillations. The findings of these studies were subsequently applied to the simulation of an open-loop ground source energy system with the obtained time to thermal breakthrough being compared to the available approximate solutions in the literature (Chapter 6). The conclusions relevant to the application of the THM coupling in ICFEP are summarised in Section 7.3. Finally, suggestions for further research on THM coupled modelling are presented in the last section of this chapter. 
7.2 Development, implementation, and validation 
7.2.1 Development and implementation To adequately simulate thermo-hydro-mechanical (THM) coupled problems in geotechnical engineering, a THM coupled theory for fully saturated soils was proposed based on the existing experimental observations and governing laws of each coupled system. Based on this theory the governing formulation for solid elements was developed and then implemented into ICFEP following the principle that all the new equations are consistent with the existing ones for HM coupled problems in ICFEP. Therefore, if the thermal behaviour of soils is not taken into account, the THM coupled equations reduce to the existing HM coupled equations.  The dynamic THM coupled formulation was also developed from the existing theory for dynamic consolidation problems to ensure all the coupled equations in ICFEP are consistent and compatible. It should be noted that the CH method was adopted as the time integration scheme to solve both the hydraulic and thermal FE equations.  
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In addition to the work carried out with solid elements, both the static and dynamic THM coupled theories were also applied to the existing 2D and 3D structural and interface elements in ICFEP, and modifications were made following a similar approach to that adopted for solid elements. After such development and implementation, all types of elements in ICFEP can be now employed in the analysis of THM coupled or HM coupled problems.  Lastly, a series of thermal boundary conditions as well as thermo-hydraulic coupled boundary conditions was developed and implemented to account for the process of heat transfer. 
7.2.2 Validation Validation exercises with both solid elements and all types of structural and interface elements were carried out to ensure the THM coupled formulation, as well as the relevant boundary conditions, produced accurate solutions.  A series of analyses representing 1D problems was performed with solid elements to verify the formulations for heat conduction, heat conduction-convection, heat conduction coupled with thermal volumetric change and thermal boundary conditions. Additionally, another set of single element analyses was conducted to check the validity of other coupling terms for solid elements, such as that describing the thermal effect on the pore fluid flow and the modelling of the linear thermo-mechanical behaviour. The results of these FE analyses were compared to either analytical or finite difference solutions, showing very good agreement. Similar validation exercises were also carried out to verify the coupled facilities for 2D and 3D interface elements and all types of structural elements in ICFEP. Compared with solid elements, additional exercises were employed to verify the formulation for seepage and consolidation, hydraulic boundary conditions and the coordinate transformation between local and global axes. The results of these analyses with interface and structural elements matched well those using solid elements.   
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7.3 Application 
7.3.1 Time-step constraints In a transient coupled FE analysis, a minimum size of time-step exists, below which the solution may exhibit spatial oscillations at the initial stage of the analysis. For a THM coupled analysis, the final solution may be invalidated, as the errors in the prediction induced by the oscillations may accumulate. To avoid this issue, both analytical and numerical investigations were carried out and the key findings can be summarised as follows: 
 Using the proposed analytical approach, the time-step constraints for the FE analysis of both 1D heat conduction and 1D heat conduction-convection problems were established and validated for both linear and quadratic elements.  
  The same analytical approach was applied to establish the time-step constraints in 1D coupled consolidation analysis using elements with combinations of different types of pore water pressure shape functions and displacement shape functions. 
 The time-step constraints for the FE analysis of 2D heat conduction problems were established for both linear and quadratic elements with different aspect ratios through a series of numerical studies. 
 Detailed recommendations for selecting an appropriate value of time-step were provided. It was suggested that the total boundary value change should be applied gradually over a total time-step which is equal to the critical time-step. 
7.3.2 Highly convective heat transfer Spatial oscillations also exist when the extensively used Galerkin finite element method (GFEM) is adopted to solve the problem of highly convective heat transfer. Numerical studies were carried out to investigate the behaviour of numerical solutions to highly convective problems with different boundary conditions. The findings related to this issue can be summarised as follows: 
 In the numerical analysis of highly convective problems, the Péclet number provided a useful indication of the significance of convective heat transport and could be used to establish an appropriate element size to avoid oscillations when GFEM is used. 
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 When the prescribed temperature boundary condition was adopted, a Péclet number below 1 for linear elements, or below 2 for quadratic elements, was recommended for obtaining non-oscillatory solutions  
 The coupled thermo-hydraulic boundary condition, which was used in the analysis of the open-loop ground source energy system, performed better allowing a much higher Péclet number to be used than the prescribed temperature boundary condition. Non-oscillatory results were obtained in analyses with linear elements with Péclet numbers less than 16 and with quadratic elements with Péclet numbers less than 60. 
 It was concluded that using GFEM could lead to stabilized results in the analysis of highly convective problems provided that the mesh and boundary conditions were chosen adequately. 
7.3.3 FE analysis of open-loop ground source energy systems Based on the findings of the studies on numerical oscillation issues, FE analyses of an open-loop ground source energy system were carried out using the new THM coupled facilities in ICFEP. The time to thermal breakthrough was predicted and results of the analyses indicated that: 
 Numerical oscillations did not appear before thermal breakthrough occurred for analysis with high Péclet numbers. Therefore, the predicted time to thermal breakthrough was not affected by the adopted Péclet number.  
 Numerical oscillations in the temperature distribution after thermal breakthrough occurred if an excessively large Péclet number was used.  
 Element types as well as the selected time-step size had no significant effect on the computed time to thermal breakthrough.  
 The time to thermal breakthrough was shown to increase with an increasing distance between the injection and abstraction wells 
 The time to thermal breakthrough was shown to increase if the seepage velocity of the natural ground water in a direction from the abstraction to the injection wells was increased.  
 Numerical predictions of the time to thermal breakthrough with different natural ground water seepage velocities and well spacing were in good agreement with the approximated solutions obtained by Lippmann and Tsang (1980). 
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7.4 Suggestions for further research Suggestions for further research are divided into three parts. The first part discusses further improvements and modifications that could be made to the newly developed THM coupled facilities for fully saturated soils in ICFEP. The second part discusses further developments on the modelling of THM coupling for soils that could be carried out in ICFEP. The last part suggests numerical techniques that could be implemented into ICFEP to model highly convective problems, such as the upwind finite element method. 
7.4.1 THM coupling for fully saturated soils To overcome the limitations listed in Chapter 1, further research could be performed to improve the modelling of THM coupled behaviour of fully saturated soils from the following aspects: (1) It has been shown in the experimental results that the material properties, such as the soil permeability and the density of the pore fluid, are temperature dependent, while the soil conductivity depends on the proportion of each soil component. Therefore, expressions showing these relations could be adopted in the future modelling of THM coupled behaviour of fully saturated soils   (2) A constant thermal expansion coefficient was adopted in the research presented in this thesis and therefore only the reversible volumetric change due to temperature variation has been taken into account. To model the irreversible thermal volumetric change of fully saturated soils, an elasto-plastic thermo-mechanical constitutive model should be developed and implemented into ICFEP. Various elasto-plastic thermo-mechanical constitutive models have been proposed in the literature. Most of them were established within the framework of the modified Cam-clay model (Roscoe & Burland, 1968) and a thermal yield surface was formulated in a similar manner to the loading-collapse curve adopted by the Barcelona Basic Model (Alonso et al., 1990) for partially saturated soils. It is suggested here that the elasto-plastic thermo-mechanical constitutive model could be developed following a similar approach to that of the existing models for partially saturated soils in ICFEP (Georgiadis, 2003; Tsiampousi, 2011).  
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7.4.2 THM coupling for three-phase porous materials The temperature range considered in the current version of ICFEP is between 0 and 100 0C. If the soil temperature increases above 100 0C or decreases below 0 0C, phase change of the pore fluid will appear and the soil becomes a three-phase porous material. To model these extreme high or low temperature conditions in ICFEP, further development of the THM coupled modelling of partially saturated soils or freezing soils are necessary.  (1) In a THM coupled problem for partially saturated soils, such as the high-level nuclear waste disposal, it is necessary to take into account additional coupling terms compared with those for fully saturated soils to model the effect of the air phase. In the current version of ICFEP, the HM coupled formulation for partially saturated soils was developed with the effect of the air phase being considered in the mechanical and hydraulic governing equations, and no extra coupled system for the air phase was adopted in the development. To ensure consistency, an appropriate approach for modelling the THM coupled behaviour of partially saturated soils is required in ICFEP. (2) When the temperature drops below the freezing point of water, the pore fluid may start to freeze and then the freezing front may spread in a progressive manner. To model this behaviour, the phase change of the pore water, the latent heat of fusion and cryogenic suction induced by the ice/water interface should be taken into account. It should be noted that the behaviour of the ice phase could be modelled in the hydraulic equation by adopting the principle of mass conservation of pore fluid and no extra coupled system is needed. Furthermore, the cryogenic suction induced by the ice/water interface could be modelled following a similar approach to the suction induced by the air/water interface of partially saturated soils. 
7.4.3 Upwind finite element method Although it is shown in Chapter 6 that the extensively used Galerkin finite element method (GFEM) is able to produce non-oscillatory solutions in the FE analysis of highly convective problems if the mesh and boundary conditions are chosen adequately, numerical oscillations cannot be avoided when an extremely large Péclet number is used (e.g. 60≥Pe for linear elements with thermo-hydraulic coupled boundary conditions). To eliminate this problem, the use of upwind finite element methods, including the Petrov-Galerkin method (Heinrich et al., 1977; Heinrich & Zienkiewicz, 1977), the 
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Petrov-Galerkin least square method (Hughes et al., 1989), and the shock capturing method (Johnson, 1990), has been recommended in the literature. However, these methods obtain the solution by either modifying the weighting function or introducing an artificial damping which changes the physical characteristics of the problem and results in a reduction in accuracy. Therefore, special attention should be paid to selecting an appropriate type of upwind finite element method which is able to eliminate the numerical oscillations without sacrificing the accuracy too much.   
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APPENDIX A 
A.1 Divergence theorem The Divergence theorem, also known as Gauss’s theorem, can be expressed and applied in different ways. Here, it is adopted to solve the product of a scalar function and a non-zero vector (Booker, 1973). Applying the derivative rules gives:  
( ) bababa 2∇+∇∇=∇∇                                                          (A.1) 
Therefore, integrating the second-order derivative term by part yields: 
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It should be noted that the surface integral will vanish when boundary condition is applied. Therefore, Equation (A.2) can be written as: 
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Applying the above theorem to the second-order derivative terms in Equation (3.35) gives: 
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A.2 Static THM coupled finite element formulation for solid elements Assembling Equations (3.19), (3.51) and (3.83) gives the THM coupled finite element formulation for solid elements in matrix form as: 
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where the submatrices on the left-hand side can be found in Chapter 3, and the vectors 
}{ GF∆  and }{ GH∆  on the right-hand side can be given as: 
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A.3 Dynamic THM coupled finite element formulation for solid 
elements   Assembling Equations (3.93), (3.103) and (3.109), the THM coupled formulation for dynamic problems can be given in matrix form as: 

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where the submatrices in Equation (A.11) can be found in Chapter 3, the dynamic factors ∗fα  and ∗mα  can be given as: 
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A.4 Dynamic THM coupled formulation for a 3-noded beam element Assembling Equations (3.114), (3.138) and (3.147) and applying the time marching scheme and the dynamic theory presented for solid elements, gives the following formulation in the matrix form as:  
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A.5 Dynamic THM coupled finite element formulation for a 3D shell 
element  The dynamic THM coupled finite element formulation for a 3D shell element can be obtained assembling Equations (3.157), (3.177) and (3.189) and applying the time marching scheme and the dynamic theory outlined for solid elements: 
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APPENDIX B 
B.1 Finite difference scheme for 1D heat conduction Assuming that psspwwm CnCnC ρρ )1( −+= , The governing equation for 1D heat conduction can be rewritten as: 
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2
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∂
∂
−
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x
k
t
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θθ
θ                                                          (B.1) 
 
Figure B.1 Finite difference scheme for 1D heat transfer Adopting the finite difference scheme shown in Figure B.1 gives: 
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where x∆  represents the distance between two adjacent nodes, the subscript i denotes the number of the node in space and j denotes the number of the time integration step. Substituting Equations (B.2) and (B.3) into Equation (B.1) yields: 
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Rearranging Equation (B.4) gives: 
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C
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The stability condition of the adopted finite difference scheme is: 
t=tj 
t=tj+1 
x=xi-1 x=xi x=xi+1 
θi-1, j θi, j θi+1, j 
θi, j+1 
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Therefore, if a fine mesh is employed, the time-step size adopted by the finite difference scheme is extremely small compared to that used by the finite element method    
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B.2 Finite difference scheme for TM coupled 1D heat transfer For a 1D problem of TM coupled heat transfer, the governing formulation adopted in ICFEP reduces to: 
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For the plane strain analysis representing the 1D TM coupled heat transfer, the incremental total volumetric strain, vε∆ , is equivalent to the incremental total strain in the direction along the bar, lε∆ , which can be expressed as: 
σθ εεε lll ∆+∆=∆                                                          (B.8) where θε l∆  is the incremental thermal strain along the bar which is given as: 
θαε θθ ∆=∆ l                                                               (B.9) and σθε∆  is the incremental mechanical strain along the bar which can be derived considering the prescribed displacement boundary conditions and the linear constitutive relation as: 
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where v  is the Poisson ratio. Substituting Equations (B.9) and (B.10) into Equation (B.8) gives: 
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Therefore, the incremental mechanical volumetric strain )( θεε vv −∆  can be derived as: 
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Substituting Equation (B.12) into Equation (B.7) leads to: 
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Assuming that psspwwm CnCnC ρρ )1( −+=  and pwww CC ρ= , Equation (B.13) can be rewritten as: 
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Following a similar process outlined for 1D heat conduction, the FD scheme for the 1D TM coupled heat transfer can be obtained as: 
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B.3 Finite difference scheme for thermal boundary conditions (a) prescribed temperature boundary condition 
 
Figure B.2 Schematic 1D prescribed temperature boundary condition As shown in Figure B.2, the temperature at the boundary node can be prescribed as: 
bji θθ == ,1  or bjNi θθ == ,                                                            (B.20) where bθ  is the prescribed temperature at the boundary, and the subscript 1=i  and 
Ni = denotes the first node and the last node respectively. (b) no heat flux boundary condition 
           
Figure B.3 FD scheme for a 1D no heat flux boundary condition As shown in Figure B.3, two additional nodes, i=0 and i=N+1 are used to define the boundary heat flux rate. For node 1, the current heat flux rate, jq ,1 , can be expressed as: 
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Adopting 0,1 =jq  gives jj ,0,2 θθ = . Substituting jj ,0,2 θθ =  into Equation (B.5) yields the FD expression of a no heat flux boundary condition prescribed at node 1: 
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Following a similar approach, the FD expression of a no heat flux boundary condition prescribed at the last node N can be obtained as: 
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i=1 i=N 
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(c) prescribed heat flux boundary condition 
 
Figure B.4 Schematic 1D prescribed heat flux boundary condition Figure B.4 shows the schematic 1D prescribed heat flux boundary condition with a heat flux rate of q , where injection of heat is assumed to be positive. Following a similar scheme as shown above for a no heat flux boundary condition, for node 1, Equation (B.21) can be rearranged as: 
θ
θθ
k
q
xjj ∆+= 2,2,0                                                          (B.24) 
Substituting Equation (B.24) into Equation (B.5) yields 
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For node N, the injection rate can be expressed as: 
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Therefore, the FD expression for the 1D prescribed heat flux boundary condition at the boundary node N can be derived as: 
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(d) natural heat loss boundary condition  The heat flux defined by the natural heat loss boundary condition at node 1 can be written as: 
)( ,1,1 ∞−−= θθ jj hq                                                       (B.28) Substituting Equation (B.28) into Equation (B.21) leads to: 
i=1 i=N 0>q  0>q  
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Substituting Equation (B.30) into Equation (B.5) gives: 
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Following a similar approach, the FD expression for the 1D natural heat loss boundary condition at the boundary node N can be derived as: 
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