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1 Introduction
We ask whether normality to one base is related to normality to another. Maxfield in 1953
proved that a real number is normal to a base exactly when it is normal to every base multi-
plicatively dependent to that base (two numbers are multiplicatively dependent when one is
a rational power of the other.) Schmidt (1961/1962) showed that this is the only restriction
on the set of bases to which a real number can be normal. He proved that for any given set
of bases, closed under multiplicative dependence, there are real numbers normal to every base
from the given set and not normal to any base in its complement. This result, however, does
not settle the question of whether the discrepancy functions for different bases for which a
real number is normal are pairwise independent. Nor does it answer whether the set of bases
for which a real number is normal plays a distinguished role among its other arithmetical
properties.
We pose these problems by means of mathematical logic and descriptive set theory. The
set of real numbers that are normal to a least one base is located in the fourth level of the
Borel hierarchy. Similarly, the set of indices for computable real numbers that are normal to
at least one base is located at the fourth level of the arithmetic hierarchy. In Theorem 1 we
show that from both points of view, the property that a real number is normal to at least one
base is complete at the fourth level (Σ04 and Σ
0
4, respectively). This result settles a question
in Bugeaud (2012) and confirms a conjecture of A. Ditzen (see Ki and Linton, 1994). We
obtain the result by first establishing in Theorem 2, that for any set at the third level of the
arithmetic hierarchy (Π03), there is a computable real number which is normal exactly to the
bases multiplicatively dependent to elements of that set. Theorem 3 exhibits a fixed point: for
any property of bases expressed at the third level of the arithmetic hierarchy (Π03) and closed
under multiplicative dependence, there is a real number ξ such that the bases which satisfy
the property relative to ξ are exactly those for which ξ is normal.
Theorem 4 shows that the discrepancy functions for different bases can go to zero indepen-
dently. We construct absolutely normal real numbers such that their discrepancy functions
for a given base s converge to zero arbitrarily slowly and such that their discrepancies for all
the bases multiplicatively independent to s are eventually dominated by a single computable
bound. In contrast, the real numbers constructed by Schmidt (1961/1962) are not normal
to a given base s and the discrepancy functions for all bases multiplicatively independent to
s converge to zero at a prescribed rate. With a different proof, Brown, Moran, and Pearce
(1985) extended Schmidt’s result and then Moran and Pearce (1988) gave explicit bounds for
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the rate obtained with their method. In our construction the nonconforming behavior of the
constructed real number with respect to base s appears even though it is normal to base s.
Theorem 5 sharpens Theorem 1 in Schmidt (1961/1962). We construct a real number that
is normal for all elements in a given set and denies even simple normality to all other elements,
addressing an issue raised in Brown et al. (1985).
Normality is an almost-everywhere property of the real numbers: the set of normal numbers
has Lebesgue measure one. Normality in some bases and not all of them is also an almost-
everywhere property, albeit not in the sense of Lebesgue. Consider the Cantor set Cs obtained
by omitting the last digit (or two) in the base s expansions of real numbers (s greater than 2).
Clearly, no element of Cs is simply normal to base s. However, viewed from the perspective
of the uniform measure on this Cantor set, Schmidt (1960) shows that the subset of Cs whose
elements are normal to every base r multiplicatively independent to s has measure one.
Our focus is on constructing real numbers and maintaining independent control over their
discrepancy functions for multiplicatively independent bases. Since almost every element of
Cs is normal to base r, almost every sufficiently long finite initial segment of a real in Cs
has small discrepancy from normal in base r. It is our task to convert this observation into
methods of constructing real numbers by iteratively extending their expansions in various
bases. The first part of our task is to give computable bounds on discrepancy and estimates
on how quickly discrepancy for base r decreases almost everywhere in Cs. The second part
is to convert these finitary bounds into modules for constructions. The typical module lowers
discrepancy in bases r from a finite set R and increases discrepancy in a multiplicatively
independent base s. It is important that the estimates on discrepancy be applicable in any
basic open neighborhood in Cs so that the modules can be used as any finite point in the
construction.
2 Theorems
Notation. A base is an integer greater than or equal to 2. For a real number ξ, we use tξu to
denote its fractional part. We write ~ξ to denote a sequence and ξj to denote the jth element
of ~ξ. If ~ξ is finite with N elements we write it as pξ1, . . . , ξN q. For a subinterval I of r0, 1s,
µpIq is its measure, equivalently its length. For a finite set S, #S is its cardinality. We often
drop the word number and just say a real or a rational or an integer.
We recall the needed definitions and then state our results. The usual presentation of the
property of normality to a given base for a real number is in terms of counting occurrences
of blocks of digits in its expansion in that base (Bugeaud (2012); Kuipers and Niederreiter
(2006)). Absolute normality is normality to all bases. We define normality in terms of discrep-
ancy. See either of the above references for a proof of Wall’s Theorem, which establishes the
equivalence.
Definition 2.1. The discrepancy of a sequence ~ξ “ pξ1, . . . , ξN q of real numbers in the unit
interval is
Dp~ξq “ sup
0ďuăvď1
ˇˇˇ
#tn : 1 ď n ď N,u ď ξn ă vu
N
´ pv ´ uq
ˇˇˇ
.
When we refer to a sequence by specifying its elements, we will write Dpξ1, . . . , ξN q, rather
than Dppξ1, . . . , ξN qq.
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Definition 2.2. Let r be a base. A real number ξ is normal to base r if and only if
limNÑ8Dptr
jξu : 0 ď j ă Nq “ 0. Absolute normality is normality to every base.
A formula in the language of arithmetic is Π00 and Σ
0
0 if all of its quantifiers are bounded.
It is Σ0n`1 if it has the form Dx θ where θ is Π
0
n and it is Π
0
n`1 if it has the form @x θ where θ
is Σ0n. A subset A of N is Σ
0
n (respectively, Π
0
n) if there is a Σ
0
n (respectively, Π
0
n) formula ϕ
such that for all n, n P A if and only if ϕpnq is true. A Σ0n subset A of the natural numbers
is Σ0n-complete if there is a computable function f mapping Σ
0
4 formulas to natural numbers
such that for all ϕ, ϕ is true in the natural numbers if and only if fpϕq P A.
The Borel hierarchy for subsets of R with the usual topology states that a set A is Σ01 if
and only if A is open and A is Π01 if and only if A is closed. A is Σ
0
n`1 if and only if it is a
countable union of Π0n sets and A is Π
0
n`1 if and only if it is a countable intersection of Σ
0
n
sets. By an important theorem, a Σ0n subset of R is Σ
0
n-complete if and only if it is not Π
0
n.
Theorem 1. (1) The set of indices for computable real numbers which are normal at least
one base is Σ04-complete. (2) The set of real numbers that are normal to at least one base is
Σ
0
4-complete.
Remark 2.3. A routine extension of the proof shows that the set of real numbers which are
normal to infinitely many bases is Π05-complete. Expressed in terms of the complement, the
set of real numbers which are normal to only finitely many bases is Σ05-complete.
Let M be the set of minimal representatives of the multiplicative dependence equivalence
classes. Our proof of Theorem 1 relies on the following.
Theorem 2. For any Π03 subset R of M there is a computable real number ξ such that for all
r in M , r P R if and only if ξ is normal to base r. Furthermore, ξ is computable uniformly in
the Π03 formula that defines R.
Theorem 3 exhibits a fixed point: the real ξ appears in the Π03 definition of its input set.
It asserts that the set of bases for which ξ is normal can coincide with any other property of
elements of M definable by a Π03 formula relative to ξ. Thus, the set of bases for normality
can be arbitrary, nothing distinguishes it from other Π03 predicates on M . As a subset of N
its only distinguishing feature is that it is closed under multiplicative dependence.
Theorem 3. For any Π03 formula ϕ there is a computable real number ξ such that for any
base r PM , ϕpξ, rq is true if and only if ξ is normal to base r.
Theorem 4 illustrates the independence between the discrepancy functions for multiplica-
tively independent bases by exhibiting an extreme case, that all but one of the bases behave
predictably and the other is arbitrarily slow.
Theorem 4. Fix a base s. There is a computable function f : N Ñ Q monotonically de-
creasing to 0 such that for any function g : N Ñ Q monotonically decreasing to 0 there is
an absolutely normal real number ξ whose discrepancy for base s eventually dominates g and
whose discrepancy for each base multiplicatively independent to s is eventually dominated by
f . Furthermore, ξ is computable from g.
Remark 2.4. The proof Theorem 4 can be adapted produce other contrasts in behavior between
multiplicatively independent bases. We give two examples.
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(1) Let s be a base. There is a computable function f : N Ñ Q monotonically de-
creasing to 0 such that for any function g : N Ñ N, there is an absolutely normal real
number ξ such that its discrepancy for s satisfies for all n there is an N ą gpnq such that
Dptsjξu : 0 ď j ă Nq ą 1{n and its discrepancies for bases multiplicatively independent to
s are eventually bounded by f . Furthermore, ξ is computable from any real number ρ which
can computably approximate g.
(2) Let s and r be multiplicatively independent bases. There is a computable absolutely
normal number ξ such that
lim sup
NÑ8
Dptsjξu : 0 ď j ă Nq
Dptrjξu : 0 ď j ă Nq
“ lim sup
NÑ8
Dptrjξu : 0 ď j ă Nq
Dptsjξu : 0 ď j ă Nq
“ 8.
Remark 2.5. There is a computable function f : N Ñ Q monotonically decreasing to 0 such
that the discrepancy of almost every real number is eventually dominated by f . In contrast,
there is no computable function which dominates the discrepancy of all the computable abso-
lutely normal numbers.
Finally, we state the improvement of Theorem 1 of Schmidt (1961/1962), asserting simple
normality in the conclusion.
Definition 2.6. Let N be a positive integer. Let ξ1, . . . , ξN be real numbers in r0, 1s. Let F
be a family of subintervals. The discrepancy of ξ1, . . . , ξN for F is
DpF, pξ1, . . . , ξN qq “ sup
IPF
ˇˇˇ
#tn : ξn P Iu
N
´ µpIq
ˇˇˇ
.
Definition 2.7. Let r be a base and let ξ be a real number. Let F be the set of intervals
of the form ra{r, pa ` 1q{rq, where a is an integer 0 ď a ă r. ξ is simply normal to base r if
limNÑ8DpF, ptr
jξu : 0 ď j ă Nqq “ 0.
Theorem 5. Let R be a set of bases closed under multiplicative dependence. There are real
numbers normal to every base from R and not simply normal to any base in its complement.
Furthermore, such a real number can be obtained computably from R.
3 Lemmas
3.1 On Uniform Distribution of Sequences
Lemma 3.1. Let ǫ be a real number strictly between 0 and 1. Let Fǫ be the family of semi-open
intervals Ba “ ra{r3{ǫs, pa ` 1q{r3{ǫsq, where a is an integer 0 ď a ă r3{ǫs. For any sequence
~ξ and any N , if DpFǫ, ~ξq ă pǫ{3q
2 then Dp~ξq ă ǫ.
Proof. Let ~ξ be a sequence of real numbers of length N such that DpFǫ, ~ξq is less than pǫ{3q2.
Let I be any semi-open subinterval of r0, 1s. Denote r3{ǫs by n. The number of Ba with
nonempty intersection with I is less than or equal to rnµpIqs. For each Ba P Fǫ, #tξn : ξn P Bau
is less than or equal to p1{n ` ǫ2{9qN . Thus, by the definition of n,
1
N
#tξn : ξn P Iu ď
1
N
rnµpIqsp1{n ` ǫ2{9qN ď µpIq ` ǫ.
Similarly, 1
N
#tξn : ξn P Iu ě µpIq ´ ǫ.
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Remark 3.2. In Lemma 3.1, Fǫ can be replaced by any partition of r0, 1s into subintervals of
equal length, each of length at most ǫ{3.
We record the next three observations without proof.
Lemma 3.3. Suppose that ǫ is a positive real, ~ξ is a sequence of length N and that Dp~ξq ă ǫ.
For any sequence ~ν of length n with n ă ǫN , for all k ď n, Dpν1 . . . , νk, ξ1, . . . , ξN q ă 2ǫ and
Dpξ1, . . . , ξN , ν1 . . . , νkq ă 2ǫ.
Lemma 3.4. Let ~ξ be a sequence of real numbers, ǫ a positive real and pbm : 0 ď m ă 8q an
increasing sequence of positive integers. Suppose that there is an m0 such that for all m ą m0,
bm`1 ´ bm ď ǫbm and Dpξj : bm ă j ď bm`1q ă ǫ. Then limNÑ8Dp~ξq ď 2ǫ.
Lemma 3.5. Let m be a positive integer and I a semi-open interval. Suppose ~ξ is a sequence
of real numbers of length N such that N ě r2m{µpIqs and for all j with m ď j ď N , ξj R I.
Then, DpI, ~ξq ě µpIq{2.
Notation. We let epxq denote e2πix.
Theorem 3.6 (Weyl’s Criterion (see Bugeaud, 2012)). A sequence pξn : n ě 1q of real numbers
is uniformly distributed modulo one if and only if for every non-zero t, lim
NÑ8
1
N
Nÿ
j“1
eptξnq “ 0.
Theorem 3.7 (LeVeque’s Inequality (see Kuipers and Niederreiter, 2006, Theorem 2.4)).
Let ~ξ “ pξ1, . . . , ξN q be a finite sequence. Then, Dp~ξq ď
´ 6
π2
8ÿ
h“1
1
h2
ˇˇˇ
1
N
Nÿ
j“1
ephξjq
ˇˇˇ2¯ 1
3
.
Lemma 3.8. For any positive real ǫ there is a finite set T of integers and a positive real δ such
that for any ~ξ “ pξ1, . . . , ξN q, if for all t P T ,
1
N2
ˇˇˇ Nÿ
j“1
eptξjq
ˇˇˇ2
ă δ then Dp~ξq ă ǫ. Furthermore,
such T and δ can be computed from ǫ.
Proof. By LeVeque’s Inequality, Dp~ξq ď
´ 6
π2
8ÿ
h“1
1
h2
ˇˇˇ
1
N
Nÿ
j“1
ephξjq
ˇˇˇ2¯ 1
3
. Note that
ˇˇˇ
1
N
řN
j“1 ephξjq
ˇˇˇ2
ď 1. Hence, for each h,
8ÿ
h“m`1
1
h2
ˇˇˇ
1
N
Nÿ
j“1
ephξjq
ˇˇˇ2
ď
8ÿ
h“m`1
1
h2
ď
ż 8
m`1
x´2dx ď
1
m` 1
.
Assume
1
N2
ˇˇˇ Nÿ
j“1
eptξjq
ˇˇˇ2
ă δ for all positive integers t less than or equal to m. Then,
mÿ
h“1
1
h2
ˇˇˇ
1
N
Nÿ
j“1
ephξjq
ˇˇˇ2
`
8ÿ
h“m`1
1
h2
ˇˇˇ
1
N
Nÿ
j“1
ephξjq
ˇˇˇ2
ď
mÿ
h“1
1
h2
δ `
1
m` 1
ď δm`
1
m` 1
.
To ensureDp~ξq ă ǫ it is sufficient that p6{π2q
`
δm`p1{m`1q
˘ 1
3 ă ǫ. This is obtained by setting
δm ă p1{2qpǫ3π2{6q and 1{pm ` 1q ă p1{2qpǫ3π2{6q. Let m “ r12{pǫ3π2qs, T “ t1, 2, . . . ,mu
and δ “ pǫ3π2q{p24mq.
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3.2 On Normal Numbers
Notation. We use xb; ry to denote rb{ log rs, where log refers to natural logarithm. We say
that a rational number η P r0, 1s is s-adic when η “
řa
j“1 djs
´j for digits dj in t0, . . . , s´ 1u.
In this case, we say that η has precision a. We use Lps, kq to denote sequences in the alphabet
t0, . . . , s ´ 1u of length k. For a sequence w, we write |w| to denote its length. When
1 ď i ď j ď |w|, we call pwi, . . . , wjq a block of w. The number of occurrences of the block u
in w is occpw, uq “ #ti : pwi, . . . , wi`|u|´1q “ uu.
Lemma 3.9. Let s and r be bases, a be a positive integer and ǫ be a real between 0 and 1.
There is a finite set of intervals F and a positive integer ℓ0 such that for all ℓ ě ℓ0 and
all ξ0, if ξ P rξ0, ξ0 ` s
´xa`ℓ;syq and DpF, ptrjξ0u : xa; ry ă j ď xa` ℓ; ryqq ă pǫ{10q
4 then
Dptrjξu : xa; ry ă j ď xa` ℓ; ryq ă ǫ. Furthermore, ℓ0 and F can be taken as computable
functions of r and ǫ.
Proof. Let Fǫ be as in Lemma 3.1 and let I be an interval in Fǫ. Let n denote r100{ǫ2s.
Let F be the set of semi-open intervals Bc “ rc{n, pc ` 1q{nq, where 0 ď c ă n. For the
sake of computing ℓ0, consider b ą a, ξ and ξ0 such that ξ P rξ0, ξ0 ` s´xb;syq. Assume
DpF, ptrjξ0u : xa; ry ă j ď xb; ryqq ă pǫ{10q
4.
Note that for all j less than xb; ry´ log n{ log r´ 1, we have rjs´xb;sy ă 1{n. Hence, for all
but the last rlog n{ log rs`2 values of j, |rjξ0´rjξ| ă 1{n. Let C be the set of intervals Bc such
that either Bc or Bc`1 has non-empty intersection with I. If j is less than xb; ry´log n{ log r´1
then trjξu P I implies that trjξ0u P YC. Observe that #C ď rnµpIqs ` 2. The fraction
1
xb; ry ´ xa; ry
#tj : xa; ry ă j ă xb; ry ´ log n{ log r ´ 1 and trjξu P YCu
is at most rnµpIq ` 2sp1{n ` ǫ4{104q. And by definition of n,
pnµpIq`3qp1{n`pǫ{10q4q ď µpIq`r100{ǫ2spǫ{10q4`3{r100{ǫ2s`3pǫ{10q4 ď µpIq`p1{2qpǫ{3q2.
There are at most rlog n{ log rs ` 2 remaining j, those for which j ě xb; ry ´ log n{ log r ´ 1.
Suppose that for each such j, rjξ P I. Then,
rlog n{ log rs ` 2
xb; ry ´ xa; ry
ď
log n{ log r ` 3
xb; ry ´ xa; ry
ď
logr100{ǫ2s ` 3 log r
b´ a´ log r
.
Let ℓ0 be
P
log r ` 18
ǫ2
rlogr100{ǫ2s ` 3 log rs
T
. For b ě a` ℓ0,
logr100{ǫ2s`3 log r
b´a´log r ă p1{2qpǫ{3q
2. A
similar argument yields the same estimates for the needed lower bound. Then, for Fǫ and
any b ě a ` ℓ0, DpFǫ, ptr
jξu : xa; ry ă j ď xb; ryqq ă pǫ{3q2. By applying Lemma 3.1, for any
ℓ ě ℓ0, Dptrjξu : xa; ry ă j ď xa` ℓ; ryq ă ǫ.
Definition 3.10. Fix a base s. The discrete discrepancy of w P Lps,Nq for a block of size ℓ
is
Cpℓ, wq “ max
"ˇˇˇ
ˇoccpw, uqN ´
1
sℓ
ˇˇˇ
ˇ : u P Lps, ℓq
*
.
The next lemmas relate the discrete discrepancy of sequences in w P Lps,Nq to the dis-
crepancy of their associated sequences of real numbers.
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Lemma 3.11. Let ǫ be a positive real, s a base, ℓ and N positive integers such that sℓ ą 3{ǫ and
N ą 2ℓp3{ǫq2, and w P Lps,Nq such that Cpℓ, wq ă ǫ2{18. Then, Dptsjηwu : 0 ď j ă Nq ă ǫ,
where ηw “
ř|w|
j“1wjs
´j.
Proof. Let ℓ be such that s´ℓ ă ǫ{3. Let F be the set of s-adic intervals of length s´ℓ. Any
I in F has the form rηu, ηu ` s´ℓq, for some u P Lps, ℓq, and further, tsjηwu P I if and only
if the block u occurs in w at position j ` 1. Thus, we can count instances of tsjηwu P I
by counting instances of u in w. Let N and w be given so that N ą 2ℓp3{ǫq2, w P Lps,Nq
and Cpℓ, wq ă pǫ{3q2{2. Then, for any u P Lps, ℓq,
ˇˇ
occpw, uq{N ´ s´ℓ
ˇˇ
ă pǫ{3q2{2. For
any I P F ,
1
N
#
 
j : tsjηwu P I and 0 ď j ă N
(
ă s´ℓ ` pǫ{3q2{2` pℓ´ 1q{N ă s´ℓ ` pǫ{3q2.
A similar count gives the analogous lower bound. Hence, DpF, ptsjηwu : 0 ď j ă Nqq ă pǫ{3q2
and so Dptsjηwu : 0 ď j ă Nq ă ǫ, by application of Lemma 3.1 and Remark 3.2.
Lemma 3.12 (see Theorem 148, Hardy and Wright (2008)). For any base s, for any positive
integer ℓ and for any positive real numbers ǫ and δ, there is an N0 such that for all N ě N0,
#
!
v P Lps,Nq : Cpℓ, vq ě ǫ
)
ă δsN .
Furthermore, N0 is a computable function of s, ǫ and δ.
The next lemma is specific to base 2 and will be applied in the proof of Theorem 5.
Lemma 3.13. Given a positive real number ǫ, there is an N0 such that for all N ě N0,
#
!
v P Lp2, Nq :
1
2N
#
 
m : t2mηvu P r0, 1{2q
(
ě 5{8
)
ą p1´ ǫq2N
where for v “ pv1, . . . , vN q P Lp2, Nq, ηv “
řN
j“1 vj4
´j . Furthermore, N0 is a computable
function of ǫ.
Proof. By Lemma 3.12, for any positive δ there is an N0 such that for all N ě N0,
#
!
v P Lp2, Nq : Cp1, vq ď δ
)
ě p1´ ǫq2N .
Thus, for p1´ǫq2N many v,
ˇˇˇ
ˇ#tn : vn “ 0uN ´
1
2
ˇˇˇ
ˇ ă δ and
ˇˇˇ
ˇ#tn : vn “ 1uN ´
1
2
ˇˇˇ
ˇ ă δ. Consider
the natural bijection V between Lp2, Nq and the set L of sequences of length N of symbols
from tp00q, p01qu. Then for p1´ ǫq2N many v P Lp2, Nq,
ˇˇˇ
ˇ#tn : V pvqn “ p00quN ´
1
2
ˇˇˇ
ˇ ă δ and
ˇˇˇ
ˇ#tn : V pvqn “ p01quN ´
1
2
ˇˇˇ
ˇ ă δ.
We can construe each length N sequence V pvq from L as a length 2N binary sequence V ˚pvq.
Under this identification, ηv “
ř2N
j“1 V
˚pvqj2
´j “
řN
j“1 vj4
´j . For any v P Lp2, Nq,
#tm : V ˚pvqm “ 0u “ 2#tn : V pvqn “ p00qu ` #tn : V pvqn “ p01qu.
So, for p1´ ǫq2N many v P Lp2, Nq,
#tm : V ˚pvqm “ 0u ě 2p1{2 ´ δqN ` p1{2 ´ δqN “ 3{2N ´ 3δN.
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Thus, #tm : t2mηvu P r0, 1{2q and 0 ď m ă 2Nu ě p3{2qN ´ 3δN . Hence,
1
2N
#tm : t2mηvu P r0, 1{2qu ě 3{4´ 3δ{2.
For δ “ 1{12, the lemma follows.
Lemma 3.14. Let ǫ be a positive real and let s be a base. There is a k0 such that for every
k ě k0 there is an N0 such that for all N ě N0,
#
!
w P Lps˜, Nq : Dptsjηwu : 0 ď j ă kNq ă ǫ
)
ą p1{2qs˜N ,
where s˜ is either of sk´1 or sk´2, and for w “ pw1, . . . , wN q P Lps˜, Nq, ηw “
řN
j“1wjps
kq´j .
Furthermore, k0 is a computable function of s and ǫ and N0 is a computable function of s, ǫ
and k.
Proof. Fix the real ǫ (to be used only at the end of the proof) and fix the base s. By
Lemma 3.12, for each real δ ą 0 and integer ℓ ą 0 there is k0 such that ℓ{k0 ă δ and for all
k ě k0
#
!
v P Lps, kq : Cpℓ, vq ă δ
)
ą p1´ δqsk.
Consider such a k. The elements v P Lps, kq are of two types: those good-for-ℓ with Cpℓ, vq ă δ
and the others. By choice of k, p1 ´ δqsk blocks of length k are good-for-ℓ. Let s˜ be either
sk´1 or sk´2. Now view Lps˜, 1q in base s. If s˜ is sk´1, then Lps˜, 1q lacks the not-good-for-ℓ
block of k digits all equal to s ´ 1. If s˜ is sk ´ 2, then Lps˜, 1q also lacks the not-good-for-ℓ
block of k´ 1 digits equal to s´ 1 followed by the final digit s´ 2. So, at least p1´ δq of the
elements in Lps˜, 1q are good-for-ℓ in that they correspond to good blocks of length k. Let N0
be such that for all N ě N0,
#
!
w P Lps˜, Nq : Cp1, wq ă δ
)
ą p1´ δqs˜N .
Take N ě N0 and consider a sequence w in Lps˜, Nq. If Cp1, wq ă δ, then each element
in Lps˜, 1q occurs in w at least Np1{s˜ ´ δq times. Let w ÞÑ w˚ denote the map that takes
w P Lps˜, Nq to w˚ P Lps, kNq such that
Nÿ
n“1
wnps
kq´n “
kNÿ
n“1
w˚n`1 s
´n. Let u P Lps, ℓq. We
obtain the following bounds for occpu,w˚q:
occpu,w˚q ď Np1{sℓ ` δqk ` 2ℓN ` δNk
ď Nkp1{sℓ ` 2δ ` 2ℓ{kq.
occpu,w˚q ě
N´1ÿ
i“0
occpu, pw˚ik`1, . . . , w
˚
ik`kqq
ě s˜p1´ δqNp1{s˜ ´ δqkp1{sℓ ´ δq “ Nkp1´ δqp1 ´ s˜δqp1{sℓ ´ δq
ě Nkp1{sℓ ´ δ ´ skδ{sℓ ´ s˜δ3q
ě Nkp1{sℓ ´ δskq. (We can assume that δ ă 1{2.)
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So Cpℓ, w˚q ă δsk. Hence, #
!
w P Lps˜, Nq : Cpℓ, w˚q ă δsk
)
ě p1´ δqs˜N . Let δ “ s´kpǫ2{18q.
Then,
#
!
w P Lps˜, Nq : Cpℓ, w˚q ă ǫ2{18uq
)
ěp1´ s´kpǫ2{18qqs˜N .
In particular, this inequality holds for the minimal ℓ satisfying sℓ ą 3{ǫ. Since, ǫ can be chosen
so that p1 ´ s´kpǫ2{18qq is at least 1{2, we can apply Lemma 3.11 to conclude the wanted
result: #
!
w P Lps˜, Nq : Dptsjηwu : 0 ď j ă kNq ă ǫ
)
ą p1{2qs˜N .
3.3 Schmidt’s Lemmas
Lemma 3.17 is our analytic tool to control discrepancy for multiplicatively independent bases.
It originates in Schmidt (1961/1962). Our proof adapts the version given in Pollington (1981).
Lemma 3.15 (Hilfssatz 5, Schmidt (1961/1962)). Suppose that r and s are multiplicative
independent bases. There is a constant c, with 0 ă c ă 1{2, depending only on r and s, such
that for all natural numbers K and ℓ with ℓ ě sK ,
N´1ÿ
r“0
8ź
k“K`1
| cospπrnℓ{skq| ď 2N1´c.
Furthermore, c is a computable function of r and s.:
Definition 3.16. Apξ,R, T, a, ℓq “
ÿ
tPT
ÿ
rPR
ˇˇˇ xa`ℓ;ryÿ
j“xa;ry`1
eprjtξq
ˇˇˇ2
.
Lemma 3.17. Let R be a finite set of bases, T be a finite set of non-zero integers and a be a
non-negative integer. Let s be a base multiplicatively independent to the elements of R and let
cpR, sq be the minimum of the constants c in Lemma 3.15 for pairs r, s with r P R. Let s˜ be
s´1 if s is odd and be s´2 if s is even. Let η be s-adic with precision xa; sy. For v P Lps˜, Nq
let ηv denote the rational number η` s
´xa;sy
řN
j“1 vjs
´j. There is a length ℓ0 such that for all
ℓ ě ℓ0, there are at least p1{2qs˜
xa`ℓ;sy´xa;sy numbers ηv such that Apηv , R, T, a, ℓq ď ℓ
2´cpR,sq{4.
Furthermore, ℓ0 is a computable function of R, T and s.
Proof. We abbreviate Apx,R, T, a, ℓq by Apxq, abbreviate pa` ℓq by b and Lps˜, xb; sy ´ xa; syq
by L. To provide the needed ℓ0 we will estimate the mean value of Apxq on the set of
numbers ηv. We need an upper bound for
ÿ
vPL
Apηvq “
ÿ
vPL
ÿ
tPT
ÿ
rPR
ˇˇˇ xb;ryÿ
j“xa;ry`1
eprjtηvq
ˇˇˇ2
“
ÿ
vPL
ÿ
tPT
ÿ
rPR
xb;ryÿ
g“xa;ry`1
xb;ryÿ
j“xa;ry`1
epprj´rgqtηvq.
Our main tool is Lemma 3.15, but it does not apply to all the terms Apxq in the sum. So
we will split it into two smaller sums over Bpxq and Cpxq, so that a straightforward analysis
:Actually, Schmidt asserts the computability of c in separate paragraph (page 309 in the same article): “Wir
stellen zunächst fest, daßman mit etwas mehr Mühe Konstanten a20pr, sq aus Hilfssatz 5 explizit berechnen
könnte, und daß dann ξ eine eindeutig definierte Zahl ist.”
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applies to the first, and Lemma 3.15 applies to the other. Let p be the least integer satisfying
the conditions for each t P T , rp´1 ě 2|t| and for each r P R, rp ě s2 ` 1.
Bpxq “
ÿ
tPT
ÿ
rPR
¨
˚˚˚
˚˚˚
˚˚˚
˚˚˚
˝
xb;ryÿ
g“xb;ry´p`1
xb;ryÿ
j“xa;ry`1
epprj ´ rgqtxq `
xb;ryÿ
g“xa;ry`1
xb;ryÿ
j“xb;ry´p`1
epprj ´ rgqtxq `
xb;ryÿ
g“xa;ry`1
xb;ryÿ
j“xa;ry`1
|g´j|ăp
epprj ´ rgqtxq.
˛
‹‹‹‹‹‹‹‹‹‹‹‹‚
Assume for each r P R, ℓ ě log r and ℓ ě p8p log sq2 (and recall, b “ a ` ℓ.) We obtain the
following bounds. The first inequality uses that each term in the explicit definition of Bpxq
has norm less than or equal to 1. The second uses the assumed conditions on ℓ and the last
inequality uses that cpR, sq ă 1{2 as ensured by Lemma 3.15.
|Bpxq| ď
ÿ
tPT
ÿ
rPR
4ppxb; ry ´ xa; ryq “ #T #R 4 p p2 log s{ log rqpxb; sy ´ xa; syq
ď #T #R pxb; sy ´ xa; syq3{2
ď #T #R pxb; sy ´ xa; syq2´cpR,sq{2.
Thus,
ÿ
vPL
Bpηvq ď #T #R pb´ aq
2´cpR,sq{2 s˜xb;sy´xa;sy. We estimate
ř
vPL Cpηvq, where
Cpxq “
ÿ
tPT
ÿ
rPR
xb;ry´pÿ
g“xa;ry`1
xb;ry´pÿ
j“xa;ry`1
|j´g|ěp
epprj ´ rgqtxq.
We will rewrite Cpxq conveniently. We start by rewriting
ř
vPL Apηvq.
ÿ
vPL
Apηvq “
ÿ
tPT
ÿ
rPR
ÿ
vPL
xb;ryÿ
g“xa;ry`1
xb;ryÿ
j“xa;ry`1
epprj ´ rgqtηvq
“
ÿ
tPT
ÿ
rPR
xb;ryÿ
j“xa;ry`1
xb;ryÿ
g“xa;ry`1
ÿ
vPL
epprj ´ rgqtηvq.
For fixed j and g, we have the following identity.
ÿ
vPL
epprj ´ rgqtηvq “
xb;ryź
k“xa;ry`1
´
1` e
´ tprj ´ rgq
sk
¯
` ¨ ¨ ¨ ` e
´ ps˜´ 1qtprj ´ rgq
sk
¯¯
.
Since v P L “ Lps˜, xb; sy ´ xa; syq the digits in v are in t0, . . . , s˜´ 1u. Thus,
ˇˇˇÿ
vPL
Apηvq
ˇˇˇ
ď
ÿ
tPT
ÿ
rPR
xb;ryÿ
j“xa;ry`1
xb;ryÿ
g“xa;ry`1
xb;ryź
k“xa;ry`1
ˇˇˇ s˜´1ÿ
d“0
e
´dtprj ´ rgq
sk
¯ ˇˇˇ
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and
ˇˇˇÿ
vPL
Cpηvq
ˇˇˇ
ď
ÿ
tPT
ÿ
rPR
xb;ry´pÿ
j“xa;ry`1
xb;ry´pÿ
g“xa;ry`1
|j´g|ěp
xb;ryź
k“xa;ry`1
ˇˇˇ s˜´1ÿ
d“0
e
´dtprj ´ rgq
sk
¯ ˇˇˇ
.
Since |
ř
x epxq| “ |
ř
x ep´xq|, we can bound the sums over g and j as follows.
ˇˇˇÿ
vPL
Cpηvq
ˇˇˇ
ď 2
ÿ
tPT
ÿ
rPR
xb;ry´xa;ry´pÿ
j“p
xb;ry´xa;ry´p´jÿ
g“1
xb;ryź
k“xa;ry`1
ˇˇˇ s˜´1ÿ
d“0
e
´dtrxa;ryrgprj ´ 1q
sk
¯ ˇˇˇ
.
Let L “ prj ´ 1qrxa;ryt. The following bounds related to L are ensured by the choice of p. Let
Tmax be the maximum of the absolute values of the elements of T .
Lrgs´xb;sy ď prj ´ 1qrxa;rytrgs´xb;sy
ď rjrxa;rytrxb;ry´xa;ry´p´js´xb;sy “ trxb;ry´ps´xb;sy
ď Tmax r
rb{ log rs s´rb{ log ssr´p
ď Tmax r
1´p
ď 1{2 (an ensured condition on p).
We give a lower bound on the absolute value of L.
|L| ě prp ´ 1qrxa;ry “ prp ´ 1qrra{ log rs
ě prp ´ 1qsa{ log s
ě s2`a{ log s (an ensured condition on p)
ě sxa;sy`1.
Below, we use
ˇˇ
ˇřs˜´1d“0 epdxq
ˇˇ
ˇ ď ps˜{2q |1`epxq|; notice that the leading coefficient is whole (note
to the curious reader: this the only reason that s˜ is required to be even).
xb;ry´xa;ry´p´jÿ
g“1
xb;ryź
k“xa;ry`1
ˇˇˇ s˜´1ÿ
d“0
epdLrgs´kq
ˇˇˇ
ď
xb;ry´xa;ry´p´jÿ
g“1
xb;ryź
k“xa;ry`1
s˜
2
ˇˇˇ
1` e
´
rgLs´k
¯ˇˇˇ
which, by the double angle identities, is at most s˜xb;sy´xa;sy
xb;ry´xa;ry´p´jÿ
g“1
xb;ryź
k“xa;ry`1
| cospπLrgs´kq|.
If k ě xb; ry, then Lrgs´k ď 2´pk`1q. Therefore,
8ź
k“xb;ry`1
| cospπLrgs´kq| ě
8ź
k“1
| cospπ2´pk`1qq|,
where the right hand side is a positive constant. Then,
xb;ryź
k“xa;ry`1
| cospπLrgs´kq| “
8ź
k“xa;ry`1
| cospπLrgs´kq|
¨
˝ 8ź
k“xb;ry`1
| cospπLrgs´kq|
˛
‚
´1
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which, for the appropriate constant c˜, is at most c˜
8ź
k“xa;ry`1
| cospπLrgs´kq|.
We can apply Lemma 3.15:
xb;ry´xa;ry´p´jÿ
g“1
xb;ryź
k“xa;ry`1
ˇˇˇ s˜´1ÿ
d“0
epdLrgs´kq
ˇˇˇ
ď
xb;ry´xa;ry´p´jÿ
g“1
c˜
8ź
k“xa;ry`1
| cospπLrgs´kq|
ď 2c˜pxb; ry ´ xa; ryq1´cpR,sq.
ˇˇˇÿ
vPL
Cpηvq
ˇˇˇ
ď 2
ÿ
tPT
ÿ
rPR
xb;ry´xa;ry´pÿ
j“p
s˜xb;sy´xa;sy 2c˜pxb; sy ´ xa; syq1´cpR,sq
ď 4c˜ #T #R pxb; sy ´ xa; syq2´cpR,sq s˜xb;sy´xa;sy.
Combining this with the estimate for |
ř
vPLBpηvq|, we have
|
ÿ
vPL
Apηvq| ď 4c˜ #T#Rpxb; sy ´ xa; syq
2´cpR,sqs˜xb;sy´xa;sy.
Therefore, the number of v P L such that Apηvq ą 4c˜ #T #Rpxb; sy ´ xa; syq
´cpR,sq{2 is at most
pxb; sy ´ xa; syq´cpR,sq{2 s˜xb;sy´xa;sy. If ℓ ą p22{cpR,sq ` 1q log s and ℓ ą p16c˜#T#Rq4{cpR,sq then
pxb; sy´xa; syq´cpR,sq{2 ă 1{2. So, there are at least p1{2qs˜pxb;sy´xa;syq members v P L for which
Apηvq ď 4c˜ #T #Rpxb; sy ´ xa; syq
2´cpR,sq{2
ď 4c˜ #T #Rp2ℓq2´cpR,sq{2
ď ℓ 2´cpR,sq{4.
This proves the lemma for ℓ0 equal to the least integer greater than p22{cpR,sq ` 1q log s,
p16c˜#T#Rq4{cpR,sq, p8p log sq2 and maxtlog r : r P Ru.
3.4 On Changing Bases
Lemma 3.18. For any interval I and base s, there is a s-adic subinterval Is such that
µpIsq ě µpIq {p2sq .
Proof. Let m be least such that 1{sm ă µpIq. Note that 1{sm ě µpIq {s, since 1{sm´1 ě µpIq.
If there is a s-adic interval of length 1{sm strictly contained in I, then let Is be such an
interval, and note that Is has length greater than or equal to µpIq {s. Otherwise, there must
be an a such that a{sm is in I and neither pa ´ 1q{sm nor pa ` 1q{sm belongs to I. Thus,
2{sm ą µpIq. However, since 1{sm ă µpIq and s ě 2 then 2{sm`1 ă µpIq. So, at least one
of the two intervals
„
sa´ 1
sm`1
,
sa
sm`1
˙
or
„
sa
sm`1
,
sa` 1
sm`1
˙
must be contained in I. Let Is be
such. Then, µpIsq is
1
sm`1
“
1
2s
2
sm
ą µpIq {p2sq. In either case, the length of Is is greater
than µpIq {p2sq.
Lemma 3.19. Let s0 and s1 be bases and suppose that I is an s0-adic interval of length
s
´xb;s0y
0 . For a “ b` rlog s0 ` 3 log s1s, there is an s1-adic subinterval of I of length s
´xa;s1y
1 .
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Proof. By the proof of Lemma 3.18, there is an s1-adic subinterval of I of length s
´pr´ logs1 pµpIqqs`1q
1 :
r´ logs1pµpIqqs ` 1 “ r´ logs1ps
´xb;s0y
0 qs ` 1 “ rxb; s0y log s0{log s1s ` 1
ď rb{ log s1 ` log s0{ log s1s ` 1
ď xb; s1y ` rlog s0{ log s1s ` 1.
Thus, there is an s1-adic subinterval of I of length s
´pxb;s1y`rlog s0{ log s1s`1q
1 . Consider
a “ b` rlog s0 ` 3 log s1s. Then
xa; s1y “ ra{ log s1s “ rb` rlog s0 ` 3 log s1s{log s1s
ě b{ log s1 ` plog s0 ` 3 log s1q{ log s1
ě xb; s1y ` rlog s0{ log s1s ` 1.
This inequality is sufficient to prove the lemma.
The next observation is by direct substitution. We will use it in the proofs of the theorems.
Remark 3.20. Suppose that r, s0 and s1 are bases. Let b be a positive integer and let
a “ b ` rlog s0 ` 3 log s1s. Then, xa; ry ´ xb; ry ď rlog s0 ` 3 log s1s{ log r ` 1. Hence,
xa; ry ´ xb; ry ď 2rlog s0 ` 3 log s1s.
4 Proofs of Theorems
4.1 Tools
Notation. Let M be the set of minimal representatives of the multiplicative dependence
equivalence classes. Let pps0, s1q “ 2rlog s0 ` 3 log s1s.
Definition 4.1. Let T and δ be as defined in Lemma 3.8 for input pǫ{10q4. Let ℓ be the
function with inputs R, s, k, ǫ and value the least integer greater than all of the following:
• The maximum of ℓ0 as defined in Lemma 3.9 over all inputs r in R and ǫ as given.
• N0 as defined in Lemma 3.14 for inputs s, k and ǫ
• ℓ0 as defined in Lemma 3.17 for inputs R, T and sk.
•
`
plog rq2{δ
˘4{cpR,skq
for cpR, skq the minimum of the constants of Lemma 3.15 for pairs
s, r with r P R.
4.2 Proof of Theorem 2
Theorem 2. For any Π03 subset R of M there is a computable real number ξ such that for all
r PM , r P R if and only if ξ is normal to base r. Furthermore, ξ is computable uniformly in
the Π03 formula that defines R.
Note that m PM if and only if there is no n less than m such that m is an integer power
of n, an arithmetic condition expressed using only bounded quantification. Let ϕ “ @xDy@zθ
be a Π03 formula with one free variable. We will construct a real number ξ so that for every
base r, ξ is normal to base r if and only if ϕprq is true. The normality of ξ to base r is naturally
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expressed using three quantifiers: @ǫDn@N ě n Dptrkξu : 0 ď k ă Nq ă ǫ. Lemma 3.1 shows
that the discrepancy D admits computable approximations (using finite partitions of the unit
interval). Thus, the normality of ξ to base r is a Π03 formula. In our construction, we will
bind the quantified variables in ϕprq to those in the formula for normality. The variable x will
correspond to ǫ, y to n and z to N .
We define a sequence ξm, bm, sm, km, ǫm, ℓm, xm, Rm and cm by stages. ξm is a skmm -adic
rational number of precision xbm; skmm y. bm and km are positive integers. sm is a base. Rm is
a finite set of bases. The real ξ will be an element of rξm, ξm ` pskmm q
´xbm;s
km
m yq. Stage m` 1
is devoted to extending ξm so that the discrepancy of the extended part in base sm`1 is below
1{xm and above 1{p2s
km`1
m`1 q, and so that the discrepancy of the extension for the other bases
under consideration is below ǫm`1. ℓm`1 is used to determine the length of the extension and
cm`1 is an integer used to monitor ϕ and set bounds on discrepancy. Fix an enumeration of
M such that every element of M appears infinitely often.
Initial stage. Let ξ0 “ 0, b0 “ 1, s0 “ 3, k0 “ 1, ǫ0 “ 1, ℓ0 “ 1, x0 “ 1 and c0 “ 1.
Stage m` 1. Given ξm of the form
řxbm;skmm y
j“1 vjps
km
m q
´j , bm, sm, km, ǫm, ℓm, xm, Rm and cm.
(1) Let F be the canonical partition of r0, 1s into intervals of length p1{3qp1{p4qs´kmm .
If DpF, ptsjmξmu : 0 ď j ă xbm; smyqq ă pp1{3qp1{4qs´kmm qq
2, then let sm`1 be sm, km`1 be km,
ǫm`1 be ǫm, ℓm`1 be ℓm, xm`1 be xm, Rm`1 be Rm and cm`1 be cm.
(2) Otherwise, let c be cm ` 1. Let s be the cth element in the enumeration of M . Let n
be maximal less than c such that s is also the nth element in the enumeration of M , or be 0
if s appears for the first time at c. Take x to be minimal such that there is a y less than n
satisfying @z ă nϕpx, y, zq and Dz ă c ϕpx, y, zq. If there is none such, then set x equal to c.
Let k and N be as defined in Lemma 3.14 for input ǫ “ 1{x and base s. Let R be the set of
bases not equal to s which appear in the enumeration of M at positions less than c. Let L be
the least integer greater than maxtx, c, 2sku logpmaxpRY tsuqqppsm, sq, N , and ℓpR, s, k, 1{cq.
If for some r P R, p1{cqxbm; ry ď L` ppsm, sq or p1{xqxbm; sy ď L` ppsm, sq then let sm`1 be
sm, km`1 be km, ǫm`1 be ǫm, ℓm`1 be ℓm, xm`1 be xm, Rm`1 be Rm and cm`1 be cm.
(3) Otherwise, let sm`1 be s, km`1 be k, ǫm`1 be 1{c, ℓm`1 be L xm be x, Rm`1 be R
and cm`1 be c.
Let am`1 be minimal such that there is an s
km`1
m`1 -adic subinterval of rξm, ξm`ps
km
m q
´xbm;s
km
m yq
of length pskm`1m`1 q
´xam`1;s
km`1
m`1 y and let rηm`1, ηm`1`ps
km`1
m`1 q
´xam`1;s
km`1
m`1 yq be the leftmost such.
Let s˜ be skm`1m`1 ´ 1 if sm`1 is odd and be s
km`1
m`1 ´ 2 otherwise. Let T and δ be as defined in
Lemma 3.8 for input ǫ “ pǫm`1{10q4. Let bm`1 be am`1 ` ℓm`1. Let ν be such that
• ν “ ηm`1 `
xbm`1;s
km`1
m`1 yÿ
j“xam`1;s
km`1
m`1 y`1
wjps
km`1
m`1 q
´j, for some pw1, . . . , wℓm`1q in Lps˜, ℓm`1q.
• Apν,Rm`1, T, am`1, ℓm`1q{xℓm`1;maxpRm`1qy
2 ă δ.
• ν minimizes DpF, ptsjm`1νu : xam`1; sm`1y ă j ď xbm`1; sm`1yqq among the ν satisfying
the first two conditions, for F as defined in clause (1). If there is more than one minimizer,
take the least such for ν.
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We define ξm`1 to be ν. This ends the description of stage m` 1.
We verify that the construction succeeds. Let m`1 be a stage. If clause (1) or (2) applies,
let m0 be the greatest stage less than or equal to m` 1 such that cm0 “ cm0`1 “ ¨ ¨ ¨ “ cm`1.
During stage m0, km0 and ℓm0 were chosen to satisfy the conditions to reach clause (3). Note
that since bm ą bm0 the conditions in clause (2) apply to bm in place of bm0 :
p1{cm`1qbm ą ℓm`1 ` ppsm0´1, sm`1q and p1{xm`1qbm ą ℓm`1 ` ppsm0´1, sm`1q. Then,
ℓm`1 is greater than maxtxm`1, cm`1, 2s
km`1
m`1 u logpmaxpRm`1 Y tsm`1uqppsm0´1, sm`1q, N ,
and ℓpRm`1, sm`1, km`1, 1{cm`1q, where N is determined during stage m0. If clause (3) ap-
plies, then the analogous conditions hold by construction.
Stage m ` 1 determines the skm`1m`1 -adic subinterval rηm`1, ηm`1 ` ps
km`1
m`1 q
´xam`1;s
km`1
m`1 yq
of the interval provided at the end of stage m. The existence of this subinterval is ensured
by Lemma 3.19. The stage ends by selecting the rational number ν. The existence of an
appropriate ν is ensured by Lemma 3.17 with the inputs given by the construction. It follows
that ξ is well defined as the limit of the ξm.
Let s be a base that appears in the enumeration of M at or before cm`1. There are two
possibilities for s during stagem: either it is an element of Rm`1 or it is equal to sm`1. Suppose
first that s P Rm`1. ξm`1 “ ν was chosen so that Apν,Rm`1, T, am`1, ℓm`1q{xℓm`1; sy2 ă δ.
By Definition 3.16, Apν,Rm`1, T, am`1, ℓm`1q is equal to
ÿ
tPT
ÿ
rPRm`1
ˇˇˇ xbm`1;ryÿ
j“xam`1`1;ry
eprjtνq
ˇˇˇ2
.
Hence, p1{xℓm`1; sy
2q
ÿ
tPT
ˇˇ
ˇ
xbm`1;syÿ
j“xam`1`1;sy
epsjtνq
ˇˇ
ˇ2 ă δ. By choice of T and δ, Lemma 3.8 ensures
Dpsjν : xam`1; sy ă j ď xbm`1; syq ă pǫm`1{10q
4.
By definition of ξ, ξ P rν, ν ` pskm`1m`1 q
´xbm`1;s
km`1
m`1 yq. By Lemma 3.9, we conclude that
Dpsjξ : xam`1; sy ă j ď xbm`1; syq ă ǫm`1.
By Remark 3.20, xam`1; sy ´ xbm; sy is less than or equal to ppsm, sm`1q. By construction,
ǫm`1 xℓm`1; sy is greater than ppsm, sm`1q. By Lemma 3.3
Dpsjξ : xbm; sy ă j ď xbm`1; syq ă 2ǫm`1.
The second possibility is that s is equal to sm`1. Again, consider the selection of the
rational number ν during stagem`1. By Lemma 3.17, more than half of the eligible candidates
satisfy the inequality Apν,Rm`1, T, bm, ℓm`1q{xℓm`1;maxpRm`1qy2 ă δ. By Lemma 3.14,
more than half the candidates satisfy
Dptsjνu : xam`1; sy ă j ď xbm`1; syq ă 1{xm`1.
By choice of ξm`1,
DpF, ptsjξm`1u : xam`1; sy ă j ď xbm`1; syq ă 1{xm`1.
By Lemma 3.1,
Dptsjξm`1u : xam`1; sy ă j ď xbm`1; syq ă 3x
´1{2
m`1.
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By construction p1{xm`1qxℓm`1; sy is greater than ppsm, sq and so, as above,
Dptsjξmu : xbm; sy ă j ď xbm`1; syq ă 6x
´1{2
m`1.
By Lemma 3.9,
Dptsjξu : xbm; sy ă j ď xbm`1; syq ă 10p6x
´1{2
m`1q
1{4.
Further, ξm`1 is chosen so that in ptpskm`1qjξm`1u : xam`1; skm`1y ă j ď xbm`1; skm`1yq no
element belongs to r1´skm`1 , 1s. As ξ P rξm`1, ξm`1`s´xbm`1;syq, the same holds for ξ. Since
xbm`1; s
km`1y ´ xbm; s
km`1y ą 2skm`1ppsm, sq, Lemma 3.5 applies and so
Dptsjξu : xbm; sy ă j ď xbm`1; syqq ě 1{p2s
km`1q.
Stages subsequent to m ` 1 will satisfy the same inequality until the first stage for which
Dptsjmξmu : 0 ď j ă xbm; smyq ě 1{p4s
km
m q. By a direct counting argument, there will be such
a stage and during that stage clause (1) cannot apply. Similarly, clause (2) cannot apply for
indefinitely many stages, as the values of bm are unbounded. It follows that limmÑ8 cm`1 “ 8.
If ϕpsq is true, then for each x, there are only finitely many stages during which sm “ s
and xm “ x. Let ǫ be greater than 0. There will be a stage m0 such that for all m greater
than m, ǫ ą 2ǫm and, if s “ sm then ǫ ą 10p6x
´1{2
m`1q
1{4. By construction, Lemma 3.4 applies
to conclude limNÑ8Dptsjξmu : 0 ď j ă Nq ď 2ǫ. By applying Lemma 3.9, we conclude that
ξ is normal to base s.
If ϕpsq is not true, then let x be minimal such that @yDz ϕps, x, y, zq. There will be
infinitely many m ` 1 such that s “ sm`1, x “ xm`1 and km`1 is the k associated with s
and x. As already discussed, each of these stages will be followed by a later stage m1 such
that
Dptsjξu : 0 ď j ă xbm1 ; syq ě 1{p4s
kq.
Hence ξ is not normal to base s.
4.3 Proof of Theorem 1
Theorem 1. (1) The set of indices for computable real numbers which are normal to at least
one base is Σ04-complete. (2) The set of real numbers that are normal to at least one base is
Σ
0
4-complete.
To prove item (1) we must exhibit a computable function f , taking Σ04 sentences (no free
variables) to indices for computable real numbers, such that for any Σ04 sentence ψ, ψ is true in
the natural numbers if and only if the computable real number named by fpψq is normal to at
least one base. Let ψ be a Σ04 sentence and let ϕ be the Π
0
3 formula such that ψ “ Dwϕpwq. Let
M be the set of minimal representatives of the multiplicative dependence equivalence classes
and fix the computable enumeration of M “ ts1, s2, . . . u (as in the proof of Theorem 2).
Consider the Π03 formula ϕ
˚ such that ϕ˚pswq is equivalent to ϕpwq. By Theorem 2, there is a
computable real ξ such that for all sw, ξ is normal to base sw if and only if ϕ˚pswq is true, if
and only if ϕpwq is true. Thus, ξ is normal to at least one base if and only if there is a w such
that ϕpwq is true, if and only if ψ “ Dwϕpwq is true. In Theorem 2, ξ is obtained uniformly
from ϕ˚, which was obtained uniformly from ϕ. The result follows.
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For item (2) recall that a subset in R is Σ04-complete if it is Σ
0
4 and it is hard for Σ
0
4.
To prove hardness of subsets of R at levels in the Borel hierarchy it is sufficient to consider
subsets of Baire space, NN because there is a continuous function from R to NN that preserves
the levels. The Baire space admits a syntactic representation of the levels of Borel hierarchy
in arithmetical terms. A subset A of NN is Σ04 if and only if there is a parameter p in N
N and
a Σp4 formula ψpx, pq, where x is a free variable, such that for all x P N
N, x P A if and only
if ψpx, pq is true. A subset B of R is hard for Σ04 if for every Σ
0
4 subset A of N
N there is a
continuous function f such that for all x P NN, x P A if and only if fpxq P B. Consider a Σ04
subset A of the Baire space defined by a Σp4 formula ψpx, pq, where x is a free variable. The
same function given for item (1) but now relativized to x and p yields a real number ξ such
that ψpx, pq is true if and only if ξ is normal to at least one base. This gives the required
continuous function f satisfying x P A if and only fpxq is normal to at least one base.
4.4 Proof of Theorem 3
Theorem 3. For any Π03 formula ϕ there is a computable real number ξ such that for any
base r PM , ϕpξ, rq is true if and only if ξ is normal to base r.
The proof follows from Theorem 2 by an application of the Kleene Fixed Point Theo-
rem (see Rogers, 1987, Chapter 11). Let ϕ be a Π03 formula with two free variables, one
ranging over NN and the other ranging over N. Let Ψe be a computable enumeration of the
partial computable functions from N to N. The condition “Ψe is a total function and ϕpΨe, rq”
is a Π03 property of e and r. By Theorem 2, there is a computable function which on input
a Π03 formula θ produces a (total) computation of a real ξθ which is normal to base r P M if
and only if θprq is true. In particular, there is a computable function f such that for every e,
for all r PM ,
Ψe is a total function and ϕpΨe, rq if and only if Ψfpeqis normal to base r.
Furthermore, for every e, Ψfpeq is total. By the Kleene Fixed Point Theorem, there is an e
such that Ψe is equal to Ψfpeq. For this e, for all r PM ,
ϕpΨe, rq if and only if Ψe is normal to base r.
Then, ξ “ Ψe satisfies the condition of the Theorem.
4.5 Proof of Theorem 4
Theorem 4. Fix a base s. There is a computable function f : N Ñ Q monotonically de-
creasing to 0 such that for any function g : N Ñ Q monotonically decreasing to 0 there is
an absolutely normal real number ξ whose discrepancy for base s eventually dominates g and
whose discrepancy for each base multiplicatively independent to s is eventually dominated by
f . Furthermore, ξ is computable from g.
Let s be a base. We define a sequence ξm, bm, km, ǫm, ℓm, Rm and km by stages. bm,
km and km are a positive integers, ǫm a positive rational number and Rm a finite set of bases
multiplicatively independent to s. ξm is an skm-adic rational number of precision xbm; skmy.
The real ξ will be an element of rξm, ξm`pskmq´xbm;s
kmyq. Stage m`1 is devoted to extending
ξm so that the discrepancy of the extension is below ǫm`1 for the bases in Rm`1 and so that
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the discrepancy of the extension in base s is in a controlled interval above g. We use km`1 to
enforce the endpoints of this interval. ℓm determines the length of the extension.
At each stage m the determination of ξm`1 is done so that the discrepancy functions for ξ
relative to bases independent to s converge to 0 uniformly, without reference to the function g.
We obtain f as the function bounding these discrepancies by virtue of construction. The
variable km acts as a worse case surrogate for the exponent of s used in the construction
relative to g.
Initial stage. Let ξ0 “ 0, b0 “ 1, k0 “ 1, ǫ0 “ 1, ℓ0 “ 0, R0 “ tr0u where r0 is the least base
which is multiplicatively independent to s, and k0 “ 1.
Stage m` 1. Given bm, Rm, ǫm, km, km and ξm of the form
řxbm;skmy
j“1 vjps
kmq´j .
(1) Let r be the least number greater than the maximum element of Rm which is multi-
plicatively independent to s. If pǫm{2qxbm; ry ě ℓpRm Y tru, s, km ` 1, ǫm{2q then let ǫm`1 be
ǫm{2, let Rm`1 be Rm Y tru and km`1 be km ` 1. Otherwise, let ǫm`1 be ǫm, Rm`1 be Rm
and km`1 be km. Let ℓm`1 “ ℓpRm`1, s, km`1, ǫm`1q and let bm`1 “ bm ` ℓm`1.
(2) Let k and N be as determined by Lemma 3.14 for the input value ǫ “ 1{p4skmq. If
pk ď km`1q, pN ď xℓm`1; syq and p1{p2skq ą gpxbm; syqq, then let km`1 be k. Otherwise, let
km`1 be km.
We define ξm`1 to be ξm ` ν, where ν is determined as follows. Let s˜ be skm`1 ´ 1 if s
is odd and be skm`1 ´ 2 if s is even. Let T and δ be as determined in Lemma 3.8 with input
ǫ “ pǫm`1{10q
4. Let ν be such that
• ν “ ξm `
xℓm`1;s
km`1yÿ
j“1
wjps
km`1q´pxbm;s
km`1y`jq for some pw1, . . . , w
xℓm`1;s
km`1
m`1 y
q in
Lps˜, xℓm`1; s
km`1
m`1 yq.
• Apν,Rm`1, T, ℓm`1q{xℓm`1;maxpRm`1qy
2 ă δ.
• ν minimizes DpF, ptsjνu : 0 ď j ă xℓm`1; syqq among the ν satisfying the first two condi-
tions, where F is the canonical partition of r0, 1s into intervals of length p1{3qp1{4skm`1q.
If there is more than one minimizer, take the least such for ν.
We define the function f : N Ñ Q as follows. Given a positive integer n, let mn be such
that bmn ď n ă bmn`1. Let m0 be maximal such that ǫm0xbmn ;maxpRm0qy ą bm0 . Define
fpnq to be 4ǫm0 . By construction, ǫm is monotonically decreasing and so f is also. Note, for
all m, ℓm ą 0 and limmÑ8 bm “ 8. For every stage m ` 1, clause (1) sets ǫm`1 to be ǫm{2,
unless bm is not sufficiently large. The value of ǫm`1 will be reduced at a later sufficiently
large stage. Thus, ǫm goes to 0 and so does f .
The function f is defined in terms of the sequences of values bm, Rm and ǫm, which are
determined by clause (1). The conditions and functions appearing in clause (1) are computable,
as was verified in each of the relevant lemmas. Thus, f is a computable function.
Suppose that r and s are multiplicatively independent. Fix n0 and n1 so that r P Rn0
and ǫn0xbn1 ;maxpRn0qy ą bn0 . Let n be any integer greater than bn1 let mn be such that
bmn ď n ă bmn`1. By definition of f , there is anm0 such that fpnq “ 4ǫm0 and ǫm0xbmn ;maxpRm0qy ą bm0 .
Since n ą n1, this m0 is greater than or equal to n0. By Lemma 3.8, for each m ` 1 ě m0,
ξm`1 is chosen so that Apν,Rm`1, T, bm, ℓm`1q{xℓm`1; ry2 is sufficiently small to ensure
Dptrjξmu : xbm; ry ă j ď xbm`1; ryq ă pǫm`1{10q
4.
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By Lemma 3.9, for each m greater than or equal to m0,
Dptrjξu : xbm; ry ă j ď xbm`1; ryq ă ǫm ď ǫm0 .
Fix m so that xbm; ry ď xn; ry ă xbm`1; ry. By a direct count,
Dptrjξu : xbm0 ; ry ă j ď xbm; ryq ă ǫm0 .
By Lemma 3.3,
Dptrjξu : 0 ď j ă xbm; ryq ă 2ǫm0 .
And again by Lemma 3.3,
Dptrjξu : 0 ď j ă xn; ryq ă 4ǫm0 “ fpnq.
Furthermore, since limnÑ8 fpnq “ 0 we have limnÑ8Dptrjξu : 0 ď j ă xn; ryq “ 0. Conse-
quently, ξ is normal base r.
Consider the base s. During each stage m, the value of Dptsjξmu : xbm; sy ă j ď xbm`1; syq
is controlled from above and from below. First, we discuss the lower bound on the discrepancy
function for ξ in base s. By construction, ξm`1 is obtained from ξm by adding a rational
number whose skm-adic expansion omits at least the digit skm ´ 1. Further, the same digit
skm ´ 1 in base skm was omitted every previous stage (omitting sk ´ 1 in base sk precludes a
length k sequence of digits s´1 in base s). Then, for any n such that xbm; sy ď n ă xbm`1; sy,
Dptsjξu : 0 ď j ă xn; syq ě 1{p2skmq.
By construction, km is defined so that 1{p2skmq ą gpxbm; syq ě gpnq. Hence,
Dptsjξu : 0 ď j ă xn; syq ą gpnq.
Now, we treat the upper bound. Let m be a stage. Let m0 be the greatest stage less than or
equal to m such that km0 ‰ km0´1. By construction, km0 and ℓm0 satisfy the conditions of
Lemma 3.14 with input ǫ equal to 1{p4skm0 q. Since ℓm ě ℓm0 , the same holds during stage m.
Consider the selection of ν during stage m. By Lemma 3.17, more than half of the eligible
candidates satisfy the inequality Apν,Rm, T, bm´1, ℓmq{xℓm;maxpRmqy2 ă δ. By Lemma 3.14,
more than half the candidates satisfy
Dptsjνu : 1 ď j ď xℓm; syq ă 1{p4s
k
m0
q.
Consequently, ξm will be defined so that
DpF, ptsjξmu : xbm´1; sy ă j ď xbm; syqq
is less than 1{p4skm0q, where F is as indicated in the construction. By Lemma 3.1,
Dptsjξmu : xbm´1; sy ă j ď xbm; syq ă 3p4s
km0 q´1{2.
As already argued, limmÑ8 ǫm “ 0. Similarly, the values of km and the maximum element
of Rm become arbitrarily large as m increases. It follows that limmÑ8 ℓm “ 8. Since g is
a monotonically decreasing function and limnÑ8 gpnq “ 0, for every stage m there will be a
later stage m1 such that km1 ą km. Thus, limmÑ8Dpts
jξmu : xbm´1; sy ă j ď xbm; syq “ 0.
It follows from Lemma 3.9, that limmÑ8Dptsjξu : xbm´1; sy ă j ď xbm; syq “ 0, and from
Lemma 3.4 that limNÑ8Dptsjξu : 0 ď j ă Nq “ 0. Hence ξ is normal to base s. By
Maxfield’s Theorem, ξ is normal to every base multiplicatively dependent to s. Thus, ξ is
absolutely normal.
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4.6 Proof of Theorem 5
Theorem 5. Let R be a set of bases closed under multiplicative dependence. There are real
numbers normal to every base from R and not simply normal to any base in its complement.
Furthermore, such a real number can be obtained computably from R.
Let S denote the set of bases in the complement of R. Fix an enumeration of S such that
every element of S appears infinitely often. The case in which 2 is an element of S requires
special attention and we treat it separately.
The case 2 R S. Assume that 2 is not an element of S. Fix an enumeration of S in which
every element of S appears infinitely often. We define a sequence ξm, bm, sm, ǫm, ℓm, Rm
and cm. bm is a positive integer, ǫm a positive rational number and Rm a finite set of bases
multiplicatively independent to sm. ξm is an sm-adic rational number of precision xbm; smy.
The real ξ will be an element of rξm, ξm` s
´xbm;smy
m q. Stage m` 1 is devoted to extending ξm
so that the discrepancy of the extension is below ǫm`1 for the bases in Rm`1 and so that the
extension in base sm`1 omits the digit sm`1 ´ 1. ℓm determines the length of the extension.
cm is a counter to track progress through the enumeration of S with repetitions.
Initial stage. Let ξ0 “ 0, b0 “ 0, s0 be the least element of S, ǫ0 “ 1, ℓ0 “ 0, R0 “ tr0u
where r0 is the least element of R and c0 “ 1
Stage m` 1. Given ξm of the form
řxbm;skmy
j“1 vjps
km
m q
´j , bm, sm, ǫm, ℓm, Rm and cm.
(1) If Dptr1´ 1{sm, 1su, pts
j
mξmu : 0 ď j ă xbm; smyqq ă p1{4qp1{smq, then let sm`1 “ sm,
ǫm`1 “ ǫm, ℓm`1 “ ℓm, and Rm`1 “ Rm.
(2) Otherwise, let c “ cm`1. Let s be the cth element in the enumeration of S. Let r be the
least element ofR not inRm. Let L be the least integer greater thanmaxpc ppsm, sq logpmaxpRmqq, ℓpRmYtru, s, 1, 1{cqq.
If p1{cqxbm;maxpRmqy ď L ` ppsm, sq then let sm`1 be sm, let ǫm`1 be ǫm, let ℓm`1 be ℓm,
Rm`1 be Rm and cm`1 be cm.
(3) Otherwise, let sm`1 be s, ǫm`1 be 1{c, ℓm`1 be L, Rm`1 be RmYtru and cm`1 be c.
Let am`1 be minimal such that there is an sm`1-adic subinterval of rξm, ξm ` s
´xbm;smy
m q
with measure s´xam`1;sm`1ym`1 and the leftmost such subinterval be rηm`1, ηm`1`s
´xam`1;sm`1y
m`1 q.
Let s˜ be sm`1 ´ 1 if sm`1 is odd and be sm`1 ´ 2 otherwise. Let T and δ be as determined
in Lemma 3.8 for input ǫ “ pǫm`1{10q4. Let ν be in rηm`1, ηm`1 ` s
´xam`1;sm`1y
m`1 q such that
• ν “ ηm`1 `
xℓm`1;sm`1yÿ
j“1
wjs
´pxam`1;sm`1y`jq
m`1 , for some pw1, . . . , wxℓm`1;sm`1yq in
Lps˜, xℓm`1; sm`1yq
• Apν,Rm`1, T, bm, ℓm`1q{xℓm`1;maxpRm`1qy
2 ă δ
We define ξm`1 to be ν and bm`1 to be am`1` ℓm`1. This ends the description of stage m`1.
We verify that the construction succeeds. Let m ` 1 be a stage. If clause (1) or (2)
applies during stage m ` 1, let m0 be the greatest stage less than or equal to m ` 1 such
that cm0 “ cm0`1 “ ¨ ¨ ¨ “ cm`1. During stage m0, ℓm0 was chosen to satisfy the condi-
tions to reach clause (3). Note that since bm ą bm0 these conditions apply to bm in place
of bm0 : p1{cm`1qxbm;maxpRm0qy ą ℓm`1 ` ppsm0´1, sm`1q and ℓm`1 is the maximum of
cm`1ppsm0´1, sm`1q and ℓpRm`1, sm`1, 1, 1{cm`1q. If clause (3) applies during stage m ` 1,
20
then the analogous conditions hold by construction. Then, stage m` 1 determines the subin-
terval rηm`1, ηm`1 ` psm`1q´xam`1;sm`1yq of the interval provided at the end of stage m. Fol-
lowing that, it selects ν and finishes the stage. The existence of an appropriate ν is ensured
by Lemma 3.17 applied to the parameters of the construction, as anticipated in the definition
of the ℓ function. It follows that ξ is well defined as the limit of the ξm. Further, since ℓ takes
only positive values, bm is an increasing function of m.
We show that cm goes to infinity and ǫm “ 1{cm goes to 0. Consider a stage m`1. By con-
struction, no element of ptsjm`1ξm`1u : xam`1; sm`1y ă j ď xbm`1; sm`1yq is in r1´1{sm`1, 1s.
Further, during every subsequent stage m1 ` 1 with cm1`1 “ cm`1, we have am1`1 “ bm1 ,
so no element of ptsjm`1ξm1`1u : xbm1 ; sm`1y ă j ď xbm1`1; sm`1yq is in r1 ´ 1{sm`1, 1s. By
Lemma 3.5, there will be a stage n` 1 after m` 1 such that cn`1 “ cm`1 and
Dptr1 ´ 1{sm`1, 1su, pts
j
m`1ξnu : 0 ď j ă xbn; sm`1yqq ě p1{4qp1{sm`1q.
Thus, clauses (1) and (2) cannot maintain the value cm`1 indefinitely.
Suppose that s P S. There will be infinitely many stages m such that s “ sm. By the
above, there will be infinitely many m such that sm “ s and
Dptr1 ´ 1{sm, 1su, pts
j
mξmu : 0 ď j ă xbm; smyqq ě p1{4qp1{smq.
Since ξ P rξm, ξm ` s
´xbm;smy
m q, the same is true for ξ in place of ξm. It follows that ξ is not
simply normal to base s.
Suppose that r P R and ǫ ą 0. For all sufficiently large stages, r P Rm`1 and ǫm`1 ă ǫ.
Consider a sufficiently large stage m` 1. ξm`1 was defined to be ν, which was chosen so that
Apν,Rm`1, T, am`1, ℓm`1q{xℓm`1;maxpRm`1qy
2 ă δ. By Definition 3.16,
Apν,Rm`1, T, am`1, ℓm`1q “
ÿ
tPT
ÿ
rPRm`1
ˇˇˇ xbm`1;ryÿ
j“xam`1`1;ry
eprjtνq
ˇˇˇ2
and so xℓm`1; ry
´2
ÿ
tPT
ˇˇˇ xbm`1;ryÿ
j“xam`1`1;ry
eprjtνq
ˇˇˇ2
ă δ. By choice of T and δ, Lemma 3.8 ensures
that
Dprjν : xam`1; ry ă j ď xbm`1; ryq ă pǫm`1{10q
4.
By definition of ξ, ξ P rν, ν ` pskm`1m`1 q
´xbm`1;s
km`1
m`1 yq. By Lemma 3.9, we conclude that
Dprjξ : xam`1; ry ă j ď xbm`1; ryq ă ǫm`1.
By construction, ǫm`1ℓm`1 is greater than logprq ppsm, sm`1q. By Lemma 3.3
Dprjξ : xbm; ry ă j ď xbm`1; ryq ă 2ǫm`1 ă 2ǫ.
It follows that ξ is normal to base r.
The case 2 P S. Removing 2 and retaining all of its other powers in S maintains the
condition of multiplicative independence between elements of R and S. A small alteration in
our construction during the stages that ensure that ξ is not simply normal for base 4 will also
ensure that ξ is not simply normal for base 2, by application of Lemma 3.13:
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We change clause (2) to require that ℓm be sufficiently large so that Lemma 3.13 applies
to conclude that more than half of the base 4 sequences of length ℓm have simple discrepancy
greater than 1{8 in base 2. This requirement is added to the others that determine ℓm in
the general construction. Then, while the value sm “ 4 is maintained, we choose ν from
among these sequences and so that the condition on the value of A on ν from the general
construction is also satisfied. Finally, clause (1) should be changed so that in addition to
the existing condition on discrepancy in base 4 there is another condition that the simple
discrepancy in base 2 is less than 1{16.
Even with these changes, ξ is well-defined. Lemma 3.13 shows that more than half of the
sequences ν have simple discrepancy greater than 1{8 in base 2. Lemma 3.17 shows that at
least half of them satisfy the condition on the value of A. Thus, there is an appropriate ν
available. Arguing as previously, ξ is not simply normal to base 2.
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