Abstract-Stochastic simulation optimization involves two fundamental steps: 1) searching the solution space to generate candidate solutions for comparison and 2) estimating the performance of each candidate solution via multiple simulations and selecting a solution as the best solution found. Comparisons of solutions via simulation estimation are subject to error due to the stochastic noise in simulation output. While estimation errors can be reduced by increasing the number of simulation replications, it would in turn limit the number of candidate solutions that can be generated for comparison in a fixed computation budget. Under a random search framework, we derive an analytical formula to (approximately) optimally determine the number of candidate solutions generated in the search step and simulation replications in the estimation step to maximize the quality of the solution selected as the best by the random search algorithm. We then propose a practical method based on this formula and test the method on several common benchmark problems. Experiment results show that our method is quite effective and leads to significant improvement in the quality of the best solution found.
manufacturing system via running a simulation model to estimate the performance (e.g., throughput) of alternative production plans [1] [2] [3] . Simulation optimization has two fundamental steps: 1) searching the solution space to generate candidate solutions for comparison and 2) estimating the performance of each candidate solution via multiple simulations and selecting a solution as the best solution found. Compared to deterministic optimization, a unique challenge in simulation optimization is the noise in simulation estimates, which leads to errors in comparisons and prevents the algorithm from selecting the best candidate solution. One may run a large number of simulation replications on each candidate solution to reduce estimation errors to negligible levels. However, when the total computation budget is fixed, increasing the number of simulation replications for estimation reduces the number of solutions generated for comparison by the search step. Therefore, an important question is how to balance computational efforts between search and estimation.
Many stochastic simulation optimization algorithms belong to the class of convergent random search algorithms [4] . Examples of globally convergent random search (GCRS) algorithms include the Stochastic Model Reference Adaptive Search algorithm [5] , the Gradient-based Adaptive Stochastic Search algorithm [6] , and the Nested Partition (NP) algorithms [7] , [8] . Examples of locally convergent random search (LCRS) algorithms include the COMPASS algorithm [9] and the Adaptive Hyperbox Algorithm [10] . The main research focus is to design a search mechanism that converges asymptotically to a properly defined optimal solution in the presence of simulation noise. The estimation components in these algorithms simply require the number of simulation replications allocated to each solution to increase to infinity in the limit to support asymptotical convergence to an optimal solution.
A related branch of simulation research is Ranking & Selection (R&S). R&S algorithms work on a given set of solutions to be estimated via simulation. R&S algorithms focus either on determining the number of simulation replications to guarantee the probability of correct selection (PCS) [11] , i.e., correctly selecting the actual best solution among a given set of solutions, or optimally allocating simulation replications to maximize PCS [12] [13] [14] . However, because the set of solutions being compared is given, there is no "search" component in those algorithms.
In this technical note, we will study how to perform search and estimation in a jointly optimal manner. To the best of our knowledge, this technical note takes a first explicit step towards jointly determining the extent of search and the accuracy of estimation with a fixed computation budget in stochastic simulation optimization research. We will study this problem under a two-step random search procedure that given a fixed computation budget: 1) randomly samples solutions from the search area and 2) equally allocates computation budget among sampled solutions and selects the solution with the best average simulation estimate as the best solution found. Such a two-step procedure is a key component of widely used algorithms such as NP and COMPASS.
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reduce the number of simulation replications allocated to each sampled solution, leading to an increase in estimation error and reducing the probability that the best sampled solution is identified as the best. In the rest of this technical note, we describe the problem in Section II, present the optimization model in Section III as maximizing the quality of the solution selected by the algorithm as the best solution. We then derive an (approximately) optimal solution to determine the size of the sampling set and the number of simulation replications in Section IV, and propose a practical sequential random search procedure using the optimal solution found and demonstrate its performance via numerical experiments in Section V. Finally, Section VI presents concluding remarks and future research directions.
II. PROBLEM DESCRIPTION
We consider the following problem:
where X is the feasible solution space, and ξ represents the uncertainty in the system. J(x) is the solution x's performance measure, which is the expectation of the sample performance L. We assume that L(x; ξ) is only available via simulation. For simplicity, we define L j (x) = L(x; ξ j ), which is the j-th sample of the performance measure from solution x, where ξ j is the j-th sample of ξ for solution x. To estimate the performance of a given solution, n simulation replications are taken, and E ξ [L(x; ξ)] is estimated by the sample meanJ (x) = n j=1 L j (x)/n, where n is the number of IID simulation replications and is the same for all solutions as we work with an equal allocation rule in this technical note. Throughout the technical note, we assume that the simulation output is independent from sample to sample. Furthermore, we assume that
, where σ 2 (x) is the variance for solution x. The normality assumption is generally not a problem, because typical simulation output is obtained from an average performance or batch means, so that Central Limit Theorem effects usually hold. In general, σ 2 (x) may vary for different x. To facilitate analysis, we make a simplifying assumption that σ 2 (x) = σ
. As n increases,J(x) becomes a better estimate of J(x) in the sense that its corresponding confidence interval becomes narrower at the canonical rate of 1/ √ n. For the generality of the problem, we assume there is no structural information on J(x), which is often the case when the simulation model is very complex. The computation budget is given a priori and fixed, measured in the total number of simulation replications and denoted as T . The size of the sampling set is then given by k = T /n. For simplicity, we will treat k and n as continuous numbers. A random search procedure would randomly sample k solutions x i , i = 1, . . . , x k , from the domain X, and simulate each solution n times. Because x i is randomly sampled, the value of J(x i ) is also random. To simplify notation, we will not explicitly indicate the performance measure J and sample meanJ as dependent on x unless it is necessary. We writeJ = J + ω, and the simulation noise ω is normally distributed with a mean of 0 and a variance of σ 2 ω 0 /n. We then choose the solution with the smallestJ(x) as the best solution found. Due to simulation noise, we might not correctly select the solution with the smallest J from the k sampled solutions as the best solution found. Therefore, a reasonable objective is to minimize the expected value of the true performance of the observed best solution with the best computation budget allocation decision (k, n). Then we have the following problem:
where J1 ,k denotes the true performance of the solution selected as the best of the k sampled solutions. This problem is difficult to solve without any additional information on the distribution of J.
To facilitate analysis, we assume that J is normally distributed. The normality assumption on the distribution of J does not mean that the underlying function is unimodal and bell-shaped. To better illustrate this assumption, we consider the 2-dimensional Rastrigin function, which is a multi-modal function, as shown in Fig. 1 . We randomly sample 10000 solutions from the solution space, and draw a histogram of the true performance values of these randomly sampled solutions in Fig. 2 . The histogram clearly suggests that the performance of these solutions may approximately follow a normal distribution. Because we assume that σ
, noise ω has the same distribution for all x and thus J and ω are independent. We summarize these assumptions below:
1) The true performance J follows a normal distribution with a mean of μ J and standard deviation σ J . 2) The noise ω follows a normal distribution with a mean of 0 and
In the rest of the technical note, unless explicitly written, we will not emphasize the dependence of σ ω on n for notational simplicity. Other notations used throughout the technical note are as follows: J1 ,k : the observed performance (sample mean) of the solution selected as the best of the k sampled solutions. z 1,k : the first-order statistic of k standard normal random variables. φ(·): the probability density function of the standard normal distribution. Φ(·): the cumulative distribution function of the standard normal distribution.
III. MODEL DERIVATION
Based on the assumptions in Section II, the sample mean of n IID simulationsJ also follows a normal distribution:
. Therefore, the conditional mean of the true performance given the sample mean valueJ
Let D be a set of solutions under comparison. Notice that
. Therefore, the expected true performance of the observed best can be expressed as fol-
, the formulation given in (2) has the following form when both the true performance and noise are normally distributed:
Unfortunately, a closed form expression for E[z 1,k ] does not exist. Therefore, the problem stated in (2) cannot be solved analytically. Lee and Chew [15] used Monte Carlo simulation to estimate E[z 1,k ] and investigated the effect of using different sampling set sizes k on the true performance of the observed best solution. However, such a simulation-based procedure is computationally intensive and is not easy to implement in a simulation optimization algorithm.
Our goal is to obtain a closed-form (approximately) optimal solution that is easy to implement in a simulation optimization algorithm and yield insight into the search vs. estimation tradeoff. To achieve this, we find a very good approximation for E[z 1,k ] and use the approximation formula to obtain a closed-form optimal solution.
Using the probability density function of z 1,k (David and Nagaraja [16] ), we have
Let y =Φ(x), then (3) can be rewritten as
where
, and q i is given by the recursive equation q i = i−1 j=0 (q j q i−1−j /(j + 1)(2j + 1)) with initial condition q 0 = 1. Rearranging the terms of (4), we have
. We observe that G(k) can be rewritten as a sum of power functions with the same exponent −1. Based on this observation, we conjecture that a power function may provide a good approximation for G(k). To verify this conjecture, we plot
, which covers all commonly used sampling set sizes in many GCRS and LCRS algorithms. We use the Matlab cftool to fit power, rational fraction, exponential, Gaussian, and polynomial functions to G(k) via least squares. The forms of these functions are presented below:
The coefficient of determination (adjusted R 2 ) of selected approximation functions are given in Table I . One can see that, the power function (−1.594(k + 3.671) −0.8951 ) performs better than other functions we have tested, based on both the value of adjusted R 2 and the complexity of the function. Therefore, we choose it as the function to approximate G(k). Note that, the power function is a least-squares approximation of G(k). Fig. 3 plots both G(k) and the approximation. Eliminating the variable n in (2) by removing its constraint, we can then reformulate the problem as
where a = 1.594, b = 3.671, c = 0.8951. 
IV. ANALYTICAL SOLUTION
In this section, we derive an analytical solution to minimize E[J1 ,k ] given in (5). The first-order derivative of E[J1 ,k ] with respect to k is given as follows:
where R = σ
. Solving the first-order condition, we obtain two roots. One root is positive and the other is negative, which we do not consider because k has to be positive. So the only meaningful solution to the first-order condition is
Proposition 1: Assume the true performance J ∼ N (μ J , σ J ) and the noise ω ∼ N (0, σ ω ). For a given total computation budget T , [17] for details on the properties of quasiconvex functions). The conclusion then follows directly from the property of quasiconvex functions. Therefore, k * is the optimal solution to problem (5). Since problem (5) is a least square approximation to the original problem (2), k * is the approximately optimal sampling set size.
To better understand the balance between sampling and estimation, we now examine the asymptotically optimal sampling set size as the computation budget T → +∞. Then the expression of k * can be simplified as
Similarly, n * can also be derived and is given as follows:
2 → 0. Therefore, when T → +∞, the expression of n * can be simplified as
Remark 2: From (8) and (9), we see that when budget T is large, the random search algorithm should sample as many potential solutions as possible while ensuring that sufficiently many simulation replications are performed for each solution to ensure that the correct sample solution is chosen with high probability, as determined by the ratios of noise σ are typically unknown. In this section, we propose a practical sequential procedure to estimate these two parameters and perform a random search using the optimal sampling set size and number of simulation replications given in (7) and (9) . In the procedure, we sequentially increase 1 solution sample or 1 replication using the updated estimates of σ We present the detailed steps of the sequential random search procedure below. Due to space limit, we do not include the derivation of the formula forσ • Step 1: Initialization t = 0, choose a small n t and k t such that n t k t < T ; Randomly sample k t solutions from the solution space and run n t simulation replications on each solution; Calculatê
Perform additional r 1 + 1 simulation replications on solutions that are among the top r 2 observed best solutions; FOR i = r 2 + 1 : k t Perform additional r 1 simulation replications on other solutions.
We first notice that in Step 1, k * as calculated in (7) may not be an integer. This is not an issue though as we only use k * as a reference to determine whether to sample or or simulate more. The purpose of
Step 3 is to allocate the remaining budget to solutions already sampled in Step 2, when there is not enough budget left to run the same number of simulations on all solutions. We suggest that a suitable choice for either k 0 or n 0 is between 5 and 20 [19] [20] [21] . We set k 0 = n 0 = 5, and test our method on the following three common benchmark problems taken from simulation optimization/global optimization literature, e.g., [10] , [22] . 
To determine appropriate values of σ ω 0 for the numerical experiments, we report sample minima (min s ), sample maxima (max s ), and the differences between max s and min s (max s − min s ) of the three test functions in Table II , based on 10 million samples from each of these functions. The max s − min s column informs us on the magnitudes of σ J for these test functions. We then add a normally distributed noise with a mean of 0 and a standard deviation of σ ω 0 , which is chosen to represent both high (σ ω 0 . = (max s − min s )/2) and low (σ ω 0 . = (max s − min s )/6) simulation noise cases, to each of the three test functions. We consider 12 experiment scenarios with their parameter values given in Table III . We repeat both a random search procedure with a pre-determined number of simulation replications n (which also determines the sampling set size given total computation budget T ) and our sequential procedure 1,000 times, to estimate the expected true performance of the observed best solution. Results are presented in Table IV . Columns 2 to 5 report the results of random search with a fixed number of simulation replications n = 5, 10, 25, and 50. Column 6 reports the results of our sequential procedure, where we average the number of simulation replications allocated in the last iteration of each experiment of the sequential procedure and round it to the nearest integer, and denote it by n * τ . We report n * τ and its standard deviation in the last column. We use bold fonts to emphasize the best result among the four with a fixed number of simulation replications as well as when the sequential procedure has the best performance. We make the following observations based on results in Table IV. • The number of simulation replications n and the sampling set size k have a direct impact on the performance of random search. When the variance of the simulation noise increases, so does n. However, without our results on n * and k * , one would not know how to select n and k to achieve the best performance.
• Our sequential procedure performs well for all three test functions. In 8 out of 12 scenarios, it has the best performance. In general, our procedure performs best when k is not too small and thus the estimates of σ J is reasonably accurate. In the other four scenarios, the performance is only lower by a slight margin to the best of the four fixed n cases. Even for these four scenarios, we should keep in mind in practice, which one of n = 5, 10, 25, and 50 would give the best performance is not known a priori.
To test for the normality of the true performances of the randomly sampled solutions, we generated the Q-Q plot against the normal distribution for the three test functions based on 10 000 random samples for each function, as seen in Figs. 4-6 . The horizontal axis of each plot presents standard normal quantiles, and the vertical axis presents quantiles of standardized samples from Griewank or Rastrigin or the multimodal function. Kolmogorov-Smirnov test is also used to test for normality with the p-values found to be 0.5039, 0.9883, and 1.5465e-170 for Griewank, Rastrigin, and the multimodal function respectively. These tests show that the performance of randomly sampled solutions of Griewank function and Rastrigin function approximately follows a normal distribution and thus satisfies our modeling assumption. However, the normality of the performance of the multimodal function is rejected. It is encouraging to notice that despite the clear violation of the normality assumption in the multimodal test function case, our sequential procedure still works very well.
VI. CONCLUSION
The objective of this study is to determine the optimal sampling set size and the number of simulation replications for random search given a fixed computation budget and the requirement that each sampled solution receives the same number of simulation replications. Modeling the performance profile of all solutions in the search area as a normal distribution, we derive a closed-form expression to (approximately) optimally determine the size of the sampling set and the number of simulation replications. We propose a sequential procedure where the variances of true performance distribution and simulation noise need to be estimated. Numerical experiments show that our method is quite effective and leads to significant improvement in the quality of the best solution found by a random search algorithm.
In the future, we will extend our results to non-equal simulation replication allocation. While equal allocation is often used in stochastic simulation optimization algorithms for its simplicity, it clearly is not the most efficient way to use the computing budget. Procedures such as optimal computing budget allocation (OCBA) [12] , [13] have been used in the simulation optimization solver industrial strength COMPASS [23] to increase the probability of correct selection using a fixed computation budget. However, the sampling set size was predetermined. How to determine both the sampling set size and the adaptive allocation of simulation replications will be a major research task to be undertaken in the future. Concepts from Bayesian optimization may prove to be useful in this line of extension [24] , [25] . Other future research topics include relaxing the assumption that the variance of L(x) is the same for all solutions, as well as investigating the use of quasirandom (a.k.a. low-discrepancy) sequences for sampling solutions.
