High-order epistasis has been observed in many genotype-phenotype maps. These multi-way in-8 teractions between mutations may be useful for dissecting complex traits and could have profound 9 implications for evolution. Alternatively, they could be a statistical artifact. High-order epistasis 10 models assume the effects of mutations should add, when they could in fact multiply or combine 11 in some other nonlinear way. A mismatch in the "scale" of the epistasis model and the scale of 12 the underlying map would lead to spurious epistasis. In this paper, we develop an approach to 13 estimate the nonlinear scales of arbitrary genotype-phenotype maps. We can then linearize these 14 maps and extract high-order epistasis. We investigated seven experimental genotype-phenotype 15 maps for which high-order epistasis had been reported previously. We find that five of the seven 16 maps exhibited nonlinear scales. Interestingly, even after accounting for nonlinearity, we found sta-17 tistically significant high-order epistasis in all seven maps. The contributions of high-order epistasis 18 to the total variation ranged from 2.2% to 31.0%, with an average across maps of 12.7%. Our 19 results provide strong evidence for extensive high-order epistasis, even after nonlinear scale is taken 20 into account. Further, we describe a simple method to estimate and account for nonlinearity in 21 genotype-phenotype maps. 22
Introduction
We collected a set of published genotype-phenotype maps for which high-order epistasis had been 68 reported previously. Measuring an L th -order interaction requires knowing the phenotypes of all 69 binary combinations of L mutations-that is, 2 L genotypes. The data sets we used had exhaustively 70 covered all 2 L genotypes for five or six mutations. These data sets cover a broad spectrum of 71 genotypes and phenotypes. Genotypes included point mutations to a single protein (Weinreich 72 et al. 2006) , point mutations in both members of a protein/DNA complex (Anderson et al. 2015) , 73 random genomic mutations (Khan et al. 2011; de Visser et al. 2009 ), and binary combinations of 74 alleles within a biosynthetic network (Hall et al. 2010) . Measured phenotypes included selection 75 coefficients (Weinreich et al. 2006; Khan et al. 2011; de Visser et al. 2009 ), molecular binding 76 affinity (Anderson et al. 2015) , and yeast growth rate (Hall et al. 2010) . (For several data sets, 77 the "phenotype" is a selection coefficient. We do not differentiate fitness from other properties for 78 our analyses; therefore, for simplicity, we will refer to all maps as genotype-phenotype maps rather 79 than specifying some as genotype-fitness maps). All data sets had a minimum of three independent 80 measurements of the phenotype for each genotype. All data sets are available in a standardized 81 ascii text format. 82 Nonlinear scale 83 We described nonlinearity in the genotype-phenotype map by a power transformation (see Results) 84 (Box and Cox 1964; Carroll and Ruppert 1981) . The independent variable for the transformation 85 was P add , the predicted phenotypes of all genotypes assuming linear and additive affects for each 86 mutation. The estimated additive phenotype of genotype i, is given by:
where ∆P j is the average effect of mutation j across all backgrounds, x i,j is an index that encodes 88 whether or not mutation j is present in genotype i, and L is the number of sites. The dependent 89 variables are the observed phenotypes P obs taken from the experimental genotype-phenotype maps. 90 We use nonlinear least-squares regression to fit and estimate the power transformation from 91 P add to P obs : 92 P obs ∼ τ (ˆ P add ;λ,Â,B) +ε, where ε is a residual and τ is a power transform function. This is given by:
where A and B are translation constants, GM is the geometric mean of (ˆ P add + A) , and λ is a 94 scaling parameter. We used standard nonlinear regression techniques to minimize d: d = ( P scale − P obs ) 2 + ε.
We then reversed this transformation to linearize P obs using the estimated parametersÂ,B, and 96 λ. We did so by the back-transform: 97 P obs,linear = {λ(GM ) λ−1 (P obs −B) + 1} 1/λ −Â.
(2)
High-order epistasis model 98 We dissected epistasis using a linear, high-order epistasis model. These have been discussed exten-99 sively elsewhere (Heckendorn and Whitley 1999; Poelwijk et al. 2016; Weinreich et al. 2013 ), so 100
we will only briefly and informally review them here.
101
A high-order epistasis model is a linear decomposition of a genotype-phenotype map. It yields 102 a set of coefficients that account for all variation in phenotype. The signs and magnitudes of the 103 epistatic coefficients quantify the effect of mutations and interactions between them. A binary map 104 with 2 L genotypes requires 2 L epistatic coefficients and captures all interactions, up to L th -order, 105 between them. This is conveniently described in matrix notation.
a vector of phenotypes P can be transformed into a vector of epistatic coefficients β using a 2 L × 2 L 107 decomposition matrix that encodes which coefficients contribute to which phenotypes. If X is 108 invertible, one can determine β from a collection of measured phenotypes by the transformation identifies the geometric center of the genotype-phenotype map and then mea-113
sures the average effects of each mutation and combination of mutations in this "average" genetic 114 background (Fig 1) . To achieve this, we encoded each mutation at each site in each genotype as -1 115 (wildtype) or +1 (mutant) (Heckendorn and Whitley 1999; Weinreich et al. 2013; Poelwijk et al. 116 2016). This has been called a Fourier analysis, (Szendro et al. 2013; Neidhart et al. 2013) , global 117 epistasis (Poelwijk et al. 2016) , or a Walsh space (Heckendorn and Whitley 1999; Weinreich et al. 118 2006) . Another common approach is to use a single wildtype genotype as a reference and encode 119 mutations as either 0 (wildtype) or 1 (mutant) (Poelwijk et al. 2016 ).
120
One data set (IV , Table I ) has four possible states (A, G, C and T) at two of the sites. We 121 encoded these using the WYK tetrahedral-encoding scheme (Zhang and Zhang 1991; Anderson et al. 122 2015) . Each state is encoded by a three-bit state. The wildtype state is given the bits (1, 1, 1). 123
The remaining states are encoded with bits that form corners of a tetrahedron. For example, the 124 wildtype of site 1 is G and encoded as the (1, 1, 1) state. The remaining states are encoded as 125 follows: A is (1, −1, −1), C is (−1, 1, −1) and T is (1, −1, −1).
126
Experimental uncertainty 127 We used a bootstrap approach to propagate uncertainty in measured phenotypes into uncertainty 128 in epistatic coefficients. To do so we: 1) calculated the mean and standard deviation for each 129 phenotype from the published experimental replicates; 2) sampled the uncertainty distribution for 130 each phenotype to generate a pseudoreplicate vector P pseudo that had one phenotype per geno-131 type; 3) rescaled P pseudo using a power-transform; and 4) determined the epistatic coefficients for 132 P pseudo,scaled . We then repeated steps 2-4 until convergence. We determined the mean and vari-133 ance of each epistatic coefficient after every 50 pseudoreplicates. We defined convergence as the 134 mean and variance of every epistatic coefficient changed by < 0. chose was saturating function:
where P g is the linear phenotype of genotype g, P g,trans is the transformed phenotype of genotype 151 g, and K is a scaling constant. As K → 0, the map becomes linear. As K increases, mutations 152 have systematically smaller effects when introduced into backgrounds with higher phenotypes.
153
We calculated P g for all 2 L binary genotypes using the random, additive coefficients shown 154 in Fig 2A. These coefficients included no epistasis. We then transformed P g onto the nonlinear 155 P g,trans scale using Equation 5 with the relatively shallow (K = 2) saturation curve shown in Fig 156 2B. Finally, we applied a linear epistasis model to P g,trans to extract epistatic coefficients.
efficients (Rothman et al. 1980; Frankel and Schork 1996; Cordell 2002) . When given a nonlinear 162 map, it partitions the variation arising from nonlinearity into specific interactions between muta-163 tions. This high-order epistasis is mathematically valid, but does not capture the major feature of 164 the map-namely, saturation. Indeed, this epistasis is deceptive, as it is naturally interpreted as 165 specific interactions between mutations. For example, this analysis identifies a specific interaction 166 between mutations one, two, four, and five (Fig 2C, purple) . But this four-way interaction is an 167 artifact of the nonlinearity in phenotype of the map, rather than a specific interaction. 2013). In a linear map without epistasis, P obs equals P add , because each mutation would have the 175 same, additive effect in all backgrounds. If epistasis is present, phenotypes will diverge from the 176 P obs = P add line.
177
We simulated maps including varying amounts of linear, high-order epistasis, placed them onto 178 increasingly nonlinear scales, and then constructed P obs vs. P add plots. We added high-order 179 epistasis by generating random epistatic coefficients and then calculating phenotypes using Eq. 3. 180
We introduced nonlinearity by transforming these phenotypes with Eq. 5. For each genotype in 181 these simulations, we calculated P add as the sum of the first-order coefficients used in the generating 182 model. P obs is the observable phenotype, including both high-order epistasis and nonlinear scale. (bottom-to-top). As nonlinearity increases, P obs curves systematically relative to P add . This reflects 186 the fact that P add is on a linear scale and P obs is on a saturating, nonlinear scale. The shape of 187 the curve reflects the map between the linear and saturating scale: the smallest phenotypes are 188 underestimated and the largest phenotypes overestimated. In contrast, high-order epistasis induces 189 random scatter away from the P obs = P add line. This is because the epistatic coefficients used to 190 generate the map are specific to each genotype, moving observations off the expected line, even if 191 the scaling relationship is taken into account.
192
Nonlinearity can be separated from underlying high-order epistasis 193 The P obs vs. P add plots suggest an approach to disentangle high-order epistasis from nonlinear 194 scale. By fitting a function to the P obs vs P add curve, we describe a transformation that relates the 195 linear P add scale to the (possibly nonlinear) P obs scale (Schenk et al. 2013; Szendro et al. 2013). 196 Once the form of the nonlinearity is known, we can then linearize the phenotypes so they are on an 197 appropriate scale for epistatic analysis. Variation that remains (i.e. scatter) can then be confidently 198 partitioned into epistatic coefficients.
199
In the absence of knowledge about the source of the nonlinearity, a natural choice is a power 200 transform (Box and Cox 1964; Carroll and Ruppert 1981) , which identifies a monotonic, continuous 201 function through P obs vs. P add . A key feature of this approach is that power-transformed data are 202 normally distributed around the fit curve and thus appropriately scaled for regression of a linear 203 epistasis model. 204 We tested this approach using one of our simulated data sets. One complication is that, for 205 an experimental map, we do not know P add . In the analysis above, we determined P add from 206 the additive coefficients used to generate the space. In a real map, P add is not known; therefore, 207
we had to estimate P add . We did so by measuring the average effect of each mutation across all 208 backgrounds, and then calculatingP add for each genotype as the sum of these average effects (Eq. 209 1).
210
We fit the power transform to P obs vs.P add (solid red line, Fig 3B) . The curve captures the 211 nonlinearity added in the simulation. We linearized P obs using the fit model (Eq. 2), and then 212 extracted high-order epistatic coefficients. The extracted coefficients were highly correlated with 213 the coefficients used to generate the map (R 2 = 0.998) ( Fig 3C) . In contrast, applying the linear 214 epistasis model to this map without first accounting for nonlinearity gives much greater scatter 215 between the input and output coefficients (R 2 = 0.934) ( Fig 3D) . This occurs because phenotypic 216 variation from nonlinearity is incorrectly partitioned into the linear epistatic coefficients.
217
Nonlinearity is a common feature of genotype-phenotype maps 218 Our next question was whether experimental maps exhibited nonlinear scales. We selected seven 219 genotype-phenotype maps that had previously been reported to exhibit high-order epistasis ( Table 220 1) and fit power transforms to each dataset (Fig 4, S1) . We expected some phenotypes to be 221 multiplicative (e.g. datasets I, II and IV were relative fitness), while we expected some to be 222
additive (e.g. dataset IV is a free energy). Rather than rescaling the multiplicative datasets by 223 taking logarithms of the phenotypes, we allowed our power transform to capture the appropriate 224 scale. The power-transform identified nonlinearity in the majority of data sets. Of the seven data 225 sets, three were less-than-additive (II, V, VI), two were greater-than-additive (III, IV), and two were 226 approximately linear (I, VII). All data sets gave random residuals after fitting the power transform 227 (Fig 4, S1) .
228
High-order epistasis is a common feature of genotype-phenotype maps 229 With estimated scales in hand, we linearized the maps using Eq. 2 and re-measured epistasis 230 ( Fig S2) . We used bootstrap sampling of uncertainty in the measured phenotypes to determine 231 the uncertainty of each epistatic coefficient (see Methods), and then integrated these distributions 232
to determine whether each coefficient was significantly different than zero. We then applied a 233
Bonferroni correction to each p-value to account for multiple testing.
234
Despite our conservative statistical approach, we found high-order epistasis in every map studied 235 ( Fig 5A, S3 ). Every data set exhibited at least one statistically significant epistatic coefficient of 236 fourth order or higher. We even detected statistically significant fifth-order epistasis (blue bar in 237 Fig 5A, data set II) . High-order coefficients were both positive and negative, often with magnitudes 238 equal to or greater than the second-order terms. These results reveal that high-order epistasis 239 is a robust feature of these maps, even when nonlinearity and measurement uncertainty in the 240 genotype-phenotype map is taken into account.
241
We also dissected the relative contributions of each epistatic order to the remaining variation. 242
To do so, we created truncated epistasis models: an additive model, a model containing additive 243 and pairwise terms, a model containing additive through third-order terms, etc. We then measured 244 how well each model accounted for variation in the phenotype using a Pearson's coefficient between 245 the fit and the data. Finally, we asked how much the Pearson coefficient changed with addition of 246 more epistatic coefficients. For example, to measure the contribution of pairwise epistasis, we took 247 the difference in the correlation coefficient between the additive plus pairwise model and the purely 248 additive model.
249
The contribution of epistasis to the maps was highly variable (Fig 5B, S3) . For data set I, 250
epistatic terms explained 5.9% of the variation in the data. The contributions of epistatic coefficients 251 decayed with increasing order, with fifth-order epistasis only explaining 0.1% of the variation in 252 the data. In contrast, for data set II, epistasis explains 43.3% of the variation in the map. Fifth-253 order epistasis accounts for 6.3% of the variation in the map. The other data sets had epistatic 254 contributions somewhere between these extremes.
255
Accounting for nonlinear genotype-phenotype maps alters epistatic coef-256 ficients 257
Finally, we probed to what extent accounting for nonlinearity in phenotype altered the epistatic 258 coefficients extracted from each space. Fig 6 and S4 show correlation plots between epistatic 259 coefficients extracted both with and without linearization. The first-order coefficients were all 260 highly correlated between the linear and nonlinear analyses for all data sets ( Fig S5) .
261
For the epistatic coefficients, the degree of correlation depended on the degree of nonlinearity in 262 the dataset. Data set I-which was essentially linear-had identical epistatic coefficients whether 263 the nonlinear scale was taken into account or not. In contrast, the other data sets exhibited scatter 264 off of the line. Data set III was particularly noteworthy. The epistatic coefficients were system-265
atically overestimated when the nonlinear scale was ignored. Two large and favorable pairwise 266 epistatic terms in the linear analysis became essentially zero when nonlinearity was taken into ac-267 count. These interactions-M182T/g4205a and G283S/g4205a-were both noted as determinants 268 of evolutionary trajectories in the original publication (Weinreich et al. 2006) ; however, our results 269 suggest the interaction is an artifact of applying a linear model to a nonlinear data set. Further 270 ≈ 20% (six of 27) epistatic coefficients flipped sign when nonlinearity was taken into account (Fig 271 6, III, bottom right quadrant).
272
Overall, we found that low-order epistatic coefficients were more robust to the linear assumption 273 than high-order coefficients. Data set IV is a clear example of this behavior. The map exhibited 274 noticeable nonlinearity (Fig 4) . The first-and second-order terms were well correlated between 275 the linear and nonlinear analyses (Fig 6, S4, S5 ). Higher-order terms, however, exhibited much 276 poorer overall correlation. While the R 2 for second-order coefficients was 0.95, the correlation was 277 only 0.43 for third-order. This suggests that previous analyses of nonlinear genotype-phenotype 278 maps correctly identified the key mutations responsible for variation in the map, but incorrectly 279 estimated the high-order epistatic effects.
280
Discussion 281 Our results reveal that both nonlinear scales and high-order epistasis play important roles in shap-282 ing experimental genotype-phenotype maps. Five of the seven data sets we investigated exhibited 283 nonlinear scales, and all of the data sets exhibited high-order epistasis, even after accounting for non-284
linearity. This suggests that both should be taken into account in analyses of genotype-phenotype 285 maps.
286
Origins of nonlinear scales 287 We observed two basic forms of nonlinearity in these maps: saturating, less-than-additive maps 288 and exploding, greater-than-additive maps. difficult as that phenotype improves. Our nonlinear fits revealed this behavior in three different 294 maps.
295
The greater-than-additive maps, in contrast, were more surprising: why would mutations have 296 a larger effect when introduced into a more favorable background? For the β-lactamase genotype-297 phenotype map (III, Fig 4) , Fig S6) . This result demonstrates the effectiveness of our approach in extracting nonlinearity in 305 the genotype-phenotype map.
306
The origins of the growth in the transcription factor/DNA binding data set are less clear (IV, 307 Fig 4) . The data set measures the binding free energy of variants of a transcription factor binding 308 to different DNA response elements. We are aware of no physical reason for mutations to have a 309 larger effect on free energy when introduced into a background with better binding. One possibility 310
is that the genotype-phenotype map reflects multiple features that are simultaneously altered by 311 mutations, giving rise to this nonlinear shape. This is a distinct possibility in this data set, where 312 Akaike Information Criterion, and inspection of fit residuals are a natural strategy for partitioning 337 variation between scale and epistasis.
338
Interpretation 339
Another powerful aspect of this approach is that it allows explicit separation of two distinct origins 340 of non-additivity in genotype-phenotype maps.
341
This can be illustrated with a simple, conceptual, example. Imagine mutations to an enzyme, 342 expressed in bacteria, that have a less-than-additive effect on bacterial growth rate. To a first 343 approximation, this epistasis could have two origins. The first is at the level of the enzyme: maybe 344 the mutations have a specific, negative chemical interactions that alter enzyme rate. The second is 345 at the level of the whole cell: maybe, above a certain activity, the enzyme is fast enough that some 346 other part of the cell starts limiting growth. Mutations continue to improve enzyme activity, but 347 growth rate does not reflect this. These two origins of less-than-additive behavior will have different 348 effects in a P add vs. P obs plot: saturation of growth rate will appear as nonlinearity, interactions 349 between mutations at the enzyme level will appear as linear epistasis. Our analysis would reveal 350 this pattern and set up further experiments to tease apart these possibilities. as nonlinear scales. In contrast, specific interactions will appear in specific coefficients in the linear 361 epistasis model. Our detection of nonlinearity and high-order epistasis in most datasets suggests 362 that both forms of non-additivity will be in play over evolutionary time.
363
High-order epistasis 364 Finally, our work reveals that high-order epistasis is, indeed, a common feature of genotype-365 phenotype maps. Our study could be viewed as an attempt to "explain away" previously observed 366 high-order epistasis. To do so, we both accounted for nonlinearity in the map and propagated exper-367 imental uncertainty to the epistatic coefficients. Surprisingly-to the authors, at least-high-order 368 epistasis was robust to these corrections.
369
High-order epistasis can make huge contributions to genotype-phenotype maps. In data set II, 370
third-order and higher epistasis accounts for fully 31.0% of the variation in the map. The average 371 contribution, across maps, is 12.7%. We also do not see a consistent decay in the contribution of 372 epistasis with increasing order. In data sets II, V and VI, third-order epistasis contributes more 373 variation to the map than second-order epistasis. This suggests that epistasis could go to even 374 higher orders in larger genotype-phenotype maps. map exhibiting negative epistasis. Axes are genotype at position 1 (g 1 ), genotype at position 2 (g 2 ), 403
and phenotype (P ). For genotypic axes, "0" denotes wildtype and "1" denotes a mutant. Phenotype 404 is encoded both on the P -axis and as a spectrum from white to blue. The map exhibits negative 405 epistasis: relative to wildtype, the effect of the mutations together (P 11 = 2) is less than the sum 406 of the individual effects of mutations (P 10 + P 01 = 1 + 2 = 3). B) The map can be decomposed into 407 epistatic coefficients using a Walsh polynomial, which measures the effects of each mutation relative 408 to the geometric center of the genotype-phenotype map (green sphere). The additive coefficients 409 β 1 and β 2 (red arrows) are the average effect of each mutation in all backgrounds. The epistatic 410 coefficient β 12 (orange arrow) the variation not accounted for by β 1 and β 2 . Geometrically, it is the 411 distance between the center of the map and the "fold" given by vector connecting P 00 and P 11 . high-order epistasis. Flowchart shows the steps for estimating high-order epistasis in nonlin-642 ear genotype-phenotype maps. The plots beneath the chart show this pipeline for data set II. In 643 step 1, a power transform function is used to fit the P obs versusP add plot and estimate the map's 644 scale. In step 2, the inverse of the fitted transform is used to back-transform P obs to a linear 645 scale, P linear . In step 3, a linear, high-order epistasis model is used to fit the variation in P linear . 646
In the left plot, points are individual genotypes, red line is the resulting fit and dashed line is the 647 P add = P obs . In the middle plot, the blue line is the new scale of P obs after back transforming. In the 648 right plot, bars represent additive and epistatic coefficients extracted from the linear phenotypes. 649
Error bars are propagated measurement uncertainty. Color denotes the order of the coefficient: first 650 (β i , red), second (β ij , orange), third (β ijk , green), fourth (β ijkl , purple), and fifth (β ijklm , blue). 651
Bars are colored if the coefficient is significantly different than zero (Z-score with p-value <0.05 652
after Bonferroni correction for multiple testing). Stars denote relative significance: p < 0.05 (*), 653 p < 0.01 (**), p < 0.001 (***). Filled squares in the grid below the bars indicate the identity of 654 mutations that contribute to the coefficient. 
