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Abstract
This note explores probabilistic sampling weighted by uncertainty in active learn-
ing. This method has been previously used and authors have tangentially remarked
on its efficacy. The scheme has several benefits: (1) it is computationally cheap,
(2) it can be implemented in a single-pass streaming fashion which is a benefit
when deployed in real-world systems where different subsystems perform the sug-
gestion scoring and extraction of user feedback, and (3) it is easily parameteriz-
able. In this paper, we show on publicly available datasets that using probabilistic
weighting is often beneficial and strikes a good compromise between exploration
and representation especially when the starting set of labelled points is biased.
1 Introduction
Traditional active learning focusses on querying domain expert(s) to label examples which are most
informative (see Settles, 2012, and references therein) based on the labels/scores given by the trained
classifier. In contrast, a “representative” method such as sampling points uniformly at random will
find the points that the initial classifier mispredicts with high confidence, albeit, at the cost of large
number of annotations. Several methods have explored adaptive sampling based on pre-clustering
of the unlabeled data (see e.g., Dasgupta and Hsu, 2008), semi-supervised learning, etc. These
approaches have the following characteristics: (1) designed with specific classification techniques
in mind (e.g., SVMs), (2) require access to the sample features for clustering, and consequently, (3)
the results depend on the quality of the clustering (Dasgupta and Hsu, 2008).
A closely related problem is identification of unknown unknowns (Attenberg et al., 2011), i.e., iden-
tifying test samples where the predictions by a black-box trained model are not representative either
due to model bias in training data, data shift between train and test distributions, or some other factor.
Recently, Lakkaraju et al. (2017) presented an elegant method for this problem using the following
approach: (1) greedily partitioning of the test data using an algorithm based on frequent-pattern
mining; and, (2) querying random samples from partitions chosen as to optimize the non-stationary
utility in a multi-armed bandit setting. Bansal and Weld (2018) extended this work by defining a
coverage-based submodular utility function which allows a greedy algorithm with constant-factor
approximation. Both these approach do not require access to training data and do not change the
classifier (in contrast to traditional active learning methods discussed previously.) The above meth-
ods (Lakkaraju et al., 2017; Bansal and Weld, 2018) use a fixed batch size in their experimental
setup. In practice, this one-size-fits-all approach is unsuitable when working with large diverse
datasets (e.g., tens of millions of data points).
We revisit the method of probabilistically sampling weighted by informativity (see e.g., Angeli et al.,
2014, §4.3) that balances “representative” and “informative” active learning, rather than selecting the
most informative samples which can be done in a streaming fashion (Section 2). Section 3 presents
experiments on benchmark datasets and we conclude in Section 4.
Preprint. Under review.
Algorithm 1 WEIGHTEDSAMPLING(χ,K, f (t),D′
(t)
)
1: for xi′ ∈ D
′(t) do
2: r
(t)
i′ = Pf(t)(y = ·|xi′) {current classifier f
(t)}
3: vi′ = (1 − χ)r
(t)
i′ + χ1
4: ui′ = H(vi′ ) {informative score (??)}
5: Choose ai′ ∼ unif(0, 1) and set ki′ = a
1/u
i′
i′
6: end for
7: ReturnK items with largest keys ki′ for labelling
2 Model
In this section, we clarify the assumptions and present a simple result on weighted sampling eventu-
ally hitting a pocket of “unknown unknowns”.
Notation: We denote feature vector with x ∈ X = Rd and labels y ∈ Y with Y = {1, 2, . . . , k}.
Let P,Q defined on X × Y to denote the training and test distributions. We use the notation p(y)
to denote the prevalence of class y in the training data; and q(y) to denote the prevalence of class
y in the test data. Let D = {(xi, yi)}
n
i=1 and D
′ = {(x′j , y
′
j)}
m
j=1 denote the training and test data
drawn from distributions P and Q respectively.
We make the following assumptions in this work:
A1. There is “label shift” – the prevalence between training and test distributions has
changed but the underlying distribution of features for a class is not different p(x|y) =
q(x|y), p(y) 6= q(y).
A2. Each class has at least χ weight in the training and test distributions, i.e, ∃χ > 0 : p(y =
k) ≥ χ, q(y = k) ≥ χ ∀ k.
At iteration t, let D′(t) ⊆ D′ denote the set of unlabelled test points and f (t) denote the currently-
trained classifier. Let r
(t)
i′k := Pf(t)(y = k|xi′ ) denote the probability assigned by classifier f
(t) of
sample xi′ having label k (i.e.,
∑
k r
(t)
i′k = 1). Let u
(t)
i′ denote the “informative” score of sample
xi′ ∈ D
′(t) assigned by classifier f (t). In this work, we use Shannon’s entropy as our informative
score u
(t)
i′ = H(r
(t)
i′ ) = −
∑K
i=1 r
(t)
i′k log r
(t)
i′k.
Let D′′ ⊂ D′ be sample of “unknown unknowns” consisting of at least β fraction of the data which
is being incorrectly labelled by f (0). Considering the case when perfect classification is possible,
drawing at least one sample fromD′′ will correct this problem. We consider the following sampling
scheme which chooses the next sample to query the oracle as
P (xi′) ∝
(
u
(t)
i′
)d(t)
.
where d(t) is a parameter influencing the degree of exploration (d(t) = 0) vs exploitation (d(t) →∞)
in the tth round of active learning.
In this work, we only consider d(t) = 1 ∀ t, which yields Algorithm 1 (see e.g., Efraimidis, 2015).
This scheme is extremely simple to implement in a streaming fashion, does not require pre-clustering
of the data, and will sample from the “unknown unknowns” as shown below.
Lemma 1. The sampling scheme WEIGHTEDSAMPLING having N rounds each consisting of K
samples draws at least one sample from a pocket of “unknown unknowns” consisting of β fraction
of the test data with probability at least (1− δ), if
ns = NK ≥
ln δ
ln(1− ps)
where ps = β
(
1− η−1−ln ηln 2 ln k
)
with η = − lnχ1−χ .
2
One can prove the above result using the following lower bound on the entropy.
Theorem 1 (Cicalese et al. (2018)). Let p = [p1, . . . , pk] be a distribution with p1 ≥ p2 ≥ . . . ≥
pk > 0. If p1/pk ≤ ρ, then the entropyH(p) = −
∑k
i=1 pi ln pi has the following bound: H(p) ≥
ln k −
(
ρ ln ρ
ρ−1 − 1− ln
ρ ln ρ
ρ−1
)
1
ln 2 .
Proof of Lemma 1. We note thatmink r
(t)
i′k ≥ χ (step 3 in Algorithm 1) and we can apply Theorem 1
with ρ = 1χ to get the following lower bound on
ui′ ≥ ζ ∀ D
′
where ζ = ln k − (η − 1 − ln η) 1ln 2 with η =
ln(1/χ)
1−χ . The total weight on D
′′ is at least by mβζ.
The total weight on D′ is upper bounded by m ln k. Therefore, the probability of picking a sample
from D′′ in an independent trial is at least
ps ≥
βζ
ln k
= β
(
1−
η − 1− ln η
ln 2 lnk
)
.
Therefore, the WEIGHTEDSAMPLING scheme will draw with probability at least 1− δ, one or more
samples from D′′ in ln δln(1−ps) trials.
3 Experiments
In this section, we compare the following approaches: RANDOM, GREEDY, ǫ-GREEDY (ǫ = 0.05),
WEIGHTEDSAMPLING with the same evaluation strategy used in Mussmann and Liang (2018).
We choose the initial set ofN0 = 100 labelled examples have equal prevalence (instead of choosing
uniformly at random) of the majority and minority classes. This is a classic approach used to address
class imbalance (see, e.g. Chen et al., 2004; Lo´pez et al., 2013). We perform Nb = 30 rounds of
active learning with batch size B = 30 selected based on one of the strategies discussed above. We
report accuracy numbers on the hold-out set.
Table 1 shows the comparison of accuracy results on the hold-out set. We see that WEIGHTED-
SAMPLING achieves the best of both worlds between scenarios where RANDOM dominates and
scenarios where GREEDY, ǫ-GREEDY dominate. This is especially striking in covtype, oml-1169,
oml-1471, oml-155 and oml-4541 datasets (highlighted in cyan) which encode difficult classifica-
tion problems (accuracy of resulting classifiers less than 70%).
4 Conclusions
We observe that weighted sampling (WEIGHTEDSAMPLING) is a cheap, streaming solution in com-
plex systems to inject randomness in real-world active learning systems which does not result in
significant loss compared to most-uncertain strategy but can be beneficial in setups with badly
chosen set of initially labelled instances. Future direction would involve comparison with works
targetting unknown unknowns as well as other algorithms targeting exploitation-exploration (e.g.,
UCB) (Sutton and Barto, 2018).
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