The Diederich-Fornaess index has been introduced since 1977 to classify bounded pseudoconvex domains. In this article, we derive several intrinsic, geometric conditions on boundary of domains for arbitrary indexes. Many results, in the past, by various mathematicians estimated the index by assuming some properties of domains. Our motivation of this paper is, the other way around, to look for how the index effects properties and shapes of domains. Especially, we look for a necessary condition of all bounded pseudoconvex domains Ω ⊂ C 2 with the DiederichFornaess index 1. We also show that, when the Levi-flat set of ∂Ω is a closed Riemann surface, then the necessary condition can be simplified.
Introduction
Let Ω be a bounded domain in C n with smooth boundary and δ(z) := − dist(z, ∂Ω) z ∈ Ω dist(z, ∂Ω) otherwise.
The Ω is said to be pseudoconvex if − log(−δ(z)) is plurisubharmonic in Ω. Note that − log(−δ(z)) blows up whenever z approaches the boundary ∂Ω. Indeed, all bounded pseudoconvex domains with C 2 boundary admit bounded (strictly) plurisubharmonic functions which vanishes on ∂Ω was shown by Diederich-Fornaess [10] . They proved that any relatively compact pseudoconvex domain in Stein manifolds admits a defining function ρ such that −(−ρ) η is (strictly) plurisubharmonic in Ω for some η ∈ (0, 1]. The author also remark that the ρ may not be δ in general. For the pseudoconvex domain in complex manifolds, see Range [21] .
For the bounded pseudoconvex domain Ω with C 1 boundary, Kerzman-Rosay constructed a smooth (strictly) plurisubharmonic function in [17] . This function also vanishes on the boundary ∂Ω. Later, Demailly in [8] improved the result of Kerzman-Rosay to arbitrary bounded pseudoconvex domains in C n with Lipschitz boundary. He also showed his plurisubharmonic smooth function φ is bounded above and below by a multiple of − 1 log(−δ) near the boundary. In [14] , Harrington found a new smooth (strictly) plurisubharmonic φ in bounded pseudoconvex domains in C n with Lipschitz boundary. In this paper, the φ is Hölder continuous on the boundary ∂Ω. In [13] , he also obtained some results about pseudoconvex domain with Lipschitz boundary in CP n .
If the boundary is smooth or at least C 2 , then the above result of Diederich-Fornaess is applicable.
In particular, the fact that −(−ρ) η 0 is (strictly) plurisubharmonic will implies that −(−ρ) η is 2010 Mathematics subject classification. Primary 32U05; Secondary 53C21
The papers of Gallagher-McNeal in [15] and [16] include some interesting results in the fashion of Diederich-Fornaess index for real variables. (Gallagher was previously known as Herbig.)
The Diederich-Fornaess index can be a number on (0, 1]. Whether the index reflects geometric boundary properties is not understood and in fact results of this nature seem to be unknown. Şahutoğlu-Straube [22] considered the compactness of the ∂-Neumann operator in the similar fashion.
We briefly mention a few motivations about our study of intrinsic geometry related to the DiederichFornaess index. In [11] , Fornaess-Gallagher proved a sufficient condition of the Diederich-Fornaess index being 1. Their theorem asserts that if a defining function of a given domain is plurisubharmonic on the boundary, then the Diederich-Fornaess index is 1. However, the converse is known not to be true. That is, if a domain has Diederich-Fornaess index 1, it does not necessarily admit a defining function which is plurisubharmonic on the boundary. The counterexample was given in Behrens [3] . The theorem of Fornaess-Gallagher in [11] has been recently extended by Krantz-LiuPeloso in [19] , where they showed that the sufficient condition of the Diederich-Fornaess index being 1 is that, Hess ρ (L, N ) = 0 on Levi-flat sets for some defining function ρ. Their theorem covers the example of Behrens mentioned above. However, it is still not known if Hess ρ (L, N ) = 0 on Levi-flat sets is a equivalent condition for the domain admitting the Diederich-Fornaess index 1. Inspired by these, we study the necessary condition of a specific Diederich-Fornaess index.
Mathematicians also obtained necessary conditions of the Diederich-Fornaess exponents. For example, Kohn in [18] proved a result about the implication of the Diederich-Fornaess exponent related to the boundness of the Bergman projection. Moreover, in 2000, Berndtsson-Charpentier showed in [4] that the Bergman projection P on Ω β does map Sobolev space
where τ is a Diederich-Fornaess exponent. With a different point of view, we hope to discover a necessary condition on the geometry of domains. This geometry should be understood as a intrinsic property attached to boundary of domains.
Motivated by the result of Krantz-Liu-Peloso, where one can see that ∇ρ Hessρ(L,N ) = ∞ implies the index is 1, we raise the following natural questions:
Question.
1. Let η 0 ∈ (0, 1]. Can one find a necessary condition for the Diederich-Fornaess index being η 0 . The conditions should be intrinsic to the Levi-flat sets.
2. What is the necessary condition for the case η 0 = 1? It is also interesting to compare it with the sufficient condition that ∇ρ Hessρ(L,N ) = ∞ on Levi-flat sets. If they are different, which additional condition can be added to make they look similar.
In this article, we consider these questions from the viewpoint of geometric analysis. To answer Question 1, we prove two main theorems as what follows. They are particularly useful for the case that Diederich-Fornaess index is 1. The first necessary condition reveals how the term ∇ρ Hessρ(L,N ) behaves on Levi-flat sets for defining functions ρ of Ω. We sometimes call this term torsion throughout the article. Here the notation of Hess ρ (L, N ) denotes the complex Hessian on the direction of L and N (see Section 1 for the definition of L and N ). The proof can be found in Section 2 and the definitions of notations can be found in Section 1.
Theorem 0.2 (The first necessary condition). Let Ω be a bounded pseudoconvex domain with smooth boundary in C 2 and Σ be the Levi-flat set of ∂Ω. If the Diederich-Fornaess index is η 0 , then for any η < η 0 , there exists a smooth defining functions ρ such that
Particularly, if the Diederich-Fornaess index is 1, then there exists a sequence of defining functions ρ j so that
Here, ∇ρ 2 denotes g(∇ρ, ∇ρ) where g is the Euclidean metric.
Remark 0.3.
1. C = C(Σ) is a constant depending on the Levi-flat set Σ of ∂Ω.
It is not difficult to see that ∇ρ
Hessρ(N,L) is of scaling invariance. That is,
Hessρ(N,L) plays a key role in Theorem 2. It is also critical in [19] . 3. Combining Theorem 0.2 with the results in [19] , we see that the Diederich-Fornaess index being 1 essentially means how well the torsion is.
The second necessary condition looks more deeply into the defining functions ρ of Ω. Indeed, each of defining functions ρ can be written as ρ = δe ψ , where ψ is an arbitrary smooth function. Different ψ gives a different defining function ρ and hence a different Diederich-Fornaess exponent. The second necessary condition aims at revealing the way that how ψ effects its Diederich-Fornaess exponents. The proof can be found in Section 3.
Theorem 0.4 (The second necessary condition). Let Ω be a bounded pseudoconvex domain with smooth boundary in C 2 and Σ be the Levi-flat set of ∂Ω. If the Diederich-Fornaess index is η 0 , then for any η < η 0 , there is a real smooth function ψ defined on a neighborhood of Σ such that on all points of Σ either
where
Remark 0.5. C 1 , C 2 are two constants depending on the Levi-flat set Σ of the domain Ω.
To Question 2 for an application of our necessary conditions, we first enhance the second necessary condition as what follows.
Theorem 0.6. Let Ω be a bounded pseudoconvex domain with smooth boundary in C 2 and Σ be the Levi-flat set of ∂Ω. If the Diederich-Fornaess index is 1, then there is a family of real smooth functions ψ n defined on a neighborhood of Σ such that on all points of Σ,
The theorem above is of independent interest and is a practical result. As an application of it, one obtains the following theorem which gives a necessary condition for the case that Σ is closed Riemann surface.
Theorem 0.7. Let Ω be a bounded pseudoconvex domain with smooth boundary in C 2 and Σ be the Levi-flat set of ∂Ω. Assume that Σ is a closed Riemann surface. If the Diederich-Fornaess index is 1, then there exists a sequence of smooth defining functions ρ j so that
Remark 0.8. For the boundness of Bergman projections and∂-Neumann projections, Hess ρ (N, L) has been intensely studied by Boas-Straube in [5] and [7] and Straube-Sucheston in [25] and [24] for the regularity results. Theorem 0.7 is a theorem of the Diederich-Fornaess index. It should lead to some interesting connections to the Bergman projections and∂-Neumann projections as well. More insights will be clarified in the forthcoming articles.
To conclude the introduction, we remind readers with the works on the Diederich-Fornaess index away from 1. In 1977, Diederich-Fornaess found a class of domains called the β-worm domain in [9] which gives a non-trivial Diederich-Fornaess index (i.e., an index strictly between 0 and 1).
Definition 0.9 (β-worm domain). Let β > π/2 and η : R → R be a fixed smooth function with the following properties:
1. η(x) ≥ 0, η is even and convex.
3. there exists and a > 0 such that η(x) > 1 if x < −a or x > a.
Then
is called a β-worm domain.
In fact, the Diederich-Fornaess index can be arbitrarily close to 0 by increasing β due to the following works. In 1992, Barrett showed in [2] , that the Bergman projection P on Ω β does not map the Sobolev space
. By [4] mentioned above, the DiederichFornaess index of Ω β is less or equal to 2π/(2β − π). The reader can also verify this result from Krantz-Peloso [20] . Indeed, Theorem 6 in [9] says that if the standard defining function of Ω β has exponent ≤ η, then all other defining functions have exponent ≤ η, that is, the Diederich-Fornaess index of Ω β ≤ η. Thus, the calculation in [20] shows that the index of Ω β ≤ 2π/(2β − π).
Recently Fu-Shaw and Adachi-Brinkschulte proved independently in [12] and [1] respectively that, roughly speaking, if a relatively compact domain in a n-dimensional complex manifold has all boundary points Levi-flat, then the Diederich-Fornaess index cannot be greater than 1/n.
Preliminaries
We remind the readers with some basic notations in several complex variables and complex geometry.
Here z should be read as z j and x, y should be read as x j , y j in case it involves several variables.
Let f be a smooth function. We have that,
Throughout the article, we will use the following notations. Definition 1.1. Let Ω be a bounded domain with smooth boundary in C 2 defined by a smooth defining function ρ. The vector field
on ∂Ω is called the normalized holomorphic tangential vector field , and
on ∂Ω is called the normalized complex normal vector field.
Let us remind the reader that
which is, at ∂Ω, the normal vector of ∂Ω. In case that the defining function is the special δ that I mentioned at the beginning, instead of writing L δ and N δ , we use the notations L and N respectively. The reader can also check that √ 2L and √ 2N form an orthonormal basis on holomorphic tangent space. Moreover,
Here, the last line equality is because of ∇δ = 1, which is a consequence of the fact that δ is a distance function.
On ∂Ω, since δ = 0, we have
We also use the standard definition for the Hessian of a function f on real tangent vector fields:
and for holomorphic tangent vectors we calculate as follows:
For the following paragraph, we define a norm in space of functions called holomorphic C 1 norm.
Recall that if a function on [a, b] ⊂ R is C 1 , we can defined the C 1 norm as follows.
We will imitate it to define the CR version of C 1 norm, i.e., holomorphic C 1 norm. Definition 1.2. Let M be a pseudoconvex hypersurface in C 2 and L be the unit holomorphic vector field on M . Assume that f is a complex valued function defined on M . We denote the holomorphic
where 2 The first necessary condition of Diederich-Fornaess index Let δ be defined in Section 0. We want to modify the defining function in order to seek the best for optimizing the Diederich-Fornaess exponent. Put ρ = δe ψ , where ψ will be determined later. One can see that Hess −(−ρ) η is positive definite at all points in Ω if and only if
is positive at all z ∈ Ω for all complex numbers a, b ∈ C. This implies that
is positive for all a, b and all z ∈ Ω if and only if
is positive for all a, b ∈ C and all z ∈ Ω.
We are going to show the following lemma which states that above inequality is equivalent to the following inequality:
for all a, b and z ∈ Ω.
Lemma 2.1.
for all a, b and z ∈ Ω is equivalent to say
Proof. The sufficiency is the easy direction. This is because
To show the necessity, we notice that at each z ∈ Ω, we can find a ∈ C and b ∈ C such that
which completes the proof of necessity.
This implies that Hess −(−ρ) η (aL + bN, aL + bN ) is positive if and only if
To study the preceding inequality, we need some elementary preparations.
Proof. We consider the quadratic inequality
for indefinite word ξ. It is clear that
because the domain Ω is pseudoconvex. Suppose that at z ∈ Ω, Hess ρ (L, L) + 1−η −ρ |Lρ| 2 > 0, the left side of (2.3) is a polynomial in ξ of degree 2. Consider its axis of symmetry,
We see that if the left side of (2.3) has a solution, then it must admit a positive solution. Since a b
can be any positive number, if (2.1) holds, then one must have that
Suppose that at z ∈ Ω, Hess ρ (L, L) + 1−η −ρ |Lρ| 2 = 0, then the left side of (2.3) is linear. Because
3) cannot hold for all positive ξ unless that
One can now complete the proof by combining the two cases.
By calculation, we see the inequality (2.2) is We are ready to simplify (2.4) a little. Let z → z 0 ∈ ∂Ω along the normal direction to the Levi-flat set Σ, (2.4) is followed by
we have
Hence, we get a condition for the Diederich-Fornaess index being η. From now on, unless we remind the reader, the notation z → z 0 ∈ ∂Ω, z → ∂Ω and z → Σ mean the limits taken as points approaching in normal directions. We also skip writing the limit sometimes for concision. For example, lim From the discussion above, we obtain the following theorem.
Theorem 2.3.
Let Ω be a bounded pseudoconvex domain with smooth boundary in C 2 with DiederichFornaess index η 0 . Let Σ be the Levi-flat sets of ∂Ω. Then for any number 0 < η < η 0 , there exists a smooth defining function ρ such that at each point z 0 ∈ Σ,
We are going to prove the first necessary condition for Diederich-Fornaess index. But before that, we define a quantity C > 0.
We let
Such a C is a real positive number because Σ is compact and |g(
We are now ready to prove the first necessary condition of Diederich-Fornaess index.
Proof of Theorem 0.2. We will only show the case that | Hess ρ (L, N )| = 0 because otherwise,
which implies that
for any η.
Assume that | Hess ρ (L, N )| = 0 and we observe that firstly
on ∂Ω and N − N is a (real) vector field on ∂Ω. This is because
Because N − N is a vector field on ∂Ω and Lρ = 0 on ∂Ω,
We calculate that
where p ∈ ∂Ω is the closest point to z.
Moreover, for the same reason, on the Levi-flat set Σ
and thus
From the calculation above, we can further get that
Moreover, since on ∂Ω,
and
It implies that
Combining the fact that
and the definition of C, we obtain that on Σ,
Hence,
We look into
.
,
If the Diederich-Fornaess index is η 0 , the inequality above holds for any η < η 0 . Hence we can find a sequence of smooth defining functions ρ j such that
In case that the Diederich-Fornaess index is 1, by the preceding inequality, we have that
uniformly as j → ∞.
We let ρ = δe ψ . After a tedious computation we find that on ∂Ω,
, L(N δ) = 0 and the equality above can be written as
We now compute ∇ρ
Based on the simplification of the torsion ∇ρ Hessρ(N,L) , we derive the following corollary.
Corollary 2.4. Let Ω be a bounded pseudoconvex domain with smooth boundary in C 2 and Σ be the Levi-flat set of ∂Ω. If the Diederich-Fornaess index is η 0 , then for any η < η 0 , there exists a smooth functions ψ such that
Particularly, if the Diederich-Fornaess index is 1, then there exists a sequence of smooth functions ψ j so that 1
The second necessary condition of Diederich-Fornaess index
Proof of Theorem 0.4. Starting from Theorem 2.3,
As a consequence,
Here, we use the computation
where z 0 is the boundary point such that z 0 − z is normal to ∂Ω. Observe that on ∂Ω
This is because that Lδ = Lδ = 0 at all points in Ω, not only at the boundary. Moreover,
and on ∂Ω, we have that
We obtain,
We observe that
where 2N δ = ∇δ = 1 because that δ is a distance function. Hence the last term is
Thus, we have that,
This implies We can also refine the second necessary condition above in order to obtain the bounds of | Proof of Theorem 0.6. We look at as n → ∞. In other words, we can find a subsequence ψ n so that
Hess ψn (L, L) | Hence, we obtain
For the last inequality, we used the Cauchy-Schwarz inequality.
An application of the second necessary condition
From the proof of the second necessary condition, the reader can see that L can be any holomorphic vector field with a constant norm.
Proof of Theorem 0.7. Firstly, since L is a unit holomorphic tangent vector on S, we observe that Hess ψ (L, L) = ∆ψ for any smooth function ψ defined on S. Here ∆ is defined with induced Euclidean metric from C 2 .
We assume the Diederich-Fornaess index is 1. By (3.1), we integrate both sides over the closed Riemann surface Σ and have that
where dS is the surface element. Since S has no boundary, by Stokes theorem, we have that Σ ∆ψ n dS = 0.
This gives that
Let n goes to ∞ we have that there exist a sequence ψ n so that
This completes the proof.
