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Abstract
Background: We propose a 3D path planning method to steer flexible needles along curved paths in the
context of Deep Brain Stimulation (DBS) procedures.
Methods: Our approach is based on a rapidly-exploring random tree strategy. It takes into account con-
straints coming from anatomical obstacles and physical constraints dictated by flexible needle kinematics.
The strategy is evaluated in simulation on a realistic 3D CAD model of the brain.
Results: The subthalamic nucleus (STN) and the fornix can be reached along several curved paths from
various entry points. As compared to the usual straight line path, these curved paths avoid tissue damage
to important neural structures while allowing for a much greater selection of entry points.
Conclusions: This path planning method offers alternative curved paths to reach DBS targets with flexible
needles. The method potentially leads to safer paths and additional entry points capable of reaching the
desired stimulation targets.
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1 INTRODUCTION
Deep Brain Stimulation (DBS) is an invasive neurosurgical technique
used to treat a variety of neurological disorders by electrically stimu-
lating a brain region associated with a specific disease. These disorders
include Parkinson’s disease (PD), dystonia, and some psychiatric disor-
ders, such as depression and obsessive-compulsive disorder (OCD). 1,2,3
Stimulation of the subthalamic nucleus (STN), which is one of the most
common targets for PD, reduces motor fluctuation in patients by
more than 50%. 4 The stimulation of the ventral capsule/ventral stria-
tum relieves the symptoms of patients with highly-resistant OCD. 5,6
Increased cerebral metabolism after the stimulation of the fornix has
been reported in patients with Alzheimer’s disease (AD). 7,8 However,
some adverse effects have been reported using current techniques. 9,10
For example, patients have experienced a decline in verbal fluency, ver-
bal long-term memory, or mental status after surgery, especially when
the surgical trajectories intersect the brain ventricles, or when the final
electrode is located far from the midpoint of the anterior to posterior
commissure (AC-PC) line. 11
Currently, only rigid straight needles are used to reach deep loca-
tions in the brain, which confines the feasible path between the entry
point and the target to a straight line. As an alternative, the use of a
flexible needle allows for curved paths in neurosurgery. Bevel-tipped
needles demonstrated the ability to reach several targets in cadaveric
models. 12 The active control of a tip angle has demonstrated the feasi-
bility of accessing a specific target region in a brain phantom employing
amagnetic tip 13 and a programmable bevel-tip. 14 However, to precisely
guide the flexible needle, surgical path planning is mandatory.
Computer-assisted planning methods have been suggested to sup-
port neurosurgeons by saving planning time and improving insertion
safety. 15,16 Suggested paths from automatic planning algorithms are
readily accepted by neurosurgeons. 17,18 However, these clinically avail-
able planning methods are only focused on straight paths. For curved
paths, planning becomes less intuitive, and different surgical and phys-
ical constraints must be considered. Furthermore, the motion interac-
tion of flexible needles with soft tissue, and the control efforts to guide
them, must be considered.
The motion planning problem for flexible needles has been well-
studied in the literature. A Markov decision process has been adapted
to compute discretized inputs to steer a flexible bevel-tip nee-
dle 19 and sampling-based algorithms such as rapidly-exploring random
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trees (RRT) combined with the reachability-guided strategy has been
presented in three-dimensional environments. 20 By using a distance
metric considering the nonholonomic constraints of flexible needles, an
RRT based algorithm was suggested. 21 A continuous curvature model
has been proposed to determine the optimal path for flexible needles in
neurosurgical applications 22, however, this has only beendemonstrated
in 2D. Full 3D neurosurgical planning for flexible needles has yet to be
reported.
This paper introduces a path planning method for flexible nee-
dles considering specific surgical and anatomical constraints in neuro-
surgery. Our approach adopts an RRT∗ sampling-based approach 23 and
incorporates the physical constraints of flexible needles. The feasibil-
ity of our approach is assessed on a realistic anatomical model of the
brain structures with two scenarios, targeting the STN for PD treat-
ment, and the fornix for mild AD treatment. We consider the use of a
magnetically guided flexible needle. The needle’s physical constraints,
previously introduced in 13, are incorporated into our generic path plan-
ning method. A set of realistic entry points are considered, and the best
feasible curved path is selected based on path length and safety criteria.
Our strategy results in a larger variety of feasible paths and entry points
than those consideredwith straight needles, and safer paths toward the
surgical target.
2 MATERIALS AND METHODS
2.1 Magnetically Guided Flexible Needle
Magnetically guided flexible needles can be used to aid electrode place-
ment, as depicted in Fig.1. The needle consists of a rigid magnetic tip
and a nonmagnetic flexible shaft connected with a ball joint. 13 Under
an external magnetic field controlled by a surgeon, magnetic torque  is
exerted on the magnetic needle tip as  = m × B, wherem is the mag-
netic moment, and B is the applied magnetic field. This torque deflects
the tip towards the field direction, subject to soft tissue and ball joint
constraints. Due to the asymmetric stress surrounding the tip, the nee-
dle penetrates soft tissue in a preferential direction while the needle is
linearly inserted, and retracted if necessary, at its distal end. Depending




. NB: the path planningmethod introduced here is generically
formulated and can be applied to any type of flexible needle.
2.2 Anatomical Brain Model
To simulate a realistic environment for planning DBS procedures, a 3D
model of the brain is utilized, which includes ventricles, arteries, and
veins. The models of the STN and fornix are also included as target
regions. The 3D model is voxelized with a resolution of 2 × 2 × 2 mm3
that simulates a data set acquired from MRI. These voxels are used
for collision detection in the algorithm with a radius of 2mm (rc =
2mm). The resolution of the voxel strongly affects the speed of the plan-
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FIGURE 1 Scheme of amagnetically guided flexible needle.
are iteratively required. We assume that we have access to preopera-
tivemagnetic resonance imaging (MRI), which specifies the geometry of
the brain, including the target region and obstacles to be avoided. The
automatic segmentation method to extract the geometry of anatomical
constraints frommedical images 24,25 are not discussed in this paper.
2.3 Surgical Constraints
To attain a successful surgical outcome, the target regions should be
reached within the planned paths without penetrating critical struc-
tures in the brain. This introduces several anatomical constraints. First,
the entry point is selected so that the midline is not penetrated. This
confines the entry point to the ipsilateral region of the target. The entry
point should be located posterior to the hairline due to cosmetic rea-
sons. The sulci are avoided as entry points, because there are often small
bloodvessels at its base. Lastly, ventricles and largebloodvessels should
be avoided to prevent leakage of cerebrospinal fluid and hemorrhage.
We also consider physical constraints related to our flexible needle.
First, the needle can only be steered along a continuous and smooth
path. This restricts our choice of available paths to a set of straight
lines or constant curvature curves that share a common tangent direc-
tion at their meeting point. Second, the needle has a minimum bend
radius based on its mechanical properties and interactionwith brain tis-
sue. Therefore, the final determined paths should not include segments




These anatomical and physical constraints are used as hard con-
straints in the planning algorithm and must be satisfied. 16 Any path
that does not satisfy these rules is rejected. The optimal solutions are
selected using the cost function within the planning algorithm, which is
further described in section 2.4.











FIGURE 2 A segment (i.e., edge E) in the path satisfying the collision-
free condition; dij > rc for all obstacles. Obstacles located farther than
d to the edgeE do not affect the cost function.
2.4 Cost Function
The goal of the planning algorithm is to find the safest path requiring the
least effort to steer the flexible needle to the target region. This crite-
rion can be considered in the planning algorithm using a cost function
which incorporates two cost terms: the path length and the distance
from obstacles. For each segment (i.e., an edge E) in the path, the cost
function is defined as
c(E) = a1fL + a2fD (1)
where fL and fD are the cost terms penalizing the path length and dis-
tance fromobstacles, respectively, and a1 and a2 are thepositiveweights
regulating the relative importance of each cost term. Here, the sum of
weights is equal to one.





where L is the length of the edge and Lmin is the possible minimum dis-
tance. For a straight path, fL is minimum. As the path becomes more
circuitous, a larger cost results. This represents the efficiency of the
path, as it relates to the insertion duration. This also indicates the effort
that is necessary to steer the needle.
The cost term fD incorporates the safety of the path by considering












dij if rc < dij ≤ d
d if d < dij
(3)
whereNo andNe are the number of obstacles and elements in the edge,
rc is the minimum admissible distance to obstacles, d is the maximum
distance abovewhich the cost function is not affected, dij is the distance
from the i-th obstacle to the j-th element in the edge in Fig.2.
2.5 Planning Approach
The planning algorithm computes feasible paths for a given initial
point and a target point by optimizing the cost function discussed in
section 2.4 and respecting the surgical constraints in section 2.3. Before
discussing the algorithm in detail, the primitive variables and functions
are introduced as follow.
• A point q (i.e., a vertex), encodes the three-dimensional position
and heading direction, its parent vertex, and the cost as qpos, qhead,
qparent , and qcost , respectively.
• An edge connects two vertices using Line or Curve.
• Line(qa, qb) connects two vertices through a straight-line path.
• Curve(qa, qb) connects two vertices with a constant curvature
path by considering the heading direction of qa.
• The set of vertices V and their corresponding edgesE structure
the tree T = (V ,E).
• Parent(q) returns theparent vertex.Aparent of an initial vertex
is itself as Parent(qinit ) = qinit .
• Cost(q) calculates the accumulated cost of the edges connecting
q from qinit as Cost(q) = Cost(Parent(q)) + c(E(Parent(q), q))
where c(E) determines the cost of the edgeE using (1). The cost
value of an initial vertex is zero as Cost(qinit) = 0.
• (qa, qb) computes the curvature of the edge connecting two
vertices qa and qb as
(qa, qb) =
2‖(qa.pos − qb.pos) × qb.head‖
‖qa.pos − qb.pos‖2
. (4)
• SampleFree randomly selects a random vertex qrand in the
obstacle free space.
• NearestReachable(T = (V ,E), q) determines the vertex in V




. We use the distancemeasure as 26
 = wdd
2 +w(1 − | cos |)2 (5)
where d and 1 − | cos | are measures in Euclidean distance and
orientation andwd andw are theweights for eachmeasure sat-
isfying wd + w = 1. Here, the distance measure is normalized
by the maximum distance between two vertices available in the
space. By incorporating the position and orientation in the dis-
tance measure, we can penalize the vertex that is near but that
requires a large effort to curve.
• Near(T = (V ,E), q, r) returns the vertices in V that are con-
tained in a sphere of radius r centered at q.a
• Steer(qa, qb) determines a new vertex by steering from qa to qb
with a predefined distance  > 0.
aThe radius is calculated as r = min
{
(log(card(V ))∕card(V ))(1∕3), 
}
where card(V ) is thenumberof vertices in the tree. Theasymptotic optimality
of RRT∗ requires the constant value  > (2(1 + 1∕3)1∕3)((Xfree)∕d )
1∕3 where
(Xfree) denotes the Lebesgue measure of the obstacle-free space, and d
denotes the volume of the unit sphere 23 .














FIGURE 3 Schematic of RRT∗ based path planning. Black spheres rep-
resent the existing vertices in the tree and the lines indicate the cor-
responding edges. (a) Determine qnearest to qrand among the existing ver-
tices using the distance measure. Steer to qnew with a reachability test
using the minimum bend radius of the flexible needle. (b) Connect qnew
through qmin, which gives the minimum cost among the vertices near
qnew. Reroute qnear through qnew if it gives a better cost than through its
parent. Yellow spheres show the vertices in the setQnear .
• CollisionFree(qa, qb) examines whether the edge connecting
two vertices qa and qb avoids collisions with obstacles. It returns
true if all elements in E satisfy the condition: dij > rc for all
obstacles in Fig.2, and false otherwise.
• Path(T ) determines the path from the goal region to the initial
point by searching the tree backward.
• MinimumCost(P ) selects the optimal one among the set of
paths P to minimize the cost.
The overall planning algorithm is described inAlg. 1. For a given entry
point qinit and target region Qgoal, the algorithm first finds a linear path
and a constant curvature path that directly connects them using the
function LinearPath and CurvePath, respectively.We also adopt an
RRT∗ based planning algorithm using RRTStarPath to determine the
tortuous path. These functions only return paths satisfying the surgical
constraints by checking the curvature of the path and collision to obsta-
cles. Among the valid paths, the optimal path is the one with minimum
cost.
In RRTStarPath, we explore the tree iteratively until it reaches
the goal region Qgoal, or when the maximum number of iteration N is
exceeded. At each iteration, the nearest vertex qnearest to qrand is selected
among the reachable set with the minimum distance measure. A new
Algorithm 1 3D path planning for flexible needles
Input : qinit , Qgoal
1: P ← LinearPath(qinit , Qgoal) ∪ CurvePath(qinit , Qgoal)
2: P ← P ∪ RRTStarPath(qinit , Qgoal, N)
3: Popt ← MinimumCost(P )
Output : Popt
P ← LinearPath(qinit , Qgoal)
1: E ← Line(qinit , Qgoal)
2: if CollisionFree(E) then
3: P ← E
4: else
5: P ← ∅
P ← CurvePath(qinit , Qgoal)
1: E ← Curve(qinit , Qgoal)




3: P ← E
4: else
5: P ← ∅
P ← RRTStarPath(qinit , Qgoal, N)
1: P ← ∅, V ← {qinit}, E ← ∅, cmin ← 0
2: while T ∩Qgoal = ∅ and i < N do
3: qrand ← SampleFree
4: qnearest ← NearestReachable(T , qrand)
5: qnew ← Steer(qnearest , qrand)
6: if CollisionFree(Curve(qnearest , qnew)) then
7: Qnear ← Near(T , qnew, r), V ← V ∪ {qnew}
8: qmin ← qnearest , cmin ← Cost(qnearest ) + c(Curve(qnearest , qnew))
9: for each qnear ∈ Qnear do
10: if CollisionFree(Curve(qnear , qnew)) and
11: Cost(qnear ) + c(Curve(qnear , qnew)) < cmin and




13: qmin ← qnear , cmin ← Cost(qnear ) + c(Curve(qnear , qnew))
14: E ← E ∪ {qmin, qnew}
15: for each qnear ∈ Qnear do
16: if CollisionFree(Curve(qnew, qnear )) and
17: Cost(qnew) + c(Curve(qnew, qnear )) < Cost(qnear ) and




19: qparent ← Parent(qnear )
20: E ← (E∖{(qparent , qnear )}) ∪ {(qnew, qnear )}
21: i ← i + 1
22: P ← Path(T )
vertex qnew is determined as in Fig.3 (a). The new vertex is connected
through the one with minimum cost, and if there exists any vertex that
gives a lower cost through the new one than its parent, it is rerouted
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FIGURE 4 Path planning results in two-dimensions. (a) Planning results as a function of the iteration number. For a given entry point and a target
region, the planning algorithm was ran forN = 1000. The path determined with a constant curvature is shown in green. RRTStarPath finds the
first feasible path after 94 iterations (blue) and the optimal one is determined after 926 iterations (red). The grey lines show the tree structure
from RRTStarPath. (b,c) Path planning results using different cost coefficients. Each black line shows the determined best path for each initial
configuration. The grey dots indicate the initial configurations that the algorithm could not find the feasible path within the iterations (N = 500).
The parameters used in simulations arewd = 0.5,w = 0.5, rd = 5mm, d = 20mm, and  = 8mm.
through the new one as in Fig.3 (b). These procedures provide solu-
tions converging to an optimal solution with reasonable computational
complexity. Once the new vertex reaches the goal region, the path is
determined by searching backwards to its parent vertex.
The choice of the path planner parameters, i.e., the number of iter-
ations N , the cost coefficients a1 and a2 in (1), and the weights for the
distance measure wd and w in (5), have an influence on the results of
RRTStarPath. Themaximumnumberof iterations, for example, affects
the optimality of the path and the computing time, as in Fig. 4 (a). The
tree structuremay not reach the goal regionwhen the iteration number
is too small and, thus, fails to determine the feasible path. With a large
number of iterations, the algorithm may find a path with a lower cost
despite an increased computing time.
The cost and thedistancemeasure also affect thefinal paths. The tree
structure grows depending on howwe choose the nearest vertex, which
is mainly determined by the distance measure.When the Euclidean dis-
tance is only considered, the algorithm may result in a circuitous tree
structure. The algorithm produces straighter and shorter maps when
the orientation is considered. In the process of connecting and rerout-
ing edges, the cost affects the growth of the tree structure. It is also
utilized in the last step of algorithm MinimumCost. The effect of cost
coefficients on the planning results are shown in Fig. 4 (b,c). When the
cost coefficient for path length is set to one (a1 = 1, a2 = 0), the short-
est path is selected as long as the path avoids collision with obstacles.
In this case, the paths determined from LinearPath and CurvePath
are usually selected as the final paths. The safest path is chosen when
the cost coefficient for obstacle avoidance is set to one (a1 = 0, a2 =
1). In this case, the iterative method RRTStarPath yields the optmal
path. These parameters affect the final path determined by the planning
algorithm, however, they do not violate obstacle avoidance constraints
and physical properties of flexible needles.
3 RESULTS
3.1 Path planning for targeting STN
The proposed path planning algorithm was used to determine the fea-
sible path by considering the anatomical constraints and the cost reg-
ulating its efficiency and safety. The maximum curvature allowed for
the flexible needle was 0.025mm−1. The distance d was set to 20mm,
implying that obstacles farther from the path than this distance are not
reflected in the cost. We incorporated the blood vessels and the ventri-
cles as the obstacles to be avoided with a minimum distance of 2mm.
The parameters used in the simulations were wd = 0.9, w = 0.1,  =
8mm, N = 1000, and the cost coefficients are arbitrarily chosen as
a1 = 0.1, a2 = 0.9.
The planning method was first applied to find the best feasible path
from the predefined single entry point to the STN, which is the most
common target region for PD. Figure 5 shows one path planning result
in 3D and in the projected image. The algorithm determined the feasi-
ble path from RRTStarPath with a lower cost (c = 9.8656) than the
one from CurvePath (c = 10.0149). For the same initial configura-
tion, the algorithm was repeated for one hundred trials. On average,
RRTStarPath determined the first feasible path after 85.14 ± 134.88
iterationswith the cost of 10.0003 ± 0.1064. Figure 6 also provides plots
of the average cost of the determined path from RRTStarPath and its
success rate versus the number of iterations run. Success rate is defined
as the rate with which RRTStarPath can find at least one feasible path
within the maximum number of iterations. As the number of iteration












FIGURE 5 (a) Path planning results for targeting STN in 3D. (b) A constant curvature (green line) and an RRT∗-based (red line) path overlaid on the
projected image of human brain CADmodel that includes ventricles and brain vessels. Themodel was projected in the frontal and lateral directions,
respectively.











































FIGURE 6 Performance of the planning approach. (a) The cost of the
best paths as a function of iterations averaged over 100 trials. (b) The
success rate of the algorithm as a function of iterations.
increases,we could further improve the resultant pathwith a lower cost.
When the number of iteration is small, such as N = 50, the algorithm
failed 31 out of 100 trials in finding the feasible path. This success rate
was improved to 100% as the number of iteration was raised to 750.
The planning algorithm to optimize the entry point is tested in the
same environment. To avoid an insertion point near the sulci, feasible
entry points were determined using the structure of the cerebrum, as
in Fig .7 (a). The initial configuration is determined with an exhaustive







FIGURE 7 Path planninng result with the entry point optimization. (a)
Feasible entry points considering the distance to sulci. Color-coded
maps showing theminimal distance to (b) vessels and (c) ventricles from
the best path determined and its cost (d) for each initial configuration.
show the minimal distance of the determined path to vessels and ven-
tricles, which range from 2mm to 8.1mm and 5.6mm, respectively. This
confirms that the planning algorithm followed the rule for obstacle
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FIGURE 8 Feasible entry points from (a) the proposed approach com-
pared to (b) the straight path.
avoidance with a minimum distance of 2mm. The entry points which
could provide feasible paths are only represented in the map. Although
most of the selected entry points result in a good distance to the ves-
sels, the minimal distance becomes larger toward the center of gyri.
As the entry point gets closer to the midline, it becomes harder to
reach the target nuclei with a simple path because of the ventricles in
between. The determined path has a safer trajectorywith respect to the
ventricles when it gets farther away from midline. The total cost map
demonstrated in Fig. 7 (d) is obtained using the cost function discussed
in section 2.4, concerning the distance fromobstacles and its associated
path length. Overall, the algorithm prefers an entry point toward the
center of gyri and lateral to themidline.
The algorithm takes 7ms to find a linear path and a constant curva-
ture path and 1.4 s to determine the tortuous path on average for 921
different entry points.
3.2 Path planning for targeting fornix
The proposed planning approach was also tested for a different target.
In treating AD, the goal is to bring the electrodes sufficiently close to
the fornix, usually its descending limbs, but still avoiding it. Reaching
the fornix is more demanding since it is surrounded by lateral ventri-
cles.Here, the results of theproposedplanningalgorithm is compared to
the straight path. It was possible to reach the target through 57% of the
given entry points, which is considerably larger than the straight path
which was only available for 23% of them. Figure 8 shows this differ-
ence by projecting the feasible entry points on the surface of cerebrum.
Most of the straight paths started from the pre-central gyrus, while the
curved paths provided entry points in the superior and medial frontal
gyrus. Ultimately, this rejectsmost of the straight paths targeting fornix.
Not only does the proposed planning approach provide a greater choice
of entry points, but it also suggest a safer surgical trajectory. The min-
imal distance to ventricle from the straight path ranged from 2mm to
3.38mm,while the path determined fromour approach could avoid ven-
tricles with a distance of 2mm to 4.06mm. The determined paths were
reviewed by two neurosurgeons, an experienced stereotactic neurosur-
geon (Lennart Stieglitz) and a resident neurosurgeon (Ajmal Zemmar),
and found theoretically superior comparedwith straight paths.
4 DISCUSSION
A new 3D path planning method is introduced to guide flexible nee-
dles along curved paths for DBS applications. We adopt an RRT∗ based
planning algorithm accounting for anatomical and flexible needle con-
straints. The path length and distance to obstacles are both considered
in a dedicated cost function used in the exploration of the tree, and in
the selection of the best path among a set of feasible paths and entry
points. Our method is evaluated in simulation using realistic anatomical
obstacles from a human brain CAD model and shows the ability to find
multiple curved paths from a set of predetermined feasible entry points
to the target region.
As compared to current DBS techniques, steering flexible needles
along curved paths using the proposed path planner presents several
advantages. First, many more entry points can be considered, and sec-
ond safer paths are selected (i.e., farther from obstacles). To this extent,
our method makes it possible to reach the target nuclei with a low-risk
path by avoiding ventricles and brain vessels from a safe distance, which
otherwise may cause a decline in verbal fluency, memory performance,
and hemorrhage.
The frontal and parietal lobe is considered as the entry region in our
approach. Entry was constrained to be in the ipsilateral region to the
target and posterior to the hairline. These anatomical constraints for
the entry points can be further extended by accommodating the func-
tional anatomyof thebrain. Somehighly important cortical regions, such
as the central lobe and Broca’s area, should be avoided. 27 The precen-
tral gyrus, the site of the primary motor cortex, is also to be avoided. 28
In planning for a target near the fornix, most straight paths started
from the precentral gyrus, while feasible curved paths provided entry
points in the superior andmedial frontal gyrus. Thus,most straight paths
for targeting the fornix are rejected, making our approach of inter-
est for providing safe paths to this region. Additional obstacles can be
added by neurosurgeons pre-operatively, which may increase proce-
dure time. However, pre-processing and planning constitute one of the
main steps in stereotactic surgeries. The neurosurgeon invests a con-
siderable amount of time for this part. Therefore, even if there is added
workload for the neurosurgeon during trajectory planning, it is worth
the extra time if it aids tomake the surgery safer and decrease operative
time and unknown intraoperative variables for the neurosurgeon.
The cost function coefficients a1 and a2, and the number of iterations
N , have an influence on the selected final path. However, these param-
eters do not affect the feasibility of the generated paths, because all
surgical constraints, including anatomical obstacles and physical prop-
erties of the flexible needles, are primarily considered in the algorithm.
Although neurosurgeons may choose different paths and their asso-
ciated cost coefficients on their own preference, the optimal set of
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cost coefficients can be further investigated by performing qualitative
evaluations that include user-experience questionnaire 15 and by mea-
sureing quantitative values, for example, distances of the determined
path to critical areas, such as sulci, vessels, and ventricles 29. The choice
of the number of iterations is a trade-off between the optimality of the
final path and computing time. For example, this number can be chosen
sufficiently high so that at least one feasible path is found for every con-
sidered entry point. However, this may increase computing time. As any
computer-assisted path planning method, our strategy requires a seg-
mentation process of the brain anatomy that is currently not performed
in the clinical workflow. Such a process can be time-consuming when
done manually, however, automatic segmentation methods can be fur-
ther considered for our application without necessarily leading to an
increase in the procedure time.
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