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ESTIMATES FOR HIGHER STEKLOV EIGENVALUES
LIANGWEI YANG AND CHENGJIE YU1
Abstract. In this paper, motivated by the work of Raulot and
Savo, we generalize Raulot-Savo’s estimate for the first Steklov
eigenvalues of Euclidean domains to higher Steklov eigenvalues.
1. Introduction
Let u be a smooth function on the boundary ∂M of a compact ori-
entable Riemannian manifold (Mn, g) with nonempty boundary and
uˆ be its harmonic extension on M . Then, the Dirichlet-to-Neumann
map or Steklov operator maps u to ∂uˆ
∂ν
where ν is the outward unit nor-
mal vector on ∂M . The spectrum of the Dirichlet-to-Neumann map
is discrete (See [18]). They are called Steklov eigenvalues of (M, g).
The Steklov eigenvalues have been extensively studied. For example
[2, 8, 9, 10, 11, 19, 20, 5, 6, 3, 4] obtained interesting estimates for
them. [7] makes an excellent survey for recent progresses of Steklov
eigenvalues.
Recently, Raulot and Savo [15] extended the notion of Steklov eigen-
values to differential forms. Let ω be a differential p-form on ∂M . Let
ωˆ be the tangential harmonic extension of ω. That is to say, ωˆ satisfies:
(1.1)


∆ωˆ = 0
ι∗ωˆ = ω
iνω = 0.
Here ι : ∂M → M is the natural inclusion. Then, the Dirichlet-to-
Neumann map for p-forms defined by Raulot-Savo [15] maps ω to iνdωˆ.
It is clear that, when p = 0, the Dirichlet-to-Neumann map defined by
Raulot and Savo coincides with the classical Dirichlet-to-Neumann map
for functions. It was shown in [15] that the spectrum of the Dirichlet-
to-Neumann map is also discrete. We can arrange them in ascending
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order(counting multiplicity) as:
0 ≤ σ
(p)
1 ≤ σ
(p)
2 ≤ · · · ≤ σ
(p)
k ≤ · · · .
They are called Steklov eigenvalues for p-forms.
In [14, 15, 16], Raulot and Savo obtained the following interesting
upper bounds for Steklov eigenvalues.
Theorem 1.1 (Raulot-Savo [14, 15, 16]). (1) Let (Mn, g) be a com-
pact orientable manifold with nonempty boundary. Then,
σ
(n−1)
1 (M) ≤
Vol(∂M)
Vol(M)
;
(2) Let Ω be a bounded domain with smooth boundary in Rn. Then
(a)
σ
(0)
2 (Ω) ≤
1
n
Vol(∂Ω)
Vol(Ω)
.
The equality holds if and only if Ω is a ball;
(b) When 1 ≤ p < n
2
,
σ
(p)
1 (Ω) <
p+ 1
n
Vol(∂Ω)
Vol(Ω)
;
(c) When p ≥ n
2
,
σ
(p)
1 (Ω) ≤
p + 1
n
Vol(∂Ω)
Vol(Ω)
.
The equality holds if and only if Ω is ball.
Other interesting estimates of Steklov eigenvalues for differential
forms are also obtained in [13]. The estimate (a) is also obtain in
[12] by a different method.
In this paper,motivated by the work of Raulot and Savo, we obtain
the follow general estimate for Steklov eigenvalues.
Theorem 1.2. Let (Mn, g) be a compact orientable Riemannian man-
ifold with nonempty boundary. Let V be the space of parallel exact
1-forms on M . Suppose that m = dim V > 0. Then
(1.2) σ
(p−1)
k+bp−1
(M) ≤
C
p−1
m−1
C
p
m + 1− k
Vol(∂M)
Vol(M)
for p = 1, 2, · · · , m and k = 1, 2, · · · , Cpm. Here C
p
m =
m(m−1)···(m−p+1)
p!
and bk denotes the k-th Betti number of M .
When M is a domain in Rn, dimV = n, the theorem above give
some generalized estimates with respect to Raulot-Savo’s result.
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Theorem 1.3. Let Ω be a bounded domain with smooth boundary in
R
n. Then
(1.3) σ
(p)
k+bp
(Ω) ≤
C
p
n−1
C
p+1
n + 1− k
Vol(∂Ω)
Vol(Ω)
for p = 0, 1, · · · , n−1 and k = 1, 2, · · · , Cp+1n . Here bp denotes the p-th
Betti number of Ω. Moreover, when k = 1 and p ≥ n
2
, the equality of
(1.3) holds if and only if Ω is a ball.
In [14], Raulot and Savo also obtained all the Steklov values of the
unit ball in Rn. The first several Steklov eigenvalues are as follows:
(1) σ
(0)
1 = 0, σ
(0)
2 = · · · = σ
(0)
n+1 = 1, · · · ;
(2) When 1 ≤ p < n
2
,
(1.4)
σ
(p)
1 = · · · = σ
(p)
C
p
n
=
(n+ 2)p
n
, σ
(p)
C
p
n+1
= · · · = σ
(p)
C
p
n+C
p+1
n
= p+ 1, · · · ;
(3) When n
2
≤ p ≤ n− 1,
(1.5)
σ
(p)
1 = · · · = σ
(p)
C
p+1
n
= p+ 1, σ
(p)
C
p+1
n +1
= · · · = σ
(p)
C
p
n+C
p+1
n
=
(n+ 2)p
n
, · · · ;
From this, we know that the estimate for higher Steklov eigenvalues
in (1.3) is not sharp for unit balls. However, when Ω is a strictly convex
domain in Rn, we have the following sharp estimate for higher Steklov
eigenvalues.
Theorem 1.4. Let Ω be a strictly convex bounded domain in Rn with
smooth boundary. Then,
(1)
(1.6) σ
(0)
k (Ω) ≤
1
nmin∂ΩK
·
Vol(Sn−1)
Vol(Ω)
for k = 2, 3, · · · , n + 1. The equality holds for some k =
2, 3, · · · , n+ 1 if and only if Ω is a ball;
(2) When 1 ≤ p < n
2
,
(1.7) σ
(p)
k (Ω) <
p+ 1
nmin∂ΩK
Vol(Sn−1)
Vol(Ω)
for k = 1, 2, · · · , Cpn and
(1.8) σ
(p)
k (Ω) ≤
p + 1
nmin∂ΩK
Vol(Sn−1)
Vol(Ω)
for k = Cpn + 1, · · · , C
p+1
n . The equality holds for some k =
Cpn + 1, · · · , C
p+1
n if and only if Ω is a ball;
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(3) When n
2
≤ p ≤ n− 1,
(1.9) σ
(p)
k (Ω) ≤
p + 1
nmin∂ΩK
Vol(Sn−1)
Vol(Ω)
for k = 1, 2, · · · , Cp+1n . The equality holds for some k = 1, 2, · · · , C
p+1
n
if and only if Ω is a ball.
Here K is the Gaussian curvature of ∂Ω.
The remaining part of the paper is organized as follows. In section
2, we prove the general estimate (1.2). In section 3, we prove Theorem
1.4.
2. A general estimate
In this section, we prove Theorem 1.2. The following lemma is the
key step to the proof our estimate which is motivated by Raulot-Savo
[14].
Lemma 2.1. Let (Mn, g) be a compact orientable Riemannian mani-
fold with nonempty boundary and V be a linear subspace of the space of
exact parallel p-forms on M for p ≥ 1. Suppose that dimV = m > 0.
Then
(2.1) σ
(p−1)
k+bp−1
(M) ≤ vk
for k = 1, 2, · · · , m. Here v1 ≤ v2 ≤ · · · ≤ vm are the eigenvalues of
the linear transformation A on V with
(2.2)
∫
M
〈Aξ, η〉dVM =
∫
∂M
〈iνξ, iνη〉dV∂M
for any ξ and η in V .
Proof. Let ξ1, ξ2, · · · , ξm be the eigenforms of v1, v2, · · · , vm respec-
tively. It is clear that we can assume that
(2.3)
∫
M
〈ξi, ξj〉dVM = 0
for i 6= j. Then
(2.4)
∫
∂M
〈iνξi, iνξj〉dV∂M =
∫
M
〈Aξi, ξj〉dVM = vi
∫
M
〈ξi, ξj〉dVM = 0
when i 6= j. Let θi ∈ A
p−1(M) be such that
dθi = ξi.
By the Hodge decomposition for compact Riemannian manifolds with
nonempty boundary (See [17]), we have
(2.5) θi = dαi + δβi + γi
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where βi ∈ A
p(M) with iνβi = 0 and γi ∈ H
p−1
N (M). Here
(2.6) HrN (M) = {γ ∈ A
r(M) | dγ = δγ = 0 and iνγ = 0}.
Choose γ˜i ∈ H
p−1
N (M), such that
(2.7) ωi = δβi + γ˜i ⊥L2(∂M) H
p−1
N (M).
Then dωi = ξi, iνωi = 0 and δωi = 0. Moreover, since ξi is parallel,
δξi = 0. So,
(2.8) ∆ωi = dδωi + δdωi = 0.
Let
Ek = span{ω1, ω2, · · · , ωk}
for k = 1, 2, · · · , m. Then dimEk = k and Ek ⊥L2(∂M) H
p−1
N (M). Let
α1, α2, · · · , αk, . . . be a complete orthonormal system of eigenforms for
positive eigenvalues for the Dirichlet-to-Neumann map on Ap−1(∂M).
By dimension reasons, we know that
(2.9) Ek ∩ span{αˆk, αˆk+1, · · · } 6= 0.
Let ω ∈ Ek ∩ span{αˆk, αˆk+1, · · · } with ω 6= 0.
Suppose that ω =
∑∞
i=k ciαˆi, then∫
∂M
‖iνdω‖
2dV∂M∫
M
‖dω‖2dVM
≥
∫
∂M
‖iνdω‖
2dV∂M∫
M
(‖dω‖2 + ‖δω‖2)dVM
=
∑∞
i=k σ
(p−1)
i+bp−1
2
c2i∑∞
i=k σ
(p−1)
i+bp−1
c2i
≥σ
(p−1)
k+bp−1
.
(2.10)
On the other hand, suppose that ω =
∑k
i=1 aiωi. Then∫
∂M
‖iνdω‖
2dV∂M∫
M
‖dω‖2dVM
=
∑k
i=1 via
2
i
∫
M
‖ξi‖
2dVM∑k
i=1 a
2
i
∫
M
‖ξi‖2dVM
≤ vk.(2.11)
Combining (2.10) and (2.11), we obtain the conclusion. 
The following lemma will be needed to obtain estimates of vk.
Lemma 2.2. Let H be a linear subspace of Rn of dimension m. Let
f(x) = a1x1 + · · ·+ anxn be a linear function on R
n. Then
(2.12)
∫
Sn−1∩H
f 2(x)dVSn−1∩H(x) ≤
Vol(Sm−1)
∑n
i=1 a
2
i
m
.
The equality holds if and only if (a1, a2, · · · , an) ∈ H.
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Proof. Without loss of generality, we can assume that
H = {(x1, x2, · · · , xn) | xm+1 = xm+2 = · · · = xn = 0}.
Then, ∫
Sn−1∩H
f 2(x)dVSn−1∩H(x) =
m∑
k=1
a2k
∫
Sm−1
x2kdx
=
∑m
k=1 a
2
kVol(S
m−1)
m
≤
Vol(Sm−1)
∑n
k=1 a
2
k
m
.
(2.13)
Equality holds only when am+1 = am+2 = · · · = an = 0. This completes
the proof. 
By Lemma 2.1, if we can estimate of the eigenvalues vk, then we get
estimate for Steklov eigenvalues. So, we come to estimate vk.
Lemma 2.3. Let (Mn, g) be a compact orientable Riemannian man-
ifold with nonempty boundary. Let V be the space of parallel exact
1-forms on M . Suppose that dimV = m > 0. Then,
(2.14) v
(p)
k ≤
C
p−1
m−1
C
p
m + 1− k
Vol(∂M)
Vol(M)
for k = 1, 2, · · · , Cpm and p = 1, 2, · · · , n. Here v
(p)
1 ≤ v
(p)
2 ≤ · · · ≤ v
(p)
C
p
m
is the eigenvalues of the linear transformation A(p) on ∧pV with
(2.15)
∫
M
〈
A(p)ξ, η
〉
dVM =
∫
∂M
〈iνξ, iνη〉dV∂M
for any ξ, η ∈ ∧pV .
Proof. Let ξ
(p)
1 , · · · , ξ
(p)
k−1 be the eigenforms for v
(p)
1 , · · · , v
(p)
k−1 respec-
tively that are orthogonal to each other. Let ω1, ω2, · · · , ωm be an
orthonormal basis for V . That is to say,
(2.16) 〈ωi, ωj〉 = δij .
Let e1, e2, · · · , em be the dual of ω1, ω2, · · · , ωm respectively. Let H ⊂
∧pV be the space of forms that are orthogonal to ξ
(p)
1 , ξ
(p)
2 , · · · , ξ
(p)
k−1,
and
(2.17)
S =


∑
1≤i1<i2<···<ip≤m
ai1i2···ipωi1 ∧ ωi2 · · · ∧ ωip
∣∣∣∣ ∑
1≤i1<i2<···<ip≤m
a2i1i2···ip = 1

 .
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Then, for any ξ ∈ S ∩H , we have
(2.18) vkVol(M) = vk
∫
M
‖ξ‖2dVM ≤
∫
∂M
‖iνξ‖
2dV∂M .
Integrating the last inequality against ξ over S ∩H , we have
vkVol(M)Vol(S
C
p
m−k) ≤
∫
∂M
∫
S∩H
‖iνξ‖
2dξdV∂M =
∫
∂M
∫
S∩H
‖iν⊤ξ‖
2dξdV∂M
(2.19)
where ν⊤ is the orthogonal projection of ν onto span{e1, e2, · · · , em}.
Without loss of generality, we can suppose that ν⊤ = ν1e1 with
|ν1| ≤ 1. Then∫
S∩H
‖iν⊤ξ‖
2dξ =ν21
∫
S∩H
‖ie1ξ‖
2dξ
=ν21
∑
2≤i2<i3<···<ip≤m
∫
S∩H
a21i2···ipda
≤
C
p−1
m−1Vol(S
C
p
m−k)
C
p
m − k + 1
(2.20)
by Lemma 2.2. Substituting (2.20) into (2.19), we obtain the conclu-
sion. 
Now, combining Lemma 2.1 and Lemma 2.3, we obtain Theorem 1.2.
The inequality (1.3) in Theorem 1.3 is a direct corollary of Theorem
1.2. The proof of the equality case in Theorem 1.3 is just the same as
the proof the equality case in Theorem 5 of [14].
3. Eigenvalue estimates on convex domains in Rn
In this section, we come to prove Theorem 1.4. The argument is just
a simple use of coarea formula to estimate the integral in (2.19).
Proof of Theorem 1.4. Since Ω is strictly convex, b0(Ω) = 1 and bp(Ω) =
0 for p = 1, 2, · · · , n. By Lemma 2.1, we only need to estimate the v
(p)
k
in Lemma 2.3 for this case.
Let ξ
(p)
1 , · · · , ξ
(p)
k−1 be the eigenforms for v
(p)
1 , · · · , v
(p)
k−1 respectively
that are orthogonal to each other. Let
(3.1)
S =


∑
1≤i1<i2<···<ip≤n
ai1i2···ipdxi1 ∧ dxi2 · · · ∧ dxip
∣∣∣∣ ∑
1≤i1<i2<···<ip≤n
a2i1i2···ip = 1

 ,
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andH ⊂ ∧pRn be the space of p-forms that are orthogonal to ξ
(p)
1 , ξ
(p)
2 , · · · , ξ
(p)
k−1.
Then, for any ξ ∈ S ∩H , we have
(3.2) v
(p)
k Vol(Ω) = v
(p)
k
∫
M
‖ξ‖2dVM ≤
∫
∂M
‖iνξ‖
2dV∂M .
Integrating the last inequality against ξ over S ∩H , we have
v
(p)
k Vol(Ω)Vol(S
C
p
m−k)
≤
∫
∂Ω
∫
S∩H
‖iνξ‖
2dξdV∂Ω
=
∫
∂Ω
∫
S∩H
‖iνξ‖
2dξdV∂Ω
=
∫
S∩H
∫
Sn−1
‖iXξ‖
2
K
dVSn−1(X)dξ
≤
1
min∂ΩK
∫
S∩H
∫
Sn−1
‖iXξ‖
2dVSn−1(X)dξ
=
1
min∂ΩK
∫
S∩H
∫
Sn−1
∑
1≤i2<i3<···<ip≤n
(
n∑
i1=1
Xi1ai1i2···ip
)2
dVSn−1(X)da
=
1
min∂ΩK
∫
S∩H
∫
Sn−1
∑
1≤i2<i3<···<ip≤n
n∑
i1=1
X2i1a
2
i1i2···ip
dVSn−1(X)da
=
V (Sn−1)
nmin∂ΩK
∫
S∩H
∑
1≤i2<i3<···<ip≤n
n∑
i1=1
a2i1i2···ipda
=
pV (Sn−1)
nmin∂ΩK
∫
S∩H
∑
1≤i1<i2<i3<···<ip≤n
a2i1i2···ipda
=
pVol(Sn−1)Vol(SC
p
m−k)
nmin∂ΩK
.
(3.3)
Here we have used the co-area formula and that the Jacobian of the
Gauss map is the Gaussian curvature. Note that we have also skew
symmetrically extended ai1i2···ip in their indices.
When equality of (3.3) is true, we know that K ≡ min∂ΩK is a
constant. This implies that Ω is a ball. Combining this and Raulot-
Savo’s result (1.4) and (1.5) give us the conclusion.

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