In this paper it is considered a new class of nonlinear di erential equations that arises in the study of some di usion processes. The authors present an existence and uniqueness result by constructing a sequence of approximate solutions. Theoretical and numerical aspects are considered.
Introduction
Di usion processes are very important and they appear in many applications ranging from the study of a system of interacting di usive particles with ÿnite range random interaction [4] to the growth on aluminium cluster surfaces [15] .
Nonlinear di usion equations arise also in a variety of problems from semiconductor fabrication [7] and the determination of the equivalent internal heat source from surface temperature measurements in microwave processing of materials in [5] , to the properties of electromagnetic ÿelds in superconductors with ideal and gradual resistive transitions [9] .
The nonlinear di erential equation has been studied in connection with semiconductor fabrication [6] , inÿltration of water from reservoirs [11] and the problem of the di usion of a dopant throught a semiconductor [2, 12, 14] . Indeed, in the case of high concentration of the di usivity of some dopants, if one looks for weak solutions having the form of similarity solutions [6, 7, 12] , then one has to solve a problem of the type (1.1) -(1.3). Obviously, u ≡ 0 is a solution of (1.1) -(1.3), but the existence, uniqueness and approximation of a nonnegative and nontrivial solution are the questions of physical interest.
We note that Eq. (1.1) is of the form
Equations of this type were considered, for instance, in [3] . Recently, in [10] , it was studied the more general equation
In that reference, di erent choices for k and f are considered. For instance, the classical case
and the new situation
u ;
in the spirit of some problems presented in [13] . The purpose of this paper is to present some results on existence, uniqueness and approximation of solutions to some general di usion equations. Indeed, we shall deal with the following nonlinear equation:
u(x))u(x) for a:e: x ∈ I = [0; ]; (1.6) where 0¡ ¡∞, together with the conditions
We will refer to problem (1.6) -(1.8) as problem (P). Note that for g ≡ 0 we have Eq. (1.5).
As a particular case, we consider the following nonlinear di usion problem
for a:e: x ∈ I = [0; ]; (1.9) where 0¡ ¡∞, together with conditions (1.7) -(1.8).
We note that we know of no previous work on this particular equation.
Finally, the theoretical considerations are illustrated for this new example with a numerical approximation that indicates that the monotone iterative scheme that gives the sequence of approximate solutions is indeed e ciently convergent.
Preliminary results

General assumptions
Throughout this paper, we shall assume the following conditions over our problem. We suppose that k : [0; ∞) → [0; ∞) is a continuous function, di erentiable for u¿0 such that k(0) = 0, k(x)¿0 for x¿0, k ¿0 and k is nondecreasing. On the other hand, we assume that f : I → [0; ∞) is continuously di erentiable, nonincreasing and f(0)¿0.
In order to establish su cient conditions for the existence of solution to problem (P), we shall require weaker assumptions over g than those we shall need to prove uniqueness. For the existence of solution it su ces to require the next hypothesis over g:
is continuous for a.e. x ∈ I and there exists ∈ L 1 (I ) such that g(x; u)6 (x) for a.e. x ∈ I and all u ∈ [0; ∞). Moreover, we suppose that g(x; ·) is nondecreasing for a.e. x ∈ I .
Concept of solution
We are interested, as in [10] , in nontrivial solutions of problem (P). In this case we look for some u ∈ C(I ) ∩ C 1 ((0; ]) such that u(x)¿0 for x¿0, k(u)u ∈ W 1;1 (I ) and satisfying (1.6) -(1.8). Let
Consider now the operator T : K 0 → C(I ) deÿned as follows:
and W −1 is the inverse function of
Note that assumptions on k imply W −1 is well deÿned and increasing on (0; ∞). The following result reduces our problem to ÿnd ÿxed points of the previous operator.
Conversely; if u ∈ K 0 is a ÿxed point of T then u ∈ C(I )∩C 1 ((0; ]); u(x)¿0 for x¿0; k(u)u ∈ W 1;1 (I ) and u is a solution of (P).
Proof. Assume that u ∈ K 0 is a solution of (P). We know that k(u)u ∈ W 1;1 (I ) and
then, using condition (1.8) we can write
We also know that u ∈ C 1 ((0; ]) ∩ C(I ) and u(0) = 0, then
now we can integrate (2.4) from 0 to x¿0 and we obtain
i.e, u = Tu. Conversely, assume that u ∈ K 0 is such that u = Tu, i.e.,
On the other hand, using that f 60; g¿0 and u(x)¿0 for x¿0, we have that W (u(x))¿0 for x ∈ (0; ]. Since W −1 is continuous for y¿0 and continuously di erentiable for y¿0, we have
Di erentiating (2.5) in x ∈ (0; ), we have
and then k(u)u ∈ W 1;1 (I ) and
Moreover, integrating by parts
and passing to the limit when h → 0 + we obtain
and thus
u(x))u(x) for a:e: x ∈ I:
Lower and upper solutions
Lemma 2.2. If u ∈ K 0 is a solution of (2:3); then u is a strictly increasing function satisfying the following a priori estimates:
where
and by · 1 we denote the L 1 (I )-norm.
Proof. Using that u is a ÿxed point of T we have expression (2.6).
Since f 60, g¿0 and u ∈ K 0 we have u ¿0 for x¿0, so u is a strictly increasing function. Then, using (2.6) we have
(2.10)
Then, since u¿0 on (0; ] we can divide by u, integrate from 0 to x, and we obtain
Remark 2.1. Note that and belong to K 0 . On the other hand, if v ∈ K 0 then Tv ∈ K 0 because (Tv)(0) = 0 and
Lemma 2.3. Assume that v 1 ; v 2 ∈ K 0 and v 1 6v 2 ; then Tv 1 6Tv 2 .
Proof. Using that g(t; ·) is nondecreasing, we have
Now the monotonicity of W implies (Tv 1 )(x)6(Tv 2 )(x):
Solvability of the operator equation
We have the following lemma. Proof. To prove (3.1) is equivalent to show
since W is increasing. Taking into account that g¿0 and f 60 we have
Integrating, we obtain (
On the other hand, since is increasing
and then (3.2) is deduced.
Proof. Let {v n } ⊂ [ ; ], since T is nondecreasing and in virtue of Lemma 3.1 we have (x)6Tv n (x)6 (x) for n ∈ N;
then {Tv n } is bounded. On the other hand, since g(x; ·) and k are nondecreasing functions and (3.1) we have
for all x¿0. And since f(0)¿0, the regularity of f implies there exist c ∈ (0; f(0)) and ∈ (0; ] such that f(x)¿c on (0; );
; x∈ (0; ):
Since V −1 is concave and 0¡c=[f(0)+ 1 ]¡1 we obtain that
for all x ∈ (0; ):
The right hand of this last inequality is an integrable function on (0; ) (see [10] ), and hence [T (v n )] is bounded by an integrable function, independent of n. So {Tv n } is uniformly equicontinuous.
The following abstract result [1] assures the existence of extremal solutions of (2.3) between and .
Theorem 3.1. Let E be a Banach space and C a normal cone with nonempty interior. Consider the order generated by C; that is; u6v if and only if v − u ∈ C.
Let A : D(A) ⊂ E → E be an operator such that is a lower solution for u = Au and ÿ is an upper solution. Further assume 6ÿ.
Assume that A : [ ; ÿ] → [ ; ÿ] is compact and monotone nondecreasing with respect to C; i.e.;
u6v ⇒ Au6Av:
Deÿne the sequences 0 = ; n = A( n−1 ); and ÿ 0 = ÿ; ÿ n = A(ÿ n−1 ). Then { n } → u m and {ÿ n } → u M ; where u m and u M are the minimal and the maximal ÿxed points of A in the interval [ ; ÿ]; that is; if u is a ÿxed point of A in [ ; ÿ] then u m 6u6u M . Furthermore; we have the error estimates n 6u m 6u M 6ÿ n for n = 1; 2; : : : :
Applying this result to our problem it follows immediately the main result:
Theorem 3.2. Problem (P) possesses at least one nontrivial nonnegative solution.
Proof. Use Theorem 3.1 considering the Banach space E = C(I ), the cone C = K 0 , the operator A = T , the lower solution = and the upper solution ÿ = .
The sequences 0 = ; n = T ( n−1 ), and 0 = , n = T ( n−1 ) converge, respectively, to the minimal and the maximal solution of problem (P) in the functional interval [ ; ].
Remark 3.1. It is possible to obtain solutions on [0; ∞) by letting → ∞. Then we obtain solutions on W 1;1 locally, that is, on W 1;1 (0; ) for every ¿0.
Uniqueness and approximation
In this section we shall derive su cient conditions for uniqueness of solutions to some problems of the type of (P). Besides the conditions imposed over g in the previous section, we must impose that g(x; u)u − g(x; v)v6 (x)(u − v) for a:e: x ∈ I and for u¿v¿0;
where ∈ L 1 (I ) is the bound on g given in the General assumptions. Clearly, for all v 1 ; v 2 ∈ [ ; ], we have
Deÿne the numbers
x ∈ (0; ] ; n = 1; 2; : : :
(the deÿnitions of n and n are those presented in the proof of Theorem 3.2) and let
Now, we can formulate Proof. By the mean value theorem, we have
[g(r; n−1 ) n−1 (r) − g(r; n−1 ) n−1 (r)] dr ds ; now, using the deÿnition of d n−1 and condition (4.1) we arrive at
ÿnally, using the fact that is increasing, we have
; x∈ (0; ]: (4.5)
On the other hand we have
Now call
Obviously, H 1 (0) = 0 = H 2 (0). Moreover,
then we can conclude, from (4.5), (4.6) and the previous calculations, that Moreover; let u be the solution of (2:3). We have the following estimates:
and u(x) − n (x)6 n (x); x∈ [0; ]: (4.10)
An example
The following special case of (P) was considered in [10] :
In that reference they show this problem has a unique solution on I between and , for any m¿2.
Consider that same problem but take
This problem was presented in the introduction as problem (1:9)-(1:7)-(1:8).
Obviously, g is a continuous function, g(x; ·) is nondecreasing for all x ∈ I and g¿0. Moreover, it is easy to verify that
for all x ∈ I and u¿v¿0, so if we take (x) = 1 for all x ∈ I , then condition (4.1) is fulÿlled. In this case we have that and . In this situation the solution can be approximated by n or n for n large. On the other hand, and are good approximations of the solution for su ciently large values of m. We examine numerically this example to approximate the solution of this problem. In Fig. 1 we present the lower solution , the upper solution , and the iterates 10 This makes 10 and 10 almost undistinguished and their graphs appear as a single thicker line. Thus, we plot them in Fig. 2 for x ∈ [9=10; 1]. The method is based on a ÿxed-point iteration and hence has only a linear convergence rate (see, for instance, [8] ).
The rate can be probably made quadratic by applying some adequate schemes but this is beyond the scope of this work.
