Introduction
In this paper we consider the eigenvalue problem, intersection theory of homogenous spaces (in particular, the Horn problem) and the saturation problem for the symplectic and odd orthogonal groups. The classical embeddings of these groups in the special linear groups will play an important role. We deduce properties for these classical groups from the known properties for the special linear groups. The tangent space techniques from [B 1 ] play a crucial role. Another crucial ingredient is the relationship between the intersection theory of the homogeneous spaces for Sp(2n) and SO(2n + 1).
Let G be a semisimple, connected, complex algebraic group with a maximal compact subgroup K. Let h + be the positive Weyl chamber of G. Then, there is a bijection C : h + → k/K, x → ix, where k is the Lie algebra of K, K acts on k by the adjoint representation and ix denotes the K-conjugacy class of ix. Define the eigencone (for any s ≥ 1): Γ(s, K) = {(k 1 , . . . ,k s ) ∈ (k/K) s : ∃k j ∈k j with s j=1 k j = 0}.
For an algebraic group homomorphism G → G ′ which takes K → K ′ , there is an induced map Γ(s, K) → Γ(s, K ′ ). Therefore, Γ(s, K) is functorial. In the case of Sp(2n) ֒→ SL(2n) (similarly SO(2n + 1) ֒→ SL(2n + 1)), we have stronger properties described below:
Let h Sp(2n) be the Cartan subalgebra for Sp(2n) and similarly for SO(2n + 1), SL(2n) and SL(2n + 1). There are natural (linear) embeddings (see Sections 2.2 and 2.3): Identify k/K with h + under C as above. We state our first main theorem (cf. Theorem 33):
(a) For h 1 , . . . , h s ∈ h Sp(2n) + , (h 1 , . . . , h s ) ∈ Γ(s, Sp(2n)) ⇔ (h 1 , . . . , h s ) ∈ Γ(s, SU(2n)).
(b) For h 1 , . . . , h s ∈ h SO(2n+1) + , (h 1 , . . . , h s ) ∈ Γ(s, SO(2n + 1)) ⇔ (h 1 , . . . , h s ) ∈ Γ(s, SU(2n + 1)).
Our proof of this theorem is a consequence of a surprising result in intersection theory described below.
1.1. Intersection theory. Let V be a 2n-dimensional complex vector space equipped with a nondegenerate symplectic form , . Recall that if A = {a 1 < a 2 < · · · < a m } is a subset of [2n] := {1, . . . , 2n} of cardinality m and F • a complete flag on C 2n , then, by definition, the corresponding Schubert cell Ω A (F • ) := {X ∈ Gr(m, C 2n ) : dim X ∩ F u = ℓ for a ℓ ≤ u < a ℓ+1 , ℓ = 1, . . . , m}, where Gr(m, C 2n ) is the ordinary Grassmannian of m-dimensional subspaces of C 2n . Let A 1 , . . . , A s be subsets of [2n] each of cardinality m. Let E 1
• , . . . , E s
• be complete isotropic flags on V in general position. The following second main theorem (cf. Theorem 10) is a key technical result that underlies the proof of the first main theorem and, in fact, is central to our paper. We remark that the above intersection result is false for SO(2n), since Corollary 11 can easily seen to be violated in this case even for m = 1.
1.2. The saturation problem. Any dominant weight λ of SL(2n) restricts to a dominant weight λ C of the symplectic group Sp(2n). Similarly, any dominant weight λ of SL(2n + 1) restricts to a dominant weight λ B of the orthogonal group SO(2n + 1). The following theorem (cf. Theorem 41) is proved geometrically by the method of "theta sections". We obtain invariants in tensor products by constructing divisors in the products of isotropic flag varieties ("the theta divisor"). This technique originates in our context in [B 2 ]. In addition to methods from [B 2 ], [B 1 ], we use some ideas of Schofield [S] in a crucial manner. Using the saturation theorem of Knutson-Tao [KT] , together with our Theorems 4 and 1, we obtain the following improvement of the general Kapovich-Millson saturation theorem in the case of Sp(2n) (cf. Theorem 43).
Theorem 6. Given dominant integral weights µ 1 , . . . , µ s of Sp(2n), the following are equivalent:
(1) For some N ≥ 1, the tensor product of representations of Sp (2n) By carrying out a similar analysis for the odd orthogonal groups, we obtain the following (cf. Theorem 44).
Theorem 7.
Given dominant integral weights ν 1 , . . . , ν s of SO(2n + 1), the following are equivalent:
(1) For some N ≥ 1, the tensor product of representations with highest weights Nν 1 , . . . , Nν s has a nonzero SO(2n + 1)-invariant. (2) The tensor product of representations with highest weights 2ν 1 , . . . , 2ν s has a nonzero SO(2n + 1)-invariant.
1.3. Horn's problem for symplectic and odd orthogonal groups. There are two senses in which the term "Horn's problem" is generally applied:
(A) Determination of a system of inequalities for the eigencone Γ(s, K), which is "cohomology free" (but perhaps recursive). (B) A system of inequalities characterizing nonvanishing structure coefficients in the cohomology H * (G/P ) with the standard cup product and also (H * (G/P ), ⊙ 0 ), where recall that ⊙ 0 is a deformation of the cup product in the cohomology of the flag variety G/P introduced in [BK] . In this paper, we only consider the question in the case of (H * (G/P ), ⊙ 0 ). The system of inequalities can reasonably be expected to be parameterized by the cohomology (H * (L/Q), ⊙ 0 ), where L is a Levi subgroup of G and Q ⊂ L is a parabolic subgroup. It was suggested in [BK] that nonvanishing structure coefficients in the deformed cohomology can be characterized recursively. Recently, Richmond [R] showed that the cohomology (H * (SL n /P ), ⊙ 0 ) of partial flag varieties is strongly recursive (not just nonvanishing of structure coefficients, but also the actual structure coefficients). We consider (A) and (B) for the groups G = Sp(2n) and SO(2n + 1). Theorems 4 and 5 imply (A), because the eigenvalue problem for the special linear groups is recursive by Horn's original conjecture, proved by the combined works of ] for a survey).
It follows from [BK] that (B) implies (A). We reduce the Horn problem (B) for (H * (G/P ), ⊙ 0 ) for the groups G = Sp(2n) and SO(2n + 1) and maximal parabolic subgroups P to the corresponding problem for the Lagrangian Grassmannians in Sections 8 and 9 (cf. Theorems 48 and 51). Now, the Horn problem for the Lagrangian Grassmannians was solved by Purbhoo-Sottile [PS] . It should be noted that the solution of (A) obtained through the solution for (B) is different from the one obtained from Theorems 4 and 5.
We make a conjecture (cf. Conjecture 47) generalizing many of the results in the paper for a diagram automorphism of G.
We establish the basic notation in Section 2 and use them through the paper often without further explanation.
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Notation and Preliminaries
Let G be a connected semisimple complex algebraic group. We fix a Borel subgroup B and a maximal torus H ⊂ B. Their Lie algebras are denoted by the corresponding Gothic characters: g, b, h respectively. Let W = N(H)/H be the Weyl group of G, N(H) being the normalizer of H in G. Let R + ⊂ h * be the set of positive roots (i.e., the set of roots of b) and ∆ = {α 1 , . . . , α n } ⊂ R + the set of simple roots. Let {α ∨ 1 , . . . , α ∨ n } ⊂ h be the set of corresponding simple coroots and {s 1 , . . . , s n } ⊂ W be the set of corresponding simple reflections. Let h + ⊂ h be the dominant chamber defined by
where R + is the set of nonnegative real numbers. For any 1 ≤ i ≤ n, let ω i ∈ h * denote the i-th fundamental weight defined by
Let B ⊂ P be a (standard) parabolic subgroup with the unique Levi subgroup L containing H. We denote by W P the set of minimal-length coset representatives in the W P -cosets W/W P , where W P is the Weyl group of P (which is, by definition, the Weyl group of the Levi subgroup L). For any w ∈ W P , we have the Bruhat cell Λ P w := BwP/P ⊂ G/P. This is a locally closed subset of the flag variety G/P isomorphic to the affine space A ℓ(w) , ℓ(w) being the length of w. Its closure is denoted byΛ P w , which is an irreducible projective variety (of dimension ℓ(w)). We denote by
the cycle class of the subvarietyΛ P w , where H * (G/P ) is the singular cohomology of G/P with integral coefficients. Then, by the Bruhat decomposition, {[Λ P w ]} w∈W P is an integral basis of H * (G/P ). Define the basis {x 1 , . . . , x n } of h dual to the basis {α 1 , . . . , α n } of h * , i.e., α j (x i ) = δ i,j . Let X(H) + be the set of dominant characters of H. For any λ ∈ X(H) + , let V λ be the finite dimensional irreducible G-module with highest weight λ. This sets up a bijective correspondence between X(H) + and the set of isomorphism classes of finite dimensional irreducible G-modules. Taking the derivative, we get an embedding X(H) + ֒→ D, where
} is the set of dominant weights. If G is simply-connected, X(H) + can be identified with
where Z + is the set of nonnegative integers.
We now give more specific details about the groups SL(n + 1), Sp(2n) and SO(2n + 1) below (see, e.g., [BL, Chapter 3] ), since they will be of special interest to us in the paper.
2.1. Special Linear Group SL(n + 1). In this case we take B to be the (standard) Borel subgroup consisting of upper triangular matrices of determinant 1 and H to be the subgroup consisting of diagonal matrices (of determinant 1). Then, h = {t = diag(t 1 , . . . , t n+1 ) :
t i = 0}, and h + = {t ∈ h : t i ∈ R and t 1 ≥ · · · ≥ t n+1 }. For any 1 ≤ i ≤ n,
where 1 is placed in the i-th place.
The Weyl group W can be identified with the symmetric group S n+1 which acts via the permutation of the coordinates of t. Let {r 1 , . . . , r n } ⊂ S n+1 be the (simple) reflections corresponding to the simple roots {α 1 , . . . , α n } respectively. Then,
For any 1 ≤ m ≤ n, let P m ⊃ B be the (standard) maximal parabolic subgroup of SL(n + 1) such that its unique Levi subgroup L m containing H has for its simple roots {α 1 , . . . ,α m , . . . , α n }. Then, SL(n + 1)/P m can be identified with the Grassmannian Gr(m, n + 1) = Gr(m, C n+1 ) of m-dimensional subspaces of C n+1 . Moreover, the set of minimal coset representatives W Pm of W/W Pm can be identified with the set of m-tuples
Any such m-tuple A represents the permutation
where {a m+1 < · · · < a n+1 } = [n + 1] \ {a 1 , . . . , a m } and [n + 1] := {1, . . . , n + 1}.
For a complete flag
, and A ∈ S(m, n + 1), define the corresponding shifted Schubert cell inside Gr(m, n + 1):
where we set a 0 = 0 and a m+1 = n + 1. Then, 2.2. Symplectic Group Sp(2n). Let V = C 2n be equipped with the nondegenerate symplectic form , so that its matrix e i , e j 1≤i,j≤2n in the standard basis {e 1 , . . . , e 2n } is given by
where J is the anti-diagonal matrix (1, . . . , 1) of size n. Let Sp(2n) := {g ∈ SL(2n) : g leaves the form , invariant} be the associated symplectic group. Clearly, Sp(2n) can be realized as the fixed point subgroup G σ under the involution σ : 
Let ∆ C = {β 1 , . . . , β n } be the set of simple roots. Then, for any 1 ≤ i ≤ n, β i = α i|h C , where {α 1 , . . . , α 2n−1 } are the simple roots of SL(2n). The corresponding (simple) coroots {β
Thus,
. . , t n , −t n , . . . , −t 1 ) : each t i is real and t 1 ≥ · · · ≥ t n ≥ 0}. Moreover, h A 2n−1 + is σ-stable and
Let {s 1 , . . . , s n } be the (simple) reflections in the Weyl group W C = W Cn of Sp(2n) corresponding to the simple roots {β 1 , . . . , β n } respectively. Since H A 2n−1 is σ-stable, there is an induced action of σ on the Weyl group S 2n of SL(2n). The Weyl group W C can be identified with the subgroup of S 2n consisting of σ-invariants:
In particular, w = (a 1 , . . . , a 2n ) ∈ W C is determined from (a 1 , . . . , a n ). Under the inclusion W C ⊂ S 2n , we have
where ℓ C (w) denotes the length of w as an element of the Weyl group W C of Sp(2n) and similarly for ℓ A 2n−1 . For 1 ≤ r ≤ n, we let IG(r, 2n) = IG(r, V ) to be the set of r-dimensional isotropic subspaces of V with respect to the form , , i.e., IG(r, 2n) := {M ∈ Gr(r, 2n) :
Then, it is the quotient Sp(2n)/P C r of Sp(2n) by the standard maximal parabolic subgroup P 
Definition 9. A complete flag For any I ∈ S(r, 2n) and any isotropic flag E • , we have the corresponding shifted Schubert cell inside IG(r, V ):
where we set i 0 = 0 and i r+1 = 2n. Clearly, set theoretically,
this is also a scheme theoretic equality (cf. Proposition 16 (4)). Moreover, For the standard flag
2.3. Special Orthogonal Group SO(2n + 1). Let V ′ = C 2n+1 be equipped with the nondegenerate symmetric form , so that its matrix E = e i , e j 1≤i,j≤2n+1 (in the standard basis {e 1 , . . . , e 2n+1 }) is the (2n + 1) × (2n + 1) antidiagonal matrix with 1 ′ s all along the antidiagonal except at the (n + 1, n + 1)-th place where the entry is 2. Note that the associated quadratic form on V ′ is given by
Let SO(2n + 1) := {g ∈ SL(2n + 1) : g leaves the quadratic form Q invariant} be the associated special orthogonal group. Clearly, SO(2n + 1) can be realized as the fixed point subgroup G θ under the involution θ : 
This allows us to identify h C with h B under the map diag(t 1 , . . . , t n , −t n , . . . , −t 1 ) → diag(t 1 , . . . , t n , 0, −t n , . . . , −t 1 ).
Let ∆ B = {δ 1 , . . . , δ n } be the set of simple roots. Then, for any 1 ≤ i ≤ n, δ i = α i|h B , where {α 1 , . . . , α 2n } are the simple roots of SL(2n + 1). The corresponding (simple) coroots {δ 
In particular, w = (a 1 , . . . , a 2n+1 ) ∈ W B is determined from (a 1 , . . . , a n ). (Observe that a n+1 = n + 1.) We can identify the Weyl groups W C ≃ W B under the map (a 1 , . . . , a 2n ) → (a 1 , . . . , a n , n + 1, a n+1 + 1, . . . , a 2n + 1).
Under the inclusion W B ⊂ S 2n+1 , we have
For 1 ≤ r ≤ n, we let OG(r, 2n + 1) = OG(r, V ′ ) to be the set of r-dimensional isotropic subspaces of V ′ with respect to the quadratic form Q, i.e.,
Then, it is the quotient SO(2n+1)/P is identified with the set S ′ (r, 2n + 1) = {J := 1 ≤ j 1 < · · · < j r ≤ 2n + 1, j p = n + 1 for any p and J ∩J ′ = ∅},
Any such J represents the permutation w
. Similar to the Definition 9 of isotropic flags on V , we have the notion of isotropic flags on V ′ . Then, for an isotropic flag E 
for any 0 ≤ ℓ ≤ r and any j ℓ ≤ a < j ℓ+1 , dim M ∩ E ′ a = ℓ}, where we set j 0 = 0 and j r+1 = 2n + 1. Clearly, set theoretically,
this is also a scheme theoretic equality. Moreover,
) and its cycle class in H * (OG(r, V ′ )) (which does not depend upon the choice of the isotropic flag E
3. Isotropic flags and proper intersection of Schubert cells in Gr(m, V ) Fix a positive integer s. Let V = C 2n be equipped with the nondegenerate symplectic form , as in Section 2, and let 1 ≤ m ≤ n be a positive integer. Let A 1 , . . . , A s ∈ S(m, 2n). The following theorem is a key technical result that underlies the proof of our theorem on the comparison of eigencone for Sp(2n) with that of SL(2n).
As an immediate consequence of the above theorem, we get the following:
Then, Gr(m, 2n) 
From this and using Equation (7) for Gr(m, V ), the corollary follows.
Before we can prove the above theorem, we need the following preliminary work.
Given subsets I and K of [2n], we denote by |I > K| the number of pairs (i, k) with i ∈ I, k ∈ K and i > k. (We set |A > ∅| = 0.) For K a singleton {k}, we abbreviate |I > K| by |I > k|. Let us take an integer 1 ≤ r ≤ n. For an I ∈ S(r, 2n), we definẽ
(See Equation (3) for the definition ofĪ.) We also set (for any I ∈ S(r, 2n))
and
where µ(w I ) represents the number of times the simple reflection s n appears in any reduced decomposition of w I . With this notation, we have the following proposition.
Proposition 12. For any I ∈ S(r, 2n) and any isotropic flag E • ,
Proof. Under the canonical inclusion W C ֒→ S 2n ,
where
. Now, by Equations (1), (2) and [
This proves the proposition.
3.1. Tangent space of isotropic Grassmannians. We calculate now the tangent space
Clearly, M ⊥ is a 2n − r dimensional subspace of V that contains M and there is a canonical isomorphism V /M ⊥ ≃ M * (induced from the symplectic form). Hence, we have an exact sequence
is a 2n − 2r dimensional space that possesses a nondegenerate symplectic form. Let P M ⊂ Sp(2n) be the stabilizer of M and sym 2 M * the space of symmetric bilinear forms on M.
and hence there is an exact sequence of P Mmodules.
Proof. Let ψ : M → V /M be a linear map (viewed as a deformation of the trivial map). The deformed M (obtained from ψ) needs to be isotropic. So, up to the first order, we have
This gives us the symmetric bilinear form
and hence
Let E • be an isotropic flag on V . This induces flags on M, M ⊥ and hence on M ⊥ /M. Proof. Consider an element of the induced flag
3.2. Some crucial inequalities derived from nonvanishing intersection product.
with the notation as in Section 2).
For any a ∈ [r], let λ a := |i a ≥Ĩ|, where
1 There is exactly one way of inducing a complete flag on
Proposition 16.
(1)
where E(M)
• and E(M ⊥ /M) • are the induced complete flags on M and M ⊥ /M respectively with the changed labels • by the dimension. The dimension of this vector space is |I ≥Ĩ|.
where t a = |Ī ≥ i a |. Moreover, the dimension of this vector space is sym 2 (I). (4) We have an equality of schemes
Proof. We first prove Part (1): From the known description of T (
Putting b = i a , the condition given in Equation (9) can be rewritten as
The dimension of this vector space is clearly |I ≥Ĩ|. This proves Part (1). In particular,
where the last equality follows since I∩Ĩ = ∅. We have (by the description of
(In the above, we have used dim
Moreover, the last space has dimension sym 2 (I) by the following calculation. As above, express the vector space under consideration in the more symmetric form
Form the "analogous" space
Clearly,
which, in turn, can be written as
Choose a basis of M compatible with the filtration
. Then, in this basis, the vector spaces V 1 and V 2 are subspaces of symmetric and skew-symmetric matrices respectively. The difference dim V 1 − dim V 2 is the number of diagonal terms allowed in
Therefore, we conclude dim
Using Equation (16), we obtain dim V 1 = sym 2 I and dim V 2 = ∧ 2 I. This proves the last assertion in Part (3).
Combining Equations (10) and (11), and using Lemma 13, we get
But, by Proposition 12, the above inequality is an equality. Hence, all the inclusions and inequalities in Equations (10)- (11) are equalities. This proves Parts (2)- (3). By the definition, set theoretically
This proves Part (4) and thus completes the proof of the proposition.
Let V be as in the beginning of this section and let r ≤ n. Fix M ∈ IG(r, V ) and I ∈ S(r, 2n). Let U = U I (M) be the set of isotropic flags
. The following lemma follows by choosing basis elements appropriately. 
is of the expected dimension
where 
is transverse at M. Therefore, using standard facts from intersection theory on a homogenous space, we see that (α) holds.
Let {ǭ i } 1≤i≤n be the basis of h C , whereǭ i is the diagonal matrix
where 1 is placed in the i-th slot and −1 in the (2n + 1 − i)-th slot. Recall from Section 2 that we have identified h C with h B and denote either of them by h. Let {ǫ i } 1≤i≤n be the dual basis (of h * ). Let ρ C (respectively, ρ B ) be half the sum of positive roots of Sp(2n) (respectively, SO(2n + 1)). Then,
n } be the basis of h C as in Section 2 and similarly for x B r . It is easy to see that
Lemma 19. For any I ∈ S(r, 2n),
Proof. This follows easily from the definition of S(r, 2n) by observing that the action of
Cǫ i is given by the standard action of S 2n on ⊕ 2n i=1 Cǫ i and making the identification ǫ j = −ǫ 2n+1−j , for any 1 ≤ j ≤ 2n.
Moreover,
where , is the normalized
Proof. Since the symmetric group S n ⊂ W C (acting as the permutation group of {ǫ 1 , . . . , ǫ n }) acts trivially on ǫ, the first part follows easily. Applying s n to ±ǫ 1 ± + · · · ± ǫ n , the number of minus signs either increases by 1 or decreases by 1, whereas the application of any s i to ±ǫ 1 ± + · · · ± ǫ n (for any i < n) keeps the number of minus signs unchanged. Thus, the number of negative signs in wǫ ≤ µ(w), for any w ∈ W C . Further, the last equality in Equation (15) is trivially satisfied. Now, the longest element w 0 ∈ W C makes all the signs in w 0 ǫ negative and µ(w 0 ) = n. From this Equation (15) follows for w 0 and hence for any w ∈ W C . Otherwise, taking a reduced decomposition of w and extending to a reduced decomposition of w 0 , we would get a contradiction.
Equation (16) follows from Equation (15) immediately.
Corollary 21. For any I ∈ S(r, 2n),
where χ
is defined similarly.
Lemma 22. For r < n and any I ∈ S(r, 2n),
Proof. Assume first that r < n. In this case
(r − µ(w I j )), by Corollary 21
Now, we consider the case r = n. In this case,
This proves the lemma.
Lemma 23. Let I 1 , . . . , I s ∈ S(r, 2r) be such that
Observe that, by Equation (16),
Proof. Let I ∈ S(r, 2r) be such that [Φ I ] appears with nonzero coefficient in the product 
But, clearly,
Hence,
Also, by Theorem 55 and [BK, Proposition 17(a) ],
Combining Equations (18)- (20), we get the lemma.
An alternative proof of the lemma: The following is a quick (though less conceptual) way to prove the lemma. Let I o = {r, r + 2, . . . , 2r}. Then, by Proposition 12, codim Φ I o = 1 and [Φ I o ] is ample on IG(r, 2r). So, by cupping with a sufficient number of [Φ I o ], we are reduced to the case dim IG(r, 2r) − j codim(Φ I j ) = 0.
Suppose now by way of contradiction that
• on a 2r-dimensional vector space V with a nondegenerate symplectic form, and let
) is transverse at M, by Proposition 16 (3), there are no nonzero symmetric bilinear forms φ on M, so that
, which is a proper subspace of M since, by assumption,
It is easy to see that any nonzero element φ in sym 2 (M/M ′ ) * satisfies the forbidden possibility above (since at least one of a or t j a ≤μ(I j ) for any a ∈ [r] and j ∈ [s]).
Then, the following inequalities hold:
where recall that sym 2 (I) and ∧ 2 (I) are defined above Proposition 12, cosym 2 (I) is defined in Lemma 18, and
) is transverse at M, the images of the tangent spaces of
(defined in Lemma 13) are transverse in sym 2 M * , as can be easily seen (see [PS] for a similar argument). This gives us Equation (21) 
3.3. Isotropic flags and transversality. For any r ≤ m ≤ n define
where V is as in the beginning of Section 3.
Lemma 25. 
We need to produce g ∈ Sp(2n) such that gX = X ′ . Since Sp(2n) acts transitively on IG(r, 2n), we may assume that M = M ′ . Let
We easily see that G M surjects onto the symplectic group of M ⊥ /M by choosing subspaces N and For an isotropic flag E • on V , and subsets A ∈ S(m, 2n) and I ∈ S(r, 2n), define the subvariety:
it is irreducible and
Proof. This follows from considering the fibration π I,A :
, where π I,A is the restriction of π to Φ I,A (E • ). (This is a surjective fibration because of the B Cequivariance.) By Proposition 12, the dimension of
So, we just need to prove that the fiber dimension of π I,A is |L > T |.
is the quotient map. By definition, X ∈ Ω A (E • ) if and only if dim(E a ∩ X) = |a ≥ A| for all a. Now, by Lemma 15, the image of
Thus, for anyX ∈ Gr(m − r, M ⊥ /M), X := q −1 (X) belongs to Φ I,A (E • ) if and only if
where ϕ(a) := |a ≥Ĩ|.
We next claim that I ⊂ A. Write A = {1 ≤ a 1 < · · · < a m ≤ 2n}. If possible, let a ∈ I be such that a i < a < a i+1 , for some 0 ≤ i ≤ m (where we set a 0 = 0 and a m+1 = 2n + 1). Then,
By Equation (24), this gives
which is a contradiction. Hence the claim I ⊂ A is established. We further claim thatĪ ∩A = ∅. If possible, take a ∈ I such that a * := 2n+ 1 −a ∈ A. Then, |a
Thus, by Equation (24),
However, ϕ(a * ) = ϕ(a * − 1), which is a contradiction. This proves thatĪ ∩ A = ∅. Thus, for anyX ∈ Gr(m − r, M ⊥ /M), X = q −1 (X) belongs to Φ I,A (E • ) if and only if for any Lemma 27.
( This proves the part (1) of the lemma. We next prove part (2). By Lemma 26,
The lemma will therefore follow from the inequality
which is proved below. We first show
, where a * := 2n + 1 − a.
We look at the image of X → Y * (induced by the symplectic form), where Y * is the dual of Y . The image has dimension
But, clearly, (X ∩ E a * −1 ) + M goes to zero under the map X → Y * and hence the image of X → Y * is of dimension no greater than |L ≥ a * |. This proves Equation (28). Hence,
But since I ∩ L = ∅ and alsoĪ ∩ L = ∅, we get Equation (27) and hence Part (2) of the lemma is proved. 
) is proper for all the choices of I j ∈ S(r, 2n) and A j ∈ S(m, 2n). This is possible since Sp(2n) acts transitively on L(m, r, 2n). Therefore, using Lemma 27, any irreducible component of ∩
Using Equation (23), this last quantity is no greater than
codim Ω A j , as desired. This finishes the proof of the theorem.
3.5. Analogue of Theorem 10 for SO(2n + 1). We now prove the analogue of Theorem 10 for SO(2n + 1). The proof is very similar and hence we will only give a brief sketch. First we need the following preparation. As in Subsection 2.3, V ′ := C 2n+1 is equipped with the quadratic form Q.
For any r ≤ m ≤ n define
We have the following analogue of Lemma 25 for SO(2n + 1). Its proof is similar and hence is omitted.
Lemma 28.
(1) SO(2n + 1) acts transitively on O(m, r, 2n + 1). (2) O(m, r, 2n + 1) is a fiber bundle over OG(r, 2n + 1) via the map π ′ defined by 
(
Proof This proves Part (1). We next observe that as in the symplectic case (Lemma 26), if nonempty,
The second part of the lemma will therefore follow from the following inequality whose proof is similar to that of Equation (27).
, there exists a dense open subset U ′ ⊂ C ′ and an r together with subsets {J j } 1≤j≤s ⊂ S ′ (r, 2n + 1) such that
It suffices to show that the dimension of any irreducible component of
Using Theorem 55 and Equation (21), this last quantity is no greater than dim(Gr(m, 2n+ 1)) − s j=1 codim Ω A j as desired. As an immediate consequence of the above theorem (just as in the case of Sp(2n)), we get the following:
Then, , 2n + 1) ).
Comparison of eigencone for Sp(2n) with that of SL(2n)
Let G be a connected (complex) semisimple group. Choose a maximal compact subgroup K of G with Lie algebra k. Then, there is a natural homeomorphism C : k/K → h + , where K acts on k by the adjoint representation and h + is the positive Weyl chamber in h as in Section 2. The inverse map C −1 takes any h ∈ h + to the K-conjugacy class of ih.
For a positive integer s, the eigencone is defined as the cone: Γ(s,
Given a standard maximal parabolic subgroup P , let ω P denote the corresponding fundamental weight, i.e., ω P (α ∨ i ) = 1, if α i ∈ ∆ \ ∆(P ) and 0 otherwise, where ∆(P ) is the set of simple roots for the Levi subgroup L of P containing H. Then, ω P is invariant under the Weyl group W P of P .
We recall the following theorem from [BeSj] . 
the following inequality holds:
In fact, assume that (a) is satisfied, i.e., (h 1 , . . . , h s ) ∈ Γ(s, K). Then, for every standard maximal parabolic subgroup P in G and every choice of s-tuples (w 1 , . . . , w s )
Recall that h C + (respectively, h B + ) is the dominant chamber in the Cartan subalgebra of Sp(2n) (respectively, SO(2n + 1)) as in Section 2.
The following theorem is our main result on the comparison of the eigencone for Sp(2n) with that of SL(2n) (and also for SO(2n + 1) with that of SL(2n + 1)).
Theorem 33.
(Observe that by Section 2, h
s is such that h ∈ Γ(s, SU(2n)), then h ∈ Γ(s, Sp(2n)). Take any 1 ≤ m ≤ n and any I 1 , . . . , I s ∈ S(m, 2n) such that
By Corollary 11,
In particular, by Theorem 32 applied to SU(2n),
where ω m is the m-th fundamental weight of SL(2n) and v I j ∈ S 2n is the element associated to I j as in Subsection 2.1. It is easy to see that the m-th fundamental weight ω C m of Sp(2n) is the restriction of ω m to h C . Moreover, even though the elements v I j ∈ S 2n and w I j ∈ W C are, in general, different, we still have Make the definition:
(In the next section, we will need to use H µ (F , G) in the case when G We record the following corollary.
where V µ j is the irreducible representation of SL(r) as in Section 6.2.
Proof. The equivalence of the condition in the corollary and condition (B) in Theorem 34 is a consequence of the Knutson-Tao saturation theorem for SL(n) [KT] , together with Klyachko's work [K] : these works together characterize the existence of invariants in a tensor product of SL(r) representations by a system of inequalities, which is (B) (cf.
[F 4 ]).
(A) implies (B) in Theorem 34. This follows from [B 1 ], Proposition 2.8 (1). The idea is that if (B) fails, pick an
, compute the expected dimension of the vector space {φ ∈ H µ (F , G) : φ(S) = 0}, and find it to be greater than the expected dimension of H µ (F , G).
(B) implies (A) in Theorem 34.
We proceed by induction on r. To show that (B) implies (A), suppose φ o is a general member of H µ (F , G), S = ker(φ o ) and assume
We will use ideas of Schofield [S] in the proof. We replace the Ext groups in [S] by the cohomology of suitable (2-step) complexes, and replace the long exact sequences in cohomology by the snake lemma. There are two other ingredients required (beyond the technique of Schofield).
• A critical dimension count (Proposition 36), for which we need Theorem 10.
• An idea from [B 1 ] on genericity of induced structures (we could have used another technique of Schofield instead as well).
We were unable to use the strategy of [B 1 ], Section 5 (essentially because we could not show that the induced flags on S and V /S were "mutually generic" in the situation here).
5.3. The set up, and the key inequality. Let L = im(φ o ). Let A 0 (Hom(M, V )) = Hom(M, V ), and
There is a natural differential (a direct sum of projections) d :
To make the dependence on (F , G) and µ precise, we sometimes write this complex as
We have surjections Hom(M, V )
There are natural differentials d : A 0 → A 1 in each case. It is easy to see that
, the (2-term) complex A * (Hom(S, V )) is the same as
The following critical result will be proved in Section 5.6 by a dimension count.
Proposition 36.
Proof of (B) implies (A) in Theorem 34 assuming Proposition 36. The map of (2-term) complexes
is surjective in each degree. Therefore, the map (30) θ :
is a surjection. Assume Proposition 36. Hence,
The surjection (30) and the Inequality (31) imply that θ is an isomorphism. Thus, equality holds in all the inequalities in (31); in particular, h 0 (A * (Hom(S, V /L))) = 0. The isomorphism θ factors as
where the mapτ is induced from the surjective map of complexes
and is hence surjective. We conclude thatτ is an isomorphism. It follows from [B 1 ] that the induced flags (F (S), G) can also be assumed to be suitably generic (see Section 5.5). Now, by induction on the dimension of M, assume the validity of Theorem 34 with M replaced by S and µ j replaced by γ j . The hypothesis (B) holds because of Lemma 37 below.
Therefore, by conclusion (C) (valid by induction), we find that h 1 (A * (Hom(S, V ))) = 0. Hence h 1 (A * (Hom(M, V ))) = 0 as desired. This completes the proof of Theorem 34.
, and F j are generic flags on M, the product , r) ). Now using the hypothesis We obtain a point (F (S), G) ∈ Fl (S) s × IFl(V ) s as in the previous section. Since G is generic, it may be assumed to be in the projection ofÛ to IFl(V ) s . Let H ∈ Fl(S) s be close to F (S) (in the complex topology) such that (H, G) ∈Û. Now find
is close to (F , G) and therefore is generic in Fl(M) s × Fl(V ) s as well (and hence belongs to U). Now φ o ∈ H 0 (A * (M, V, F ′ , G, µ)) and we replace (F , G) by (F ′ , G).
Proof of Proposition 36.
Since we already know the Euler characteristic of A * (Hom(M, V )), we want to give a formula for h 0 (A * (Hom(M, V ))) = H µ (F , G). If we drop the isotropy condition on the flags G, then we are in a situation where Schofield's original argument can be applied. We will compute H µ (F , G) by a procedure that "essentially" does not see the isotropy condition on the flags G, and hence Schofield's set up generalizes.
To calculate the dimension of H µ (F , G), we can fiber the universal parameter space of triples (φ, F , G) with φ generic in H µ (F , G), over the parameter space of pairs (im(φ), G) so that im(φ) is in its generic Schubert state with respect to the flag G. The dimension of the choices of such pairs is the expected one, thanks to our main transversality result Theorem 10.
Calculation of χ(
s be the open subset consisting of isotropic flags
proper. By Theorem 10, this is nonempty. Let U denote the parameter space
s × U A (V, s). We will therefore need to give an upper bound for the dimension of irreducible components of U.
Clearly, U maps to the parameter space
2 (the first term is the dimension of the space of choices of S and the second term is the dimension of the space of isomorphisms
Therefore, the dimension of any irreducible component of V is no more than
By simplifying the above expression, we find
, and hence
Hence, to prove Equation (34), we need to show that
is (b + y)-dimensional.
5.8.3.
The fiber dimension of U → V. We need to do the following basic calculation.
Lemma 39. Let G • be a fixed flag on V , and φ : M → V a map with kernel S and image L ∈ Ω A (G • ). The dimension of the space of flags
Proof. There are two sets of conditions imposed on F • . The first one is that S ∈ Ω B (F • ); the second is that φ(F a ) ⊂ G 2n−µa ∩ L for a ∈ B. These conditions are independent.
Therefore the fiber dimension of U → V equals
5.9. Conclusion of the proof of Proposition 36. The dimension of any irreducible component of U is less than or equal to the sum of the fiber dimension of U → V (given by (35)) and the right hand side of Inequality (33). This sum equals
The dimension of H µ (F , G), which equals the dimension of the generic fiber of the map
, is therefore less than or equal to the integer (36) minus the dimension of Fl(M) s × U A (V, s). Therefore, using Lemma 38,
which can be written in an illuminating (and expected) form
Comparing Equation (32) with Equation (37), it suffices to show (for each j)
). This completes the proof of Proposition 36 and hence Theorem 34 is proved.
6. Tensor product decomposition for SL(r) versus Sp(2n) Let G, B be as in the beginning of Section 2.
6.1. Line bundles on G/B. For a character χ : B → C * , let L χ be the corresponding G-equivariant (homogeneous) line bundle on G/B associated to the principal B-bundle G → G/B via the character χ −1 . Recall that its total space is the set of all pairs {(g, c) : g ∈ G, c ∈ C} modulo the equivalence
If χ is a dominant weight, then
χ , where (as in Section 2) V χ is the irreducible representation of G with highest weight χ.
If f : G ′ → G is a map of algebraic groups so that f (B ′ ) ⊂ B, where B ′ and B are Borel subgroups of G ′ and G. Then, f induces a mapf :
Specific identification in the SL(r) case: Let B be the standard Borel subgroup of SL(r) consisting of upper triangular matrices as in Subsection 2.1. Then, the full flag variety Fl(r) = SL(r)/B can be identified with the space of full flags F • on a rdimensional vector space M. As such it receives natural line bundles L a = det(F a ) *
(1 ≤ a ≤ r). This line bundle is isomorphic with the line bundle L ωa , where ω a is the character of B which takes the diagonal matrix (t 1 , . . . , t r ) to the product a i=1 t i . Recall that ω a is the a th fundamental weight.
6.2. Representations of Gl(r). Irreducible polynomial representations of the general linear group Gl(r) correspond to the sequences of integers µ = (µ 1 ≥ · · · ≥ µ r ≥ 0) (also called Young diagrams or partitions). Given a sequence of integers µ = (µ 1 ≥ µ 2 ≥ · · · ≥ µ r ≥ 0), form the line bundle
where V µ is the irreducible representation of Gl(r) with highest weight µ. To any such µ, we associate the characterμ of B bȳ
Then, clearly, L µ ≃ Lμ.
6.3. A Basic Calculation. As earlier in Subsection 2.2, let V = C 2n be equipped with the symplectic form , and M a vector space of dimension r.
We will now make a basic determinantal calculation (which appeared originally in a weaker form in [B 2 ], Lemma 4.5). Let P := Hom(M, V ). Fix an integer m ≤ 2n. For a full flag
Consider the vector bundle T m (µ) (respectively, P m (µ)) on Fl(M) × Fl(V ) whose fiber over (
We now calculate the determinant line bundles of P m (µ) and T m (µ). We begin the computation by setting (for 1 ≤ b ≤ r)
There exist exact sequences for 0 ≤ b ≤ r − 1:
where µ r+1 := 0. (Here we have used the fact that for vector spaces
Let λ be the partition conjugate to the partition λ ′ := (m − µ r ≥ · · · ≥ m − µ 1 ≥ 0). We call λ to be obtained from µ by m-flip. Then, we may rewrite the above formula as
6.4. The theta section. Let M and V be as in Section 6.3. We take m = 2n. Let {µ j } 1≤j≤s be partitions:
s (with the diagonal actions of Gl(M) and Gl(V ) on Fl(M) s and Fl(V ) s respectively). The fiber of P over (F , G) is just the constant vector space Hom(M, V ) (with the natural action of the group GL(M) × Gl(V )), where
is an s-tuple of full flags on M and similarly for G. The fiber of Q over (F , G) is the direct sum
Consider the canonical GL(M)×Gl(V )-equivariant map S : P → Q between vector bundles (of the same rank) on Fl(M) s × Fl(V ) s induced via the quotient maps. Thus, taking its determinant, we find a GL(M) × Gl(V )-equivariant global section Θ ∈ det(Q) ⊗ (det P) −1 such that Θ vanishes at (F , G) if and only if H µ (F , G) = 0, where H µ (F , G) is as defined in the beginning of Section 5 (extended for any, not necessarily isotropic, complete flags
Here λ i is obtained from µ i by 2n-flip. Fixing a point F ∈ Fl(M) s , on restriction, we get (as in [
Restricting this to IFl(V ) s we find a section in
where IFl(V ) is the space of (full) isotropic flags on V , λ i C is the weight of Sp(2n) obtained by the restriction of λ i to the Cartan of Sp(2n) and M ν is the irreducible representation of Sp(2n) with highest weight ν. (Observe that for a dominant weight λ of SL(2n), its restriction λ C is dominant for Sp(2n).)
We can therefore record the following consequence of Corollary 35.
Corollary 40. Let {µ j } 1≤j≤s be partitions:
where ν j := λ j C and λ j is obtained from µ j by 2n-flip.
We now come to the main theorem of this section. Proof. We would like to find some r and partitions µ 1 , . . . , µ s such that 
we obtain (using ordinary duality)
where λ j ′ = (r − λ j 2n , . . . , r − λ j 1 ). Now using Grassmann duality (see Section 6.5), , m) ) (see, e.g., [F 1 ], Chapter 9). Clearly, under the natural duality map Gr(r, C m ) = Gr(k, (C m ) * ), the class ω µ goes to ωμ, whereμ is the conjugate diagram to µ (see, e.g., [F 1 ], Exercise 20, page 152). We therefore obtain the following consequence, which we call the Grassmann duality.
We clearly have another "ordinary duality". Let ν j be the dual partition to µ j (so that
7. Saturation for Sp(2n) and SO(2n + 1)
Let X(H C ) + be the set of dominant characters of H C (for the group Sp(2n)) and similarly let X(H B ) + be the set of dominant characters of H B (for the group SO(2n + 1)). We have the following saturation theorems for the groups Sp(2n) and SO(2n + 1) respectively.
Theorem 43. Given ν 1 , . . . , ν s ∈ X(H C ) + , the following are equivalent:
(1) For some positive integer N, the tensor product of Sp (2n) Proof. For any semisimple algebra g with Cartan subalgebra h, we identify κ : h ∼ −→ h * via the normalized invariant bilinear form , on h * , normalized so that θ, θ = 2 for the highest root θ. Under this identification, h + ∼ −→ D and, moreover, x i → 2ω i / α i , α i . For any s ≥ 1 and G as in the beginning of Section 2, definê
Then, under the identification induced by κ (and still denoted by) κ : h s + → D s , we have (cf., e.g., [Sj, Theorem 7.6 
where the eigencone Γ(s, K) is defined in Section 4.
Recall from Subsection 2.2 the inclusion i : h C ֒→ h A 2n−1 and hence we get the dual (surjective) map i * : h
We have the following commutative diagram:
where κ C (respectively, κ A ) denotes κ for Sp(2n) (respectively, SL (2n)). We only need to prove (1) ⇒ (2). By assumption, ν := (ν 1 , · · · , ν s ) ∈Γ(s, Sp(2n)) and hence κ −1 C ν ∈ Γ(s, Sp(2n)). But, clearly, Γ(s, Sp(2n)) ⊂ Γ(s, SU(2n)) and hence
, by the saturation theorem of KnutsonTao [KT] ,
C (ν j ) and V λ j is the irreducible representation of SL(2n) with highest weight λ j . Applying Theorem 41, we get By using [KS, Section 4] and the above theorem, we get the corresponding result for the odd orthogonal groups. We would like to conjecture the following generalization of Theorems 10, 30 and 41. Let G be a connected simply-connected, semisimple complex algebraic group and let σ be a diagram automorphism of G with fixed subgroup K. Theorem 48. Under the assumption (39), the following conditions (α) and (β) are equivalent: , 2r) ). the proof of Corollary 35) .
Conjecture 47. (a) For any standard parabolic subgroup P and any Bruhat cells
(2) The condition (β 2 ) in the above theorem is recursive by the work of Purbhoo and Sottile [PS] . The Purbhoo-Sottile recursion says that (β 2 ) is equivalent to a system of inequalities indexed by nonvanishing s-fold intersections of Schubert cycle classes in the Grassmannians Gr(d, r) where 0 < d < r.
8.1. Proof of Theorem 48. We first observe that, under the assumption (39), the following two conditions are equivalent.
(γ 1 ) , 2n) ) and the condition (β 1 ) is satisfied.
To see this we use [BK, Theorem 15] and the following lemma.
Lemma 50. For I ∈ S(r, 2n), χ
is defined just before Lemma 22.
Proof. Consider the exact sequence (8). Let L M = GL(M) × Sp(M ⊥ /M) be the Levi subgroup of the stabilizer P M of M in Sp(2n). The connected center C * of L M (which is the center of GL(M)) acts as t → t −1 (multiplication by t −1 ) on Hom(M, M ⊥ /M) and by t → t −2 on sym 2 (M) * . We conclude the proof by using Proposition 16 and the formula for χ C w I given at the end of page 192 in [BK] .
Let V be a vector space of dimension 2n with a nondegenerate symplectic form and let M ⊂ V be an isotropic subspace of dimension r. Let X = IG(r, 2n) and assume the condition (β 1 ). Let
. Consider the exact sequence (as in Lemma 13):
Let us abbreviate
For j = 1, . . . , s, let
There are natural differentials
and an exact sequence of two-term complexes
Our assumption (39) implies that χ(B * ) = 0, and the assumption (β 1 ) (in view of Proposition 16 (3)) implies that χ(C * ) = 0. Therefore, from the above exact sequence, χ(A * ) = 0 as well. Thus, by Proposition 16 (1)- (2),
Moreover, h 0 (B * ) = 0 if and only if h 0 (A * ) = 0 and h 0 (C * ) = 0 from the above exact sequence (40).
We now prove: (2) imply that h 0 (A * ) = 0. Moreover, our assumption (β 3 ), Proposition 16 (3) and Lemma 18 imply that h 0 (C * ) = 0. Hence, h 0 (B * ) = 0 and thus h 1 (B * ) = 0. Therefore, Ω is a transverse intersection at M, and hence (α) holds by the equivalence of (γ 1 ) and (γ 2 ). This proves the theorem.
Horn's problem for odd orthogonal groups
In this section we extend the results from the last section to the odd orthogonal groups. The proofs are similar, so we will be brief. Refer to the Section 2.3 for various notation. Before we can complete the proof of the theorem, we need an interplay between the following three homogeneous spaces. 9.1. Fundamental triple of classical homogenous spaces. As is well known, the following three homogenous spaces have 'essentially' equivalent intersection theory.
(1) The isotropic Grassmannian IG(r − 1, 2r − 2). (2) The orthogonal Grassmannian OG(r − 1, 2r − 1). (3) The orthogonal Grassmannians OG ± (r, 2r), where OG ± (r, 2r) are the two components of the orthogonal Grassmannian OG(r, 2r).
The relation between (1) and (2) is discussed in the appendix. The spaces (2) and (3) are actually homeomorphic. Let V be a 2r-dimensional vector space with a symmetric nondegenerate bilinear form. Fix a subspace T of V of dimension 2r − 1, such that the quadratic form is nondegenerate on T . Then, there are homeomorphisms ϕ ± : OG ± (r, V ) ∼ → OG(r − 1, T ), which send N to N ∩ T . Notice that N can not be a subspace of T (because T does not have isotropic subspaces of dimension r).
Fix one component and denote it by OG + (r, 2r). Then, as in [BL, §3.5] , the Schubert cells in OG + (r, 2r) are parameterized by the subsets I ⊂ [2r] of cardinality r satisfying:
• I ∩Ī = ∅, whereĪ := {2r + 1 − a|a ∈ I}.
• The number of elements in I that are less than or equal to r has the same parity as r. One easily sees that the above set is in bijection with S(r − 1, 2r − 2), the indexing set for the Schubert cells in IG(r − 1, 2r − 2). This bijection takes I to β(I \ {r, r + 1}), where β is the order preserving bijection In the following lemma, we will consider only those isotropic flags F • on V such that F r ∈ OG + (r, 2r). We have the following analogue of Proposition 16 (3) for the Grassmannian OG + (r, 2r).
Lemma 53. The tangent space at a point P to the shifted Schubert cell in OG + (r, 2r) parameterized by I = {i 1 < · · · < i r } and corresponding to an isotropic flag F • on V is given by (44) {γ ∈ ∧ 2 P * | γ(F (P ) a , F (P ) ta ) = 0, ∀a ∈ [r]}, where t a := |Ī ≥ i a | and (as earlier) F (P ) • is the filtration on P induced from that of
Let s r be the permutation in the symmetric group S 2r which transposes r and r + 1. Then, observe that in the above lemma, the space (44) corresponding to I is the same as that for s r (I).
Using an obvious analogue of Lemma 18 (with IG(r, 2r) replaced by OG + (r, 2r)) and the relation between structure constants in OG + (r, 2r) and IG(r − 1, 2r − 2) as given in Subsection 9.1, we conclude that the conditions (β 3 ) and (β For completeness, we include a prof of the following well-known Theorem 55 (cf., e.g., [BS, pages 2674-75] (2n) and SO(2n + 1) respectively. We will make these identifications and denote them by h and W . Let A C i (respectively, A B i ) be the BGG operators for Sp(2n) (respectively, SO(2n + 1)) acting on S(h * ) = C[ǫ 1 , . . . , ǫ n ] corresponding to the simple reflections s i , where {ǫ 1 , . . . , ǫ n } is the basis of h * as in [Bo, Planche II and III] . 
