In this paper we prove reducibility of classes of linear first order operators on tori by applying a generalization of Moser's theorem on straightening of vector fields on a torus. We consider vector fields which are a C ∞ perturbations of a constant vector field, and prove that they are conjugated -by a C ∞ torus diffeomorphism-to a constant diophantine flow, provided that the perturbation is small in some given H s1 norm and that the initial frequency is in some Cantorlike set. Actually in the classical results of this type the regularity of the change of coordinates which straightens the perturbed vector field coincides with the class of regularity in which the perturbation is required to be small. This improvement is achieved thanks to ideas and techniques coming from the Nash-Moser theory.
Introduction and main results
In the last years there has been a lot of advances in the study of KAM theory and almost global existence for classes of quasi-linear and fully nonlinear PDEs on the circle.
In these results, the main issue is to prove the reducibility of quasi-periodically time dependent linear operators. For instance these operators arise from linearizing such PDEs at small quasiperiodic approximate solutions, whose study is required by Nash-Moser type schemes, together with a careful quantitative analysis.
Given a linear PDE with coefficients which depend on time in a quasi-periodic way, we say that it is reducible if there exists a bounded change of variables depending quasi-periodically on time (say mapping H s → H s for all times), which makes constant its coefficients. This is a problem which is interesting on itself and has been studied for PDEs both on compact and non-compact domains, mostly in a perturbative regime. We mention among others [15] , [8] , [9] , [24] , [10] , [33] for the case of linear equations. Regarding reducible KAM theory for non linear PDEs the literature is quite vast, we mention the classical papers [27] , [41] , [29] , [14] for PDEs on the circle, [21] , [17] , [22] , [37] , [16] for PDEs on T n . These works all deal with PDEs with bounded nonlinearities. Regarding unbounded cases we mention [28] , [30] , [11] for semilinear PDEs and [5] , [6] , [20] , [23] , [13] , [4] for the quasilinear case. In this paper we discuss the reducibility of first-order operators and show that such property holds, under some explicit hypotheses, for hyperbolic PDEs on any torus T N , independently of the spatial dimension. The main idea is to use the identification between derivation operators and vector fields in order to change the PDE reduction problem into a corresponding straightening problem for a vector field.
We remark that this idea is in spirit very similar to the one used in [10] in order to prove reducibility of a class of quadratic second order perturbations of the Harmonic oscillator on R N . Indeed also in that case the key of the proof is that there is an identification between such operators and classical Hamiltonian functions (with N -degrees of freedom) so that the reducibility theorem corresponds to a finite dimensional KAM theorem.
We stress that in order to apply our reducibility result in the context of KAM theory for PDEs we need a very good control on the changes of variables that diagonalize our operators, which corresponds to a very good quantitative control in the Arnold-Moser theorem of the norm of the change of variables which straightens the torus. As far as we know such estimates were not known so that our result may have some interest also in that context. Let us briefly describe our result in the context of ODEs. The problem of structural stability of linear flows on a torus has formed the basis of KAM theory. On the torus T N one sets X α to be the linear vector field with frequency α , namely the vector field which generates the flow θ → θ + αt with α ∈ R N , then the result can be stated as follows: for all diophantine frequencies α and for any appropriately small vector field f there exists a Lipschitz function α → λ(α) and a change of variables on T N which conjugates X α+λ(α) + f to X α . It is easily seen that α → α + λ(α) can be extended to a Lipeomorphism on R N so that the statement can be equivalently rephrased as the conjugation between X ξ + f and X α(ξ) , where the initial frequency ξ ∈ R N is chosen so that the final frequency α(ξ) is diophantine. This result was first proved by Arnold in [2, 1] in the case of analytic vector fields, then by Moser in [34] for finitely differentiable vector fields. The problem was further investigated by Rüssmann [38, 39] , Pöschel [35, 36] , Herman [26, 25] , Salamon [40] with the purpose of giving optimal bounds on the regularity hypotheses needed on the vector field. See also [42] , [18] , [31] . In this paper, we consider a different approach, namely we consider C ∞ vector fields f which are small in some low Sobolev norm with no further quantitative information on the higher Sobolev norms. Then we prove that the change of variables predicted by Moser's theorem is in fact C ∞ and we give a very good control of the Sobolev norms of this diffeomorphism in terms of the Sobolev norms of f . More precisely we prove that the diffoemorphism is of the form θ → θ + h(θ) where, for all s, the H s -norm of h is bounded proportionally to the H s+µ norm of f for some fixed µ independent of s; this is the content of Theorem 3.1. Note that in order to obtain this result we do not rely on approximation by analytic fuctions, as in the aforementioned papers, instead we approach the problem in the spirit of the Nash-Moser theory where one uses interpolation and smoothing estimates in order to control the loss of regularity due to the presence of small divisors. The novelty of our approach is to get a good control of all the Sobolev norms of the change of variables by requiring only smallness assumptions on fixed low norm of the perturbation.
As explained before, our more general formulation of the Arnold-Moser theorem is well suited for applications to the reducibility of linear first-order operators on H s (T N , R), which are the main motivation of our work.
Let us now describe how one attacks reducibility problems in PDEs via Moser's theorem. It is well known that a map f ∈ C ∞ (T N , R N ) can be seen in two ways: as the generator of the flow Φ f (θ, t) given by the ODEθ = f (θ), or as the linear functional L f acting on the space
This identification is coordinate independent, namely given a diffeomorphism θ → θ 1 = Ψ(θ), then the derivation operator associated to the push-forward of f is the conjugate of the derivation operator L f with respect to the Ψ , in formulas
Now clearly the same torus diffeomorphism which straightens the vector field puts the corresponding derivation operator to constant coefficients. The idea of analyzing a first order linear differential operator through its associated vector field is the so called method of characteristics, which is the classical way in which a first order linear PDE is reduced to a (possibly non-linear) ODE. In this case it allows us to solve linear non-homogeneous problems of the form
are given, f is small in some fixed s 1 -Sobolev norm and u ∈ H s (T N , R), c ∈ R are the unknowns. By Arnold-Moser theorem for all diophantine frequencies α(ξ) there exists a change of variables which conjugates L ξ+f to the constant coefficients operator L α(ξ) , we have
and this equation is trivially solved by setting c to be the average over T N ofg . Going back to the original variables we get quantitative tame estimates on the Sobolev norm of the solution. Following this line of thought we use Theorem 3.1 to prove the reducibility of a linear transport equation of the formu
where L , defined as
depends on time in a quasi-periodic way.
are parameters to be fixed and
The reducibility of such systems amounts to proving that there exists a linear time dependent operator Ψ(ωt) acting on C ∞ (T d , R) which reduces L to constant coefficients, i.e. there exists a map
We look for an operator Ψ(ωt) of the special form
Here with an abuse of notation we are representing with the same symbol Ψ the time dependent torus diffeomorphism and its action on functions. In this way our reduction equation (1.2) becomes
One can directly see that solving equation 1.3 is equivalent to finding a change of variables of the form Ψ : (ϕ, x) → (ϕ, x + β(ϕ, x)) which straightens the vector field
In order to do this we just need a reformulation of Theorem 3.1, which we give in Proposition 3.4. This allows us to solve (1.1) for (ω, ζ) in appropriate Cantor sets, and to prove that in such case there is no growth of the Sobolev norms, see Theorem 4.1. A further application is in the case of a PDE as
hence in the same class as the previous example but with x ∈ T and with less parameters, i.e. here ζ = m 0 (ω). Of course the straightening Theorem can be reformulated to fit this case, see Corollary 3.6. Then in Corollary 4.2 we show that reduce to
for all the ω such that (ω, m ∞ (ω)) is diophantine. Finally we show that such set has positive measure, under some weak hypotheses on m 0 (ω).
Let us now briefly discuss the strategy of proof of Theorem 3.1. We construct the transformation Ψ (∞) by means of an iterative KAM-type scheme in Sobolev class. Our method is based on constructing a sequence of transformations (Φ n ) n∈N of the form Φ n (θ) = θ + g n (θ), n ∈ N which reduce quadratically the size of the vector field f . More precisely, at the n-th step of our procedure, we deal with an operator
Then, we choose a function g n (ξ, θ) so that
where
, Π Nn is the orthogonal projection on the Fourier modes |k| ≤ N n and f n T N is the average of the vector valued function f n w.r.t. to θ ∈ T N . The equation (1.5) can be solved by imposing the diophantine conditions
for some γ ∈ (0, 1) and τ > ν . Then, setting Φ n (θ) = θ + g n (θ), one gets
We show that f n converges to 0 in any Sobolev space H s , s ≥ 0 provided f 0 H s 1 is small for some fixed Sobolev index s 1 (which has to be taken large enough). Then we define the change of
• Φ n and show that it is of the form
The final step is to show that the condition α ∞ (ξ) diophantine is sufficient to ensure that all the Melnikov conditions are satisfied.
The results obtained in Theorem 4.1 and Corollary 4.2 will be applied in [19] and in [32] , since they allow to reduce to constant coefficients the highest order term of some linear equations. Note that in view of the application to [19] , it is needed also to study the dependence of the transformation Ψ (∞) w.r. t. an additional parameter λ which is in a Banach space. This is done in Corollary 3.3.
As it has been explained above, the reducibility of linear equations is the key step for proving existence and stability of quasi-periodic solutions for nonlinear PDEs. These problems are much harder when the nonlinear part of the vector field of the equation contains derivatives of the same order as the linear part (fully nonlinear case). Indeed, the usual KAM algorithms fail since the loss of derivatives accumulates quadratically along the iterative scheme, implying that such a scheme does not converge. Note that the operator L is a perturbation of order 1 (f 0 · ∂ θ ) of a diagonal operator with constant coefficients of the same order (ξ · ∂ θ ). In one-space dimension, Baldi-Berti-Montalto [5] proposed a method for proving the reducibility of linear operators of this form. Such a procedure is split in two steps: a regularization procedure, in which the operator is reduced to a diagonal one plus a bounded remainder, and a KAM scheme which completely diagonalizes the linear operator by reducing quadratically the size of the remainders. The reduction procedure that one has to perform depends strongly on the linear dispersion law of the PDE. For instance when the dispersion law is superlinear, as in KdV or NLS, in order to reduce to constant coefficients the leading term one applies a torus diffeomorphism of the form x → x + β(x, ωt) where β solves 6) which can be solved directly by integration. Comparing this equation with (1.3) one sees that here ∂ ϕ does not appear and the right hand side still depends on ϕ. This is due to the fact that the leading derivative is the spatial one. When the dispersion law is linear, as in the case we deal with, there are some difficulties. The time and the space play the same role and one has to deal with transport-like equations as (1.3). One could solve these equations by perturbative arguments. As we explained above, the classical KAM reducibility scheme fails. Our strategy is to construct, at the n-th step of the iteration, a change of variables Φ n of the form Φ n u = u(θ + g n (θ)). The main point is that the sequence of transformations
is small in size but unbounded of order one. This is the reason for approaching the problem from the point of view of the straightening of the corresponding vector field.
We remark also that in [4] a transport equation similar to equation (1.3) appears in the reducibility of the linearized operator. In this case the corresponding vector field is more degenerate, in the sense that, in the basis ∂/∂ϕ, ∂/∂x, has the form (ω, O(ε)), instead of (ω, ζ + O(ε)) as in (1.4). In [4] the authors reduce the problem to the study of a nonlinear ODE and then they apply a Nash-Moser Hormander Theorem, see [7] , to solve it. In our case the same strategy fails.
The paper is organized as follows. In Section 2, we introduce the functional setting needed to state precisely Theorem 3.1. In Section 3, we state our main results at the level of vector fields. Then in Section 4 we state and prove the corresponding results on reducibility of PDEs.
In Section 5 we prove Theorem 3.1, which is based on the iterative Lemma 5.2. The inductive step of such a Lemma is basically proved in Lemma 5.1. Finally, in the Appendix A, we collect some technical lemmata concerning Sobolev spaces and operators induced by diffeomorphisms of the torus which are of importance for our proofs.
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Functional setting
. We define the Sobolev space
where k := max(1, |k|).
If we separate the variables
, we may consider a real valued functions
In this case it may be more convenient to describe the Sobolev space
where ℓ, j := max{1, |ℓ|, |j|}
and they have the algebra and interpolation structure, namely ∀u, v ∈ H s with s ≥ s 0 :
Here C(N ), C(s, N ) are positive constants independent of u, v . The above estimates are classical and one can see for instance the Appendix of [12] for the proof.
is a Banach space, we define the sup-norm and the lip-seminorm of u as u
Fix γ > 0 . We will use the following Lipschitz norms
Diffeomorphisms of the torus. We consider diffeomorphisms of the N -dimensional torus
where h :
We denote the inverse diffeomorphism as
With an abuse of notation we identify transfomations like (2.7) with the corrsponding linear operators acting on H s (T N ) as
Similarly we consider the action of Φ on the vector fields on T N by the pushforward. Explicitly we denote by T (T N ) the tangent space of T N . Now given a vector field X :
its pushforward is
We refer to the Appendix A for technical lemmata on the tameness properties of the Lipschitz, Sobolev norms and bounds for the diffeomorphisms of the torus.
Reversible vector fields. Let S : T N → T N be the involution θ → −θ . We say that a vector field X :
This is equivalent to say that X is even w.r. to the variable θ . A diffeomorphism of the torus Φ :
is said to be reversibility preserving if
The above definition is equivalent to require that Φ is odd w.r. to the variable θ . It is a straightforward calculation to verify that if X is reversible and Φ is reversibility preserving, then the push-forward Φ * X is still reversible.
Linear operators
∂ ∂θj induces a linear operator acting on then space of functions u :
More precisely, the action of such a linear operator is given by
A tame version of Moser's theorem
Our first result, contained in Theorem 3.1, is a revisited version of Moser's theorem on weakly perturbed vector fields on the torus. The main difference relies on the type of estimates that are provided for the changes of coordinates that one performs in order to reduce the perturbed vector field to constant coefficients. These estimates are tame in the sense that the highest norms appear linearly. This kinds of bounds allow to construct iteratively a smooth change of coordinates by requiring smallness conditions only on a fixed low Sobolev norm of the first perturbation f 0 .
Let us fix N ∈ N, N ≥ 1 , O 0 a compact subset of R N with positive Lebesgue measure and consider
Notations. We denote for a vector valued function u(θ) its average as
We denote any constant depending only on N, O 0 as C and correspondingly we say a b if a ≤ Cb . A constant depending on parameters p is denoted by C p and as above we say
There exists s 1 ≥ s 0 + 2τ + 4 , and η ⋆ = η ⋆ (s 1 ) > 0 such that if
such that in the set
the following holds. There exists a map
Furthermore, if f 0 is a reversible vector field (i.e. f 0 = even(θ)), then the diffeomorphism θ → θ + β(θ) is reversibility preserving (i.e. the function β = odd(θ)). Finally, the Lebesgue measure of the set O 0 \ O 2γ ∞ satisfies the bound (Parameter dependence) Under the assumptions of Theorem 3.1, suppose that f 0 = f 0 (θ, λ; ξ) depends on some parameter λ ∈ B E , where B E is a ball centered at the origin of a Banach space E , and denote with ∆ 12 g(λ) := g(λ 1 ) − g(λ 2 ) for some λ 1 , λ 2 ∈ B E . Then the frequency vector α ∞ = α ∞ (ξ, λ), given by Theorem 3.1 applied to f 0 (θ, λ; ξ), satisfies the following:
(ii) There exists a positive constant b satisfying s 0 + b < s 1 , such that we have the following
As explained in the introduction we now divide the variables θ in time and space, θ = (ϕ, x) ∈ T ν+d . Similarly we write ξ = (ω, ζ) ∈ R ν+d . We have the following result
then there exists a Lipschitz function m : 15) such that in the set
Furthermore if a 0 is a reversible vector field (i.e. a 0 = even(ϕ, x)) then the diffeomorphism (ϕ, x) → ϕ, x + β(ϕ, x) is reversibility preserving (i.e. β = odd(ϕ, x)).
Remark 3.5. In the previous proposition we are stating that if f 0 in Theorem 3.1 has the form f 0 = (0, . . . , 0, a 0 ) then also the frequency α ∞ and the change of variables β have the same form.
We now wish to consider the case where ζ is not an independent parameter but a given function of ω . We have the following
Here m 0 (ω) is a Lipschitz function and
then in the set
Proof. We wish to apply Proposition (3.4), we consider the map M : ω → (ω, m 0 (ω)) and denote by O 0 the image of Ω 0 through this map. Then we consider a 0 (ϕ, x; ω, ζ) = a 0 (ϕ, x; ω) in this way the dependence on ζ is trivial and we have
We thus apply Proposition (3.4) to the vector field
We produce a change of variables x → x + β(ϕ, x; ω, ζ) which diagonalizes X 0 in the set O 2γ ∞ . We now restrict our parameter set to
∞ . It remains to prove the bound (3.23). Setting β(ϕ, x, ω) = β(ϕ, x; ω, m 0 (ω)) we have
hence the result follows.
Reducibility
In this section we state some reducibility results of quasi-periodic transport type equations. They are obtained as a consequence of Theorem 3.1. Theorem 4.1. Consider the transport equation
Then if (3.13), (3.14) are fullfilled, for (ω, ζ) ∈ O 2γ ∞ (see (3.16) ), under the change of variable u = Ψ(ωt)[v] = v(x + β(ωt, x)) defined in (3.17), the PDE (4.1) transforms into the equation with constant coefficients
As a consequence, for any s ≥ 0 , u 0 ∈ H s (T d ) the only solutions of the Cauchy problem 
By applying Proposition 3.4, one gets that
implying that v solves the equation (4.2). Such a PDE with constant coefficients can be integrated explicitly, implying that for any
B(H k x ) < +∞. By using the classical Riesz-Thorin interpolation Theorem for linear operators one gets that Ψ(ϕ) ∈ B(H s x ) with sup ϕ∈T ν Ψ(ϕ)
and this concludes the proof.
We remark that, as explained in Proposition 3.4, the measure of
∞ is of order γ , which guarantees that the reducibility result holds for a positive measure set of parameters (ω, ζ). On the other hand we are not able to give a bound on Ω 0 \ Ω 2γ ∞ unless we impose some further conditions. We give an example which we believe is interesting for applications. 
Assume that m 0 (ω) satisfies
for some appropriate c, C which depend on the set Ω 0 . Assume finally that Proof. The fact that the analog of Theorem 4.1 holds is just a repetition of the proof of that statement. The only non trivial thing is to show the measure estimate. We first note that
Fix ℓ, j and compute the measure of a resonant set
We claim that if R ℓ,j = Ø then |j| ≤ k|ℓ|, where
Note that, since Ω 0 is compact, k is finite. To prove our claim we note that
In particular R 0j = Ø for any j ∈ Z \ {0} . We claim that |R ℓ,j | ≤ Cγ/ ℓ τ +1 , for some
we have (recall |j| ≤ k|ℓ|)
provided that
This last inequality holds true provided that c − η ⋆ > 0 and
Note that the first equation gives an upper bound for C , while the second gives an upper bound on η ⋆ . We assume that the desired smallness conditions hold and hence we have our claim.
since τ > ν + 1 .
We also state the following corollary, concerning the solvability of a forced quasi-periodic transport equation. Such a corollary will be applied in [32] . 
Furthermore, there exists a constant σ = σ(τ, ν) > 0 such that the following estimates hold:
Proof. The equation (4.3) can be written as
By Corollary 3.6, in particular by (5.82), we have that
Using that Ψ(1) = 1 we get
and we choose c such that
so that the r. h. s. of the equation (4.9) has zero average. By the fact that Ψ is bounded from H s to itself for any s ≥ s 0 and f ∈ C ∞ then g := c − Ψ f ∈ C ∞ . Since g ∈ C ∞ and has zero average then the equation
Furthermore, using the estimate on m ∞ given in (3.23), the following standard estimate holds:
Therefore the function
is a C ∞ -solution of the equation (4.5). Finally, the estimates (4.4) follow by (4.10), (4.13) and by applying the estimates (A.7), (A.8), the smallness condition (3.21) and the estimates (3.23), (4.12).
An iterative KAM scheme
We prove Theorem 3.1 and the first item of the Corollary 3.3. This is done by applying recursively a KAM step which we now describe.
KAM step
Consider for ξ ∈ O ⊆ O 0 a Lipschitz family of vector fields on T
Given K ≫ 1 and γ > 0 assume that for some domain O ⊆ O 0 we have (recall (3.1))
for some δ small enough. Let
and for all ξ ∈ O + set g(θ; ξ) to be
The map
is a diffeomorphism of T N . We have that the pushforward of the vector field X in (5.1) under the map Φ in (5.7) has the form
where α + ∈ R N is defined and Lipschitz for ξ ∈ O 0 , the function f + is defined and Lipschitz for all ξ ∈ O + (see (5.3)) and the following bounds hold:
Moreover if f is a reversible vector field, then θ → θ + g(θ) is a reversibility preserving map, implying that f + is a reversible vector field.
There exists δ ′ := δ ′ (s 1 ) such that if
14)
∆ 12 f s0+b + |∆ 12 α| . 
hence by (5.3) we get (5.6) and, by using smoothing properties of the projector Π K (see Lemma A.1, item (iv)) we have g γ,O+ s
We claim that g satisfies the hypotheses of Lemma A.3, hence Φ is a diffeomorphism. Indeed, since s 0 ≥ [N/2] + 3 > s 0 + 1 , by (5.17) and (5.2) we have
2) is sufficiently small. By applying Lemma A.3, and by the Sobolev embedding, one gets that the inverse diffeomorphism y → y + g(ϕ, y) satisfies the estimate By definition of pushforward (we rename the new variables as θ )
and by the definition of g in (5.4)
Now we extend f from O to the whole O 0 by Kirtzbraun theorem, preserving the Lipschitz norm. We denote the extension by f Ext and set
The bounds (5.9) follow since
. As for (5.10) we repeatedly use Lemma A.3, indeed setting
we have by (A.8) for s ∈ N, s ≥ s 0 
by using (5.2) we get (5.10).
If the vector field f is reversible, then f = even(θ), therefore by the formulae (5.4), (5.5), one has that g = odd(θ), implying that the diffeomorphism θ → θ + g(θ) is reversibility preserving. It then follows that the function F = even(θ), by (5.20) . By (5.19), one has that
implying that f + = even(θ). This proves that f + is a reversible vector field. Now let b satisfy (5.11) and λ 1 , λ 2 ⊆ B E where B E ⊆ E is a ball in the Banach space E . We introduce the notation
The bound in (5.13) follows since
. Now under the same hypotheses
By using the mean value Theorem, by applying Lemma A.3 and using the estimate (5.18), for any s ∈ [s 0 − 1, s 0 + b], one gets
Using (5.12), applying the estimate (5.13) and Lemma A.1-(iv), one gets
12) small enough. The above estimates imply that
Specializing the above estimate for s = s 0 − 1 and s = s 0 + b , one gets 
and consequently
Then, using also Lemma A.1-(iv), we have for s = s 0 − 1
similarly for s = s 0 + b .
The estimate (5.15) then follows by recalling (5.25) and by applying the estimates (5.29), (5.32).
KAM iteration
Now we describe the iteration of the KAM step. There exists K 0 depending on s 0 , ν and δ * := δ * (s 1 ) small such that if
then, for all n ≥ 0 , the following holds. We set K n := K χ n 0 , χ := 3/2 and
and for all ξ ∈ O n+1 we set g n+1 (θ; ξ) to be Then the following holds.
(P 1 ) n . Set g 0 = 0 . For all n ≥ 0 the torus diffeomorphism Φ n : θ → θ + g n (θ) is well defined and the induced operator (2.8) acts on H s to itself ∀s ≥ s 0 . Setting
we have the bounds
and there exists a positive constant C 1 (s) such that
As a consequence
(P 2 ) n . The torus diffeomorphism defined by
is of the form Ψ n : θ → θ + h n (θ) with, for all s ≥ s 0 , (recall (5.43) for the definition of M(s))
Moreover, if f 0 is a reversible vector fields, then θ → θ + g n (θ), θ → θ + h n (θ) are reversibility preserving maps and f n is a reversible vector field.
then for any n ≥ 0 , for any ξ ∈ O n (λ 1 ) ∩ O n (λ 2 ), the following estimates hold:
Proof. The statements (P 1,2 ) 0 are trivial. (P 3 ) 0 follows taking C * (s 1 ) large enough, for instance
. Now suppose that (P 1,2 ) n hold and we prove that (P 1,2 ) n+1 also hold.
Proof of (P 1 ) n+1 . We have to prove that the (n + 1)-th diffeomorphism of the torus is well defined from H s to itself for all s ≥ s 0 . In particular, we show that (5.2) holds with K K n and f f n . We have
By (5.33) µ > 2τ + 2s 0 + 1 . Hence K 2τ +2s0+1−µ n is a decreasing sequence and by (5.34), (5.33) (ρ > 2τ + 2s 0 + 1 )
Then by (5.54), (5.55) and taking δ * ≤ δ (recall (5.34) and (5.2)) we get our first claim
In order to prove (5.41) we apply the KAM step with f + f n+1 . We start by estimating the low norm. By (5.22)
, since µ > 2τ + 2s 0 + 1 , this is a decreasing sequence and by (5.34) (taking δ * small enough) and ̺ > 2τ + 2s 0 + 1 (see (5.33))
Thus, by the inductive hypotesis (5.41), we have to prove
By (5.33) we have
then the sequences in (5.58) are decreasing and we just need
which follows by taking K 0 sufficiently large (depending on C s0 and C 1 (s 1 ) in (5.41)) and by (5.34), since
Regarding the estimates in high norm, by (5.10) we have for all s > s 0
First we prove the following bounds for s > s 0
for some constant C(s) and for a suitable n 0 (s). For n = 0 (5.61) holds by taking C(s) ≥ 1 . For n ≤ n 0 (s) − 1 we have, by (5.60),
Considering that n ≤ n 0 (s) − 1 , by (5.33) and (5.34) with δ * small enough, we get (5.63). Now consider n ≥ n 0 (s). By (5.60) we have 
from which we may deduce that (recall (5.41))
which is (5.43) taking C 2 (s) ≥ 2 C 1 (s + 2τ + 2). The bounds (5.41) trivially implies (5.40).
Proof of (P 2 ) n+1 . By construction
First we show the following. By fixing an opportune n 0 (s) ∈ N, we have the bounds
We recall that h 0 := α 0 = 0 . By (5.67), (5.45), (5.69) we have for n ≤ n 0 (s) − 1
provided that we choose C(s) such that (recall (5.34))
Hence we proved (5.70). Now, by (5.67), (5.45), (5.69), we have for n ≥ n 0 (s)
provide that we choose n 0 (s) large enough so that (recall µ > 2τ + 2 )
and by using (5.72) with n = n 0 (s). Hence we proved (5.45) with
In order to prove the first bound in (5.46) we use (5.67), (5.45), (A.6b) and we have
By interpolation we get
Hence we have by (5.73) provided that C 4 (s) is large enough and
which hold by taking K 0 > 1 large enough, by (5.41) and (5.34) . If f n is a reversible vector field, by Lemma 5.1 (recall also the definitions (5.36))one has that θ → θ + g n+1 (θ) is a reversibility preserving map and f n+1 is a reversible vector field. Furthermore, since by the inductive hypotheses, θ → θ + h n (θ) is a reversibility preserving map, by the formula (5.68) one immediately gets that θ → θ + h n+1 (θ) is reversibility preserving too.
Proof of (P 3 ) n+1 . If we take (recall δ * in (5.34), (5.33))
since f 0 (λ 1 ) and f 0 (λ 2 ) satisfy the smallness assumption (5.47), then condition (5.34) holds for both f 0 (λ 1 ) and f 0 (λ 2 ) and we can apply the estimates proved in the steps (P 1 ) n , (P 2 ) n obtaining that
This estimate implies that (5.12) is verified by (5.47). Then by applying (5.15), one gets that 
provided for any n ≥ 0 ,
As in the previous items the left hand side of these inequalities is decreasing in n, since by (5.33) we have µ > 2τ +s0 (2−χ) , b > µχ + κ − 1 . Then our claim follows by taking K 0 , C * (s 1 ) > 0 large enough. Moreover
for any n ≥ 0 . Such a condition is fullfilled, by taking K 0 > 1 large enough, since by (5.33) one has that (χ − 1)κ > 2τ + s 0 . Therefore, the estimates (5.48), (5.49) have been proved at the step n + 1 . The estimates (5.50), (5.51) follow by applying (5.14) by using a telescoping argument.
The estimates (5.6), (5.45), using that 2τ + 2s 0 + 3 ≤ s 1 imply that 
By the formula (5.68) one gets
Using the triangular inequality, the mean value theorem, the estimates (5.77), (5.78), Lemma A.3 and the smallness condition (5.47), one gets the estimate
Then using the induction hypothesis (5.52), one gets
This condition is fullfilled, by (5.47), taking K 0 and C * (s 1 ) large enough, recalling that K n = K 
We can then apply the estimate (5.51) implying that for any
Therefore, for any k ∈ Z N \ {0} , |k| ≤ K n , one has that
By the condition (5.53). Then ξ ∈ O γ−ρ n+1 (λ 2 ), which is the claimed statement.
Proof of Theorem 3.1
Now we can prove the Theorem 3.1.
Proof. We fix s 1 as in (5.33) and choose η ⋆ so that (3.4) implies (5.34), namely (recall (5.33))
Consider now the sequence h n defined in Lemma 5.2-(P 2 ). By formula (5.46) this is a Cauchy sequence in H s (T N ) for all s ≥ s 0 . Let us denote by h (∞) its limit. We note that h
In the same way, by (5.40) the sequence α n is a Cauchy sequence and we denote by α ∞ its limit. We claim that
First we prove by induction that (recall (5.39))
For n = 0 this is trivially true. Now prove the (n + 1)-th step. Recalling the definition (5.44), by the composition of pushforwards
Now by (5.83) we have that by using triangle inequalities, the mean value theorem and the bounds given in Lemma A.3. Then we proved our claim. By (5.82), setting Ψ (∞) : θ → (θ + h (∞) (θ)), we have
The bounds (3.5) follow by (5.40) . In order to complete the proof we need to show that
We prove this by induction. By definition O Finally, note that if f 0 is a reversible vector field, all the diffeomorphisms θ → θ + h n (θ) are reversibility preserving, namely h n = odd(θ) for any n ∈ N. Hence the limit function h (∞) = lim n→+∞ h n is odd(θ) implying that the map θ → θ + h (∞) (θ) is reversibility preserving. The proof of the theorem is then concluded. Proof. The estimate (A.5) is proved in [3] , (A.6b) is proved in the Appendix of [5] . The bounds (A.6a) are slightly different from the corresponding ones of [3] , [5] . This and the different choiche of wheighted Lipschitz norm reflect on the Lipschitz bounds (A.7) and (A.8). Let us prove (A.6a).
We follow the proof of Lemma B.4 -(ii) in [3] abut treat in a different way some terms arising from the Faa di Bruno's formula. First we note that u • f 0 ≤ u 0 (1 + 2|Dp| ∞ ). Then we consider the expression
Here the coefficients C k are integer numbers which take into account the combinatorics, it is easily seen that C s = 1 . We and note that Df = I + Dp, while D j f = D j p for j ≥ 1 . Then we split the sum above in the following way Then one can follow exactly the same proof of Lemma B.4 -(ii) in [3] .
In order to prove (A.7) we use formula (6.15) of [5] which reads in terms of the Lipschitz seminorm In order to prove (A.8) we compute the Lipschitz variation. We have
now in the r.h.s. the first summand is bounded by using (A.6a); regarding the second summand we use the interpolation estimates for products and then (A.6a), (A.6b). Note that (A.6b) loses one derivative, this is why in the norm · γ,O
we require the estimate of the Lipschitz variation of ω only for the norm · s−1 .
