ILU smoothers are good smoothers for linear multigrid methods. In this paper, a new ILU smoother for the incompressible Navier-Stokes equations, called CILU (Collective ILU), is designed, based on r-transformations. Existing ILU decompositions factorize the matrix with real elements. In CILU the elements of the matrix that is factorized are submatrices, corresponding to the set of physical variables. A multigrid algorithm using CILU as smoother is investigated. Average reduction factors and limiting reduction factors are measured to explore the performance of the algorithm. The results show that CILU is a good smoother.
Introduction
Theoretical and practical investigations for about two decades have shown that multigrid methods are very suitable for solving large systems of algebraic equations resulting from discretization of partial di erential equations. In this paper, we will present a multigrid method for the incompressible Navier-Stokes equations in general coordinates discretized on a staggered grid. A new smoother of ILU type, called CILU (Collective ILU), is introduced.
The main components in a multigrid algorithm are smoothing and coarse grid correction. The smoother should possess the smoothing property, and the coarse grid approximation should have the approximation property ( 4] ). In 16] , the smoothing and approximation properties are studied for the incompressible Navier-Stokes equations discretized on a staggered grid in Cartesian coordinates. In general coordinates a theory is not available. Therefore, the performance of CILU is tested in numerical experiments.
Classical Jacobi or Gau -Seidel iteration may be used for smoothing. These methods are simple to implement. However, they are not robust. They fail when the problem contains anisotropies. Examples of anisotropies are strong convection and large or small aspect ratio of grid cells, which occur often in discretizations using boundary-tted coordinates. ILU decomposition for smoothing in multigrid methods has heen investigated by many authors; for a survey, see 12] . It is found that ILU smoothing is robust and e cient. This leads us to consider a smoother based on an ILU decomposition.
For reasons explained elsewhere ( 19] ), we use Galerkin coarse grid approximation. This implies that the nonlinear problem to be solved is linearized outside the multigrid algorithm.
Discrete systems approximating the Navier-Stokes equations are inde nite. So direct implementation of ILU decompositions is problematic. This problem is overcome by applying an r-transformation, as proposed in 15], 17] and 18]. This paper is arranged as follows. In section 2, the partial di erential equations and the discrete system that are to be solved are described. Section 3 explains brie y the rtransformation. An incomplete LU factorization called CILU is described in section 4. In section 5, a linear multigrid algorithm is presented which covers the V-, W-, F-and A-cycles. The choices for restriction and prolongation operators are given. Using skewed driven cavity problems and L-shaped driven cavity problems as test problems, in section 6 the performance of the linear multigrid using CILU as smoother is investigated.
Partial Di erential Equations and Discretization
The tensor formulation of the incompressible Navier-Stokes equations in general coordinates reads as follows: with some ordering (for example lexicographic) of the grid points. This will be called the block-wise ordering. Equation (2.5) gives rise to a sequence of systems of equations for a sequence of time levels. It is linearized with the Newton's method, for example
This gives Q 0 (V n+1 ) = Q 1 V n+1 + Q 2 (V n ) with Q 1 linear. Note that both Q 1 and Q 2 are evaluated by using V n . The resulting system is denoted by Kx = f Based on numerical experiments we have found ! = 0:7 to be a suitable choice. The choice of will be discussed later. is to be solved, with l f the nest grid index; l is the grid index, nmg, nsc, npre, npost are the number of multigrid iterations, the number of iterations on the coarsest grid, the number of pre-smoothings and the number of post-smoothings, respectively; cycle chooses a multigrid strategy from the V-, W-, F-and A-cycles; tolf is the accuracy tolerance factor: if the residual norm on the nest grid is smaller than the product of this factor and the norm of the right-hand side, the multigrid iteration terminates. The parameter maxgam controls the number of visits to a grid, which is useful when the A-cycle is used. If the number of visits to a grid coming from the next coarser grid exceeds maxgam, then the next ner grid has to be visited. The parameters ; and tolc have e ect only when the A-cycle is used. is called the residual norm tolerance factor: when the residual norm on a grid is smaller than the product of and the residual norm on the ner grid, a coarse grid correction takes place to the ner grid, otherwise a restriction is done. The parameter is referred to as the smoothing rate tolerance. When the smoothing factor, de ned later, is larger than , then smoothing stops.
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P l stands for prolongation of corrections from grid l ? 1 to l, and R l represents restriction of the residual from grid l + 1 to l. In order to avoid redundant computations, variables llast and lnrm are introduced; llast prohibits redundant smoothing, when the A-cycle is employed and is exceeded; lnrm prevents the residual norm from being computed if computation of the residual norm just took place on the same grid. The smoothing algorithm SA should take the structure given in gure 5.2. Here S l (' l ; f l ) represents one smoothing. The coarse grid solver SAC can be the same as SA, solving the system on the coarsest grid in nsc iterations, or can use other iterative or direct solution methods.
To investigate the multigrid algorithm with CILU as smoother, we design the following tests. Starting from the nest grid from the zero solution, 2 time steps, each accompanied by two (multigrid) iterations, are performed rst to give an initial start for the solution. Then 20 multigrid iterations are carried out, in which we measure the average reduction factor and the limiting reduction factor, which are to be explained later. The multigrid cycle uses the Wcycle, with one pre-and one post-smoothing. The coarsest grid is xed at 2 2. For transfer operators, we distinguish between the prolongation operators for the computation of coarse grid matrices and those for the computation of coarse grid correction. In the formulation of the coarse grid matrices by means of Galerkin coarse grid approximation, two versions will 
Test Problems and Results
Let r = f ? Kx be the residual of equation (2.9), and let r = krk with k k the l 2 -norm.
After linearization, a number of multigrid iterations is carried out, after which V and p are updated outside of multigrid iterations. Let r 0 be the initial residual norm on the nest grid, and r n be the residual norm on the nest grid after n multigrid iterations. The average reduction factor n is de ned by n = r n r 0 1 n :
The reduction factor at the i-th iteration is de ned by i = r i r i?1 : 
The L-Shaped Driven Cavity Problem
This problem is proposed in 7] and is illustrated in gure 6.4. In order to get rid of wiggles in the solution, a smooth grid generated by a bi-harmonic grid generator is used ( 7] ). The computational domain is depicted in gure 6.5. We nd that the multigrid algorithm does not work well or fails for lower Reynolds numbers and smaller mesh sizes, if the numbering of cells is the lexicographic ordering as used for the skewed driven cavity problem. The reason is explained in 13] (see section 7.8 and the references therein) for anisotropic convectiondi usion equations. Therefore, instead of the lexicographic ordering, a backward lexicographic ordering is employed, in which the numbering of cells takes place rst in the reverse direction of the 1 -direction and then in the reverse direction of the 2 -direction, starting from corner D. The Reynolds numbers are 100 and 1000, respectively. Figures 6.6 and 6.7 give the streamlines for the two cases and are in good agreement with those given in 7] . One multigrid iteration is employed for each time step. Note that the time steps for Re = 100 and Re = 1000 are di erent. Compared with the time step for the skewed driven cavity problems, the time step for Re = 1000 has to be smaller, otherwise the multigrid algorithm fails after a few time steps, because of lack of diagonal dominance, as discussed before. Of course the time step can be larger for low Reynolds numbers, for example for Re = 100 here. But in accordance with the case for Re = 1000, we take t = :5 for both cases in measuring reduction factors.
The reduction factors and the dependence of multigrid convergence on are presented in In this test problem, the parameter must be greater than 1 and can be rather large. From both the skewed driven cavity and the L-shaped driven cavity problems, it is clear that the optimal value of is problem-dependent and an appropriate choice of improves the multigrid performance. But in both cases = 2 would give satisfactory convergence.
Conclusions
Based on collective incomplete LU factorization with r-transformation, a new smoother, called CILU, is presented for the incompressible Navier-Stokes equations in general coordinates. Instead of working with scalar elements as ordinary ILU, CILU works with elements that are 3 3 matrices. Apart from the underrelaxation factor !, another parameter is introduced to enhance smoothing performance. A multigrid algorithm using CILU as smoother is investigated numerically, using the skewed driven cavity and the L-shaped driven cavity problems as test problems. The performance of the multigrid algorithm is studied by measuring the limiting reduction factor and the average reduction factor on various grids and for di erent choices of prolongation operators in the computation of coarse grid matrices by means of Galerkin coarse grid approximation (RAP). Two versions are used for the prolongation operators: in version 1, the prolongation operators for the velocities are the so-called hybrid interpolations, and that for the pressure is a piecewise constant interpolation; in version 2, the prolongation operators for the velocities are a bilinear interpolation, and that for the pressure remains the same as in version 1. The multigrid schedule is the W-cycle with one pre-and one post-smoothing, and the coarsest grid is xed at 2 2. The numerical experiments show that with version 2, the reduction factors are almost independent of mesh sizes and slightly dependent on the Reynolds number. But with version 1, the reduction factors grow with re ning mesh sizes, and are mostly larger than those obtained with version 2, and the algorithm works better for the low Reynolds number case than for the high Reynolds number case. So the multigrid algorithm with prolongation operators from version 2 seems to be more promising.
The e ect of the parameter is investigated on 128 128 grids. The results show that a proper choice of improves the multigrid performance, sometimes very much as in the L-shaped driven cavity problem. The optimal value of is problem-dependent, but a xed choice = 2 seems to be a good compromise.
The well-known anisotropy of ILU smoothers is encountered here in the L-shaped driven cavity problem, where meshes are stretched more in a direction than in another. This problem is cured by simply changing the ordering of cells.
Due to central di erencing of the partial di erential equations, the time step should be su ciently small for high Reynolds numbers. Otherwise the algorithm may fail after several time steps.
To sum up, CILU smoother is a good smoother. 
