We consider the spectral properties of matrix polynomials over the Max algebra. In particular, we show how the Perron-Frobenius theorem for the Max algebra extends to such polynomials and illustrate the relevance of this for multistep difference equations in the Max algebra. We also present a number of inequalities for the largest max eigenvalue of a matrix polynomial.
Introduction
The max algebra, which is the focus of this paper, consists of the nonnegative real numbers R + equipped with the basic operations of multiplication, a⊗b = ab, and maximization a ⊕ b = max{a, b}. This algebraic system arises directly in applications such as the Viterbi algorithm [1] and has also been used to construct ranking vectors for analytic hierarchy processes [2] . Furthermore, the max algebra is isomorphic to the max-plus algebra, which provides a natural framework for analysing a broad class of discrete event systems arising in areas such as transportation and manufacturing. In fact, the max-plus algebra has been used in applications such as the design and analysis of bus and railway timetables as well as in the scheduling of high-throughput industrial processes [3] .
Given their importance in applications, dynamical systems and matrices in the max and max-plus setting have received considerable attention. Many key results in these areas relate to extensions of the classical Perron-Frobenius theory [4, 5] to the max setting. A very early result in this direction was obtained by Vorobyev in [6] . For more recent references giving details on results of this type and their applications, see [1, 7] and references therein. For a recent reference focussing specifically on the Perron-Frobenius Theorem for the max algebra, see [8] , wherein several proofs of this fundamental result were presented. Formally, the max Perron-Frobenius Theorem states the following; for an irreducible nonnegative matrix A, the maximal cycle geometric mean, µ(A), which is defined below, is the unique eigenvalue of A over the max algebra. Furthermore, the eigenvectors corresponding to µ(A) must be strictly positive in this case.
The classical power method was modified to obtain a technique for calculating the max eigenvalue and max eigenvectors of an irreducible nonnegative matrix in [9, 10] . Conditions guaranteeing convergence of the power method were also given in these papers.
More recently, results relating classes of matrix norm, the maximal cycle geometric mean and asymptotic stability for a single matrix in the max algebra were presented in [11] . This line of research was then further extended to sets of matrices in [12, 13] . Here, a max algebra version of the generalised spectral radius, which plays a central role in determining stability and convergence properties of discrete linear inclusions and nonhomogeneous matrix products was introduced and the generalised spectral radius theorem was extended to the max algebra.
In the present paper, we consider another aspect of the spectral theory for the max algebra. Specifically, we investigate matrix polynomials defined over the max algebra and obtain a set of results corresponding to those presented recently in [14] for nonnegative Perron polynomials. It should be emphasised that matrix polynomials over the max-plus algebra have previously been considered in connection with scheduling problems and timetable analysis [3] . The spectral properties of such polynomials have important implications for the stability of timetables with respect to the propagation of delays. For both the max and the conventional algebras, matrix polynomials are closely related to multistep difference equations. In [14] , this relationship was exploited to derive a multistep version of the Fundamental Theorem of Demography for the conventional algebra. For a reference highlighting the role played by classical Perron-Frobenius theory in the Fundamental Theorem of Demography and other key results of population dynamics, see [15] .
The layout of the paper is as follows. In Section 2, we introduce the main notation used throughout the paper as well as some preliminary results and define formally what is meant by a max matrix polynomial. In Section 3, in the spirit of [14] , we show how to associate a companion matrix with a max matrix polynomial and show that there is a perfect correspondence between the eigenvalues and eigenvectors of the polynomial and those of the companion matrix. This allows us to apply the Perron-Frobenius theorem for the max algebra to obtain a corresponding result for matrix polynomials over the max algebra. In Section 4, we investigate the implications of these results for the convergence of multistep difference equations in the max algebra, while in Section 5, we derive a number of inequalities for the largest max eigenvalue of a max matrix polynomial in terms of the largest max eigenvalue of a fixed matrix naturally associated with the polynomial. Finally, in Section 6, we present our conclusions.
Preliminaries
Throughout the paper, R denotes the set of real numbers; R + denotes the set of nonnegative real numbers; R n stands for the vector space of all n-tuples of real numbers; R n×n stands for the space of n×n matrices with real entries. For v ∈ R n and 1 ≤ i ≤ n, v i denotes the i th component of v. Similarly, for A ∈ R n×n and 1 ≤ i, j ≤ n, a ij refers to the (i, j) th entry of A. We use A T and v T for the transpose of A ∈ R n×n and v ∈ R n respectively. A vector v ∈ R n is said to be positive if
n×n , we say A is positive (nonnegative) and write where
and 0 is the zero matrix in R (n−k)×k + for 1 ≤ k < n. A matrix is said to be irreducible if it is not reducible. A nonnegative matrix A is primitive if and only if A n > 0 for some positive integer n.
For A ∈ R n×n , the weighted directed graph associated with A is denoted by D(A). Formally, D(A) consists of the finite set of vertices {1, 2, ..., n} and there is a directed edge (i, j) from i to j if and only if a ij > 0. It is standard that A is an irreducible matrix if and only if there is a directed path
A cycle Γ of length k in D(A) is a closed path of the form i 1 , i 2 , ..., i k , i 1 where i 1 , i 2 , ..., i k are in {1, 2, ..., n} and distinct. For such a cycle its cycle geometric mean is k √ a i1i2 a i2i3 · · · a i k i1 . The maximal cycle geometric mean in D(A) over all possible cycles is denoted by µ(A). Throughout the paper, we adopt the notation π(Γ) = a i1i2 a i2i3 · · · a i k i1 for the product of a cycle Γ and l(Γ) = k for the length of a cycle. A cycle whose cycle geometric mean equals to µ(A) is called a critical cycle. Vertices that lie on some critical cycle are known as critical vertices. The critical matrix [9, 10] of A ∈ R n×n , denoted by A C , is formed from the submatrix of A consisting of the rows and columns of A corresponding to critical vertices as follows. Set a 
where
is the largest max eigenvalue of A; this is still true in the case where D(A) contains no cycles and µ(A) = 0 [11] . If A is irreducible, then µ(A) is the unique max eigenvalue of A and there is a positive max eigenvector v > 0 corresponding to it [8] . The eigenvector v is unique up to a scalar multiple if and only if the critical matrix of A is irreducible.
Eigenvectors and Eigenvalues for Max Matrix Polynomials
In this paper, inspired by the work of [14] for non-negative matrix polynomials over the conventional algebra, we consider the spectral properties of matrix polynomials defined over the max algebra. Formally, we consider polynomials given by
where A 0 , A 1 , . . . , A m−1 are in R n×n + . We refer to P (λ) as a max matrix polynomial of degree m − 1. In analogy with the definitions for the conventional algebra [14] , we say that (i) κ ≥ 0 is said to be a right max eigenvalue of P (λ) with corresponding right max eigenvector
is then a right max eigenpair of P (λ).
(ii) τ ≥ 0 is said to be a left max eigenvalue of P (λ) with corresponding left max eigenvector w ≥ 0 if w
is then a left max eigenpair of P (λ).
The key result of this section, which allows us to directly apply the PerronFrobenius theorem for the max algebra to obtain corresponding statements for max matrix polynomials is Proposition 3.1 below. Essentially, as was done in [14] for the conventional algebra, this establishes a one to one correspondence between the max eigenpairs of the polynomial P (λ) in (2) and the max eigenpairs of the companion matrix
Proposition 3.1. Consider the max matrix polynomial P (λ) given by (2) and the corresponding companion matrix given by
is a right max eigenpair of P (λ) if and only if (κ,v) ∈ R + × R mn + is a right max eigenpair of C P , wherev
Moreover, (τ, w) ∈ R + × R n + is a left max eigenpair of P (λ) if and only if (τ,ŵ) ∈ R + × R mn + is a left max eigenpair of C P , wherê
Proof. It is a straightforward calculation to verify that C P ⊗v is given by
Hence, if (κ, v) is a right max eigenpair of P (λ), it is immediate that C P ⊗v = κv. For the converse, it is clear that any right eigenvector of C P must be of the form (4) . Then equating the last rows of C P ⊗v = κv, we have
For the left eigenpair statement, we haveŵ
Since (τ, w) is a left max eigenpair of P (λ), it follows thatŵ T ⊗ C P = τŵ T . For the converse, equating the last columns ofŵ T ⊗ C P and τŵ T , we see that
. It follows from Proposition 3.1 that the largest right and left max eigenvalues of the polynomial P (λ) coincide. We now define µ := µ(P (λ)) to be the largest right (or left) max eigenvalue of P (λ). However, note that in general the set of right and left max eigenvalues of A and A T need not coincide. For example,
The following result, which extends the Perron-Frobenius theorem to matrix polynomials over the max algebra now follows easily from combining Proposition 3.1 with Theorem 2 of [8] .
Theorem 3.1. Consider the max matrix polynomial P (λ) given by (2) and let C P be the corresponding companion matrix (3) . Suppose that C P is irreducible. Then µ(C P ), the maximal cycle geometric mean of C P , is the only max eigenvalue of P (λ). Moreover, writing µ := µ(C P ), there exist positive vectors
Remark 3.1. It has been pointed out in [14] that C P will be irreducible if A 0 is irreducible. Note that the irreducibility of C P only implies that the eigenvalue µ is unique; there may be multiple eigenvectors corresponding to µ. The following result describes a situation in which the eigenvector is also unique.
Theorem 3.2. Let the max matrix polynomial P (λ) be given by (2) and let C P be the corresponding companion matrix (3). Further, let C C P denote the critical matrix of C P . Then P (λ) has unique left and right eigenvectors up to scalar multiples if and only if the graph of C C P is strongly connected.
Multistep Difference Equations in the Max Algebra
The association of matrix polynomials with multistep difference equations was studied in [14] for the conventional algebra. In this section, we show how the max matrix polynomial P (λ) given by (2) is related with multistep difference equations over the max algebra. As noted in the introduction, equations of this type have been previously studied in the max-plus setting [3] .
Consider the multistep difference equation:
are coefficient matrices and u 0 , u 1 , ...u m−1 ∈ R n + are initial values. As with multistep difference equations for the standard algebra, the system (7) is equivalent to the singlestep difference equation given by
This is seen by setting
For a given initial condition
Hence, the solution of (7) can be written in the form:
Throughout this section, we assume that C P is irreducible and that the critical matrix C C P is primitive. Therefore, as C C P is certainly irreducible, it follows that P (λ) has unique left and right max eigenpairs.
Under the above assumptions, it follows from Theorem 2.2 in [9] that max powers of the normalized companion matrix 1 µ j C j P⊗ converge in finitely many steps to a matrix C ∞ . In fact, Theorem 2.2 of [9] established that for any irreducible A ∈ R n×n + with A C primitive, there is some K ∈ R + and some
The following lemma restates the above convergence result of [9] in terms of the normalised max eigenvectors of A.
Lemma 4.1. Let A ∈ R n×n + be irreducible and A C be primitive. Then there exists some K > 0 such that
where v > 0 and w > 0 are the unique right and left max eigenvectors of A satisfying A ⊗ v = µ(A)v, A T ⊗ w = µ(A)w and v T ⊗ w = 1.
Proof. It follows from (11) that there is some K > 0 and a matrix A ∞ such that
It follows immediately that the columns of A ∞ are right max eigenvectors of A and hence that A ∞ = v ⊗ x T for some x ∈ R n + . On the other hand,
But, A ∞ = v ⊗ x T and hence,
Thus, x = λw for some λ ∈ R + . It is explicit that
Therefore, we conclude that x = w and A ∞ = v ⊗ w T .
In Theorem 4.2 of [14] , a generalization of the so-called Fundamental Theorem of Demography was derived. In the following result, we extend this to the max algebra.
Theorem 4.1. Let P (λ) be the max matrix polynomial given by (2); let C P be irreducible and C C P be primitive. Let v and w be the right and left max eigenvectors of P (λ) corresponding to µ normalized so that
Write u j , j = 0, 1, . . . for the solution of the multistep difference equation (7) corresponding to a nonzero initial vector
Then there is some positive integer K such that for all j ≥ K
Proof. Letv andŵ be the right and left max eigenvectors of C P given by (4), (5) respectively. Lemma 4.1 implies that there is some integer K ≤ (mn) 2 such that for all j ≥ K,
The solution of (7) is given by u j = I 0 · · · 0 ⊗C j P⊗ ⊗x 0 . It immediately follows from the above calculation that for all j ≥ K,
Using the fact that w
, we find that for all j ≥ K,
Note that the above result implies directly that
which is a direct generalisation of Theorem 4.2 of [14] .
Some Bounds for µ
In this section, we explore the relationship between the max eigenvalues of the max matrix polynomial (2) and the max eigenvalues of the n×n, nonnegative matrix
Specifically, we present a number of results relating µ and µ(S) that are similar to those given in Proposition 3.8 of [14] for matrix polynomials over the conventional algebra. Before deriving the main result of the section, which is Theorem 5.1 below, we first need to introduce some notation and a number of preliminary results.
Given A 0 , . . . , A m−1 , we write a Then µ(M ) = µ(S).
Proof. First it is immediate that any cycle in D(S) is also a cycle in M . This implies that µ(S) ≤ µ(M ). On the other hand, if Γ
. . , i k = i 1 is also a cycle in D(S) and moreover from the definition of S,
This implies that µ(S) ≥ µ(M ). Hence µ(S) = µ(M ) as claimed.
Before proceeding, note that the argument used above also shows that µ(M ) = 0 if and only if µ(S) = 0.
The following result plays a central role in the proof of the main result of this section. It shows that there is a 1-1 correspondence between cycles in the multigraph M and cycles in the directed graph D(C P ). In the proof of this result we write c i,j for the (i, j) entry of C P .
Lemma 5.2. Let Γ M be a cycle in the multigraph M with cycle product π(Γ M ) and length j. Then there exists a cycle Γ C in D(C P ) of length k ≥ j such that π(Γ C ) = π(Γ M ). Conversely, for every cycle Γ C in D(C P ) of length k, there exists a cycle Γ M in M with cycle product π(Γ M ) = π(Γ C ) and length j ≤ k.
Proof. Let Γ M be a cycle in M with product
Note that for 1 ≤ s ≤ j, the entry a ps isis+1 corresponds to the entry in the companion matrix C P given by c (m−1)n+is,psn+is+1 . Now note that the form of C P means that for any p with 0 ≤ p < m − 1, and any i with 1 ≤ i ≤ n, there exists a simple path in D(C P ) from the vertex pn + i to (m − 1)n + i. Further, all the entries of C P used to construct this path are equal to one. It follows immediately from this that there exists a cycle Γ C in D(C P ) whose product is equal to π(Γ M ) but whose length k may be greater than j (as extra edges of weight 1 may have been added to define the cycle in D(C P ).)
For the converse, note that any cycle Γ C of length k in D(C P ) must contain at least one vertex corresponding to an index i with (m − 1)n + 1 ≤ i ≤ mn (an index from the bottom n rows of C P ). Suppose the product π(Γ C ) contains j terms from the bottom n rows of C P and is given by
(where we have omitted terms equal to one from the product).
Then the cycle Γ M in M consisting of the vertices i 1 , . . . , i j , i j+1 = i 1 and the edges with weights a 
Proof. First let Γ M be a critical cycle in M of length j 1 . Then the product of Γ M is given by µ(M ) j1 . From Lemma 5.2 there is a corresponding cycle, not necessarily critical, Γ C in D(C P ) of length k 1 ≥ j 1 with the same cycle product. It follows from the definition of µ that µ(M ) j1/k1 ≤ µ. On the other hand, let Γ C be a critical cycle in D(C P ) of length k 2 . Then as above the cycle product of Γ C is µ k2 and there exists a (not necessarily critical) cycle in M of length j 2 ≤ k 2 with the same cycle product. This implies that
Rearranging this, we see that
As µ(M ) = µ(S) from Lemma 5.1 the result follows.
Next, we present a numerical example to illustrate the result in Lemma 5.2.
Example 5.1. Let P (λ) be given by
Then, the corresponding companion matrix and S are as follows. We are now able to state the main result of this section, which provides a max algebra version of Proposition 3.8 in [14] .
Theorem 5.1. Let P (λ) be the max matrix polynomial in (2) and S = P (1). Further, µ is the largest max eigenvalue of P (λ) and µ(S) is the maximal cycle geometric mean of S. Then, the followings hold. Proof. This result follows immediately from the identity
established in Corollary 5.1.
The following Corollary is obtained immediately from Corollary 5.1.
µ(S) < 1 ⇒ µ ≥ µ(S) µ(S) = 1 ⇒ µ = µ(S) Theorem 5.1 shows that µ = µ(S) when µ(S) = 1. In the next result, we give a necessary condition for µ = µ(S) when µ(S) = 1. 
Proof. Consider µ = µ(S).
Case 1: Let µ(S) > 1. Using Corollary 5.1, we have µ ≤ µ j2/k2 ⇒ µ 1−j2/k2 ≤ 1. This is only possible when j 2 = k 2 . This means that there is some critical cycle in D(C P ) whose product only contains terms from the last n rows of C P . This immediately implies that all the terms in this product are in A m−1 , so in this case µ = µ(A m−1 ).
Case 2: Let µ(S) < 1. As above, using Corollary 5.1, we have µ j1/k1 ≤ µ ⇒ 1 ≤ µ 1−j1/k1 . This is only possible when j 1 = k 1 . As in Case 1 this implies that µ = µ(A m−1 )
As a final point, we note that the converse of the previous result does not hold. Specifically, the example below has µ = µ(A m−1 ) with m = 2 but µ = µ(S). 
Conclusions
Continuing a recent line of work on spectral properties of matrices over the max algebra, we have extended Perron-Frobenius theory for matrix polynomials to matrix polynomials defined over the max algebra. Specifically, we have shown that the basic theory for Perron matrix polynomials presented in [14] carries over to the max algebra. We have also derived convergence results for multi-step difference equations over the max algebra analogous to those for the conventional algebra in [14] . A number of results relating the maximal max eigenvalue µ of a max matrix polynomial with the maximal cycle geometric mean of the matrix S = P (1) have also been presented. An interesting possible direction for future work is to investigate the potential for extending the results here to sets of matrix polynomials over the max algebra. In particular, it would be interesting to investigate whether the results of Section 5 can be extended to the generalized max spectral radius studied in [12, 13] .
