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Medicine, University of California, Los Angeles, CaliforniaABSTRACT It has been shown that transient single mitochondrial depolarizations, known as flickers, tend to occur randomly in
space and time. On the other hand, many studies have shown that mitochondrial depolarization waves and whole-cell oscilla-
tions occur under oxidative stress. How single mitochondrial flickering events and whole-cell oscillations are mechanistically
linked remains unclear. In this study, we developed a Markov model of the inner membrane anion channel in which reactive-
oxidative-species (ROS)-induced opening of the inner membrane anion channel causes transient mitochondrial depolarizations
in a single mitochondrion that occur in a nonperiodic manner, simulating flickering. We then coupled the individual mitochondria
into a network, in which flickers occur randomly and sparsely when a small number of mitochondria are in the state of high super-
oxide production. As the number of mitochondria in the high-superoxide-production state increases, short-lived or abortive
waves due to ROS-induced ROS release coexist with flickers. When the number of mitochondria in the high-superoxide-produc-
tion state reaches a critical number, recurring propagating waves are observed. The origins of the waves occur randomly in
space and are self-organized as a consequence of random flickering and local synchronization. We show that at this critical
state, the depolarization clusters exhibit a power-law distribution, a signature of self-organized criticality. In addition, the
whole-cell mitochondrial membrane potential changes from exhibiting small random fluctuations to more periodic oscillations
as the superoxide production rate increases. These simulation results may provide mechanistic insight into the transition
from random mitochondrial flickering to the waves and whole-cell oscillations observed in many experimental studies.INTRODUCTIONMitochondria exist in almost all eukaryotic cells and serve
as energy factories, processing nutrients to generate ATP,
as well as influencing many other biological functions
(1,2). The diameter of a typical mitochondrion is ~1 mm,
and the total number of mitochondria varies with cell
type, typically constituting ~20% of the cell volume. For
example, a human liver cell contains 1000–2000 mitochon-
dria, whereas a cardiac myocyte contains 7000–10,000
mitochondria, since cardiac muscle is under a continuous
and varying demand for energy to undergo contraction.
Under normal conditions, mitochondria maintain an electro-
chemical proton gradient of ~180 mV across their inner
membrane. This gradient is used by the ATP synthase to
convert ADP into ATP. When the mitochondrial membrane
potential (J) dissipates, ATP synthase reverses its function
and consumes ATP in an attempt to reestablish the proton
gradient. As more and more mitochondria depolarize,
many cellular functions are affected due to both altered
metabolism and mitochondrially initiated signal transduc-
tion, which can lead to cell death by necrosis or apoptosis.
The mitochondrial membrane potential is normally main-
tained by proton pumping through the electron transport
chain but can be dissipated when certain inner membrane
ion channels open, such as inner membrane anion channelsSubmitted August 5, 2011, and accepted for publication September 23,
2011.
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0006-3495/11/11/2102/10 $2.00(IMACs) or mitochondrial permeability transition pores
(mPTPs). The triggers that cause these channels to open
are still incompletely understood, although they involve
calcium (Ca) and reactive oxidative species (ROS). Under
stress, opening of these channels results in cell-wide mito-
chondrial depolarization waves and oscillations (3–8). The
spread of these waves has been attributed to ROS-induced
ROS release (RIRR) (3,9), a domino effect in which ROS
released from one mitochondrion spreads and triggers depo-
larization and ROS release in neighboring mitochondria.
In contrast to the cell-wide waves, spontaneous transient
depolarizations of individual mitochondria, called flickers,
have been widely observed, and tend to occur randomly
with variable depolarization durations (10–17). Flickering
has also observed at the whole-cell level (18,19). The link
between the random transient depolarizations of individual
mitochondria (i.e., flickering) and mitochondrial depolari-
zation waves and whole-cell oscillations has not been estab-
lished. In previous modeling studies of mitochondrial waves
and oscillations, individual mitochondria were modeled as
deterministic oscillators (20,21), which are periodic in
time, different from the irregular flickering events observed
experimentally.
In previous studies (6,22), Aon et al. coined the term
mitochondrial criticality, in which the mitochondrial
network becomes very sensitive to small perturbations of
ROS at the critical state. Theories of self-organization and
percolation were used to explain the underlying mecha-
nisms of mitochondrial wave and oscillation formation. Indoi: 10.1016/j.bpj.2011.09.038
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transition from random mitochondrial flickering to depolar-
ization waves and oscillations follows the dynamics of self-
organized criticality, a phenomenon occurring in systems far
from thermodynamic equilibrium and ubiquitous through-
out nature, from biological evolution to forest fires, earth-
quakes, and astrophysics (23–25). We first simulated a
single mitochondrion using a stochastic model in which
IMACs open randomly, activated by ROS in both the matrix
and intermembrane spaces. Due to random opening of the
IMACs and RIRR, the depolarizations exhibit an all-or-
none behavior and occur randomly, simulating mitochon-
drial flickering. We then coupled individual mitochondria
in a two-dimensional (2D) array to form a mitochondrial
network, coupled by superoxide diffusion in the cytosolic
space. We show that at a low superoxide production rate,
flickering events occur sparsely and independently in the
network. As the number of mitochondria in the high-super-
oxide-production state increases, more locally synchronized
depolarizations occur, forming different sizes of depolarized
mitochondrial clusters. The histograms of cluster sizes
change from exponential distributions to power-law distri-
butions, a characteristic statistical property of self-orga-
nized criticality (23–25). Once a cluster reaches a critical
size, it initiates a wave, which can be a short-lived or abor-
tive wave, or a persistent wave, depending on the overall
superoxide-production state of the network. The waves orig-
inate dynamically from different locations, and whole-cell
oscillations occur as the waves become persistent. The peri-
odicity of the whole-cell oscillations increases as more and
more mitochondria enter the high superoxide production
state.A
B
C
D
EMETHODS
Single-mitochondrion model
The single-mitochondrion model includes three distinct spaces: matrix,
intermembrane space, and cytosol (Fig. 1 A). The border between the matrix
and intermembrane spaces is referred to as the inner membrane, and the
border between the intermembrane space and the cytosol is the outer mem-
brane. Ordinary differential equations (ODEs) are used to describe the
membrane potential (J) across the inner membrane and the superoxide
concentrations in each of the three spaces. Superoxide production (VP) is
set to be a certain fraction (referred to as shunt) of the overall respiration
rate, with superoxide released into the matrix and intermembrane spaces
at 85% and 15%, respectively. Degradation of superoxide occurs through
the action of superoxide dismutase, indicated by the rates VSOD,M, VSOD,I,
and VSOD,C in each space. The membrane potential across the inner
membrane is supported through respiration and is lost through two path-
ways: a membrane-potential-dependent leak and a flux related to the
opening of IMACs. Superoxide diffuses freely across the outer membrane
at the rate VSO,IC. However, superoxide cannot diffuse across the inner
membrane except through the opening of IMACs.
We developed a four-state Markovmodel of the IMAC in which the states
are influenced by the concentration of superoxide in the matrix and inter-
membrane spaces. Fig. 1 B illustrates the IMAC Markov model. The four
states are closed (C), open (O), inactive (I), and refractory (R). Anions
can pass through the channel when an IMAC is in the O state, but not in
any of the other three states. The transition rates between these states depend
on the concentrations of superoxide in the matrix (SOM) and intermembrane
(SOI) spaces (see SupportingMaterial for definitions of transition rates). The
rate kR/C determines how an IMAC transitions from its refractory to its
closed (i.e., ready to open) state. Experimental observations of ROS-induced
oscillations in mitochondrial networks have led to the concept of a spanning
cluster of mitochondria, which open together when triggered by ROS. Aon
et al. (6) hypothesized that mitochondria in the spanning cluster share
a common feature: they each possess a near-threshold level of ROS in their
matrices that makes themmore prone to opening. Thus, we modeled the rate
kR/C to have a second-order dependence on the concentration of super-
oxide in the matrix: when SOM is high, the IMAC is more likely to be inFIGURE 1 Schematic diagrams of the model.
(A) The single-mitochondrion model, indicating
production and degradation fluxes of superoxide
(O2
) and movement of O2
 via the IMAC channel
and across the outer membrane. (B) Four-state
Markov model of the IMAC. The states are closed
(C), open (O), inactivated (I), and refractory (R).
Two of the transition rates depend on SOM, two
depend on SOI, and the other four are constant
(see Supporting Material for parameter values).
(C) The network model, formed by linking single
mitochondria into a two-dimensional grid. (D) Re-
presentation of a single mitochondrion as a 3  3
grid. The center voxel contains the matrix (M)
and intermembrane (I) spaces. The remaining vox-
els are a discretization of the cytosolic (C) space.
The IMAC channels are pictured as white rectan-
gles on the inner membrane, and volume ratios
between the voxels are indicated. (E) Two-state
Markov model of shunt parameter. The two states
represent the percentage of respiration that is
shunted toward superoxide production, i.e., 2% of
respiratory oxygen becomes superoxide in the low
state (L), versus 15% in the high state (H).
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IMAC will transition from the closed to the open state. We modeled this
rate to have a second-order dependence on SOI. This rate is designed to
capture the mechanism of RIRR, in which a spike in SOI causes release of
superoxide into the intermembrane space, further increasing SOI and
encouraging more IMACs to open. This spike can originate from the
opening of an adjacent IMAC in the samemitochondria or from the diffusion
of superoxide across the cytosol (i.e., from the flickering of neighboring
mitochondria). It should be noted that the Markov model of the IMAC
and the reaction rates are phenomenological, as quantitative information
is limited.2D mitochondrial network model
To simulate the mitochondrial network of a cardiac myocyte, we formed
a 100  20 grid of mitochondria, coupled through cytosolic superoxide
diffusion (see Fig. 1 C). Each unit of the grid is itself divided into the
3  3 voxels, as shown in Fig. 1 D (the single-mitochondrion model in
this study). Because each individual mitochondrion has the dimensions
0.9 mm  0.9 mm, the spatial scale of the network model is 90 mm  18
mm, which are approximately the dimensions of an average myocyte.
Unlike simulations of the single mitochondrion in which the shunt is set
to be constant, in the mitochondrial network model, we modeled the shunt
using a two-state Markov model based on the following considerations.
First, a recent study has shown that mitochondrial superoxide production
displays a bistable behavior (26): production switches between two distinct
states, a high state and a low state. Second, based on the models of the
IMAC (9,20,21), matrix superoxide buildup is required for IMACs to
open to result in membrane potential oscillations, indicating that the high
state is needed for IMAC to open. Third, transient depolarizations tend to
occur randomly in space and time, indicating that if superoxide buildup
is required for IMACs to open, there are mitochondria in the high state
of superoxide production randomly interspersed across the network in
space and time. Taking into account these considerations, we modeled
the superoxide production by a two-state Markov process to describe the
shunt parameter of the superoxide production in each mitochondrion
(Fig. 1 E). The two states represent the percentage of respiration that isA
B C
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superoxide in the low state versus 15% in the high state. Mitochondria
switch individually and randomly between the low and high states, with
constant transition rates (i.e., kL/H ¼ tp and kH/L ¼ tð1 pÞ). The prob-
ability of being in the low state is (1  p), whereas that of being in the high
state is p. The average dwell time in the low state is 1/tp and in the high state
is 1/t(1-p), thus t can be used to control the timescale of the switching.
Each mitochondrion is subjected to its own two-state Markov process to
determine its value of shunt.Numerical methods
The differential equations were solved using the first-order Euler method
with a time step of 0.00002 s. The two-state Markov model for the shunt
parameter was implemented with Gillespie’s algorithm (27), a method
that yields exact stochastic simulations of a Markov process with constant
transition rates. The four-state Markov model of the IMAC was also simu-
lated using Gillespie’s algorithm modified to take into account the variable
rate dependencies. The IMAC channel dynamics occur on a millisecond
timescale; thus, there may be multiple channel-state changes within a single
time step of 0.00002 s. The code for our model was written using the
Compute Unified Device Architecture language, developed by NVIDIA
for use on graphical processing units (GPUs). All computations were per-
formed on an Intel Xeon 2.53 GHz processor using GPU parallel computing
with an NVIDIA GX2. Runtime for a simulation over 100 s of a 100  20
grid is 536 s.RESULTS
Dynamics of a single IMAC
To study the effects of SOM and SOI on the dynamics of the
IMAC, we calculated the open probability and carried out
Markov simulations of random opening and closing of
a single IMAC, holding SOM and SOI constant. Fig. 2 AFIGURE 2 Behaviors of the IMAC model. (A)
Probability of being in the open state for fixed
SOM and SOI, where a¼ 0.4 and b¼ 10,000. Stars
mark the parameter values used for the single-
channel simulations in B and C. (B and C) Compar-
ison of IMAC single-channel dynamics for fixed
SOM and SOI with the same open probability
(pO ¼ 0.135). Low SOM/high SOI leads to infre-
quent bursts of openings with long duration (B),
and high SOM/low SOI leads to short openings,
occurring with high frequency (C).
FIGURE 3 ROS in each of the three spaces and the membrane potential
of the single-mitochondrion model over a 1000-s period. The shunt param-
eter is shown as a dashed line alongside matrix superoxide (SOM). The
IMAC parameters used are the same as in Fig. 2, and the total number of
IMACs is 20.
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SOI, using parameter values a ¼ 0.4 and b ¼ 10,000 (see
Supporting Material for the definition of these parameters);
note that the open probability increases as SOM and/or SOI
increases. Fig. 2, B and C, shows opening and closing of a
single channel under two conditions, both with an expected
open probability of pO ¼ 0.135. In the first case (Fig. 2 B),
the matrix superoxide is low (SOM¼ 0.2 mM), but the inter-
membrane space superoxide is high (SOI ¼ 1.0 mM). In
the second case (Fig. 2 C), the matrix superoxide is high
(SOM ¼ 1.0 mM), but the intermembrane-space superoxide
is low (SOI ¼ 0.045 mM). In both cases, the channel ex-
hibits a bursting behavior, i.e., the channel remains closed
for a long period and then enters into a mode of flipping
quickly between closing and opening. This behavior is
due to the two different timescales of the rate constants in
the four-state IMAC model (Fig. 1 B), i.e., the vertical rates
are much slower than the horizontal rates. Therefore, once
the channel is in its refractory states (the R and I states in
Fig. 1 B), it remains in these states for a long time (i.e.,
the channel still flips quickly between the two states, but
is functionally closed) before it switches to the C or O state.
Once the channel is in the C or O state, it will flip quickly
between the two states (the bursting period in Fig. 2, B
and C). The difference between the two cases (Fig. 2, B
and C) are 1), the channel spends longer time in the re-
fractory states in the first case (Fig. 2 B) due to a lower
matrix superoxide concentration (thus slower vertical rates);
and 2), the channel has a much longer mean open time (i.e.,
the duration of a single opening is longer) in the first case
due to a higher intermembrane superoxide concentration.
The 108-pS channel in mitoplasts experimentally measured
by Borecky et al. (28), which may be a candidate for the
IMAC, resembles our model in that 1), the channel exhibits
a bursting type behavior; and 2), in the bursting period, the
opening and closing times are on the order of milliseconds.Depolarization dynamics of a single
mitochondrion
Next, we simulated an isolated mitochondrion. Fig. 3 shows
the behavior of the single mitochondrion with 20 IMACs, in
which the IMAC parameters are the same as in Fig. 2. The
shunt parameter (Fig. 3, upper, dashed line) switches from
high to low after ~750 s. During low shunt conditions, the
rates of superoxide degradation in the matrix and intermem-
brane space are sufficient to keep SOM and SOI very low.
Thus, the IMAC channels remain almost entirely in states
C and R, and there is very little change in J. Due to the
small gradient between SOM and SOI, if an IMAC channel
does open, there is very little flux to boost the level of
SOI, and thus RIRR is extremely unlikely. Under high shunt
conditions, the production rate of superoxide in the matrix
overcomes the maximal rate of degradation, leading to
matrix build-up. Increased production of superoxide alsoleads to a higher steady state of superoxide in the intermem-
brane space, which causes more occasional openings of the
IMAC. When the gradient between SOM and SOI becomes
large enough, the superoxide flux during these openings
creates a significant increase in SOI, encouraging additional
IMAC openings and thus leading to complete depolarization
through the positive-feedback effect of RIRR. As shown in
Fig. 3, the transient depolarizations of a single mitochon-
drion are not periodic, but more or less random.
Fig. 4 gives us a closer look at one of these depolarization
events. Fast dynamical changes occur in each of the vari-
ables (Fig. 4 A), as well as in the number of open IMACs
(Fig. 4 B). The onset of RIRR is extremely fast and accounts
for the steepness during the initial depolarization. Degrada-
tion in the intermembrane space and cytosol are slower and
eventually remove the superoxide in the shallower repolari-
zation phase.
In Fig. 5, we compare histograms of the interspike inter-
vals (ISIs) of a single mitochondrion for long-duration simu-
lations in the high shunt state under different conditions.
Fig. 5 A shows the histograms of the control case of 20
IMAC channels per mitochondrion versus a case where
the number of IMACs (NIMAC) is increased to 100, keeping
the maximum IMAC flux the same by proportionally re-
ducing the maximum conductance of a single IMAC. When
NIMAC is increased to 100, the average ISI increases and
the distribution is slightly broadened. To cause a depolar-
ization, a certain leak flux (and thus a certain number of
open IMACs) is required to give rise to the spike in
SOI needed to trigger RIRR. Since the individual channel
flux is normalized by NIMAC, when NIMAC is increased,
the system requires a larger number of simultaneously
opening IMACs to trigger RIRR. This random event takes
a longer time in the case of 100 IMACs, and thus the ISIBiophysical Journal 101(9) 2102–2111
A B
FIGURE 4 Close-up of a single depolarization for
the single-mitochondrionmodel, using the same param-
eters as in Fig. 3. (A) ROS in different spaces and mem-
brane potential versus time. (B) Number of IMACs in
each of the four Markov states.
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the behaviors of the mitochondrion when the maximum
single-channel conductance is unchanged, but the number
of channels is doubled or halved (so that the total maxi-
mum IMAC flux is doubled or halved, respectively). As
expected, an increase in the number of channels increases
the oscillation frequency and narrows the distribution (and
thus the system is more periodic); conversely, a decrease in
channel number increases the averaged ISI and broadens
the distribution (and the system is thus less periodic). In
Fig. 5 C, the percentage of respiration shunted toward
superoxide is increased (to 18%) or decreased (to 12%).
Increasing shunt increases the oscillation frequency and
narrows the distribution, whereas decreasing shunt reduces
periodicity.Spatiotemporal dynamics of the mitochondrial
network
We next simulated the mitochondrial network by forming
a 2D grid of mitochondria. As explained in the previous
section, each mitochondrion only flickers under high shunt
conditions. Thus, we simulated the mitochondrial network
under various degrees of high shunt conditions by varying
the parameter p in the two-state Markov model for shunt,
keeping t fixed at 0.0083 s1 (1/t ¼ 120 s). Each mito-
chondrion in the network has an independent Markov
process simulating its shunt, with the same p for the whole
network.
As the percentage of mitochondria in the high shunt state
increases, the network goes through a phase transition.
For low percentages, we see spontaneous flickering that isBiophysical Journal 101(9) 2102–2111random in space and time. For high percentages, we observe
full cell waves of depolarization traveling across the cell. In
between, the system exhibits clustering behavior and abor-
tive waves (waves which only partially cover the area of
the cell). Fig. 6 A shows snapshots of the cytosolic super-
oxide, SOC, at intervals of 2.5 s, with the network exposed
to four different values of p. More detailed spatiotemporal
evolutions can be seen in the movies in the Supporting
Material for each case, p ¼ 0.25, 0.30, 0.40, and 0.60
(Movies 1–4, respectively) and for p ¼ 1 (Movie 5).
Fig. 6 B shows space-time line scans of SOC and J for
each value of p. For p ¼ 0.60, the system enters the regime
of full waves, as shown by the familiar chevron shape of
a wave crossing the cell. As p increases further, the waves
become thicker and more continuous.
To characterize the self-organization process of mito-
chondrial waves and oscillations, we calculated the depolar-
ized mitochondria cluster-size distribution for different
values of parameter p (Fig. 7). Mitochondria were consid-
ered to be in the same cluster if their flickering events began
within 2 s of each other and they were nearest neighbors in
the network. At p ¼ 0.25, the distribution was close to an
exponential distribution; for p ¼ 0.4, the distribution ex-
hibited a stronger power-law component; and for p ¼ 0.6,
this distribution was close to a pure power-law distribution.
The power-law distribution indicates that the system can
exhibit all size scales, a property of critical phenomena in
statistical physics (29). This is another example of the phe-
nomenon known as self-organized criticality, which occurs
ubiquitously in nature in systems that are far from ther-
modynamic equilibrium (23–25). In our model, criticality
is reached as more and more mitochondria enter the
FIGURE 5 ISI distributions for the single-mitochondrion model under
different conditions (the IMAC parameters, a and b, are the same as in
Fig. 2). (A) 20 IMACs (control condition) vs. 100 IMACs, keeping the total
IMAC conductance constant. (B) Control number (20 IMACs) versus
doubling (to 40 IMACs) and halving (to 10 IMACs) the number of chan-
nels, keeping the individual IMAC conductance constant. (C) Normal
high-shunt percentage (15%) versus increasing (to 18%) and decreasing
(to 12%) the amount of respiration shunted toward superoxide production
under high-shunt conditions.
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the experimental observations and percolation theory of
mitochondrial criticality postulated by Aon et al. (6,22).
As the system transitions from flickering to waves, the
whole-cell membrane potential becomes increasingly peri-
odic. Fig. 8 A illustrates the time course of average mem-
brane potential of the whole mitochondrial network for
the first three values of p seen in Fig. 6 A. The transition
from flickering to wave behavior occurs when the per-
centage of the network in high shunt is ~40%. In the range
40–60%, small abortive waves lead to partial depolariza-tions (to ~170 mV). Once the network reaches 100%
high shunt, thicker continuous waves lead to an average
depolarization that is more drastic (Fig. 8 B, network).
Fig. 8 B compares the behaviors of the membrane potential
of an isolated single mitochondrion with that of the whole
network, with both systems in high shunt mode at all times.
Notice that the single mitochondrion flickering is more
random and less frequent than the depolarization of the
network, showing that the coupling between mitochondria
through RIRR causes synchronized mitochondrial depolar-
izations, and thus periodicity in the average membrane
potential.
Further insight into the periodicity of J can be found
through the autocorrelation function (ACF). The ACF is
the correlation between a signal at time t and a later time
(t þ lag time), and it measures how well a signal corre-
sponds to its past behavior. IfJ is a periodic signal, its auto-
correlation function will be a wave, where the second peak
is located over the period (the first peak is at lag time ¼ 0, at
which the ACF is 1 because the signal is perfectly correlated
to itself). The height of the third peak describes the extent of
the periodicity, and is known as the rhythmicity index (30).
Fig. 8 C shows the autocorrelation functions of the signals in
Fig. 8 A. The transition from nonperiodic (i.e., random flick-
ering in space and time) to semiperiodic (abortive waves)
behavior is clear in the ACFs of the average membrane
potential. Fig. 8 D compares the ACFs of the signals in
Fig. 8 B: the single mitochondrion versus the network for
high shunt conditions. When a single mitochondrion is con-
tinuously exposed to high shunt conditions, it flickers in an
aperiodic fashion. It is difficult to interpret the period or
rhythmicity from the ACF of this signal. In the network
model, however, the combination of cooperation from
RIRR and refractoriness (while waiting for SOM to reaccu-
mulate) leads to an ACF with clear periodicity and high
rhythmicity.
The conduction velocity of mitochondrial depolarization
waves has been measured experimentally but differs sub-
stantially in different experiments. Aon et al. (5,6) estimated
a wave velocity of 22 mm/s and Brady et al. (4) showed
a wave velocity <0.1 mm/s in their system. In our own ex-
periments using whole-cell illumination, we observed both
JM oscillations and slow waves, and wave velocities ranged
from 0.1 to 2.2 mm/s (7). In the model described here, the
wave velocity is ~3 mm/s for the case in which 100% of
the mitochondria are in the high shunt condition, which is
in the experimentally observed range discussed above.
Differences in wave velocity could be due to different
underlying mechanisms, e.g., waves due to IMAC opening
versus waves due to mPTP opening or to different experi-
mental conditions. In our previous computer model, we
showed that enhancing superoxide dismutase activity
decreases wave velocity. Fig. 9 plots the whole-cell J
versus time when superoxide dismutation is enhanced in
this model by increasing the rates kSOD,M, kSOD,I, and kSOD,CBiophysical Journal 101(9) 2102–2111
AB
FIGURE 6 Mitochondrial flickering and waves in a 2D network. (A) Snapshots of SOC in the network model as the system moves through the transition
from random flickering to waves by varying the fraction (p) of mitochondria in the high superoxide production state. (B) Line scans of the variables SOC and
J for p ¼ 0.6. The color bar for SOC matches the color bar for SOC in A.
2108 Nivala et al.equally. Stronger superoxide dismutation reduces the depo-
larization amplitude and increases the oscillation period; it
also reduces the conduction velocity, as indicated by the
widening of the partial depolarization interval. The transi-FIGURE 7 Distribution of cluster sizes of depolarized mitochondria, for
p ¼ 0.25, p ¼ 0.4, and p ¼ 0.6 (where p is the fraction of mitochondria in
the high-superoxide-production state), displayed on a log-log plot. The
three reference curves are y ¼ 8951e0.6256x (dashed line; exponential
distribution), y ¼ 12847e0.0914xx1.5713 (dash-dotted line; truncated
power-law distribution), y ¼ 4585x1.6455 (solid line; power-law distribu-
tion), where x is the cluster size and y is the number of clusters.
Biophysical Journal 101(9) 2102–2111tion from mitochondrial flickers to waves (Fig. 6), or from
less periodic to more periodic oscillations (Fig. 8), is
strongly affected by the coupling strength between mito-
chondria, which is determined by the diffusion constant
of superoxide, the sensitivity of IMAC to superoxide, the
superoxide dismutation rate in the cytosolic space, the
density of mitochondria, etc. Stronger coupling causes an
earlier transition from flickering to waves and oscillations.DISCUSSION
In this study, we developed a Markov model of the IMAC in
a single mitochondrion and a mitochondrial network to
simulate mitochondrial flickering and investigate the transi-
tion from mitochondrial flickering to waves and whole-cell
oscillations. In the single mitochondrion model, the flick-
ering is an all-or-none event caused by RIRR and occurs
randomly due to random opening of the IMACs. The period-
icity of the flickering depends on the total number of IMACs
in the mitochondrial membrane and the superoxide produc-
tion rate, i.e., flickering is more periodic with more IMACs
or with a higher superoxide production rate. In the mito-
chondrial network, the coupling between mitochondria via
RIRR causes regionally synchronized mitochondrial depo-
larizations to initiate mitochondrial depolarization waves.
A B
C D
FIGURE 8 Periodicity and rhythmicity ofwhole-
cell membrane potential. (A)Whole-cell averageJ
for different fractions (p) of mitochondria in the
high-superoxide-production state, from Fig. 6 A.
Note the transition toward periodicity as p becomes
larger. (B) Whole-cell average J versus single-
mitochondrion behavior when p ¼ 1.0. (C) ACFs
of the signals in A highlight the transition to wave-
like behavior at p ¼ 0.4. (D) ACFs of the signals
in B, showing that the mitochondrial network is
far more periodic than an isolated mitochondrion
under high shunt conditions.
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and is a result of mitochondrial coupling via RIRR and
randomly opening IMACs. As the number of mitochondria
in the high-superoxide-production state increases, the sys-
tem changes from sparse flickering to short-lived or abortive
waves to persistently propagating waves. This leads to the
change in the whole-cell average mitochondrial membrane
potential from small random flickering to larger amplitude
and more periodic oscillations. The mitochondrial criticality
is reached via the dynamics of self-organized criticality.
Although mitochondrial flickering is a widely observed
phenomenon, the mechanisms are not well understood. In
some cases, transient mitochondrial depolarizations or
flickers have been shown to be caused by transient mPTP
opening triggered by sarcoplasmic reticulum (SR) calcium
release (12,31) or by ROS (15,16,32). In some studies,
however, blocking mPTP by cyclosporin A did not block
flickering (13,17,33), whereas in other studies blocking
IMAC with 40 chlorodiazepam did not block superoxideFIGURE 9 Effects of superoxide dismutase activity on whole-cell J
oscillations. Shown are whole-cell averaged J versus time for three
increased dismutation rates relative to the control case (100%). Same
parameters as in Fig. 8,with the percentage increase of the superoxide dis-
mutation rates as marked.flashes or transient depolarizations (33). Thus, transient
depolarizations or flickering may be caused by different
mechanisms under different conditions. In this study, we
developed a Markov model of the IMAC and assumed a
certain number of IMACs in a single mitochondrion. Our
IMACmodel was partially based on the experimental obser-
vations of Borecky et al. (28), in which the channel flips on
a timescale of milliseconds. As a consequence of RIRR, the
IMACs open collectively, resulting in transient depolar-
izations lasting for seconds that exhibit an all-or-none
behavior. In other words, once a certain number of IMACs
have opened simultaneously, the superoxide leak through
the channels results in an increase in superoxide in the in-
termembrane space to a level high enough to cause more
IMACs to open. This positive feedback quickly causes
almost all the IMACs to open (Fig. 4). Since attaining the
threshold (the critical number of open IMACs for the ampli-
fying effect of positive feedback) depends strongly on the
random behavior of the channels, the depolarizations occur
nonperiodically, simulating the flickering behavior. This is
different from deterministic models (9,20,21) in which the
single mitochondrion oscillates periodically.
In our model, mitochondrial depolarization waves and
whole-cell oscillations are the result of self-organization
and synchronization of flickering mitochondria. Self-organi-
zation is a widely observed phenomenon in biology (34,35),
in which patterns form spontaneously in groups or networks
due to the interactions of the constituent elements. In the
mitochondrial network, the mitochondria are coupled by
ROS via RIRR. When the number of mitochondria in the
high-superoxide-production state is low, transient depolar-
izations occur randomly and sparsely in space. As this num-
ber increases, more andmoremitochondria are synchronizedBiophysical Journal 101(9) 2102–2111
2110 Nivala et al.locally to form clusters. When these clusters reach a critical
size, waves form in the network. We observe in our model
that mitochondrial depolarization waves and whole-cell
oscillations begin to occur when the number of mitochondria
in the high-superoxide-production state reaches between
40% and 60%, close to the critical parameter of percolation
theory in two-dimensional systems (6,36). However, the
coupling in our system, via ROS diffusion in the cytosolic
space, is not restricted to nearest neighbors, so the transi-
tion occurs at a lower threshold than predicted by the 2D
percolation theory. Note that due to the coupling between
mitochondria, the periodicity is greatly enhanced in the
network compared to that in an isolated mitochondrion,
but the oscillations are still not totally periodic. In fact, the
oscillations measured from experiments are also not truly
periodic (5), and waves were also shown to originate from
different locations, indicating that self-organization of ran-
dom flickering may indeed be responsible for what has
been observed experimentally. In addition, we show that
the cluster size distribution in the waves region exhibits a
power-law distribution, agreeing with the dynamics of self-
organized criticality (23–25), which is a ubiquitous phe-
nomenon in nonlinear systems far from thermodynamic
equilibrium.
Although this study aims to understand how random
mitochondrial flickers self-organize into waves and whole-
cell oscillations, it is worth noting that the spatiotemporal
dynamics in our model is similar to the dynamics of cal-
cium (Ca) signaling in experiments and computer modeling.
In Ca signaling, Ca sparks (or puffs) are analogous to mito-
chondrial flickers. Ca-induced Ca release, in place of RIRR,
is the key process regulating the Ca signaling dynamics. A
Ca signaling hierarchy of quarks, sparks, macrosparks (or
spark clusters), abortive (short lived) waves, and persistent
waves has been observed in experiments in many different
cell types (37–39). We also observed similar cluster-size
distribution of Ca sparks in a cardiac ventricular myocyte
model (40), showing that this signaling hierarchy is also
governed by the dynamics of self-organized criticality.
Interesting studies have been carried out by Falcke and
colleagues (41–44) on inositol 1,4,5-trisphosphate-induced
spatiotemporal Ca signaling dynamics, characterizing the
ISI intervals. They showed, by both modeling and experi-
ments, that the Ca oscillations are not governed by clocks
or pacemakers but are stochastic in nature. The randomness
in the whole-cell behaviors stem from the random opening
of the ion channels. This is also similar to what we observed
in this model. The analogy between Ca signaling and mito-
chondrial depolarization dynamics, and many other physical
and chemical systems, highlights the importance of com-
mon nonlinear dynamics in understanding the mechanisms
of seemingly diverse biological phenomena.
It should be noted that our single mitochondrial model is
very simple. It does not take into account the detailed meta-
bolic regulations and membrane ion channel dynamicsBiophysical Journal 101(9) 2102–2111(45–47), and only includes the RIRR of the IMAC and
ROS production and dismutation. In addition, mitochondria
are distributed heterogeneously inside a cell, and waves may
be more likely to originate from denser regions due to
stronger coupling. Nevertheless, the purpose of this study
is to understand the general mechanism in which randomly
occurring flickers synchronize to give rise to mitochondrial
depolarization waves and whole-cell oscillations, which will
provide insightful information for the mechanisms of the
formation of the mitochondrial waves and oscillations ob-
served in experiments and in complex models using detailed
metabolic regulations and ion channel dynamics.SUPPORTING MATERIAL
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