Churn prediction aims to identify subscribers who are about to transfer their business to a competitor. Since the cost associated with customer acquisition is much greater than the cost of customer retention, churn prediction has emerged as a crucial Business Intelligence (BI) application for modern telecommunication operators.
1 Introduction 1.1 Overview Over the last two decades, we have seen mobile telecommunication become the dominant communication medium. In many countries, especially developed ones, the market has reached a degree of saturation where each new customer must be won over from the competitors. At the same time, public regulations and the standardization of mobile communication now allow customers to easily move from one carrier to another, resulting in a very fluid market. Since the cost of winning a new customer is far greater than the cost of preserving an existing one [11] , mobile carriers have been shifting considerable attention from customer acquisition to customer retention. As a result, churn prediction has emerged as a crucial mobile Business Intelligence (BI) application that aims at identifying customers who are about to transfer their business to a competitor (i.e., to churn) [8] .
A good churn prediction system should not only pinpoint potential churners successfully, but further provide a sufficiently long horizon forecast in its predictions. Once a potential churner is identified, the retention department usually makes contact and, if the customer is established to be a churn risk, takes appropriate measures to preserve her business. Thus, a long forecast horizon is an obvious advantage since the further away the customer is from actually making the churn decision, the easier it is to prevent that decision at a significantly lower cost.
Naturally, retention efforts are allocated limited resources and thus only a tiny fraction of the subscriber pool can be contacted at any given time. With this constraint in mind, churn prediction systems are usually measured by their ability to identify actual churners among the top 0.1% to 5% of the customers predicted to have the highest risk of churning.
Existing solutions
The mainstream approach to churn prediction (for example, [1, 4, 9, 14, 16] ) considers each customer individually. The goal is to predict each customer's likelihood of churning in the near future, where usually a forecast horizon of a month to three months is considered. To this end, dozens to hundreds of complex Key Performance Indicators (KPIs) are generated per customer; these KPIs span the customer's personal characteristics as well as trends in their call activities over a long period. The information then serves as input to a statistical regression model (usually a logistic regression variant) that outputs a churn score. In other words, this approach focuses on identifying patterns that are uncommon to a given customer, and are correlated with churn.
Other systems [10] employ a different, ad-hoc, approach to the problem. By monitoring customers' calls to the mobile carrier's call center, such systems apply speech and emotion analysis to the calls, and together with additional information (number and length of calls by the customer, number of transfers, hold period, etc.) try to quantify the customer's dissatisfaction level and hence the associated churn risk. The system can then react by prioritizing pending 'churners', even suggesting retention packages. This approach has a major shortcoming: although it may accurately pinpoint the potential churners, the forecast horizon it provides is very short as the system identifies customers that have already expressed dissatisfaction with the service. At this stage, retention prospects are lower while cost is significantly higher.
Even when combining the long term and ad-hoc churn prediction systems, one drawback is fairly obvious: we clearly rely on the assumption that a churning customer either changes calling patterns or contacts the carrier's call center to express dissatisfaction prior to switching carriers. While this may be true in some cases, there are certainly many scenarios in which these assumptions are violated. For example, this may occur when customers come to believe that they have found a better deal with a competitor and churn immediately.
Another, less obvious, drawback of traditional solutions is that they focus exclusively on the individual customer without taking into account any social influence. Clearly, there are many social aspects to churn, as witnessed in other consumer areas [6, 18] , where a dominant example is when a churning customer influences other customers to churn as well. In fact, one can imagine scenarios where a churn decision is attributed solely to social influence. Thus, developing churn prediction systems that take social aspects into account poses an emerging theoretical challenge with potentially great practical implications.
While commercial solutions have started exploring this direction 1 , to the best of our knowledge the only published work directly in this context is the work of Nanavati et al. [12, 3] . In that work, the underlying assumption is that recent churners are known and they are likely to affect the churning decisions of their social neighborhood. The network of subscribers is then modeled as a weighted directed graph where nodes represent the customers, and weights on the edges correspond to the strength of the social connections between them. Next, a diffusion process is used to model the flow of information from recent churners to their social environment. Specifically, each node in the network that corresponds to a recent churner is assigned an initial weight. A decaying diffusion process propagates this weight across the global network until convergence. At that point, each subscriber in the network has some associated weight corresponding to the amount of "churning" information that has reached him. The individual churn scores are then derived directly from these weights [3] .
The group-first social networks approach
We take a somewhat more refined approach to the social aspects of churn. Our initial working hypothesis, which we later established experimentally, was that social influence on churn is highly dominant in relatively tight social groups. We had several reasons to believe this hypothesis. First, information flows rapidly in tight social groups and is considered very reliable. Therefore, positive information about an appealing deal with another carrier, or alternatively negative feedback concerning dissatisfaction with the service provided by the current carrier, are likely to circulate quickly and heavily influence churn decisions. Second, members of dense social groups tend to make many calls within their group, thus they have a strong incentive to remain together with the same carrier to save inter-network fees. Finally, small social groups often have dominant social leaders that considerably affect the overall group's consumer preferences, and specifically influence the group's decision to churn. Therefore, a challenging goal is to pinpoint social groups that are at a high churn risk, in spite of the fact that none of their members have already churned. This is precisely the goal we tackle in this study.
Our social networks approach to churn prediction can be sketched as follows. First, we employ a novel, information-theoretic based measure to quantify the connectivity between each pair of subscribers in the network. Unlike previous approaches, our measure takes into account second-order social factors. We keep only the strongest connections, and partition the network into a collection of small disjoint clusters, each representing a dense social group. We further analyze the social interactions within each cluster and establish the relative social status of each of its members. We then query a statistical model to establish a churn risk score for each group. This model was developed by designing novel group KPIs and using machine learning techniques to fit a model that correlates these group KPIs with group churn. Finally, we assign an individual churn score to each subscriber based on the churn score of her social group as well as her personal characteristics.
Although stemming from similar assumptions, our approach is distinguished from the mainstream in two important aspects. The first is group-based analysis vs. global analysis of the social structure. Although a global approach has the advantage of capturing inter-group influences, a group-first approach facilitates deeper analysis of each group, and allows advanced machine learning techniques to be applied at the group-level, as we demonstrate in our results.
The second aspect in which we deviate from the established social networks approach is that we aim to predict the beginning of a churn process rather than predicting behavior in the next period based on the last one. Although the latter approach can reliably identify potential churners with higher risk (which is good), one can fairly assume that these churners will often be the hardest to preserve, as members of their social reference group have already churned. In our approach we tackle a more difficult problem (no recent churner in the local vicinity) but with a larger expected payback, since the early identification of potential churners makes them easier to retain.
Our results
To test the effectiveness of our approach we conducted two successful pilots over real world data. In the first pilot, we integrated our solution with the churn scores that were provided by the carrier's existing system. Although we are unauthorized at this point to describe the details of this experiment, it is worth mentioning that the results obtained were far better than the original results of the carrier's existing system, suggesting that our social group-first viewpoint is exploiting data aspects that are not utilized by conventional methods, and hence can be easily integrated into an existing system with immediate benefits. We further conducted a second pilot over a challenging dataset of approximately 16 million users at another mobile carrier. In Section 4 we provide a comprehensive review of the results obtained. Our data included only the calls data over a short period of time, and we were not given access to any additional information frequently used in making churn predictions, such as demographic details, individual mobile tariffs, commitment periods, etc. Nevertheless, our results were highly encouraging compared to state-of-the-art results reported in the literature. Specifically, our results demonstrate that groups of users that are at a high churn risk can be efficiently detected using our approach, before even a single group member has churned.
Churn prediction -problem definition
From a machine learning perspective, churn prediction is a supervised (i.e., labeled) problem defined as follows: Given a predefined forecast horizon, the goal is to predict the future churners over that horizon, given the data associated with each subscriber in the network. The input includes data on past calls for each mobile subscriber, together with all personal and business information that is maintained by the carrier. In addition, for the training phase, labels are provided in the form of a list of churners together with their corresponding churn dates.
Specifically, in both our experiments we were provided with limited training data that included only the calls data for a period of about a month. Our goal in the pilot described in Section 4 was to construct a model that predicted the churners for the next two weeks when given three days of calls data.
The nature of the churn prediction problem dictates a specific non-standard performance measure. Recall that once the prediction system produces its churn scores, the retention department makes contact with the subscribers that are most likely to churn, in an attempt to preserve each customer that is established to be a churn risk. Naturally, only a small fraction of the subscriber pool can be contacted at any given time, and the subscribers with the highest churn scores are assigned top priority. Therefore, a churn prediction system should be measured by its ability to identify churners within its top predictions. Formally, performance is measured using the lift metric [5] . For any given fraction 0 < T < 1, lift is defined as the ratio between the number of churners among the fraction of T subscribers that are ranked highest by the proposed system, and the expected number of churners in a random sample from the general subscribers pool of equal size. For example, a lift of 3 at a fraction T = 0.01 means that if we contact the 1% of subscribers ranked highest by the proposed system, we expect to see three times more people who planned to churn in this population than in a 0.01-fraction random sample of the population.
The performance of a churn prediction system is completely characterized by its derived lift curve, which maps each fraction 0 < T < 1 (horizontal axis) to the lift (vertical axis) that is obtained by the system. In general, the lift curve is monotonically decreasing, since it is usually harder to provide a substantial lift for larger fractions. (Note that by definition, for T = 1 the lift is Lift is highly sensitive to various network parameters such as the size of the subscriber pool, the specific segments that are being targeted, local trends in the population, and so forth. As a result, there is no "absolute optimum" to strive for, and it is usually meaningless to compare the performance of different systems that were used in different networks. However, as a general rule of thumb, a lift larger than 4 for the top percentile (i.e., when T = 0.01) is considered very significant.
The Group-First approach to churn prediction
In this section, we formally define our Group-First approach and our derived model for churn prediction. We begin with a description of our model training algorithm and then show how individual subscriber churn predictions can be obtained. Figure 1 shows the steps of the Group-First model training procedure, the goal of which is to identify social groups and use them for building a churn prediction model. In the following we explain each of these steps.
Model training

Quantifying social connections
The network of subscribers can be easily obtained from the call data. We represent the network as a weighted directed graph, where nodes represent the subscribers, and an edge (i, j) is drawn if subscriber i called subscriber j.
Throughout this section we refer to subscribers and nodes in the graph interchangeably. The nodes in the graph correspond to subscribers of the given operator (termed local subscribers henceforth), as well as subscribers that belong to other operators (termed remote subscribers). However, all edges are adjacent to local subscribers (at least on one end), since we only see calls that passed through the network of a given carrier. The first question we tackle is the assignment of weights to edges such that the social closeness is represented, i.e., we would like a larger weight to be assigned when the corresponding subscribers are socially closer. In order to quantify the social relatedness of two subscribers, we rely on the intuitive idea that if two subscribers call a relatively similar set of persons they should be considered highly socially related. To formally capture this intuition we propose to use a similarity measure, which is based on the concept of Mutual Information (MI) [2] . Specifically, we define the recent calls of the i-th subscriber as all the calls she made over the last three days. If she performed more than 100 calls during these three days, only her most recent 100 calls are considered. Next, we associate the i-th subscriber with a vector V i , where V i [t] = 1 iff the i-th subscriber called the t-th subscriber among her recent calls, otherwise V i [t] = 0. Thus, V i is a vector with N ≈ 16M entries (corresponding to the number of subscribers in the network), of which at most 100 entries are 1, and all the remaining are 0. In order to quantify the similarity between the i-th subscriber and the j-th subscriber, we construct a 2 × 2 counts matrix out of V i and V j , denoted C ij . Specifically, C ij (0, 0) counts the number of entries where both V i and V j equal zero; C ij (0, 1) counts the number of entries where V i equals zero and V j equals one; C ij (1, 0) counts the number of entries where V i equals one and V j equals zero; and C ij (1, 1) counts the number of entries where both V i and V j equal one. Normalizing C ij by N -the total number of entrieswe obtain a joint distribution, denoted P ij . For example, P ij (1, 1) is the probability of the event where both V i and V j equal one, namely the probability that both the i-th subscriber and the j-th subscriber have called the same person during their recent calls. Finally, given this joint distribution, we quantify the similarity of subscribers i and j via the Mutual Information contained in P ij (see [2] )
where P i and P j represent the marginal distributions, extracted from P ij . Specifically, P i (0) is the num-ber of entries in V i that equal zero, divided by N , P i (1) is the number of entries in V i that equal one, divided by N , and P j is defined similarly. Due to the properties of the mutual information, S(i, j) is symmetric and non-negative, and is bounded by the maximum of the entropies of P i and P j . If both subscribers called precisely the same set of persons in their 100 most recent calls, S(i, j) will be maximal. As the overlap between the set of persons called by the i-th subscriber and those called by the j-th subscriber decreases, S(i, j) will decrease correspondingly, and if these two sets have no overlap S(i, j) will tend to 0. In other words, given that we know that the i-th subscriber called a particular person, S(i, j) quantifies the number of bits we gained regarding the question of whether the j-th subscriber called the same person, when averaging across all N persons in the data. Exploiting the mutual information as a similarity measure has been proposed in the past (e.g., [15] ), although to the best of our knowledge it was not proposed in the context of the data we consider in this work, nor in the context of churn prediction.
Keeping heaviest edges
Recall that our goal is to identify dense social clusters. One can fairly assume that in terms of the weight function we defined, edges that are contained in such clusters will be heavier compared to edges connecting the clusters. We therefore use a parameter 0 ≤ p ≤ 1 that controls the fraction of the heaviest edges we consider, and allows us to focus on the heavier ones. For example, setting p = 0.1 means that we only keep the edges whose weights are among the top 10%, while discarding the rest. The next stages in our algorithm will then consider the induced graph over the surviving edges. We note that the coverage we obtain is monotonic in p, i.e., the larger p is, the more nodes we cover in the induced graph. We shall return to this point in Section 4.
Network partition
At this stage, if we chose the fraction p appropriately, the resulting network should be composed primarily of relatively small and dense clusters. Since our goal is to identify those disjoint connected clusters in the graph, we consider the graph to be undirected and unweighted for the moment, and partition it into its connected components (with some additional modifications). Two parameters govern this process: m and M -the minimum and maximum (respectively) cluster size allowed. Here we assume that either very small or very large connected components are likely to be less informative. Therefore, clusters with sizes smaller than m are discarded, while we aim to further divide large clusters (larger than M ) into smaller "islands" that are relatively tight. We employ several heuristics to accomplish exactly that. We note that since this stage of the algorithm involves the entire network (which may include tens of millions of subscribers), only fast, linear algorithms are viable. Although there is a plethora of research on these fundamental graph partitioning problems, it is mostly irrelevant to such massive datasets, where fast and simple heuristics work best in practice.
3.1.4 Linking stragglers As a result of discarding the light edges in the original network (Section 3.1.2), we may have disregarded numerous subscribers that were not covered by the surviving edges. In this stage, after constructing the core clusters in the network, we would like to examine them again and consider adding them to one of the existing clusters. To this end, we compute the connectivity of each subscriber to each of the clusters in terms of the number and duration of calls with cluster members. If a subscriber is found to have a significant connectivity to any cluster, she is added as a new member of that cluster, but marked as having joined at a later stage. This procedure can be executed iteratively to add a new circle of subscribers at each round. The parameter M , denoting the maximum cluster size allowed, is enforced and clusters are not grown beyond that size.
Social influence analysis
One of our original hypotheses in this work, which was later illustrated experimentally, was that social leaders have significant influence over the churn decisions of their group members (see Sections 1 and 4). After identifying the tight groups in the network, our next step is to analyze each cluster separately in order to establish the relative social influence of each of its members. We represent each cluster by the directed graph induced by its members and initiate a standard random walk with restarts over this graph. Specifically, we consider a Markov chain whose states are the nodes in the cluster with the following transition matrix. At each node v with probability p (tunable parameter, we used p = 0.15) we move to a random node (restart); The remaining probability mass 1 − p is evenly divided between the neighbors of v in the directed graph. Note that since the resulting Markov chain is irreducible and aperiodic, it has a unique stationary distribution. We continue the random walk until convergence to the stationary distribution (or sufficiently close to) and then assign each member its corresponding probability in the distribution obtained. The value assigned to each subscriber should be highly correlated with their local social influence. (7)- (10) normalized by group size Table 1 : Features (KPIs) used to predict churn of groups 3.1.6 Group KPIs Following our hypothesis that social groups tend to churn together, our main goal is to predict group churn. In order to treat this problem as a standard supervised learning problem, we need to extract KPIs for each cluster and provide corresponding labels. This is done in this stage and the next. The set of KPIs that we used is specified in Table 1 .
Cluster labels
We formalize our notion of group churn by considering a group as churned if more than a third of its members have churned. Given the list of individual churners, we can easily label each cluster as churning or not.
Decision tree training
We experimented with several predictive models and concluded that decision trees [7] provided the best results. The last step in our model training was therefore to train a decision tree with the group KPIs that were extracted according to Sections 3.1.6 and the labels defined in Section 3.1.7. We denote this tree by T .
Rank based individual churn function
While examining the experimental data, we observed (see Section 4 for details), that the leader is the most likely to churn, and that churn likelihood decays exponentially for members with lower ranks. In order to exploit this phenomenon, we fit an exponentially decaying function to the probability of churn as a function of subscriber rank, to be used later in making individual subscriber churn predictions. We denote this exponential function as f . Figure 2 shows the steps of the Group-First model testing procedure, that is, applying the churn model to new data. In the following, we 
Model test
Group churn scores
Following our model hypotheses, our first prediction task is to forecast group churn. For this end, we first follow the same steps as in model training in order to construct the network, identify the social groups and derive their KPIs. We then score each group based on its KPIs by using the trained decision tree T . The assigned score is a realvalued number representing the average tree node purity multiplied by the class label (i.e., −1, +1).
Subscriber churn scores
Our final prediction task is to forecast individual subscriber churn. For each subscriber we first compute their relative churn score by applying f to their social rank within their cluster. We then multiply that value by the group churn score of their associated cluster.
Experiments 4.1 Description of the data
Our experiments were performed on data from a large mobile operator. This operator logged an average of 117 million call data records (CDRs) every day. We received 28 days of this data.
We found approximately 28 million subscribers during the data period. The subscribers included those of the operator and people who had called subscribers of the operator. Of these, approximately 16 million were subscribers of the operator we analyzed.
In the month after the data was collected, approximately 800,000 subscribers churned. We were provided with the last day on which each of the churning subscribers made a call; this was used as the indicator for Figure 3 : Group size distribution when minimal group size is 2, maximal group size is 800, and the strongest 2.5% of edges are used for building the groups. The black line denotes a power-law regression curve with R 2 = 0.87.
the day of churn. For each subscriber we considered only the last 100 calls made during the previous three days.
4.2 Effect of group size parameters and percentage of edges on groups Three parameters determine the groups found by the proposed algorithm: minimum and maximum group size, and the fraction of the strongest edges (denoted respectively as M , m, and p in Section 3). Figure 3 shows an example of the distribution of group sizes, computed for a minimal group size of 2, a maximum of 800, and using the 2.5% of strongest edges in the data. The distribution closely follows a power law distribution, with a scaling factor of -2.02 (R 2 = 0.87). The effect of the three parameters on the number of subscribers that fall inside one of the groups was estimated using linear regression. Minimal group size and the percentage of strongest edges both had a statistically significant effect on the number of subscribers (p < 0.001). However, the maximal group size did not have a statistically significant influence, which may be due to the fact that these groups are simply broken into additional groups once they grow beyond the set threshold. Table 2 gives a summary of model coverage (i.e., the fraction of subscribers who are members of a group) as a function of the percentage of strongest edges. The table also shows the fraction of outgoing calls associated with each population. This fraction is a useful approximation to the revenue provided by this population. As the 
Indicators for group churn
In this section we report indicators of churn related to group parameters and especially to group leaders, as defined in Section 3.1.
We report results obtained at a threshold that retained 2.5% of the strongest edges between subscribers. The probability of churn for subscribers who are members of small groups (defined as groups with 20 members or fewer) is 2.7 times greater than that of subscribers who are members of larger groups (statistically significant at p < 10 −10 , chi square test). Clearly, being part of a larger group makes churn less likely, possibly because of the difficulty in connecting to multiple colleagues across networks.
In the following results, we define a group as having a leader when its highest ranked member has a social strength that is larger by at least 0.2 compared with the weakest member in the group. At this threshold, 70% of the groups have a leader.
In 99% of the groups, the leader is a member of the telecom provider analyzed. This is not surprising as data is strongly biased towards the operator we analyze. In the remaining 1% of groups, however, the probability of churn is 19.4 times greater than in groups where the leaders are from the provider analyzed (p < 10 −10 , chi square). Members of these groups are 1.6 times more likely to churn compared to their peers in groups where the leader is from the company analyzed (p < 0.005, chi square).
Interestingly, leader strength (when the leader is a member of the competitors' network) has an important effect on the probability of group churn. Figure 4 shows the increase in churn probability for a group as a function of leader strength. As the figure shows, there is a high correlation (Spearman, R 2 = 0.99, p < 10 −4 ) between the strength of a leader and the increase in churn probability, indicating that the stronger the leader, the more likely there is to be churn from her group. The probability of churn is highly dependent on subscriber strength: The median strength of a churning subscriber was 0.30 compared to 0.12 of non-churning subscribers (statistically significant, ranksum test, p < 10 −10 ). Therefore, the most likely person to churn in a group is the leader, who is 3 times more likely to churn compared to the churn probability of other group members. In groups where two subscribers churned, the probability that one of them is a leader is 12 times that expected by chance. In groups where more than two subscribers churned, the probability that one of them is the leader is 11.8 times that expected by chance. Therefore, the leader seems to be an indicator of churn likelihood in the group.
The current data cannot be used to imply causation, that it, that churn of a leader causes churn of additional subscribers. Further experiments are needed to validate if this is just a matter of correlation or also of causation.
Churn prediction results
Our task was to predict which users churned in the 14 days after data was collected. Prediction was performed as described in Section 3.2.
In our experiments we used a single three-day dataset for training, and another seven similar (and non-overlapping) periods for testing. We used lift as our performance measure (see Section 2 for details).
As noted in Section 3, we fit an exponentially decaying function to the probability of churn as a Figure 5 : Lift obtained by the churn prediction model for four coverage levels function of subscriber rank (in the training data), and used it to score subscribers regarding their likelihood of churn. Our experiments showed that the best scoring was obtained using the function score = 0.85 (rank−1) . The combined churn score for subscribers was obtained by the product of the group churn score with the subscriber churn score. Figure 5 shows the lift obtained by the proposed algorithm. As this figure shows, when a large population is covered by the model, significant lift of approximately 3 can be obtained using the proposed method. If one focuses on the highest-spending (and thus most valuable) segment of the population, a very high lift of up to 8 can be obtained by our model. This "free lunch", whereby the best performance is reached for the most important part of the subscriber population is likely due to the similarity measure we employed.
Analysis of the decision tree learned for predicting group churn reveals those groups in the most danger of churning and those least likely to churn. For example, groups with more than four members are less likely to churn. Groups at a higher risk of churn are those where the leader made and received few calls, groups with few non-voice interactions (i.e., SMS messages), and groups where the leader is not a subscriber of the analyzed carrier (as described above).
Execution times
The execution of the proposed Group-First approach is computationally demanding, but several of its stages lend themselves considerably to parallel processing [13] , specifically, the measurement of the strength of connections between subscribers and the analysis of each group. We used the IBM Parallel The algorithm begins by measuring the strength of connections between every pair of subscribers. This is performed by multiple processing nodes (CPUs), each responsible for a fraction of the subscribers. The strongest pairs are sent to a master node, which executes the connected components stage. Each node is then assigned a fraction of the groups for linking stragglers and for the analysis of each cluster. Finally, extraction of KPIs and prediction is done in the master node.
We used a P575 machine with 8 CPUs (Power5, 1.6 GHz) and 16 GB memory. The processing time for the above-mentioned data is approximately 61 minutes, most of which is required for measuring the strength of connections between subscribers. Therefore, even though we process very large data, processing times are very reasonable. Table 3 shows the run-time using two, four, and eight processors, as well as the speedup [17] . (The latter is compared to two CPUs because single CPUs cannot handle the memory required.) As this table shows, scaling is efficient in the range we tested. Therefore, even larger customer bases can be analyzed by our method, if necessary by adding processing nodes.
Discussion and future directions
Churn prediction is one of the most important tasks for any modern telecommunications company, because of the financial penalty associated with churn and the high cost of winning new customers. In this work we proposed a new method that complements current churn models. Our approach is based on an analysis of group behavior, in contrast with both individualbased models and whole-network models currently used by telecommunications companies.
Our approach has important benefits in modeling the interactions between customers, which are known to have an important influence on customer behavior. Additionally, by predicting whole-group churn, we are able to overcome the limitation of social-network based approaches that require knowing which customers have churned recently. Moreover, because only call data records are used, we do not require the use of financial indicators and demographic information, which are the cornerstone of most individual-based models. This means that our method is applicable to both pre-and post-paid customers without the need to retrain the model, as is often done for individual-based models. Finally, the fact that our prediction is based on the last calls made by each customer in a relatively short time period means that the proposed method can be used on data before it passes through the operator's data warehouse, saving substantial processing time and effort.
The results presented in this paper indicate that using the Group-First approach we can accurately predict churn in a large population.
We have begun investigating the merging of predictions made by individual-based methods with those made by our approach. By training a meta-model that accepts the churn predictions of both models as input, we are able to provide churn prediction accuracy that greatly exceeds the accuracy of either system. This hints that indeed there are several modes of churn, which should be captured by different models, each focusing on different aspects of the problem. We plan to provide comprehensive results of this work in a future paper.
Additionally, we plan to investigate whether the correlation between leader behavior and churn can be used for churn prevention. If this is indeed the case, the proposed algorithm will have significant additional benefits in that churn prevention costs would be significantly reduced by approaching leaders rather than members, without taking their social standing into consideration.
Our work provides the basis for future work in several directions. First, individual-based models have been researched extensively over the years and the most relevant features for them are well-known. While we have provided a list of group features and of individual features for group members, a systematic study that will aim to characterize the general relevance of grouprelated features to churn is necessary. It will also be of interest to ascertain whether these features are operator and country invariant, or related to cultural effects and the business environments of specific geographies.
Another interesting alley for research is the use of the proposed method in additional applications. For example, the method can be used for campaign management, by modeling the best groups to be approached with a specific marketing campaign and by pinpointing individuals who are the most influential over their peers. Our method can also be used in other domains where the links between people can be measured or inferred, such as social networking sites on the Internet, in order to predict customer behavior.
