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Information system development (ISD) outsourcing constitutes one of the main IT 
expenditures in organisations worldwide. As a result of the complex and volatile 
nature of ISD-outsourcing projects, ensuring efficient control between ISD team 
members has become a central problem. Thus, ISD-outsourcing projects utilise 
modularisation, namely, the decomposition of complex tasks into simpler portions, as 
a technique that enables better management and control between team members. 
Modularisation provides embedded coordination between the team members; thereby 
minimising the need for continuous management supervision.  
 
This study focuses on modularisation in the first stage of an ISD project, namely, the 
requirement analysis stage. A “module” in this study refers to a group of similar 
requirements. The requirement modules are assigned to different team members such 
as software engineers and software quality assurance engineers. When projects are 
modularised, project managers tend to manage the team members through formal 
controls, whereby the expected outcomes and behaviours of the information system 
(IS) solutions are specified and measured. Although the teams are assigned to 
different modules, those modules may include interdependencies with other modules 
in the IS solution. This may increase the need for informal clan control (i.e. shared 
values and beliefs) between the team members. Although modularisation has an 
impact on project control, the ISD-outsourcing literature rarely explores the linkages 
between modularisation and control. 
 
This dissertation presents empirical research using the case study approach to study 
eight modularised ISD-outsourcing projects. The research identified that 
modularisation increases the formal control in projects. Although some projects 
include high modularisation, there can be other factors such as project practices and 
volatile client requirements which may minimise the level of formal control in 
projects. Even though modularisation minimises the informal clan control, informal 
clan control may be required to ensure that the team members understand the project 
requirements. Projects with a lack of modularisation have a higher level of informal 
 v 
clan control; yet factors such as time pressure can minimise the level of informal clan 
control in those projects. Even though modularisation minimises the number of 
volatile tasks, unmet deadlines can cause volatile tasks in the highly modularised 
projects. An error in the modularisation at the initial stages of the project lifecycle 
causes significant fluctuations in the business requirement specifications later in the 
ISD lifecycle. Fluctuations in business requirement specifications may depend on the 
type of modularity. Rather than utilising the component-sharing modularity, the use 
of sectional modularity may minimise the fluctuations in business requirement 
specifications.  
 
This is one of the earliest studies to describe the relationships between requirement 
modularisation and ISD-outsourcing project control. In doing so, the study develops 
an understanding of the relationship between modularisation and ISD-outsourcing 
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 Chapter 1: Introduction 1 
Chapter 1: Introduction 
This chapter presents the background (Section 1.1), research problem and rationale 
(Section 1.2), and research question (Section 1.3). This is followed by a description 
of the research scope (Section 1.4) and the theoretical underpinning of the research 
(Section 1.5). Subsequently, this chapter discusses the research strategy (Section 1.6) 
and the anticipated research contributions (Section 1.7). The final section presents a 
summary of the chapter and an outline of the remaining chapters of the thesis 





Outsourcing as a business practice is flourishing in almost every domain. According 
to Gartner (2014), the worldwide IT services market will gain U.S. $1.1 trillion in 
2018, with outsourcing contributing to more than half of the market growth. 
Organisations are outsourcing information system development (ISD), innovation 
and even functional areas such as marketing and finance, in order to reduce costs and 
improve efficiency (Ahmed, 2004; Smuts, Merwe, Kotz, & Loock, 2010). Reports on 
outsourcing trends (Computer Economics, 2012; IT Sourcing Europe Ltd, 2012) 
highlight that ISD-outsourcing is one of the most popular type of outsourcing, with 
strong and continuous growth in ISD-outsourcing initiatives (Erickson-Harris, 2014; 
Remus & Wiener, 2012; Willmott, 2012). ISD-outsourcing describes the practice of 
a company (client) contracting out ISD activities to another company (vendor). 
Figure 1: Chapter 1 outline 
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ISD-outsourcing projects are complex (Krishna, Sahay, & Walsham, 2004) and 
dynamic (Choudhury & Sabherwal, 2003) in nature. ISD-outsourcing projects are 
complex as those projects consist of several team members (i.e. business analysts, 
software engineers and project managers), who interact in different ways to produce 
and deliver IS solutions according to the business requirements of the clients. 
Compared to in-house ISD projects, the complexity of outsourced ISD projects 
increases as a result of the involvement of employees from two different companies, 
namely, the client and vendor companies. Moreover, ISD-outsourcing projects may 
include volatile client requirements (Dingsøyr, Nerur, Balijepally, & Moe, 2012; 
Highsmith & Cockburn, 2001), thereby creating a dynamic project environment. As 
a result, ensuring efficient control between the team members has been identified as 
a central problem in ISD-outsourcing projects (Gregory, Beck, & Keil, 2013). Thus, 
ISD-outsourcing projects are modularised  to allow better management and control 
between the outsourcing team members (Tiwana, 2008b).  
 
Modularisation has been referred to the process of the “decomposition of complex 
tasks into simpler portions so they can be managed independently and yet operate 
together as a whole” (Mikkola & Skjøtt-Larsen, 2004, p. 354). Similarly, 
modularisation in ISD-outsourcing projects includes decomposition of ISD tasks in 
to simpler portions, which provide the ability for the team members to manage the 
decomposed tasks independently. When the decomposed tasks are integrated, it 
should operate together as a whole. Modularisation has become a critical concern, as 
the level of modularisation substantially impacts the project control (Tiwana, 2008b). 
Conchúir, Ågerfalk, Olsson, and Fitzgerald (2009) describe modularity in 
outsourcing projects where the work is subdivided into individual modules and 
developed in parallel in multiple sites. According to Cataldo (2007), ISD-outsourcing 
projects benefit through modularisation by minimising the interdependencies 
between the outsourcing team members. 
 
ISD-outsourcing projects involve two different companies: the client company and 
the vendor company. According to Nidumolu and Subramani (2003), IS research 
have extensively focused on in-house ISD projects for developing information 
systems for internal users. Since there are few studies focused on unique challenges 
that ISD organizations face when developing information systems for sale or under 
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contractual agreements with clients, this context require greater attention (Nidumolu 
& Subramani, 2003).  Therefore, this research focuses on the modularisation that 
occurs inside the vendor company, when the vendor company develops the IS 
solutions according to the client requirements. The rationale for selecting the vendor 
company as the research focus is discussed in relation to the research scope (Section 
1.4). 
 
Modularisation is conducted in almost every stage of an ISD project such as 
requirement analysis, design, development and testing stages (Al-Otaiby, AlSherif, & 
Bond, 2005; Sant’Anna, Garcia, Chavez, Lucena, & Von Staa, 2003). This study 
focuses on requirement modularisation, which is conducted in the first stage of an 
ISD project, namely, the requirement analysis stage.  
 
At the beginning of an ISD-outsourcing project, a group of business analysts, 
technical leads and project managers conduct several discussions with the client to 
identify business requirements of the project. Based on the discussions, business 
analysts document ISD-outsourcing contract to outline the expected functionalities 
(i.e. expected requirements) of the IS solution. ISD-outsourcing project commences 
after the client and vendor company signed off the contract. Based on the expected 
requirements outlined in the contract, the business analysts conduct requirement 
modularisation process, where expected requirements of the project are subdivided in 
to several modules. A module in this study refers to a group of similar requirements. 
For example, when a project includes developing a stock exchange solution; fund-
related requirements can be grouped under the fund management module, whereas 
trade processing-related requirements can be grouped under the trade processing 
module. Likewise, the requirements of the final IS solution can be subdivided into 
several modules. The outcomes of modularisation process include mind maps, 
module diagrams or excel sheets with functional points. 
 
On the basis of these mind maps, modules diagrams or excel sheets, business 
analysts document BRSs, which describe expected requirements of each module. 
When documenting BRSs, business analysts have several discussions with the client 
(e.g. client visits, conference calls, and telephone calls), the technical team and the 
project managers. During those discussions business analysts clarify issues or doubts 
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related to business requirements. After completing BRSs, business analysts send 
BRSs to client for feedback. When business analysts receive feedback, there can be 
more discussions with the client and the technical teams to clarify issues and agree 
on the comments. According to the agreement, business analysts update BRSs and 
send the next version to the client. This process continues till the client sign off 
BRSs. After the client sign off BRSs, technical team commence ISD process. Since 
there is an involvement of two companies (i.e. client and vendor company) in 
outsourced ISD projects, relationship management (Alami, Wong, & McBride, 2008; 
Du, Ai, Abbott, & Zheng, 2011), requirement analysis (Ernst, 1962; Shan, Jiang, & 
Huang, 2010) and modularisation processes are complex than internal ISD projects.    
  
Every module of ISD-outsourcing projects includes a single business requirement 
specification
1
 (BRS), which describes the expected outcomes and behaviours of the 
particular module. In a BRS, there can be information about more than one module. 
For example, trade processing module includes one trade processing BRS. Rather 
than the trade processing requirements, this BRS may include fund related 
requirements. Fund management module includes a separate fund management BRS.  
 
ISD projects consist of different team members such as business analysts, software 
engineers and software quality assurance engineers. Different modules are assigned 
to different team members
2
 (see Figure 2 for the conceptual diagram). The objective 
of the team members assigned to a particular module is to develop the respective part 
of the IS solution according to the information specified in the BRS.   
                                                 
 
1
 BRSs are also referred to as software requirement specifications, functional specifications, product 
specifications, system specifications or requirement documents.  
2
 More than one module maybe assigned to a team member. This depends on the resource availability 
of the project and the complexity of the modules.  
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1.2 RESEARCH PROBLEM AND RATIONALE 
 
Although a project’s teams are assigned to different requirement modules, those 
modules may include interdependencies with other modules of the IS solution (see 
Figure 2). When projects are modularised, the teams tend to specialise in the 
assigned modules (Moe, Dingsoyr, & Dyba, 2008). As a result, teams may lack an 
overall understanding about the ISD project. Therefore, highly specific BRSs
3
 are 
required for modularised ISD projects. When modules include highly specific BRSs, 
the teams are able to complete the tasks independently. In contrast, when BRSs lack 
specificity, collaborations among the team members are required to obtain more 
information about the expected outcomes and behaviours of the modules. This may 
increase the need for coordination between team members.  
 
During ISD projects, BRSs can be updated according to team members’ feedback 
and suggestions. For example, during the project, software engineers may identify 
technical limitations and functional dependencies. According to the software 
engineers’ feedback, the BRSs can be updated. Moreover, ISD projects may include 
volatile client requirements (Dingsøyr et al., 2012; Highsmith & Cockburn, 2001). 
Therefore, during the ISD projects, BRSs may be updated according to client 
requests. When ISD projects are not properly modularised
4
, updating a BRS can 
cause changes to many ISD modules. For example, due to inappropriate 
modularisation, BRSs in different modules can be interrelated. Thus, software 
engineers may have to update several parts of the software code, as a result of 
changing a single line in the BRS that describes a single aspect of a business 
requirement. This increases the need for coordination and control in projects.   
 
According to Sanchez (1995, p. 146), modularisation provides “embedded 
coordination” that minimises the need for continuous management supervision. In 
contrast, less modularised systems will require continuous supervision (Sanchez & 
                                                 
 
3
 Highly specific BRSs include detailed information about business requirements (i.e. expected 
outcomes and behaviours) and the module interdependencies (Lui & Ngo, 2004). 
4
 When ISD projects are properly modularized, a particular module does not include components of 
other modules. In contrast, when the projects are inappropriately modularized, a particular module 
may include components of other modules,  
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Mahoney, 1996). Tiwana (2008b) highlights that modularisation and control are 
imperfect substitutes, as modularisation minimises the effect of process control but 
not the effect of outcome control in outsourcing projects. For example, although 
modularisation reduces the need for control over the outsourcing process, it does not 
ensure that project goals (e.g. cost, schedule) are met. According to Sosa, Eppinger, 
and Rowles (2004), modularisation creates organisational boundaries between 
different teams, thereby increasing the communication barriers between teams. 
Although modularisation has an impact on project control (Sanchez, 1995; Sosa et 
al., 2004), the ISD-outsourcing literature rarely explores the linkages between 
modularisation and control (Tiwana, 2008b). 
 
The two main attributes related to the quality of the decomposition of the modules 
are the coupling and the cohesion (Hitz & Montazeri, 1995). According to Kwong, 
Mu, Tang, and Luo (2010, p. 619), “coupling is about the measure of interactions 
among software modules while cohesion is about the measure of interactions among 
the software components which are within a software module”. Although several 
researchers (Allen & Khoshgoftaar, 1999; Goulão, 2001) discuss the importance of 
high cohesion and low coupling, it is difficult to obtain these attributes in ISD 
projects (Taube-Schock, Walker, & Witten, 2011). Taube-Schock et al. (2011, p. 23) 
state that “high coupling is impracticable to eliminate entirely from software design”. 
As a result, projects may include interactions between different software modules, 
thereby creating the need for high control in projects. Appropriate modularisation has 
become a critical concern, as the level of modularisation substantially impacts the 
project control (Tiwana, 2008b). 
 
When projects include modularisation consisting of high cohesion and low coupling, 
project managers tend to believe that the project will require less control. Tiwana 
(2008b) points out that modularisation do not ensure that project goals will be met. 
Thus, control is required to ensure that the project achieves the expected goals. As 
per Taube-Schock et al. (2011), it is difficult to achieve high modularisation in ISD-
outsourcing projects. As a result, modules in ISD-outsourcing projects can be 
interrelated, thereby increasing the need for interactions between the team members 
assigned to different modules. Tiwana (2008b) highlights that modularity substitutes 
control but does not specifically investigate how the requirement modularisation 
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impacts on ISD-outsourcing project control. As such, little research attention has 
been directed towards the impact of requirement modularisation on the ISD-
outsourcing project control. The primary focus of this study is, therefore, to address 
this knowledge gap. In doing so, this research conceptualizes the overall effect of 
modularisation errors on the ISD-outsourcing project control.  
 
1.3 RESEARCH QUESTION 
 
Whilst most ISD-outsourcing projects utilise modularisation as a technique for 
enabling effective control (Tiwana, 2008b), the literature on control does not 
specifically investigate how the requirement modularisation  (i.e. the modularisation 
that is conducted at the requirement analysis stage ) impacts ISD-outsourcing project 
control. Thus, this research attempts to address the following question:  
 
“How does requirement modularisation impact ISD-outsourcing project 
control?”  
 
Although the use of high cohesion and low coupling is encouraged in ISD-
outsourcing projects, there can be practical difficulties in achieving high cohesion 
and low coupling. For example, requirements specified in BRSs of different modules 
may not be mutually exclusive. As a result, there can be interdependencies between 
different modules in projects, thereby increasing the need for high control. Thus, the 
level of control required for a project may depend on the level of modularisation 
(Sanchez, 1995; Tiwana, 2008b). As stated above, project managers tend to believe 
that highly modularised projects require less control; however, modularisation may 
not ensure that the project achieves the expected outcomes. Exploring how 
modularisation impacts the project control will provide the ability to identify the 
appropriate levels of modularisation and control for ISD-outsourcing projects.  
 
1.4 RESEARCH SCOPE 
 
Identification of the research scope increases the focus of the researcher; thereby 
enabling the research to generate more valuable and accurate findings (Creswell, 
1994; Fernández, 2003). According to Yin (2009), there are five types of unit of 
analysis: 1) individuals, 2) decisions, 3) programs, 4) implementation process, and 5) 
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organisational change. The unit of analysis in the present research is the ISD-
outsourcing project, which is similar to the definition of “programs” in Yin’s 
categorisation.  
 
Since most of the complex tasks in ISD-outsourcing projects such as requirement 
documentation, software coding and software testing occur at the vendor company, 









Interviews were conducted with ISD-outsourcing project team members at a vendor 
company. Three team members were selected from each project; one project 
manager, one business analyst and one software engineer. Therefore, the study’s 
results are based on the perspectives of ISD-outsourcing team members (i.e. project 
managers, business analysts and software engineers) of a vendor company.   
 
According to Kirsch, Sambamurthy, Ko, and Purvis (2002), participation of the 
clients in ISD projects is an important contributor for project success. Although this 
research solely focuses on the information system development process that is 
conducted at the vendor company, the client company involves in the ISD process in 
several ways (see figure 4).  
Figure 4: Client involvement in the ISD process 
 










1. Contract documentation – business requirements of the ISD-outsourcing project 
are identified by a group of business analysts, technical leads and project 
managers by conducting several discussions with the client. Thereafter, business 
analysts document ISD-outsourcing contract to outline the expected requirements 
of the IS solution. ISD-outsourcing project commences after the client and vendor 
company agrees and sign off the contract.  
 
2. BRSs documentation – When there are issues during the BRSs documentation, 
business analysts have several discussions with the client. After finalizing BRSs, 
business analysts send BRSs for client feedback. When the business analysts 
receive client feedback, there can be more discussions with the client. Then, the 
business analysts update BRSs as per client feedback and send the next version of 
BRS to the client. This process occurs till the client and business analysts agree 
and sign off BRSs. After the BRSs sign off, technical team starts the ISD process.  
 
3. Volatile client requirements – During the ISD process, client may request for 
requirement changes (Dingsøyr et al., 2012; Highsmith & Cockburn, 2001). This 
creates a dynamic project environment, thereby creating the need of efficient 
controls between the team members of ISD-outsourcing projects.  
 
4. Updates to BRSs – When the technical staff commence ISD process, they may 
identify technical limitations of providing agreed requirements. In those 
situations, business analysts have discussions with the client to identify possible 
solutions. According to agreement between the client and the vendor company, 
BRSs can be updated.  
 
Although this research solely focus on the vendor company, as a result of significant 
client involvement in ISD process, this research considers ISD-outsourcing projects 















1.5 THEORETICAL UNDERPINNING 
 
This research uses control theory (Kirsch, 1996; Ouchi, 1979) as the theoretical lens 
to study how requirement modularisation impacts ISD-outsourcing project control. 
The literature review (Chapter 2, Section 2.4.3) discusses the reasons for selecting 
control theory for this study in detail.  
 
Control theory is often invoked to provide a powerful theoretical foundation for 
explaining control mechanisms between various stakeholders in organisations 
(Maruping, Venkatesh, & Agarwal, 2009; Tiwana & Keil, 2009). The term “control” 
in control theory refers to the attempt to ensure employees are working according to 
an agreed-upon strategy for achieving the organisational goals and objectives 
(Kirsch, 1996). 
 
Control theorists (Eisenhardt, 1989a; Kirsch, 1996; Ouchi, 1979) identify two types 
of control: formal and informal. While formal control involves controlling employees 
through performance evaluation (Kirsch, 1996), informal control uses social or 
people strategies (Kirsch, Sambamurthy, Dong-Gil, & Purvis, 2002) to control 
employees. Formal methods can be further subdivided into outcome and behavior 
control modes (Kirsch, 1996; Ouchi, 1979). Outcome control is achieved through the 
use of mechanisms that specify desired outcomes. Behaviour control is implemented 
through mechanisms that specify appropriate behaviours. In modularised ISD-
outsourcing projects, team members are assigned to different modules and are 
provided with relevant BRS. Those BRS includes the expected outcomes and 
behaviours of the relevant module.   
 
According to Jaworski (1988, p. 27), informal control mechanisms are “unwritten, 
typically worker-based mechanisms that influence individual or group behavior”. 
Informal control consists of clan control and self-control modes. Ouchi (1978) 
explains that clan control promotes common values and beliefs within a clan, which 
is defined as a group of individuals who share a set of common goals. In contrast, 
self-control occurs when the employees of the company control their own actions 
(Manz & Angle, 1986). As a result of assigning team members to different modules, 




This research focuses only on formal outcome control, formal behaviour control and 
informal clan control. As Srivastava and Teo (2012, p.120) discussed, “self-control 
in a client–vendor setting is analogous to noncontrol”. Since the objectives of the 
client and vendor organizations can be divergent, the likelihood of the client 
organization trust the vendor organization and provide the ability to execute self-
control is much lower (Tiwana & Keil, 2009). Thus, informal-self control is excluded 
from the scope of the study.  
 
1.6 RESEARCH STRATEGY 
 
This study adopted a qualitative research strategy (described in detail in Chapter 3), 
which follows deduction logic. It aims to provide valuable insights into pre-identified 
propositions (Chatterjee, Chakraborty, Sarker, Sarker, & Lau, 2009; Chatterjee, 
Merhout, Sarker, & Lee, 2013; A. S. Lee, 1989). According to Bhattacherjee (2012), 
deduction allows the researcher to test the concepts and patterns known from theory 
using new empirical data. Patton (2002) explains that in deduction, the data is 
analysed according to an existing framework. Moreover, Bhattacherjee (2012) 
highlights that the purpose of the deductive approach is not just to test a theory, but 
also to refine, improve and extend the theoretical concepts. 
 
The deductive approach (Chatterjee et al., 2009; Chatterjee et al., 2013; A. S. Lee, 
1989) was a good fit for the present study for several reasons. At the beginning of the 
deductive approach, the initial propositions are derived from the literature. A review 
of the literature enables the researcher to identify important constructs or variables 
and the relationships between those constructs and variables (Dubois & Gadde, 
2002), thereby allowing the researcher to develop relevant propositions for the study. 
The next step in the deductive approach is to test the initial propositions using the 
collected data. This analysis process enables the researcher not only to test the 
existing knowledge gained from the literature and existing theories, but also to 







Case study  
 
Since the case study method is considered to be an appropriate method to examine 
complex environments (Klein and Myers, 1999) and contemporary events (Benbasat 
et al., 1987), this research employed the case study method. Furthermore, the case 
study method captures the richness of the context in which the phenomenon is 
situated (Yin, 2003).  
 
The case study method was appropriate for this study for several reasons. First, as 
discussed above, the overarching research question posed in this study is: “How does 
requirement modularisation impact ISD-outsourcing projects control?” According to 
Yin (2003), “how” questions can be better answered by the case study approach 
rather than using a survey approach. Second, ISD-outsourcing projects are complex, 
as they consist of several team members (business analysts, software engineers and 
software quality assurance engineers) who are focused on achieving the same project 
goals and objectives. Moreover, the complexity of projects increases as a result of the 
task interdependencies between team members. Third, the increased complexity of 
ISD-outsourcing projects has created the need for modularisation. The case study 
method was suitable for this research as it helps to capture the contemporary 




Research setting and data 
 
The unit of analysis in this research is the ISD-outsourcing project. This study 
collected qualitative data from twenty-three (23) semi-structured interviews with 
team members of eight (8) ISD-outsourcing projects. Moreover, the primary data was 
supported by information obtained from documents such as BRSs, test scenarios and 
test case documents.  
 
1.7 ANTICIPATED RESEARCH CONTRIBUTIONS 
 
Tiwana (2008b) explains the relationship between modularisation and control; 
however, no study to the best of the author’s knowledge has explained how 
requirement modularisation impacts ISD-outsourcing project control. Whilst most 
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ISD-outsourcing projects involve modularisation (Al-Otaiby et al., 2005; Kwong et 
al., 2010), no research in the project control literature specifically investigates the 
modularisation aspects when determining the control mechanisms for ISD-
outsourcing projects.  
 
How modularisation impacts on ISD-outsourcing project control constitute an 
important phenomenon in project control which, to the best of the author’s 
knowledge, has not yet been described in the literature. Therefore, the contributions 
of this research include:  
 
 Identification of the characteristics of modularised ISD-outsourcing projects, 
thereby contributing to the current body of knowledge on ISD-outsourcing 
projects.  
 
 Findings that enable researchers to better understand the nature of control in 
contemporary ISD-outsourcing projects; specifically, the nature of control in 
modularised ISD-outsourcing projects.  
 
 
 The extension of control theory through the discussion of appropriate control 
mechanisms for managing modularised ISD-outsourcing projects.  
 
 Insights that will assist practitioners to improve the efficiency of ISD-
outsourcing projects. 
 
 An understanding of how modularisation impacts ISD-outsourcing project 
control, which will help project managers to manage the projects 
successfully.  
 
1.8 CHAPTER SUMMARY AND THESIS STRUCTURE 
 
This chapter discussed the research background and the importance of studying how 
requirement modularisation impacts ISD-outsourcing project control. This discussion 
was followed by an overview of the research questions and the research scope of the 
study. Then, the chapter discussed the theoretical underpinning and the research 
strategy. The chapter concluded by providing a summary of the contributions to 




Chapter 2 – Literature Review – This chapter presents a review of the literature on 
outsourcing, ISD-outsourcing and modularisation. Moreover, this chapter includes a 
review of the literature relevant to the key concepts of agency theory and control 
theory. Thus, this chapter provides a review of the current state of understanding 
about modularisation, ISD-outsourcing, agency theory and control theory. This 
chapter concludes by discussing research gaps and propositions derived through the 
literature review.  
 
Chapter 3 – Methodology and Research Design – This chapter presents the overall 
research design including the selection of the research method, unit of analysis and 
case selection. This is followed by a description of the case study protocol, data 
collection and data analysis approach. This chapter concludes by discussing the 
research quality.  
 
Chapter 4 – Analysis and Findings – This chapter presents the findings and 
interpretations yielded from the data analysis phase. It discusses the findings in terms 
of the pre-identified propositions. The discussion includes the findings gained from 
within-case and cross-case analysis of the data.  
 
Chapter 5 – Conclusions – This chapter summarises the study and highlights the 
implications for research and practice. This is followed by a discussion of the study’s 






Chapter 2: Literature Review 
This chapter presents a review of a selection of the literature that is relevant to the 
objectives of this study. The review of the literature presented in this chapter 
evaluates prior work in order to provide the background of the key concepts, provide 
a summary of the current understanding of modularisation and control theory in 
relation to ISD-outsourcing projects. Furthermore, this chapter presents research gaps 
and propositions.  
 
This chapter begins with an introduction to outsourcing (Section 2.1) and ISD-
outsourcing (Section 2.2). Then, it summarises the key notions of modularisation 
(Section 2.3). This is followed by a discussion of the theories considered in this 
research (Section 2.4). Then, the chapter explains the gaps in modularisation and 
control theory, which informed the formulation of the research question in this study 
(Section 2.5). Finally, it introduces theoretical propositions (Section 2.6). This 
chapter is organised as depicted in Figure 5. 
 
 





The primary purpose of this section is to discuss the concepts related to outsourcing 
in detail. Based on a review of the literature, this section describes the basic 
outsourcing concepts (Section 2.1.1), motivations for outsourcing (Section 2.1.2), 
outsourcing risks (Section 2.1.3) and the relationship between the outsourcing 
partners (Section 2.1.4). 
 
2.1.1 Description of Outsourcing  
 
Outsourcing is a management practice that is used by many organisations to manage 
business functions such as manufacturing and distribution activities (Kroes & Ghosh, 
2010), customer support activities (Computer Economics, 2012; Kroes & Ghosh, 
2010) and ISD activities (Computer Economics, 2012). Outsourcing is one type of 
sourcing strategy. Oshri, Kotlarsky, and Willcocks (2009, p. 4) define sourcing as 
“the act through which work is contracted or delegated to an external or internal 
entity that could be physically located anywhere”. Sourcing consists of insourcing 
(keeping organisational activities in-house) and outsourcing arrangements.  
 
Insourcing, whereby the organisation keeps the organisational activities in-house, can 
be divided into two types: domestic insourcing and the captive model. According to 
Oshri et al. (2009 , p. 15), domestic insourcing refers to “managing the provision of 
services internally, within a business unit that is located in the same country as the 
organization”. Oshri et al. (2009 , p. 15) define the captive model as a “strategic 
choice to locate organizational activities within a wholly owned subsidiary in another 
country”.  
 
According to King and Malhotra (2000, p. 1), outsourcing implies “the use of 
external agents to perform an organizational activity”. Organisations outsource 
different functional areas, such as marketing and finance, in order to reduce costs and 
improve efficiency (Ahmed, 2004; Smuts et al., 2010). There are two types of 
outsourcing: 1) onshoring or domestic outsourcing, and 2) offshoring. Prikladnicki, 
Audy, Damian, and De Oliveira (2007, p. 3) explain that onshoring occurs when “the 




headquarters are located”. Carmel and Tjia (2005) describe offshoring as the 
movement of a business process done at a local company (client) to a foreign 
organisation (vendor). Outsourcing is not a new phenomenon, but offshoring has 
gained more interest within the last ten years (A. L. Chua & Pan, 2006). Figure 6 




2.1.2 Motivations for Outsourcing 
 
Organisations outsource their functions for several reasons including: 1) to save 
costs, 2) to increase efficiency and performance, 3) to concentrate on core business 
functions, 4) to gain access to specialised skills, and 5) to increase flexibility. This 
section discusses each of the motivations for outsourcing, followed by a list of the 
studies in the literature that discuss the motivations for outsourcing in Table 1.   
 
Cost saving  
Cost saving is considered to be the main motivation for outsourcing (Dué, 1992; 
Lacity, Khan, & Willcocks, 2009). According to Downing, Field, and Ritzman 
(2003, p .86), “outsourcing information systems can create lower overall process 
costs and may lead to superior overall process performance compared to processes 
that used software purchased off-the-shelf”. According to Smith and McKeen (2004), 
Figure 6: Types of sourcing 
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companies that outsource can save money by sharing the required staff and resources 
with other companies. Since the vendor companies possess the required expertise and 
up-to-date software and hardware, the vendor companies can build and maintain 
software applications for less money than a client building a software application in-
house (Beaumont & Sohal, 2004).  
 
Increased efficiency and performance 
According to Kotabe, Mol, and Murray (2008), academics and consultancy 
organisations encourage outsourcing as a key enabler for superior performance. 
DiRomualdo and Gurbaxani (1998) identify three key objectives of outsourcing: 1) 
improving an IS, 2) enhancing business performance, and 3) generating new revenue. 
Some organisations outsource IS functions with the intention of reducing the 
production time (Apte et al., 1997). According to Smith and McKeen (2004, p. 510), 
“sourcing for operational efficiency became increasingly successful as companies 
learned how to write good contracts and make outsourcing work”. McFarlan and 
Nolan (1995) pinpoint the reasons for outsourcing as increasing the quality of work, 
increasing IT performance and minimising supplier pressure. Gilley and Rasheed 
(2000) found that firm strategy and environmental dynamism had a moderating effect 
on the relationship between outsourcing and firm performance.  
 
Concentration on core business functions 
Conklin (2005) highlights that organisations should concentrate on their core 
competencies and outsource non-core activities to other companies. According to 
Beaumont and Sohal (2004, p. 692), “managers should apply their experience and 
knowledge to core competencies and outsource activities in which they are less 
competent and can benefit from vendors’ expertise”. Bustinza, Arias-Aranda, and 
Gutierrez-Gutierrez (2010) explain that outsourcing enables organisations to 
consolidate organisational strategies and focus on the core business functions. Since 
ISD is not a core competence in most industries such as healthcare and insurance, 
those companies can focus on their core competencies by outsourcing ISD functions 
to other organisations (Dhar, 2012). Ross and Westerman (2004, p. 6) point out that 




attention as firms have emphasized their core competencies”. It is sometimes 
difficult for organisations to separate core competencies from non-core activities 
(Artunian, 2006; McFarlan & Nolan, 1995). King and Malhotra (2000) propose a 
framework that helps organisations to identify the best approach when deciding 
whether to outsource or keep the functions inside the organisation. According to 
Lacity, Willcocks, and Feeny (1995), it is not necessary to keep all the elements of 
mission-critical IT activities in-house. When outsourcing mission-critical IT 
activities, a company should select the vendor more carefully than when selecting the 
vendor for non-critical activities.  
 
Access to specialized skills 
Downing et al. (2003) highlight that companies outsource business functions in order 
to gain access to specialised skills. According to Mohr, Sengupta, and Slater (2011), 
when a company lacks the required resources to perform a business function, it can 
seek a service provider with resources that compensate for the company’s 
weaknesses. Jain and Ramachandran (2011, p. 297) argue that organisations 
outsource in order to “get access to new technical skills and knowledge base for 
augmenting the organizations’ skill and knowledge gap”. As Gonzalez, Gasco, and 




According to Quinn (1999, p. 1), organisations outsource for the purpose of 
“obtaining higher value, more flexible, and more integrated services than internal 
sources can offer”. Liou and Chuang (2010) identify the main reasons for 
outsourcing as: 1) to save costs, 2) to focus on core competency, and 3) to provide 
flexibility in management. According to Schwarz (2014), outsourcing arrangements 
provide the organisation the flexibility to accommodate the changing needs of the 
business. Gunasekaran and Irani (2009, p. 301) argue that outsourcing “has become a 
key strategic component to develop a cost effective global supply chain in order to 





Table 1: Motivations for outsourcing 
Motivations for  
Outsourcing 
Sample Papers 
Cost reduction Arnold (2000), Beaumont and Sohal (2004), Dué 
(1992), Downing et al. (2003), Fisher et al. (2008), 
Fisher, Hirschheim, and Jacobs (2008); Smith and 
McKeen (2004), Kremic, Icmeli Tukel, and Rom 
(2006), Lacity et al. (2009), Lacity and Willcocks 
(1998), Liou and Chuang (2010), Gandhi, Gorod, and 
Sauser (2012), Schwarz (2014) 
Increased efficiency and 
performance 
Apte et al. (1997), DiRomualdo and Gurbaxani 
(1998), Gilley and Rasheed (2000), Hall (2000), Smith 
and McKeen (2004), Jain and Ramachandran (2011), 
Kotabe et al. (2008), Kroes and Ghosh (2010), 
McFarlan and Nolan (1995), Whitaker, Mithas and 
Krishnan (2010) 
Concentration on core 
business functions 
Artunian (2006), Assaf, Hassanain, Al-Hammad, and 
Al-Nehmi (2011), Gewald (2010), Beaumont and 
Sohal (2004), Bustinza et al. (2010), Conklin (2005), 
Dhar (2012), Liou and Chuang (2010), Quinn and 
Hilmer (1994), Ross and Westerman (2004), 
Whitaker, Mithas, and Krishnan (2010) 
Access to specialised skills Apte et al. (1997), Assaf et al. (2011), Baluch, 
Abdullah, and Mohtar (2013), Downing et al. (2003), 
Gonzalez et al. (2010), Hall (2000), Jain and 
Ramachandran (2011), Lacity and Willcocks (2013), 
Lamminmaki (2006), Mohr et al. (2011) 
Increased flexibility Gulla and Gupta (2012), Gunasekaran and Irani 
(2009), Kroes and Ghosh (2010), Lacity et al. (2009), 
Liou and Chuang (2010), Quinn (1999), Gandhi et al. 










2.1.3 Outsourcing Risks 
 
Outsourcing arrangements include several risks such as: 1) loss of control, 2) lack of 
overall cost savings, 3) loss of in-house capabilities, and 4) lack of quality. Each of 
these risks is discussed next.  
 
Loss of control 
Client organisations lose the control of the functions which are transferred to the 
vendor organisations (Lamminmaki, 2006). According to Kakabadse and Kakabadse 
(2000), as a result of outsourcing, organisations may lose the control over the critical 
functions of the organisation as well as the control over the vendor company. 
Lamminmaki (2006, p.352) identifies “fear over loss of control as a significant factor 
constraining outsourcing”. Langfield-Smith, Smith, and Stringer (2000) highlight the 
importance of maintaining a proper relationship between the client and vendor 
company, specifying that the failure to maintain a proper relationship has serious 
implications for an organisation’s long-term strategy. As Lamminmaki (2006) 
explains, control between the client and the vendor company can be enhanced by 
using longer contracts, financial penalties and legal enforcement.  
 
Lack of overall cost savings 
According to Aubert, Dussault, Patry, and Rivard (1999), there can be unexpected 
management costs in outsourcing arrangements. Hall (2000, p. 30) explains that “the 
development and drafting of the request for tender, the tendering process itself, 
contract drafting and negotiation and post contractual negotiations can prove very 
expensive”. Sometimes outsourcing suppliers are unwilling to bear the total risk of 
cost overruns; thus, in situations where the outsourcing projects incur cost overruns, 
a portion of the cost is transferred to the client (Viswanathan, 2011). D. C. Chou and 
Chou (2009) explain that outsourcing may involve unexpected management costs, 






Loss of in-house capabilities 
When organisations outsource and downsize, the loss of the skilled staff within the 
organisation affects the organisational capacity (Hall, 2000). According to Ketler and 
Walstrom (1993, p. 452), the staff of the client organisation is dispersed in four 
different ways: “1) a portion remains with the firm, 2) a portion leaves the firm, 3) a 
portion is hired by the vendor, and 4) a portion is laid off”. Espino-Rodríguez and 
Padrón-Robaina (2005) warn that organisations may lose critical skills that will be 
required for the generation of new ideas or new solutions.  
 
Lack of quality 
According to King and Malhotra (2000), when outsourcing arrangements are poorly 
controlled, it minimises the quality and service performance of the projects. D. C. 
Chou and Chou (2009) explain that unmanaged outsourcing projects devaluate the 
software quality. As Lowell (1992, p. 24) discusses, “if the vendor fails to meet 
standards, service to the client’s own customers will degrade”. W. Perry and 
Devinney (1997) highlight the importance of selecting a competent vendor in order 
to receive a quality outcome from the outsourcing process.  
 
According to Lacity et al. (2009), several practices can be used to mitigate the 
outsourcing risks. For example, Kern, Willcocks, and Lacity (2002) state that the 
client organisation’s lack of control over the vendor organisation can be mitigated by 
contract monitoring and coordination. Sakthivel (2007) identifies eighteen (18) 
outsourcing risks and eighteen (18) risk control mechanisms in the context of 
offshore software development. A sample of the studies in the literature that discuss 









Table 2: Outsourcing risks 
Outsourcing Risks Sample Papers 
Loss of control Burnes and Anastasiadis (2003), Earl (1996), 
Espino-Rodríguez and Padrón-Robaina 
(2005), Jurison (1995), Ketler and Walstrom 
(1993), Kakabadse and Kakabadse (2000), 
Lamminmaki (2006), Langfield-Smith et al. 
(2000), Lowell (1992), Sobol and Apte (1995) 
Lack of overall cost savings Aubert et al. (1999), D. C. Chou and Chou 
(2009), Earl (1996), Gilley and Rasheed 
(2000), Gulla and Gupta (2012), Jurison 
(1995), Kakabadse and Kakabadse (2000), 
Lamminmaki (2006), Viswanathan (2011) 
Loss of in-house capabilities Bhalla, Sodhi and Son (2008), Espino-
Rodríguez and Padrón-Robaina (2005), Hall 
(2000), Ketler and Walstrom (1993), Bhalla, 
Sodhi, and Son (2008); Lacity et al. (2009) 
Lack of quality  Burnes and Anastasiadis (2003), D. C. Chou 
and Chou (2009), Grover, Cheon, and Teng 
(1996), King and Malhotra (2000), Lowell 
(1992), Perry and Devinney (1997), Sobol 
and Apte (1995) 
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2.1.4 Relationship between Outsourcing Partners 
 
Several studies discuss ways to improve the relationship between the client and its 
outsourcing partners (Du et al., 2011; J.-N. Lee, Miranda, & Kim, 2004; Miranda & 
Kavan, 2005), with most focusing on how the partnerships between the client and the 
outsourcing partners are established and improved (Kern & Blois, 2002; Kern & 
Willcocks, 2002; Mani, Barua, & Whinston, 2012). Bharadwaj, Saxena, and 
Halemane (2010) demonstrate that, when both the client and the outsourcing partners 
take the responsibility for building a good relationship with each other, the conducive 
relationship results in a ‘win-win relationship’.  
 
Kern and Willcocks (2002) highlight the  importance of minimising the variation of 
information between the client and the outsourcing partner – known as information 
asymmetry. Among the studies that specifically highlight the minimisation of 
information asymmetry as a critical aspect of ISD-outsourcing (D. C. Chou & Chou, 
2009; Huang, 2009; Sia, Koh, & Tan, 2008), Blumenberg, Wagner, and Beimborn 
(2009) suggest that the outsourcing partner must transfer technology-specific 
knowledge to the client and, in turn, the client must provide business-specific 
knowledge to the outsourcing partner. Effective knowledge transfer between the 
client and vendor minimises the information asymmetry (Blumenberg et al., 2009).  
 
Rottman (2008) explains that strong relationships among the staff involved in a 
software project enable effective knowledge transfer, thereby leading to project 
success. Shan et al. (2010) suggest that the effective transfer of software requirement 
knowledge is one of the key factors in decreasing requirement volatility, solving 
conflicts between requirements and ensuring the quality of the software project and 
customer satisfaction. Their study highlights that the client incurs more costs in 
software development outsourcing projects as a result of knowledge asymmetries 
between the client and the outsourcing partners. Furthermore, Dibbern, Winkler, and 
Heinzl (2008) observed that costs in ISD-outsourcing projects were increased by: (1) 
weak requirement specification and design, (2) lack of knowledge transfer methods, 
(3) lack of control, and (4) lack of coordination. In a study on the methods and 




Klepper (1995) found that communication, expectation development and reward 




This section discusses ISD-outsourcing projects in detail. Furthermore, it explains 
the risks (Section 2.2.1) and the critical success factors (Section 2.2.2) in ISD-
outsourcing.  
 
ISD-outsourcing remains the most popular type of outsourcing, with strong and 
continuous growth in ISD-outsourcing initiatives (Erickson-Harris, 2014; Remus & 
Wiener, 2012; Willmott, 2012). According to Khan, Niazi, and Ahmad (2011a), ISD-
outsourcing is a contract-based relationship between client and vendor organisations 
wherein the client contracts out all or part of its ISD activities to the vendor. As 
Sakthivel (2007) highlights, most of the Fortune 500 companies outsource their ISD 
activities to developing countries.  
 
2.2.1 Risks in ISD-Outsourcing 
 
ISD-outsourcing projects share the same risks discussed above in relation to 
outsourcing risks in general (Section 2.1.3). The main risks in ISD-outsourcing 
projects in particular are: 1) lack of control of the ISD-outsourcing partners, 2) lack 
of business and technical knowledge, 3) requirement miscommunication and volatile 
requirements, and 4) lack of proper communication. Table 3 lists the studies in the 
literature that discuss these issues in ISD-outsourcing projects.  
 
Lack of control of ISD-outsourcing partners 
According to industry reports (Carlos, 2014; McManus & Wood-Harper, 2008), most 
projects fail to deliver their intended benefits due to the lack of control mechanisms. 
Thus, ensuring efficient control between different stakeholders (i.e. client, project 
managers, business analysts and software engineers) has been identified as a central 
problem in ISD-outsourcing projects (Srivastava & Teo, 2012; Tiwana & Keil, 
2009). Khan et al. (2011a) identify the creation of confidence and trust between the 
client and vendor organisation as challenges in ISD-outsourcing. Srivastava and Teo 
(2012, p. 116) explain that a central problem faced by organisations when 
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outsourcing ISD is “managing the relationship between the client and vendor for 
better performance”. As Keil, Cule, Lyytinen, and Schmidt (1998) discuss, ISD 
project risks include the lack of project tracking methodologies and the lack of 
understanding of the overall project status. According to Tiwana and Keil (2009), 
ensuring cooperation between companies or departments with partially congruent 
objectives is difficult but is an essential requirement for ISD-outsourcing project 
success.  
 
Lack of business and technical knowledge 
The ISD process is becoming more and more complex (Dinh & Fillion, 2007) and 
the success of such projects depends on the common domain knowledge of the 
project team members (Adelson & Soloway, 1985; Edwards, 2012). According to 
Correia and Aguiar (2009, p. 1), knowledge plays a key role in ISD; therefore, the 
effectiveness of how it is “captured into artifacts, and acquired by other team 
members, is of crucial importance to a project’s success”. As Sakthivel (2007) 
discusses, the lack of the required knowledge and skills among the vendor’s 
employees causes ISD-outsourcing project failures. Nakatsu and Iacovou (2009) 
explain that a lack of technological know-how is a common risk factor in both 
onshore and offshore ISD-outsourcing projects.  
 
Requirement miscommunication and volatile requirements 
According to Ricca et al. (2009, p. 1), one of the main reasons for the failure of ISD 
projects is “the late discovery of a mismatch between the customers’ expectations 
and the pieces of functionality implemented in the delivered system. At the root of 
such a mismatch is often a set of poorly defined, incomplete, under-specified and 
inconsistent requirements”. Most software projects fail due to incomplete 
requirements and unclear objectives, as the projects are tracked only by monitoring 
the project cost and schedule. A project can be successful in terms of cost but may 
fail to provide the actual client requirements (Barney, Aurum, & Wohlin, 2008). 
According to Schmidt, Lyytinen, Keil, and Cule (2001, p. 16), “not thoroughly 
defining the requirements of the new system before starting [and] consequently not 
understanding the true work effort, skill sets and technology required to complete the 





Lack of proper communication 
Effective communication plays an important role in ISD (D. E. Perry, Staudenmayer, 
& Votta, 1994), especially in outsourced ISD projects (Aman & Nicholson, 2009; 
Huong, Katsuhiro, & Chi, 2011; Reijers, Song, & Jeong, 2009). According to 
Herbsleb and Moitra (2001), the absence of well-established communication can lead 
to misalignment and rework in ISD projects. They illustrate that this is even more 
complex and important in ISD-outsourcing. According to Gefen and Carmel (2008), 
miscommunication is among the greatest contributors to ISD issues, resulting in bugs 
that are the most expensive to correct. Many ISD projects are delayed or cancelled 
because of additional work or mistakes (Hsu, Shih, Chiang, & Liu, 2012) that 
occurred due to communication breakdowns (C. A. George, 2010). 
 






Lack of control of 
ISD-outsourcing 
partners 
Abdel-Hamid, Sengupta, and Ronan (1993), Carlos (2014), 
Choudhury and Sabherwal (2003), Jiang, Klein, Hwang, 
Huang, and Hung (2004), Keil et al. (1998), Mahring 
(2002), McManus and Wood-Harper (2008), Srivastava and 
Teo (2012), Tiwana and Keil (2009), Khan et al. (2011a) 
Lack of business 
and technical 
knowledge 
Adelson and Soloway (1985), Correia and Aguiar (2009), 





Attarha and Modiri (2011), Barney et al. (2008), Dingsøyr et 
al. (2012), Kirsch and Haney (2006), Pacheco and Garcia 
(2012), Ricca et al. (2009), Schmidt et al. (2001), Attarha 
and Modiri (2011) 
Lack of proper 
communication 
Aman and Nicholson (2009), C. A. George (2010), D. E. 
Perry et al. (1994), Gefen and Carmel (2008), Herbsleb and 
Moitra (2001), Huong et al. (2011), Reijers et al. (2009) 
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2.2.2 Critical Success Factors 
 
The main critical success factors in ISD-outsourcing projects include: 1) a minimal 
knowledge gap between the client and vendor, 2) minimised costs, 3) the availability 
of skilled human resources, and 4) the application of effective control mechanisms. 
Each of these factors is discussed in this section, followed a list of the studies in the 
literature that discuss the critical success factors of ISD-outsourcing projects in Table 
4.  
 
Minimal knowledge gap between the client and vendor 
As the prior research (D. C. Chou & Chou, 2009; Huang, 2009) highlights, it is 
important to minimise the knowledge gap between the client and the ISD-
outsourcing vendor. Keil, Mann, and Rai (2000) argue that the existence of a 
knowledge gap between the client and the vendor increases the likelihood of 
software project escalation by seven times. Shan et al. (2010) suggest that the 
effective transfer of software requirement knowledge is one of the key factors for: 1) 
decreasing requirement volatility, 2) solving conflicts between requirements, and 3) 
ensuring the quality of the software project, thus ultimately leading to customer 
satisfaction. 
 
Minimised costs  
According to Khan, Niazi, and Ahmad (2009, p. 210), “western countries are 
outsourcing projects to developing countries to take advantage from the reduced 
labor costs.” Although organisations intend to minimise the costs by outsourcing, 
there can be hidden costs such as the cost of contracting and coordination between 
the outsourcing partners (Lacity et al., 2009). Thus, taking the necessary actions to 
minimise the cost in ISD-outsourcing arrangements can be considered as a critical 
success factor.  
 
Skilled human resources 
As Bhalla et al. (2008) discuss, the client organisation should select a vendor who 
has employees with the relevant skills. Jennex and Adelakun (2003) identify client 
knowledge and workers’ skills as critical success factors in ISD-outsourcing. 
According to Bhalla et al. (2008, p.211), skilled human resources “can play a vital 




this will help vendor organisations to provide adequate services to client 
organisations”. As Khan, Niazi, and Ahmad (2011b) state, client organisations are 
eager to know about the vendor organisations’ capabilities. Nauman, Aziz, Ishaq, and 
Mohsin (2004) highlight the particular importance of skilled workers in the offshore 
IT services domain.  
 
Effective control 
According to prior research (Choudhury & Sabherwal, 2003; Gregory et al., 2013), 
the effective control of ISD-outsourcing projects and relationships is an important 
factor in project success. As Gregory et al. (2013) discuss, control balancing is a 
critical success factor in ISD-outsourcing projects. Control balancing is defined as 
adjusting the control configurations periodically in terms of control types (social, 
procedural or hybrid), control degree (tight or relaxed), and control style (unilateral 
or bilateral). Since ISD projects are complex and volatile, cooperation and 
coordination between different stakeholders (i.e. users, ISD team members and 
project managers) is important for ISD project success (Choudhury & Sabherwal, 
2003).  
 




Minimal knowledge gap 
between the client and 
vendor 
Blumenberg et al. (2009), Correia and Aguiar (2009), 
D. C. Chou and Chou (2009), Deng and Mao (2012), 
Huang (2009), Keil et al. (2000), Shan et al. (2010), 
Tesch, Sobol, Klein, and Jiang (2009) 
Minimised costs Lacity et al. (2009), Rottman and Lacity (2008), 
Khan et al. (2009), Lederer, Lordi, and Tucker 
(1998) 
Skilled human resources Bhalla et al. (2008), Jennex and Adelakun (2003), 
Nauman et al. (2004), Nguyen, Ali-baber, and Verner 
(2006), Khan et al. (2011b) 






(2013), Keil et al. (1998), Mahring (2002), Mao, Lee, 
and Deng (2008), McFarlan and Nolan (1995), 
Srivastava and Teo (2012), Tiwana (2008b), Tiwana 
and Keil (2009) 
 
In summary, the review of the outsourcing literature presented above identified the 
research gaps and the opportunities to contribute to the body of knowledge. Loss of 
control is one of the main outsourcing risk factors. For example, as a result of 
outsourcing, client organisations may lose control over the main organisational 
functions and/or the control over the vendor organisations. Moreover, the literature 
review highlighted that the lack of control mechanisms leads to project failures. In 
ISD-outsourcing projects in particular, effective control has been identified as one of 
the main critical success factors. Thus, an exploration of project control can provide 




ISD-outsourcing projects utilise modularisation as a technique for enabling better 
management and control between the team members (Hirschheim, Heinzl, & 
Dibbern, 2014; Tiwana, 2008b). Thus, the purpose of this section is to discuss the 
modularisation concept in detail. This section explains the types of modularisation 
(Section 2.3.1), advantages of modularisation (Section 2.3.2), disadvantages of 
modularisation (Section 2.3.3) and the relationship between modularisation and 
control (Section 2.3.4).  
 
Mikkola and Skjøtt-Larsen (2004, p. 354) define modularisation as “decomposition 
of complex tasks into simpler portions so they can be managed independently and yet 
operate together as a whole”. G. George and Leathrum (1985) describe 
modularisation as a tool that can be used to design software systems. According to 
Karim (2006), any complex system can be modularised, which means the system can 




should work together as a single system (Parnas, 1972). The definition of 
modularisation is built on the definition of a module (Gershenson, Prasad, & Zhang, 
2003). Hölttä-Otto and de Weck (2007, p. 113) define a module as “an independent 
chunk that is highly coupled within, but only loosely coupled to the rest of the 
system”. The quality of the modularisation depends on the criteria used when 
decomposing the system into modules (Parnas, 1972).  
 
Two important concepts in modularised software systems are coupling and cohesion. 
Moreover, coupling and cohesion are considered as the two main attributes related to 
the quality of the decomposition of modules (Hitz & Montazeri, 1995). According to 
Kwong et al. (2010, p. 619), “coupling is about the measure of interactions among 
software modules while cohesion is about the measure of interactions among the 
software components which are within a software module”. Several researchers 
(Allen & Khoshgoftaar, 1999; Goulão, 2001) highlight the importance of high 
cohesion and low coupling in modularisation.  
 
2.3.1 Types of Modularisation 
 
According to Brusoni and Prencipe (2001), the three types of modularisation are 
product, organisational and knowledge modularisation:  
 
Product modularisation – Ulrich (1995) discusses the concept of product 
modularisation in relation to product architecture (i.e. the scheme by which the 
function of a particular product is allocated to its physical components). There are 
two types of product architecture: 1) modular architecture, which includes one-to-one 
mapping from the functional elements to the physical components of products and 
includes de-coupled interfaces between components; and 2) integral architecture, 
which includes a complex (non one-to-one) mapping between the functional and 
physical components and coupled interfaces between components.  
 
Organisational modularisation – Organisational modularity, or the modularity of 
corporate resources, refers to the processes by which resources are “dynamically 
reconfigured as markets and corporate players (business divisions) coevolve, and the 
broader organizational form that this may constitute” (Galunic & Eisenhardt, 2001, 
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p. 1229). According to Brusoni and Prencipe (2001), modularisation has profound 
implications for organisational processes.  
 
Knowledge modularisation – The knowledge that underlies products can also be 
modularised, and the knowledge can be mixed and matched between different 
modules (Arora & Gambardella, 1994; Brusoni & Prencipe, 2001). Brusoni and 
Prencipe (2001, p. 183) explain that “since knowledge is considered as sharing some 
of the characteristics of public goods, knowledge modules are readily available to 
firms, which can concentrate either on the production of new modules or on the 
combination of them according to their geographical location”.  
 
Pine (1993) identifies six types of modularisation: 1) component-sharing modularity, 
2) component-swapping modularity, 3) cut-to-fit modularity, 4) mix modularity, 5) 
bus modularity, and 6) sectional modularity.  
 
Component-sharing modularity – Component-sharing modularity includes sharing 
the same component across multiple products (Chun-Che & Kusiak, 1998; Pine, 
1993). It minimises the cost, while providing more variety for the product 
development. Component-sharing modularity does not result in individual 
customisation, unless it is combined with other modularisation types. 
 
Component-swapping modularity – According to Pine (1993, p. 202) component-
swapping modularity includes “different components paired with the same basic 
product, creating as many products as there are components to swap”. Component-
swapping modularity complements the component-sharing modularity. The 
difference between component-sharing modularity and component-swapping 
modularity is a matter of degree. Pine (1993) discusses this using an example of 
Swatch watches: when the basic watch elements are shared across multiple products, 
this is referred to as component-sharing modularity. Component-swapping 
modularity is visible when the watch parts are the basic product and varieties of face 
styles are used in production. Here, the face styles are considered as the swapping 
modules. In order to obtain the maximum benefits of component-swapping 
modularity, the organisation should identify the most customisable part of the 




swapped across different products. Pine (1993) highlights that the separated 
component should include three characteristics: 1) it should provide value to the 
customer; 2) it can be easily reintegrated; and 3) it includes great variety to meet 
different customer requirements.  
 
Cut-to-fit modularity – Cut-to-fit modularity is similar to the previous two types of 
modularity, except that in cut-to-fit modularity one or more of the components is 
variable within practical limits (Pine, 1993). This type of modularity is suitable for 
products when some components can be continually changed to manage different 
product requirements. Cut-to-fit modularity provides the ability for companies to 
gain competitive advantage by conducting mass customisation which fits individual 
needs. When the components are mixed together so that they themselves become 
something different to the initial modules, it is referred to as mix modularity. 
According to Pine (1993, p. 205), “the key factor in determining if you can take 
advantage of mix modularity is recipe. Anything with a recipe can be varied for 
different markets, different locales, and indeed for different individuals”.  
 
Bus modularity – Bus modularity provides the standard structure in which many 
components can be attached together. According to Chun-Che and Kusiak (1998, p. 
66) bus modularity is used “when a module with two or more interfaces can be 
matched with any number of the components selected from a set of basic 
components”. Since the structure is usually hidden and abstract, bus modularity is 
difficult to comprehend (Pine, 1993). When the architecture is prepared, other 
components can be plugged into the architecture. Bus modularity allows variations in 
the number and locations of basic components. In contrast, component-swapping 
modularity and component-sharing modularity only allow variations in the type of 
basic components (Chun-Che & Kusiak, 1998).   
 
Sectional modularity – Sectional modularity allows the configuration of any 
number of components, until each component is connected with other components 
with a standard interface. This type of modularity provides the highest degree of 
variety and customisation. When an organisation uses sectional modularity, it 
provides the ability to change the structure and the architecture of the product, with 
less impact on other modules. Pine (1993, p. 209) explains that “in object-oriented 
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systems, a piece of program code is a highly modular object, with the interfaces 
between modules simply and completely defined by the object type. Objects can be 
reused any number of times in any number of different programs, creating sectional 
modularity that allows quick development of radically different applications”.  
 
2.3.2 Advantages of Modularisation 
 
The advantages of modularisation include: 1) minimal cost, 2) improved flexibility, 
3) efficient use of knowledge, and 4) improved management and control. This 
section discusses each of the advantages of modularisation, and Table 5 lists the 
studies in the literature that discuss these advantages.  
 
Minimal cost 
Modularisation provides economies of scale (Chun-Che & Kusiak, 1998) by 
minimising the repetitive processes in organisations (Gershenson, Prasad, & 
Allamneni, 1999). Furthermore, minimisation of the dependencies between the team 
members reduces the coordination costs in organisations (Ågerfalk, Fitzgerald, 
Olsson, & Conchúir, 2008; Dedrick, Carmel, & Kraemer, 2011). According to 
Tanriverdi, Konana, and Ge (2007), modularisation minimises the coordination costs, 
transaction costs and production costs in outsourcing projects. Since the standardised 
interfaces and performance specifications enable effective connections between 
modules, the coordination and transaction costs can be minimised. The production 
costs can be minimised as the modules can be reused by multiple products.  
 
Improved flexibility 
According to Parnas (1972), modularisation improves the flexibility and 
comprehensibility of complex systems. Dedrick et al. (2011, p. 3) state that 
modularisation schemes “facilitate the use of flexible organizational forms such as 
contract manufacturing and outsourcing”. According to Ulrich (1994), 
modularisation makes it easy to design, test and update products. Specifically, 
modularisation in ISD minimises the complexity of the software code (Gershenson et 
al., 2003). Von Krogh, Spaeth, and Lakhani (2003) point out that the modularisation 
of software code increases the flexibility for software engineers by minimising the 




Efficient use of knowledge 
According to Von Krogh et al. (2003, p. 1218), modularisation of the software code 
“may increase a project’s transparency, lower barriers to contribute, and allow for 
specialization by enabling efficient use of knowledge”. Modularisation provides the 
ability for organisations to distribute work to individuals with fewer dependencies 
between the tasks. Thus, organisations can use the knowledge of internal as well as 
external individuals (e.g. employees from outsourced companies) more effectively 
(Meyer & Seliger, 1998). As Metiu and Kogut (2001) discuss, modularisation allows 
the efficient exploitation of knowledge of individuals in different locations, thereby 
providing organisations the ability to assign work to the most efficient producer.  
 
Improved management and control 
Barlow et al. (2011, p. 31) state that “if managers properly group roles and 
modularize tasks, they can select the appropriate information technology to support 
reciprocal coordination within groups and sequential coordination between groups”. 
Modularisation minimises the dependencies between team members, thereby 
providing project managers the ability to manage the project more effectively 
(Ågerfalk et al., 2008). According to Sanchez (1995), modularisation offers 
“embedded coordination”, which minimises the need for continuous management 
supervision. In contrast, less modularised projects require continuous supervision 
(Sanchez & Mahoney, 1996). 
 





Minimal cost Ågerfalk et al. (2008), Chun-Che and Kusiak (1998), Dedrick et 
al. (2011), Gershenson et al. (2003), Gershenson et al. (1999), 




Dedrick et al. (2011),Gershenson et al. (2003), Khoshgoftaar, 
Allen, Jone, and Hudepohl (2001), Lei, Hitt, and Goldhar 
(1996), Nunamaker Jr and Chen (1990), Parnas (1972), Parnas 







Efficient use of 
knowledge 
Brusoni (2005), d’Aquin, Schlicht, Stuckenschmidt, and Sabou 
(2007), Fægri, Dybå, and Dingsøyr (2010), Meyer and Seliger 






Ågerfalk et al. (2008), Barlow et al. (2011), Brusoni (2005), 
Cataldo (2007), Sanchez (1995), Ossher and Tarr (2001), 
Sanchez and Mahoney (1996), Ravichandran (2005), Sosa et al. 





2.3.3 Disadvantages of Modularisation 
 
The disadvantages of modularisation include: 1) integration issues, 2) the static 
nature of the product architecture, 3) increased similarity in product designs, and 4) 
communication barriers between teams. This section discusses each of these 
disadvantages. Table 6 lists the studies in the literature that discuss the disadvantages 
of modularisation.  
 
Integration issues 
According to Conchúir et al. (2009), modularisation creates integration issues. For 
example, when the tasks of ISD teams are too independent, the teams tend to work 
independently, with a lack of collaboration with the other teams (Holmqvist & 
Persson, 2004). Thus, the integration of work at the final stages of a project becomes 
difficult. Herbsleb and Grinter (1999) highlight that modularisation creates the need 
to align the work of the teams.  
 
Static nature of the product architecture 
According to Ulrich (1994), modularisation makes the product architecture static. 
Hardung, Köelzow, and Krüger (2004, p. 204) point out that “the interface definition 





Increased similarity in product designs 
As a result of reusing the same module, the similarity in product designs increases 
(Gershenson et al., 2003; Gershenson et al., 1999; Ulrich, 1994). According to 
Tuunanen and Cassab (2011, p. 341), “an object-oriented module can be reused in 
another software development project with minor revisions (i.e., reuse), or go 
through a major revision that enables the module to work in a different software 
context (i.e., variation)”. This indicates that there is the potential for high levels of 
similarity between the product designs in modularised projects. 
 
Communication barriers between teams 
When a project is modularised, the teams tend to work independently and have little 
communication with the other teams (Holmqvist & Persson, 2004). According to 
Sosa et al. (2004), modularisation creates communication barriers between the teams. 
 







Integration issues Braubach, Pokahr, and Lamersdorf (2006), Brusoni 
and Prencipe (2001), Conchúir et al. (2009), 
Holmqvist and Persson (2004), Herbsleb and 
Grinter (1999), Karim (2006) 
Static nature of the 
product architecture  
Hardung et al. (2004), Ulrich (1994) 
Increased similarity in 
product design 
Burd, Munro, and Wezeman (1996), Gershenson et 
al. (2003), Gershenson et al. (1999), Tuunanen and 
Cassab (2011), Ulrich (1994), Tuunanen and 
Cassab (2011) 
Communication barriers 
between teams  
Cataldo, Bass, Herbsleb and Bass (2007), 
Holmqvist and Persson (2004), Cataldo, Bass, 
Herbsleb, and Bass (2007); Sosa et al. (2004) 
 40 
 
Modularisation is used in outsourcing projects as a technique for minimising the 
interdependencies between outsourcing team members (Cataldo, 2007). Conchúir et 
al. (2009) state that modularity occurs in outsourcing projects when the development 
work is subdivided into individual modules and developed in parallel in multiple 
sites. Tiwana (2008a) claims that inter-firm modularity in outsourcing projects 
minimises the need for inter-firm knowledge sharing. According to Schilling and 
Steensma (2001), modularisation minimises the monitoring costs, thus allowing 
companies to efficiently use multiple partners. Tanriverdi et al. (2007, p. 283) 
explain that in order “to exploit production cost advantages of the market mechanism 
in domestic or offshore locations, firms first need to apply modular design principles 
that decompose their tightly coupled value chains into modular, loosely coupled 
processes and detach them from the underlying IT infrastructure of the firm”. 
According to Dedrick et al. (2011), modularisation increases the likelihood of 
offshoring knowledge work.  
 
Modularisation is particularly used in ISD-outsourcing projects for improving the 
coordination and control (Hirschheim et al., 2014; Tiwana, 2008b). ISD projects 
utilise several modularisation techniques such as aspect-oriented software 
development, feature-oriented programming, object-oriented design patterns, and 
service-oriented architecture (Cai & Huynh, 2007). Each modularisation technique 
provides the ability to change some parts of an information system without affecting 
the other parts.  
 
This research focuses on the modularisation of ISD-outsourcing projects. As 
discussed above in the literature review, modularisation is widely used in ISD-
outsourcing projects as a technique for enabling better management and control. The 
following section reviews the studies in the literature that discuss the association 
between modularisation and control.  
 
2.3.4 Modularisation and Control 
 
According to Sanchez (1995) modularisation provides “embedded coordination” that 
minimises the need for continuous management supervision. In contrast, less 




1996). Tiwana (2008b) highlights that modularisation and control are imperfect 
substitutes, whereby modularisation minimises the effect of process control but does 
not minimise the effect of outcome control in outsourcing projects. For example, 
although modularisation reduces the need for control over the ISD process, it does 
not ensure that project goals (e.g. cost and schedule) are met. According to Sosa et al. 
(2004), modularisation creates organisational boundaries between different teams, 
thereby increasing the communication barriers between the teams. By minimising the 
inter-organisational dependencies using modularisation, outsourcing organisations 
can reduce the need for control and coordination between the outsourcing partners 
(Tiwana, 2008b).   
 
According to Dedrick et al. (2011, p. 3), “loosely coupled product or process 
interfaces lower coordination costs and facilitate the use of flexible organisational 
forms such as contract manufacturing and outsourcing”. Tanriverdi et al. (2007) state 
that modularisation improves the standardisation of the tasks, thus providing the 
ability for the organisations to work efficiently with multiple partners. When the 
projects include tightly coupled sub-systems, where there are many 
interdependencies between the modules, the projects require intensive controls 
because a change in one component may affect the other interrelated components 
(Sanchez & Mahoney, 1996). According to Barlow et al. (2011, p. 31), “if managers 
properly group roles and modularize tasks, they can select the appropriate 
information technology to support reciprocal coordination within groups and 
sequential coordination between groups”. As stated above, the teams in modularised 
projects tend to work independently and have little communication with the other 
teams (Holmqvist & Persson, 2004). Thus, the project managers should enforce 
appropriate controls to ensure that the tasks completed by a particular team are 
aligned with the other teams’ tasks.   
 
In order to explore the control of modularised ISD-outsourcing projects, it is 
necessary to identify an appropriate theoretical lens. Two possible theoretical lenses 
for this research were identified: 1) agency theory; and 2) control theory. The next 
section discusses those two theories. 
 42 
 
2.4 THEORETICAL LENS 
 
This research benefits from two competing theories, namely, agency theory and 
control theory. The purpose of this section is to discuss the two theories in detail.  
 
2.4.1 Agency Theory 
 
Agency theory is used in the literature to explore control and governance in 
organisational contexts (Eisenhardt, 1985; Lassar & Kerr, 1996). Contracting is one 
of the main considerations in control and governance (Eisenhardt, 1985). According 
to Eisenhardt (1985, p. 136), “agency theory considers the optimal contract form for 
that ubiquitous control relationship in which one person, the principal, delegates 
work to another, the agent”. The principal–agent perspective has also been 
extensively examined in the IS literature, including in studies on ISD projects and IT 
outsourcing (Pavlou, Huigang, & Yajiong, 2007).  
 
Agency theory attempts to explain the behaviour in relationships, whereby one party 
(the principal) delegates work to another party who performs that work (the agent), 
similar to the ISD outsourcing scenario. A key objective of agency relationships is to 
ensure that the agent acts according to the requirements of the principal. Often, the 
goals of the principal and the agent are based on their own interests and are rarely in 
perfect alignment (Huarng, 1995). Eisenhardt (1989a) explains two salient problems 
in the agency relationships: 1) the goals of the principal and the agent conflict (goal 
conflict); and 2) it is difficult for the principal to verify the actual agent behaviour 
(information asymmetries). Agency theory determines two methods for governing 
the principal and agent relationship: 1) behaviour-based contracts, and 2) outcome-
based contracts (Rungtusanatham, Rabinovich, Ashenbaum, & Wallin, 2007). The 
behaviour-based method is the most appropriate for situations where the information 
asymmetry is low and the outcome-based method is appropriate where the 
information asymmetry is high. The behaviour-based method facilitates open 
communication and closer relationships between the principal and agent in order to 
improve the information sharing (Zu & Kaynak, 2012). Salary increments are used as 
the employees’ motivational factor in the behaviour-based methods. The outcome-





2.4.2 Control Theory 
 
Control theory (Kirsch, 1996; Ouchi, 1979) is employed extensively as a theoretical 
foundation for explaining the control mechanisms between the stakeholders of ISD-
outsourcing projects (Choudhury & Sabherwal, 2003; Gopal & Gosain, 2010; 
Tiwana, 2010). ‘Control’ in control theory attempts to ensure that project team 
members achieve the desired project goals and objectives (Kirsch, 1996). According 
to Kirsch (1996, p. 1), “when a controller exercises control over a controllee, she is 
taking some action in order to regulate or adjust the behavior of the controllee”. 
Figure 7 graphically represents control theory.  
 
 
The control theory literature (Kirsch, 1996; Rustagi, King, & Kirsch, 2008) makes a 
distinction between formal and informal controls. Formal control involves 
controlling the employees through performance evaluation in which either the 
outcomes or behaviours of the employees are measured, evaluated and rewarded 
(Kirsch, 1996). According to Maruping et al. (2009, p. 379), “through formal control, 
management is able to set specific standards against which software development 
team performance will be evaluated, and teams are rewarded based on how well they 
meet these performance standards”.  
 
Formal control can be further subdivided into outcome-based and behaviour-based 
modes. The outcome-based mode includes the mechanisms that specify the expected 
outcomes (Eisenhardt, 1989a), whereas the behaviour-based mode is implemented 
through the mechanisms influencing appropriate behaviours (Kirsch, Sambamurthy, 
Figure 7: Graphical representation of control theory 
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Dong-Gil, et al., 2002; Zu & Kaynak, 2012). When executing outcome-control mode, 
the emphasis is on project outcomes such as project deadlines and outcome quality. 
In contrast, behaviour-control mode execution focuses on processes, procedures or 
behaviours (e.g. development methodologies and operating procedures) that an ISD 
team should follow to achieve expected project outcomes (Maruping et al., 2009). 
Choudhury and Sabherwal (2003) discuss the controller’s use of a variety of 
techniques such as the dissemination of formal documents (i.e. contracts and BRSs), 
meeting minutes and project plans to inform the team members about the expected 
outcomes and behaviours of the project. According to Kirsch, Sambamurthy, Dong-
Gil, et al. (2002), despite differences in how outcome-based and behaviour-based 
control modes operate, they share a common assumption that incongruent goals of 
controllers and controlees can be aligned by providing appropriate incentives to 
controlees.  
 
Informal control uses social or people strategies (Kirsch, Sambamurthy, Dong-Gil, et 
al., 2002) to control the employees. Jaworski (1988, p. 27) defines informal control 
mechanisms as “unwritten, typically worker-based mechanisms that influence 
individual or group behavior”. Informal control utilizes social dynamics and self-
regulation to minimize employee goal incongruence (Maruping et al., 2009). Herein, 
teams and individuals are responsible of ensuring their work is aligned with 
organizational goals and objectives (Maruping et al., 2009).  
 
Informal control consists of clan and self-control modes. Ouchi (1978) explains that 
clan control involves the promotion of common values and beliefs within a clan, 
which is defined as a group of individuals who share a set of common goals. Clan 
control can be observed in projects: 1)when team members share same values; 2)use 
similar problem solving methods; and 3)attempt to achieve group goals (Kirsch, 
Sambamurthy, Dong-Gil, et al., 2002). Socialization and careful selection of team 
members increase the ability to implement clan control in projects (Kirsch, 1996).  
 
In contrast to clan control, self-control occurs when the employees of the company 
control their own actions (Manz & Angle, 1986). While in clan control, monitoring 
and rewarding are functions of a group, in self-control individuals monitor their own 




Sabherwal (2003) interpret clan control as the situations where the traditional 
contractual relationships between two organizations are replaced by common shared 
goals. Henderson and Lee (1992, p. 760) defines self-control as “the extent to which 
an individual exercises freedom or autonomy to determine both what actions are 
required and how to execute these activities”. Examples of control mechanisms that 
can be used to execute self-control include preparing time lines for project deadlines 
and monitor progress against the deadlines (Choudhury & Sabherwal, 2003). Self-
control is implemented in situations where organizations cannot adequately measure 
outcomes and behaviours (Henderson & Lee, 1992). According to Kirsch, 
Sambamurthy, Dong-Gil, et al. (2002), controllers do not exercise self-control over 
controlees (i.e. organizational employees), rather controllers can support the use of 
self-control by structuring the work environment appropriately.  
 
Control theory has been employed to understand the factors influencing the exercise 
of control such as project characteristics (e.g. global context, project performance) 
(Heiskanen, Newman, & Eklin, 2008; Kirsch, 2004), relationship characteristics (e.g. 
resource availability, role expectations) (Choudhury & Sabherwal, 2003; Rao, 
Brown, & Perkins, 2007) and task characteristics (e.g. behaviour observability, 
outcome measurability) (Kirsch, 1996; Remus & Wiener, 2012). For example, 
according to Heiskanen et al. (2008), exercise of control depends on the trust in the 
client–vendor relationship. Choudhury and Sabherwal (2003) argue that the exercise 
of control depends on the particular stage of the project: the initial stages of a project 
are dominated by outcome controls, and behaviour controls are added later to the 
project. Kirsch (1996) states that the exercise of control depends on: 1) the 
controller’s knowledge of the transformation process, 2) behaviour observability, and 
3) outcome measurability.  
 
Several studies discuss the choice of control modes such as outcome control (Kirsch, 
1997; Snell, 1992), behaviour control (Eisenhardt, 1985; Jaworski & MacInnis, 
1989), clan control (Kirsch, 1996; Ouchi, 1979) and self-control (Henderson & Lee, 
1992; Kirsch, 1997). Moreover, the control theory literature highlights the different 
types of advantages of control mechanisms in organisations such as: 1) ensuring 
organisations achieve their organisational goals such as quality end products and 
client satisfaction (Kirsch, 1996; Maruping et al., 2009), 2) motivating the 
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individuals to work in accordance with the organisational goals and objectives 
(Jaworski, 1988; Kirsch, 2004; Kirsch, Sambamurthy, Dong-Gil, et al., 2002), 3) 
managing IT-outsourcing relationships (Choudhury & Sabherwal, 2003; Rustagi et 
al., 2008), 4) ensuring cooperation among individuals, who have partially congruent 
objectives (Choudhury & Sabherwal, 2003; Ouchi, 1979), 5) monitoring, evaluating 
and providing feedback for employees (Snell, 1992), and 6) increasing the team 
performance (Henderson & Lee, 1992). The literature also discusses the methods of 
improving ISD performance through control mechanisms (Gopal & Gosain, 2010; 
Kirsch, Sambamurthy, Dong-Gil, et al., 2002; Nidumolu & Subramani, 2003). Kirsch 
(2004) identifies the changes in the controlling mechanisms in different stages of 
ISD projects. Moreover, Daityari, Saini, and Gupta (2008) discuss the 
implementation of control mechanisms in business process outsourcing relationships. 
 
Gregory et al. (2013) discuss the importance of “control balancing” in ISD 
offshoring projects. Gopal and Gosain (2010) explain the role of organisational 
controls and boundary spanning in the ISD outsourcing context. They found that the 
effectiveness of formal controls was significantly improved by the boundary-
spanning activities. Moreover, they conclude that when the outsourcing projects 
consist of appropriate objectives, formal and informal control modes significantly 
improve outsourcing project success.  
 
Heiskanen et al. (2008) explored the evolving control, trust and power dynamics of 
ISD outsourcing relationships. They found that the client’s actions oscillated between 
trust and control in three areas: 1) performance; 2) price level; and 3) observed 
behaviour. According to Rustagi et al. (2008), IT outsourcing organisations should 
have a proper understanding about the amount of formal control (i.e. the variety of 
mechanisms used by a client to exercise control over a vendor and the extent to 
which the control mechanisms are used). Technical or relationship management 
knowledge, trust and task uncertainty were identified as the predictors of the amount 
of formal control.  According to Tiwana and Keil (2007), peripheral knowledge (i.e. 
specialised knowledge in the domain of outsourcing activities) and outsourcing 
control are imperfect complements. Although peripheral knowledge complements 





Prior research has identified that ISD-outsourcing projects often fail to deliver their 
intended benefits, primarily due to the inappropriate use of control mechanisms 
(Benko & McFarlan, 2003; Nakatsu & Iacovou, 2009; Tiwana & Keil, 2009). It must 
be noted that in the real-world execution of contemporary ISD-outsourcing projects, 
rather than operationalising a single control mechanism, multiple control 
mechanisms are employed simultaneously. Prior research (Choudhury & Sabherwal, 
2003; Kirsch, 1997) refers to this as “control portfolios”. Control portfolios are 
defined in terms of combinations of different control modes, but control mechanisms 
are not incorporated in these definitions. Srivastava and Teo (2012) offer a more 
nuanced understanding of control mechanisms by splitting them into structural and 
process mechanisms. The structural control mechanism describes “what” operates 
the control mode or the structural framework governing coordination between client 
and vendor (e.g. what outcomes and behaviours), whereas the process control 
mechanism explains “how” the client–vendor relationship is regulated, or the process 
through which the coordination between client and vendor is enacted (e.g. the 
processes used to attain the desired outcomes and behaviours).
5
 Moreover, Srivastava 
and Teo (2012) discuss the control portfolios in terms of structural and process 
control mechanisms.  
 
Control theory in ISD projects  
 
Tiwana and Keil (2009) discuss the differences between controlling internal and 
outsourced ISD projects. According to Tiwana and Keil (2009), the group that will 
use the IS (the controller) deploys control mechanisms on the ISD team members 
(the controllee). While controller-driven mechanisms are heavily used for governing 
outsourced projects, internal projects are largely governed by controllee-driven 
control mechanisms.  
 
As per Kirsch (1997, p. 215), “Information system development (ISD) is not just a 
technical process of building an information system, but also a social process 
                                                 
 
5 ISD-outsourcing projects function under the broad framework of a formally agreed-upon contract that describes 
the structure of the project (expected outcomes or behaviours). ISD-outsourcing partners can decide the process 
control mechanism that they use to achieve the expected outcomes and behaviours. For example, they may decide 
to follow the contract very closely or they may rely more on the ongoing relationship and mutual trust to make 
decisions in emergent operational situations. 
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involving stakeholders from multiple organizational units”. Effective management of 
team work has been identified as a critical issue in ISD projects (Barki & Jon, 2001). 
In order to govern the team members, ISD projects implement portfolio of controls, 
which consists of mix of overlapping and redundant formal and informal modes 
(Kirsch, 1997). Kirsch (1997) explain the process of constructing a control portfolio 
in ISD projects: 1) select appropriate existing formal control mechanisms; 2) design 
new mechanisms to implement formal controls; 3) supplement formal controls with 
informal control mechanisms in required situations. Kirsch (1996) discusses how the 
level of outcome measurability, behaviour observability and controller’s knowledge 
of the transformation process affect in deciding control modes to govern ISD 
projects. According to Kirsch (1996): 1) the amount of behaviour control depends on 
the level of controller’s knowledge of the transformation process and the level of 
behaviour observability; 2) the amount of outcome control depends on the level of 
behaviour observability and the level of outcome measurability; 3) the amount of 
self-control depends on the level of outcome measurability and the level of 
controller’s knowledge of the transformation process; and 4) there is no relationship 
between the level of clan control and the dependent variables (i.e. outcome 
measurability, behaviour observability and controller’s knowledge of the 
transformation process). Nidumolu and Subramani (2003) discuss two key 
approaches of controlling in ISD projects: 1) structure approach–guide work through 
centrally devised standards for activities and delegation of authority in decision 
making; and 2) process approach – specification of methods to guide work and 
specification of performance criteria. Furthermore, Nidumolu and Subramani (2003) 
explain that ISD performance can be enhanced by implementing similar performance 
criteria across projects. Maruping et al. (2009) utilizes the control theory to identify 
the conditions under which the agile practices are most effective in improving the 
quality of software projects. Maruping et al. (2009) highlight the importance of using 
agile methodologies in software projects with high requirement volatility. According 
to Maruping et al. (2009), control modes which provide team autonomy are more 
effective in increasing agile software project quality. Tiwana (2010) discusses the 
complementary and substitutive roles of formal and informal controls. According to 
Tiwana (2010), informal controls strengthened the influence of behaviour control 
mechanisms on system development ambidexterity (complementary effects) but 




According to Liu, Chen, Chan, and Lie (2008), control in software development 
projects are designed for: 1) planning projects; 2) coordinating with clients; and 3) 
managing cross-functional team compositions. Control mechanisms for ISD projects 
should be decided according to project characteristics (Liu et al., 2008). Carlos 
(2014) discuss that even in flexible software development (i.e. organizations which 
utilize flexible processes that manage projects based on emergent outcomes instead 
of managing projects using pre-defined specifications) processes should include 
controls to manage progress and quality of final software product.    
 
Table 7 summarizes the use of control theory in different contexts: 1) outsourcing; 2) 
ISD outsourcing focusing on the relationship between client and vendor; 3) ISD 
outsourcing focusing on the vendor organization; 4) In-house ISD projects; and 5) 




Table 7: Use of control theory in different contexts  
Concept Sample Papers Description  
Outsourcing projects  Daityari et al. (2008) This paper discusses control as one of the main challenges in business process 
outsourcing relationships. Moreover, Daityari et al. (2008) explain how and why the 
business process outsourcing stakeholders implement different control modes.  
 Rustagi et al. (2008) Focusing on business process outsourcing, application management and 
infrastructure management, Rustagi et al. (2008) discuss the amount of control in 
outsourcing arrangements.  
 Mosier and Skitka (1999) Using survey data collected from Chief Information Officers, Nagpal, Lyytinen, and 
Boland (2012) explain how the management control effects on outsourcing 
performance.  
 Niederée, Jipp, Teegen, 
and Vollrath (2012) 
This paper discusses how different control modes affect IT outsourcing project 
outcomes in different project stages. Furthermore, Niederée et al. (2012) explain that 
the type of control modes and amount of control depend on product criticality and 
level of mutual trust.  
 Friedrich, Henik, and 
Tzelgov (1991) 
Using a case study from the financial services industry, Friedrich et al. (1991) 
discuss how the changing psychological contracts between client and vendor affect 
the choice of control modes.  
ISD outsourcing focusing 
on the relationship between 
client and vendor  
Tiwana (2008b) 
Tiwana and Keil (2009) 
This paper explains the relationship between modularity and control in ISD 
outsourcing projects. Using data from 120 outsourcing projects, Tiwana (2008b) 
concludes that modularity and control are imperfect substitutes.  
 Choudhury and Sabherwal 
(2003) 
Focusing on the relationship between client and vendor organizations, Choudhury 
and Sabherwal (2003) examine the evolution of portfolio of controls in ISD 




Concept Sample Papers Description  
 Srivastava and Teo (2012) Srivastava and Teo (2012) discusses structural (the structure of the control modes) 
and process control (the process through which the control modes are executed) 
mechanisms in ISD outsourcing projects.  
 Gregory et al. (2013) Gregory et al. (2013) explain control balancing between client and vendor in ISD 
outsourcing projects. Control balancing is measured in terms of control types 
(social, procedural or hybrid), control degree (tight or relaxed), and control style 
(unilateral or bilateral).  
 Gopal and Gosain (2010) This paper discusses the impact of boundary spanning on the formal and informal 
controls between client and vendor organizations in ISD-outsourcing projects.  
 Tiwana and Keil (2009) Tiwana and Keil (2009) explain the differences between controlling internal and 
outsourced ISD projects. 
ISD outsourcing focusing 
on the vendor organization  
Kirsch (1997a) This paper explains how and why ISD teams and clients implement particular 
combinations of control modes. 
 Kirsch (1996) Using survey results from 96 participants of 32 outsourced systems development 
projects, Kirsch (1996) discusses that the amount of behavior, outcome, clan, and 
self-controls depend on: 1) controllers knowledge of the transformation process; 2) 
outcome measurability; and 3) behaviour observability.  
 Nidumolu and Subramani 
(2003) 
This paper discusses two main control approaches used in ISD outsourcing projects: 
1) structure approach; and 2) process approach. 
 Maruping et al. (2009) Burnes (2004) identifies the conditions under which the agile practices are most 
effective in improving the quality of ISD projects. 





Concept Sample Papers Description  
 Liu et al. (2008) This paper highlights the importance of considering the project characteristics when 
deciding control mechanisms.  
In-house ISD projects  Tiwana and Keil (2009),  Tiwana and Keil (2009), explain the differences between controlling internal and 
outsourced ISD projects. 
 Carlos (2014) Carlos (2014) highlight the importance of control in flexible software development 
projects.  
 Henderson and Lee (1992) This paper discusses the relationship between managerial control and team member 
controls in the information system design teams.  
 Orlikowski and Baroudi 
(1991) 
Orlikowski and Baroudi (1991) discusses that social capital, which reflects 
connections and relationships between individuals facilitates clan control within ISD 
projects.  
 McBride (2008) This paper explains different control mechanisms used by project managers to 
monitor, control and coordinate ISD projects.  
Other organizational 
contexts  
Ouchi (1979) Using the distribution division of a company as the study context, Ouchi (1979) 
disusses three control mechanisms: 1) markets - forcuses on mesuring and 
rewarding individual contributions; 2) bureaucracies – mix of individual evaluations 
and social acceptance of common goals; and 3) clans – socializtion process to 
elemenate goal incongruence between individuals.    
 Eisenhardt (1985) Using a survey of retail store managers, Eisenhardt (1985) explains the impact of: 1) 
task programmability; 2) amount of behavioral measurement; 3) cost of outcome 
measurement; and 4) uncertainty of business, for choosing compensation packages 
for employees.  
 Jaworski (1988) Jaworski (1988) develops a framework for marketing control by integrating the 




Concept Sample Papers Description  
 Ouchi (1978) Using a sample of 215 sales and sales support departments, Ouchi (1978) discusses 
the control transmission through organizational hierarchy.  
 Manz and Angle (1986) Using an insurance firm as the study context, Manz and Angle (1986) explain the 
self-controls.  
 C. E. H. Chua, Lim, Soh, 
and Sia (2012) 
C. E. H. Chua et al. (2012) discuss how clan control can be executed in complex IT 
projects. They conceptualize clan control execution as a two stage process: 1) 
building the clan; and 2) leveraging the clan.  
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After comparing and contrasting the agency theory and control theory, control theory 
was selected as the theoretical lens for the present study. Nevertheless, understanding 
the close association between the two theories was beneficial for the research as it 
provided valuable insights into the research problem. The reasons for selecting 
control theory as the theoretical lens are discussed in the next section.  
 
2.4.3 Reasons for Selecting Control Theory 
 
This section discusses the reasons for selecting control theory as the theoretical lens 
for this research. Eisenhardt (1985) discusses the similarities and differences between 
agency theory and control theory, pointing out that both theories are: 
1. Focused on the determinants of the control strategy  
2. Efficiency-oriented  
3. Information based 
4. Differentiate between outcome and behaviour control  
According to Eisenhardt (1985), there are several differences between agency theory 
and control theory. While agency theory is more focused on the cost of behaviour 
and outcome control, control theory is focused on the ease of performance 
evaluation. When deciding the appropriate control mechanism, agency theory 
focuses more on cost than on the ease of performance evaluation. 
 
While control theory considers rewards as an implicit factor, agency theory 
emphasises rewards as explicit. Control theory is focused on the process of 
measurement and evaluation, thereby the rewards are considered as implicit. Agency 
theory directly captures the connection between control mechanisms and rewards.   
 
Agency theory highlights that there is a divergence of preferences between the 
principal and agent in relation to the agent’s efforts. In contrast, control theory holds 
that the degree of divergence of preferences differs based on the common values and 
beliefs of employees. Thus, control theory explicitly discusses the importance of 





Agency theory deals with the risk that occurs due to uncertainty in organisations. The 
uncertainties include government policies and competitor actions. Control theory has 
a low emphasis on uncertainty. Table 8 summarises the differences between agency 
theory and control theory.  
 
Table 8: Differences between agency theory and control theory 
(Adopted from Eisenhardt (1985)) 
 Agency Theory Control Theory 
Cost  Compares the costs of behaviour 
and outcome control 
Compares the ability to measure 
behaviours and outcomes 
Reward Control consists of measurement, 
evaluation and rewards  
Control consists of measurement 





Assumes that there is a 
divergence of preferences 
between the principal and agent 
in relation to the agent’s efforts 
Discusses the possibility of 
reducing divergent preferences 
through social controls  
Uncertainty Control is determined by the 
measurement and risk-bearing 
issues 
Low emphasis on uncertainty  
 
In summary, agency theory focuses more on: 1) costs, 2) uncertainty, and 3) rewards. 
Control theory largely focuses on: 1) task characteristics, and 2) people-centred or 
social control as an alternative to controlling employees through performance 
evaluation.   
 
Eisenhardt (1985) combined the agency theory concepts with the existing control 
theory and extended the control theory. In this extended control theory, Eisenhardt 
(1985) highlights the importance of: 1) task characteristics (measured by the task 
programmability), 2) the IS (behaviour measurement and outcome measurement), 
and 3) uncertainty in deciding the control strategy (outcome or behaviour-based 
control). Therefore, it can be concluded that control theory provides a broader view 
of the phenomenon. Furthermore, control theory has been widely utilized for 
explaining the control mechanisms between stakeholders of ISD projects (Kirsch, 
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1997; Tiwana & Keil, 2009) as well as ISD-outsourcing projects (Choudhury & 
Sabherwal, 2003; Gopal & Gosain, 2010). Due to those reasons, control theory was 
selected as the theoretical lens for this research.  
 
As discussed above in the literature review, control theory differentiates formal and 
informal control. Formal control can be further subdivided into outcome and 
behaviour controls. In modularised ISD-outsourcing projects, team members are 
assigned to different modules and are provided with relevant BRS. Those BRS 
includes the expected outcomes and behaviours of the relevant module. Informal 
controls consist of clan and self-control modes. As a result of assigning team 
members to different modules, projects may consist of multiple clans. Likewise, the 
concepts of control theory can be utilised to explore the associations between 
modularisation and ISD-outsourcing project control.  
 
This research focused only on the formal outcome control, formal behaviour control 
and informal clan control. Prior research (Choudhury & Sabherwal, 2003; Tiwana & 
Keil, 2009) identified that informal self-control is insignificant in outsourcing 
context. This is due to the fact that the objectives of client and vendor organizations 
are divergent and the likelihood of client organization provide vendor organization 
the ability to execute self-control is much lower (Tiwana & Keil, 2009). Therefore, 
informal self-control was excluded from the scope of this research. The following 
section discusses the research gaps, which ultimately led to the formulation of the 
research question.  
 
2.5 RESEARCH GAPS 
 
The objective of this section is to discuss the research gaps that were identified 
through the literature review. Two gaps in the prior research on modularisation and 
control theory are particularly noteworthy. First, the literature rarely discusses the 
linkages between modularisation and control (Tiwana, 2008b). Tiwana (2008b) states 
that modularity substitutes control but does not explore how the requirement 
modularisation impacts on ISD-outsourcing project control. Furthermore, Tiwana 
(2008b) solely focused on formal controls and did not explicitly investigate the 





Second, the modularisation literature states that modularisation minimises the need 
for organisational control. For example, Sanchez (1995) discusses that 
modularisation provides embedded coordination. Although modularisation minimises 
the need for process control, it does not ensure that project goals are met (Tiwana, 
2008b). Thus, control is required to ensure that the project achieves the expected 
goals. Furthermore, Taube-Schock et al. (2011) highlight the difficulty in obtaining 
high modularisation in ISD-outsourcing projects. For this reason, different modules 
in projects can be interrelated, thereby creating the need for interactions between the 
team members assigned to different modules. A theoretical explanation for this 
interaction remains absent. Therefore, to address this gap, the present study aimed to 
explore this uncovered, yet essential perspective of control in modularised ISD-
outsourcing projects. 
 
The following section discusses the theoretical propositions derived through the 
literature review.  
2.6 DERIVING THE PROPOSITIONS 
 
Each module in ISD-outsourcing projects includes a single BRS, which describes the 
business requirements of the particular module. Each team is provided with the 
relevant BRS, which includes details about the module (Donn, 2010). According to 
Taube-Schock et al. (2011), it is impractical to entirely eliminate coupling from IS 
projects. Therefore, the BRSs assigned to different teams can be interdependent 
(Haag, Raja, & Schkade, 1996). Cataldo, Herbsleb, and Carley (2008) highlight that 
when team members coordinate their tasks with other team members, the quality of 
work increases. Kirsch (2004) points out that the different stages of ISD projects (i.e. 
requirement analysis and software coding) may include task interdependencies, 
leading to changes in control choices. In these cases, formal or informal controls are 
added to manage the interdependencies. S.-W. Chou and He (2011) and Sharma and 
Yetton (2007) suggest that IS projects with a large number of interdependent tasks 
are difficult to implement. Therefore, ISD projects utilise several techniques such as 
modularisation in order to minimise the task interdependencies (Clark & Baldwin, 
2000). The modularisation of architectural components can minimise the technical 
interdependencies among the teams that are developing interrelated components; 
thereby increasing the likelihood of project success (Cataldo & Nambiar, 2012). 
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Since there can be unanticipated interdependencies between different ISD tasks 
(Kraut & Streeter, 1995), modularisation can be challenging.  
 
According to the control theorists (Daft & Macintosh, 1984; Ouchi, 1980), dividing 
and assigning the organizational tasks into subunits, provide the ability for the 
subunits to focus on a limited set of problems and activities. Similarly, when IS 
functionalities are modularised, the team members can be provided with limited set 
of tasks that are less interdependent. This provides project managers with the ability 
to measure the outcomes and behaviours of the team members effectively. Therefore, 
when projects include a higher level of modularisation, it is convenient for the 
project managers to utilise formal controls for governing the team members. Hence, 
it is proposed – 
 
P1: A high level of requirement modularisation assists with a high level of 
formal controls. 
 
ISD projects consist of different team members such as the business analysts, 
software engineers and software quality assurance engineers (Nuwangi, Sedera, 
Srivastava, & Murphy, 2013). Although those team members are significantly 
different in formal structure, cognitive orientation and departmental missions 
(Andres, 2002), all team members share the same project goals and objectives 
(Ouchi, 1980). For example, while business analysts are required to identify the 
business requirements and write the BRSs (Capretz & Ahmed, 2010; Hofmann & 
Lehner, 2001), software engineers are required to develop the software according to 
the BRSs (Hofmann & Lehner, 2001; Rus & Lindvall, 2002). Developing software is 
a knowledge-intensive process that requires the integration of the knowledge and 
expertise of various team members (Patnayakuni, Rai, & Tiwana, 2007). Integrating 
the knowledge between those parties is challenging, since the domain expertise of 
each party differs (Jabar, Chee-Yeong, & Sidi, 2012). Hoegl, Parboteeah, and 
Gemuenden (2003) state that the lack of collaboration between different team leaders 
can cause the duplication of tasks or the failure to allocate responsibility for some 
tasks, thereby reducing the ability to complete the project within the stipulated time 
and budget. As per the control theorists (C. E. H. Chua et al., 2012; Kirsch, 1996), 
organisations cultivate common values, beliefs and norms among team members in 




diverse team members, establishing informal clan control in projects is difficult (C. 
E. H. Chua et al., 2012). According to Levesque, Wilson, and Wholey (2001), 
frequent interaction between team members provides the ability to build a common 




In modularised ISD projects, the team members are assigned to different requirement 
modules. For example, a fund management module consists of a team of business 
analysts, software engineers and software quality assurance engineers. According to 
Sosa et al. (2004), modularisation creates organisational boundaries between 
different teams, thereby increasing the communication barriers between the teams 
assigned to different modules. Furthermore, as a result of modularisation, teams are 
able to complete the tasks independently. This minimises the use of informal clan 
controls between the teams. Therefore, it is proposed – 
 
P2: A high level of requirement modularisation leads to a low level of 
informal clan controls between the teams assigned to different modules. 
 
Prior research (Dingsøyr et al., 2012; Highsmith & Cockburn, 2001) has found that 
ISD projects consist of volatile client requirements. Client requirement changes are 
common in large ISD projects (Gefen, Wyss, & Lichtenstein, 2008). According to 
Wang, Ju, Jiang, and Klein (2008), when the client requirements change, the ISD 
team focuses on a moving target. This diminishes the quality of the IS solution. 
Modifications to the software requirements may create the need to revise many parts 
of the software code (Ying, Murphy, Ng, & Chu-Carroll, 2004). Most importantly, 
changing the software code requires the identification of other files or codes that are 
related (Shirabad, Lethbridge, & Matwin, 2000).  
 
Harris, Collins, and Hevner (2009) and Keil et al. (1998) highlight the occurrence of 
unplanned events in ISD projects. Team members’ tasks are based on client 
requirements, which are mentioned in the BRSs. Since ISD projects are information-
intensive, any inadequate or incorrect information can lead to unplanned situations 
(Nidumolu, 1995), such as schedule overruns (Van Genuchten, 1991) and unmet 
client requirements (Barki, Rivard, & Talbot, 1993; Davis & Venkatesh, 2004). 
Eisenhardt (1985) highlights the importance of considering the task uncertainty in 
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deciding the control strategy. According to Eisenhardt (1985), projects can 
compensate high task uncertainty by utilizing informal clan control. 
 
According to Sethi, Yuanfang, Wong, Garcia, and Sant'Anna (2009), when the IS is 
properly modularised, the modules of the system can be easily replaced or updated. 
Cai and Huynh (2007) highlight that modularisation techniques such as aspect-
oriented programming and object-oriented design patterns allow changes to be made 
to some modules of an IS, without affecting other modules. Therefore, the tasks of 
the team members of other modules may not be impacted by changes to a particular 
module. Thus, modularisation may minimise the volatile tasks of the team members. 
This leads to the following proposition –  
 
P3: A high level of requirement modularisation leads to a low level of 
volatile tasks. 
 
2.7 CHAPTER SUMMARY 
 
The aim of the literature review presented in this chapter was to obtain a better 
understanding of the research domain by investigating the literature on outsourcing, 
ISD-outsourcing, modularisation, agency theory and control theory. Moreover, the 
literature review established the research gaps, which ultimately led to the 
formulation of the research question, namely, “How does requirement modularisation 
impact ISD-outsourcing project control?” 
 
The chapter commenced with a review of the outsourcing literature including 
motivations for outsourcing, outsourcing risks and the relationship between the 
outsourcing partners. Then, it discussed the ISD-outsourcing literature, which was 
categorised into studies on: 1) risks in ISD-outsourcing projects, and 2) the critical 
success factors in ISD-outsourcing projects. This was followed by a review of the 
modularisation literature including studies on different types of modularisation and 
the advantages and disadvantages of modularisation. The next section discussed the 
applicable theories for the present research. Then it explained the research gaps 
which led to the formulation of the research question. The final section discussed the 
theoretical propositions. The next chapter presents the methodology adopted in this 




Chapter 3: Methodology and Research 
Design 
This chapter describes the methodology and research design adopted in this study to 
investigate the research question: “How does modularisation impact ISD-outsourcing 
project control?” The chapter discusses the methodology of the research (Section 
3.1), followed by the unit of analysis of the study (Section 3.2) and the sampling and 
case selection (Section 3.3). The data collection approach (Section 3.4) and the data 
analysis approach (Section 3.5) are discussed in detail. The chapter closes with a 






The primary purpose of this section is to discuss the research methodology in detail. 
First, it discusses the selected research methodology, namely, the case study 
methodology, and justifies the use of multiple cases. This is followed by a discussion 
of the deductive approach.  
 
Case study method  
 
As the phenomenon being examined is relatively new and unexplored, this research 
followed the case study method in order to capture the richness of the context in 
which the phenomenon is situated (Yin, 2003). Moreover, the qualitative case study 
method is recognised to be an appropriate method for research which is focused on 
Figure 8: Chapter 3 outline 
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complex phenomenon (Dubé & Paré, 2003)and contemporary events (Benbasat et al., 
1987). According to Gable (1994), the case study method provides the ability to 
capture the richness of organisational behaviour by asking penetrating questions of 
participants. Benbasat et al. (2006) provide the following three reasons for selecting 
the case study approach in research: 1) it enables the researcher to conduct research 
in a natural setting and generate theories from practice, 2) it enables the researcher to 
study the nature and complexity of organisational processes, and 3) it enables the 
researcher to study new topics on which little prior research has been carried out. 
 
This research was interested in exploring how modularisation impacts on ISD-
outsourcing project control. Prior to the data collection, the relevant propositions 
were identified based on the literature. Rather than proving or disproving the 
propositions, the aim of the research was to investigate the propositions in an 
exploratory manner.  
 
ISD-outsourcing projects consist of different team members such as the business 
analysts, software engineers and software quality assurance engineers (Nuwangi et 
al., 2013; Schwaber, 1997). The team members are assigned to different teams based 
on the modules of the IS solution. The team members in all teams are required to 
achieve the same project goals and objectives (Ouchi, 1980). Furthermore, projects 
utilise a variety of documents such as BRSs and design specifications for managing 
day-to-day operations. Although teams are assigned to different modules and are 
provided with specifications that are relevant to their tasks, the teams’ tasks can be 
interdependent on other teams’ tasks. For those reasons, modularised ISD-
outsourcing projects can be considered as complex projects. According to Dubé and 
Paré (2003), the case study method is appropriate for exploring complex 
environments. Yin (2003) highlights that the case study approach is most suitable for 
answering “how” and “why” questions. Since this research attempted to answer a 
“how” research question, the case study approach was considered as the most 
suitable method for this research. 
 
Although the case study method provides several advantages for the researchers, it 
also includes weaknesses. According to Gable (1994), the case study method lacks 




survey method. The discussion on the data analysis approach (Section 3.5) includes 
an overview of the techniques that were used in this research to minimise the issues 
related to the case study method.  
 
Multiple case study method 
 
The use of multiple case studies provides the ability to compare data from a number 
of related cases and generate more interesting results. The use of multiple case 
studies provides a wider investigation of research questions (Eisenhardt & Graebner, 
2007), thereby increasing the accuracy and generalisability of the findings.  
 
Yin (2003) suggests that single case studies are suitable for situations where the 
study involves the investigation of: 1) an extreme or unique case, 2) a revelatory case 
(i.e. a situation that was previously inaccessible for research), and 3) a critical case to 
test a well-formulated theory. While single case studies provide a rich understanding 
of the phenomenon being studied (Dyer & Wilkins, 1991), multiple case studies are 
more appropriate for description, theory building or theory testing (Yin, 2003).  
 
The present study employed control theory to explore the research question. 
Although control theory has been employed extensively to understand nuances in 
managing relationships between the stakeholders of ISD projects (Maruping et al., 
2009; Tiwana & Keil, 2009), prior research on control theory rarely discusses the 
relationship between modularisation and ISD-outsourcing project control. Use of the 
multiple case study method increases the generalisability of the findings. According 
to Benbasat et al. (2006), multiple case studies provide more general results 
compared to single case studies. Moreover, Benbasat et al. (2006) claim that multiple 
case studies provide the ability to perform cross-case analysis and to extend theories. 
According to Gable (1994), multiple case studies improve the consistency of 








Deductive approach  
Two approaches can be used to generate new knowledge: 1) deductive reasoning; 
and 2) inductive reasoning (Chad, 1998; Hyde, 2000). While the primary purpose of 
deductive reasoning is to test theories in different contexts, inductive reasoning 
focuses on generating new theories (Hyde, 2000). Figure 9 summarises the 
differences between deductive and inductive reasoning.  
Figure 9: Differences between deductive and inductive reasoning 
 
This research utilised deductive reasoning for the data analysis. Deduction involves 
drawing conclusions about initial propositions or hypotheses (Bhattacherjee, 2012), 
which are derived from the existing body of knowledge. In the deductive approach, a 
researcher examines the collected data with the intention to provide insights into the 
pre-identified propositions. As Yu (1994) discusses, deduction is imperfect as a 
researcher cannot logically prove whether all premises are true. 
 
While the deductive approach is used to verify pre-identified propositions, in the 
inductive approach the propositions and hypotheses are derived from the data (Yu, 
1994). Since the control theory provided the theoretical foundation for the research, 
the propositions could be derived through the control theory lens. Therefore, the 
deductive approach, which derives logically valid conclusions using pre-identified 
propositions, was selected as the data analysis approach.  
 
The following section discusses the research design including the unit of analysis, 




3.2 UNIT OF ANALYSIS 
 
It is important to identify the unit of analysis in research (Grünbaum, 2007). 
According to Yin (2003), the definition of the unit of analysis is similar to the 
definition of the case. The unit of analysis is related to the way in which the research 
questions are defined. Therefore, appropriate selection of the unit of analysis will 
occur when the research questions are accurately specified. According to 
Pinsonneault et al. (1993), there are six units of analysis: 1) individual, 2) work 
group, 3) department, 4) organisation, 5) application, and 6) project. The unit of 
analysis in this research was a “project”; specifically, the ISD-outsourcing project. 
 
3.3 SAMPLING AND CASE SELECTION 
 
Sarker et al. (2013) highlight the importance of selecting an appropriate sampling 
strategy in case study research. This research followed the purposeful sampling 
strategy in order to align with the research objectives (Patton, 2002). In purposeful 
sampling, which is also referred to as purposive and judgement sampling, a 
researcher decides and identifies the respondents according to the purpose of the 
research (Patton, 2002). This research utilised two different purposive sampling 
strategies to select: 1) the case organisation, and 2) the ISD-outsourcing projects.  
 
The case organisation was selected using the criterion sampling strategy. According 
to Patton (2002, p. 238), the point of criterion sampling “is to be sure to understand 
cases that are likely to be information rich”. The logic of criterion sampling is to 
select cases that meet some pre-defined criteria. Following the criterion sampling 
logic, three conditions formed the benchmarking criteria for the selection of the ISD-
outsourcing organisation as the case study in this research. First, the organisation 
should modularise its business requirements. Second, the organisation should be 
involved in multiple ISD projects. Third, the organisation must be sufficiently large, 
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with a standard hierarchy of employment. Following the application of these criteria, 
Company A
6
 was selected as the case organisation.  
 
Company A is a medium sized ISD company, engaging in stock market-related ISD. 
It has been in the business for over 10 years, employing over 300 staff. The company 
specialises in developing IS solutions for capital markets, with more than 25 capital 
market clients all over the world. Those solutions provide the ability to trade using 
multiple assets such as equities, commodities, derivatives and debt. The IS solutions 
include functionalities of multiple trading methods such as auctions and continuous 
matching.
7
 Furthermore, the IS solutions provide the ability to trade in multiple 
market structures such as regulated exchange and the over-the-counter markets. 
Moreover, the company develops post-trade applications, wherein the settlement of 
trades is automated. Post-trade applications provide the central clearing and 
settlement for trades.  
 
Company A provides systems integration services for clients in different industry 
sectors such as the financial and telecommunication industries. Furthermore, the 
company offers consultancy services and IT infrastructure services. It is involved in 
developing the clients’ requested functionalities (onwards and upwards) of ISD 
projects even after the projects go live. The company includes several partners all 
over the world, who provide the required outsourcing services, hardware and 
software services.  
 
Specialized industry teams interact with ISD teams and marketing departments to 
develop ISD solutions which are aligned with client expectations. Company tries to 
be agile and responsive to changes in the global market. All ISD solutions are 
developed according to specific client requirements and to facilitate innovation and 
collaboration with client’s business partners.  
 
ISD solutions of the company are based on a technology advanced platform, which 
uses distributed parallel software design. The platform provides ability to execute 
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 To maintain confidentiality, the name of the company is disguised. 
7 Auction trading involves calculating the opening and closing prices of a security at the opening and 




around 15,000 trades per second with a latency of around 45µs. Since the company 
utilizes a common platform, company products are fully interoperable and can be 
extended to provide exchange solutions for different market types. Replication 
process is included at the core level to improve reliability, fault-tolerance and 
accessibility. This process ensures continuous trading even during hardware or 
software failures. Due to the technology platform, failover from one ISD solution to 
another does not require manual intervention and the process is cost effective for 
clients. As a result of using remote desktops, clients are capable of instantly login to 
the ISD systems. ISD solutions are developed using a unique software tool of the 
company. The software tool facilitates developing ISDs for real-time business 
management. By providing the ability to update business rules, ISD solutions offer 
flexibility and competitive advantages to clients.  
 
History of Company A 
 
Company A commenced ISD business after receiving an opportunity to sign a 
contract with one of the stock exchanges situated in the same country, for developing 
an exchange solution. The developed exchange solution provided the base for many 
of the Company A information system solutions. Simultaneously, Company A built 
the first mobile phone application for one leading telecommunication provider 
situated in the same country. Due to increased demand for exchange solutions, 
Company A was able to become stable in stock exchange domain. Furthermore, 
company A provided system integration services to companies in banking and 
telecommunication sectors.  
 
After few years, Company A received a large networking project from one of the 
Airline provider in the Asian region. In early 2000s, company was able to sign its 
first contract with one of the leading stock markets in the world. Moreover, company 
involved in countrywide intranet implementations for national fixed-line 
telecommunication providers. Since the business continued to grow nationally and 
internationally, company moved in to a new corporate headquarters in early 2000s.  
 
Since the company was acquired by an international exchange in late 2000s, the 
international recognition of the company was increased. Therefore, company 
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received several opportunities to develop stock exchange solutions to clients all over 
the world. By 2011, company was able to provide exchange solutions to countries in 
four continents including North America and Asia. Today, company develops IS 
solutions for capital markets, with more than 25 capital market clients all over the 
world, with the intension of being the premier capital market solution provider in the 
world.  
Company Premises  
Company headquarters is situated in a suburb in a total land area of around 15 acres.  
While the usable land area is around 140,000 sq ft, the current buildings of company 
are capable of providing facilities for around 600 software professionals. The area 
consists of rainwater harvesting techniques and several environmentally friendly 
water features.  
 
Company consists of a fully equipped gymnasium with sport facilities for badminton, 
netball, basketball and squash. It includes outdoor sport facilities for cricket, tennis 
and swimming. Accommodation building, which includes around 15 fully furnished 
rooms, provides facilities for late working staff and visitors. Moreover, company 
includes a crèche to support parents with small kids. Cafeteria and fine-dining 
restaurant serves meals three times a day.  
 
Selecting the projects  
 
The selection of projects followed the opportunistic/emergent sampling strategy. 
Patton (2002, p. 240) states that “fieldwork often involves on-the-spot decisions 
about sampling to take advantage of new opportunities during actual data collection”. 
Opportunistic/emergent sampling follows new leads during fieldwork and takes 
advantage of unexpected flexibility (Patton, 2002). The data collection was 
conducted with employees from eight projects (see Appendix A for the project 
descriptions) within Company A.  
 
The selected projects were similar in terms of industry sector (ISD-outsourcing 
projects), the type of IS developed (stock exchange systems) and the project stage 




(different personnel) and outcomes (success/failure). Completed projects were 
selected in order to ensure the respondents had the ability to discuss the control 
mechanisms of the entire project in a retrospective manner. Multiple cases were 
selected in this research with the intention of allowing: 1) literal replication (i.e. the 
prediction of similar results), and 2) theoretical replication (i.e. the prediction of 
contrasting results). Successful and unsuccessful ISD-outsourcing projects were 
selected, with the expectation to gain similar and contrasting results in relation to 
how modularisation impacts on ISD-outsourcing project control.  
 
Data collection was continued till the state of theoretical saturation (Eisenhardt, 
1989b) was reached. For example, when conducting interviews in seventh and eighth 
projects, the data became repetitive, indicating that most important perceptions might 
have been already uncovered. According to Eisenhardt (1989b, p. 545), “there is no 
ideal number of cases, a number between 4 and 10 cases usually works well”. 
Generating complex theories is difficult when the number of cases is fewer than four. 
When the number of cases is larger than 10, dealing with complexity and the volume 
of data becomes difficult (Eisenhardt, 1989b). 
 
3.4 DATA COLLECTION 
 
This section describes the data collection procedures of this research. This includes a 
discussion of the ethical concerns, the procedure involved in contacting the case 
organisation and arranging the interviews, and the procedure involved in conducting 
the interviews. There are four main potential ethical concerns in the conduct of 
research interviews: 1) harm to participants, 2) lack of informed consent, 3) invasion 
of privacy, and 4) deception (Walsham, 2006). Therefore, it was necessary to 
consider and comply with ethical guidelines. Prior to conducting the interviews, the 
candidate submitted an ethical clearance application and gained approval from the 
University Human Research Ethics Committee (Ethical approval number: 
1200000513). Appendix B presents the ethics approval information.  
 
Once the ethical approval was granted, the candidate met with the Head of People 
Management and Development at Company A. The purpose of the meeting was to 
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inform the Head of People Management and Development about the purpose of the 
study and the data collection procedures. After several discussions and email 
communications, the candidate received permission to conduct the interviews with 
Company A personnel subject to signing an agreement to ensure the data privacy. 
Data collection was conducted at Company A headquarters in December 2013. At 
the beginning of the interviews, the participants were informed that the collected data 
would be kept confidential. The interviews were recorded with the permission of the 
participants. The collected data was stored confidentially, with access provided only 
to the candidate and the principal supervisor.  
 
The agreement with the company and the participant information sheet are presented 
in Appendix C and Appendix D, respectively. The following section discusses the 
data collection procedures.  
 
 
Case study protocol  
 
According to Yin (2009, p. 79), the case study protocol “is a major way of increasing 
reliability of the case study research and is intended to guide the investigator in 
carrying out the data collection from a single case (again, even if single case is one of 
the several cases in a multiple case study)”. The case study protocol consisted of: 1) 
an overview of the case study project, 2) an explanation about the data collection 
procedures, and 3) the interview questions. The case study protocol guided the 
interview process. Control theory informed the case study protocol that was used for 
the interviews conducted in this study. According to Choudhury and Sabherwal 
(2003), controllers utilize variety of documents to execute formal controls in 
projects. Therefore case study protocol consisted of questions such as: 1) can you 
describe the documents and software systems that your team uses to transfer the 
client requirements?; 2) to what level do you follow the document during day-to-day 
activities?; and 3) are there any other documents and software systems that your team 
uses as contracts between client and you?. As per Ouchi (1978), clan control involves 
the promotion of common values and beliefs within team members. Therefore, 
questions such as: 1) can you please describe the team spirit and shared values and 




members? Are they flexible to provide more information than what is mentioned in 
the requirement documents? , were included in case study protocol. A copy of the 
case study protocol is presented in Appendix E. 
 




 (23) semi-structured interviews each lasting between 20-30 minutes 
were conducted with the employees from eight (08) ISD-outsourcing projects. 
Appendix F presents the participant information and Appendix A describes the 
selected projects in detail. The sampling technique was non-probability, purposive 
sampling and employed the snowball technique, whereby the interview participants 
were appropriate opinion leaders with well-developed views on the research topic 
(Minichiello, Aroni, Timewell, & Alexander, 1995). Initially, the candidate contacted 
a selected set of company personnel requesting their participation in an interview. At 
the beginning of the interview, the participants were briefed about the objectives of 
the study. At the end of the interview, the participants were asked to suggest other 
employees who were knowledgeable about project modularisation. The participants 
were diverged as new employees were converged to the sample in the interview 
process, according to the recommendations from the previous participants 
(Ramaswami, 1996). In order to avoid key informant bias, interviews were 
conducted with multiple informants from each project (Kumar et al., 1993). ISD-
outsourcing projects generally consist of a business analyst team, software 
engineering team, quality assurance team and a project management team. While the 
business analysts are responsible for documenting the BRS as per the client 
requirements, software engineering team is responsible for developing ISD solutions 
according to the BRS. Responsibilities of software quality assurance team include 
testing the ISD solutions to identify non-compliance issues. Project management 
team is responsible for ensuring that the project is executed according to the project 
plan. A project manager, a team member from the business analyst team (business 
analyst, senior business analyst, consultant or senior consultant) and a team member 
from the software engineering team (software engineer, senior software engineer or 
technical lead) were interviewed. 
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The emergent concepts in one interview were verified in the subsequent interview 
until the state of theoretical saturation was reached, which is the point where it is 
possible to comprehensively explain the findings of the case study (Eisenhardt, 
1989b). Theoretical saturation was identified when the incremental learning was 
minimal during the interviews. For example, when the number of interviews was 
close to 23, the data became repetitive, indicating that most or all of the perceptions 
that might be important were already uncovered. All the interviews were audio-
recorded and transcribed for subsequent data analysis purposes. While conducting 
the interviews, additional notes were taken whenever necessary. 
 
Data collection sources  
 
The interview data was supplemented with the data collected from other sources at 
different points in time. This increased the validity and reliability of the interview 
data. Table 9 summarises the data collection sources.  
 
Table 9: Data collection sources 




BRSs are written by business analysts according to the 
functionalities outlined in the contract. While contracts 
outline the expected functionalities of the IS solution, 
BRSs include detailed information about the expected 
functionalities. Information such as the input data for 
different functionalities, the process of the functionality 
and expected outputs is included. Moreover, BRSs include 
examples which describe the process of different 
functionalities (e.g. when projects include the development 
of trade-matching functionality, examples are provided to 
depict the trade-matching process). While each module 
includes a single BRS, a BRS may include information 









Test scenario specifications are written by business 
analysts or software quality assurance engineers. Test 
scenario specifications include software testing procedures. 
Moreover, the document includes possible test execution 
paths and different type of testing methods (i.e. load 




Similar to the test scenario specifications, the test case 
specifications are written by business analysts or software 
quality assurance engineers. Test case specifications 
include sample input values for the testing process and the 
expected outcome values.  
 
Design specifications Design specifications consist of data and system 
parameters. For example, detailed information about input 
parameters (i.e. length of input value, value type) of the 
different interfaces of the IS solution is included. 
Moreover, the document includes diagrams such as activity 
diagrams, sequence diagrams and structural diagrams.  
 
Company and client 
websites 
The information on the company website was helpful to 
understand the company processes. Client websites 
provided information about the software features and the 
expected outcomes of the software.  
 
 
3.5 DATA ANALYSIS APPROACH 
 
This section discusses the data analysis approach including the coding process 
carried out in this research. Furthermore, it discusses the reliability and validity of 




According to Yin (2009) properly defined research questions guide researchers by 
providing the ability to focus on relevant data and ignore other data. Similarly 
research questions of this study guided data collection and analysis. Case study data 
analysis consists of three activities: 1) data reduction; 2) data display; and 3) 
conclusion drawing (Miles & Huberman, 1994). Since the candidate decided to use 
NVivo software for the data analysis, the transcribed data was uploaded to NVivo 
software. NVivo software was used for data reduction and data display. The 
candidate commenced the data analysis process with a deep understanding of 
theoretical domain of modularisation and ISD-outsourcing project control. At first, 
the theoretical propositions were derived from the literature. Since this research 
follows deduction logic, it was required to create nodes to represent the propositions 
of the study. According to  Siccama and Penna (2008, p. 94), “Nodes in NVIVO can 
either be free nodes that are independent with no clear logical connection with other 
nodes or tree nodes that allow for a hierarchical structure, moving from a general 
category at the top”. First, the candidate created parent nodes for the two main 
concepts included in propositions: 1) modularisation; and 2) control. Then, child 
nodes were created for ‘control’ parent node: 1) formal control; 2) informal control; 
and 3) volatile tasks. Since it was required to identify the  level of modularisation, 
formal control, informal control and volatile tasks in each project, two child nodes as 
‘high’ and ‘low’ were created for all the nodes created previously. See Appendix G 
for node structure.  
 
Coding guideline was created including initial characteristics of each concept 
represented by nodes and child nodes (See table 10). Initial characteristics of 
concepts were informed by the prior literature. For example, coupling and cohesion 
are the two main attributes related to the quality of the decomposition of modules 
(Hitz & Montazeri, 1995). When an IS solution is properly modularised, the IS 
solution should include low coupling, where there are less interdependencies 
between modules (Allen & Khoshgoftaar, 1999; Goulão, 2001). Therefore, “IS 
solution consisted of modules, which had fewer interdependencies with other 
modules” was identified as one characteristic of ‘high’ modularised projects. 
Following the coding guideline, candidate assigned interview data into relevant 




be included in the coding guideline. Those characteristics were included in the 
coding guideline after careful consideration of definitions of each concept.  
Table 10: Coding guideline 
Modularisation - High  
1 Functionalities of the IS solution were subdivided into several modules
9
 
2 An IS solution consisted of modules, which had fewer interdependencies with 
other modules   
3 A change or update in one module impacted less on the other modules  
4 Teams were assigned to different modules  
5 Teams were provided with isolated tasks, which they were required to 
complete independently 
6 There were interfaces between the different modules; when the teams were 
required to integrate a new module to the existing modules, they were 
required to consider the interfaces that connected the new module with the 
existing modules. 
Modularisation - Low 
7 Project consisted of modules that had significant interdependencies with other 
modules 
8 The teams’ tasks included significant interdependencies  
9 Functionalities of the IS solution could not be subdivided into modules 
10 A change or update in one module had significant impacts on the other 
modules 
11 The modules that had an impact on other modules were not identified. 
Formal control - High  
12 The expected outcomes and behaviours were written in detail in the BRSs 
13 The team members were required to strictly follow the BRSs and provide the 
exact requirements specified in the BRSs 
14 There were no or few updates made to the BRSs – this indicated that the 
expected outcomes and the behaviours were stable 
15 The project consisted of detailed project plans 
16 Project reviews were conducted to ensure that the project was being executed 
according to the project plan. 
Formal control - Low 
17 The expected outcomes, behaviours or module interdependencies were not 
properly specified in the BRSs 
18 There were discrepancies between the IS solution and the BRSs 
19 The teams did not strictly follow the BRSs 
20 Many updates were made to the BRSs 
21 There were many software design changes or software code changes  
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 Modules are sometimes referred to as components.  
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22 There were no detailed project plans 
23 The team members did not strictly follow the project plans.  
Informal clan control - High  
24 The team shared the same values and beliefs  
25 The team displayed high team spirit 
26 There were good interactions and collaborations between the team members 
27 The team members provided suggestions to other team members 
28 When some team members required support to complete the assigned tasks, 
other team members were willing to provide the required support. 
Informal clan control - Low 
29 The team displayed low team spirit 
30 There was a lack of interactions between the team members 
31 There was little collaboration between the team members 
32 Team members did not provide suggestions for other team members’ tasks 
33 When a team member required support to complete the assigned tasks, other 
team members were not willing to provide the required support. 
Volatile tasks - High  
34 Team members received unplanned, unscheduled or uncertain tasks 
35 Team members were required to frequently update tasks which they had 
already completed 
36 There were changes or disturbances to the planned tasks of the team members 
37 Team members utilised their personal time to complete the tasks. 
Volatile tasks - Low 
38 Team members received planned, scheduled or certain tasks 
39 Team members were not required to frequently update the tasks that they had 
already completed 
40 There were no changes or disturbances to the planned tasks of the team 
members 
41 Team members did not utilise their personal time to complete the tasks. 
 
The data analysis was conducted in two phases: 1) within-case analysis, and 2) cross-
case analysis. The overall purpose of within-case analysis is to become familiar with 
each case as a stand-alone entity. Furthermore, within-case analysis provides the 
ability to identify unique patterns in each case. The within-case analysis of the data 
in the present study enabled the candidate to improve the understanding on each 
case, which ultimately accelerated the cross-case analysis process. The purpose of 
conducting cross-case analysis is to investigate similarities and differences between 
the cases. Furthermore, cross-case analysis was used to identify whether the 
propositions derived in the thesis were “supported”, “falsified” or “challenged”. 




This research satisfied the criteria for rigor, namely, construct validity, internal 
validity, external validity and reliability (Yin, 2009) which involve the following 
considerations: 
1. Construct validity – Identify the correct operational measures for the concepts 
2. Internal validity – Establish the causal relationship (i.e. certain conditions that 
lead to other conditions) 
3. External validity – Identify whether the findings can be generalised 
4. Reliability – Demonstrate that the operations of the study can be repeated 
with the same results. 
 
Table 11 summarises the different techniques used in this research to ensure the 
validity and reliability.  
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Table 11: Reliability and validity 
Reliability and Validity (Adapted from Yin (2003)) 
Tests Description Case study tactic How the case study tactic was applied in this study 
Construct validity Identify correct 
operational measures 
for the concepts 
Collect multiple sources 
of evidence  
 
Collect data from: 
1. Interviews  
2. Official websites 
3. Different documents – BRSs, quality assurance documents 
(test scenarios and test cases) and design documents 
(software coding standards) 
To confirm validity of data “researcher has to ensure that every 
piece of evidence that he/she intends to use in the construction 
of the case study is triangulated by at least two sources of data” 
(Golnaraghi & Kuo, 2010, p. 169). When there are conflicting 
interpretations, additional data sources are required to mediate 
between conflicting interpretations (Golnaraghi & Kuo, 2010). 
Data analysis of this research was conducted following the 
recommendations of Golnaraghi and Kuo (2010). 
  Review draft reports by 
the key informants 





Reliability and Validity (Adapted from Yin (2003)) 
Tests Description Case study tactic How the case study tactic was applied in this study 
  Maintain a chain of 
evidence 
Chain of evidence of the whole case study process was 
maintained. This included the case study report and case study 
questions. 




The data analysis process utilised the pattern-matching 
technique.  
External validity Identify whether the 
findings can be 
generalised 
Use replication logic for 
the multiple case studies 
Replication logic was utilised in the data analysis process. 
Reliability 
 
Demonstrate that the 
operations of the study 
can be repeated with the 
same results 
Use a case study protocol A case study protocol was designed including the description of 
the case study, data collection procedures, case study questions 
and the coding rules. 
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Reliability and Validity (Adapted from Yin (2003)) 
Tests Description Case study tactic How the case study tactic was applied in this study 
   An interview protocol was designed with the aim of gaining a 
broader understanding of the phenomenon. 
  Use a case study 
database 
Data was collected from various resources such as official 
websites and documents including BRSs and design 
specifications. 
Bias in results Interview data can be 
subjective. Therefore, 
obtaining results from 
one person can generate 
inaccurate and biased 
results. 
Many participants from 
each project 
From each project, three participants (i.e. one participant from 
the project management team, one participant from the business 
analyst team and one participant from the software engineer 
team) were interviewed. 
   Results were gained by comparing and contrasting all three 




3.6 CHAPTER SUMMARY 
 
This chapter discussed the methodology and research design adopted in the present 
study. The methodology section explained the selection of the case study method and 
the deductive reasoning approach. The next section explained the unit of analysis of 
this research. This was followed by a discussion of the sampling and case selection. 
The next section explained the data collection approaches. The final section 
described different analysis approaches and explained how the data was analysed in 




Chapter 4: Analysis and Findings 
This chapter discusses the data analysis and the research findings. The chapter 
commences by explaining how the level of modularisation was identified in each 
project (Section 4.1). The chapter then details the results of the within-case and 
cross-case analysis of the three propositions that were introduced in Chapter 2 
(Section 2.6). This is followed by a discussion of the volatile client requirements in 
ISD-outsourcing projects (Section 4.3). The chapter then discusses the BRS 
fluctuations, which was identified as a relevant issue during the data analysis phase 
(Section 4.4). Then it discusses the research findings and provides recommendations 
for effective modularisation in ISD-outsourcing projects (Section 4.5). The chapter 
concludes with a summary (Section 4.6). This chapter is organised as depicted in 
Figure 10. 
Figure 10: Chapter 4 outline 
 
 
4.1 LEVEL OF MODULARISATION 
 
This research addresses the question of “how does requirement modularisation 
impact ISD-outsourcing project control”. Thus, it was necessary to identify the level 
of modularisation and the level of control in each project. Identifying the level of 




control to be recognised. This section describes how the level of modularisation was 
established in each project.  
 
A first look at the case data revealed that the ISD projects included different levels of 
modularisation. The contracts of the projects outlined the expected functionalities of 
the IS solution, the budgetary requirements and the time constraints. The projects 
were modularised according to the functionalities outlined in the contract. Each 
functionality in the contract became a requirement module. Diagrams were drawn by 
business analysts to highlight functionalities included in each module (see figure 11 
for sample diagram
10
). Subsequently, a single BRS was written for each module. 
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 To maintain confidentiality, functionalities specified under each module were disguised.  
Figure 11: Modularisation diagram 
Module 1 
Module 2 
Module 3 Module 4 
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As discussed earlier, coupling and cohesion are the two main attributes related to the 
quality of the modules (Hitz & Montazeri, 1995). According to Kwong et al. (2010, 
p. 619), “coupling is about the measure of interactions among software modules 
while cohesion is about the measure of interactions among the software components 
which are within a software module”. Highly modularised systems include high 
cohesion and low coupling (Allen & Khoshgoftaar, 1999; Goulão, 2001).  
 
This research utilised coupling, namely, the measure of interactions among the 
software modules, to estimate the level of modularisation in each project. Cohesion 
was not measured in this research. The interview questions related to modularisation, 
formal control, informal control and volatile tasks were designed to cover the entire 
project, rather than focusing on a specific module. Thus, the interview data captured 
the individuals’ opinions about the entire project. 
 
When a project consisted of at least one of the following characteristics, the project 
was categorised as ‘high’ in modularisation: 
1. Functionalities of the IS solution were subdivided into several modules11 
2. An IS solution consisted of modules, which had fewer interdependencies with 
other modules   
3. A change or update in one module impacted less on the other modules  
4. Teams were assigned to different modules  
5. Teams were provided with isolated tasks, which they were required to 
complete independently 
6. There were interfaces between the different modules; when the teams were 
required to integrate a new module to the existing modules, they were 
required to consider the interfaces that connected the new module with the 
existing modules. 
When projects consisted of at least one of the following characteristics, the project 
was categorised as ‘low’ in modularisation: 
7. Project consisted of modules that had significant interdependencies with other 
modules 
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8. The teams’ tasks included significant interdependencies  
9. Functionalities of the IS solution could not be subdivided into modules 
10. A change or update in one module had significant impacts on the other 
modules 
11. The modules that had an impact on other modules were not identified. 
The following section discusses the level of modularisation in each project.  
 
Interdependencies between the modules  
 
In the initial stages of project A, a business analyst visited the client site for 
requirement analysis and documentation. Although the business analyst conducted 
the requirement analysis and modularisation, technical leads or software engineers 
were not involved in this process. As per respondent 01 from project A, initial draft 
documents written by the business analysts were not reviewed by the technical team.  
 
What we [business analysts] couldn’t do is, we [could] have given 
the BRSs before signed off.  It is not signed off BRSs, initial drafts 
for the development [technical team] review. It never happened. 
 
It was recognised that the interdependencies between the modules in some of the 
case projects were not properly identified. For example, during the projects, some of 
the initially agreed-upon requirement modules of Project A were removed from the 
IS solution since those requirements’ modules could not be implemented without 
implementing interdependent requirements in other modules. When the 
interdependencies between modules are not properly identified, it can cause issues in 
projects. Respondent 01 from Project A explained: 
 
This requirement cannot be implemented without that 
[requirement], because it is clashed with other requirement… So, 






Respondent 01 continued;  
 
We [business analysts] can change […] the operation […], how 
we […] accommodate it, most of the time that [is] how we 
proceed. But sometimes we had to remove the functionality 
completely. 
 
As respondent 01 from project A discussed, it was difficult for the business analysts 
to identify the interdependencies between requirements due to the large scope of the 
project.  
 
Most of the time, we also have some problem, because […] the 
system was very large. […] It is very hard to identify what are the 
areas which have an impact, because it is very large. 
 
In the final stages of project A, BRSs were subdivided in to several sections and 
those sections were implemented in different releases. Technical team was involved 
in the BRS subdivision process. Subsequently, several documents were written to 
improve the clarity. As per respondent 01: 
 
In the final stages most of the things were clear and we learnt 
from the mistakes […]. What we did was, there [were] sections in 
BRS, some sections we implemented [in] the first release. For 
other sections, we passed the code […] to the sub releases. […] 
Some BRS, we divided into three or two documents and the 
functionality [was clearer]. So at the latter’s stages, we had lot of 
documents than the initial stages. 
 
When writing BRSs, business analysts should identify the interdependencies 
between different modules. Interdependencies were not properly identified by the 





If we [business analysts] are writing the specification [BRS], we 
have to analyse the impact areas. Those areas were not clearly 
analysed. 
 
Since the software engineer leads of project B maintained in-detail excel sheets 
including task dependencies between team members, it can be concluded that the 
project included several task dependencies. According to respondent 05 from 
project B:  
I maintain it [excel sheet] with the task one column, [other 
column] has dependencies [and] other column has resources. So 
that is how we are doing.  
 
Respondent 05 continued:  
I just add dependencies task by task and I say you [project 
manager] can make a project plan using this thing I provide. 
There are ten tasks, one after the other.  
 
Project managers should have a proper understanding about the task 
interdependencies between team members in the project. When the project 
managers have a proper understanding, they can prepare timelines and track the 
project appropriately. Although the project managers of project H did not have 
technical knowledge on task dependencies, they had a general understanding about 
the dependencies. Respondent 21 from project H mentioned: 
 
Sometimes the dependencies […] and also the work they [team 
members] can do, [PM] should have idea […] [From] the PM’s 
side, we have that knowledge, not […] the technical knowledge 
but [we have an] understanding.  
 
Interfaces between the modules 
 
In Project C, when team members were required to integrate new modules to the 
existing modules, they were required to consider the interfaces that connected the 
new module with the existing modules. This indicated that Project C consisted of 
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high modularisation, as the team members were focused on establishing the 
interfaces between the modules. Respondent 09 from Project C stated: 
 
When you want to connect to a new market, then again new 
protocols. So, we need to get the interface done and then test the 
requirement and the functionality.  
 
Ownership of the modules  
 
The software engineers of Project E were assigned to different modules. Therefore, it 
was necessary for the software engineers to take responsibility for the assigned 
software modules. Respondent 10 from Project E stated:  
 
When a developer [software engineer] takes the responsibility of 
one component [module] he has the responsibility of changing the 
product document. 
 
Respondent 16 from Project F highlighted the same point:  
 
All of them [team members] were very keen on making sure the 
system [goes] live and thought about the reputation that we have 
already built with the client. Everyone took total ownership of 
their components [modules] and the tasks. 
 
Respondent 16 continued:  
 
They [software engineers] took all the [responsibility of] their 




Team members were assigned to different modules and provided with isolated tasks. 
This indicated that the team members were able to work on different tasks 





They [team members] help each other and get the work done. 
Basically, most of the time they [team members get] isolated work. 
 
Subdivide Information System (IS) functionalities  
 
Since the functionalities of project D were subdivided in to several modules, 
software engineers were able to provide new client requirements without much 
difficulty. According to respondent 11 from project D, when the software engineers 
received a simple change request from the client, they were able to provide it by 
updating the IS solution without much difficulty.  
 
Actually if it is very simple little scope CR [Change Request], then 
we can directly identify whether we can define [it] in our system, 
whether we can develop [it] in our system. […] The developers 
can go through that and do the small [configurations] to the 
system and provide that functionally.   
 
When the client requested for new project requirements, software engineering team 
utilized a CR design document to highlight the methods to connect the new 
requirement with the existing architecture (i.e. existing modules) of IS solution. 
Respondent 11 from project D explained:  
 
There will be [a] separate kind of document called CR design 
document. That will introduce the way the requirements plug into 
the existing architecture.  
 
Although the team members project D was assigned to different components, some 
team members were knowledgeable about several components of the project. 
According to respondent 11 from project D:  
 
Since we are handling the project at [a] given time, we are 
allocating [time for every] single task in our plan. We might have 





When the software engineers were experienced in projects, they had a sound 
understanding on most of the project components. Respondent 13 from project E 
explained:  
 
When it comes to senior developers [they] almost know the entire 
component and all the [functionalities] of the product component.  
 
Since the tasks of project F were divided in to sub tasks, each team member had a 
proper understanding of the tasks they have to complete on a daily basis. Respondent 
16 from project F mentioned:  
 
We breakdown tasks into sub tasks […] and then we draw a 
project plan to make sure each person knows what exactly [he is] 
supposed be doing today. So, at the beginning of today he knows I 
have to start on this work.  
 
While some team members of project H were assigned to specific modules, some 
team members were common to many modules of the project. Respondent 21 
mentioned: 
 
Some people [are] specific to some area, some people may not 
specific to [some] areas and they [are] common to all areas. 
 
Respondent 21 continued:  
 
We have different teams […] in different areas.  
 
While table 12 includes the characteristics, which were used to identify the level of 









Table 12: Project characteristics: Modularisation  
Modularisation - High  
1 Functionalities of the IS solution were subdivided into several modules
12
 
2 An IS solution consisted of modules, which had fewer interdependencies with 
other modules   
3 A change or update in one module impacted less on the other modules  
4 Teams were assigned to different modules  
5 Teams were provided with isolated tasks, which they were required to 
complete independently 
6 There were interfaces between the different modules; when the teams were 
required to integrate a new module to the existing modules, they were 
required to consider the interfaces that connected the new module with the 
existing modules. 
Modularisation - Low 
7 Project consisted of modules that had significant interdependencies with other 
modules 
8 The teams’ tasks included significant interdependencies  
9 Functionalities of the IS solution could not be subdivided into modules 
10 A change or update in one module had significant impacts on the other 
modules 
11 The modules that had an impact on other modules were not identified. 
 
The respective characteristics numbers are included within square brackets in table 





 characteristics. “This requirement cannot be implemented without that 
[requirement], because it clashed with the other requirement. […] So, a big 
requirement was removed”. (Respondent 01) [7,11] 
                                                 
 
12
 Modules are sometimes referred to as components.  
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Table 13: Level of modularisation 
Project Level of 
Modularisation 
Discussion Sample Quotations 
A Low In this project, the interdependencies between the modules 
were not properly identified. Initial requirements were 
removed from the software specifications since the initially 
agreed-upon requirements couldn’t be implemented 
without implementing interdependent requirements. 
[7,11] 
This requirement cannot be implemented without 
that [requirement], because it clashed with the other 
requirement. […] So, a big requirement was 
removed. (Respondent 01) [7,11] 
 
We [business analysts] can change […] the 
operation […], how we […] accommodate it, most of 
the time that [is] how we proceed. But sometimes we 
had to remove the functionality completely. 
(Respondent 01) [7,11] 
As a result of large scope of the project, it was difficult for 
the consultants to identify the interdependencies between 
requirements. [11] 
Most of the time, we also have some problem, 
because […] the system was very large. […] It is 
very hard to identify what are the areas which have 





Project Level of 
Modularisation 
Discussion Sample Quotations 
In the final stages of the project, BRSs were subdivided in 
to several sections and those sections were implemented in 
different releases. Furthermore, in the later stages BRSs 
were sub divided to several documents. This highlights that 
the project was not appropriately modularized in the 
initial stages. [9] 
In the final stages most of the things were clear 
and we learnt from the mistakes […]. What we did 
was, there [were] sections in BRS, some sections 
we implemented [in] the first release. For other 
sections, we passed the code […] to the sub 
releases. […] Some BRS, we divided into three or 
two documents and the functionality [was 
clearer]. So at the latter’s stages, we had lot of 
documents than the initial stages. (Respondent 01) 
[9] 
B Low The software engineer leads maintained an Excel sheet 
including the task dependencies within the software 
engineering team. This indicated that there were several 
dependencies between team members’ tasks. [8] 
I just add dependencies task by task and I say you 
[project manager] can make a project plan using 
this thing I provide. There are ten tasks, one after 
the other. (Respondent 05) [8] 
 
I maintain it [excel sheet] with the task one column, 
[other column] has dependencies [and] other 
column has resources. So that is how we are doing. 
(Respondent 05) [8] 
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Project Level of 
Modularisation 
Discussion Sample Quotations 
C High There were interfaces between different modules. When 
team members were required to integrate a new module to 
the existing modules, they were required to consider the 
interfaces that connected the new module with the existing 
modules. [6] 
When you want to connect to a new market, then 
again new protocols. So, we need to get the 
interface done and then test the requirement and the 
functionality. (Respondent 08) [6] 
D Low As a result of subdividing the IS functionalities, software 
engineers were able to provide new client requirements 
without much difficulty. [1] 
Actually if it is very simple little scope CR [Change 
Request] then we can directly identify whether we 
can define [it] in our system, whether we can 
develop [it] in our system. […] The developers can 
go through that and do the small [configurations] 
to the system and provide that functionally. 
(Respondent 11) [1] 
A CR design document was utilized to highlight the methods 
to connect new requirements with the existing modules of 
the IS solution.[6] 
There will be [a] separate kind of document called 
CR design document. That will introduce the way the 
requirements plug into the existing architecture. 
(Respondent 11) [6] 
The modules which have an impact on other modules were 
not properly identified by the business analysts in the 
project. [11] 
If we are writing the specification, we have to 
analyse the impact areas. Those areas were not 
clearly analysed. (Respondent 10) [11] 
After comparing respondent 11 and respondent 10 comments, the level of modularisation in project D was classified 
as ‘low’. This was due to the fact that respondent 10 directly mentioned that the interdependencies between modules 




Project Level of 
Modularisation 
Discussion Sample Quotations 
E High The responsibilities of the modules were distributed among 
the software engineers. [4] 
When a developer [software engineer] takes the 
responsibility of one component [module], he has 
the responsibility of changing the product document. 
(Respondent 13) [4] 
Senior software engineers of project E had a sound 
understanding about most of the project components. [1] 
When it comes to senior developers [they] almost 
knows the entire component and all the 
[functionalities] of the product component. 
(Respondent 13) [1] 
When updating a particular module, the software engineers 
had to identify whether the update would have an impact 
on the other modules. When the update impacted on other 
modules, the software engineers had to recognise 
alternative methods to accommodate the requirement. [1] 
Including the field may have an impact on the 
backward compatibility. [Then], we do it in another 
way; use existing fees, add some values, change 
values, something like that. (Respondent 15) [1] 
 
F High Team members were assigned to different modules and the 
team members took total ownership of the assigned 
modules. [4]     
All of them [team members] were very keen on 
making sure the system [goes] live and thought 
about the reputation that we have already built with 
the client. Everyone took total ownership of their 
components [modules] and the tasks. (Respondent 
16) [4]  
 
They [software engineers] took all the 
[responsibility of] their piece of work, all the tasks 
assigned to them. (Respondent 16) [4]  
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Project Level of 
Modularisation 
Discussion Sample Quotations 
As a result of dividing tasks in to sub tasks, each team 
member had a proper understanding of the tasks they have to 
complete on a daily basis. [1,4]  
 
We breakdown tasks into sub tasks […] and then 
we draw a project plan to make sure each person 
knows what exactly [he is] supposed be doing today. 
So, at the beginning of today he knows I have to 
start on this work. (Respondent 16) [1,4] 
G High Team members were assigned to different modules and were 
provided with isolated tasks. This indicated that team 
members were able to work on different tasks independently. 
[5]   
Most of the time they [team members] get isolated 
work. (Respondent 19) [5]   
H High The functionalities of the project were broken down into 
modules. [1] 
The full functionality is broken down to 
components [modules]. (Respondent 22) [1] 
While some team members of project H were assigned to 
specific modules, some team members were common to 
many modules of the project. [4] 
Some people [are] specific to some area, some 
people may not specific to [some] areas and they 
[are] common to all areas. (Respondent 21) [4] 
 
We have different teams […] in different areas. 




Project Level of 
Modularisation 
Discussion Sample Quotations 
Project managers should have a proper understanding about 
the task interdependencies between team members in the 
project. Understanding about the task interdependencies 
was required to prepare accurate timelines. Although the 
project managers of project H did not have in-detail 
technical knowledge on task dependencies, they had a 
general understanding about the dependencies.  
Sometime the dependencies […] and also the work 
they [team members] can do, [PM] should have 
idea […] [From] the PM’s side, we have that 
knowledge, not […] the technical knowledge but 
[we have an] understanding. (Respondent 21) 
 
Since the functionalities of project were subdivided in to modules and the team members were assigned to different 




Since the interdependencies between the modules were not properly identified in 
Projects A and D, those two projects were categorised as low modularised projects. 
Project B was categorised as low in modularisation as the project included several 
interdependencies between the tasks. Since the team members were required to 
consider the interfaces that connected the new modules with the existing modules, 
Project C was considered to be high in modularisation. Providing the team members 
the ownership of the modules in Projects E and F indicated that those two projects 
consisted of high modularisation. Since the team members of Project G were 
provided with isolated tasks, it was considered that the project included high 
modularisation. Project H was categorised as high in modularisation as the 
respondents stated that the functionalities of the project were broken down into 
modules. 
 
4.2 TESTING OF PROPOSITIONS 
 
This section discusses the findings of the within-case and cross-case analysis of the 
three propositions specified in Chapter 2 (Section 2.6). The results of the three 
propositions are categorised into: 1) the within-case analysis results, and 2) the cross-
case analysis results.  
 
4.2.1 Proposition 1: A high level of requirement modularisation assists with a 
high level of formal controls. 
 
In order to identify whether or not a higher level of modularisation leads to a higher 
level of formal control, it was necessary to identify the level of modularisation and 
the level of formal control in each project. Following on from the above explanation 
of the level of modularisation in each project (Section 4.1), this section discusses 
how the level of formal control was derived in each project.  
 
According to Kirsch (1996), formal control involves controlling employees through 




employees are measured, evaluated and rewarded. Choudhury and Sabherwal (2003) 
discuss the controller’s use of a variety of techniques such as formal documents (i.e. 
contracts, BRSs), meetings and project plans to specify the expected outcomes and 
behaviours of the project. When a project in the case company consisted of at least 
one of the following characteristics, the project was categorised as high in formal 
control, that is, the expected outcomes and behaviours of the project were properly 
specified and monitored: 
1. The expected outcomes and behaviours were written in detail in the BRSs 
2. The team members were required to strictly follow the BRSs and provide the 
exact requirements specified in the BRSs 
3. There were no or few updates made to the BRSs – this indicated that the 
expected outcomes and the behaviours were stable 
4. The project consisted of detailed project plans 
5. Project reviews were conducted to ensure that the project was being executed 
according to the project plan. 
 
When a project consisted of at least one of the following characteristics, the project 
was categorised as low in formal control, that is, the expected outcomes and 
behaviours of the project were neither properly specified nor monitored: 
6. The expected outcomes, behaviours or module interdependencies were not 
properly specified in the BRSs 
7. There were discrepancies between the IS solution and the BRSs 
8. The teams did not strictly follow the BRSs 
9. Many updates were made to the BRSs 
10. There were many software design changes or software code changes  
11. There were no detailed project plans 




4.2.1.1 Within-Case Analysis 
 
The purpose of the within-case analysis was to improve the understanding about 
Proposition 1 in each case as a stand-alone entity. Furthermore, the within-case 
analysis enabled the unique patterns in each case to be identified.  
 
Project A  
 
Since the interdependencies between modules were not properly identified in project 
A, team members had to remove some functionalities from the BRSs. This indicates 
that low modularisation leads to low formal control in projects. According to 
respondent 01 from Project A:  
 
We [business analysts] can change […] the operation […], how 
we […] accommodate it, most of the time that [is] how we 
proceed. But sometimes we had to remove the functionality 
completely. 
 
When the implementation of some modules was not feasible, the team members had 
to identify alternative methods in order to accommodate the particular module. Due 
to the changes, the team members had to update the BRSs. Respondent 01 from 




 discussions, they say this [module] 
is not feasible. During that discussion itself, you have to come up 
with other alternatives to cater for the functionality [module]. So 
after that what we [business analysts] did was, we just updated 
the BRSs and sent another version. 
 
According to Respondent 02 from Project A, the BRSs of the project were updated 
frequently. This indicated that the Project A included less formal control: 
                                                 
 
13





They [software engineers] have to change certain things, because 
the document [BRS] is changing, it is changing continuously. It is 
very frequently changing. So the developer [software engineers] 
can’t always accommodate the changes kind of. […] It is not easy. 
It is not the proper practice.  
 
BRSs of Project A did not include sufficient information for the ISD process. 
Therefore, consultants and business analysts had to elaborate the information 
specified in BRSs. As per the respondent 01 from Project A: 
 
It [BRS] was not up to the standard that is why we [had] to 
elaborate it and we had to add other stuff also. 
 
In Project A, although the client signed off the BRSs, team members of the project 
maintained a separate set of internal BRSs, which were updated including 
implementation details. The internal BRSs were not sent for the client review. Due to 
this reason, two types of BRSs were maintained in Project A: 1) external BRSs; and 
2) internal BRSs. This highlights that there were discrepancies between the IS 
solution and signed off BRSs. Respondent 01 from Project A discussed: 
  
Sign off […] BRS are like one set, we have like a new set of BRSs, 
which are something different from the signed off […] BRSs. 
 
Although it was required to transfer the implementation details of the functionalities 
to the client, team members of Project A did not informed the client about 
implementation details. Since the BRSs did not include detailed information about 
the functionalities, client was unable to get a complete understanding about the 
functionalities of the project. Respondent 01 from Project A discussed:   
 
They [clients] signed off the business functionality basically. So, 
the BRS don’t have this is exactly how we are going to give [the IS 
solution] to you. This is the business functionality ok. For example 
there [are those] kind of accounts and you use the accounts [to] 
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record these, these things. So, in the system the way we implement 
is up to our setup. Most of the time, we should communicate the 
implementation details also to the client. But in [this project, it] 




Inaccurate modularisation led to the need for software design changes in Project B. 
Subsequently, the business analysts updated the BRSs after discussing the 
implementation feasibility of the design changes with the software engineers. This 
indicated a lack of formal control in Project B. Respondent 06 from Project B stated:  
 
The thing is such a design change, actually before documenting 
also we [...] have to refer to the developer [...]So, then only we 
start the documentation side.  
 
The BRSs of Project B lacked the necessary information about the module 
interdependencies. Thus, during the project, it was necessary to update the BRSs to 
include sufficient information. According to Respondent 05 from Project B:  
 
There can be missing parts [in the BRS], so there can be 
something [independencies] people [business analysts] can’t 
identify. So, those should be sorted out iteratively and we should 
make sure [that] BRS are something very detailed [and there are 
no] ambiguities about the content.  
 
Since the BRSs were written including the information relevant for clients, it was 
insufficient for the software engineering team to conduct the ISD process. Therefore, 
software engineering team requested additional information after they commenced 
the ISD process. According to respondent 05 from Project B: 
 
Business requirement document [is] targeting the clients not the 
development [team]. Basically, the target audience is the client 




team] need additional information when we are going to do the 
implementation.  
 
Since the requirement gathering of Project B was not complete, there were several 
change requests towards the end of project life cycle. Respondent 05 from Project B 
discussed: 
 
The requirement gathering was not good enough. There were lot 




Similarly, the BRSs of Project C lacked information about the module 
interdependencies and the client business requirements. This indicated a lack of 
formal control in Project C. Respondent 07 from Project C stated: 
 
Most of the time, the spec [BRS] carry out only high level 
requirements. If you take [BRSs] in another project [they are] very, 
very [more] detailed than [our project].  
 
Respondent 08 from Project C mentioned the same:  
 
Talking about [our project] the specs [BRSs] are little bit loose. So 
it is little bit tough to do a development. Mainly based on that 
specs. 
 
During the ISD process in Project C, software engineers strictly followed the BRSs. 
In situations where software engineers did not agree with information specified in 
BRSs, they had discussions with Business Analysts of the project. Respondent 08 
from Project C mentioned:  
 
Definitely they [software engineers] read all the points and 
consider all the points while developing. […] When [it] comes to 
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[a] situation [where] I disagree [with] some of the points [I] go 
and discuss [it] with the BAs and get their opinion. 
 
When some decisions related to the ISD were taken at the discussions, the software 
engineering team preceded the ISD tasks without waiting till business analysts 
update the BRSs accordingly. Respondent 08 discussed: 
 
We do it [ISD] once we get the answer. We get the answer and they 
[business analysts] will do the spec updates later.   
 
Although the decisions for complex issues were confirmed through emails, software 
engineering team continued ISD for simple issues even without an email 
confirmation from business analysts. This highlighted that Project C consisted of low 
formal controls. Respondent 08 mentioned:  
 
Question: Is there [any] email communication to make sure that 
you are in the same page or something like that?  
 
Answer: It depends. If it is a complex task, we rather get it written, 
because there is a possibility of forgetting. If not, we both [are] in 
same page or if [it is a] small thing, not necessary [to] have 
emails. We just proceed. 
 
Project manager should have a proper understanding about the assigned tasks to each 
team member and status of tasks. In Project C, project manager sent the list of 
allocated tasks to team members in a weekly basis. Daily emails were sent to team 
members when a deadline was close for a critical delivery. Respondent 08 from 
Project C discussed:  
 
They [project managers] should know what the developer is doing 
right now. They should have that knowledge. Other than that we 






Respondent 08 continued:  
 
The deadline is closer and when we [are] having a critical delivery 
then they [project managers] will send the daily emails, other than 
that no. They [project managers] weekly send this much of bugs 




Since the BRSs did not include sufficient information about the module 
dependencies, the team members of Project D were able to think in different ways. 
This indicated a lack of formal control in Project D. Respondent 10 from Project D 
stated: 
 
Documents [BRSs] do not provide some examples or do not specify 
the areas [modules]. Then, we [can] think in several ways. So, that 
is the main thing.  
 
Although the change request specifications consisted of proper explanations on 
project requirements, that information was insufficient for ISD. Respondent 11 from 
Project D explained:  
 
Clear requirement will be there [in change request specifications] 
and there will be a proper explanation [on] how system will 
support that requirement […] The problem is [at] the development 
level. We are having problems, whether we are going to introduce 
everything [and] how we are going to implement it in the system. 
 
Although change request specifications did not include sufficient information for 
ISD, software engineers conducted smaller scale ISD tasks solely based on change 
request specifications, without preparing a design specification. Respondent 11 
mentioned:  
 
Actually we have most of the CR [change requests] but the thing is 
when we are considering very little [small scale] changes, we are 
not asking to go through that kind of design document […] [If] it is 
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While some of the case projects consisted of high formal control, the formal control 
of some of the case projects was low. After the commencement of Project E, some 
decisions related to ISD procedures were taken at meetings. The software 
engineering team did not proceed with the ISD until the business analysts updated 
the specifications accordingly. This indicated high formal control in Project E. 
Respondent 15, a senior business analyst in Project E, stated: 
 
Most of the time, they [software engineers are] waiting for us 
[business analysts] to update the specifications [BRSs] and then 
proceed. Because, they [software engineers] will not proceed 
without us [business analysts] updating the document. 
 
Project managers of Project E prepared project plans considering the time duration 
required by each team member to complete assigned tasks. Thereafter, project 
managers constantly monitored progress by contacting team members and 
requesting updates on assigned tasks. According to respondent 13 from Project E:  
 
They [project managers] ask from us [software engineers] how 
long do you need for [a] certain implementation […] They 
incorporate […] those [information] into final timing document in 
the project plan. Then they [project managers] assign issues or 
CR or whatever to the people [team members]. They know how 
[to] monitor the progress [and] deadlines. They contact us to get 
updates, what is the stage [of assigned tasks].  
 
Although there were updates to internal ISD procedures, initially agreed client 
functionalities of Project E were not amended. Therefore, the system functionalities 





The client functionality [will] not change, but the internal 
behavior or […] the way we are […] writing a file to a disk or 
reading from the database [can change]. [Those] things are 
discussed internally with the team and everything [is] done so that 
the client expectations are not [violated]. Everything is matched 
with the client.  
 
Respondent 13 continued:  
 
Everything is agreed, the deliverables are agreed […] before 




When client requested updates to project requirements, software engineers and 
business analysts analysed the requested updates before starting ISD. When they 
identified any inconsistencies or unclear sections, those were highlighted and 
updated before commencing ISD. Therefore, requirement specifications reflected 
exact system behaviours. Respondent 16 from Project F mentioned:  
 
Developers and BAs got together and went through basically each 
line of the upgrade report, making sure that everyone understood 
the requirements before [a] single line of code was written […] If 
there were any queries [or] inconsistencies, those [were] 
highlighted and changed with the consent [from] the client. 
 
Respondent 16 continued:  
 
[At the] end of the day, the document have to […] reflect exactly 
how the system behaves. If there [were] inconsistencies in 





Furthermore, respondent 16 discussed the process of updating requirement 
documents. When the inconsistencies were identified, those were first clarified via a 
client call and the requirement documents were updated accordingly. Then the 
requirement documents were sent for client review. After client reviewed the 
changes, client included comments in requirement documents and returned those 
documents to ISD team members. Team members had to go through client 
comments and update requirement documents accordingly. Thereafter, requirement 
documents were sent again for client review. This process was continued till client 
and ISD team members agree upon requirement update requests.  
 
Most of the time it [requirement changes] will be first clarified 
and confirmed via a call and there will be document update which 
will be send to the client for review. [Upon] receiving client 
comments on the document [as] track [changes], we would accept 
those changes or make more modification. There would be a cycle 
till the clients are ok with we have [written] in the document.  
 
The business analysts in Project F did not aggregate the team members’ ideas or 
feedback in the BRSs. The team members were required to follow the already-
written BRSs to a detailed level. According to Respondent 17 from Project F:  
 
They [business analysts] do not aggregate new ideas to the BRSs. 
It won’t happen all the time, specially when it comes to GUIs 
[graphical user interfaces] and reference data areas, it is not 
happening.  
 
Respondent 16 from Project F stated:  
 
We follow the BRS in a one to one basis. 
 
Furthermore, the software engineer lead of Project F reviewed the time allocations 
of each individual software engineer to ensure that the time allocations were 




highlighted that Project F consisted of high formal control. Respondent 16 from 
Project F stated:  
 
The development leads do the reviews to make sure the time that 
we need to complete the project [is] not too high. They 
[development leads] make sure we do not have redundant tests, 
which would push the project timeline too far beyond the accepted 
delivery date. 
 
As a result, Project F team members were able to complete the project on time. 
Respondent 16 from Project F mentioned:  
 
The time we [were] supposed to go live, we have met that 






Involvement of the technical leads increased the quality of the modularisation 
process in Project G. As a result, when the software engineers commenced the ISD, it 
was not necessary to change the requirements within the modules. This indicated that 
the project consisted of high formal control, as the team members were able to 
strictly follow the BRSs. Respondent 19 from Project G stated: 
 
Unlike in other projects, the development leads reviewed the 
requirement and they gave some insight, whether it is possible. 
Based on the knowledge they [tech leads] had, they gave some 
inputs and when it came to our [software engineers’] level, it was 
up to some level of acceptance. We didn’t have to go and change 
requirement and so on. Because, they [tech leads] were involved 
in the initial stages.  
 
While there were project managers to manage the project at a higher level, 
intermediate supervisors tracked team members’ tasks on a daily basis in Project G.  




There are lot of people managing [the project]. There is a layer 
[on] top of us to manage it. So, […] our immediate supervisors 
track each and everyday percentage of work done […] and what is 
not done and maybe they are the people who report to PMs 
[project managers].  
 
As a result of tight deadlines, Project G team members were unable to document 
each and every decision related to ISD. While team members documented or sent 
email confirmations for major decisions, non-critical decisions were not documented. 
Respondent 19 form Project G discussed:  
 
Because of the […] very tight schedules sometime we can’t 
document each and every decision. Such things happen […] we 
can’t document each and everything. If is a major decision, we 




In Project H, when the business analysts and the software support team requested 
software code changes, the software engineers updated the code accordingly. Since 
the software engineers had a significant workload, they did not document the code 
changes accurately. This created issues later in the ISD lifecycle, when it was 
difficult for other software engineers to identify the code changes. According to 
Respondent 22 from Project H:  
When the support and the BA [business analyst] guys ask us 
[software engineers] to change [the code], we are changing. But 
the thing is, since we [have] lots of work; we are not focused on 
the documentations. It is a problem here. […] We have to ask 
senior or another developer in another project or we have spent a 
lot of time studying [the] code, what is this doing, what is this 





Team members of Project H were able to manage the delays using the buffer time 
included in project plans. When there was no buffer time, team members were able 
to discuss and amend project plans accordingly. Respondent 21 from Project H 
mentioned:   
 
We actually bear that delay because we have [an] additional 
buffer. In the case we don’t have [an] additional buffer […] it [is] 
just [a] matter of talking to each other and [we] can be soft within 
the plan and […] accommodate that. 
 
Project plans of Project H were updated frequently. As respondent 21 discussed 
project plans were updated twice a week.   
 
We have the changes happening in the plan every twice a week 
because […] we have the new changes coming in to the plan.  
 
Project managers governed team members based on the expertise level of each team 
member. For example, while project managers did not tack high performing team 
members, low performing team members were tracked on a daily basis. Respondent 
21 mentioned:    
 
We know ten people are brilliant. We never have problems with 
them. They are excellent workers. So, those people we [are] 
skipping because we have a less risk and we trust them […] [We] 
might have 5 people [who are] not really in that level. So, [for] 
them [project managers] might give the daily basis attention to 
make sure the things are ongoing.  
 
Email communications were sufficient to confirm quick decisions in Project H. 
Later, business analysts updated BRSs including the decisions taken at meetings. 
Respondent 21 mentioned:   
 
Actually to make [a] quick decision, sometimes you don’t need the 
document. But, sometimes [it is] just [a] matter of actually [send] 
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a mail to team and discuss how we [are] going to do it [...]Later 
they can leisurely get that documentation part done properly.  
 
After completing the within-case analysis, the cross-case analysis was performed to 
identify the similarities and differences between the projects.  
 
4.2.1.2 Cross-Case Analysis 
 
In the cross-case analysis, Proposition 1 was supported in Projects A, B, D, E, F and 
G, but was challenged in Projects C and H. Table 14 includes the characteristics 
which were used to identify the level of formal control in each project. The 
respective characteristics numbers are included in the cross case analysis table (i.e. 
table 15) within square brackets. 
Table 14: Project characteristics: Formal control  
Formal control - High  
1 The expected outcomes and behaviours were written in detail in the BRSs 
2 The team members were required to strictly follow the BRSs and provide the 
exact requirements specified in the BRSs 
3 There were no or few updates made to the BRSs – this indicated that the 
expected outcomes and the behaviours were stable 
4 The project consisted of detailed project plans 
5 Project reviews were conducted to ensure that the project was being executed 
according to the project plan. 
Formal control - Low 
6 The expected outcomes, behaviours or module interdependencies were not 
properly specified in the BRSs 
7 There were discrepancies between the IS solution and the BRSs 
8 The teams did not strictly follow the BRSs 
9 Many updates were made to the BRSs 
10 There were many software design changes or software code changes  
11 There were no detailed project plans 
12 The team members did not strictly follow the project plans.  
 
Table 15 presents a summary of the cross-case analysis. In addition to the 
discussion included under the propositions development (section 2.6), table 15 




Table 15: Cross-case analysis of P1 
Project Discussion Sample Quotations 
Level of modularisation: High 
C There was a lack of information about the module 
interdependencies and the client business requirements 
specified in the BRSs. [6]  
Most of the time, the spec [BRS] carry out only high level 
requirements. If you take [BRSs] in another project [they are] very, 
very [more] detailed than [our project]. (Respondent 07) [6] 
 
Talking about [our project] the specs [BRSs] are little bit loose. So 
it is little bit tough to do a development. Mainly based on that 
specs. (Respondent 08) [6] 
 
During the ISD process, software engineers considered all 
the information specified in BRSs. [2] This highlights that 
team members strictly followed BRSs. 
Definitely they [software engineers] read all the points and 
consider all the points while developing. […] When [it] comes to 
[a] situation [where] I disagree [with] some of the points [I] go and 
discuss [it] with the BAs and get their opinion.(Respondent 08)[2] 
The software engineers’ suggestions for achieving ISD 
requirements were accepted by the business analysts. The 
BRSs were updated after approval from the client. [10] This 
indicates that the business analysts followed a flexible 
approach when updating BRSs.  
If they [software engineers] suggest new ways of doing it [ISD], we 
[business analysts] think it is good. [We] ask our client first 
whether they are okay with that, then we accept it, change the spec 
[BRS] as well. (Respondent 07) [10] 
Project managers sent daily follow up emails only during 
critical deliveries of ISD project. Other days there were 
weekly follow up emails. [12]  
The deadline is closer and when we [are] having a critical delivery 
then they [project managers] will send the daily emails, other than 
that no. They [project managers] weekly send this much of bugs 
 114 
 
Project Discussion Sample Quotations 
[allocated] for [you]. (Respondent 08) [12] 
 Level of modularisation: High [as discussed in Section 4.1] 
Level of formal control: Low [Although software engineers considered all the information specified in BRSs for ISD, as respondent 
07 and 08 mentioned the BRSs did not include sufficient information about the module interdependencies and client requirements. 
Rather than sending daily emails, project managers sent weekly follow up emails to team members. Therefore, level of formal 
control in project C was categorised as ‘low’] 
Proposition: Challenged  
E When some decisions related to the ISD were taken at the 
meetings, the software engineering team did not proceed 
with ISD until the business analysts update the BRSs 
accordingly. [2] 
Most of the time, they [software engineers] are waiting for us 
[business analysts] to update the specifications [BRSs] and then 
proceed. Because, they [software engineers] will not proceed 
without us [business analysts] updating the document. 
(Respondent 15) [2] 
When the software engineers requested more information 
about the requirement statements in the BRSs, the business 
analysts sometimes revised the BRSs by including the 
information. 
 
Although the BRSs were updated as per the internal 
requirements, initially agreed client functionalities of 
project E were not amended. Therefore, the system 
functionalities and deliverables were aligned with client 
expectations. [3] This highlights that the client requirements 
and module interdependencies were properly identified and 
Sometimes it [the BRS] is not enough. When we need clarification, 
[we] discuss with them [business analysts]and they update the 
document.(Respondent 13) 
 
The client functionality [will] not change, but the internal behavior 
or […] the way we are […] writing a file to a disk or reading from 
the database [can change]. [Those] things are discussed internally 
with the team and everything [is] done so that the client 
expectations are not [violated]. Everything is matched with the 




Project Discussion Sample Quotations 
documented by the consultants of the project. 
Project managers constantly monitored team members’ 
progress by contacting them and requesting updates on 
assigned tasks. [5] 
They [project managers] know how [to] monitor the progress [and] 
deadlines. They contact us to get updates, what is the stage [of 
assign tasks]. (Respondent 13) [5] 
 Level of modularisation: High [as discussed in Section 4.1] 
Level of formal control: High [Comparing the statements by Respondents 13 and 15, the level of formal control in the project was 
categorised as high.] 
Proposition: Supported 
F The client wanted the team members to follow the BRSs 
strictly. The IS solution has to be closely synchronised with 
the BRSs. [2] 
[We follow the BRS in] a one to one basis. (Respondent 16) [2] 
The idea of the document [BRS] has to be closely synchronised 
with the actual system behaviours. (Respondent 16) [2] 
[At the] end of the day, the document have to […] reflect exactly 
how the system behaves. If there [were] inconsistencies in 
document […] they were modified before we actually start […] the 
coding. (Respondent 16) [2] 
When business analysts or software engineers identified any 
inconsistencies or unclear sections in requirement update 
requests, those were highlighted and updated before the ISD. 
Therefore, requirement documents were exactly matched 
with system features. [2] 
Developers and BAs got together and went through basically each 
line of the upgrade report, making sure that everyone understood 
the requirements before [a] single line of code was written […] If 
there were any queries [or] inconsistencies, those [were] 
highlighted and changed with the consent [from] the client. 
(Respondent 16) [2] 
 The software engineer leads of Project F reviewed the time The development leads do the reviews to make sure the time […] 
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allocations of each individual software engineer to ensure that 
the time allocations were reasonable and the time estimations 
were aligned with the total project plan. As a result, project F 
team members were able to complete the project on time. [5] 
 
that we need to complete the project [is] not too high. They 
[development leads] make sure we do not have redundant tests, 
which would push the project timeline too far beyond the accepted 
delivery date. (Respondent 16) [5] 
 
The time we [were] supposed to go live, we have met that 
[deadline and we] did not have to postpone [the 
deadline].(Respondent 16)  
 Generally, the business analysts did not aggregate team 
members’ ideas or feedback into the BRSs. [3] This highlights 
that business analysts were reluctant to update BRSs.  
[They business analysts do] not aggregate [new ideas to the BRSs]. 
It won’t happen all the time, specially when it comes to GUIs 
[graphical user interfaces] and reference data areas, it is not 
happening. (Respondent 17) [3]  
 Level of modularisation: High [as discussed in Section 4.1] 
Level of formal control: High 
Proposition: Supported 
 
G The software engineers did not request BRS updates. This 
indicated that the software engineers were satisfied with the 
details specified in the BRSs. [3] 
 
Unlike in other projects, the development leads reviewed the 
requirement and they gave some insight, whether it is possible. 
Based on the knowledge they [tech leads] had, they gave some 
inputs and when it came to our [software engineers’] level it was up 
to some level of acceptance. We didn’t have to go and change 
requirement and so on. Because, they [tech leads] were involved in 




Project Discussion Sample Quotations 
Intermediate supervisors in project G tracked team 
members’ tasks on a daily basis. [5] This highlights that 
daily project reviews were conducted to ensure the project 
was being executed as per the project plan.  
There are lot of people managing [the project]. There is a layer 
[on] top of us to manage it. So, […] our immediate supervisors 
track each and everyday percentage of work done […] and what 
is not done and maybe they are the people who report to PMs 
[project managers]. (Respondent 19) [5] 
Team members were unable to document each and every 
decision related to ISD. While major decisions were 
confirmed via emails or documentations, some of the non-
critical decisions were not documented. [7] 
Because of the […] very tight schedules sometime we can’t 
document each and every decision. Such things happen […] we 
can’t document each and everything. If is a major decision, we 
would document it and send out emails [to] capture it. (Respondent 
19) [7] 
 Level of modularisation: High [as discussed in Section 4.1] 
Level of formal control: High [comparing the comments by respondent 19, the level of formal control in project G was categorized 
as high due to the facts that: 1) there were less updates to BRSs; and 2) team members’ tasks were tracked on a daily basis]   
Proposition: Supported 
H When the business analysts and the software support team 
requested software code changes, the software engineers 
updated the code accordingly. Since the software engineers 
had a significant workload, they did not document the code 
changes accurately. This created issues later in the ISD 
lifecycle, when it was difficult for other software engineers to 
identify the code changes. [10] 
When the support and the BA [business analyst] guys ask us 
[software engineers] to change [the code], we are changing. But 
the thing is, since we [have] lots of work; we are not focused on the 
documentations. It is a problem here. […] We have to ask senior or 
another developer in another project or we have spent a lot of time 
studying [the] code, what is this doing, what is this functionality, 
what is the use of this functionality. (Respondent 22) [10] 
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Team members of project H were able to manage the delays 
using the buffer time included in project plans. When 
required, team members were able to discuss and amend 
project plans. [12] 
We actually bear that delay because we have [an] additional 
buffer. In the case we don’t have [an] additional buffer […] it [is] 
just [a] matter of talking to each other and [we] can be soft within 
the plan and […] accommodate that. (Respondent 21) [12] 
Project plans of project H were updated twice a week. [12]  We have the changes happening in the plan every twice a week 
because […] we have the new changes coming in to the plan. 
(Respondent 21) [12] 
Project managers governed team members based on the 
expertise level of each team member. While project 
managers did not tack high performing team members, 
low performing team members were tracked on a daily 
basis. [12] 
 
We know ten people are brilliant. We never have problems with 
them. They are excellent workers. So, those people we [are] 
skipping because we have a less risk and we trust them […] [We] 
might have 5 people [who are] not really in that level. So, [for] 
them [project managers] might give the daily basis attention to 
make sure the things are ongoing. (Respondent 21) [12] 
Email communications were sufficient to confirm quick 
decisions in project H.  
 
Actually to make [a] quick decision, sometimes you don’t need the 
document. But, sometimes [it is] just [a] matter of actually [send] a 
mail to team and discuss how we [are] going to do it [...]Later they 





Project Discussion Sample Quotations 
 Level of modularisation: High [as discussed in Section 4.1] 
Level of formal control: Low [Since the project plans were updated frequently in project H, the level of formal control was 
categorized as ‘low’. Furthermore, respondent’s comments highlighted less focus on requirement documents].     
Proposition: Challenged  
 
Level of modularisation: Low 
A When modules were not feasible, software engineers had to 
identify alternative methods to accommodate the requirements 
of the particular modules. Due to the changes, business 
analysts had to update the BRSs. [9] 
Sometimes during developer discussions, they say this [module] is 
not feasible. During that discussion itself, you have to come up with 
other alternatives to cater for the functionality [module]. So after 
that what we [business analysts] did was, we just updated the BRSs 
and sent another version. (Respondent 01) [9] 
In Project A, the BRSs were frequently updated. [9] They [software engineers] have to change certain things, because 
the document [BRS] is changing, it is changing continuously. It is 
very frequently changing. (Respondent 02) [9] 
Since the team members maintained two separate BRSs: 1) 
external BRSs – which were sent to the client; and 2) internal 
BRSs – which were updated including implementation details, 
there were discrepancies between the IS solution and 
signed off BRSs. [7] 
Sign off […] BRS are like one set, we have like a new set of BRSs, 
which are something different from the signed off […] BRSs. 
(Respondent 01) [7] 
 
Due to the interdependencies between modules, team 
members had to remove some functionality from the BRSs. 
[9]  
We [business analysts] can change […] the operation […], how we 
[…] accommodate it, most of the time that [is] how we proceed. But 
sometimes we had to remove the functionality completely. 
(Respondent 01) [9] 
 120 
 
Project Discussion Sample Quotations 
Signed off BRSs did not include in-detail information 
about the project functionalities. [6] 
They [clients] signed off the business functionality basically. So, the 
BRS don’t have this is exactly how we are going to give [the IS 
solution] to you. (Respondent 01) [6] 
Since the BRSs were lack of required information, business 
analysts had to elaborate the information to software 
engineers. [6] 
It [BRS] was not up to the standard that is why we [had] to 
elaborate it and we had to add other stuff also. (Respondent 01)[6] 
 Level of modularisation: Low [as discussed in Section 4.1] 
Level of formal control: Low 
Proposition: Supported 
B The BRSs lacked the required information about the 
module interdependencies. Thus, during the project, it was 
necessary to update the BRSs by including the required 
information. [6] 
There can be missing parts [in the BRS], so there can be something 
[independencies] people [business analysts] can’t identify. So, 
those should be sorted out iteratively and we should make sure 
[that] BRS are something very detailed [and there are no] 
ambiguities about the content. (Respondent 05) [6] 
Inaccurate modularisation led to software design changes in 
Project B. The business analysts updated the BRSs after 
discussing the implementation feasibility with the software 
engineers.[10] 
The thing is such a design change, actually before documenting 
also we [...]have to refer to the developer [...] So, then only we start 
the documentation side. (Respondent 06) [10] 
As a result of incomplete requirement gathering, there were 
several change requests towards the end of project life cycle. 
[10] 
The requirement gathering was not good enough. There were lot of 
change request or CRs came later on. (Respondent 05) [10] 




Project Discussion Sample Quotations 
insufficient, software engineering team requested additional 
information for the ISD process. [6] This indicates that the 
module interdependencies and client requirements of the 
project were not properly documented.  
development [team]. Basically, the target audience is the client and 
may be the QA team. But, sometime we [software engineering 
team] need additional information when we are going to do the 
implementation. (respondent 05) [6] 
 Level of modularisation: Low [as discussed in Section 4.1] 
Level of formal control: Low 
Proposition: Supported 
D Since the BRSs did not include sufficient information about 
the module interdependencies, the team members were 
unable to get a complete understanding about the software 
requirements. [6] 
 
Since change request specifications did not include sufficient 




Documents [BRSs] do not provide some examples or do not specify 
the areas [modules]. Then, we [can] think in several ways. So, that 
is the main thing. (Respondent 10) [6] 
 
 
Clear requirement will be there [in change request specifications] 
and there will be a proper explanation [on] how system will support 
that requirement […] The problem is [at] the development level. We 
are having problems, whether we are going to introduce 
everything [and] how we are going to implement it in the system. 
(Respondent 11) [6] 
Level of modularisation: Low [as discussed in Section 4.1] 




The purpose of the cross-case analysis was to compare and contrast the cases in 
relation to Proposition 1: A high level of requirement modularisation assists with a 
high level of formal controls. 
 
Since Projects C, E, F, G and H consisted of high modularisation, it was expected 
that those projects would have consisted of high formal control. As expected, the 
level of formal control was high in Projects E, F and G. Thus, the findings on 
Projects E, F and G supported Proposition 1. Although Projects C and H consisted of 
high modularisation, the level of formal control in those projects was low. The BRSs 
of Project C included only the high level information about the module 
interdependencies and the project requirements. Moreover, the business analysts 
updated the BRSs to include the suggestions from the software engineers. This 
indicated that Project C followed a flexible approach, whereby the software 
engineers were given the ability to provide suggestions to enhance the BRSs. In 
Project H, the business analysts requested software code changes. Although Projects 
C and H consisted of high modularisation, there were other factors such as project 
practices and volatile client requirements that caused a lower level of formal control 
in those projects. Thus, the findings on Projects C and H challenged Proposition 1. 
 
Since Projects A, B and D consisted of low modularisation, it was expected that 
those projects would have consisted of low formal control. As expected, the level of 
formal control was low in Projects A, B and D. While there were frequent updates to 
the BRSs in Project A, the software designs were updated in Project B. Since the 
business analysts were unable to identify the module interdependencies accurately, 
the BRSs in Project D lacked information about the module interdependencies. Thus, 
the findings on Projects A, B and D supported Proposition 1.  
 
In conclusion, while the findings on Projects A, B, D, E, F and G supported 







The following section discusses the results of the Proposition 2 testing.   
 
4.2.2 Proposition 2: A high level of requirement modularisation leads to a low 
level of informal clan controls between the teams assigned to different 
modules. 
 
In order to identify whether or not a higher level of modularisation leads to a lower 
level of informal clan control, it was necessary to identify the level of modularisation 
and the level of informal clan control in each project. Following on from the previous 
explanation of the level of modularisation in each project (Section 4.1), this section 
explains how the level of informal clan control was derived in each project.  
 
Ouchi (1978) describes clan control as promoting common values and beliefs within 
a group of individuals who share a set of common goals. According to Kirsch, 
Sambamurthy, Dong-Gil, et al. (2002, p. 486), clan control operates “when all 
members of the work group embrace the same values, adopt similar problem-solving 
approaches, and commit to achieving group goals”. When a project in the case 
company consisted of at least one of the following characteristics, the project was 
categorised as high in informal clan control as the presence of these characteristics 
indicated that the team members in the project shared the same values and beliefs: 
1. The team shared the same values and beliefs  
2. The team displayed high team spirit 
3. There were good interactions and collaborations between the team members 
4. The team members provided suggestions to other team members 
5. When some team members required support to complete the assigned tasks, 
other team members were willing to provide the required support. 
 
When a project consisted of at least one of the following characteristics, the project 
was categorised as low in informal clan control as the presence of these 
characteristics indicated that the team members lacked shared values and beliefs: 
6. The team displayed low team spirit 
7. There was a lack of interactions between the team members 
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8. There was little collaboration between the team members 
9. Team members did not provide suggestions for other team members’ tasks 
10. When a team member required support to complete the assigned tasks, other 
team members were not willing to provide the required support. 
 
4.2.2.1 Within-Case Analysis 
This section includes the within-case analysis results of each project.   
 
Project A  
 
When the BRSs consisted of infeasible modules, the team members had to identify 
alternative methods for achieving the project outcomes by conducting discussions 
with the team. According to Respondent 01 from Project A: 
 
Sometimes during developer discussions, they say this [module] is 
not feasible. During that discussion itself, you have to come up 
with other alternatives to cater for the functionality [module].  
 
Initially, the business analysts decided the requirements in each module. Then, the 
business analysts had discussions with the software engineers to evaluate the 
implementation feasibility of each module. Respondent 01 from Project A explained:  
 
Initially, within [the] consulting team [business analysts], we have 
discussions, ok, this is how we should proceed with the 
functionality [module] […] after we finalised, this is the way that 
we should proceed. Then, we have discussions with the 
development [team], to evaluate the implementation feasibility.  
 
When the consultants suggested a solution for a specific issue in the requirements or 
else an ISD implementation method, the software engineers did not agree with the 
consultant’s suggestions. Therefore, it was difficult for the consultants to manage 





Most of the time, when we [consultants] suggest a problem or 
suggest a solution [software engineers mention that] we can’t do 
this.  
 
Although there were collaborations between the team members when the situation 
required, the team spirit of the project team members was low. This was due to the 
fact that the project had unrealistic deadlines and the team members were stressed.  
Respondent 01 stated:  
 
I think it [was] because of the pressure and the stress the team 
was going through, because we had […] unrealistic deadlines. We 
had to reach those deadlines. Because of the stress and the work 
load and the pressure the team members [were] going through, 
the team spirit was like really less [than other projects]. 
 
Supporting Respondent 01’s observation, Respondent 03 stated:  
 
Actually project team spirit, ultimately everybody came up with 
reasons to cover their self. When compare [this project with] 
other projects I have worked, team work is low.  
 
Project B  
 
In project B, consultants transferred the business requirements to software engineers 
using formal (e.g. BRSs) and informal communication methods. Respondent 04 from 
project B discussed: 
 
They [consultants] try to communicate [business requirements 
using] documentation and informal communication.  
 
Lack of modularisation led to unplanned situations in Project B. Due to the high team 
spirit, the team members were able to handle the unplanned situations without much 




I think this is a good team. We are working together without any 
issues. Developers [software engineers], supporters, and QA 
[quality assurance] engineers are working together. 
 
According to Respondent 05 from Project B: 
 
Actually, that was the main reason why this project went live. 
Because, everything didn’t happen in the proper, official, standard 
or expected way. We are just [dealing with] change all the time. 
But, people had the team spirit that is why the project plan went 
live.  
 
Respondent 05 continued:  
 
Everyone work as a team. So, there were lot of exceptions in the 
way we [worked than what is mentioned] in the project plan. But 
if that [team spirit] was not there, I don’t think we can go live.  
 
Project C  
 
Although the requirements were modularised, the software engineers had to interact 
with the business analysts to get more information which was required for the ISD. 
Respondent 08 from Project C stated:  
 
We [...] have to interact with the BAs [business analysts] a lot, 
and get clarification and all, kind of tough.  
 
Respondent 07 from Project C made the same point: 
 
I don’t think actually a developer can [take a] specification and 






In Project C, there was a good relationship between the software engineers and the 
business analysts. Respondent 08 stated:  
 
We have good relationship [between] the developers and BAs 




In Project D, everyone in the team played games together after they completed the 
assigned tasks. This indicated high informal clan control in Project D. Respondent 12 
stated:  
 
Basically, everyone in the team is in that same mindset, they […] 
work and they go and play.  
 
According to Respondent 11 from Project D, no-one from the team left the office 
after completing their own work. Instead, all the team members worked together to 
complete the tasks before the deadline: 
 
No-one tried to do their own work and leave office and so on. 
Everyone worked even late hours, I can remember. 
 
When there was a change request from the client, business analysts had discussions 
with technical staff before accepting the change request. Respondent 11 from project 
D mentioned:     
 
If there [are] any changes from client side, they will introduce it 
and again we can talk with our technical guys. Like that we can 
come to the position which we can confirm that CR [change 
request]. 
 
Since the team spirit was high in project D, managing requirement changes was 
easier. When there was a requirement change request, the team members quickly 




It is something that we can internally manage, because all […] the 
developers are [in] the same team, we can quickly communicate 
[changes] to each other [and start] implementation. 
 
In order to encourage team work, the level of support that the team members provide 
to other team members was considered as a criterion for bonuses in project D. 
Respondent 11 from project D mentioned:  
 
We have introduced several types of attractive things like bonus 
schemes […] According to the level of their […] output to the 
team, we are giving the promotions […] There [are] recording 
mechanisms […] Based on that they always try to work as a team, 




In Project E, when the software engineers required more information about the 
requirement statements in the BRSs, they had discussions with the business analysts: 
 
Sometimes it [the BRS] is not enough. When we need clarification, 
[we] discuss with them [business analysts] and they update the 
document. 
 
In situations where a particular team member was unable to complete the tasks 
before the deadline, other team members provided the support to complete the tasks. 
Respondent 13 from Project E stated:  
 
In [our project] we have a very good team. The team is much 
bigger now. […] Normally everybody […] knew about each other 
strengths and weaknesses as well. Therefore, we don’t have much 
problem to work late night or weekends or problems don’t occur. 
Somebody fails to do [a]certain delivery or something; we [were 





Team members of project E helped each other to complete their tasks when 
required. Respondent 13 from project E discussed:  
 
Question- It means the [team] members […] think about the other 
people and work as the team. They help each other. 
 
Answer-Yes […] It is like[a] family once we figure [it] out. 
 
Project F  
 
Similarly, the software engineers of Project F were required to collaborate with the 
business analysts to clarify the issues in the BRSs. Respondent 18 from Project F 
stated: 
 
Developers have to come back to us [business analysts] to get 
more information [about the business requirements]. 
 
 
When there were issues in project F, team members had discussions to find solutions. 
Then, the issues were communicated to the client for further feedback. Respondent 
16 from project F mentioned:  
 
So the flexibility [was there] with all the development members, 
with BAs and the consultants. [They] immediately highlighted [the 




Modularisation was conducted in the initial stages of Project G, with the 
involvement of technical leads. For this reason, it was not necessary for the 
software engineers to have many discussions with the business analysts. 




Only few changes we [software engineers] have to go and ask 
[from the business analysts], can we can do this change? Because, 
in the client [requirement gathering] phase already they [business 
analysts] have done that.  
 
Even though there were some issues in project G, team members raised issues 
through bug tracking software tools instead of discussing it with the team. 
Respondent 19 mentioned:  
 
We use [bug tracking software tools] to handle our queries. 





When there were issues in project H, team members collaborated with each other to 
identify possible solutions. Respondent 21 from project H mentioned: 
 
First we engage with the team and find the solution. 
 
Since the team members were located close by, the collaborations were much easier. 
As per respondent 21:  
 
If there is a problem they [team members] are […] in the same 
flow. It is just a matter of going there or picking up the phone and 
calls them.  
 
In project H, all team members discussed the implementation procedures of project 
requirements. Although business analysts documented BRSs, those BRSs were 





Full team sit together and talk ‘is this the correct way to do it?’ 
We will get the document […] first, then we have the meetings [to] 
finalize it.  
 
4.2.2.2 Cross-Case Analysis 
In the cross-case analysis, it was observed that while the findings on Projects B, D 
and G supported Proposition 2, the findings on Projects A, C, E, F and H challenged 
the proposition. Table 16 includes the characteristics which were used to identify 
the level of informal clan control in each project. The respective characteristics 
numbers are included in the cross case analysis table (i.e. table 17) within square 
brackets. 
Table 16: Project characteristics: Informal clan control 
Informal clan control - High  
1 The team shared the same values and beliefs  
2 The team displayed high team spirit 
3 There were good interactions and collaborations between the team 
members 
4 The team members provided suggestions to other team members 
5 When some team members required support to complete the assigned 
tasks, other team members were willing to provide the required support. 
Informal clan control - Low 
6 The team displayed low team spirit 
7 There was a lack of interactions between the team members 
8 There was little collaboration between the team members 
9 Team members did not provide suggestions for other team members’ 
tasks 
10 When a team member required support to complete the assigned tasks, 
other team members were not willing to provide the required support. 
 
Table 17 includes the cross-case analysis results of proposition 2. Furthermore, it 




Table 17: Cross-case analysis of P2 
Project Discussion Sample Quotations 
Level of modularisation: High 
C Although the requirements were modularised, the software 
engineers had to interact with the business analysts to get more 
information required for the ISD. [3] 
We [...] have to interact with the BAs [business analysts] a lot, 
and get clarification and all, kind of tough. (Respondent 08) [3] 
 
There was a good relationship between the business analysts and 
the software engineers. [3] 
We have good relationship [between] the developers and BAs 
[business analysts], not an issue there. (Respondent 08) [3] 
Level of modularisation: High [as discussed in Section 4.1 
Level of informal clan control: High 
Proposition: Challenged  
E When the software engineers required more information about 
the requirement statements and the module interdependencies in 
the BRSs, the software engineers had discussions with the 
business analysts. [3] 
Sometimes it [the BRS] is not enough. When we need 
clarification, [we] discuss with them [business analysts] and 
they update the document. (Respondent 13) [3] 
When required, team members of project E helped 
each other to complete their tasks. [2, 5]  
 
Question- It means the [team] members […] think about the 
other people and work as the team. They help each other. 
Answer-Yes […] It is like [a] family once we figure [it] 
out.(Respondent 13) [2, 5] 
In situations where a particular team member was unable to 
complete the tasks on time, other team members provided the 
required support to complete the tasks. [2, 5] 
Normally everybody […] knew about each other strengths and 
weaknesses as well. Therefore, we don’t have much problem to 
work late night or weekends or problems don’t occur. 




Project Discussion Sample Quotations 
[were able to] manage [it using] the available team members. 
(Respondent 13) [2, 5] 
Level of modularisation: High [as discussed in Section 4.1] 
Level of informal clan control: High 
Proposition: Challenged  
F Although the BRSs consisted of sufficient information about the 
business requirements and module interdependencies, team 
member collaborations were required to increase the 
understanding about the business requirements. [3] 
Developers have to come back to us [business analysts] to get 
more information [about the business requirements]. 
(Respondent 18) [3] 
When there were issues in project F, team members had 
discussions to find solutions. Then, the issues were 
communicated to client for further feedback. [3] 
So the flexibility [was there] with all the development 
members, with BAs and the consultants. [They] immediately 
highlighted [the issues] and got some feedback [from] the 
client, how to proceed. (Respondent 16) [3] 
Level of modularisation: High [as discussed in Section 4.1] 
Level of informal clan control: High 
Proposition: Challenged  
G Since the project was modularised appropriately, the software 
engineers rarely had collaborations with the business analysts. 
[8]   
 
Only few changes we [software engineers] have to go and ask 
[from the business analysts], can we can do this change? 
Because, in the client [requirement gathering phase] already 
they [business analysts] have done that. (Respondent 19) [8]   
When there were issues in project, team members raised issues 
through bug tracking software tools instead of discussing it 
We use [bug tracking software tools] to handle our queries. 
Whenever we get an issue, we fill [an] inquiry and […] BAs 
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Project Discussion Sample Quotations 
with the team. [7] response. (Respondent 19) [7] 
Level of modularisation: High [as discussed in Section 4.1] 
Level of informal clan control: Low 
Proposition: Supported 
H Although business analysts documented BRSs, those BRSs were 
finalized after the team discussions. [3] 
Full team sit together and talk ‘is this the correct way to do it?’ 
We will get the document […] first, then we have the meetings 
[to] finalize it. (Respondent 21) [3] 
Although the team members were assigned to different modules, 
sometimes they were required to collaborate with each other. 
Since the team members were located close by, the collaborations 
were much easier. This indicated that, although high 
modularisation minimises the need for clan control, there can be 
situations where team member collaborations are required. [3] 
First we engage with the team and find the solution. 
(Respondent 21) [3] 
 
If there is a problem they [team members] are […] in the same 
flow. It is just a matter of going there or picking up the phone 
and calls them. (Respondent 21) [3] 
 
Level of modularisation: High [as discussed in Section 4.1] 
Level of informal clan control: High 
Proposition: Challenged  
 
Level of modularisation: Low 
A Sometimes, the software engineers identified that the 
implementation of some modules was not feasible. In these 
situations, the software engineers had discussions to identify 
Sometimes, during developer discussions, they say this [module] 
is not feasible. During that discussion itself, you have to come up 




Project Discussion Sample Quotations 
alternative methods to accommodate the requirement. [3] (Respondent 01) [3] 
 When conducting the modularisation, the business analysts had 
internal collaborations. Then, the business analysts had 
discussions with the software engineers about the feasibility of 
the module implementation. [3] 
Initially, within [the] consulting team [business analysts], we 
have discussions, ok, this is how we should proceed with the 
functionality [module] […] After we finalised, this is the way that 
we should proceed. Then, we have discussions with the 
development [team], to evaluate the implementation feasibility. 
(Respondent 01) [3] 
The software engineers did not agree with the consultant’s 
suggestions for solving issues in the project requirements. 
Therefore, it was difficult for the consultants to manage project 
requirements. [6] 
Most of the time, when we [consultants] suggest a problem or 
suggest a solution [software engineers mention that] we can’t 
do this. (Respondent 01) [6] 
 
As a result of time pressure and stress, the team spirit of Project 
A was low. [6] 
I think it [was] because of the pressure and the stress the team 
was going through, because we had […] unrealistic deadlines. 
We had to reach those deadlines. Because of the stress and the 
work load and the pressure the team members [were] going 
through, the team spirit was like really less [than other 
projects].(Respondent 01) [6] 
 
Actually project team spirit, ultimately everybody came up with 
reasons to cover their self. When compare [this project with] 





Project Discussion Sample Quotations 
[In this project], the team spirit was bit like less or minimum. 
(Respondent 01) [6] 
 
Level of modularisation: Low [as discussed in Section 4.1] 
Level of informal clan control: Low [Since two respondents (Respondents 01 and 03) directly discussed that the teams lacked team spirit, the 
level of informal clan control was categorised as low] 
Proposition: Challenged  
B Since the team had high team spirit, they were able to deal with 
the unplanned situations. [2] 
 
Actually, that was the main reason why this project went live. 
Because, everything didn’t happen in the proper, official, 
standard or expected way. We are just [dealing with] change all 
the time. But, people had the team spirit that is why the project 
plan went live. (Respondent 05) [2] 
 
Everyone work as a team. So, there were lot of exceptions in the 
way we [worked than what is mentioned] in the project plan. But 
if that [team spirit] was not there, I don’t think we can go live. 
(Respondent 05) [2] 
 
The business analysts discussed the design changes with the 
software engineering team, even before documenting the 
changes. Documents were updated after the software engineers 
agreed on the changes. [3] 
The thing is such a design change, actually before documenting 
also we [...] have to refer to the developer [...] So, then only we 




Project Discussion Sample Quotations 
Formal (e.g. BRSs) and informal communication methods were 
used by the consultants to transfer the business requirements to 
software engineers. [3]  
They [consultants] try to communicate [business requirements 
using] documentation and informal communication. 
(Respondent 04) [3] 
Level of modularisation: Low [as discussed in Section 4.1] 
Level of informal clan control: High 
Proposition: Supported 
D It was necessary for the business analysts to interact with the 
other team members in order to finish the BRSs on time. [3] 
We have a good interaction. If we [business analysts] have to 
provide the document on time, we have to talk about it. 
(Respondent 10) [3] 
When the team had to finish some tasks, all the team members 
worked extra hours. [2] 
No-one tried to do their own work and leave office and so on. 
Everyone worked even late hours, I can remember. (Respondent 
11) [2] 
 
Basically, everyone in the team is in that same mindset, they […] 
work and they go and play. (Respondent 12) [2] 
As a result of high team spirit, team members were able to 
manage requirement changes without much difficulty. When 
there was a requirement change request, team members quickly 
communicated it to the team and commenced ISD. [2] 
It is something that we can internally manage, because all […] 
the developers are [in] the same team, we can quickly 
communicate [changes] to each other [and start] 
implementation. (Respondent 11) [2] 
As an encouragement for team work, the level of support that the 
team members provide to other team members was considered as 
a criterion for bonuses. [5] 
 
We have introduced several types of attractive things like bonus 
schemes […] According to the level of their […] output to the 
team, we are giving the promotions […] There [are] recording 
mechanisms […] Based on that they always try to work as a 
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Project Discussion Sample Quotations 
team, giving much more help to other members. (Respondent 
11)[5] 
Level of modularisation: Low [as discussed in Section 4.1] 





The purpose of the cross-case analysis was to compare and contrast the cases in 
terms of Proposition 2: A high level of requirement modularisation leads to a low 
level of informal clan controls between the teams assigned to different modules. 
 
Since Projects C, E, F, G and H consisted of high modularisation, it was expected 
that those projects would have consisted of low informal clan control. Although 
Project G consisted of low informal clan control, Projects C, E, F and H consisted of 
high informal clan control. Since the technical leads were involved in the 
modularisation process, it was not necessary for the software engineers in Project G 
to have much collaboration with the business analysts. Thus, the findings on Project 
G supported Proposition 2. In contrast, the team members of Projects C, E, F and H 
were required to collaborate with the business analysts in order to get clarifications 
about the client requirements and the module interdependencies. Thus, the findings 
on Projects C, E, F and H challenged Proposition 2. 
 
Since Projects A, B and D included low modularisation, it was expected that those 
projects would have included high informal clan control. This is due to the fact that 
the lack of modularisation creates the need for high informal clan control. For 
example, when a project includes less modularisation, team members’ tasks will be 
interdependent. As a result, it will be necessary for the team members to collaborate 
with each other. As expected, Projects B and D consisted of high informal clan 
control, thereby supporting Proposition 2. In contrast, Project A consisted of low 
informal clan control. Lack of informal clan control was caused in Project A as a 
result of issues such as time pressure. Therefore, Proposition 2 was challenged in 
Project A. 
 
In conclusion, while the findings on Projects B, D and G supported Proposition 2, the 





4.2.3 Proposition 3: A high level of requirement modularisation leads to a low 
level of volatile tasks. 
 
In order to identify whether or not a higher level of modularisation leads to a lower 
level of volatile tasks, it was necessary to identify the level of modularisation and the 
level of volatile tasks of the team members in each project. Following on from the 
previous explanation about the level of modularisation in each project (Section 4.1), 
this section explains how the level of volatile tasks of the team members was derived 
in each project.  
 
When a project consisted of at least one of the following characteristics, the project 
was categorised as high in volatile tasks:  
1. Team members received unplanned, unscheduled or uncertain tasks 
2. Team members were required to frequently update tasks which they had 
already completed 
3. There were changes or disturbances to the planned tasks of the team members 
4. Team members utilised their personal time to complete the tasks. 
 
When a project consisted of at least one of the following characteristics, the project 
was categorised as low in volatile tasks:  
5. Team members received planned, scheduled or certain tasks 
6. Team members were not required to frequently update the tasks that they had 
already completed 
7. There were no changes or disturbances to the planned tasks of the team 
members 






4.2.3.1 Within-Case Analysis 
This section includes the within-case analysis results of each project.   
 
Project A  
 
In Project A, when the software engineers identified the ISD limitations, the business 
analysts had to revise the BRSs regularly. This caused changes at the software 
engineering level as several software engineers had to amend the software code. 
Respondent 02 reported that it was difficult to accommodate changes to the software 
code regularly: 
 
They [software engineers] have to change certain things, because 
the document [BRS] is changing, it is changing continuously. It is 
very frequently changing. So, the developer [software engineers] 
can’t always accommodate the changes kind of. […] It is not easy. 
It is not the proper practice.  
 
The interview data indicated that it was not only necessary to identify the team 
members from a particular module but also it is necessary to identify the team 
members from interdependent modules. When updating a particular module, the 
impact should be identified and the team members from the interdependent modules 
should be informed as soon as possible. Otherwise, those team members will not be 
able to complete their tasks as per the plan. Following comment made by Respondent 
01 from Project A indicated the volatile nature of the activities; as Respondent 01 
explained, although the team members had planned the tasks to be performed every 
day, the team members received several unplanned tasks to complete: 
 
Because the team was very small, […] there [were] always 
[unplanned] work more than the planed work. That is why the 
people [were] more stressed. Since the deadlines are fixed. […] 
So how much unplanned work [we had], we also had to finish 




Respondent 01 continued:  
 
Always I had a list of tasks I should do immediately […]. During 
those tasks also there [were] unplanned tasks as I said. We had to 
manage those tasks too.  
 
Team members’ quality of work may be decreased as a result of stressful and volatile 
nature of the tasks. As per respondent 01:  
 
It is always like we work with large number of unfinished tasks. If 
I work on one task today, I had ten other tasks which I had to 
finish today. It is […] stressful and you just want to finish work 




In Project B, software engineers conducted several parallel tasks within a day. For 
example within a single day, a software engineer may complete 20% of a particular 
task and on the next day the software engineer may get another task to complete. 
This highlights that team member’ tasks were volatile. Respondent 05 from Project 
B stated:  
 
If we have say 5 tasks within the day, we parallelly do something 
for the all the five tasks. Sometime it is depends. This day for one 
task we spend 20 percent and next day planning to do something 
else. 
 
Project B was not always executed according to the project plan. Although Project B 
experienced unplanned events, it was successful as a result of the high team spirit 
among the team members. Respondent 05 from Project B stated: 
 
Actually, that was the main reason why this project went live. 
Because, everything didn’t happen in the proper, official, standard 




But, people had the team spirit, that is why the project plan went 
live.  
 
Respondent 05 continued:  
 
Everyone work as a team. So, there were lot of exceptions in the 
way we [worked than what is mentioned] in the project plan. But 




The team members of Project C helped each other in difficult situations. In 
particular, when one team member had to work on a specific task, other team 
members took the responsibility for completing the other tasks assigned to that 
person. Respondent 07 from Project C reported: 
 
If they [team members] figured out the tasks that only one person 
can do, that person actually does it. If he has other work as well, 
then other team members will take other work out from him.  
 
Since some team members of Project C were assigned to multiple projects, they had 
to shift from one project to another frequently. Therefore, team members had to deal 
with volatile tasks. Project managers kept a buffer in the timelines to ensure that 
team members can achieve the expected targets on time. Respondent 08 from Project 
C mentioned:  
 
Currently we work on this project [today] and tomorrow another 




When there was a delay in completing a planned delivery, team members assigned to 
the particular delivery was released from other assigned tasks in order to provide 




If there a problem with the time […] in the delivery […] we 
normally try to […] manage the other stuff which [was] allocated 
for that given the guy, who is handling the [particular delivery]. 
[We release him] from other tasks and give the priority on that 
particular delayed release [delivery]. 
 
When there were urgent and critical issues with the project, team members of project 
D had to work extra hours. Respondent 11 from Project D explained:  
 
If it’s so critical, client will be very urgent with the requirement 
and sometimes we may have to sacrifice some of the late hours as 
well.  
 
As several respondents highlighted, dealing with the modularisation changes was 
easier at the initial stages of the ISD. According to Respondent 11 from Project D, 
when the software engineers commenced software coding, it became much more 
difficult to handle the requirement changes: 
 
That means kind of business requirement change. It is easy to […] 
manage if it [came] at the very first level, earlier [at the] initial 
stage of this CR [change request]. Then, we can directly 
communicate with the client and agree on that. 
 
Since Project D lacked modularisation, the team members faced difficulties when 
conducting the software testing. Respondent 10 from Project D stated:  
 
If we are writing the specification [BRS], we have to analyse the 
impact areas. Those areas were not clearly analysed. It is a 
problem in testing level, because when we are going to test, we 









When updating a requirement in a particular module, the team members had to check 
the backward compatibility. For example, updating a requirement may impact on 
other related modules. In situations where the update created compatibility issues, the 
business analysts identified alternative methods to accommodate the requirement. 
Respondent 15 from Project E explained:  
 
Including the field may have an impact on the backward 
compatibility. [Then], we do it in another way; use existing fees, 
add some values, change values, something like that.  
 
In Project E, 20% – 30% buffer was included in project time line to deal with 
unplanned issues. Most of the time team members were able to manage their tasks 
within the allowed time frame or within the buffer time period. Therefore, including a 
buffer to timeline minimized issues in Project E. Respondent 13 from Project E 
mentioned:    
 
We don’t get such difficulty. When we give the estimated time, we 
add normally 20- 30 percent buffer for testing. If something goes 
wrong, for that kind of thing we add the buffer. Normally [it is a] 





Respondent 16 from Project F highlighted that, when team members were unable to 
complete work before the deadlines, the project managers assigned extra resources in 
order to minimise the team members’ workload. When necessary, team members 
utilised their personal time to complete the work on time: 
 
In many cases, we [project managers] were able to allocate extra 
resources, but in the few cases, [which had] last minute time 
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overruns, […] they [team members] managed to absorb [it] in to 
their personal time.  
 
According to respondent 16 from Project F, dealing with modularisation changes was 
easier at the initial stages of ISD.  
 
They [software engineers] have to be flexible when it [the change] 




Since Project G consisted of high modularisation, the software engineers were able to 
complete their tasks as scheduled. Respondent 19 from Project G stated:  
 
Only few changes we [software engineers] have to go and ask 
[from the business analysts], can we can do this change? Because, 
in the client [requirement gathering phase] already they [business 
analysts] have done that.  
 
Since the development leads reviewed the BRSs, software engineers were not 
required to request for requirement updates. Respondent 19 from project G 
mentioned:  
 
Unlike in other projects, the development leads reviewed the 
requirement and they gave some insight, whether it is possible. 
Based on the knowledge they [tech leads] had, they gave some 
inputs and when it came to our [software engineers’] level it was 
up to some level of acceptance. We didn’t have to go and change 
requirement and so on. Because, they [tech leads] were involved 










There were some situations where the team were unable to complete their tasks 
before the deadline. Those situations were managed with the help of other team 
members. This was a disturbance to team members’ planned tasks. Respondent 13 
from project H mentioned:  
 
Normally everybody […] knew about each other strengths and 
weaknesses as well. Therefore, we don’t have much problem to 
work late night or weekends or problems don’t occur. Somebody 
fails to do [a]certain delivery or something; we [were able to] 
manage [it using] the available team members. 
 
In Project H, the software engineers faced several disturbances to their planned 
activities. Respondent 22 from Project H stated:  
 
We have unscheduled work. So, when we are implementing it [the 
project] we have lots of disturbances.  
 
4.2.3.2 Cross-Case Analysis 
According to the cross-case analysis results, while the findings on Projects A, B, D, 
E and G supported Proposition 3, the findings on Projects C, F and H challenged the 
proposition. Table 18 includes the characteristics which were used to identify the 
level of volatile tasks in each project. The respective characteristics numbers are 
included in the cross case analysis table (i.e. table 19) within square brackets. 
Table 18: Project characteristics: Volatile tasks 
Volatile tasks - High  
1 Team members received unplanned, unscheduled or uncertain tasks 
2 Team members were required to frequently update tasks which they had 
already completed 
3 There were changes or disturbances to the planned tasks of the team 
members 
4 Team members utilised their personal time to complete the tasks. 
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Volatile tasks - Low 
5 Team members received planned, scheduled or certain tasks 
6 Team members were not required to frequently update the tasks that they 
had already completed 
7 There were no changes or disturbances to the planned tasks of the team 
members 
8 Team members did not utilise their personal time to complete the tasks. 
 
Table 19 presents a summary of the cross-case analysis. In addition to the 
discussion included under the propositions development (section 2.6), table 19 





Table 19: Cross-case analysis of P3 
Project Discussion Sample Quotation 
Level of modularisation: High 
C The team members in Project C supported each other in difficult 
situations. When one team member had to work on a critical 
issue, other team members took responsibility for completing 
the tasks assigned to that particular team member. This indicated 
the volatile nature of the team members’ tasks. [1] 
If they [team members] figured out the tasks that only one 
person can do, that person actually does it. If he has other work 
as well, then other team members will take other work out from 
him. (Respondent 07) [1] 
 
Since some team members were assigned to multiple projects, 
they had to shift from one project to another frequently. 
Therefore, team members’ tasks were volatile. [3] 
Currently we work on this project [today] and tomorrow 
another one […] Usually PM [project manager] keeps a buffer. 
(Respondent 08) [3] 
Level of modularisation: High [as discussed in Section 4.1] 
Level of volatile tasks: High 
Proposition: Challenged  
E When updating a requirement, team members checked the 
backward compatibility (e.g. an update of a requirement in a 
particular module may impact interdependent modules). In 
situations where the update created compatibility issues, the 
business analysts identified alternative methods to accommodate 
the requirement. This indicated that an update in a particular 
module had fewer impacts on interdependent modules. [6] 
Including the field may have an impact on the backward 
compatibility. [Then], we do it in another way; use existing fees, 
add some values, change values, something like that. 




Project Discussion Sample Quotation 
In project E, 20% – 30% buffer was included in project time line 
to deal with unplanned issues. Most of the time, team members 
were able to manage their tasks within the allowed time frame 
or within the buffer time period. [7] 
We don’t get such difficulty. When we give the estimated time, 
we add normally 20- 30 percent buffer for testing. If something 
goes wrong, for that kind of thing we add the buffer. Normally 
[it is a] problem […] stopper. (Respondent 13) [7] 
Level of modularisation: High [as discussed in Section 4.1] 
Level of volatile tasks: Low 
Proposition: Supported 
F When the team members were unable to complete the assigned 
tasks before the deadlines, the project managers assigned extra 
resources in order to minimise the team members’ workload. 
When necessary, team members utilised their personal time to 
complete the tasks before the deadline.[4] 
In many cases, we [project managers] were able to allocate 
extra resources, but in the few cases, [which had] last minute 
time overruns, […] they [team members] managed to absorb 
[it] in to their personal time. (Respondent 16) [4] 
 
Level of modularisation: High [as discussed in Section 4.1] 
Level of volatile tasks: High 




Project Discussion Sample Quotation 
G Since the project was properly modularised, the BRSs were 
stable. Therefore, the software engineers were able to complete 
their tasks as planned. [7] 
 
Only few changes we [software engineers] have to go and ask 
[from the business analysts], can we can do this change? 
Because, in the client [requirement gathering phase] already 
they [business analysts] have done that. (Respondent 19) [7] 
 
Unlike in other projects, the development leads reviewed the 
requirement and they gave some insight, whether it is possible. 
Based on the knowledge they [tech leads] had, they gave some 
inputs and when it came to our [software engineers’] level it 
was up to some level of acceptance. We didn’t have to go and 
change requirement and so on. Because, they [tech leads] were 
involved in the initial stages. (Respondent 19) [7] 
Level of modularisation: High [as discussed in Section 4.1] 
Level of volatile tasks: Low 
Proposition: Supported 
H The software engineers faced several disturbances to their 
planned activities. [3] 
We have unscheduled work. So, when we are implementing it 
[the project] we have lots of disturbances. (Respondent 22) [3] 
 There were some situations where the individual members of the 
team were unable to complete their tasks before the deadline. 
Those situations were managed with the help of other team 
members. This created disturbances to team members’ tasks. 
[3] 
Normally everybody […] knew about each other strengths and 
weaknesses as well. Therefore, we don’t have much problem to 
work late night or weekends or problems don’t occur. Somebody 
fails to do [a]certain delivery or something; we [were able to] 
manage [it using] the available team members. (Respondent 
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 13) [3] 
Level of modularisation: High [as discussed in Section 4.1] 
Level of volatile tasks: High 
Proposition: Challenged  
Level of modularisation: Low 
A When the software engineers identified module 
interdependencies, the business analysts had to remove some of 
the initially agreed-upon functionalities from the BRSs. Thus, the 
project’s BRSs were frequently updated. This caused significant 
changes at the software engineering level as the software 
engineers had to amend the software code frequently. [2] 
They [software engineers] have to change certain things, 
because the document [BRS] is changing, it is changing 
continuously. It is very frequently changing. So the developer 
[software engineers] can’t always accommodate the changes 
kind of. […] It is not easy. It is not the proper practice. 
(Respondent 02) [2] 
 The business analysts received several unplanned tasks to 
complete. [1] 
 
Because the team was very small, […] there [were] always 
[unplanned] work more than the planed work. That is why the 
people [were] more stressed. Since the deadlines are fixed. […] 
So, how much unplanned work [we had], we also had to finish 
planned work within the timeline. (Respondent 01) [1] 
 
Always I had a list of tasks I should do immediately […]. During 
those tasks also there [were] unplanned task as I said. We had 
to manage those tasks [too]. (Respondent 01) [1] 
 




Project Discussion Sample Quotation 
If I work on one task today, I had ten other tasks which I had to 
finish today. It is […] stressful and you just want to finish work 
without considering the quality of it. (Respondent 01) [1] 
Level of modularisation: Low [as discussed in Section 4.1] 
Level of volatile tasks: High 
Proposition: Supported 
B Team members’ tasks were volatile due to unplanned situations in 
the project. [1] 
Everyone work as a team. So, there were lot of exceptions in the 
way we [worked than what is mentioned] in the project plan. 
But if that [team spirit] was not there, I don’t think we can go 
live. (Respondent 05) [1] 
 
Actually, that was the main reason why this project went live. 
Because, everything didn’t happen in the proper, official, 
standard or expected way. We are just [dealing with] change all 
the time. But, people had the team spirit that is why the project 
plan went live. (Respondent 05) [1] 
Software engineers conducted several parallel tasks within a 
day. [1,3] 
If we have say 5 tasks within the day, we parallelly do 
something for the all the five tasks. Sometime it is depends. This 
day for one task we spend 20 percent and next day planning to 
do something else. (Respondent 05) [1,3] 
 
Level of modularisation: Low [as discussed in Section 4.1] 
Level of volatile tasks: High 
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Proposition: Supported  
D Team members highlighted that dealing with the client 
requirement changes is easier at the initial stages of ISD rather 
than in the later stages. This is due to the fact that team members 
have to update the software code when the requirement changes 
are informed later in the ISD lifecycle. [2] 
That means kind of business requirement change. It is easy to 
[…] manage if it [came] at the very first level, earlier [at the] 
initial stage of this CR [change request]. Then, we can directly 
communicate with the client and agree on that. (Respondent 11) 
[2] 
 Since the project was not properly modularised, team members 
faced difficulties in testing. The team members were unable to 
conduct the software testing in a structured manner.[3] 
If we are writing the specification [BRS] we have to analyse the 
impact areas. Those areas were not clearly analysed. It is a 
problem in testing level because when we are going to test, we 
are jumping to the work right. So, then we are facing some 
more issues. Because we are not thinking in the specification 
level how we analyse the functional areas.(Respondent 10) [3] 
When a planned delivery was delayed, team members assigned to 
the particular delivery was released from other assigned tasks in 
order to provide them the ability to focus on the delayed delivery. 
[1,3] 
 
If there a problem with the time […] in the delivery […] we 
normally try to […] manage the other stuff which [was] 
allocated for that given the guy, who is handling the [particular 
delivery]. [We release him] from other tasks and give the 
priority on that particular delayed release [delivery]. 
(Respondent 11) [1,3] 
When there were urgent and critical issues in the project, team 
members had to work extra hours. [1] 
 
If it’s so critical, client will be very urgent with the requirement 
and sometimes we may have to sacrifice some of the late hours 
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Level of modularisation: Low [as discussed in Section 4.1] 





The purpose of the cross-case analysis was to compare and contrast the cases in 
terms of Proposition 3: A high level of requirement modularisation leads to a low 
level of volatile tasks. 
 
Since Projects C, E, F, G and H consisted of high modularisation, it was expected 
that those projects would consist of a lower level of volatile tasks. Although Project 
E and Project G consisted of a lower level of volatile tasks, Projects C, F and H 
consisted of a higher level of volatile tasks. When updating a requirement, the 
Project E team members checked whether or not the updates caused changes to 
related modules. In situations where the updates had the potential to cause changes to 
related modules, the team members identified alternative methods to accommodate 
the new requirement. Since the technical leads were involved in the modularisation 
process in Project G, the BRS of the project was stable. As a result, the team 
members were able to complete the tasks as planned. Thus, the findings on Projects 
E and G supported Proposition 3. Unmet deadlines created volatile tasks in Projects 
C, F and H. Furthermore, assigning team members to multiple projects created 
volatile tasks in project C. Therefore, the findings on Projects C, F and H challenged 
Proposition 3. 
 
Since Projects A, B and D included low modularisation, it was expected that those 
projects would have included a higher level of volatile tasks. As expected, Projects 
A, B and D consisted of a higher level of volatile tasks, thereby supporting 
Proposition 3. Since the module interdependencies were not properly identified, the 
team members of Projects A, B and D were unable to complete the tasks in a 
structured manner. Therefore, Proposition 3 was supported by the findings on 
Projects A, B and D.  
 
In conclusion, while the findings on Projects A, B, D, E and G supported Proposition 






4.3 VOLATILE CLIENT REQUIREMENTS  
 
Exploration of the BRSs indicated high client involvement in ISD-outsourcing 
projects. For example trade processing BRS of project A was revised several times 
based on client requests. See table 20 for the revision history of trade processing 
BRS, which highlight the client involvement in project A.  
Table 20: Example revision history of trade processing BRS of project A 
Date Version Description 
Oct 15, 2010 1.00 Initial draft. 
Jan 21, 2011 1.01 Updated with X
14
 comments (Entire document 
updated. Therefore individual spec points
15
 which 








1.03 Updated spec with feedback received during the BRS 
finalization call. 
May 12, 2011 1.04 Updated the spec with feedback received from X. 
May 31, 2011 1.05 Updated the spec with the feedback received form the 
X during spec finalization calls. 
 
As mentioned in the revision history, the initial draft of trade processing BRS was 
written on 15
th
 of October 2010. Since the entire BRS was updated on 21
st
 January 
2011 based on client feedback, the updated spec points were not mentioned in the 
revision history. On 10
th
 March 2011, the client requested to: 1) store a list of 
international security codes in ISD solution; and 2) leave special file upload option to 
the user. Therefore, vendor company had to include those functionalities in the ISD 
solution. On 20
th
 April and 12
th
 May 2011, BRS was again updated as per the client 
feedback. On 31
st
 May 2011, client requested several updates to BRS including: 1) 
update the options to print the contracts and 2) display the exchange generated client 
code for each trade. Although client requested several new functionalities, vendor 
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company refused to update the trade processing BRS. Those new functionalities were 
provided as change requests
16
.  
4.4 IDENTIFICATION OF FLUCTUATIONS IN BRS 
 
The results of interview data analysis indicated that the occurrence of an error in the 
modularisation at the initial stages of an ISD project originated several updates in 
BRSs at the later stages of the project. For example, due to inappropriate 
modularisation, some of the initially agreed-upon requirements of Project A were 
removed later in the ISD lifecycle. Respondent 01 from Project A stated:  
 
This requirement cannot be implemented without that 
[requirement], because it is clashed with other requirement… So, 
a big requirement was removed. 
 
Since the BRSs were updated after removing the functionalities, the software 
engineers had to amend the software code accordingly. Respondent 02 from Project 
A stated:  
 
They [software engineers] have to change certain things, because 
the document [BRS] is changing, it is changing continuously. It is 
very frequently changing. So the developer [software engineers] 
can’t always accommodate the changes kind of. […] It is not 
easy. It is not the proper practice.  
 
In the initial stages of a project, business analysts are required to conduct the 
modularisation appropriately by identifying the interdependencies between the 
software requirements. The BRSs should include sufficient information about the 
module interdependencies. In situations where the business analysts identify the 
module interdependencies later in the ISD lifecycle, it may be necessary to update 
the existing requirements or include new requirements in the modules. Subsequently, 
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the software engineers have to update the software code. As the software engineers 
in the Company A case study highlighted, it was difficult to update the software code 
later in the ISD lifecycle. Respondent 13 from Project E stated:  
 
If they [software engineers] start the coding, it is very hard to 
include something that they [business analysts] didn’t tell us 
[software engineers] in the early stages, and then, it won’t be 
possible. 
 
It is more convenient for software engineers when a modularisation error is identified 
at the initial stages of the ISD lifecycle. Respondent 11 from Project D stated:  
 
That means kind of business requirement change. It is easy to […] 
manage if it [came] at the very first level, earlier [at the] initial 
stage of this CR [change request].  
 
Similarly, Respondent 16 from Project F stated: 
 
They [software engineers] have to be flexible when it [the 
change] is highlighted very early in the project. 
 
Since the Project D was not properly modularised, team members had difficulties in 
testing. The team members were unable to conduct the software testing in a 
structured manner. Respondent 10 from Project D stated:  
 
If we are writing the specification [BRS] we have to analyse the 
impact areas. Those areas were not clearly analysed. It is a 
problem in testing level because when we are going to test, we are 








Use of BRSs to identify the fluctuations in BRSs 
 
As specified in the revision history of fund processing BRS, on 5
th
 December 2011, 
the accounting structure of project A had to be removed as the accounting structure 
could not be implemented without implementing another interdependent module. 
Table 21 provides a sample of fund processing BRS revision history.  
Table 21: Revision history of fund processing BRS of project A 





1.03_4 Account Creation 
[Amended] ‘Account Structure’ as ‘Account Creation’ 
[Removed] Separate account structures are maintained for 
Cash and Delivery accounts. 
[Added] XXXXXXXXXXX  
17
 
[Removed] Account category since the system will 
maintain two categories for cash and delivery separately. 
[Added] XXXXXXXXXXX  
[Added] XXXXXXXXXXX  
[Removed] XXXXXXXXXXX  
[Added] Reference number 
[Removed] Reference number in a ledger account. 
[Added] XXXXXXXXXXX  
[Added] XXXXXXXXXXX  
[Amended] XXXXXXXXXXX  
[Added] XXXXXXXXXXX  
[Removed] Each entity created in the system will have an 
accounting structure attached to it.  
[Removed] XXXXXXXXXXX  
[Removed] The accounting structure will dictate the 
accounts created by the system for each instance 
[Added] XXXXXXXXXXX  
[Removed] XXXXXXXXXXX  
[Removed] The levels in the accounting structure since 
accounting structures will not be maintained in the system. 
[Removed] Example for maintaining accounts at multiple 
levels 
[Removed] A default accounting structure will be 
configured for each entity in the system.  




                                                 
 
17




As a result of removing the accounting structure, business analysts had to add / delete 
116 spec points
18
, amend 73 points and clarify 29 points of fund processing BRS. 
Removing accounting structure created the need of more updates to fund processing 
BRS towards the end of life cycle. For example, on 13
th
 August 2012, fund 
processing BRS was updated by: 1) adding or deleting 85 spec points; 2) amending 
33 spec points; and 3) clarifying 31 spec points. See table 22 for the number of 
updates in fund processing BRS. 
 
Table 22: Number of updates in fund processing BRS 
Fund processing 
Date Number of spec point updates based on the criticality level  
 Added / Deleted* Amended** Clarified*** 
7/06/2011 6 8 0 
14/06/2011 1 6 2 
22/06/2011 19 20 8 
5/12/2011 116 73 29 
26/02/2012 7 3 1 
3/03/2012 21 15 0 
31/05/2012 26 14 0 
13/08/2012 85 33 31 
27/02/2013 20 6 0 
Added / Deleted* -a spec point was added or deleted from BRS.  
Amended** - a spec point was amended.  
Clarified*** - a spec point was clarified including clarification information.  
 
Since trade processing BRS had interdependencies with fund processing BRS, it was 
required to update the trade processing BRS as well. As a result of fund processing 
BRS updates, 92 trade processing spec points were added, 35 amended and 26 
clarified on 02
nd
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Table 23: Number of updates in trade processing BRS 
Trade processing 
Date Number of spec point updates based on the criticality level 
 Added / Deleted Amended Clarified 
20/09/2011 38 10 0 
31/10/2011 19 5 3 
2/02/2012 92 35 26 
2/03/2012 2 14 0 
25/06/2012 13 15 0 
25/07/2012 37 37 0 
 
Figure 12 and figure 13 highlight the number of updates in fund processing and trade 








Figure 12: Fluctuations in fund processing BRS 








From the results, it can be inferred that an error in modularisation cause changes in 
BRSs towards the later stages of the project lifecycle. For example, the accounting 
structure of fund processing BRS of project A could not be implemented as a result 
of interdependencies with other modules. Therefore, consultants had to remove the 
accounting structure functionality from fund processing BRS during the project life 
cycle. Removing accounting structure originated massive changes in fund processing 
BRS (see figure 12, on 5
th
 December 2011). Although the changes to fund processing 
BRS originated the need of other BRS updates (i.e. updates on 13
th
 August 2012), the 
required number of changes were minimized towards the end of project life cycle. 
For example, the number of updates conducted on 13
th
 August 2012 was less than the 
number of updates conducted on 5
th
 December 2011. Since trade processing BRS 
had interdependencies with fund processing BRS, consultants had to update trade 
processing BRS as well (see figure 13).  
 
4.5 SUMMARY OF RESEARCH FINDINGS 
 
This study was motivated by the need to improve the understanding of how 
modularisation impacts ISD-outsourcing project controls. The results of the study 
indicate that when projects consist of high modularisation, the level of formal control 
increases. Projects E, F and G consisted of high modularisation – whereby the 
modules of the projects included few interdependencies – and the formal control was 
high in those projects. Although Projects C and H consisted of high modularisation, 
there were some other factors such as project practices and volatile client 
requirements which caused less formal control in those two projects. The failure to 
identify module interdependencies in Projects A, B and D minimised the teams’ 
ability to prepare highly specific BRSs which would have included sufficient 
information about the module interdependencies of the projects. This indicated that 
low modularisation in Projects A, B and D led to low formal control.  
 
Since the technical leads were involved in the modularisation process, it was not 
necessary for the software engineers in Project G to have much collaboration with 
the business analysts. This highlights that the high modularisation minimises the 
informal clan control. Although Projects C, E, F and H consisted of high 
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modularisation, collaborations between the team members were required to get 
clarifications about the client requirements and the module interdependencies. Thus, 
even the highly modularised projects required informal clan control to ensure that the 
team members understood the client requirements. Since Projects A, B and D lacked 
modularisation, high informal clan control was expected in those projects. As 
expected, Projects B and D consisted of high informal clan control, whereby the team 
members were required to collaborate with each other quite often. In contrast, Project 
A consisted of low informal clan control as a result of issues such as time pressure. 
 
The findings indicate that modularity may minimise the volatile tasks in ISD 
projects. Since Projects C, E, F, G and H consisted of high modularisation, it was 
expected that those projects would consist of a lower level of volatile tasks. As 
expected, Projects E and G consisted of a lower level of volatile tasks, whereby the 
team members were able to complete their tasks in a structured manner. Although 
Projects C, F and H consisted of high modularisation, unmet deadlines created 
volatile tasks in those projects. Since the module interdependencies were not 
properly identified, the team members of Projects A, B and D were unable to 
complete the tasks in a structured manner. This indicated that the low modularisation 
increased the volatile tasks in those projects.  
 
An exploration of the BRSs of the case projects indicated that the BRSs shared the 
modules. For example, when the fund management module was relevant to the trade 
processing module and user management module, the functionalities related to the 
fund management module were included in both the trade processing BRS and the 
user management BRS (see Figure 14). This parallels the “component sharing 
modularity” suggested by Pine (1993). According to Pine (1993, p. 200), in 
component sharing modularity, “the same component is used across multiple 
products”. Similarly, in the ISD projects investigated in this study, the same 
component was shared across multiple BRSs. Therefore, a change in the 
requirements in one BRS created several changes in other BRSs. Subsequently, 





Sample BRSs from project A  
 
As discussed earlier, trade processing BRS included non-custodial buy trade and 
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 It was required to blackout the sensitive information to maintain the confidentiality. 
Trade Processing Account Postings:  
Upon initiation of the trade processing process, accounting entries will be posted 
to the relevant accounts.  
Processing of a buy trade for a non-custodial trade will result in following  
accounting entries.  
 
DR XXXXXXXXXXX  XXXXXXXX  
CR XXXXXXXXXXX   XXXXXXXX 
CR XXXXXXXXXXX   XXXXXXXX 
CR XXXXXXXXXXX   XXXXXXXX 
 
Processing of a buy or sell custodial trade will result in the following accounting 
entries:  
 
DR XXXXXXXXXXX  XXXXXXXX  
CR XXXXXXXXXXX   XXXXXXXX 
CR XXXXXXXXXXX   XXXXXXXX 










Figure 14: Component sharing modularity example 
Figure 15: Account postings in trade processing BRS 
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Fund Processing BRS  
 
Although some trade processing account postings (custodial and non-custodial) were 
mentioned in the trade processing BRS, other trade processing related account 
postings were mentioned in the fund processing BRS. See figure 16 for account 














On the basis of the study’s findings, it is suggested that the sectional modularity can 
be used to minimise the fluctuations in BRSs. According to Pine (1993, p. 208), 
sectional modularity provides “the greatest degree of variety and customization... [it] 
allows the configuration of any number of different types of components in arbitrary 
ways – as long as each component is connected to another at standard interfaces”. In 
the ISD project context, it is recommended that the BRSs should be documented 
following the sectional modularity, with each module covered by a separate BRS. 
When a particular module has to be shared with other modules, the BRSs of other 
modules should include only the inputs and outputs of the particular module. All the 
information related to the particular module should only be included in the BRS of 
that module (see Figure 17). When BRSs are documented following the sectional 
modularity, a change to one BRS has less impact on the other modules. Thus, 




Upon initiation of the trade processing process, accounting entries will be  
posted to the relevant accounts
1
.  
Processing of a buy trade will result in the creation of the following  
accounting entries.  
 
DR XXXXXXXXXXX  XXXXXXXX  
CR XXXXXXXXXXX   XXXXXXXX 
CR XXXXXXXXXXX   XXXXXXXX 









Adding a longitudinal dimension to control in ISD projects, Kirsch (1997) explains 
the process of constructing a control portfolio. According to Kirsch (1997), ISD 
projects initially utilise pre-existing formal controls. According to the emerging 
operational situations, informal controls are added to the pre-existing formal 
controls. Moreover, Choudhury and Sabherwal (2003) discuss the evolution of 
control in ISD projects. According to Choudhury and Sabherwal (2003), projects 
with tight initial controls (i.e. detailed BRSs and timelines) have fewer issues 
towards the end of the project.  
 
Although prior research (Choudhury & Sabherwal, 2003; Kirsch, 1997) discusses the 
control changes over the project lifecycle, it appears that no study explains the BRS 
fluctuations in the context of ISD project control. Modularisation errors at the initial 
stages of the projects created significant changes to BRSs towards the end. 
Correcting errors at the final stages can be complex and problematic. Rather than 
utilising component sharing modularity, the use of sectional modularity may 
minimise the BRS fluctuations in ISD projects. When the projects include the 
component sharing modularity, project managers should implement appropriate 
controls to minimise the BRS fluctuations.  
4.6 CHAPTER SUMMARY 
 
This chapter commenced with a discussion of how the level of modularisation was 
established in each project in Company A. Then, it discussed the results of the 
proposition testing including the within-case and cross-case analysis results. This 
was followed by the discussion of the other findings in the research including the 
BRS fluctuations. Finally, the discussion section summarised the analysis results and 
provided recommendations for effective modularisation in ISD-outsourcing projects.    
Figure 17: Sectional modularity example 
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Chapter 5: Conclusions 
This study aimed to contribute to the body of literature and provide valuable insights 
to practitioners on modularisation and ISD-outsourcing project control. The entire 
research was guided by the research question: “How does modularisation impact on 
ISD-outsourcing project control?” This chapter discusses the study’s contributions 
and limitations and provides suggestions for future research.   
 
First, the chapter revisits the research question and discusses how the question was 
addressed through the research (Section 5.1). This is followed by a discussion of the 
implications for research (Section 5.2) and for practice (Section 5.3). The limitations 
of the study are discussed (Section 5.4). This chapter concludes by making 
suggestions for possible directions in future research (Section 5.5). This chapter is 










5.1 THE RESEARCH QUESTION REVISITED 
 
This research attempted to address the question of how requirement 
modularisation impacts ISD-outsourcing project control. As discussed in Chapter 
2, the literature rarely discusses the linkages between modularisation and control. 
Therefore, to address this gap, the study explored this uncovered, yet essential 
perspective of how modularisation impacts control.  




It was necessary to identify an appropriate theoretical lens to investigate the research 
question. As discussed in the literature review (Chapter 2), control theory was 
selected as the most appropriate theoretical lens. As mentioned in relation to the 
methodology and research design (Chapter 3), the case study methodology was 
selected for this research. It was necessary to identify the theoretical propositions 
from the existing body of knowledge. In order to answer the research question, three 
propositions were derived using the literature on control theory and modularisation 
(see Chapter 2, Section 2.6 for details on the proposition development). Three 
propositions were formulated:  
 
P1: A high level of requirement modularisation assists with a high level of 
formal controls. 
 
P2: A high level of requirement modularisation leads to a low level of informal 
clan controls between the teams assigned to different modules. 
 
P3: A high level of requirement modularisation leads to a low level of volatile 
tasks. 
 
The propositions were carefully examined using the data collected from eight ISD-
outsourcing projects in the case study organisation, Company A. The methodology 
and research design chapter (Chapter 3) discussed the data collection and analysis 
procedures. All three propositions were challenged. A detailed discussion of the 
results was provided (Chapter 4). By testing the propositions, this research explained 
how modularisation impacts on ISD-outsourcing project control.  
 
The research identified that high modularisation increases the level of formal control 
in ISD projects. Although some projects include high modularisation, there can be 
other factors such as project practices and volatile client requirements which may 
minimise the level of formal control in those projects. Even though modularisation 
minimises the informal clan control in projects, informal clan control may be 
required in order to ensure that the team members understand the project 
requirements. As expected, the projects with low modularisation in the case study 
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organisation had a higher level of informal clan control. There were situations where 
the projects with low modularisation had a lower level of informal clan control; this 
occurred as a result of time pressure. Even though modularisation minimises the 
volatile tasks, unmet deadlines can cause volatile tasks in even the highly 
modularised projects. An error in the modularisation at the initial stages of a project 
lifecycle can cause significant fluctuations in the BRSs later in ISD life cycle. 
Although the changes to BRSs originate the need of other BRS updates, the number 
of changes reduces towards the end of project life cycle. BRS fluctuations may 
depend on the type of modularity. Rather than utilising component sharing 
modularity, use of sectional modularity may minimise BRS fluctuations in ISD-
outsourcing projects. Thus, in order to ensure effective control, project managers 
should select the appropriate type of modularisation for the particular project.  
 
The implications of the study can be categorised as implications for research and 
implications for practice. The next section discusses the implications for research.  
 
5.2 IMPLICATIONS FOR RESEARCH 
 
The ISD-outsourcing literature rarely explores the associations between 
modularisation and control (Tiwana, 2008b). Since the level of modularisation 
impacts the project control, appropriate modularisation has become a critical concern 
in ISD-outsourcing projects (Tiwana, 2008b). According to Tiwana (2008b), 
although modularisation minimises the need for control over the outsourcing process, 
it does not ensure that the project will achieve the expected goals. Thus, the goal of 
this study was to explore how modularisation impacts on ISD-outsourcing project 
control. Control theory was selected as the theoretical lens as it is widely used in the 
ISD-outsourcing domain to explain project control mechanisms. Given the 
importance of understanding the nuances associated with ISD-outsourcing 
modularisation and project control, it is believed that the current study contributes 




5.2.1 Formal Control 
 
Kirsch (2004) points out that the different stages (i.e. requirement analysis and 
software coding) of ISD projects may include task interdependencies, leading to 
changes in control choices. In these cases, formal or informal controls are added to 
manage the interdependencies. According to Ouchi and Maguire (1975), managers 
prefer outcome control when the tasks are interdependent. Although the prior 
research on control theory (Kirsch, 2004; Ouchi & Maguire, 1975) discusses task 
dependencies, a proper explanation of how modularisation increases the formal 
control in modularised ISD projects remains unclear. 
 
According to this study’s findings, higher modularisation leads to higher formal 
controls. In other words, when a project consists of high modularisation, project 
managers tend to use formal control to govern the team members. For example, when 
the team members in the case study projects were assigned to properly modularised 
tasks, each team member was required to take responsibility for completing the tasks 
in a particular module on time. In contrast, when the projects were not properly 
modularised, it was difficult to use formal control to govern the team members. For 
example, in some projects, the team members were unable to implement some 
modules due to interdependencies with other modules. The business analysts had to 
update the BRSs and remove the functionalities which could not be implemented. 
Thus, the use of formal controls was minimised due to low modularisation. Although 
a project includes high modularisation, there can be other factors such as 
organisational policies and volatile client requirements which may minimise the level 
of formal control in the project. The study’s findings indicate that utilising sectional 
modularity instead of component sharing modularity may minimise the task 
dependencies. By minimising the task dependencies, sectional modularity will 
provide project managers the ability to govern projects more effectively.  
5.2.2 Informal Clan Control 
 
Although formal documents such as contracts and BRSs provide a framework for 
governing projects, the utilisation of those documents can create conflicts and 
defensive behaviours (Zheng, Roehrich, & Lewis, 2008). According to Woolthuis, 
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Hillebrand, and Nooteboom (2005), following a highly specific contract in a 
mechanistic fashion can minimise trust between parties. Clan control can be used to 
overcome those problems. Zand (1972) states that trust is required to solve problems 
effectively. According to Adler (2001, p. 219), trust can “dramatically reduce both 
transaction costs—replacing contracts with a handshake—and agency risks”, 
showing that clan control mechanisms which create trust can replace the use of 
formal controls. The utilisation of formal controls can be reduced when team 
members have shared norms which confirm that all team members will perform work 
in a professional manner (Kirsch, Ko, & Haney, 2010; Poppo & Zenger, 2002). 
According to Ouchi (1980), clan control can be increased by promoting common 
beliefs among the team members. Kirsch (1996) and C. E. H. Chua et al. (2012) 
recommend that organisations cultivate common values, beliefs and norms among 
team members in order to increase individuals’ commitment to the team.  
 
Although the control literature discusses clan control, it does not discuss the 
management of multiple clans within a single ISD project. This study’s results 
indicate that ISD projects consist of several team members (e.g. the business analysts 
and software engineers) with different goals and objectives. Those team members are 
assigned to different modules, thereby creating multiple clans within a single project.  
Therefore, implementing clan control in modularised ISD projects is complex and 
difficult. In particular, when the projects are not properly modularised, there can be 
task dependencies between the different teams assigned to different modules. Thus, 
project managers should ensure that clan control is appropriately implemented within 
teams (i.e. team members assigned to a particular module) and between teams (e.g. 
team members assigned to different modules). 
 
As expected, the use of informal clan control in the case organisation’s projects was 
minimised due to high modularisation. For example, in some projects, the team 
members did not require much collaboration due to high modularisation. Even 
though some projects consisted of high modularisation, clan control was required in 




5.2.3 Volatile Tasks 
 
According to Jaworski (1988, p. 31), “no form of control exists in isolation”. Several 
researchers (Choudhury & Sabherwal, 2003; Jaworski, 1988; Kirsch, 1997) discuss 
the portfolio of controls, whereby the controllers use different control modes (i.e. 
outcome, behaviour, clan or self-control mode) in combination. Different control 
modes are required to manage ISD projects according to emerging operational 
situations (Srivastava & Teo, 2012).  
 
According to this study’s observations, even modularised ISD projects include 
volatile tasks. When the case organisation’s projects included high modularisation, 
the level of volatile tasks in the projects was minimised. For example, when a project 
included high modularisation, a change in one BRS had less impact on the other 
BRSs. Thus, the volatile tasks were minimised due to high modularisation. There 
were some situations where the volatile nature of the tasks was increased due to 
unmet deadlines in the projects. For example, when a project member was unable to 
complete the assigned tasks on time, other team members had to provide the required 
support. This created unplanned events in the team members’ schedules, thereby 
leading to volatile tasks.  
 
The volatile nature of tasks may depend on the type of modularity (i.e. component 
sharing modularity and sectional modularity). Therefore, the control mechanisms 
should be decided according to the type of modularity. It was observed that projects 
utilised component sharing modularity in the BRSs. For this reason, when a 
requirement in one BRS was updated, it impacted many other BRSs. Rather than 
utilising component sharing modularity, the use of sectional modularity may 
minimise the interdependencies; thereby minimising the BRS fluctuations in ISD 
projects. Maruping et al. (2009) highlight the importance of control flexibility in 
projects with changing client requirements. Furthermore, the findings of the present 
study highlight that modularised ISD projects should be managed according to the 
emerging situations. Although formal controls can be used to govern tasks, informal 




5.2.4 Control Theory 
 
The study’s findings highlight the inadequacy of the existing control theory to 
explain the required control changes over the lifecycle of an ISD project. Providing a 
theoretical extension to control theory, this study introduces the consideration of the 
BRS fluctuations. The literature discusses the required control changes over the ISD 
project lifecycle. Yet, to date, it appears that no study observes the impact of BRS 
fluctuations on ISD project control. A modularisation error at the initial stages of a 
project can create significant changes to the BRSs later in ISD life cycle. Thus, 
appropriate control mechanisms are required to ensure the project success.   
 
This study’s findings highlight that modularisation impacts control. Thus, the study 
enables future researchers to better understand the nature and complexity of control 
in contemporary ISD-outsourcing projects; specifically, the control of modularised 




Prior research mostly discussed modularisation in terms of: 1) product 
modularisation (Ulrich, 1995); 2) organisational modularisation (Brusoni & 
Prencipe, 2001; Galunic & Eisenhardt, 2001); and 3) knowledge modularisation 
(Arora & Gambardella, 1994; Brusoni & Prencipe, 2001). Pine (1993) explained 
component sharing modularity and sectional modularity concepts in relation to 
product modularisation. This research is among the earliest studies which utilize 
component sharing modularity and sectional modularity concepts to provide 
mechanisms, which minimize BRS fluctuations in ISD-outsourcing projects.   
 
5.3 IMPLICATIONS FOR PRACTICE 
 
In addition to implications for research, this research has the potential to influence 
practice in ISD-outsourcing projects. This research discussed how modularisation 
impacts on ISD-outsourcing project control, which provided insights for practitioners 
for improving the ISD-outsourcing control.  
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The results of the data analysis highlight that modularisation increases the formal 
controls in projects. In other words, when projects consist of high modularisation, 
project managers tend to use formal control to govern the team members. Although a 
project may include high modularisation, informal clan control is required to ensure 
that the team members understand the client requirements accurately. Therefore, 
project managers should have a proper understanding about how modularisation can 
be used to control projects effectively.  
 
As a result of assigning different team members to different modules, outsourcing 
projects consist of multiple clans. Although team members are assigned to different 
modules, there can be dependencies between different modules. Furthermore, there 
can be unanticipated situations in projects such as schedule overruns. For example, 
when a team member in some of the case organisation’s projects was unable to finish 
the work on time, other team members’ help was required. Thus, project managers 
should ensure all teams of projects are working collaboratively as a single team.  
 
Appropriate modularisation in ISD-outsourcing projects minimises the volatility of 
the tasks. Even appropriately modularised projects consist of volatile tasks that occur 
due to unmet deadlines. Thus, project managers should ensure that they continuously 
track the team members’ tasks and take necessary actions as required. For example, 
some project managers in the case projects allocated extra resources when the team 
members were unable to finish the assigned tasks before the deadline. Likewise, 
continuous supervision of the status of the projects and taking necessary actions as 
required will lead to project success.  
 
This research revealed that, when a project includes component sharing modularity, 
the likelihood of volatile tasks increases over the project lifecycle. Thus, ISD 
projects should have proper controls from the initial stages. Moreover, project 
managers should pay more attention to the project controls in the final stages of the 
projects.  
 
This research discussed the appropriateness of sectional modularity for projects. 
Rather than utilising component sharing modularity, sectional modularity enables 
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efficient control in projects. Therefore, when documenting the BRSs, business 




This research consisted of several limitations related to the data collection, internal 
validity, external validity and research bias. This section discusses those limitations 
and explains how the limitations were addressed during the research.  
 
5.4.1 Data Collection Limitations 
 
This research focused on exploring how modularisation impacts on ISD-outsourcing 
project control. The research findings were derived from twenty-three (23) semi-
structured interviews, which were conducted with the employees involved in eight 
projects.  
 
Multiple cases were selected with the intention of allowing: 1) literal replication, and 
2) theoretical replication. Following the guidelines of opportunistic/emergent 
sampling (Patton, 2002), eight projects were selected from the same company. The 
projects were similar in terms of industry sector (ISD-outsourcing projects), type of 
IS developed (stock exchange systems) and project stage (completed). Since the 
projects were selected from the same company, the results may lack generalisability. 
Even though the eight projects were selected from the same company, the projects 
were varied in terms of clients (from different countries), team members (different 
personnel) and outcomes (success/failure). Thus, the study was able to facilitate a 
rich understanding about the phenomenon.  
5.4.2 Validity 
 
Although procedures for internal and external validity were followed, there may be 
issues with the research validity. For example, the collection of data from a single 
company may minimise the validity of the research findings. The selection of 
projects with different clients, team members and outcomes may have minimised the 
issues regarding the validity. Furthermore, problems with internal validity may arise 
when a single researcher analyses case study data. Utilisation of the theoretical lens 
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and the provision of supervisory guidance minimised the validity issues that may 
have arisen due to the data analysis being conducted by a single researcher in this 
study.   
 
5.4.3 Research Bias 
 
Since the data was collected and analysed by the candidate, the results may be 
biased. When conducting the interviews, rather than strictly following the case study 
protocol, the candidate raised probing questions according to the situation. While this 
is accepted in the case study data collection procedures, those probing questions may 
have introduced research bias. In order to minimise the subjectivity of the data 
analysis, the data was analysed using the control theory as the guideline. Although 
the coding was conducted by the candidate, the coding process was guided by the 
principal supervisor.  
5.5 FUTURE WORK 
 
Even though this research offers valuable insights into the impact of modularisation 
on ISD-outsourcing control, further research is warranted to fully understand the 
phenomenon. Four suggestions are made for possible directions in future research. 
 
First, the sample of this research consisted of eight projects selected from a single 
ISD organisation. Since the modularisation techniques in different organisations can 
vary, exploring the impact of modularisation on ISD-outsourcing project control in 
different organisations can provide interesting results. Thus, this research calls for 
the conduct of further studies using multiple organisations in order to enrich the 
insights into the investigated phenomena.  
 
Second, this research observed BRS fluctuations in modularised ISD-outsourcing 
projects. It proposed that the BRS fluctuations depend on the type of the modularity, 
namely, component sharing or cross-sectional modularity. Although the component 
sharing modularity may create BRS fluctuations, it can be minimised by the cross-
sectional modularity. This research did not validate the changes in BRS fluctuations 
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based on the type of modularity. Therefore, future researchers could further explore 
the BRS fluctuations according to the type of modularity.  
 
Third, the focus of this study was to observe the impact of modularisation on ISD-
outsourcing project control. Thus, the research did not explicitly investigate how the 
impact of modularisation on project control may ultimately influence the project 
outcomes. For example, when the control mechanisms are influenced by 
modularisation, this can ultimately result in changes in the project outcomes such as 
project success/failure and project performance. Thus, it would be beneficial for 
future studies to investigate how project outcomes can be influenced by 
modularisation.  
 
Finally, eight completed ISD projects were selected for the data collection in this 
study. As a result, the respondents discussed the modularisation and control of the 
entire projects in a retrospective manner. A longitudinal study on modularised ISD 
project control could yield further insights into the phenomenon being observed. For 
example, BRS fluctuations would be better explained by a longitudinal study. Thus, 
future research may explore the impact of modularisation on ISD-outsourcing 
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The first section of Appendix A explains the ISD process and the role of the team 
members in general. The next section provides detailed descriptions about the eight 
projects that were selected for the data collection.   
 
General description about the ISD process and the team members 
 
ISD projects commence with a contractual agreement between the client and the ISD 
company. ISD projects consist of several stages such as requirement analysis, design, 
development and testing (Boehm, 1988).  
 
 Requirement analysis stage – In this stage, the business analysts identify the 
client requirements by conducting several discussions with the client. Then, 
the requirement modularisation occurs, where the requirements of the final IS 
solution are subdivided into several modules. Subsequently, a single BRS 
was written for each module describing the expected outcomes and behaviors 
of the particular module.  
 
 Design stage – This stage consists of conceptualising and framing the final IS 
solution according to the requirements identified in the requirement analysis 
stage. The software design includes architectural design as well as the 
component and algorithm design. In modularised ISD projects, the design 
stage consists of designing the software modules and identifying the methods 
to integrate the software modules. Several documents such as design 
specifications, interface design specifications and test plans are produced in 
this stage.  
 
 Development stage – The software engineering team conducts the ISD during 
this stage. This stage includes writing, maintaining and integrating the source 
code of the final IS solution. In modularised ISD projects, the software 
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engineers are required to develop the relevant software modules assigned to 
them.  
 
 Testing stage – The primary purpose of this stage is to estimate the quality of 
the IS solution. The software quality assurance team follows a variety of 
testing approaches such as integration testing, load testing and system testing 
to ensure that the software solution: 1) executes the functions accurately, 2) 
executes the functions within the expected time, and 3) meets the client’s 
requirements.  
 
ISD projects consist of a team that is focused on achieving the common goal of 
completing the IS solution: 1) according to the client requirements, 2) within the 
stipulated time, and 3) within the stipulated budget. The team members of ISD 
projects include: 
 
 Business analysts – the main responsibility of the business analysts are to 
write the BRSs which describe the clients’ business requirements. Thus, the 
business analysts work as a conduit between the clients and the other team 
members in the ISD project. The business analyst team consists of business 
analysts, senior business analysts, consultants and senior consultants.   
 
 Software engineers – The responsibilities of the software engineers include 
writing the design specifications and developing the software according to the 
BRSs and design specifications. The software engineer team consists of 
software engineers, senior software engineers, specialist software engineers, 
principal software engineers, technical leads and senior technical leads. 
Software engineers are sometimes referred to as developers.  
 
 Quality assurance engineers – The responsibilities of the software quality 
assurance engineers include writing the test scenarios and test case 
specifications, and conducting the software testing according to the test 
scenarios and test case specifications. The quality assurance engineer team 





 Project managers – The project managers are required to prepare the project 
plans and ensure the project is executed according to the project plans. The 
project manager team consists of project managers, junior project managers, 
associate project managers, senior project managers and project directors.  
 
 Software support engineers – The responsibilities of the software support 
engineers include administration of SQL databases, system monitoring and 
supporting the software engineering team in the ISD process.  
 
Detailed descriptions about the case projects 
 
Project A 
The purpose of this project was to develop a post-trade application, which provides 
clearing and settlement for trades after execution. Some functionalities of the 
developed software application include; 
 Trade processing – facilitated the entire life cycle of trades including trade 
entry, trade amendments, trade splits, trade confirmations, trade rejections, 
and printing of contract notes.  
 User management – the system provided the ability to categorize users and 
assign roles for them. As per the assigned role, the user receives different 
privileges in the system.  
 Fund processing – processed transactions through ledger accounts and 
provided current cash positions to clients and brokering firms.  
 General accounting and journal entries – the transactions related to trade 
processing and general brokering activities were captured under this 
functionality.   
 Stock processing – facilitated processing the stocks when the: 1) clients 
delivered shares to the brokering firm; 2) broker delivered shares to the 
exchange; 3) exchange delivered shares to the broker; and 4) broker 





Key characteristics of the project 
The solution developed in this project was characterised by complex trade processing 




This project had a client from Asian region which provided brokerage services for 
stock exchanges. The client company commenced its operations in 2000s with the 
intension of becoming a leading financial intermediary for providing capital market 
access to investors. The company had a wide range of clients including financial 
institutions, corporates and banks. The brokering products of the company included 
equity, derivative and on-line trading products. The company provided several 
services to its customers: 1) mobile trading applications; 2) mobile alerts; 3) 
interactive charts; and 4) offline and online trading applications. It provided clients 
the real time feeds on trading of asset classes all over the world. Furthermore, it 
provided the ability to track the; 
 World indices – this covered the real time quotes and moments of exchanges 
all over the world.  
 Research reports – provided an understanding of trading behaviors of stocks, 
markets, derivatives and mutual funds.  
 News – provided updates in the world, which have an impact on stocks and 
trading behaviors.   
 Views – provided market expert’s views and internal research team views on 
trading of stocks, currency and commodities.  
Client company dealt with multiple exchanges, which had multiple asset classes such 
as equities, securities lending and borrowing. Each asset class consisted of different 
market types such as: 1) normal markets – markets at which securities are normally 
traded, and 2) auction markets – when the clients were unable to deliver the due 
shares for the clients’ sell trade, the exchange bought the shares of the relevant 







Total number of employees in the project  
 
Designation Number of employees 
20
 
Senior Business Analyst 2 
Consultant  1 
Senior Software Engineer 2 
Specialist Software Engineer 2 
Associate Tech lead  1 
Tech Lead 1 
User Interface Designer (UI Designer) 1 
System Support Engineer 1 
QA Manager 1 
Project Manager 1 
Senior Project Manager  1 
Director Business Operations - Post Trade 1 
Assistant Vice President Software 
Development 
1 
Line of Business Manager - Post Trade 1 
 
Assistant vice president and director business operations governed the project 
operations at a higher level to ensure project achieves expected outcomes within the 
stipulated time. Those two members reported to the line of business manager, who 
was governing several projects within the case organization. Project deliverables, 
work allocations and project tracking were conducted by a senior project manager 
and a project manager. Those two project managers were governing the system 
support engineer, tech lead, user interface designer, consultant and QA managers. 
Tech lead was responsible for ensuring that the software engineering team (senior 
software engineers, specialist software engineers and associate teach lead) perform 
assigned tasks on time to the acceptable quality. Consultant and senior business 
analysts were responsible for client requirement analysis, modularisation and 
documentation. When required, senior project manager and project manager govern 
the entire team including senior software engineers, specialist software engineers and 
                                                 
 
20
 Since some employees were assigned to multiple projects, they were counted multiple times. 
  
 209 
associate teach lead, consultant and senior business analysts. Since the quality 
assurance functions were outsourced to another software development company, one 







Team members of this project were focused on developing a real-time clearing 
system that manages post-trade activities. The system developed in this project was 
enriched with the latest technology and latest concepts to provide successful 
solutions for the limitations of traditional clearing systems. The system captured the 
market trades as well as manually entered trades. Modules of the system included;  
 Trade input and trade details – facilitated trade capturing from various 
sources including markets and trade capture reports. After the system 
                                                 
 
21
 Since the project structure of all the projects were similar, project structure diagram was drawn only 
for project A.  
Figure 19: Sample project structure diagram 
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received trades, trades were converted in to an internal format to maintain 
requirements of trade processing life cycle including clearing, settlement and 
transmission.  
 Positions management – maintained positions of trades in trading 
subaccounts. The positions can be updated by trade transfers conducted by 
administrative users and members. 
 Settlement accounts – maintained and communicated settlement instructions 
to external payment systems. Those instructions were maintained in 
settlement accounts and communicated as per the settlement schedule.  
 Risk management – managed risk metrics based on position information of 
the system. Facilitated position tracking, position detail transmission to 
computation algorithms and maintaining margin values.  
 Corporate actions – facilitated trade amendments, clearing amendments and 
settlement position amendments.  
The key customer benefits include:  
1) Pre-trade risk management – utilising a real-time risk profile with the trading 
system provided pre-trade risk management; thus, the clients can prevent 
failures rather than detect the failures later 
2) Reduced cost – automated operations of the application minimises the 
operational costs 
3) Scalability – can be scaled-up to meet the client’s future needs. 
Client  
The client company, which was situated in the European region, managed trades of 
equity and bond. Customers of the client company were able to access over 100,000 
equities and bonds. All businesses of the company were executed on a secure and 
stable platform with high levels of availability. Since there was demand for high 
automated trading platforms, company attempted to increase the trading capabilities 
of its systems. The central focus of the company was to provide a common trading 






Total number of employees in the project  
 
Designation Number of employees 
Intern Business Analyst 4 
Business Analyst 5 
Senior Business Analyst 3 
Consultant 1 
Intern Software Engineer 2 
Software Engineer 4 
Senior Software Engineer 4 
Senior System Engineer 1 
Specialist Software Engineer 4 
Associate Tech lead  1 
Tech Lead 1 
Senior Tech Lead 1 
Senior UI Designer  1 
Intern System Support Engineer 1 
System Support Engineer 4 
Quality Control Engineer 4 
Intern Project Manager 1 
Director Business Operations - Post Trade 1 
Line of Business Manager - Post Trade 1 




This system was a flexible and extensible platform designed to support the various 
trading requirements of stock exchanges. It was executed by a complex event 
processing engine, which was designed for enabling efficient development, 
customization and flexibility. The event processing engine provided the ability to 
implement: 1) dynamic business rules - the rules which can be included and changed 
without amending the source code of the system; and 2) dynamic schemas – tables 
and table fields of the system can be added and changed without amending the 
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source code of the system. Parallel processing architecture facilitated high order 
throughput with low latency. Processing clusters of the system increased system 
capacity and scalability. To increase the fault tolerance levels, primary and secondary 
processes were designed on two separate machines. High speed network provided 
high fault tolerance levels than traditional hardware based architecture. 
 
Developed information system provided the trading requirements of both the sell-
side and buy-side trades. It addressed a wide range of business needs including 
connectivity and order management. Furthermore, it was able handle a variety of 
firms’ trading processes, covering front office, middle office and back office 
functionalities.  
 
The key functionalities of the solution included: 
1) Post-trade risk management 
2) Pre-trade risk management 
3) General smart order routing 
4) Connectivity hub 
5) Broker trading system. 
Key technical features of the solution included:  
1) Ability of users to define the routing rules 
2) Ability to increase the scalability by partitioning  
3) Event-driven, distributed architecture.  
Clients  
The project consisted of around 40 clients all over the world including clients from 
North America and Asia. One North American client was specialized in financial 
instrument trading. That client utilized several techniques to identify market trends 
and provided best opportunities for its customers. Portfolio managers were employed 
to identify the risk management strategies and to minimize trading risks, which 
ultimately increased the quality of customer service. Another client company of the 
project was from the banking sector. The client company was situated in North 
American region and was formed in 1880s. There were several mergers conducted in 
1990s to facilitate client company growth. Company provided retail banking, 
business banking, wholesale banking and wealth management facilities to its clients. 
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Governance mechanisms were established to ensure efficient management and 
coordination of the employees and customers. Company focused on: 1) effective 
client relationship management; 2) creating trust between the company and clients; 
3) increase accountability.  
 
Total number of employees in the project  
 
Designation Number of employees 
Intern Business Analyst 1 
Business Analyst 9 
Senior Business Analyst 5 
Consultant 2 
Intern Software Engineer 2 
Software Engineer 6 
Senior Software Engineer 2 
System Engineer 1 
Senior System Engineer 1 
Specialist Software Engineer 7 
Principal Software Engineer 2 
Associate Tech lead  1 
Tech Lead 3 
Associate Architect 3 
Architect  1 
Intern System Support Engineer 1 
Associate System Support Engineer 1 
System Support Engineer 2 
Lead System Support Engineer 2 
Quality Control Engineer 5 
Application Operator 3 
Intern Project Manager 1 
Junior Project Manger 2 
Project Manager 3 
Director Business Operations  1 
 214 
 
Designation Number of employees 
Line of Business Manager  1 
Product Manager  2 
Vice President Software Development 1 
 
Project D 
This project involved in developing a software solution to provide specialised 
facilities for commodity markets such as metal (e.g. gold, silver and lead) and energy 
markets (e.g. natural gas and crude oil). The solution provided a real-time platform 
for online derivatives.  
 
The key features of the software solution included: 
1) Trading – facilitated market orders (i.e. buy order or sell order which was 
executed at the current market prices), limit orders (i.e. buy or sell order 
which was executed at a specified price), stop order (i.e. a market order to 
buy or sell when a specified price reached) and stop limit order (i.e. a market 
order to buy or sell at a specified price or better price. This is a combination 
of limit order and stop order).  
2) Market surveillance – visualized and monitored trades on a real time basis by 
conducting timely measures and providing alerts at unusual trading 
behaviors. This system ensured that the market operates in an efficient 
manner and enabled accurate price discovery. The system was capable of 
detecting possible market misconducts on a real time basis.  
3) Hedging – hedging is used to minimise the substantial losses/gains suffered 
by an organisation in investment.  
4) Risk management – managed risk to ensure the traders and investors were 
protected against adverse market conditions. By managing net worth 
requirements and provision of price circuit filters, exchange identified and 
evaluated risks. The system consisted of risk preventive measures such as 
margining systems, position limits and daily price ranges.  
5) Clearing and settlement – efficient clearing and settlement system which 
included financial & collateral management. 
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Client of the project was an online derivative exchange for commodities situated in 
the Asian region. Client provided efficient, reliable and transparent trading system 
and warehousing facilities for its clients. It provided opportunities for risk 
management, hedging and supply chain management for commodity markets and 
encouraged participants such as traders, farmers and users. Aim of the company was 
to: 1)provide an efficient and transparent trading platform for all the participants; 2) 
provide access to investors all over the country; 3) increase the customer base; and 4) 
become a main trading hub for commodity trading. Company consisted of several 
shareholders in spot market and financial service sectors.  
 
Total number of employees in the project  
 
Designation Number of employees 
Business Analyst 1 
Senior Business Analyst 4 
Senior Software Engineer 1 
Senior System Engineer 1 
Specialist Software Engineer 2 
Tech Lead 2 
Senior System Support Engineer 1 
Lead System Support Engineer 1 
Intern Project Manager 2 




This project involved developing an IS solution to identify unusual trading behaviors 
by using pattern recognition algorithms. The IS solution consisted of user-friendly 
interfaces which can be used to modify the algorithms. IS solution offered a flexible 
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platform for the users such as stock exchange brokers and regulators. This solution 
provided the ability to analyse the real-time and offline transaction data more 
effectively. While the market manipulations were identified by the data retrieval 
techniques, market replay options provided the ability to track the market behaviors.  
The dashboards which consisted of real time graphs provided complete view of the 
market bahaviors. Business intelligence capability facilitated report creation using 
the data from various sources. Furthermore, business intelligence module created 
market patterns by using the historical data. The system detected suspicious trading 
behaviours and provided the ability to maintain an efficient repository. Workflow 
management module was used to identify investor’s process flows.  
 
The key functionalities of this solution included: 
1) Event-driven architecture 
2) Ability to connect to other systems through message gateways 
3) High fault tolerance  
4) Ability to separate the business functions from the basic application 
5) Real-time and offline data analysis using pattern recognition  




This solution consisted of several clients including clients from Asian and African 
regions. One client provided an online exchange for commodities such as metal, 
energy and mineral. An exchange solution of the client provided facilities for 
managing risk, supply chain management and hedging. Shareholders of the company 
consisted of government institutions, state trading enterprises and financial service 
sectors. Another client company was formed in 1880s and was upgraded to electronic 
trading system in 1990s. This company provided secure and efficient capital market 
solutions for national and international customers for equity, financial, commodity 
and interest rate derivatives trading. It provided services for several commodity 
derivative members all over the world. There were several system upgrades with the 




Total number of employees in the project  
 
Designation Number of employees 
Intern Business Analyst 1 
Business Analyst 7 
Senior Business Analyst 8 
Consultant 1 
Intern Software Engineer 2 
Software Engineer 3 
Senior Software Engineer 5 
System Engineer 2 
Senior System Engineer 1 
Specialist Software Engineer 3 
Principal Software Engineer 2 
Tech Lead 3 
Senior Tech Lead 2 
Associate Architect 1 
Intern System Support Engineer 1 
Associate System Support Engineer 1 
System Support Engineer 3 
Senior System Support Engineer 2 
Intern Quality Control Engineer 1 
Quality Control Engineer 5 
Intern Project Manager 3 
Junior Project Manger 1 
Project Manager 2 
Director Business Operations  1 
Project Director 1 







This was an equity market project which integrated several trading platforms. The 
solution provided smooth transition for other trading systems such as surveillance 
systems and risk management systems. Since the solution integrated other trading 
systems, it was considered as a high critical system. Therefore, the project consisted 
of several quality assurance engineers who ensured that the project functionalities 
were accurate.  
 
Solution facilitated execution of several order types including market orders, stop 
orders, limit orders and stop limit orders. It included user friendly interfaces, which 
enabled traders and market users login to the trading system. Users were capable of 
login to the system using multiple user interfaces simultaneously. The system 
suspended users when it identified unusual trading behaviors. Calendars of the 
trading system defined trading days and non-trading days. Each trading session 
included trading standards and rules defined to manage trading cycles. Furthermore, 
system managed the market status, instrument status and segment status. While order 
books of the system recorded buyers’ and sellers’ interests, trading engine identified 
buy and sell trades to be matched. Buy and sell trades were held in the system till the 
applicable matching period was reached. Then, matching algorithms of the trading 
engine automatically matched buy and sell trades. Since trade matching was 
anonymous, buyers or sellers did not have an idea of with whom their buy or sell 
trades matched against. System provided the ability to submit orders, cancel orders, 
amend orders or amend client accounts.  
 
Client 
This project was focused on developing exchange platform for a client, who was 
formed in 1980s. This client provided capital market solutions for several financial 
instrument trading. The derivatives offered by the client included bonds, indices and 
commodities. It provided services for several equity and derivative members. There 
were several system upgrades which were conducted with the intension of increasing 
the trading efficiency. Due to the system upgrades, current system was capable of 
executing trades in a very high frequency. Considering opportunities and risks in the 
environmental, economic and social contexts, company developed a long term 
  
 219 
business model. Aim of this business model was to create value to company’s 
stakeholders and facilitate interactions with investors, issuers and intermediaries. 
Company implemented a governance framework to increase the effectiveness of 
governance mechanisms such as organizational policies and structures. Since the 
company believed that the employees’ capabilities are very important for 
organizational success, company provided guidelines for increasing learning and 
development activities of the employees. Performance management systems of the 
company provided employees the ability to identify their own performance levels 
and improve themselves. Furthermore, necessary actions were taken to minimize 
company’s impact to the environment by managing its waste and energy use.    
  
Total number of employees in the project  
 
Designation Number of employees 
Business Analyst 1 
Senior Business Analyst 4 
Consultant 1 
Senior Software Engineer 3 
Associate Tech Lead 1 
Tech Lead 1 
System Support Engineer 2 
Senior System Support Engineer 2 
Lead System Support Engineer 1 
Intern Project Manager 2 
Associate Project Manger 1 
Project Manager 1 
 
Project G 
This project focused on developing a post-trade solution for clearing and settlement 
of the executed trades. The solution provided the ability to execute manually-entered 
trades as well as market trades. In the process of clearing and settlement, the trade 
owners and the relevant accounts were updated. There were several users with 
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different authorisation levels such as registry owners, brokers and custodian banks. 
The registry owner was the main user of the post-trade solution.  
 
Key functionalities of the post-trade solution included: 
1) User management functionality – managed participants (e.g. brokers, dealers 
and custodian banks), registrations and defined authorization levels. When 
the participants registered in the system, different roles were assigned to the 
participants as per the requirement.  
2) Client management functionality – System consisted of various clients 
including custodians, brokers, retail and institutional investors. 
3) Settlement and reporting – cash or physical settlement of the features such as 
real time bonds 
4) Corporate actions – corporate actions, the actions introduced by a public 
company which impacted securities issued by another company are managed 
by this module. This included interest payments, maturity payments, rights 
and warrants.  
Client  
Client company was established in 1980s in the Asian region. Primary objectives of 
the company were: 1) to provide a public market for securities trading; 2) enforce 
rules for stock trading; and 3) securities listing and quoting. There were nine 
directors in the client company including five individual stock brokers. Board of 
directors had the authority to create trading rules, member rules and listing rules for 
the exchange. In 1990s, the trading and clearing processes of the client company 
were automated. Automated trading system provided flexible trading platform for the 
company operations. Local area network and wide area network increased the 
efficiency of trade execution, clearing and settlement processes. Company operated 
branches all over the country to: 1) provide up to date stock market information for 
the clients; 2) increase efficiency of trading; 3) increase awareness of general public; 
and 4) facilitate account openings and account transfers. Company had around 20% 
growth in total revenue and 70% growth in daily turnover from 2013 to 2014. In 
2000s, company received global recognition as one of the best performing stock 
exchange. Furthermore, company organized capital market conferences to increase 
the awareness of the investors, government officials and regulators. Information 
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system solution developed by project G facilitated clearing and settlement activities 
of the client company.  
 
Total number of employees in the project  
Designation Number of employees 
Business Analyst 3 
Senior Business Analyst 2 
Consultant 1 
Software Engineer 2 
Senior Software Engineer 2 
Specialist Software Engineer 2 
Associate Tech lead  1 
Tech Lead 1 
Associate Software Architect 1 
System Support Engineer 1 
Quality Control Engineer  3 
Associate Project Manager 1 
Project Manager 1 
Director Business Operations - Post Trade 1 
Line of Business Manager - Post Trade 1 




Project H  
This project involved developing a reliable and flexible application, which can be 
configured to trade in different types markets.  Key features of the application 
included: 
1) Can trade in different asset classes 
2) Highly reliable and scalable application 
3) Easily customisable to different client requirements  
4) High risk management capabilities  
5) Lower support costs than many traditional platforms.  
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This solution facilitated high efficient buy and sell trade matching within a standard 
framework with a latency of microseconds. Due to the complexity of trade matching 
mechanisms, software engineers who developed trade matching functionality were 
required to have a complete knowledge in software design and coding. Furthermore, 
it was required for them to have a proper understanding about the trading 
mechanisms across various asset classes. Developing an accurate and reliable trade 
matching functionality was critical as the stock exchange operations solely depends 
on trade matching mechanism. Therefore, the trade matching mechanism was 
required to have real time trade processing capabilities with 100% uptime. In order to 
provide those standards, it was important to have a quality software design and fault 
tolerant architecture. Furthermore, matching mechanism was required to handle 
multiple asset classes in variety of market structures. Rather than trade matching 
functionality, the solution increased client connectivity and market data flow. Risk 
management functionality played a vital role in the system by identifying price errors 




This project consisted of multiple clients from all over the world, including clients 
from Europe. One of the European clients governed trades of several markets 
including equity and derivative markets. Secure and stable platform of the company 
provided high levels of availability for company processes. It provided a common 
trading platform for issuers and investors all over the world. The company had to 
improve the trading capabilities of systems due to the high demand for automated 
trading platforms. Work flow products of the company increased trading capabilities 
and trading efficiency. Another client from Europe provided specific type of 
commodity trading for its customers from financial and physical industries. 
Warehouses situated all over the world facilitated physical delivery of stocks in an 
efficient manner. Hedging capabilities improved the accuracy of budget forecasts and 
minimized price moments. Rather than the commodity trading, company provided 
training courses to increase awareness of traders and general community. Those 
training courses covered physical and financial trading standards and mechanisms to 
deal with price volatility in the market. Simulated trading systems of the company 




Total number of employees in the project  
 
Designation Number of employees 
Intern Business Analyst 1 
Business Analyst 4 
Senior Business Analyst 3 
Consultant 2 
Intern Software Engineer 4 
Software Engineer 4 
System Engineer 1 
Technologist  1 
Senior Software Engineer 4 
Specialist Software Engineer 3 
Associate Tech lead  1 
Associate Technologist 1 
Senior Technologist 1 
Senior Tech Lead 1 
Associate Software Architect 1 
System Support Engineer 3 
Senior System Support Engineer 1 
Quality Control Engineer 3 
Quality Assurance Architect 1 
Intern Project Manager 1 
Project Management Trainee 1 
Project Manager 1 
Director Business Operations  1 








From: QUT Research Ethics Unit  
Sent: Monday, 15 October 2012 12:52 PM 
To: Maduka Nuwangi Subasinghage; Darshana Sedera; Glen Murphy 
Cc: Janette Lamb 
Subject: Ethics Application Approval -- 1200000513 
 
Dear Miss Maduka Nuwangi Subasinghage  
 
Project Title:  Multi-level knowledge transfer in software development 
outsourcing projects: The agency theory view 
 
Ethics Category:      Human - Low Risk 
Approval Number: 1200000513 
Approved Until:      15/10/2015 (subject to receipt of satisfactory progress reports) 
 
We are pleased to advise that your application has been reviewed by the Chair, 
University Human Research Ethics Committee (UHREC) and confirmed as 
meeting the requirements of the National Statement on Ethical Conduct in Human 
Research (2007). 
 
I can therefore confirm that your application is APPROVED.  
If you require a formal approval certificate please respond via reply email and one 




CONDITIONS OF APPROVAL 
Please ensure you and all other team members read through and understand all 
UHREC conditions of approval prior to commencing any data collection:  
>  Standard: Please see attached, or go to 
www.research.qut.edu.au/ethics/humans/stdconditions.jsp 
>  Specific:   None apply  
 
Decisions related to low risk ethical review are subject to ratification at the next 
available UHREC meeting.  You will only be contacted again in relation to this 
matter if UHREC raises any additional questions or concerns. 
 
Whilst the data collection of your project has received QUT ethical clearance, the 
decision to commence and authority to commence may be dependent on factors 
beyond the remit of the QUT ethics review process. For example, your research 
may need ethics clearance from other organisations or permissions from other 
organisations to access staff. Therefore the proposed data collection should not 
commence until you have satisfied these requirements. 
 
Please don't hesitate to contact us if you have any queries. 
 




Janette Lamb on behalf of the Chair UHREC Research Ethics Unit  |  Office of 
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Sent: Friday, 10 May 2013 4:00 PM 
To: Maduka Nuwangi Subasinghage 
Cc: Janette Lamb 
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Dear Miss Maduka Nuwangi Subasinghage 
 
Approval #:       1200000513 
End Date:         15/10/2015 
Project Title: Multi-level knowledge transfer in software development 
outsourcing projects: The agency theory view 
 
This email is to advise that your variation has been considered by the Chair, 
University Human Research Ethics Committee.    
 




RESEARCH SAFETY -- Ensure any health and safety risks relating to this 
variation have been appropriately considered, particularly if your project required 
a Health and Safety Risk Assessment.  
CONFLICTS OF INTEREST -- If this variation will introduce any additional 
perceived or actual conflicts of interest please advise the Research Ethics Unit by 
return email. 
 
Please don't hesitate to contact us if you have any questions. 
Regards 
 
Janette Lamb on behalf of Chair UHREC 
Research Ethics Unit   |   Office of Research 
Level 4   |   88 Musk Avenue   |   Kelvin Grove 
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Cc: Janette Lamb 
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Dear Miss Maduka Nuwangi Subasinghage 
 
Approval #:       1200000513 
End Date:         15/10/2015 
Project Title: Multi-level knowledge transfer in software development 
outsourcing projects: The agency theory view 
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University Human Research Ethics Committee.    
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<     To interview various Project Managers. 
<     For the updated interview questions. 
 
PLEASE NOTE: 
RESEARCH SAFETY -- Ensure any health and safety risks relating to this 
variation have been appropriately considered, particularly if your project required 
a Health and Safety Risk Assessment.  
CONFLICTS OF INTEREST -- If this variation will introduce any additional 
perceived or actual conflicts of interest please advise the Research Ethics Unit by 
return email. 
 
Please don't hesitate to contact us if you have any questions. 
 
Regards 
Janette Lamb on behalf of Chair UHREC 
Research Ethics Unit   |   Office of Research 
Level 4   |   88 Musk Avenue   |   Kelvin Grove 







Appendix C  
Agreement Form with the Company 
 






Letter agreement for information gathering for the purpose of a PHD thesis 
 
S. Maduka Nuwangi (“Researcher”) bearing NIC No. [NIC] residing at 
[ADDRESS] have entered into Non Disclosure Agreement dated [date of the 
NDA] for sharing certain information in relation to <Company Name> which the 
Researcher claims to be required for the purpose of conducting a PHD research 
thesis. 
 
This letter agreement (“Letter Agreement”) shall specify the terms and conditions 
which the Researcher and <Company Name> have agreed on for the conduct of 
interviews, discussions and information gathering sessions in relation to 
<Company Name>, for Researchers PHD thesis purpose.  
 
Researcher hereby agrees to be bound by the following terms and conditions: 
 
1. No names of the projects of <Company Name>  or its customers shall be 
mentioned in the research finding including the final thesis documentation 
and presentations. 
2. No names of the individual employees shall be mentioned in the research 
finding including the final thesis documentation and presentations. 
3. No financial and numeric details in relation to <Company Name>  and/or 
the employees will be mentioned in the research finding including the 






4. <Company Name> may request certain information to be withheld at its 
sole discretion. 
5. Researcher   agrees to provide a full preview prior to the submission 
and/or publication of the research findings of all intended publications 
including presentations and agrees to remove, modify and/or reword any 
sections which are in breach of the above provisions or at the request of 
<Company Name>  on reasonable grounds.  
Please acknowledge and confirm that you accept the terms and conditions set out 
in this Letter Agreement by signing and returning the duplicate of this Letter 
Agreement which is enclosed herewith. 
 
 [Name of Signatory]      S. Maduka Nuwangi  























Appendix D  
Participant Information Sheet 
 
 
CONSENT FORM FOR QUT RESEARCH 
PROJECT 
– Interview– 
Multi-level knowledge transfer in software development outsourcing projects: 




RESEARCH TEAM CONTACTS 
Subasinghage Maduka Nuwangi Dr Darshana Sedera 
61 401 252 903  
maduka.subasinghage@qut.edu.au 
61 421 311 120    
d.sedera@qut.edu.au 
STATEMENT OF CONSENT 
 
By signing below, you are indicating that you: 
 Have read and understood the information document regarding this project. 
 Have had any questions answered to your satisfaction. 
 Understand that if you have any additional questions you can contact the 
research team. 
 Understand that you are free to withdraw at any time, without comment or 
penalty. 
 Understand that you can contact the Research Ethics Unit on +61 731 385 
123 or email ethicscontact@qut.edu.au if you have concerns about the ethical 
conduct of the project. 
 Understand that the project will include audio recording. 
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Date   
 




Case Study Protocol 
The case study protocol was informed by a review of the control theory and 
modularisation literature. Formal and informal controls formed the high-level outline 
for questions in the case study protocol. Moreover, several discussions with the 
supervisory team were conducted while designing the case study protocol. The 
intention of the discussions was to clarify the focus of data collection and design the 
interview protocol so that it was aligned with the research question.  
 
Case Study Protocol  
 
The case study protocol provides: 1) an overview of the case study project, 2) an 
explanation about the data collection procedures, and 3) the interview questions. 
 
Part 1: Overview of the case study project 
 
 Outline  
ISD-outsourcing projects utilise modularisation – the decomposition of 
complex tasks into simpler portions – as a technique for enabling better 
management and control between team members. This study focuses on the 
modularisation in the requirement analysis stage of projects. A module in this 
study refers to a group of similar requirements. The purpose of this study is to 
explore how the requirement modularisation impacts on ISD-outsourcing 
project control. 
 
 Research question 
 








Part 2: Data collection procedures 
 
 Details of contact persons  
Project 1: Name …. Designation….email address…..contact number …. 
Project 2: Name …. Designation….email address…..contact number …. 
Project 3: Name …. Designation….email address…..contact number …. 
 
 List of participants  
Project 1: Name …. Designation….email address…..contact number …. 
Project 2: Name …. Designation….email address…..contact number …. 
Project 3: Name …. Designation….email address…..contact number …. 
 
 Documents for review  
Business Requirement Specifications  
Design Specifications 
Quality Assurance Specifications - test cases and test scenarios  
Part 3: Interview questions 
 
 Overview of the research  
1. Introduce myself.  
2. Describe the purpose of the research project – this is a high-level 
description about the key aspects of the research project such as 
modularisation, controlling, managing team members, team spirit and 
specifications.  
3. Describe that the interviews will be confidential and anonymous.  
4. Ask for the permission to record the interview.  
 
 Questions  
1. Can you please describe Project X?22  
2. What sort of issues do you encounter in your project?  
                                                 
 
22
 To maintain confidentiality, the names of the projects are disguised. 
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3. Can you describe the documents and software systems that your team 
uses to transfer the client requirements? 
4. To what level do you document the client requirements?  
5. Are there any other documents and software systems that your team uses 
as contracts between client and you?  
6. Can you please describe the penalties, rewards and time allocations of 
your project?  
7. Can you discuss the issues you face when you are controlling a project? 
8. What knowledge is required for your team members to develop products 
that satisfy client requirements?  
9. What knowledge do team members have about the contracts and 
requirement documents?  
10. To what level do you follow the document during day-to-day activities?  
11. How do you describe the behaviour of your project team members? Are 
they flexible to provide more information than what is mentioned in the 
requirement documents? 
12. Can you please describe the team spirit and shared values and beliefs of 
the team?  
13. To what extent do you amend the requirement documents, time 
estimations and project templates according to the requests from the team 
members? 
14. How does your team manage day-to-day operations and quick decisions?  
15. Do you have your personal goals per day or per week? How do you 
manage them?  
16. Do you/your team work extra hours without any persuasion from the 






Project  Participant  
ID 
Designation  Years of experience in 
software development 
industry 
Years of experience 
in the current 
company  
Years of experience 
in the project 
A 01 Senior Business Analyst 4 4 2.5 
 02 Project Manager 15 2.5 1 
 03 Specialist Software 
Engineer 
08 08 03 
B 04 Director Business 
Operations (Post-Trade) 
Not available  Not available Not available 
 05 Senior Tech Lead 7+ 7+ 4+ 
 06 Senior Business Analyst 4+ 4+ 4+ 
C 07 Business Analyst 4 3.5 3 
 08 Principal Software 
Engineer 
5 4.5 4.5 
 09 Junior Project Manager 4 3 3 
D 10 Business Analyst 8 8 3 
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 11 Technical Lead 9 ½  9 ½ 5+ 
 12 Associate Project 
Manager 
10 10 4 
E 13 Senior Software Engineer 08 08 08 
 14 Junior Project Manager 3 3 3 
 15 Senior Business Analyst Not available Not available Not available 
F 16 Technical Lead 12 9 3 
 17 Project Manager - Level 
II 
9 9 2.5 
 18 Senior Business Analyst 6 4.5 3 
G 19 Specialist Software 
Engineer 
08 08 06 
 20 Consultant 12 10 05 
 02 Project Manager 15 2.5 2.5 
H 21 Project Manager (Level 
I) 
Not available Not available Not available 
 22 Senior Software Engineer Not available Not available Not available 






Screenshots of Nvivo Coding 






















































4. Samples of coding  
 



































d. Informal-clan control- high 
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e. Volatile tasks - high 
 
