We analyze the concepts of analytically weak solutions of stochastic differential equations (SDEs) in Hilbert spaces with time-dependent unbounded operators and give conditions for existence and uniqueness of such solutions. Our studies are motivated by a stochastic partial differential equation (SPDE) arising in industrial mathematics.
Introduction
Let G, H be separable Hilbert spaces and W = (W (t)) 0≤t≤T , 0 < T < ∞, be a G-valued Q-Wiener process, see e.g. [DZ92] , on a filtered probability space (Ω, F, (F t ) 0≤t≤T , P). We consider the equation dX(t) = L(t)X(t) + F (t) dt + AdW (t), 0 ≤ t 0 ≤ t ≤ T,
where L(t) : D(L(t)) ⊂ H → H, t ∈ [t 0 , T ], are closed linear operators, densely defined on H, A ∈ L(G, H) (space of linear continuous mappings from G to H), F = (F t ) t 0 ≤t≤T an H-valued process, pathwise Bochner integrable on [0, T ], and ξ is an F t 0 -measurable H-valued random variable. There are several textbooks and articles on the type of equations as in (1). Da Prato and Zabczyk in [DZ92] considered the case L(t) = L(t 0 ), t ∈ [t 0 , T ], i.e. the operators are constant in time. Manthey and Zausinger in [MZ99] provided mild solutions to (1) for the case H being an weighted L p space. Prévôt and Röckner for coercive L(t) constructed variational solutions to (1), see [PR07] . Veraar and Zimmerschied in [VZ08] considered the case where the L(t) are sectorial, uniformly in t ∈ [t 0 , T ].
Our studies are motivated by a stochastic partial differential equation arising in industrial mathematics. When reformulated as in (1), the corresponding (L(t), D(L(t))), t ∈ [t 0 , T ], form a family of unbounded operators on an appropriate Sobolev space H. Hence, the results as in [DZ92] and [MZ99] are not applicable. Furthermore, the operators (L(t), D(L(t))), t ∈ [t 0 , T ], are neither coercive nor sectorial. Hence, we can not use the results from [PR07] or [VZ08] .
This article is organized as follows. In Section 2 we consider analytically weak solutions to (1). Our existence result we proof in Subsection 2.1, see Theorem 2.6 below, and the uniqueness result, see Theorem 2.10 below, in Subsection 2.2. The assumptions we impose allow time-dependent unbounded operators on separable Hilbert spaces which can be noncoercive and might be non-sectorial. Of course, our results are based on the concepts of non-time-homogeneous evolution systems.
Finally, in Section 3, we apply our results to a non-linear stochastic partial differential algebraic equation (SPDAE) arising in industrial mathematics. In [MW07] , see also [Mar01] and [MW06] for a derivation of the deterministic equation, the following equation for modeling the behavior of a fiber under influence of a turbulent air-flow is derived: d t ∂ t x(s, t) = ∂ s (λ∂ s x)(s, t) − b∂ ssss x(s, t) − ge 3 + f det (s, t) dt + σdw(s, t), (s, t)
with initial condition x(s, 0) = (s − l)e 3 , ∂ t x(s, 0) = 0, s ∈ [0, l],
boundary condition
x(l, t) = 0, ∂ s x(l, t) = e 3 , ∂ ss x(0, t) = 0, ∂ sss x(0, t) = 0, t ∈ [0, T ],
and algebraic constraint ∂ s x(s, t) euk = 1 for all (s, t)
Here (w(t)) 0≤t≤T is a Q-Wiener process on a filtered probability space (Ω, F, (F t ) 0≤t≤T , P) and x(ω) For complementary results on stochastic beam equations (with operators not being time-dependent) we refer to [BMS05] and references therein. In Subsection 3.1 we consider (2) with general initial condition, but homogeneous boundary condition, i.e., conditions as in (2b), but ∂ s x(l, t) = 0, t ∈ [0, T ]. Under Assumption 3.1, see below, we can prove that it has a unique analytically weak solution, see Theorem 3.2 below. Technically, we have to show the existence a corresponding non-timehomogeneous evolutions system, having sufficient properties in order to apply our concepts from Section 2. In Subsection 3.2 we provide a unique analytically weak solution to (2), (2a), (2b), see Theorem 3.16 below. The existence of tractive forces, such that the algebraic constrained (2c) is fulfilled also, is treated in a forthcoming article.
Analytically weak solutions
In this article we fix 0 < T < ∞. Furthermore, (G, ·, · G ) and (H, ·, · H ) are separable Hilbert spaces with corresponding norms · G := ·, · G and · H := ·, · H , respectively. We denote by (L(G, H), · L(G,H) ) the Banach space of bounded linear operators from G to H, where · L(G,H) is the operator norm. We use the notation L(H) in the case G = H. If there is no danger of confusion, we drop the subindex. Assume that
. When applying our results we use the concepts of stable family of operators, part of an operator in some subspace, invariant and admissible subspaces as in [Paz83] . The measurablility of L(G, H)-valued functions is considered as in [DZ92] . Partial derivatives in direction x, where x is a real variable, are denoted by ∂ x . Right and left derivatives are denoted by ∂ + x and ∂ − x , respectively. Higher order partial derivatives are denoted by ∂ xx , ∂ xxx , · · · .
Definition 2.1. Let L(t), D(L(t)) 0≤t≤T be a family of densely defined closed linear (unbounded) operators on H such that D := ∩ 0≤t≤T D(L(t)) is dense in H. A family (U (t, τ )) 0≤τ ≤t≤T of linear bounded operators on H is called almost strong evolution system corresponding to the family L(t), D(L(t)) 0≤t≤T with initial space Y ⊂ D ⊂ H, dense in H, if the following holds:
We call the family L(t), D(L(t)) 0≤t≤T generator of the almost strong evolution system (U (t, τ )) 0≤τ ≤t≤T .
(ii) Every evolution system as in [Kat73, Theo. 1] or [Paz83, Theo. 5.4.3] is an almost strong evolution system.
Existence
Let (Ω, F, (F t ) 0≤t≤T , P) be a filtered probability space and Q ∈ L(G) a nonnegative symmetric operator. In this section we assume (W (t)) 0≤t≤T to be a Q-Wiener process on (Ω, F, (F t ) 0≤t≤T , P), see e.g. [DZ92] , [PR07] . We use the notations L 2 (G, H) for the (separable Hilbert) space of Hilbert-Schmidt operators and L 0 2 := L 2 (Q 1 2 (G), H) the CameronMartin space associated to Q, see e.g. [DZ92] , [PR07] for construction and details. We consider Equation (1), i.e.,
In this section the following is always assumed:
Definition 2.4. An H-valued process (X(t)) t 0 ≤t≤T is called an analytically weak solution of (1) if it is H-predictable, has P-a.e. (Bochner) square integrable trajectories and for all h ∈ D * , t ∈ [t 0 , T ], we have
h, AdW (r) P−a.e.. (ii) Concerning predictable Hilbert space valued random processes, see e.g. [DZ92] , [PR07] . Theorem 2.6. (i) Let (U (t, τ )) 0≤t 0 ≤τ ≤t≤T be an almost strong evolution system on H corresponding to the family of linear operators L(t), D(L(t)) t 0 ≤t≤T and Y in the sense of Definition 2.1 and let
where Tr(B) denotes the trace of a non-negative B ∈ L(H). Then the mild solution of (1), defined by
exists.
(ii) If we further assume that the map [t 0 , T ] ∋ t → L * (t)h ∈ H is bounded and measurable for all h ∈ D * , the mild solution is also an analytically weak solution of (1).
Proof. W.l.o.g. one just need to consider the case ξ = 0, F = 0, and t 0 = 0.
(i): Due to (4) the stochastic integral (ii): Let t ∈ [0, T ] and h ∈ D * , then by assumption there exists 0
By (4), the function [0, t] ∋ r −→ I(r, 0) ∈ R is integrable, see e.g. [DZ92] , [PR07] . So, the integral
where 1 S denotes the indicator function of a set S and for each v ∈ H we set l v (u) := v, u , u ∈ H. Note that the operator l v is linear and bounded on H. Combining with the stochastic Fubini theorem, see [DZ92, Theo. 4 .18], for all t ∈ [0, T ] and P-a.e. ω ∈ Ω we have
On the other hand, since (L(t), D(L(t))) r 1 ≤t≤T is the generator of an almost strong evolution system (U (t, r 1 )) 0≤r 1 ≤t≤T with the initial value subspace Y , for all v ∈ Y we have
Since Y is dense in H, for every u ∈ G we can choose a sequence (
Since L * (r)h H is bounded on [0, T ] and (U (t, r 1 )) 0≤r 1 ≤r≤t is a bounded family of linear bounded operators on H, using Lebesgue's dominated convergence theorem from (7) we can conclude
Hence,
is an analytically weak solution.
Uniqueness
Definition 2.7. Assume that (O, ·, · O ) is a separable Hilbert space. We call a function 
is a separable Hilbert space and there exists 0
Remark 2.9. By Assumption 2.8(i), for all u ∈ D * we have
. This is the assumption in Theorem 2.6(ii).
Theorem 2.10. Let Assumption 2.8 hold. Then the analytically weak solution of (1) is unique.
Before we can prove Theorem 2.10, we need the following proposition.
Proposition 2.11. Let (X(t)) 0≤t≤T be an analytically weak solution of (1), then for all
where ̺ ′ D * is as in Definition 2.7 (ii). Proof. We consider the case ̺ = Φu, where Φ ∈ C 1 ([0, T ], R) and u ∈ D * . Note that ̺ : [0, T ] −→ D * is continuously differentiable and its derivative is Φ ′ u. Let (X(t)) 0≤t≤T be an analytically weak solution to (1). For all t ∈ [0, T ], we define
. Apply Itô's formula to the process (Φ(t)F u (t)) 0≤t≤T and obtain
. Using (9) for Φ n , n ∈ N, we have
We need to pass a limit in (10) as n → ∞. First, for all r ∈ [0, t], u ∈ D * , we have
u is bounded, the analytically weak solution of (1) has P-a.e. square integrable paths, and (
Second, we obtain
by combining convergence of ( 
Hence, there exists a subsequence (Φ n k ) k∈N such that
Combining (11) with (12) and passing to the limit as k → ∞ in (10) for the subsequence (Φ n k ) k∈N we have 
. By (13), the linearity of the inner product, and the integrands together with 2.7(ii), (8) is also satisfied for the case ̺(r) = ̺ (n) D * (r), i.e., for P-a.e. we have
We need to pass to the limit of (14) as n → ∞. By Itô's isometry we have
H , we obtain that the estimator in (15) converges to zero as n → ∞. Hence we can find a subsequence (̺
and by the dominated convergence theorem we get
Further we need to check that lim n→∞
Hence, by the dominated convergence theorem we have
Finally, taking the limit as n → ∞ in (14), we obtain
Proof of Theorem 2.10.
Applying Proposition 2.11 to the case ̺(r) = U * (t, r)u, u ∈ Y * , we have
Since Y * is a dense subspace of the separable Hilbert space H, we get
The analytically weak solution is unique.
3 Application: a non-linear SPDAE
Recall the non-linear stochastic partial differential algebraic equation (2) from the introduction:
with initial condition
and algebraic constraint
Here (w(t)) 0≤t≤T is a Q-Wiener process on a filtered probability space (Ω, F, (F t ) 0≤t≤T , P) and 
.
where
The homogeneous problem
First we consider (2) with general initial condition
and homogeneous boundary condition
We use the notation L 2 (0, l) := L 2 ((0, l); R 3 ) (space of R 3 -valued functions, square integrable w.r.t. the Lebesgue measure on (0, l), equipped with its usual inner product) and 
and the family of operators 
where u 1 , u 2 H boundary conditions in (2h) and ∂ ssss u(l) = ∂ sssss u(l) = 0 hold .
Theorem 3.2. Let Assumption 3.1 hold. Then there exists a unique analytically weak solution to (2), (2g), (2h) for all ξ 1 ∈ H 6,2 bc (0, l) and ξ 2 ∈ H 4,2 bc (0, l). Before we can prove Theorem 3.2 we need several lemmas and propositions to construct an almost strong evolution system having sufficient properties to apply our result from Sections 2.1 and 2.2. We decompose L(t) as follows
Lemma 3.3. Let Assumption 3.1(i) hold. Then we have: Hence, for all u v ∈ H we have by (18) together with Assumption 3.1(i)
Similarly to (19), we can prove that there exists 0
(ii): Since Id : D −→ H is continuous, together with Lemma 3.3(i) we obtain that
follows by measurability of λ and ∂ s λ. Proof. To prove that (L 0 , D) is closed, we choose arbitrary u n → u in H 2,2 
Next, we shall find
Equation (20) is equivalent to
hence, in particular, for all v ∈ C ∞ c (0, l) (space of R 3 -valued C ∞ functions with compact support in (0, l)). Since v 2 ∈ L 2 (0, l) we have that ∂ ss u 1 is continuously differentiable with ∂ sss u 1 ∈ L 2 (0, l) and ∂ sss u 1 is a.e. differentiable with ∂ ssss u 1 ∈ L 2 (0, l), see [Mik70, Theo. 2.4.2]. Hence, u 1 ∈ H 4,2 ((0, l); R 3 ). We check now the boundary conditions of u 1 . Since ∂ s v(l) = v(0) = 0 and b∂ ssss u 1 = v 2 a.e. on (0, l), two integration by parts yield
Clearly 
Proof. We can check that · D = L 0 · H on D just by using definition of the norms and L 0 . Combining with Lemma 3.3, for all w ∈ D and t ∈ [0, T ] we have
for some 0 < C 6 < ∞ and
Proposition 3.6. Let Assumption 3.1(i) hold, then for every
is the generator of a C 0 -semigroup on H.
Proof. As a consequence of Lemma 3.3 and Lemma 3.4, for evey
Proposition 3.7. Let Assumption 3.1(i) hold, then the family (L(t)) 0≤t≤T is stable on H.
Moreover, L 0 is a generator of C 0 -semigroup of contractions, then by [Paz83, Theo. 5.2.3] the family (L(t)) 0≤t≤T is stable in H with stability constants 1, C 4 .
, we obtain that D is an invariant subspace of (S t (τ )) τ ≥0 for all t ∈ [0, T ]. Recall that the norms · D(L(t)) and · D are equivalent on D uniformly in t ∈ [0, T ], see Lemma 3.5. Hence, the restriction (
is stable on D with stability constants 1 and m.
Remark 3.9. (i) By Lemma 3.3(ii), Proposition 3.6, 3.7, and 3.8, there exists an evolution system (U (t, τ ))
where m is as in the proof of Proposition 3.8. (iii) As far as we know, the uniqueness of evolution system (U (t, τ )) 0≤τ ≤t≤T for the case 
Proposition 3.10. Let Assumption 3.1(i) hold and (U (t, τ )) 0≤τ ≤t≤T be the evolution system as in Remark 3.9. Then for each w ∈ D and τ ∈ [0, T ] there exists an unique
≤t≤T is an almost strong evolution system on H corresponding to ((L(t), D) ) 0≤t≤T with initial value space D and satisfies
Proof. We have U (t, τ )(D) ⊂ D, see Remark 3.9(ii). First, we prove that We prove that the equation
has a unique solution u τ w and u τ w (t) = U (t, τ )w for all t ∈ [τ, T ], where (U (t, τ )) 0≤τ ≤t≤T is the evolution system as in Remark 3.9.
By Lemma 3.3(i) for each w ∈ D and τ ∈ [0, T ] the following map is well-defined
. Since (S(t)) t≥0 restricted to D is a contraction semigroup, together with Lemma 3.3(i) we have for arbitrary
We choose α > C 5 . Then by the Banach fixed point theorem, there exists a unique
Moreover, using Lebesgue's dominated convergence and the closedness of (L 0 , D), for all t ∈ [τ, T ] we have
and u τ w (τ ) = w. Hence, u τ w (t) is a solution of (25) 
That implies
Due to measurability of L(t), strong continuity of U (t, τ ), Lemma 3.3(ii) together with Remark 3.9(ii), by (24) and [Mik98, Theo. 4.2.11] we have
We consider the family of linear operators
Since (L 0 , D) is skew-adjoint, we have the following chain of equalities of subspaces of H
Proof. The first statement can be obtained easily by using (27) together with Assumption 3.1(i). The second statement is implied by the first one.
Proposition 3.12. Let Assumption 3.1(i) hold and A * (t) := L * (−t), t ∈ [−T, 0]. Then (A * (t)) −T ≤t≤0 generates an almost strong evolution system (V (t, τ )) −T ≤τ ≤t≤0 with the initial value space D. In particular, for all t ∈ [τ, 0] we have
Proof. Similarly as in the proof of Lemma 3.3(ii), Propositions 3.6, 3.7, and 3.8 we can show that D is A * (t)-admissible and (A * (t)) −T ≤t≤0 is stable (in H) with some stability constants M 1 , m 1 . The family ( A * (t)) −T ≤t≤0 of parts 
is the inner product on the product space H 
∈ R is bounded. Proposition 3.14. Let (U * (t, τ )) 0≤τ ≤t≤T be the family of Hilbert adjoints U * (t, τ ) of U (t, τ ) w.r.t. ·, · H . Then for all u ∈ D and t ∈ (0, T ], the map [0, t] ∋ τ −→ U * (t, τ )u ∈ H is differentiable and
Moreover, for all 0
Proof. Let R(−τ, −t) := U * (t, τ ), 0 ≤ τ ≤ t ≤ T . We consider (R(t, τ )) −T ≤τ ≤t≤0 and prove that V (t, τ ) = R(t, τ ), −T ≤ τ ≤ t ≤ 0. Let u, w ∈ D, and −T ≤ τ ≤ r ≤ t ≤ 0. Since R * (t, r) = U * * (−r, −t) = U (−r, −t), −T ≤ t ≤ r ≤ 0, we have 
That implies t τ ∂ r R(t, r)V (r, τ )u, w dr = 0. Moreover, by [Mik98, Theo. 4.2.11], we have t τ ∂ r R(t, r)V (r, τ )u, w dr = V (t, τ )u, w − R(t, τ )u, w . Hence V (t, τ )u, w = R(t, τ )u, w . Since D is dense in H and V (t, τ ), R(t, τ ) are linear bounded operators on H, we have
Hence, for all u ∈ D and −T < t ≤ 0 we have [−T, t] ∋ τ −→ R(t, τ )u ∈ H is differentiable. Back to positive time we have
Similar as in Remark 3.9(ii), combining the definition of R(t, τ ) with (31) we obtain (30).
Proof. First, applying Remark 3.9(ii) to (U * (t, τ )) 0≤τ ≤t≤T we obtain square integrability of the function
By (29) together with (32) we have for all τ ∈ [0, t]
Moreover, by Remark 3.13 and Proposition 3.14, there exists a constant 0 < C 7 < ∞ such that sup It is a strong solution to (2), (2a), (2b) for f det = (g − ∂ s λ)e 3 and σ = 0. Let u be the unique analytically weak solution to (2), (2h) with u(s, 0) = ∂ t u(s, 0) = 0 for all s ∈ [0, l] provided in Theorem 3.2. Then x := u + v is the unique analytically weak solution to (2), (2a), (2b) corresponding to a deterministic force f det − ∂ s λe 3 . Since ∂ s λe 3 fulfills Assumption 3.1(ii) and functions fulfilling this assumption form a linear vector space, we do not obtain any restriction on the class of admissible deterministic forces.
The non-homogeneous problem

