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ABSTRACT
This investigation explores the process of phase 
separation as it is characterized using various instrumental 
techniques, such as FDEMS, Differential Scanning Calorimetry, 
Rheology, and Turbidity measurements. Further, the phase 
separation process is elucidated using various modeling 
equations like the kinetic models and the Maxwell-Wagner- 
Sillars equation.
Part I explores the chemistry of epoxy resins and 
polysulfones in relation to our system.
Part II discusses the mixing techniques and material 
amounts for the DGEBA/DDS/NH2PSF system, the focus of study 
for phase separation.
Part III describes the theory of instrumentation used to 
characterize phase separation and details the way each 
experiment was carried out.
Part IV examines the Maxwell-Wagner-Sillars theory and 
provides background information. Further, Part IV discusses 
the results of the calculations done using our experimentally 
determined parameters.
Part V outlines the results of the study in relation to 
phase separation, detailing various correlations done at the 
different sample weight mixtures.
Part VI summarizes the conclusions of this work.
Part I. INTRODUCTORY CHEMISTRY
A. Phase Separation
Epoxy resins are desirable for their wide variety of 
applications, which include coatings, electrical and 
electronic materials, and adhesives. Epoxies are also 
excellent for structural applications because their superior 
mechanical, thermal, and electrical properties lead to high 
performance.1 While epoxy resins exhibit high values of 
modulus, they often suffer from failure due to impact damage.2 
Attempts have therefore been made to blend the epoxies with
thermoplastics materials that become moldable with heat to
create blends that are advantageous in their processibility, 
toughness, and impact properties. Such blends will 
characteristically undergo a phase separation process. 
Initially the entire system is homogeneous; however, at a 
certain thermoset (epoxy) conversion, the thermoplastic 
domains segregate from the matrix. Despite the segregation, 
the morphology of the system will continue to develop until 
the thermoset matrix reaches either the gel point or the point 
of vitrification.3
In some cases, phase separation will lead to phase 
inversion, a process that occurs when the fragments of cured 
structures are transformed from a disperse phase into a 
continuous dispersion medium. This phenomenon is further 
related to a change of the relaxation state of the system and
2reflects a transition from a viscous to a rubbery or glassy 
state. In this particular system investigated, the epoxy 
resin surrounded the polysulfone matrix. For the higher 
weight ratios of polysulfone, it was observed that the epoxy 
resin, which initially appeared as little balls, formed a 
continuous matrix during cure. Simultaneously, the once- 
continuous sulfone matrix appeared to break up into little 
balls.
Gillham took a special interest in epoxy resins, since 
they represent an especially difficult network system to 
characterize once fully cured.
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Figure 1-1
His detailed studies led to the Time-Temperature-
3Transformation (TTT) plot identifying points at which phase 
changes occur in a curing system as a function of degree of 
conversion (fig. 1-1). The TTT diagram is a non-equilibrium 
diagram, since all transformations occur as a function of 
time. This diagram is useful in materials science for the 
study of phase transformations, because it allows for analysis 
and manipulations of thermosetting systems. For example, a 
time-temperature path for cure can be chosen so that physical 
characteristics like phase separation, gelation, or 
vitrification occur in a controlled manner and consequently 
give rise to predictable properties of the thermosetting 
matrix.4 Much of the behavioral characteristics can be 
classified in terms of the TTT cure diagram through the 
influence of gelation and vitrification on properties. For 
instance, gelation restricts macroscopic flow and limits the 
growth of the dispersed phase in epoxy modified systems.
When studying the TTT diagram, the material's distinct 
regions of liquid, sol/gel rubber, sol/gel glass, gel glass, 
sol glass, and char can be observed during the thermoset 
process. There are also three critical temperatures in the 
diagram denoted as Tgo, gdTgo, and Tg00 which represent the glass 
transition temperature of the uncured reactants, the 
temperature at which gelation and vitrification coincide, and 
the maximum glass transition temperature of the system, 
respectively.4 A full cure line is also depicted, which 
indicates the separation points of the sol/gel rubber region
4from the gel rubber region, as well as the sol/gel glass 
region from the gel glass region.
For the thermoplastic modified thermoset system, the 
Gillham diagram can mark its region of phase separation, which 
will be influenced by thermodynamic and kinetic (transport) 
factors. Both factors compete against one another. For 
example, at lower temperatures, the nucleation of a dispersed 
phase is thermodynamically favorable but transport to the 
nucleating sites is hindered due to the high viscosities 
associated with the low temperatures. At higher temperatures, 
the rate of nucleation is lower, while the transport is 
facilitated due to the low viscosity coupled with the high 
temperatures.4 Consequently, it is expected that at an 
intermediate temperature, a maximum amount of thermoplastic 
should separate out.
Gillham developed this TTT model of characterization to 
investigate epoxy resins, since they had great commercial 
interest. While the diagrams give good insight on epoxy 
resins as they cure, more fundamental analysis is required to 
truly understand epoxy resins.
5B. Ep o x y Resins Introduction
Epoxy resins are polymeric molecules belonging to the 
thermosetting class of plastics, and are characterized by 
additions of three-membered rings known as epoxy groups. In 
its simplest form, the epoxy group is composed of two 
connected carbon atoms bonded to an oxygen atom (fig. 1 -2 ):
The ring is highly strained and polar, making it extremely 
reactive; this high reactivity contributes to the great 
utility associated with epoxy resins.5 Foremost among the 
epoxy resins' more desirable properties are; their low 
shrinkage upon cure; good chemical resistance especially to 
caustics, acids, and solvents; their outstanding adhesion to 
a broad range of materials; and their great versatility, 
reflected by their many modes of cure, resin types and 
possible modifications.6
The first resins were produced commercially in 1947, with 
full-scale commercial production beginning in the United 
States in 1950. The initial production emphasis was in the 
coatings industry, but as different technologies developed, 
the use of epoxy resins expanded. In 1987, 3 32 MMLbs. of
Figure 1-2
6epoxy resins were sold in the United States; of that amount, 
nearly half were for non-coatings including electrical 
laminates, adhesives, and composites.
C. Synthesis
Epoxides are prepared by the reaction of compounds 
containing an active hydrogen with epichlorohydrin. This 
reaction is immediately followed by dehydrohalogenation (fig. 
1-3) :
_HC1
RH + c h 2-c h - c h 2 ci — ► RCH2CHCH2C1  r c h 2 c h - c h 2
OH
Figure 1-3
Epoxides also are made by direct epoxidation of olefins by 
peracids (fig. 1-4) :7
/ ° \
RCH = CHR' + R"COOOH ------► RCH—CHR’ + R'COOH
Figure 1-4
D. Ep o x v Resin Chemistry
The first commercial resin synthesized was a reaction 
product of the epichlorohydrin with Bisphenol A (fig. 1-5).
Bisphenol A Epichlorohydrin
Figure 1-5
The reaction yields the diglycidyl ether of Bisphenol A 
(DGEBA) epoxy resin. While the final DGEBA product is 
important, the importance of its precursor is just as great. 
The crude form of the diglycidyl ether of Bisphenol A is the 
most important intermediate in epoxy resin technology. It is 
the product of the reaction of excess epichlorohydrin with 
Bisphenol A and leads to the formation of an epoxy resin with 
a degree of polymerization (n) extremely close to zero (i.e. 
n=0 .2 ) (fig. 1-6 ) :7
OH +NaOH
OCH^CHCH
Figure 1-6
8It is interesting to note that for the formation of DGEBA, two 
moles of epichlorohydrin are theoretically required for each 
mole of Bisphenol A. When this ratio is strictly adhered to, 
the yield will be less than 10%. To obtain higher yields and, 
more importantly, to minimize the polymerization of reactants 
to higher molecular weight species, excess epichlorohydrin 
should be used, the stoichiometric amount being doubled or 
even tripled.6
Pure DGEBA is a solid melting at 43°C. The unmodified 
commercial liquid resins are supercooled, a condition which 
gives them the potential to crystallize depending on their 
purity and storage conditions. The DGEBA used in this 
investigation was crystallized at room temperature, but it 
quickly returned to its original liquid form upon warming.
E. Curing Reactions
Optimum epoxy resin performance is desired and can be 
achieved by crosslinking and thereby transforming the resins 
from low-molecular-weight reactants into a three-dimensional, 
insoluble, and infusible network. This process is also 
referred to as cure. To further effect, if not enhance, the 
cure process, the resin is treated with a curing agent or 
hardener. The curing agents' function is to react with or 
cause the reaction of epoxide, or the hydroxyl groups, in the 
epoxy resin.5 Curing agents are described as either catalytic 
or coreactive. For curing reactions, the choice of resin and
9curing agent depends on the application and handling 
characteristics, curing temperature and time, use properties, 
and cost.
1. Catalytic Coreactants
The catalytic curing agent enhances the material's 
homopolymerization process. Three major epoxy resin catalysts 
are Lewis bases, Lewis acids, and the photoinitiators. As all 
three catalysts perform the same function, an analysis of the 
Lewis base will suffice in providing an accurate overview of 
how a catalyst initiates epoxy homopolymerization.
Lewis bases are defined as those compounds containing an 
atom with an unshared pair of electrons in its outer orbital. 
They seek to react with areas of low electron density. The 
organic bases, especially tertiary amines (R3N :), are a good 
representative of the more reactive-type Lewis bases suitable 
for curing epoxy resins.6 Cure with primary or secondary 
amines leads to the tertiary amines that will serve as the 
catalyst for homopolymerization.
The initiating step of homopolymerization occurs once the 
tertiary amine attacks the methylene carbon of the epoxy 
group, in the process forming an intermediate zwitterion (fig. 
1-7) :
10
O'
I
R3n  + r3n +—  c h 2c h —
Zwitterion
Figure 1-7
The zwitterion will react with a hydroxyl group and form an 
alkoxide ion (R0‘) , which will then react directly with an 
available epoxy group generating a new alkoxide ion. The 
process continues via a chain mechanism so that a highly 
crosslinked network is formed (figs. 1-8, 1-9, 1-10) . 5
O'
R'O" + CH2 C H - R'O —  CH2CH (1-9)
R’0 -4 -C H 2C H 0 ^ -C H 2CH
O'
I
(1-10)
Figures 1-8, 1-9, 1-10
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2. Coreactive Cure
A wide variety of materials can be used as comonomeric 
curing agents with epoxy resins. Amines, carboxylic acids, 
formaldehyde resins, and mercaptans comprise just a partial 
list of the possibilities. However, of all the choices, 
primary and secondary amines are the most widely used curing 
agents for epoxy resins. Reactions of an epoxy group with a 
primary amine will initially produce a secondary alcohol and 
amine (fig. 1-1 1 ).
The secondary amine will then react with the epoxy group 
forming a tertiary amine and two secondary hydroxyl groups 
(fig. 1-1 2 ).
OH
I
RNH — CH^— CH
Figure 1-11
OH
I /  \
RNH — CH2—  CH + CH^— CH CH— CH—
OH
Figure 1-12
12
The secondary hydroxyl groups can gradually add epoxide groups 
should there be excess epoxy or if the reaction temperature is 
high (fig. 1-13).8
0
/  /  \
R—  CH — CH2N + CHj— C H -------- ► R—  CH — CH2N
I x  I I
OH O —  CH2CHOH
Figure 1-13
F. Aliphatic Polvamines
Aliphatic polyamines are generally characterized as 
materials of low viscosity; consequently, they are usually 
utilized in the presence of epoxy resins of egually low (or 
lower) viscosities. The aliphatic-polyamine cured systems 
will be resistant to attack by alkalies and some inorganic 
acids; yet, they will be less resistant to most organic acids. 
Thus, their solvent resistance is high, and their water 
resistance is good.6
The linear and branched aliphatic polyamines are the most 
widely used of all commercial aliphatic polyamines. They are 
especially popular curing agents because they can cure at room 
temperature, which can be attributed to the aliphatic 
polyamines1 increased nucleophilicity,5 Therefore, aliphatic 
polyamines will have fairly short working lives, possibly as
13
short as 3 0 minutes, and will achieve total cure in 
approximately 7-10 days at 25°C.
Aliphatic polyamines are susceptible to thermal 
degradation. Other disadvantages are that their mixing ratios 
must be strictly adhered to and that improper handling leads 
to skin irritation.
G. Aromatic Polvamines
Aromatic polyamines are less basic than aliphatic 
polyamines and thus impart superior thermal and chemical 
resistance properties. Nonetheless, the aromatic polyamines' 
reaction with the epoxy groups is slower than that of 
aliphatic amines, due to this lower basicity coupled with 
steric hindrance by the bulky aromatic ring. These factors 
also contribute to their higher cure temperatures.
The absence of aliphatic units contributes to the 
aromatic polyamines' high thermooxidative stability. The 
aromatic rings add rigidity, making a highly inflexible, high- 
temperature polymer.9 Overall, the heat resistance and long­
time aging characteristics are better than those observed with 
aliphatic polyamines. One of the more popular aromatic 
polyamines is known as diaminodiphenyl sulfone (DDS), which is 
currently the most widely used amine curing agent in aircraft 
and aerospace composites.5
14
1 . Diaminodiphenvl sulfone
DDS is a high melting (17 6°C) crystalline aromatic amine 
that requires a temperature of around 13 5°C to dissolve it in 
a liquid Bisphenol A based epoxy resin like DGEBA (Fig. 1-14).
It is a relatively unreactive amine, a property that is 
attributable to the electron-attracting nature of its sulfone 
group. Hence, DDS is an excellent curing agent at elevated 
temperatures and yields thermoset polymers with the best 
overall properties for high-temperature applications.5
The amine-epoxide reaction for the DGEBA-DDS system is 
(fig. 1-15):
DDS
Figure 1-14
Me
/ N.
CH2C H -C H 2 -0
Me
DDS
DGEBA
t
CH3 OH
r4o- q 4- q —  OCH^CHCH
CH CH
Figure 1-15
15
Initially, the DGEBA is a liquid, while the DDS is a 
crystalline solid. At elevated temperatures, the mixture will 
become a solid thermoset.
When a thermoplastic is added to this unmodified 
thermoset, the phase separation process will be observed. In 
this investigation, the thermoplastic used was an end-capped 
polysulfone designated as NH2PSF (15.3 K) with Mn of 15,329 
grams per mole. It was prepared at Virginia Tech (fig. 1-16) .
CH3 NH;
NH. | /O-0-!^-©-S0r-©—0_©—<>©-°-l-n©-SOr'C>-0-©
c h 3
Figure 1-16
This particular polysulfone is derived from the high molecular 
weight Udel Bisphenol A polysulfone (fig. 1-17).
c h 3
4-©— S°5T-©— o-©— 9"©“0-^
CH,
Figure 1-17
H. Polvsulfones
Polysulfones are clear, rigid, and tough thermoplastics 
with glass transition temperatures ranging from 180-250°C. 
Their chain rigidity is attributed to two chemical moieties,
16
first, the immobile and inflexible phenyl and S02 groups and, 
second, the tough ether oxygens connecting both groups.10 
Moreover, these groups provide thermal stability and chemical 
inertness.
The most distinctive feature of the backbone chain of the 
polysulfone is the presence of the diphenylene sulfone unit in 
the structure (fig. 1-18):
Q 0 “"SQ2— ^
Figure 1-18
The sulfone moiety imparts excellent thermal oxidative 
resistance and rigidity. The sulfur is in its highest state 
of oxidation; thus, the sulfone groups tend to withdraw 
electrons from the adjacent benzene rings, rendering them 
electron-deficient. Consequently, the electron-poor aromatic 
rings become oxidation resistant.
Further, polysulfones, in comparison to some polymers 
like polyesters or polycarbonates that are susceptible to 
attack by various aqueous environments, exhibit outstanding 
hydrolytic stability, due to the absence of hydrolytically 
labile bonds in the polymer chains. The ether linkages make 
the material tractable and easily processible in standard 
equipment, even under mild conditions.11
Aromatic polysulfones can be prepared by three methods:
17
(1 ) nucleophilic polycondensation, (2 ) electrophilic 
polycondensation, and (3) nickel coupling reactions. 
Nucleophilic polycondensation, developed by the Union Carbide 
Corporation, is the most important process. An activated 
dihalobenzenoid compound is condensed with a Bisphenol A 
dialkali metal salt. The n value is usually between 50 and 80 
(fig. 1-19).10
CH3
— sQt— ^ —  0 - Q — c - ® — 0 - }"n +2nNaC1
c h 3
Udel Polysulfone 
Figure 1-19
The polymerization is carried out in a dipolar aprotic solvent 
such as dimethyl sulfoxide. The aprotic solvent serves a dual 
purpose; it provides the necessary solubility needed for the 
reaction to occur, and it is essential for rapid 
polymerization. Also, the reaction must occur at temperatures 
between 13 0-160°C, due to the poor solubility of disodium 
Bisphenol A at lower temperatures.10
Thus, the need for thermoplastics, like polysulfone, is 
evident. Thermoset composite systems suffer from various 
drawbacks such as a limited number of fabrication processes,
18
the inability to rework cured parts, and the lack of 
toughness. In comparison, a thermoplastic matrix provides 
numerous advantages such as enhancing the toughness of the 
composite and improving the composite's fatigue performance.11
19
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PART II. EXPERIMENTAL
A. MIXING OF THE RESIN:
1. ORIGINAL MIXING TECHNIQUE
The epoxy resin, DER 332, diglycidyl ether of Bisphenol 
A (DGEBA) , and the NH2PSF polysulfone were mixed first in a 
two-neck round-bottom 3 00-ml. reaction flask immersed in a 
120°C silicone oil bath. The materials were mixed
continuously for about 30 to 45 minutes with a mechanical 
stirrer, until a homogeneous mixture resulted. Once 
homogeneity was obtained, the oil bath temperature was quickly 
raised to 13 5°C, and the DDS was charged to the flask. The 
temperature of the oil bath was maintained at 13 5°C, so that 
the DDS becomes soluble in the epoxy/NH2PSF. A completely 
homogeneous mixture resulted after stirring the components for 
about 40 to 4 5 minutes. During the entire process, the mixing 
apparatus was kept under a vacuum, ensuring optimal degassing.
The unmodified systems were processed in a similar manner 
except that the epoxy resin was charged to the reaction flask, 
which was immersed in the 13 5°C oil bath. Then the solid DDS 
was added. Again, the material was mixed until a homogeneous 
mixture was achieved.
The preparation of specimens for further testing was 
facilitated by using a heat gun. This was found to be 
important for the systems with a 30 weight percent loading of 
the polysulfone NH2PSF, where the viscosity of the mixture, at 
times, resembled something similar to very cold molasses.1
However, the technique was questionable, since the small 
amount of sample extracted by the heat gun may have been 
inadvertently cured by the gun's heat.
2. VACUUM OVEN TECHNIQUE
The vacuum oven technique was a way of mixing the sample 
without simultaneously drawing off air using the vacuum pump. 
The mixing materials were placed into a three-necked flask and 
stirred at 12 0°C for about 3 5 to 4 0 minutes, until the mixture 
was homogeneous. The flask was then transferred to the vacuum 
oven, which had been preheated to 13 5°C, to evaporate the air 
from the sample. The absence of air bubbles in the flask 
indicated that the sample was adequately purged. After about
10 minutes, the sample was taken out and placed back into the
011 bath. The temperature was raised to 13 5°C and the DDS was 
added to the sample. Again, the material was mixed for about 
3 5 to 40 minutes, until the sample appeared homogeneous. The 
material was then placed back into the vacuum oven and 
degassed until it appeared clear.
3. CHLOROFORM TECHNIQUE
The chloroform technique was different from the original 
mixing technique. The solvent chloroform (CH3C1, formula 
weight 119.38 g/mole) was used to aid the mixing of the 
sample, since the mixing materials were very soluble in the 
chloroform. All three components were placed into a 100-mL 
beaker in smaller weight amounts (scaled down by a factor of 
ten) to save material. Chloroform was then added to cover the
sample. Once the material was mixed, the beaker was placed 
into the vacuum oven to allow overnight evaporation. 
Initially, the vacuum oven temperature was set to the boiling 
point of the chloroform at 60.6° -61°C. However, it was feared 
that the material was being inadvertently cured by the 
heating, so subsequent oven runs were done under no-heat 
conditions.
4. GRINDING TECHNIQUE
The grinding technique was similar to the chloroform 
technique, except that there was no solvent used to help mix 
the sample. Again, all the components' weights were reduced. 
The components were vigorously ground with a mortar and pestle 
for about five to ten minutes, until a seemingly homogeneous 
mixture was attained.
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B. MATERIAL AMOUNTS
1. Original Weight Amounts
The material amounts of the samples were originally given 
by Stephen Liptak from the Chemistry Department of Virginia 
Tech. Each calculation was made for the preparation of a 20- 
gram batch of resin. A Mettler balance was used that was able 
to weigh samples up to 1000 grams, with divisions of 1 gram. 
The balance was accurate to .1 gram.1
A) Weight fractions of each component:
For the DGEBA/DDS system
DGEBA: (MW = 340.425 gms./mole) 0.7328 
DDS: (MW = 248.30 gms./mole) 0.2672
There was a 2:1 mole ratio between DGEBA and DDS. 
Thus, using this fact, there was a total weight of 
680.85 gms. DGEBA and 248.3 0 gms. DDS which led to 
a total weight of 929.15 gms.
B) For the DGEBA/DDS series (unmodified and modified) 
with a 20 gram batch of mixed material one has:
For the DGEBA/DDS system (CONTROL)
(0.7328)(20 gms.) = 14.66 gms. DGEBA 
(0.2672) (20 gms.) = 5.34 gms. DDS
For the DGEBA/DDS/15% (w/w) NH2PSF system 
NH2PSF (MW = 15,329 gms./mole)
Sample Calculation:
15% by wt. with 20 gms. of total mixed material 
(2 0 gms.) (0.15) = 3.00 gms. NH2PSF
3.00 gms./15, 329 gms./mole = 1.9571 * 10"4 mole NH2PSF
(SCLIII41)
(1.9571 * 1 0 A mole NH2PSF) (2 mole DGEBA/1 mole 
NH2PSF)*(340.425 gm/mole) = 0.1332 gms. DGEBA
20 gms. - (3.00 gms. + 0.1332 gms.) = 16.8668 gms.
(16.8668)(0.7328) = 12.36 gms. + 0.13 gms. = 12.49
gms. DGEBA
(16.8668)(0.2672) = 4.50668 gms. = 4.51 gms. DDS
Amounts Needed:
3.00 gms. NH2PSF 
12.49 gms. DGEBA 
4.51 gms. DDS
For the DGEBA/DDS/3 0% (w/w) NH2PSF system:
10.33 gms. DGEBA 
3.67 gms. DDS
6.00 gms. NH2PSF
For the DGEBA/DDS/22.5% (w/w) NH2PSF system:
11.41 gms. DGEBA 
4.09 gms. DDS 
4.50 gms. NH2PSF
2. Adjusted Weight Amounts
To ensure efficiency of time and ingredients, smaller
weight amounts of the material were mixed. Each component was
calculated to a smaller weight amount using the same
calculation method as above. The difference was that only 2
gms. of mixture was made instead of the 2 0 gms. mixed
previously. Thus, the new weight amounts were:
For the DGEBA/DDS system (CONTROL):
1.4 66 gms. DGEBA 
0.534 gms. DDS
For the DGEBA/DDS/15% (w/w) NH2PSF system:
1.2 49 gms. DGEBA 
0.451 gms. DDS 
0.3 00 gms. NH2PSF
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For the DGEBA/DDS/3 0% (w/w) NH2PSF system:
1.03 3 gms. DGEBA 
0.3 67 gms. DDS
0.600 gms. NH2PSF
For the DGEBA/DDS/22.5% (w/w) NH2PSF system:
1.141 gms. DGEBA
0.409 gms. DDS
0.4 50 gms. NH2PSF
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Part III. INSTRUMENTATION 
A. DIFFERENTIAL SCANNING CALORIMETER
I . Theory
Thermal analysis is an important way of empirically 
characterizing materials and predicts sample behavior under 
time, temperature, and environmental conditions. Thermal 
analysis identifies materials through a process of 
"fingerprinting".1
There are several thermal modes of thermal analysis 
described as Differential Scanning Calorimetry (DSC). A 
differential scanning calorimeter is a differential thermal 
analysis instrument designed to give caloric data. It is 
ideal for effectively characterizing polymers and is 
applicable for the measurement of a wide range of various 
properties including: transition temperatures, specific
heats, oxidation reactions, and polymerization. The DSC is 
also advantageous in the sense that it is flexible:
determinations can be made rapidly and conveniently.2
In fact, the DSC is flexible enough to take measurements 
not only at elevated temperatures, but also at the lower
temperatures necessary for determining glass transition 
temperatures or other similar data. All data are obtained 
over either a linear temperature range or at a single
isothermal temperature.3 The precision of measurements (heat 
of transitions or specific heats) is about +/- 2%, assuming 
careful calibration and accurate weighing.
The DSC's instrumentation is complex; it contains two 
small stainless steel (usually a Pt/Rh alloy) sample pan 
holders, one for the actual sample, the other for the 
reference material. Each holder is a separate calorimeter 
(twin calorimeters) mounted in a block held at constant 
temperature; further, each holder has its own resistance 
sensor for temperature and an individual resistance heater for 
the addition of heat. The reference and sample are heated 
separately due to their temperature differences (fig. 3-1).
Platinum sensors
Sample heater \  /  Reference heater
Perkin-Elmer  
DSC 7
Figure 3-1
Through the average temperature loop, the DSC compares 
the temperatures of the two holders, with the standard 
temperature devised by the programming unit, and adjusts 
proportionately the heating current to correct for any 
deviance. Thus, the average temperature of the two holders 
locks onto the programmer to give accurate temperature control 
and precise linear programming.4 Similarly, the differential 
temperature loop compares each holder's temperature and 
distributes incoming heating current so that the two
temperatures are equal. The result is to get a plot of Heat 
Flow versus time (for an isotherm) or temperature (for a 
ramp).
DSC measurements are taken as the resin "cures", when the 
polymeric properties range from soft, flexible materials to 
hard, chemical-resistant and elevated temperature products. 
The hardness of the resin will depend on the amount of cross- 
linking that occurs. Typically, epoxy resins shrink less 
during cure than most other thermoset resins, and no volatile 
by-products are generated by the cure. As a result, epoxy 
resins are the material of choice for DSC study. Curing 
leads to gelation and is an exothermic process; further, it 
reflects the degree of polymerization, or the extent of the 
reaction. The degree of cure, or alpha (a), can be calculated 
at any time t by:
a = _H*_ (3-1)
where ^  represents the heat at the time of interest and H,^ 
represents the total heat of the reaction encompassing the sum 
of the isotherm and its corresponding ramp.
Enthalpy, the energy flow within a system, is another 
polymeric property that can be measured using the DSC. The 
calculation for enthalpy differs depending upon whether the 
transition is slow enough that a steady state condition is 
maintained or so quick that the change of the sample 
temperature is stopped until additional heat is supplied.4
The slow transition is of more importance in DSC studies, 
because it assumes that there is no difference in the heating 
rate for both the sample and reference. In this case,
AH = { TfTi CpdT = jTfTi (KAT)dT (3-2)
g
where the subscripts i and f refer to the initial and final 
temperatures of the transition.
In the DSC, peak area is independent of the calibration 
coefficient, K (which is related to the geometry and 
conductivity of the sample holder), since K enters only into 
the time lag between the temperature of the sample and its 
holder. K is unaffected by differences between the reference 
and sample holders. The resolution improves as K increases, 
and enthalpy can be determined from the area of the peak 
curve. The area underneath the curve is determined by 
integration. If overlapping peaks are present in the curve, 
it may be integrated in parts. Only one K value is needed, as 
it is independent of temperature. If the baseline undergoes 
a large displacement during the reaction or transition, 
integration of the curve is difficult and results in a large 
amount of errors in AH calculations. Thus, it is observed 
that the D S C precision of enthalpy measurements is 5-10% in 
most cases.5
2. Experimentation
The Differential Scanning Calorimeter used at William and
Mary was the Perkin Elmer DSC-7 model that utilized a 7500 
Professional Computer. For most of the isothermal runs, the 
reference pans were "empty” , where the aluminum pan was sealed 
without material in them. For ramps and reramps, the 
reference pans usually contained previously cured material. 
Each sample pan was weighed without any material, then 
reweighed after the material was placed in them. The 
difference between these two measurements constituted the 
actual sample weight. The sealed pans were then placed in 
their correct chambers for testing. Also, during the 
experimentation, helium gas was passed over the materials to 
ensure a moisture free environment.
Once the runs were complete, the data generated by the 
type of run was collected. For temperature ramps, the data 
was integrated on the DSC computer. Isothermal runs could not 
be integrated on the DSC, but were converted to ASCII files. 
The program to integrate the data was called PLOTHEAT.BAS; 
this program was made possible through the work of former 
William and Mary students Herbert Rhodinizer and Philip 
Kingsley. The program's concept was to divide the area under 
the curve and integrate it into many rectangles. It asked for 
an initial point and gave a default value for the endpoint 
(which was usually the best point to use as the end point) . 
The program then asked for a residual heat, which was known 
from the reramp data (usually was 0), then computed the area 
of the rectangles.
Typical DSC runs were reflected by the control system's 
isothermal plot (fig. 3-2)6 and its corresponding temperature 
ramp (fig. 3-3)6, or the 30% modified isothermal plot (fig 3- 
2a) and its ramp (fig. 3-3a) . For the control system's 
isotherm, the area above the curve was surrounded by 
rectangles indicating a power differential between the sample 
and the reference material. The area was integrated by the 
method just mentioned, with the computer using similar, if not 
smaller, rectangles to integrate up to 161 minutes. At this 
point, the rate of change became zero, and the isothermal heat 
was calculated; for this run, it was 146.1463 J/G.
In contrast, the control system's 50-2 75°C ramp at a 
constant rate of 2°C/minute demonstrated a marked change in 
the slope of the trace at about 60°C, indicating the onset of 
the second-order glass transition phase. The glass transition 
temperature was important, because the molecule now becomes 
flexible and reactive instead of the hard, rigid glass state 
that it was previously. The ramp then experienced a sharp 
drop reflecting an exothermal process. At about 2 3 0°C, the 
reaction subsided, and the material thermally degraded 
slightly.
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B. Rheolocrv
1. Theory
Rheology is the science of deformation and flow of 
matter.7 Its primary focus is to study the response of a 
material to an applied deformation or a mechanical force.8 
The response could range from irreversible flow, reversible 
elastic deformation, or a combination of both. Rheological 
studies influence the understanding of viscous behavior for 
such polymer materials as rubbers, plastics, paints, and inks. 
Besides viscous behavior, rheological studies can elucidate 
other properties, including molecular weight, composition, 
crystallinity, and morphology.4
Two properties form the basis of rheological science. 
The first fundamental concept is viscosity (17) , which is the 
measure of a material’s resistance to flow (fig. 3-4).
Viscosity was extensively studied by Newton, who proposed a 
law stating that viscosity was the ratio of stress to the 
material's rate of strain. It is defined in the following 
formula:
(F/A)
U niform
ve loc i ty
prof ile
g ra d ie n t
S h e a r  s t r e s s  
S h e a r  rate {dV/dX)
Figure 3-4
V F
A
(3-3)
Viscosity reflects the material's ability to dissipate 
deformational energy through flow. Its units are Ns/m2; 
however, Pascal seconds (Pa»s) or Poises are also commonly 
used.
According to Newton's Law, viscosity will be independent 
of the shear rate, but this scenario is not always the case as 
it assumes that ideal liquids are used.9 Instead, non- 
Newtonian viscosities may occur.
N ew tonian
Region
X
non-Newtonian
Region
y
Figure 3-5
In such instances, the viscosities are no longer constant, but 
are now the functions of shear rate. Therefore, viscosity 
will decrease as the shear rate increases (fig. 3-5).
The second fundamental concept describes more of an
elastic response. Elasticity refers to the polymeric 
material's ability to store deformational energy and can be 
regarded as the capacity of the material to regain its 
original shape following its deformation. Thus, in relation 
to a change in strain, the elastic response would be defined 
as:
T = G * 7 (3-4)
where G refers to the material's shear modulus which is a 
factor that relates shear stress to shear strain. In other 
words, the modulus is a measure of the material's stiffness, 
or resistance to deformation.10
When actual real-world experimental conditions occur, the 
polymeric material melt will not go completely to either 
extreme. Instead, the material will form a combination of 
both extremes, leading to a v i s c o e l a s t i c  material. In such a 
material, the stress will depend on the strain and strain 
rate. The unique combination of viscous and elastic 
properties eventually yields a time-dependent and incomplete 
recovery of the original state of the polymerization material.
Overall, the rheometer is ideal, since materials can be 
characterized easily, regardless of their type, physical 
state, or form in which they are used. In general, the 
rheometer is suitable for polymers because rheological 
properties can be measured continuously as the polymer 
undergoes temperature induced phase changes. Rheological 
testing has even been considered the most sensitive
characterization method for measuring glass and secondary 
transitions.9
2. Experimentation
All rheological experiments were performed using the RDA- 
700 Dynamic Analyzer supplied by Rheometrics, Inc. The 
rheometer utilized parallel plate equipment, with plates 
varying in size depending on the amount and form of the 
analyzed sample. The runs were comparable to the runs done on 
the DSC, with major emphasis devoted to isothermal runs; 
however, there were some ramps done. All data analysis was 
performed on the rheometer utilizing the RECAP2 software which 
controlled the temperature and collected data. An IBM PS/2 
model 50 personal computer also aided in the analysis of data.
For isothermal runs, the end point of the viscosity 
versus time runs was seen once the curve "flipped" over. At 
this point, full cure had taken place; in other words, the 
system had become so viscous that it was difficult to further 
measure viscosity. Another property observed in isotherm runs 
was the chemical gel point, the time at which the molecular 
weight of the resin system goes to infinity.11 The time this 
occured was reflected when G' (elastic storage modulus), a 
measure of the material's ability to store deformational 
energy, crossed G 1' (loss modulus) which measured the 
material's ability to dissipate energy in the form of heat. 
At this cross point, G' and G'' were equal; hence, the system
reached gel. A good example was seen in the isothermal run 
of control sample from October 24, 1991.6 For the r\ vs. Time 
plot (fig* 3-6)6, the curve "flipped” over at about 29 
minutes. In contrast, the G'- G'' vs. Time plot (fig. 3-7)6 
showed that gel occurred earlier at 2 7 minutes. Thus, the 
time when the curve "flipped” over and the point where G'-G'' 
crossed need not agree. If they did, it was considered a 
coincidental occurrence.
Overall, the two properties G' and G 1' described 
viscoelastic properties and were related by:
G* = G 1 + iG' ' (3-5)
where G* was a measure of the material's overall resistance to 
deformation.11
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C. FDEMS
Dielectric monitoring is the basis for smart processing 
of thermoplastic and thermoset properties. It is accomplished 
by the use of frequency dependent electromagnetic sensing 
(FDEMS) techniques. Such techniques are advantageous in 
maintaining dielectric properties of polymeric materials; most 
polymers are dielectric with intrinsic insulating properties. 
Further, FDEMS is effective since it can monitor chemical and 
physical changes nondestructively throughout the entire cure 
process. This is made possible by a universal wafer-thin 
sensor that is embedded in situ in the polymeric material of 
interest.12 The data are collected over a wide range of 
frequencies; hence FDEMS is effective in the study of various 
resin cure processing properties including the reaction onset 
and the extent of reaction, as well as phase separation.
1. Polarization
Because polymers are dielectric, they do not conduct 
well. This is beneficial for FDEMS runs, since the capacitor 
used for measurements will not short out. When the dielectric 
polymer is placed in the presence of an Electric field (E) , it 
will become polar.13 In theory, polar molecules are 
electrically neutral, yet they possess regions of localized 
positive and negative charges; that is, they contain a 
permanent dipole moment. Therefore, as the electric field is 
introduced, the polymer will migrate, as the molecules orient
themselves with their opposite charges (fig.3-8); this will 
result in a net separation of charges.
R a n d o m
d i p o l e s
O r i e n t a t i o  n 
s t a r t s
P o l a r i  z a t i o n
<EB> <0>
O
Figure 3-8
The polarization phenomena in homogeneous materials can 
be categorized into three major classifications: (1)
electronic polarization (PE) resulting from the electron 
orbits' shift with respect to the atom's center, (2) atomic 
polarization (PA) which results from the shift of atoms in 
their relative positions in relation to one another, and (3) 
dipole polarization (PQ) which is the result of the permanent 
dipoles' orientation when subjected to the electric field.14 
Dipole polarization reflects the thermal motions of molecular 
dipoles in a restraining environment. Thus, as the molecular 
dipoles reorient themselves, they are restrained by friction 
of the surrounding molecules, which impedes the polarization.
As a result, equilibrium is reached after a long period of 
time. When the electric field stimulus is removed, the 
polarization effect disappears in a process referred to as 
dielectric relaxation. Like the polarization effect, the 
depolarization takes just as long a period to disappear as it 
did to form. Hence, dipole polarization yields significant 
interaction on the properties of dielectric relaxation. The 
total polarization for a homogeneous dielectric material is 
represented by:
PT = PE + P^ + Po (3—6)
2. Polarizability
The three homogeneous material polarization mechanisms 
can also be expressed in the form of the molecular physical 
quantity known as polarizability (a).15 Polarizability is 
defined as the electric dipole moment induced in a system, 
such as an atom or molecule, by an electric field of unit 
strength.16 Once a material comes in contact with an electric 
field of strength E 1, the polymer will be induced to produce 
an average polarized dipole moment, m. The quantity m will be 
proportional to E':
m - aTE' (3-7)
where aT is a proportionality constant representing the total 
polarizability of the system. This is represented by:
a T = aE + a A + a o (3-8)
where aE, aA, aG are the electronic, atomic, and dipolar
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polarization contributions respectively.
In cases where the unit volume of the polymeric material 
contains N molecules, the total polarized dipole moment per 
unit volume will be known as Nm. Further, the quantity Nm is 
equivalent to the polarized charge density constant P. 
Substitution of this relationship into equation (3-7) will 
lead to the general expression of polarization:
P = Nm = NaxE ' (3-9)
3. Dielectric Measurements
To best understand how impedance measurements are made, 
a simple, yet ideal, model of a parallel plate capacitor
should be used. Capacitance (CQ) is defined as the ratio of
the charge accumulated on the plates of the capacitor to the 
potential difference that is applied to them; it is reflected 
by:
C0 = Q/V (3-10)
The plates of the capacitor are separated by a small gap. 
If a dielectric material is placed between the plates, the 
capacitance will change such that the material will polarize 
due to the charge induced electric field. The result of such 
polarization will yield a material that has increased by a 
charge of ± P; consequently, the capacitance will increase 
(fig. 3-9).
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The capacitance is thus represented by:
C = (Q + P) (3-11)
V
Moreover, the relative permittivity, e0, of the material
is defined by the ratio of the increased capacitance
containing the dielectric material to that of the same
capacitance in a environment maintained under vacuum.
eQ = C/C0 (3-12)
The permittivity can also be expressed in terms of the
polarization produced by the applied field E;17
eQ = 1+47TP (3-13)
eE
where e represents a constant that is unit dependent.
4. Frequency Effects
The capacitor plates charge, and the electric field
changes sinusoidally. As a result, the polarizations and free 
ions change direction with the simultaneous field shift. The 
field change is simple at lower frequencies, as there is 
enough time for the molecules to assume their correct 
equilibrium position. Yet, once the frequencies increase, 
time becomes limited so that field change occurs rapidly; the 
various polarization mechanisms and ionic mobilities cannot 
reorient themselves properly. Hence, these dipolar mechanisms 
no longer contribute to the correction factor P. P gets 
smaller which leads to a reduction of the capacitance and 
conductance. The plot of dielectric constant (eQ) , or 
relative permittivity, versus the frequency illustrates this 
phenomenon (fig. 3-10) :18
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Figure 3-10
Since the dielectric constant is related to the correction
factor P by:
eQ = C/0o = 1±P (3-14)
Q
it will be observed that the drop in the constant eQ will be 
analogous to a simultaneous drop in capacitance.
5. Experimental Theory
Measurements of the equivalent capacitance and 
conductance, which are both dependent on the sample’s 
geometry, are used to calculate intensive geometry-independent 
complex permittivity, e‘, defined by the equation:19 
e* = e ' - ie'' (3-15)
The equation contains a real and an imaginary component, where 
the real component, e', is the relative permittivity and the 
imaginary component is the dielectric loss factor e ’’. This 
loss factor, e ’’, is derived from the energy loss due to the 
time dependent polarization and ionic conduction 
constituents.20
Further analysis of e* and e'' is possible once an 
expression for the current (I), a measure of the magnitude of 
the parallel capacitance that is in series to a resistor, is 
introduced. Mathematically, along with the voltage (V), it 
is represented by:
I = i27TfCV (3-16)
where from manipulation of equation (3-14), it is known that
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C = e0C0 (3-17)
The dielectric behavior of the material in the capacitor
series is further defined by the following equations:
I = i2rrf e*CV (3-18)
I =i27rf (e ' - e ' 1 ) CV (3-19)
I = 27rfCe,,V + i27rfCe'V (3-20)
where the final equation represents the simplest form.
Ohm's Law of V=IZ can further describe the circuit since
it introduces the total resistance or impedance of the system:
Z'1 = 2?rfCQe ' ' + i27rfC0e' (3-21)
The impedance term (Z) is also related to the conductance, G,
as illustrated by:
Z'1 = G +ia)C (3-22)
where a)=27rf. Therefore, if the equations (3-21) and (3-22)
are combined and set equal to one another,
27Tf CQe ' ' + i27TfC0e' = G +i27rfC (3-23)
This subsequently rearranges to:
27rfCQe ' ' + i27TfC0e' - G - i27rfC = 0 (3-24)
This final equation will undergo an additional separation of
the real and imaginary components enabling determinations of
e' and e'' to be made from capacitance and conductance
measurements; thus
i27TfC0e' - i27TfC = 0 (3-25)
2 tt± b ' 'C0 - G =0 (3-26)
which can further rearrange to:
e 1= C and e*' = G (3-27,28)
CQ 27TfC0
The real and imaginary parts of the system include a dipolar
and ionic characteristic reflected by:
e' = ed' + e^ (3-29)
e' ' = ed' ' + e;' ' (3-30)
The loss factor can also be described as:20
e " =  fe_, - e.Jtjr + _ a _  (3-31)
1 + (u>a)2 u>e
It therefore seems that the loss factor will be closely
related to the conductance (cr) , relaxed permittivity (erel),
unrelaxed permittivity (e^) , o) which is equivalent 27rf, r
which represents the dielectric relaxation time, and finally,
e, the permittivity of free space which equals 8.854 * 10'14
C*J. The previous loss factor equation can further be 
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isolated into dipolar and ionic components:
ed = IereU_-  eUIJ_arr and e, = _ g _  (3-31,32)
(1 + wrp we
or in rearranged form:
edo = IereU_.-_ e^) o)2r, and e^ = _o_ (3-33 , 34)
(1 + 0)T ) 2 6
It is now observed that the ionic term will now be frequency 
independent, while the dipolar term will remain frequency 
dependent. Thus, if a plot of e ,fo) versus time for various 
frequencies is constructed, it will identify regions where the 
material's viscosity will be dominated by the ionic mobility 
as the dipolar effects cease.
6. Experimentation
The FDEMS data collection procedure was done using two 
different hardware or "bridge" systems. Measurements were
made using either a Hewlett-Packard 4192ALF Impedance analyzer 
controlled by Dek Dyne Data Acquisition Software installed on 
a Zenith 3 86 Data systems computer, or a Schlumberger 12 60 
Impedance/Gain analyzer also controlled by the high-powered 
Zenith 386 Data system. The analyzer systems had different 
impedance measurement ranges; for the HP bridge, the 
conductance and impedance measurements ranged from 50 hertz to 
1 Megahertz, while the Schlumberger took readings from the 5 
hertz to 1 Megahertz range. Regardless of the type of system 
used, measurements were taken at regular intervals, chosen by 
the user, and transformed to complex permittivities. Two 
morphologically different sensors were used.
The first sensor was a disposable, geometry independent 
sensor designed and patented by Kranbuehl. The sensor was 
either made of kapton or glass and both contained an array of 
interdigitated comb electrodes (fig. 3-11) ; glass sensors were 
preferred for this investigation's particular dielectric runs.
Sample material
E le c tro d es
Substrate
Figure 3-11
The sensor substrate was also composed of high temperature 
materials; as such, the sensor is designed to withstand 
temperatures exceeding 400°C and pressures greater than 1000
PSI, as well as oxidative effects that occur during the cure 
cycle.18 Furthermore, the glass sensor is capable of 
monitoring the entire range in magnitude usually from 10'2 to 
108 for both the real e* and imaginary e'' components; these 
measurements are made continuously without interruption 
throughout the entire cure cycle.18
The second type of sensor used, to a lesser extent, was 
the parallel plate capacitor. The parallel plate capacitor 
differed in shape from the wafer thin glass sensor; it was 
larger, combining the comb electrodes with field effect 
transistors embedded in a silicon microcircuit. Since, the 
parallel plate capacitor retained the reproducible calibration 
features of the comb, they were used to provide a much clearer 
signal without the interference from the sensor interface. 
These sensors were effective when testing powder-type 
materials; in contrast, the powdery samples did not seem to 
wet out completely using the glass sensor.
D . Cloud Point 
1. Theory
For cases where the material of interest was composed of 
a rubber-modified thermoset and thermoplastic, phase 
separation was monitored by finding the cloud point of the 
system.21 The cloud point, or the precipitation temperature, 
is defined as the point of incipient phase separation as 
detected by light transmission; that is, the cloud point marks 
the visual onset of phase separation of the rubber-rich 
domains from an initially homogeneous solution of reactants. 
Further, the cloud point can be observed by a dramatic 
decrease in the intensity of the transmitted light, or by an 
equally dramatic increase in the intensity of the scattered 
light. Whereas most of the phase separation will occur prior 
to the gelation, in the cloud point experiments the end of the 
phase separation may occur after the gelation process is 
completed. The cloud point data can be analyzed through the 
use of plots, the maximum point of such plots is known as the 
threshold cloud point.22
Experimentation
The cloud point runs were done primarily on the 
DGEBA/DDS/NH2PSF system. All of the mixtures for the runs 
were made utilizing the powder mixing technique. Once the 
materials were mixed, the sample was placed into a glass 
cuvette, which was subsequently placed into the silicone oil
bath, set at 177°C, our temperature of interest. The Bausch 
and Lomb Spectronic 2 0 Spectrophotometer was the one of choice 
for our runs. The powdered sample in the cuvette usually 
required about 10 minutes in the bath before it was ready to 
placed in the spectrophotometer for an initial reading. The 
instrument was adjusted to give the wavelength of maximum 
response (i.e. highest %T reading). The optimal wavelength 
was found to be 590 nanometers. Various temperatures were 
tried ranging from 150, 155, 160, 170, and 177°C; of all the
temperatures tried, 177°C was found to be the best temperature 
to do the runs. The 3 0% modified system was also found to be 
the best system to use.
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Part IV. The Maxwell-Waqner-Sillars Equation
A. Background
In this investigation such polymeric properties were 
studied as: degree of cure, viscosity changes, gelation, and 
vitrification. However, the primary focus of this
investigation was phase separation. One of the most practical 
ways to characterize the phase separation process was 
dielectric monitoring.
The study of phase separation in relation to dielectric 
monitoring was important, since dielectric behavior underwent 
significant and observable changes. The dielectric studies of 
phase-separated, dipolar polymer systems were further 
complicated by the presence of additional dispersions related 
to interfacial polarization.
Theoretically, the complex relative permittivity e* of 
any resin is the sum of five polarization mechanisms; the 
electronic (e*c), atomic (e*a), dipolar (e*d), conduction (e*c), 
and interfacial (e*;) contributions. For two-phase dielectric 
materials, the three polarization properties discussed were 
still relevant, since these mechanisms occurred in both the 
liquid epoxy resins and resin polymer blends.1. However, 
another type of polarization emerged from studies of the 
heterogeneous systems. Interfacial polarization resulted due 
to the accumulation of virtual charge on the interface between 
the two media having different conductivities and
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permittivities. For interfacial polarization to have 
occurred, it was necessary for certain regions of the sample 
to have a higher conductivity than the others.2 Thus, 
materials demonstrating interfacial polarization were highly 
conductive. As such, the electronic, dipolar, and conduction 
phenomena provided the background against which interfacial 
polarization was seen in phase-separated blends.
The conduction effect was due to the presence of ionic 
impurities, most notably absorbed moisture, and was prevalent 
in the low frequency region. Further, it has been observed in 
isothermal experiments that the conductivity decreased nearly 
four orders of magnitude during cure. At this stage, dipolar 
relaxations emerged and took over. The reduction of a 
system's conductivity reflected a simultaneous increase in its 
viscosity during cure. Using the experimental data, it was 
determined whether the system was still sufficiently fluid to 
flow in a processing operation. Therefore, when the 
conductance (cr) was small, dipolar loss peaks showed increases 
in relaxation time during cure.
Conductance was out of phase with the voltage in 
dielectric runs and its most obvious effect was to increase 
e ' ' .3
O-<j} € 6 ' ' (4-1)
where o = conductance, oj=27rf, and € was the permittivity of 
free space which equals 8.854 pFm'1. At lower frequencies, 
conduction also contributed to € ' , due to the accumulation of
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blocked charges at the electrodes.
The dielectric analysis spectrum of a fully cured 
material contained two features; first, a contribution to the 
total loss associated with the conductivity of the material, 
and, second a loss process which was only observed in the 
higher thermoplastic content materials. This second process 
was attributed to a simple effect known as the Maxwell-Wagner- 
Sillars (MWS) model.4
matrix = Thermoplastic 
balls = neat resin
Figure 4-1
The continuous matrix phase (known as aj in the diagram
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represented the modified thermoplastic system, while the 
ellipsoid balls (<j2) were the neat epoxy system. It was 
theorized that for the 3 0% modified system, the matrix phase 
would phase separate and invert with the ellipsoid balls such 
that the matrix phase would then become the neat epoxy system, 
and the ellipsoid balls would become the thermoplastic system.
B . Maxwell-Wagner-Sillars Equation
The Maxwell-Wagner-Sillars model described the 
permittivity of solid materials, and was the result of 
interfacial effect studies originated by Maxwell and Wagner 
combined with the subsequent theoretical development by 
Sillars.
The theory focused on the interfacial polarization effect 
and was dependent essentially on four important variables:5 
(1) the volume fraction of the conducting phase which was not 
an adjustable parameter; (2) its geometry defined in terms of 
the length to breadth aspect ratio (a/b) in the electric field 
direction; (3) the dielectric permittivity of the 
nonconducting matrix (that along with the loss were measured 
to a low frequency, i.e. 10'1 Hz) which was determined 
experimentally from a frequency plot, since permittivity was 
not a variable; and (4) the conductivity of the occluded 
phase (the presence of occluded conducting paths could 
contribute to, if not lead to, a Maxwell-Wagner-Sillars loss 
process)6, which was determined by the adjustment of its
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theoretical prediction. DC conductivity was subtracted out of 
the peak so that there was a good fit on the high frequency 
side of the Maxwell-Wagner-Sillars peak. This meant that , 
which represented the high frequency limiting value of 
dielectric permittivity for a process with a characteristic 
relaxation time of t , was the favorable fit for the values of 
the MWS peak. The fit's shape was sensitive to the DC 
conductivity subtraction; too large a value sharpened the peak 
artificially by reducing the amplitude at the low frequency, 
whereas too small a value led to the opposite effect.7 The 
Maxwell-Wagner-Sillars model was associated with the 
occurrence of the phase-inverted morphology occurring in a 
material, since it required the occluded phase of a two- phase 
system to have a higher conductivity than the surrounding 
matrix.
The Maxwell-Wagner-Sillars model was most effective when 
describing the dielectric properties of spheres and 
ellipsoids. For such shapes, the conductivity was equivalent 
to o 2 and the permittivity was £2; these two properties were 
dispersed throughout a homogeneous matrix with e 2 > e l and o 2 
> a l . Also, this dielectric continuum contained small volume 
fractions (V2) of semi-conducting spheres which were embedded. 
These spheres time-dependently redistributed charge and 
appeared indistinguishable from a Debye-Dipolar Relaxation. 
Consequently, it seemed that these spheres behaved as 
macroscopic dipoles, so that the relaxation times were
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determined by the mobility and concentrations of the ionic 
charge carriers. The Maxwell-Wagner-Sillars model solved for 
the relaxation time ( t ) : 8
r = eJ 2jet 2_^ _,y2i_g.2 ~ Sill (4-2)
2a 1 + o 2 - v2(a2 - a x)
Furthermore, the Maxwell-Wagner-Sillars model accounted for
the limiting permittivities (defined as e ,,= 0) of the
heterogeneous system:
e 0 = Ci (l^i + a -2 +  2y_:2± o 2 ~ ail) (4-3)
2a x + o 2 -  v2(a2 - aj
+ 3v2a1 ((2q!.,_±_a2) ( 2 € 2^ e _ 1) - (2e1_+ ,„€,2)LXg2— -Sil)
[2a! + a2 - v2(a2 - £70 ]2
e® = €,(2 6 , + + 2Vo(€7 -€,)) (4-4)
2£! +  e2 - V2(e2 - £!)
If very small volume fractions and o x were assumed in the
experiment, the previous equations reduced to:
r = €(26, + € , ) where € = 8.854 * 10'14 C ^ M * 1 (4-5)
°2
:Q = e i(l + 2v2) (4-6)
1 - v,
= €i[l + 3v 2(i 2 - Q ]  (4-7)
26! + e2
These reduced equations were approximate and emphasized that 
for diluted dispersions of spheres, the volume fraction
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determined the eQ and but not the value of r. However, 
with moderate concentrations of the second phase, the r was 
not completely independent of the sphere’s volume fraction. 
Further, when et or e2 were frequency dependent, the Maxwell- 
Wagner-Sillars model was problematic in its application.1
Typically, in most of the polymeric systems exhibiting 
interfacial polarization, certain defining characteristics 
arose such as a temperature coefficient (activation energy) 
which mirrored d.c. conduction, and a loss that was usually of 
high magnitude (i.e. e*’>100). For non-polar and non­
conducting polymers undergoing phase separation, interfacial 
polarization involved some charge carriers similar to that of 
d.c. conduction. This was due to the fact that the 
conductivity and relaxation frequency were increased by 
absorbed moisture, while, the relaxation magnitude could be 
either increased or decreased. An increase in the relaxation 
magnitude was observed to occur with an increase in 
crystallinity.
Additionally, it was apparent that there was a lack of 
data that related the dielectric increments to the volume 
fraction of the dispersed phase. This was reflected by a lack 
of reproducibility of the morphology in many samples, even 
when the morphology was obtained from exactly the same 
polymeric material. Another problem encountered in some 
polymeric systems was the difficulty of obtaining a sample 
with a simple, clearly defined two-phase geometry. In such
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instances, the Maxwell-Wagner-Sillars theory proved 
inapplicable.
The occurrence of the Maxwell-Wagner-Sillars feature was 
used to gain a description of the shape and volume fraction 
distribution of the conducting occluded phases for a 
thermoplastic-modified thermoset system. The most prevalent 
feature from such analysis was the variation of the shape 
ratio factor, a/b, upon the level of the thermoplastic. It 
was apparent that the only adjustable variables when using 
this theory related to the description of the system's 
morphology.
Further, the shape of the Maxwell-Wagner-Sillars curves 
have only recently been precisely determined over an extended 
frequency range using computer-assisted dielectric 
measurements. Previously, electron microscopy was used to 
identify the morphological distribution information but led to 
interpretational error. For example, sectioned cylinders and 
ribbons appeared as spheres using this technique. These 
problems were not encountered using the dielectric measurement 
technique, since bulk samples were used, and such structures 
had distinctly different a/b ratio values that were readily 
detected using dielectric measurements.
In a system capable of phase separation, an additional 
debye relaxation process may have been observed, which was 
associated with the generation of an occluded phase of higher 
conductivity than its surrounding matrix. In two-phase
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systems such as ours, cure proceeded for about twenty to 
thirty minutes, during which time phase separation occurred. 
The phase separation was characterized by an increase in the 
dielectric constant of the mixed thermoplastic-epoxy material 
while the material still remained in the fluid, ungelled 
state. In some instances, it was also observed that as the 
material cured the relaxation feature associated with phase 
separation did not change with time. Instead, the loss in the 
dielectric increment was related to vitrification of the area 
around it. In other cases, it was observed that the 
relaxation feature continuously changed once vitrification of 
the matrix had occurred. Overall, the Maxwell-Wagner-Sillars 
theory predicted a decrease in relaxation time with increasing 
conductivity of the second phase.2
When electron microscopy was used to study such modified 
systems, it demonstrated that one of the components phase 
separated from the other and dispersed into the other 
continuous phase in the form of small balls or spheres. The 
shape of the dielectric loss curve was modeled to give an 
indication of the size distribution that remained present in 
the material's final cured form. Further analysis
demonstrated that a co-continuous phase appeared in the 
dielectric relaxation, which was best modeled in the form of 
oblate spheroids where the a/b ratio measuring the shape of 
the occluded phase was equal to l .4 As phase separation 
advanced, the occluded phase took on more of a spherical
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shape. Thus, it was apparent that the dielectric method was 
useful in providing information on the time at which phase 
separation occurred and the shape of the distribution of the 
structures that were synthesized.
There were three useful geometries in calculating the 
simple Maxwell-Wagner-Sillars theory for modified systems:9 
(1 ) the long axis of cylinders that were parallel to the 
electric field, (2 ) the long axis of cylinders perpendicular 
to the electric field, or (3) randomly orientated cylinders or 
grains. The first geometry was least effective and severely 
underestimated the magnitude of relaxation. The latter 
morphologies reflected good agreement of the relaxation 
magnitude. The third geometry, in particular, usually led to 
data that had excellent agreement with the calculated values 
for the relaxation time and d.c. conductivity. Nonetheless, 
all three geometries fit the theory better than any other 
possible geometry demonstrating polymer interfacial 
polarization and reflected the high degree of order (or 
regularity) in the two phase structure, as well as the general 
non-polarity of the phases.
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C. Results
The dielectric runs from the DGEBA/DDS/NH2PSF system were 
used for analysis by the Maxwell-Wagner-Sillars Theory. For 
this investigation, the main equation focused on for analysis 
was equation 4-3:
z 0 ~  € i (sgi +, q 2 ,_,+  2^ 2X0 3 - Qj l )
2 o x + o 2 - v2(a2 - aj
+ 3v2aj (llat. t ,g.2IX2e2=e1) - (2et_+ e2) (a2 - . gq )
[2 a! + a2 - v2(a2 - at) ]2
where as stated earlier, the o x is the conductivity of the
matrix while a2 represents the conductivity of the occluded
phase.
For the DGEBA/DDS/NH2PSF system, the MWS equation was 
calculated using various volume fractions (V2) from 0 to 1, 
with 0.1 increments. The conductivity points were chosen 
through the calculation of equation 4-1:
a  =  G)€ € 1 1
where o ) = 2 n f , and € is the permittivity of free space which 
equals 8.854 pFm'1. Further, the hard copy dielectric data, 
generated from the plots of Loge''cj versus time, provided the 
e' ' and e 1 values at various times for the respective systems.
The pure polysulfone component NH2PSF was chosen as the 
matrix phase. The value for was determined using its 
Loge1'w versus time plot mm91991 (fig. 4-2) .10 The most stable 
e ’ ' point was desired and was the one favored at a good
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representative frequency. From the trace, a data point at 54 
minutes and 250 Hertz, the best representative of all the 
lower frequencies that were bunched together, was chosen. 
That point was taken off the run's computer printout, leading 
to a a l value of 1.85 * 1012.
For the cr2 value, two scenarios were proposed for the 
occluded phase. The first was to use the pure DGEBA epoxy as 
the occluded phase. The plot tk91791 was used (fig.4-3)10 for 
analysis. The same frequency of 2 50 Hz. was the starting 
point, and the e'' value was selected at 18 minutes into the 
reaction where it seemed stable. A a 2 value of 1.829 * 10~u 
was obtained.
When the Control sample was used as the occluded phase, 
the plots of tkl02491 (figs. 4-4, 5)10 were used to determine 
the a 2 value. For this plot, the point of reference was at the 
same frequency value, 250 Hz., but the time was chosen as 24 
minutes, at a point where the dipolar relaxation was at a 
peak. Solving for o 2 gave us 4.99 * 1011. Also, the Control 
sample was used to determine the e2 permittivity expression in 
the equation. The permittivity value was chosen at the same 
time and frequency as its corresponding conductivity value and 
was found to be 10.4873. Similarly, the permittivity 
expression e x was deduced using the same reasoning. The 3 0% 
plot, tkl02291 (figs. 4-6, 7)10 was used; the dipolar
relaxation peak was at 24 minutes for the highest frequency, 
and this was the point that we selected. At 2 50 Hz, we
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obtained a e x value of 9.0646.
Table (4-1) shows how our parameters affect the Maxwell 
Wagner Sillars model equation. It was observed that as the 
volume fraction increased, the permittivity values of eQ 
increased from the e x of the 3 0% sample up to a maximum then 
decreased back down approximating the Control sample's e2.
V2 DGEBA o 2 Sample eQ Control a 2 Sample
0 9.0646 9.0646
0.1 10.6731 11.4400
0.2 12.4518 14.2611
0.3 14.4142 17.6615
0.4 16.5626 21.8303
0.5 18.8706 27.0389
0.6 21.2398 33.6734
0.7 23.3915 42.2305
0.8 24.5686 52.9462
0.9 22.6080 62.1650
1.0 10.4873 10.4873
Table 4-1
Where: o x = 1.85 * 10'12
a2 = 1.829 * 1011 or a2 = 4.99 * 10’11 
a2 - a x = 1.644 * 10'11 o 2 - a x = 4.808 * 10'11
e x = 9.0646 
e2 = 10.4873
The increase was large, and it was clear that a 2 had an 
effect in the amount the numbers increased. To test this 
theory, the value of a2 was raised by a factor of ten while 
keeping the other parameters constant; hence, for the e0 it 
was observed in table 4-2 that:
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V2 DGEBA o 2 Sample eG Control o 2 Sample
0 9.0646 9.0646
0.1 11.8905 12.0107
0.2 15.3709 15.6726
0.3 19.7624 20.3470
0.4 25.4756 26.5211
0.5 33.2097 35.0542
0.6 44.2592 47.6158
0.7 61.3056 67.9345
0.8 90.8682 106.367
0.9 152.507 206.000
1.0 10.4873 10.4873
Table 4-2
Where: a l = 1.85 * 10'12
a 2 = 1.829 * 10‘10 or a 2 = 4.99 * 10'10 
ct2 - Qj = 1.811 * 10'10 a2 - a l = 4.974 * 1010
= 9.0646 
e2 = 10.4873
As expected, increasing the conductivity of the occluded 
phase cr2, increased the magnitude of the eQ values. However, 
of more interest, was the fact that though the eQ values 
increased, they would reach a peak and then decrease at the 
higher volume fractions. It was wondered what would cause this 
decrease. Originally, this decrease was attributed solely to 
the o 2 . However, on further investigation, it was observed 
that the differences in the conductivities was an important 
factor driving the reaction. A larger difference would make 
the samples increase and then decrease, while a smaller 
difference would lead only to an increase peaking out at the 
permittivity of the occluded phase at a volume fraction of 1. 
As a result, as theory predicted the simple MWS theory can
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effectively be modeled if the o 1> a i .
The relaxation time r was also calculated at various 
values for V2, using equation 4-2 and the same parameters used 
previously to solve for e0.
r = ej,.2e1_± e2 - gill (4-2)
2 c r l +  a 2 -  v 2 (ct2 -  a x)
Where: a l = 1.85 * 10-12 (from the 3 0% modified)
o 2 = 1.829 * 1010 or o 2 = 4.99 * 10'10
o 2 - Gx = 1.811 * 10-10 o 2 - CTj = 4.974 * 10'10
(from the DGEBA sample) (from the Control Sample)
€j = 9.0646 
e2 = 10.4873
€ = 8.854 pFm1
Once again, two different scenarios were used for the occluded 
phase, or ct2. Plugging in the values shown above we observe 
in Table 4-3 that:
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V2 DGEBA T (S) Control r (s)
0 0.1152 0.0473
0 . 1 0.1239 0.0517
0 . 2 0.1341 0.0570
0.3 0.1463 0.0637
0.4 0.1611 0.0723
in•o 0.1794 0.0836
0 . 6 0.2027 0.0993
0.7 0.2333 0.1226
0 . 8 0.2753 0.1607
0.9 0.3364 0.2343
1 0.4338 0.4362
From the data, it was observed that the relaxation times 
were relatively short. Consequently, it was difficult to 
observe precisely when the relaxation actually took place. 
The relaxation peaks were not visible on the Loge,!w plot 
versus time plots for the 3 0% modified sample, due to these 
low frequencies.
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Part. V Results and Discussion
A. DGEBA/DDS/NH,PSF SYSTEM
The process of phase separation was the emphasis of our 
study with this particular thermoplastic-thermoset system. 
The control system did not reflect phase separation since it 
was composed purely of the epoxy thermoset. In contrast, the 
3 0% modified system containing the highest amount of 
thermoplastic showed phase separation coupled with phase 
inversion most clearly. Thus, by the end of cure, the 
continuous thermoplastic matrix phase separated from the epoxy 
phase which initially looked like little balls. Moreover, the 
phase inversion reflected that the epoxy phase now became the 
continuous matrix, while the thermoplastic phase undertook the 
appearance of the little balls.
The intermediate systems of 15% and 22.5% were also 
theorized to produce the same phase separation and phase 
inversion processes. However, our experimentation of their 
respective systems did not clearly identify the onset point of 
phase inversion as in the 3 0% modified system. Thus, we were 
not certain if these particular systems underwent a phase 
inversion process. However, it was clear that the 15% and 
22.5% modified systems did phase separate from one another.
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B . Interpretation of Dielectric Runs
1. Analysis of Loge 11 oj vs Time
In situ dielectric cure monitoring was observed to be the 
most effective instrumental procedure in the detection of 
phase inversion properties. When comparing typical dielectric 
data for the two extreme mixtures of the 3 0% modified and the 
control systems, a plot of e''* 2 n f was exceptionally useful 
for the interpretation of the cure in frequency regions where 
electrode polarization was negligible. As shown by the 
equations (3-29 - 3-34) overlap of e''* 27rf for individual 
frequencies revealed that ionic translational diffusion was 
the dominant physical process affecting the loss term. 
Further, peaks in e 1' * 2 n f for the individual frequencies
demonstrated when dipolar rotational diffusion processes 
contributed to e''.
The reaction onset for dielectric runs became obvious by 
a sharp drop in the de''/dt showing the ions' decreasing 
mobility with simultaneous molecular weight buildup. Also, 
during this process, the resin changed from a fluid of low 
viscosity to a highly crosslinked solid. Reaction completion 
was signified in the approach of de''/dt to zero.
For a control system isothermal 177°C dielectric runs, 
like tkl02491 (figs. 5-1, 2) 1 or tk6592b (figs. 5-la, 2a),
conduction effects dominated the loss during the early stages 
of the reaction; in the process, the effects also obscured any 
dipolar relaxations that were present. After a reaction
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period of about 3 0 minutes, the conductance became lower and 
dipolar effects emerged and dominated the behavior such that 
the e'' became frequency independent. While this was 
occurring, the liquid resin transformed into a rigid solid, 
giving rise to a prominent a relaxation, which gradually 
shifted from the high to low frequencies as the reaction 
proceeds.
In contrast, similar 177°C isothermal runs were done on 
the 30% modified system, like mml0491 (fig. 5-3) 1 or tk6392b 
(fig. 5-3a) . As in the control run, the early behavior of the 
system was dominated by the conduction effects; however, the 
3 0% system was further characterized by a phase inversion 
process that emerged. Phase separation caused major changes 
in the dielectric properties as illustrated by the plot of e' 
(fig 5-4, 4a) . 1 Like the control runs, an additional
relaxation appeared at about 40 minutes into the reaction; 
this was also consistent with the other 3 0% runs, where the 
relaxation occurred between 24 and 48 minutes. The peaks were 
attributed to interfacial polarization effects. Ionic 
mobility was much greater in the thermoplastic phase than in 
either the neat resin or homogeneous resin thermoplastic 
solution resulting in the entrapment of charges at the 
thermoplastic-thermoset interface. For other modified systems 
such as the 15% and 2 2.5% systems, the runs did not exhibit 
the phase inversion process. This was reflected in their 
accompanying plots (figs. 5-5, 6 , 7, 8 ).
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2 . Sienna vs Time
The ionic diffusion rate, sigma (a) was a sensitive 
measure of viscosity changes and was used to monitor the 
material's viscosity in association with FDEMS measurements. 
As mentioned, overlapping frequency lines in the e ^ w  plots 
directly measured ionic mobility. The ionic mobility was of 
great interest, and its correlation with viscosity was useful. 
As the polymeric reaction proceeded, ionic mobility dropped as 
the viscosity increased, as reflected in the graph of In sigma 
versus time for the 30% or control systems (figs. 5-9, 10).
The sigma technique required a mechanical correlation with 
viscosity measurements obtained by some other techniques. In 
our study, the rheometer was our primary source of such 
viscosity values. Correlation of the ionic mobility and 
viscosity parameters allowed viscosity determinations to be 
made using the FDEMS measurement. Such correlations were done 
at 177°C for the control and 30% modified systems.
3. Correlation of n with e llcj
Another method of correlating viscosity with ionic 
mobility was observed in the plots of e 1 ' vs tj at 177°C. 
These plots were more accurate than plots of a vs. 17. An 
initial time (0 ) was chosen for both the viscosity and 
dielectric runs using the hard copy data. For dielectric 
data, time (0 ) was the point at which the temperature of the 
experiment came to within about 4°C of the desired isothermal
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temperature. Another way of finding time (0) was to look at 
the hard copy data of the run and find the peak value of the 
e' and e 1' for the desired frequency. In comparison, the 
viscosity plots often exhibited a great deal of scatter 
initially for the first few readings. In such cases, time (0) 
was defined as the first stable or "steady” point.
Once the time (0) 's were selected, the eta values were 
matched with corresponding e''*&d values. Once again, the 
frequency-independent part of an e ' 1 vs. time plot was 
related to the material's ionic mobility. The control, 15%, 
and 3 0% samples were used for correlation data. The 3 0% plot 
will suffice as an accurate example of how such correlations 
were done.
The dielectric run TK102291 (figs. 5-11, 12) 1 and
rheologic run done on October 21, 1991 (3 0% sample 102191;
figs. 13, 14 )* were selected for data correlation. Time (0) 
for the TK102291 was selected to be 6 . 8 minutes, time (0) for 
the viscosity plot occurred only 2 minutes into the run. 
There was not as much scatter, commonly associated with 
viscosity runs, evident in this particular viscosity plot. 
These preliminary two minutes were necessary for the viscosity 
to "settle". In other words, the viscosity bottomed out at a 
minimum value, allowing the resin to reach thermal equilibrium 
with the oven at 177°C.
The main purpose for this correlation plot was to observe 
how well r\ interacted with the ionic overlapping frequencies.
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For all three systems, the frequency of 12 5 Hertz was chosen 
as the best representative value for the ionic component loss 
of their respective dielectric runs. The two lowest 
frequencies, 5 and 50 Hertz, exhibited charge polarization 
effects where charge layers accumulated near the electrode; 
hence, they were not joined closely enough to the dominant 
overlapping band. In contrast, the 5 high frequencies were 
well above the band, with the highest 3, in particular, 
completely separated from the ionic band. The cause of this 
phenomena was attributed to dipolar effects. More
specifically, these high frequencies alternated their electric 
fields much too rapidly for the establishment of equilibrium 
by the dipoles with the respective fields.
The limiting factor in the correlation was the viscosity 
term eta. The correlation plot was stopped once G 1 and G'* 
crossed; thus reflecting the onset of the chemical gel point 
and giving an indication that the system had crosslinked. For 
this plot, the gel point occurred at 2 8 minutes; however, 
points were plotted until the peak reading was measured by the 
rheometer for more detail of the increasing viscosity. All 
plots were done using a log-log scale, with e*'*co representing 
the y axis (figs. 5-15, 16, 17).
When analyzing the plots for all three systems, a common 
trend emerged. During the initial stages of each plot, the 
slope of the line closely approximated -1 , up to a certain 
stage of the reaction. This indicated that viscosity was
tk101091
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inversely proportional to e ' ' and, more importantly, to 
ionic mobility. It appeared that at certain stages of 
reaction advancement, there was a resistance to flow that 
closely approximated the simultaneous impedance of ionic 
motion.
It was also observed that once the reaction became more 
advanced, the inverse 1 to 1 proportionality became less 
noticeable as the points began to deviate from the - 1 slope. 
This deviation was a direct consequence of the crosslinking 
associated with reaction advancement; crosslinking caused the 
viscosity of the polymer to increase while the ionic mobility 
decreased. Therefore, once crosslinking begins, viscous flow 
was inhibited to a greater degree than the ionic mobility was.
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C. Alpha Correlations
As outlined in the DSC section, the degree of cure, or 
alpha, provided an excellent indication of the progress of any 
polymer at various stages of the reaction. In this study, 
alpha values were obtained using the DSC and the integration 
program detailed earlier, in the process creating a data file 
containing experimental and theoretical alpha values. These 
experimental alpha values were then plotted against time or 
against dalphadt, the rate of the reaction. The dalphadt 
values were found by dividing the change in the alpha values 
by the change in time between the points, which was constant 
for each interval.
All runs for the DGEBA/DDS/NH2PSF system were done at the 
temperature of 177C. The integrating program described in the 
DSC section of part III determined the a, da/dt, and heat of 
reaction values, with the a values ranging from 0 to 1 . 
Preliminary plots of alpha versus time were made using these 
experimental values. These plots compared the degree of cure 
between the material composition ratios of control, 15%, and 
30% samples (figs. 5-18, 19). Figure 5-18 showed that when
the systems were mixed by the original mixing method, the 3 0% 
trace was highest and cured faster, while the control trace 
was lowest representing slower cure. The 15% system was done 
twice, and the traces for each were nearly identical, falling 
between the two trace extremes. This plot reflected the 
expected scenario. However, when the procedure was done using
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the chloroform technique (fig. 5-19), the control and 15% 
traces changed positions: the control trace now fell below the 
15% trace. The 3 0% trace remained the highest.
Using figures 5-18 and 5-19, we were able to select the 
best representative traces. For the control and 3 0% samples, 
the best trace came from figure 5-19. The 30% sample reached 
full cure faster using this chloroform technique, while the 
control sample fully cured at a more reasonable pace. 
Moreover, the heats of reaction for both traces using the 
original mixing method were unusually low, making them very 
suspect. For the 3 0% sample it was only 153.15 J/G (as
compared to 305.331 J/G using chloroform technique) and for
the control sample it was only 146.11 J/G (as compared to 
445.3408 J/G using chloroform technique). In contrast, the 
15% sample trace came from figure 5-18. Two different 15% 
samples were run using this technique, and there was good 
agreement in their traces, Thus, we were confidently able to 
choose one of these traces as the best representative. 
Further, the 15% trace using the chloroform mixing technique 
fell below the control trace which made this trace suspect.
Kinetic models were then developed and incorporated to
predict the curing reactions for the DSC isotherms. In
general, kinetic models were expressed in terms of da/dt as a 
function of a and the temperature of cure. Three primary rate 
equations were considered in this analysis. The first equation 
represented an nth order reaction, while the final two
114
described forms of autocatalytic reactions. Hence, the 
reactions were:
(1 ) da/dt = k (1 - a)n
(2 ) da/dt = kam (1 - a)n
(3) da/dt = (kl + k2am)(1 - a)n
Further, the software fitting program SYSTAT* was 
utilized for the evaluation of each of the rate equations to 
find the best possible kinetic model. Parameter values k, kl, 
k2, m, n were generated by SYSTAT* using a specified tolerance 
value and number of iterations for DSC isothermal data that 
was then plugged into each of the respective equations. The 
values of m and n represented the orders of the reaction. The 
rate constant kl reflected the reaction catalyzed by the 
groups initially present in the resin, while the k2 (or k 
value for equations 1 and 2 ) symbolized the autocatalytic 
reaction.
Analysis of these generated numerical values and fit
plots of alpha versus time (plugging in the parameters) 
established the autocatalytic second order polynomial equation 
as the best fit model (figs. 5-20, 21, 22). While the fits of 
the second equation proved to be superior, its k did not 
account for the initial stages of the reaction. Thus, a fit 
for the third equation was also desirable, so that the initial 
stage of the reaction could be examined. It was also hoped 
that the fit would be even better than that generated by the 
second equation. The kl value was chosen to be the initial 
point of the alpha experimental values and remained fixed
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throughout the fitting procedure while the other parameter 
values were calculated. The parameters were obtained using 
the FitKK.BAS program developed at William and Mary, which 
tested each possible combination of the three parameters using 
a specified range of values. After a number of trials, 
usually 2 or 3, the best fit values were reflected once the 
combination producing the smallest squared total deviation in 
theoretical alpha from experimental alpha were obtained. 
Table (5-1) shows the values generated for the three systems. 
These values were further reflected in the fit plots of 
dalphadt versus alpha and alpha versus time (figs. 5-2 3 - 5- 
28) .
Alpha vs tim e for 3rd Eqn.
dalphadt=(k1 + k2*alpha^ m)*(1 -alpha) ^n; for SYSTAT and FITKK.BAS
System: Temp: File: Adj. k1: Adj. k2: Adj. m: Adj. n: Sum:
30% 177 DG030 0.040814 0.037999 0.399999 0.999999 0.0101
15% 177 DG012 0.032991 0.023 0.45 1.1 0.0083
Pure 177 DG029 0.017227 0.0405 0.5555 1.317 0.0443
Table 5-1
The parameters and spacing used were as follows:
Parameters: Spacing:
kl = fixed 
k2 = 0.5-0.005 
m = 0.5-0.005 
n = 2 .0 -0 .5
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D « Correlation of Degree of Cure. Viscosity, and Turbidity
Another useful characterization model for the system was 
to compare degree of cure, viscosity, and turbidity against 
one another in relation to time (figs. 5-29, 30, 31) . For
these calibration plots, the degree of cure and viscosity 
increased with increasing time. The rates of increase for the 
3 0% sample's degree of cure and viscosity were not 
proportional to one another; however, when the viscosity trace 
"flipped over" indicating the onset of gelation and 
crosslinking, the degree of cure trace, which had previously 
proceeded at a faster rate, matched up with it closely. Thus, 
as the system achieved full cure, it was simultaneously 
beginning to crosslink.
This correspondence of viscosity and degree of cure at 
the later stages of the reaction was not the case for the 15% 
and control samples. The two systems seemed to mirror one 
another initially, since both the viscosity and degree of cure 
traces proceeded at the same rate up to an a value of slightly 
over 0.5. At this point, the viscosity trace became faster 
than the degree of cure curve, in the process flipping over 
before the DSC isotherm fully cured. Nonetheless, for both 
plots, the degree of cure trace eventually reached unity, 
though not simultaneously with the viscosity plot.
The turbidity, or cloud point, was also illustrated in 
the plots. As previously discussed in part III, the turbidity 
was measured using a spectrophotometer and was extremely
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useful for phase separation characterization. Turbidity 
helped determine when phase separation of a material occured, 
since the material became "cloudy". This corresponded to a 
large decrease in the transmission of light.
For the control mixture, no drop in the transmission was 
theoretically expected, since it was composed only of the 
thermoset without any polysulfone; despite one point that 
dropped down but immediately came back up, the plot revealed 
that this was indeed the case. In contrast, the 15 and 3 0 
weight percent polysulfone transmission plots exhibited 
different behavior. For the 30% sample, the transmission was 
at the maximum value (of 1 ) at the initial stages of the 
reaction; however, at about 18 minutes, it began to drop. The 
drop in the transmission was quick once it began, then became 
steady around 3 0 minutes, dropping all the way to a 
transmission value of 0.18 at 38 minutes. Thus, like the 
loge''w curves discussed earlier, it appeared that complete 
phase separation occurs by 4 0 minutes. The data were in good 
agreement.
For the 15% sample, the behavior was quite similar to 
the 3 0% modified sample. The transmission began to drop a bit 
later at 2 0 minutes, though at the initial stages, subtle 
fluctuations in the transmission readings were evidenced. The 
drop was more pronounced in its early stages compared to the 
30% sample, dropping from 0.92 to 0.68 at one interval. Near 
the completion of the run, the drop imitated the 3 0% sample's
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trace by becoming steady, leveling out at about 0.14 at around 
3 8 minutes like the 3 0% sample. Therefore, for all the 
modified samples, the turbidity experiments reflected that 
phase separation does occur, and that it was complete by 4 0 
minutes into the reaction.
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Part VI. Conclusions
The process of phase separation is an important process 
that can be effectively studied using a variety of 
instrumentation and modeling techniques.
Various important observations were noted in this study. 
The onset of phase inversion/separation was detected in situ 
and on line using FDEMS sensing. FDEMS sensing also monitored 
the buildup in Tg and degree of cure. The FDEMS values for 
the 3 0% system where phase inversion occured were in good 
agreement with the % transmission studies; thus an accurate 
description of the time of phase separation was made, 
especially for the 30% modified system. Moreover, phase 
separation occured as the reaction was approaching gel point, 
i.e. the viscosity and degree of cure were well advanced. 
Also, further definition of phases was observed to occur after 
gel. Table 5-2 is an a summation of the viscosity, degree of 
cure, and modulus G' at the time of phase separation or 
inversion as detected by the FDEMS sensor measurement of the 
e' for the 30% modified 177C runs.
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Gel Time 
G' = G"
Viscosity 
act Gel 
Time
Degree of 
Cure at 
Gel Time
Time of Degree of 
Fhase CUre at Thase 
Separation Separation
Time of 
TUrbidity 
Ehase Sep .
% Control 26.9 min 4 * 103 0.58
15% Sample 29.7 min 1 * 10* 0.68 27.5 min. 0.66 20.0 min.
30% Sairple 27. 0 min 1 * 104 0.70 26.5 min 0.69 18.0 min
Table 5-2
133
References
1. Kim, Theodore J. Unpublished Undergraduate Research. 
College of William and Mary, 1992.
134
BIBLIOGRAPHY
Allcock, H.R. and Lampe, F.W., Contemporary Polymer 
Chemistry. Prentice Hall, New Jersey, 1990.
Aronhime, M.T. and J.K. Gillham. "Time-Temperature- 
Transformation (TTT) Cure Diagram of Thermosetting 
Polymeric Systems", E p o x v  Resins and Composites III, 
Springer-Verlag, Berlin, 1986.
Bauer, R.S., "Epoxy Resins", International Encyclopedia 
of Composites, Vol. 2, VCH Publishers Inc., New York, 
1990.
Bucknall, Clive B., Gomez, Clara M., Korkakas, George, 
and Maistros, G. Dielectric Monitoring of Phase 
Separation During Cure of E p o x v  Resins Containing 
Thermoplastics and Elastomers. Paper given at Third 
International Conference on ELECTRICAL, OPTICAL, AND 
ACOUSTIC PROPERTIES OF POLYMERS (EOA III) , Institution of 
Civil Engineers, London, September 16-18 1992.
Cirisccioli, P.R. and G.S. Springer, "Dielectric Cure 
Monitoring-A Critical Review", SAMPE Journal, Vol. 
34, book 1, 1989.
Cogswell, F.N. Polymer Melt Rheologv. Halsted Press, New 
York, 1981.
Collins, E.A., J. Bares, and F.W. Billmeyer Jr. 
Experiments in Polymer Science. John Wiley & Sons, Inc. , 
New York, 197 3.
Clark, W.R.H.. Thesis, "Monitoring Environmental Effects 
on High Performance Tetraglycidylmethylenedianiline Epoxy 
and PMR-15 Polyimide", The College of William and Mary, 
1989.
Ellis, G., Senior paper, "An Introduction to Rheology", 
College of William and Mary, 1990.
Harris, J.E. and R.N. Johnson, "Polysulfones", 
Encyclopedia of Polymer Science and Engineering, 
Vol. 13, John Wiley & Sons, 1988.
Hayward, David, Pethrick, Richard A. , and Sriwittayakorn, 
Tiwaporn. Dielectric Studies of Heterogeneous Phase 
Polymer Systems. Polv(ethvlene oxide) Inclusions in 
Polycarbonate: A Model System. Macromolecules vol.
25, 1992.
135
Hill, N..Dielectric Properties and Molecular Behavior. 
Van Nostrand and Reinhold Company, London, 19 69.
Kim, Theodore J. Unpublished Undergraduate Research. 
College of William and Mary, 1992.
Korkakas, George, Gomez, Clara M., and Bucknall, Clive 
B. Dielectric Monitoring of Phase Separation During Cure 
of Epoxv Resin Blends Containing Functionalised 
Polvoxvpropvlene Elastomer. School of Industrial and 
Manufacturing Science, Cranfield Institute of Technology. 
Bedford MK4 3 OAL, UK.
Kranbuehl, D.E. "Cure Monitoring", International 
Encyclopedia of Composites. Vol. 2. Stuart M. Lee Ed., 
VCH publishers, New York, 1990.
Kranbuehl, D.E., "In-situ on-line measurement of 
composite cure with frequency dependent electromagnetic 
sensors", Plastics, Rubber and Composites Processing 
Applications, .16, 1991.
Ku, C.C. and R. Liepens. Electrical Properties of 
Polymers. Hanser Publishers, Munich, 1987.
Kurata, Michio. Thermodynamics of Polymer Solutions. 
Harwood Academic Publishers, New York, 1982.
Lairez, Didier, Emery Jacques R., Durand, Dominique, 
Hayward, David, and Pethrick, Richard A. Real Time 
Dielectric Measurements of Network Formation in a 
Crosslinked Epoxv Resin System. Faculte des
Sciences, Universite du Maine, Route de Laval BP 53 5, 
72 017 Le Mans Cedex France.
Lee, H. and K. Neville. Handbook of E p o x v  Resins, 
McGraw-Hill Co., 1967.
Liptak, S. Research. Virginia Tech, 1991.
MacKinnon, Alexander J., Jenkins, Stephen D., 
McGrail, Patrick T., and Pethrick, Richard A. A 
Dielectric. Mechanical. Rheological. and Electron 
Microscopy Study of Cure and Properties of a 
Thermoplastic-Modified E p o x v  Resin. Macromolecules vol. 
25, 1992.
136
MacKinnon, Alexander J., Jenkins, Stephen D. , 
McGrail, Patrick, Richard A., Hayward, David, Delides,
Costas, and Vatalis, Argyris S. Dielectric and
Rheoloaical Studies of Crosslinking in Phase Separating 
Systems. Department of Pure and Applied Chemistry, 
University of Strathclyde, Thomas Graham Building, 
Glasgow, UK, 1992.
Maistros, George M., Block, Harry, Bucknall, Clive
B., and Partridge, Ivana K. Dielectric Monitoring of 
Phase Separation During Cure Blends of E p o x v  Resin With
Carboxvl-terminated_____Polv(butadiene-acrvlonitrile) .
Polymer vol. 33, no. 21 1992.
Maistros, George M., Block, Harry, Bucknall, Clive
B. , and Partridge, Ivana K. Dielectric Monitoring of 
Phase Separation During Cure of E p o x v /CTBN Blends. 
School of Industrial and Manufacturing Science, Cranfield 
Institute of Technology, Bedford, UK.
Mark, et al, eds. Dielectric Monitoring Encyclopedia of 
Polymer Science and Engineering, Vol. 5. John Wiley & 
Sons, Inc., New York, 1986.
Mark, et al., Rheological Measurements. Encyclopedia of 
Polymer Science and Engineering, Vol. 14, John Wiley & 
Sons, 1986.
McAdams, L.V. and J.A. Gannon. "Epoxy Resins", 
Encyclopedia of Polymer Science and Engineering, Vol. 6, 
John Wiley & Sons, 1986.
Michno, M.J., et al. "Polysulfone Thermoplastic 
Composites", International Encyclopedia of Composites", 
Vol. 4, VCH Publishers Inc., New York, 1991.
North, Alastair M., Pethrick, Richard A., and Wilson, 
Alexander D. Dielectric Properties of Phase
Separated Polymer Solids: 1. Stvrene-butadiene-styrene
Triblock Copolymers. Polymer, vol. 19, 1978.
Ohashi, Keiko, et al. "Curing Behavior of Epoxy Resins 
Having Hydroxymethyl Group", Journal of Applied Polymer 
Science, Vol. 44, 1992.
Parker, S.P. ed. Dictionary of Scientific and Technical 
Terms. 4th ed. McGraw Hill Book Company, New York, 1989.
Perkin Elmer 7 Series Thermal Analysis System. DSC Owner 
Manual.
137
Rabik, J.F., Experimental Methods in Polymer Chemistry. 
John Wiley & Sons, New York, 1980.
RHEOMETRICS INC. RDA Course Notes. RDA-4 Instrument 
Manual.
Senturia, S.D. and N.F. Sheppard, Jr. "Dielectric 
Analysis of Thermoset Cure", E p o x v  Resins and Composites 
IV. Springer-Verlag, Berlin, 1986.
Tanaka, Y. "Curing Reactions", E p o x v  Resins. Dekker, New 
York, 1988.
Turi, E .A . Thermal Characterization of Polymeric 
Materials. Academic Press Inc., New York, 1951.
Williams, R.J.J. et al. "A Model for Phase Separation 
During a Thermoset Polymerization" American Chemical 
Society, 1984.
Winter, H.H., "Can the Gel Point of a Crosslinking 
Polymer Be Detected by G'-G’1 Crossover?", Polymer 
Engineering and Science, Dec. 1987, Vol. 27, No. 22.
Wunderlich, B., Thermal Analysis. Academic Press Inc., 
Boston, 1990.
138
VITA
THEODORE JOON KIM 
Born in Washington DC, April 30, 197 0. Graduated from
Langley High School in McLean, Virginia in June 1988. 
Received Bachelor of Science in Chemistry from the College of 
William and Mary in May 1992. Candidate for Master of Arts in 
Chemistry, College of William and Mary, May 1992 to December 
1993 .
