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FINITE VOLUME APPROXIMATION OF A TWO-PHASE TWO FLUXES
DEGENERATE CAHN-HILLIARD MODEL
CLE´MENT CANCE`S AND FLORE NABET
Abstract. We study a time implicit Finite Volume scheme for degenerate Cahn-Hilliard model
proposed in [W. E and P. Palffy-Muhoray. Phys. Rev. E, 55:R3844R3846, 1997] and studied
mathematically by the authors in [C. Cance`s, D. Matthes, and F. Nabet. Arch. Ration. Mech.
Anal., 233(2):837-866, 2019]. The scheme is shown to preserve the key properties of the continuous
model, namely mass conservation, positivity of the concentrations, the decay of the energy and
the control of the entropy dissipation rate. This allows to establish the existence of a solution
to the nonlinear algebraic system corresponding to the scheme. Further, we show thanks to
compactness arguments that the approximate solution converges towards a weak solution of the
continuous problems as the discretization parameters tend to 0. Numerical results illustrate the
behavior of the numerical model.
Keywords. two-phase flow, degenerate Cahn-Hilliard system, finite volumes, convergence
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1. The two-phase two fluxes degenerate Cahn-Hilliard model
The goal of this paper is to propose a convergent finite volume discretization for a degenerate
Cahn-Hilliard model proposed by E and Palffy-Muhoray in [13] and studied in [7] by the authors.
Before considering the numerical scheme, let us describe and discuss the continuous model.
1.1. The continuous model. We consider a mixture made of two incompressible phases evolving
in a bounded and connected polygonal open subset Ω of R2 and on a time interval [0, T ], where
T is an arbitrary finite time horizon. The composition of the fluid is described by the volume
fractions c = (c1, c2) of the two phases. Since the whole volume Ω is occupied by the two phases,
the following constraint on the ci holds
(1) c1 + c2 = 1 in (0, T )× Ω.
The evolution of the volume fractions is prescribed by the following partial differential equations
(2) ∂tci −∇ ·
(
ci
ηi
∇ (µi + Ψi)
)
= θi∆ci in QT := (0, T )× Ω.
In the above equation, ηi > 0 denotes the viscosity of the phase i, µi is its chemical potential (which
is one of the unknown of the problem), while Ψi ∈ H1(Ω) is a given external potential acting on
phase i that is assumed be independent on time for simplicity. For Ψi, one can typically think
about gravity, that is Ψi(x) = −%ig ·x with %i the density of phase i and g the gravitational vector.
The coefficient θi ≥ 0 is a given parameter quantifying the thermal agitation of phase i. The limit
case θi = 0 is called the deep-quench limit in the Cahn-Hilliard literature. The difference of the
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2 CLE´MENT CANCE`S AND FLORE NABET
phase chemical potentials is given by the following expression
(3) µ1 − µ2 = −α∆c1 + κ(1− 2c1) in QT ,
where α > 0 and κ > 0 are given coefficients governing the characteristic size of the transition
layers between patches of pure phases {c1 = 0} and {c1 = 1}. Typically, α is assumed to be small
in comparison to κ. Equation (3) is complemented by homogeneous Neumann boundary conditions
(4) ∇ci · n = 0 on (0, T )× ∂Ω,
whereas (2) is complemented by no-flux boundary conditions
(5)
ci
ηi
∇ (µi + Ψi) · n = 0 on (0, T )× ∂Ω.
Up to now, the chemical potentials are defined up to a common constant. This degree of freedom
is fixed by imposing a zero mean condition on the mean chemical potential µ, i.e.,
(6)
∫
Ω
µ(t,x)dx = 0, ∀t ≥ 0, where µ = c1µ1 + c2µ2.
Finally to close the system, we impose an initial condition c0 = (c01, c
0
2) on the volume fractions by
setting
(7) ci|t=0 = c
0
i in Ω.
The initial profiles c0i ∈ H1(Ω) are assumed to be nonnegative with c01 +c02 = 1 in Ω, and we assume
that both phases are present at initial time, i.e.,
(8)
∫
Ω
c0idx > 0, i ∈ {1, 2}.
1.2. Fundamental estimates and weak solutions. As a preliminary to the study of the numeri-
cal scheme, we derive formally at the continuous level some a priori estimates. Their transposition at
the discrete level will be key in the numerical analysis to be proposed in what follows. Equation (2)
can be rewritten under the form
∂tci +∇ · F i = 0, with F i = − ci
ηi
∇ (µi + Ψi + ηiθi log(ci)) .
In view of the boundary conditions (4)–(5), this ensures that the volume occupied by each phase is
preserved along time, namely∫
Ω
ci(t,x)dx =
∫
Ω
c0i (x)dx, for all t ≥ 0.
Moreover, it can be shown that ci ≥ 0 in (0, T ) × Ω. Thanks to the constraint (1), this directly
provides that
0 ≤ ci ≤ 1 in (0, T )× Ω.
Multiplying (2) by µi + Ψi + ηiθi log(ci), integrating over Ω and summing over i yields∑
i∈{1,2}
∫
Ω
∂tci (µi + Ψi + ηiθi log(ci)) dx+D(c,µ) = 0,
where the energy dissipation D(c,µ) is given by
D(c,µ) =
∑
i∈{1,2}
∫
Ω
ci
ηi
|∇ (µi + Ψi + ηiθi log(ci))|2 dx ≥ 0.
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As a consequence of (1), ∂tc2 = −∂tc1, so that the first term in the previous inequality can be
rewritten as∑
i∈{1,2}
∫
Ω
∂tci (µi + Ψi + ηiθi log(ci))
=
∫
Ω
∂tc1(µ1 − µ2)dx+
∑
i∈{1,2}
∫
Ω
∂tci (Ψi + ηiθi log(ci)) dx.
The second term in the right-hand side can be rewritten as∫
Ω
∂tci (Ψi + ηiθi log(ci)) dx =
d
dt
∫
Ω
∑
i∈{1,2}
[ciΨi + ηiθiH(ci)] dx
with H(c) = c log(c)− c+ 1 ≥ 0, while we can make use of (3) to rewrite the first term as∫
Ω
∂tc1(µ1 − µ2)dx = d
dt
∫
Ω
(α
2
|∇c1|2 + κc1(1− c1)
)
dx.
Therefore, we obtain the energy / energy dissipation relation
(9)
d
dt
E(c) +D(c,µ) = 0 for all t ≥ 0,
where the energy functional E(c) is defined by
(10) E(c) =
∫
Ω
α
2
|∇c1|2 + κc1(1− c1) +
∑
i∈{1,2}
[ciΨi + ηiθiH(ci)]
dx.
A straightforward consequence of (9) is that t 7→ E(c(t)) is non-increasing along time, and thus
that
(11) E(c(t)) +
∫ t
0
D(c(τ),µ(τ))dτ = E(c0) <∞ for all t ≥ 0.
We deduce from previous inequality that the energy is bounded, hence a L∞((0, T );H1(Ω)) estimate
on ci.
Remark 1.1. It is even explained in [26] and rigorously shown in [7] that the model (1)–(7) can be
interpreted as the generalized gradient flow [1] of the energy for some geometry related to constrained
optimal transportation [3]. This means that the whole dynamics aims at making the energy decrease
as fast as possible in this geometry. The classical degenerate Cahn-Hillard equation [14] also has a
generalized gradient flow structure [22], but for a more restrictive geometry [11], leading to a smaller
dissipation rate when compared to our model [7].
The energy / energy dissipation estimate (9) is not sufficient to carry out our mathematical
study since it only provides a weighted estimate on the chemical potentials
(12)
∑
i∈{1,2}
∫∫
QT
ci|∇µi|2dxdt ≤ C.
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In order to bypass this difficulty, one needs to quantify the production of mixing entropy. Let us
multiply (2) by ηi log(ci), integrate over QT and sum over i ∈ {1, 2}, which using (1) leads to∑
i∈{1,2}
∫
Ω
ηi(H(ci(T, ·))−H(c0i ))dx+
∑
i∈{1,2}
∫∫
QT
∇ci ·∇Ψidxdt
+
∑
i∈{1,2}
4θiηi
∫∫
QT
|∇√ci|2 dxdt+
∫∫
QT
∇c1 ·∇(µ1 − µ2)dxdt = 0.
The first two terms can be bounded thanks to the L∞(QT ) and L∞((0, T );H1(Ω)) estimates on ci.
For the last term of the left-hand side, one makes use of (3) and (4) to rewrite it as∫∫
QT
∇c1 ·∇(µ1 − µ2)dxdt =
∫∫
QT
(−∆c1)(−α∆c1 + κ(1− 2c1))dxdt
≥ α
2
∫∫
QT
|∆c1|2dxdt− κ
2α
∫∫
QT
(1− 2c1)2dxdt.
The L∞(QT ) estimate on c1 shows that the last term of the right-hand side is bounded. At the
end of the day, one gets
(13)
α
2
∫∫
QT
|∆c1|2dxdt+
∑
i∈{1,2}
4θiηi
∫∫
QT
|∇√ci|2 dxdt ≤ C.
Combining this estimate with relation (3), we obtain a L2(QT ) estimate on µ1 − µ2.
The last step aims at obtaining an L2(QT ) bound on each µi independently. The definition (6)
of µ yields
∇µ = (µ1 − µ2)∇c1 +
∑
i∈{1,2}
ci∇µi.
The first term is in L2((0, T );L1(Ω)) as the product of an element of L2(QT ) with an element of
L∞((0, T );L2(Ω)), while the second term is in L2(QT ) since 0 ≤ ci ≤ 1 and thanks to (12). As
a consequence, ∇µ is bounded in L2((0, T );L1(Ω)). Making use of the Poincare´-Sobolev estimate
(recall that µ has zero mean for all time, cf. (6), and that Ω ⊂ R2), we obtain that µ is bounded in
L2(QT ). To get the desired L
2(QT ) estimate on µ1, it only remains to check that
µ1 = (c1 + c2)µ1 = µ− c2(µ1 − µ2)
belongs to L2(QT ) thanks to the L
2(QT ) estimates on µ and µ1 − µ2 together with 0 ≤ c2 ≤ 1.
The interest of the above formal calculations is twofold. First, our scheme has been designed
so that all these calculations can be transposed to the discrete setting. The corresponding a priori
estimates will be at the basis of the numerical analysis proposed in this paper. Second, these
estimates provide enough regularity on the solution to give a proper notion of weak solution to the
problem.
Definition 1.2. (c,µ) is said to be a weak solution to the problem (1)–(7) if
• ci ∈ L∞(QT ) ∩ L∞((0, T );H1(Ω)) with ci ≥ 0 and c1 + c2 = 1 a.e. in QT ;
• µi ∈ L2(QT ) with ci∇µi ∈ L2(QT ) and
∫
Ω
µ(t,x)dx = 0 for a.e. t ∈ (0, T );
• For all ϕ ∈ C∞c ([0, T )× Ω), there holds
(14)
∫∫
QT
ci∂tϕdxdt+
∫
Ω
c0iϕ(0, ·)dx−
∫∫
QT
(
ci
ηi
∇(µi + Ψi) + θi∇ci
)
·∇ϕdxdt = 0,
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as well as
(15)
∫∫
QT
(µ1 − µ2)ϕdxdt =
∫∫
QT
[α∇c1 ·∇ϕ+ κ(1− 2c1)ϕ] dxdt.
The existence of a weak solution has been established in [7] by showing the convergence of a
minimizing movement scheme a` la Jordan, Kinderlehrer and Otto [20]. Note that in [7], the case of
a convex three-dimensional domain Ω is also addressed, but it relies on the fact that the L2(QT )
estimate on ∆c1 yields a L
2((0, T );H2(Ω)) estimate on ci for which we dont have an equivalent at
the discrete level. This is why we restrict our attention on the case Ω ⊂ R2 (but not necessarily
convex) in this paper. Let us also mention the recent contribution [6] where the convergence of
a minimizing movement scheme is addressed for a closely related model where the Cahn-Hilliard
energy is replaced by the Flory-Higgins energy.
2. Finite Volume approximation and main results
Prior to presenting the scheme and stating our main results, that are the existence of a discrete
solution to the scheme and the convergence of the corresponding approximate solutions towards a
weak solution to the problem (1)–(7), we introduce some notations and requirements concerning
the mesh.
2.1. (Super)-admissible mesh of Ω and time discretization. Let us first give a definition of
what we call an admissible mesh.
Definition 2.1. An admissible mesh of Ω is a triplet
(T , E , (xK)K∈T ) such that the following
conditions are fulfilled.
(i) Each control volume (or cell) K ∈ T is non-empty, open, polygonal and convex. We assume
that
K ∩ L = ∅ if K,L ∈ T with K 6= L, while
⋃
K∈T
K = Ω.
We denote by mK the 2-dimensional Lebesgue measure of K.
(ii) Each edge σ ∈ E is closed and is contained in a hyperplane of R2, with positive 1-dimensional
Hausdorff (or Lebesgue) measure denoted by mσ = H1(σ) > 0. We assume that H1(σ∩σ′) = 0
for σ, σ′ ∈ E unless σ′ = σ. For all K ∈ T , we assume that there exists a subset EK of E such
that ∂K =
⋃
σ∈EK σ. Moreover, we suppose that
⋃
K∈T EK = E. Given two distinct control
volumes K,L ∈ T , the intersection K ∩ L either reduces to a single edge σ ∈ E denoted by
K|L, or its 1-dimensional Hausdorff measure is 0.
(iii) The cell-centers (xK)K∈T are pairwise distinct with xK ∈ K, and are such that, if K,L ∈ T
share an edge K|L, then the vector nKL = xL−xK|xK−xL| is orthogonal to K|L.
(iv) Given two cells K,L ∈ T sharing an edge σ = K|L, we assume that the straight line joining
xK and xL crosses the edge σ in its midpoint xσ.
Let us introduce some additional notations, some of them being depicted on Fig. 1. The size of the
mesh T (which is intended to tend to 0 in the convergence proof) is defined by hT = maxK∈T hK ,
with hK = diam(K). Given two neighboring cells K,L ∈ T sharing an edge σ = K|L, we denote
by dσ = |xK − xL| whereas dKσ = |xK − xσ| ≤ dσ. The transmissivities τσ and τKσ of the edge
σ are respectively defined by τσ =
mσ
dσ
and τKσ =
mσ
dKσ
. The diamond Dσ and half diamond DKσ
cells are defined as the convex hulls of {xK ,xL, σ} and {xK , σ} respectively. Denoting by mDσ
(resp. mDKσ ) the 2-dimensional Lebesgue measure of Dσ (resp. DKσ), we will use many time the
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•
•
•
xK
xσ
xL
σ
=
K|L
dKσ
dLσ
dσ
=
= •
•xK
xL
σ
=
K|L
DKσ
DLσ
m
σ
Figure 1. Illustration of an admissible mesh in the sense of Definition 2.1. Each
point xK belongs to the cell K for K ∈ T . For any σ = K|L, the segment [xK ,xL]
intersects σ at its midpoint xσ in an orthogonal way. This properties hold for
meshes made of triangles with acute angles if xK is chosen as the center of the
circumcircle of the triangle K. On the right figure, the dashed area is the diamond
cell Dσ corresponding to the edge σ = K|L. It is made of DK,σ = Dσ ∩ K (in
green), DLσ = Dσ ∩ L (in red), and of the edge σ = K|L (in blue), the length of
which is equal to mσ.
following elementary geometric properties: dσmσ = 2mDσ and dKσmσ = 2mDKσ . We also denote
by EK,int the subset of EK made of the internal edges σ such that there exists L ∈ T such that
σ = K|L, and by Eint =
⋃
K∈T EK,int.
Even though this is absolutely not necessary, we choose to restrict our attention to the case of
uniform time discretizations in the mathematical proofs in order to reduce the amount of notations.
In what follows, we set ∆t = T/N and tn = n∆t for n ∈ {0, . . . , N}. The integer N is intended to
be large and even to tend to +∞ in the convergence proof.
Remark 2.2. Condition (iv) above enforces an additional restriction with respect to the classical
definition of finite volumes meshes with orthogonality condition (iii). Meshes satisfying this condi-
tion in addition to the more classical assumptions (i)–(iii) is called super-admissible following the
terminology introduced in [17]. It is for instance satisfied by cartesian grids or by acute triangu-
lations. However, (iv) is in general not satisfied by Vorono¨ı meshes. This condition appears for
technical reasons related to the construction of a strongly convergent SUSHI discrete gradient [17],
see Proposition 4.2 later on. On the other hand, this condition was recently pushed forward in [18]
to show the consistency of the discrete optimal transportation geometry [23] hidden behind our work
with the continuous optimal transportation geometry [28] in which our system (1)–(7) has a gradient
flow structure [7].
2.2. A two-point flux approximation finite volume scheme. The scheme we propose is a
cell-centered scheme based on two-point flux approximation (TPFA) finite volumes. At each time
step n ∈ {1, . . . , N}, then unknowns are located at the centers xK of the cells K ∈ T . Given
discrete volume fractions cn−1 =
(
cn−11,K , c
n−1
2,K
)
K∈T
at time tn−1, we look for actualized volume
fractions cn =
(
cn1,K , c
n
2,K
)
K∈T and chemical potentials µ
n =
(
µn1,K , µ
n
2,K
)
K∈T at time t
n that are
expected to approximate the mean values on K of their continuous counterparts c(tn) and µ(tn).
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At time t = 0, we initialize the procedure by setting
(16) c0i,K =
1
mK
∫
K
c0idx, ∀K ∈ T , i ∈ {1, 2}.
As highlighted in the formal calculations presented in Section 1.2, the analysis requires the use of
the logarithm of the volume fractions. To this end, the volume fractions cni,K have to be strictly
positive for n ≥ 1. To ensure this property, some thermal diffusion is needed. In the case where
θi = 0, then one needs to introduce a small amount of numerical diffusion by setting
(17) θi,T = max(θi, ρhT ) > 0, i ∈ {1, 2},
where ρ > 0 is a parameter that can be fixed by the user. Equation (2) is then discretized into
(18) mK
cni,K − cn−1i,K
∆t
+
∑
σ∈EK,int
σ=K|L
τσ
[
cni,σ
ηi
(
µni,K + Ψi,K − µni,L −Ψi,L
)
+ θi,T (cni,K − cni,L)
]
= 0
for all K ∈ T and i ∈ {1, 2}. In the above relation, we used the following discretization of the
external potential:
Ψi,K =
1
mK
∫
K
Ψi(x)dx, ∀K ∈ T , i ∈ {1, 2}.
Edge values cni,σ of the discrete volume fractions also appear in (18). Rather than using upstream
values of the volume fractions as in our previous work [8], we make use of a logarithmic mean, i.e.,
(19) cni,σ =

cni,K if c
n
i,K = c
n
i,L ≥ 0,
0 if min(cni,K , c
n
i,L) ≤ 0,
cni,K − cni,L
log(cni,K)− log(cni,L)
otherwise,
for all σ = K|L ∈ Eint and i ∈ {1, 2}. This particular choice of the edge value fits with the one
suggested in [23, 25] and used in a closely related context to ours in [24]. Equation (3) is discretized
into
(20) µn1,K − µn2,K =
α
mK
∑
σ∈EK,int
σ=K|L
τσ
(
cn1,K − cn1,L
)
+ κ(1− 2cn−11,K ), ∀K ∈ T .
Note that the repulsive term (second in the right-hand side) is discretized in an explicit way for
stability issues that will appear clearly later on. The constraint (1) is discretized in a straightforward
way by imposing
(21) cn1,K + c
n
2,K = 1, ∀K ∈ T .
The last equation to be transposed in the discrete setting is (6), which is translated into
(22)
∑
K∈T
mKµ
n
K = 0, where µ
n
K = c
n
1,Kµ
n
1,K + c
n
2,Kµ
n
2,K .
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2.3. Main results. Before addressing the convergence of the scheme, we focus first on the case of
a fixed mesh and time discretization. The scheme (18)–(22) yields a nonlinear system on (cn,µn).
The existence of a solution to this nonlinear system is far from being obvious. The existence of
such a solution and some important properties of the discrete solution mimicking the properties
highlighted in Section 1.2 are gathered in the first theorem of this paper.
Theorem 2.3. Assume that the inverse CFL condition (47) is fulfilled, then there exists (at least)
one solution (cn,µn)n≥1 to the scheme (18)–(22). Moreover, this solution satisfies the following
properties:
(i) mass conservation: ∑
K∈T
mKc
n
i,K =
∫
Ω
c0idx, n ≥ 0, i ∈ {1, 2};
(ii) positivity:
0 < cni,K < 1, K ∈ T , i ∈ {1, 2}, n ≥ 1;
(iii) energy decay:
ET (cn)− ET (cn−1)
∆t
+D(cn,µn) ≤ 0, ∀n ≥ 1,
where the discrete energy E(cn) is defined by
ET (cn) =
α
2
∑
σ∈Eint
σ=K|L
τσ
(
cn1,K − cn1,L
)2
(23)
+
∑
K∈T
mK
κcn1,Kcn2,K + ∑
i={1,2}
(
cni,KΨi,K + θi,T ηiH(c
n
i,K)
) ,
and the discrete dissipation is defined by
(24)
DT (cn,µn) =
∑
i∈{1,2}
∑
σ∈Eint
σ=K|L
τσ
cni,σ
ηi
(
µni,K +Ψi,K−µni,L−Ψi,L+θi,T ηi
(
log(cni,K)− log(cni,L)
))2
.
The existence of a solution to the scheme for each time step allows to reconstruct an approximate
solution (cT ,∆t,µT ,∆t) with cT ,∆t = (c1,T ,∆t, c2,T ,∆t) and µT ,∆t = (µ1,T ,∆t, µ2,T ,∆t) by setting
(25) ci,T ,∆t(t,x) = cni,K and µi,T ,∆t(t,x) = µ
n
i,K if (t,x) ∈ (tn−1, tn]×K, i ∈ {1, 2}.
The approximate solutions are expected to approximate the continuous solution to (1)–(7). Our
second theorem gives a mathematical foundation to this statement. It requires the introduction of a
suitable sequence of discretizations of QT . In what follows, we denote by
(Tm, Em, (xK)K∈Tm)m≥1
a sequence of admissible meshes of Ω is the sense of Definition 2.1. We assume that hTm tends to
0 as m→∞ as well as the following regularity requirements:
• shape regularity of the cells: there exists a finite ζ > 1 such that
(26) dKσ ≥ ζdσ, ∀m ≥ 1, ∀K ∈ Tm, ∀σ ∈ EK,int,m,
and such that
(27) mK ≥ 1
ζ
(hK)
2, ∀m ≥ 1, ∀K ∈ Tm;
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• boundedness of the number of edges per element: there exists `? ≥ 3 such that
(28) #EK ≤ `?, ∀m ≥ 1, ∀K ∈ Tm;
• control on the transmissivities: there exist τ?, τ? ≥ 0 such that
(29) τ? ≥ τσ ≥ τ? > 0, ∀m ≥ 1, ∀σ ∈ Eint,m.
The combination of a sequence
(Tm, Em, (xK)K∈Tm)m≥1 fulfilling (26)–(29) together with a time
step ∆tm = T/Nm and Nm → +∞ as m → ∞ is said to be a regular discretization of QT if it
moreover satisfies the inverse CFL condition (47).
Theorem 2.4. Let
(Tm, Em, (xK)K∈Tm ,∆tm)m≥1 be a sequence of regular discretizations of QT ,
and let
(
cTm,∆tm ,µTm,∆tm
)
m≥1 be a corresponding sequence of approximate solutions. Then there
exists a weak solution (c,µ) to (1)–(7) in the sense of Definition 1.2 such that, up to a subsequence,
ci,Tm,∆tm −→
m→∞ ci a.e. in QT and µi,Tm,∆tm −→m→∞ µi weakly in L
2(QT ).
The convergence properties stated in Theorem 2.4 are weaker than what is practically proved
in the paper. The statement of optimal convergence properties would require the introduction of
additional material that we postpone to the proof in order to optimize the readability of the paper.
The remaining of the paper is organized as follows. In Section 3, we work at fixed mesh and time
step. We derive some a priori estimates and show the existence of (at least) one solution to the
scheme thanks to a topological degree argument. Next in Section 4, we show thanks to compactness
arguments that the approximate solution converge towards a weak solution to the scheme. Finally,
we present in Section 5 some numerical simulations.
3. A priori estimates and existence of a discrete solution
In Section 3.1, we first derive some a priori estimates on the solutions to the scheme (18)–(22).
These estimates will be at the basis of the existence proof for a discrete solution to the scheme in
Section 3.2, but also of the convergence proof carried out in Section 4.
3.1. A priori estimates. This section is devoted to the derivation to all the a priori estimates
needed in the numerical analysis of the scheme. The first of them is the global conservation of mass,
which is a consequence of the local conservativity of the scheme.
Lemma 3.1. For all n ≥ 0 and i ∈ {1, 2}, there holds
(30)
∑
K∈T
mKc
n
i,K =
∫
Ω
c0idx > 0.
Proof. Summing (18) over K ∈ T and using the conservativity of the scheme leads to∑
K∈T
mKc
n
i,K =
∑
K∈T
mKc
n−1
i,K , i ∈ {1, 2}, n ∈ {1, . . . , N}.
A straightforward induction and the definition (16) of c0i,K then provides (30). 
Our second lemma shows that the volume fractions are positive.
Lemma 3.2. Let n ≥ 1, and let (cn,µn) be a solution to the scheme (18)–(22), then
(31) 0 < cni,K < 1, ∀K ∈ T , ∀n ≥ 1, ∀i ∈ {1, 2}.
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Proof. Assume by induction that 0 ≤ cn−1i,K , and suppose for contradiction that
cni,K = min
L∈T
cni,L ≤ 0,
so that cni,σ = 0 for all σ ∈ EK,int. Therefore, on this specific control volume K, the scheme (18)
reduces to
mK
cni,K − cn−1i,K
∆t
+ θi,T
∑
σ∈EK,int
σ=K|L
τσ(c
n
i,K − cni,L) = 0.
The left-hand side is negative unless cni,L = c
n
i,K ≤ 0 for all the neighbouring cells L of K. We
can thus iterate the argument and show that cni,L≤0 for all L ∈ T , which provides a contradiction
because of Lemma 3.1. 
As a consequence of Lemma 3.2, the quantities log(cni,K) have a sense. They will be used many
times along the paper. Our next lemma consists in discrete counterparts of the energy / energy
dissipation relations (9)–(11).
Lemma 3.3. Let (cn,µn) be a solution to the scheme (18)–(22), then the following discrete energy
dissipation relation holds
ET (cn)− ET (cn−1)
∆t
+DT (cn,µn) ≤ 0, ∀n ≥ 1,
where the discrete energy ET and the discrete dissipation DT are defined by (23) and (24) respec-
tively.
Proof. Multiplying (18) by µni,K + Ψi,K + θi,T ηi log(c
n
i,K) and summing over i ∈ {1, 2} and K ∈ T
yields
(32) A1 +A2 +A3 +DT (cn,µn) = 0,
where
A1 =
∑
K∈T
mK
∆t
∑
i∈{1,2}
(cni,K − cn−1i,K )µni,K , A2 =
∑
K∈T
mK
∆t
∑
i∈{1,2}
(cni,K − cn−1i,K )θi,T ηi log(cni,K),
and
(33) A3 =
∑
K∈T
mK
∆t
∑
i∈{1,2}
(cni,K − cn−1i,K )Ψi,K .
It follows from a convexity inequality that
(34) A2 ≥
∑
K∈T
mK
∆t
∑
i∈{1,2}
θi,T ηi
(
H(cni,K)−H(cn−1i,K )
)
.
Using (21) and (20), the term A1 rewrites
(35) A1 =
∑
K∈T
mK
∆t
(
cn1,K − cn−11,K
) (
µn1,K − µn2,K
)
= A11 +A12,
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with
A11 =
α
∆t
∑
σ∈Eint
σ=K|L
τσ
(
cn1,K − cn1,L
) (
cn1,K − cn1,L − cn−11,K + cn−11,L
)
A12 =κ
∑
K∈T
mK
∆t
(1− 2cn−11,K )
(
cn1,K − cn−11,K
)
.
Using again elementary convexity inequalities, one gets that
(36) A11 ≥ α
2∆t
∑
σ∈Eint
σ=K|L
τσ
(
(cn1,K − cn1,L)2−(cn−11,K − cn−11,L )2
)
,
and
A12 ≥ κ
∑
K∈T
mK
∆t
{
cn1,K(1− cn1,K)− cn−11,K (1− cn−11,K )
}
.
The relation (21) allows to rewrite the right-hand side of the above inequality, so that
(37) A12 ≥ κ
∑
K∈T
mK
∆t
{
cn1,Kc
n
2,K − cn−11,K cn−12,K
}
.
The combination of (33)–(37) in (32) concludes the proof of Lemma 3.3. 
The boundedness of the discrete energy E(cn) provides a discrete L∞((0, T );H1(Ω)) estimate
on the volume fractions, as established in the next corollary.
Corollary 3.4. There exists C1 depending only on Ω, α, κ, Ψ, θi, c
0
i , and ζ such that
(38)
∑
σ∈Eint
σ=K|L
τσ(c
n
1,K − cn1,L)2 ≤ C1.
Proof. As a straightforward consequence of Lemma 3.3, the energy is decaying along the time steps,
so that∑
σ∈Eint
σ=K|L
τσ(c
n
1,K − cn1,L)2 +
2
α
∑
i∈{1,2}
∑
K∈T
mKc
n
i,KΨi,K ≤
2
α
ET (cn) ≤ 2
α
ET (c0)
≤
∑
σ∈Eint
σ=K|L
τσ(c
0
1,K − c01,L)2 +
2
α
∑
K∈T
mK
κc01,Kc02,K + ∑
i∈{1,2}
[
Ψi,Kc
0
i,K + θi,T ηiH(c
0
i,K)
] .
Since c01,K + c
0
2,K = 1, there holds ∑
K∈T
mKκc
0
1,Kc
0
2,K ≤
κ
4
|Ω|.
Owing to [16, Lemma 9.4], there exists C2 depending only on ζ such that∑
σ∈Eint
σ=K|L
τσ(c
0
1,K − c01,L)2 ≤ C2
∫
Ω
|∇c01|2dx,
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whereas Jensen’s inequality ensures that∑
K∈T
mKθi,T ηiH(c0i,K) ≤ θi,T ηi
∫
Ω
H(c0i )dx ≤ θi,T ηi|Ω|.
Finally, since 0 ≤ cni,K ≤ 1 for n ≥ 0, we have∑
σ∈Eint
σ=K|L
τσ(c
n
1,K − cn1,L)2 ≤ C2
∫
Ω
|∇c01|2dx+
|Ω|
α
κ
2
+ 2
∑
i∈{1,2}
(
θi,T ηi +
2
|Ω| ‖Ψi‖L1(Ω)
) .

Let is now focus on the quantification of the production of mixing entropy at the discrete level.
Our next lemma provides a discrete counterpart to Estimate (13).
Lemma 3.5. There exists C3 depending only on Ω, α, κ, T , Ψi, ηi, θi, ζ and c
0
1 such that
(39)
N∑
n=1
∆t
∑
K∈T
mK
 1mK ∑
σ∈EK,int
σ=K|L
τσ(c
n
1,K − cn1,L)

2
+
N∑
n=1
∆t
∑
i∈{1,2}
ηi θi,T
∑
σ∈Eint
σ=K|L
τσ(c
n
i,K − cni,L)(log(cni,K)− log(cni,L)) ≤ C3.
As a consequence, there exists C4 depending only on Ω, α, κ, T , Ψi, ηi, θi, ζ and c
0
1 such that
(40)
N∑
n=1
∆t
∑
K∈T
mK
(
µn1,K − µn2,K
)2 ≤ C4.
Proof. Multiplying (18) by ∆tηi log(c
n
i,K) and summing over i ∈ {1, 2}, n ∈ {1, . . . , N} and K ∈ T
yields
(41) A1 +A2 +A3 +A4 = 0,
where we have set
A1 =
∑
i∈{1,2}
ηi
N∑
n=1
∑
K∈T
mK(c
n
i,K − cn−1i,K ) log(cni,K),
A2 =
∑
i∈{1,2}
N∑
n=1
∆t
∑
σ∈Eint
σ=K|L
τσc
n
i,σ
(
µni,K − µni,L
) (
log(cni,K)− log(cni,L)
)
,
A3 =
∑
i∈{1,2}
N∑
n=1
∆t
∑
σ∈Eint
σ=K|L
τσc
n
i,σ (Ψi,K −Ψi,L)
(
log(cni,K)− log(cni,L)
)
,
A4 =
N∑
n=1
∆t
∑
i∈{1,2}
ηiθi,T
∑
σ∈Eint
σ=K|L
τσ(c
n
i,K − cni,L)(log(cni,K)− log(cni,L)).(42)
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It follows from the convexity of H that
(43)
A1 ≥
∑
i∈{1,2}
ηi
N∑
n=1
∑
K∈T
mK
(
H(cni,K)−H(cn−1i,K )
)
=
∑
i∈{1,2}
ηi
∑
K∈T
mK
(
H(cNi,K)−H(c0i,K)
)
≥ −
∑
i∈{1,2}
ηi
∑
K∈T
mK ≥ −C.
.
The particular choice (19) for cni,σ was fixed so that
cni,σ
(
log(cni,K)− log(cni,L)
)
= cni,K − cni,L, n ≥ 1, σ = K|L.
Therefore, using (21) and Cauchy-Schwarz inequality, we deduce that
A3 =
N∑
n=1
∆t
∑
σ∈Eint
σ=K|L
τσ(c
n
1,K − cn1,L)(Ψ1,K −Ψ1,L −Ψ2,K + Ψ2,L)(44)
≥ −
N∑
n=1
∆t
 ∑
σ∈Eint
σ=K|L
τσ(c
n
1,K − cn1,L)2

1/2 ∑
i∈{1,2}
 ∑
σ∈Eint
σ=K|L
τσ(Ψi,K −Ψi,L)2

1/2
≥ −C,
where the last inequality is a consequence of Corollary 3.4 and of estimate
(45)
∑
σ∈Eint
σ=K|L
τσ(Ψi,K −Ψi,L)2 ≤ C,
which itself is a consequence of [16, Lemma 9.4] and of theH1(Ω) regularity of the external potentials
Ψi. Similarly, one can rewrite
A2 =
N∑
n=1
∆t
∑
σ∈Eint
σ=K|L
τσ(c
n
1,K − cn1,L)(µn1,K − µn2,K − µn1,L + µn2,L),
=
N∑
n=1
∆t
∑
K∈T
mK
 1mK ∑
σ∈EK,int
σ=K|L
τσ(c
n
1,K − cn1,L)
(µn1,K − µn2,K) .
Thanks to the relation (20), it turns to
A2 = α
N∑
n=1
∆t
∑
K∈T
mK
 1mK ∑
σ∈EK,int
σ=K|L
τσ(c
n
1,K − cn1,L)

2
+ κ
N∑
n=1
∆t
∑
K∈T
mK
 1mK ∑
σ∈EK,int
σ=K|L
τσ(c
n
1,K − cn1,L)
 (1− 2cn−11,K ).
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Using the fact that 0 ≤ cn−11,K ≤ 1 and the inequality ab ≥ − α2κa2 − κ2αb2, we obtain
(46) A2 ≥ α
2
N∑
n=1
∆t
∑
K∈T
mK
 1mK ∑
σ∈EK,int
σ=K|L
τσ(c
n
1,K − cn1,L)

2
− C.
The combination of (42)–(46) in (41) provides (39). Let us now focus on estimate (40). Equality (20)
gives
N∑
n=1
∆t
∑
K∈T
mK(µ
n
1,K − µn2,K)2 ≤2α2
N∑
n=1
∆t
∑
K∈T
mK
 1mK ∑
σ∈EK,int
σ=K|L
τσ(c
n
1,K − cn1,L)

2
+ 2κ2
N∑
n=1
∆t
∑
K∈T
mK(1− 2cn−11,K )2.
Since 0 ≤ cn−11,K ≤ 1 and the logarithmic function is increasing, estimate (39) concludes the proof. 
The following lemma is a transposition to the discrete setting of the weighted estimate (12) on
the chemical potentials.
Lemma 3.6. There exists C5 depending only on α, κ, c
0
i , Ψi, T , Ω, ηi and ζ such that
N∑
n=1
∆t
∑
i∈{1,2}
∑
σ∈Eint
σ=K|L
τσc
n
i,σ
(
µni,K − µni,L
)2 ≤ C5.
Proof. Definition (24) of DT (cn,µn) together with inequality (a+ b+ c)2 ≤ 3(a2 + b2 + c2) yield
1
maxi ηi
N∑
n=1
∆t
∑
i∈{1,2}
∑
σ∈Eint
σ=K|L
τσc
n
i,σ
(
µni,K − µni,L
)2 ≤ 3 N∑
n=1
∆t DT (cn,µn)
+ 3
N∑
n=1
∆t
∑
i∈{1,2}
∑
σ∈Eint
σ=K|L
τσ
cni,σ
ηi
(
(Ψi,K −Ψi,L)2 + (θi,T ηi)2
(
log(cni,K)− log(cni,L)
)2)
.
Owing to Lemma 3.3, the first term of the right-hand side is bounded by
N∑
n=1
∆t DT (cn,µn) ≤ ET (c0)− ET (cN ) ≤ 2ET (c0),
which is bounded as already seen in the proof of Corollary 3.4. On the other hand, since 0 ≤ cni,σ ≤ 1,
one has
N∑
n=1
∆t
∑
i∈{1,2}
∑
σ∈Eint
σ=K|L
τσ
cni,σ
ηi
(Ψi,K −Ψi,L)2 ≤ TC2
∑
i∈{1,2}
1
ηi
‖Ψi‖H1(Ω).
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Finally,
N∑
n=1
∆t
∑
i∈{1,2}
ηi
∑
σ∈Eint
σ=K|L
τσc
n
i,σ(θi,T )
2
(
log(cni,K)− log(cni,L)
)2 ≤ C3 max
i
θi,T
thanks to Lemma 3.5. 
Relation (21) guarantees that the sum of the volume fractions is constant equal to 1 in the cells.
But this is no longer true on the edges. As shown in the following lemma, the sum of the edge
volume fractions is always lower or equal to 1. Assume for instance that for some σ = K|L, cn1,K = 1
and cn1,L = 0, then both c
n
1,σ and c
n
2,σ are equal to 0. This degeneracy may lead to severe difficulties
in the effective resolution of the nonlinear system provided by the scheme. Next lemma shows that
this situation can not be encountered provided the time step is large enough with respect to the
size of the mesh. The estimate we provide is based on the worst case scenario and is thus extremely
pessimistic. Practically, the inverse CFL condition (47) is not needed as soon as the ratio α/κ is
large enough with respect to the size of the discretization.
Lemma 3.7. Assume that there exists γ > 1 such that
(47)
∆t
mK
≥ γC3
τ2?
, ∀K ∈ T ,
then there exists δ ∈ (0, 1) depending on τ?, τ?, `? and γ such that
(48) |cni,K − cni,L| ≤ 1− δ, ∀σ = K|L ∈ Eint, ∀n ∈ {1, . . . , N}, ∀i ∈ {1, 2}.
As a consequence, there exists c? > 0 depending only on δ such that
(49) 1 ≥ cn1,σ + cn2,σ ≥ c?, ∀σ = K|L ∈ Eint, ∀n ∈ {1, . . . , N}.
Proof. Let us first establish (48). As a consequence of Lemma 3.5, there holds
(50)
 ∑
σ∈EK,int,
σ=K|L
τσ(c
n
i,K − cni,L)

2
≤ C3mK
∆t
, ∀K ∈ T , ∀n ∈ {1, . . . , N}, ∀i ∈ {1, 2}.
Let σ = K|L ∈ Eint such that cni,K − cni,L ≥ 1 − δ, then in particular cni,K ≥ 1 − δ, so that
cni,K − cni,M ≥ −δ for all M ∈ EK,int. Plugging it in (50) and using (29) yields
(−τ?(#EK − 1)δ + τ?(1− δ))2 ≤ C3mK
∆t
.
For δ ≤ τ?(`?−1)τ?+τ? , this yields
δ ≥
τ? −
√
C3 maxK∈T mK
∆t
(`? − 1)τ? + τ? ≥
τ?
(
1− 1√γ
)
(`? − 1)τ? + τ?
thanks to (47). Thus (48) holds with
δ = min
 τ?(`? − 1)τ? + τ? ,
τ?
(
1− 1√γ
)
((`? − 1)τ? + τ?)
 ∈ (0, 1).
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Let us now turn to the proof of (49). If cni,σ = c
n
i,K = c
n
i,L, we have immediately c
n
1,σ + c
n
2,σ = 1.
Otherwise, the inequality cn1,σ + c
n
2,σ ≤ 1 follows directly from the fact that the logarithmic mean is
smaller than the arithmetic one. Define the continuous function ϕ : [0, 1]2 → [0, 1] by
ϕ(a, b) = (a− b)
[
1
log(a/b)
− 1
log((1− a)/(1− b))
]
if a 6= b, and ϕ(a, a) = 1,
so that, in view of (19) and (21), one has
(51) cn1,σ + c
n
2,σ = ϕ(c
n
1,K , c
n
1,L), ∀σ = K|L ∈ Eint, ∀n ∈ {1, . . . , N}.
Note that ϕ(a, b) = 0 if and only if {a, b} = {0, 1}. In particular, ϕ is positive on the compact set
Kδ =
{
(a, b) ∈ [0, 1]2 ∣∣ |a− b| ≤ 1− δ} .
Thus it remains bounded away from 0 by some c? depending only on δ. Then (49) follows from (48)
and (51). 
With Lemma 3.7 at hand, we are in position to prove our next lemma, whose goal is to provide
first a L2((0, T );BV (Ω)) estimate on the approximate mean chemical potential µT ,∆t, and then a
non-weighted L2(QT ) estimates on the chemical potentials.
Lemma 3.8. Provided (49) holds, there exists C6 and C7 depending only on α, κ, c
0
i , ηi, Ψi, θi,
T , Ω, ζ, c? such that
(52)
N∑
n=1
∆t
 ∑
σ∈Eint
σ=K|L
mσ |µnK − µnL|

2
≤ C6.
and
(53)
N∑
n=1
∆t
∑
K∈T
mK
(
µni,K
)2 ≤ C7, i ∈ {1, 2}.
Proof. Let n ≥ 1 and σ = K|L ∈ Eint, then thanks to (49), either cn1,σ ≥ c
?
2 or c
n
2,σ ≥ c
?
2 . Let us
assume that cn1,σ ≥ c
?
2 , the other case being similar. We can also assume without loss of generality
that cn2,K ≥ cn2,σ ≥ cn2,L. Then the triangle inequality ensures that
|µnK − µnL| ≤
∑
i∈{1,2}
cni,L|µni,K − µni,L|+
∣∣∣∣∣∣
∑
i∈{1,2}
µni,K(c
n
i,K − cni,L)
∣∣∣∣∣∣ .
Using relation (21), the second term of the right-hand side rewrites∣∣∣∣∣∣
∑
i∈{1,2}
µni,K(c
n
i,K − cni,L)
∣∣∣∣∣∣ = ∣∣cn1,K − cn1,L∣∣ ∣∣µn1,K − µn2,K∣∣ ,
while since cn2,σ ≥ cn2,L and cn1,L ≤ 1 ≤
2cn1,σ
c? , the first term can be estimated by∑
i∈{1,2}
cni,L|µni,K − µni,L| ≤
2
c?
∑
i∈{1,2}
cni,σ|µni,K − µni,L|.
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Therefore, using (a+ b+ c)2 ≤ 3(a2 + b2 + c2), we get that
(54)
 ∑
σ∈Eint
σ=K|L
mσ|µnK − µnL|

2
≤ A+B,
where we have set
A =
12
(c?)2
∑
i∈{1,2}
 ∑
σ∈Eint
σ=K|L
mσc
n
i,σ|µni,K − µni,L|

2
,
B = 3
 ∑
σ∈Eint
σ=K|L
mσ|cn1,K − cn1,L|
∣∣µn1,K − µn2,K∣∣

2
.
Using Cauchy-Schwarz inequality, we get that
A ≤ 12
(c?)2
∑
i∈{1,2}
 ∑
σ∈Eint
σ=K|L
τσc
n
i,σ(µ
n
i,K − µni,L)2

 ∑
σ∈Eint
σ=K|L
mσdσc
n
i,σ
 .
We deduce from 0 ≤ cni,σ ≤ 1, from mσdσ = 2mDσ and from Lemma 3.6 that
(55)
N∑
n=1
∆t A ≤ 24|Ω|
(c?)2
C5.
Besides, Cauchy-Schwarz inequality yields
B ≤ 3
 ∑
σ∈Eint
σ=K|L
τσ
(
cn1,K − cn1,L
)2

 ∑
σ∈Eint
σ=K|L
mσdσ
((
µn1,K − µn2,K
)2
+
(
µn1,L − µn2,L
)2)
 .
The first term in the right hand side is bounded uniformly w.r.t. n thanks to Corollary 3.4. Reor-
ganizing the second term, one gets that
B ≤ 6C1
∑
K∈T
 ∑
σ∈EK,int
mDσ
(µn1,K − µn2,K)2 .
Thanks to assumption (26) on the regularity of the mesh, one has
∑
σ∈EK,int mDσ ≤ mKζ . Therefore,
it follows from Lemma 3.5 that
(56)
N∑
n=1
∆t B ≤ 6
ζ
C1C4.
Combining (55)–(56) in (54) provides (52).
The combination of the L2((0, T );BV (Ω)) estimate (52) with the zero mean condition (22) allows
to make use of a Poincare´-Sobolev inequality (see for instance [19], [17, Lemma 5.1] or [4]). This
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provides the following uniform L2(QT ) estimate on the discrete global chemical potential (recall
here that Ω ⊂ R2):
(57)
N∑
n=1
∆t
∑
K∈T
mK (µ
n
K)
2 ≤ C.
The definition (22) of µnK and the equation (21) provide the following relations:
µn1,K = µ
n
K + c
n
2,K(µ
n
1,K − µn2,K), µn2,K = µnK − cn1,K(µn1,K − µn2,K).
As a result of Lemma 3.2, Lemma 3.5 and Estimate (57), we recover (53). 
3.2. Existence of a discrete solution. We are now in position to finish the proof of Theorem 2.3
by showing the existence of (at least) one discrete solution to the scheme (18)–(22).
Proposition 3.9. There exists at least one solution to the scheme (18)–(22) satisfying the a priori
estimates established in Section 3.1.
Proof. The proof relies on a topological degree argument [21, 10]. Our goal is to pass continuously
from a linear problem for which the existence and uniqueness of the solution is known to the
nonlinear system given by our scheme. Since the construction of such an homotopy (which is
parametrized by λ ∈ [0, 1]) is non-trivial, we give here a description of it, as well as of the key
estimates that allow us to use this machinery.
We assume that cn−1 ∈ [0, 1]#T is given. For λ ∈ [0, 1], we define the nondecreasing functions
fλ and pλ by
(58) fλ(c) = min
(
1 + λ
2
,max
(
1− λ
2
, c
))
, pλ(c) =
∫ c
1
f ′λ(a)
fλ(a)
da
so that fλ(c) ≥ 0 and fλ(c) + fλ(1− c) = 1 for all c ∈ R.
We look for the solutions (cλ,µλ) =
((
cλ1,K , c
λ
2,K
)
K∈T ,
(
µλ1,K , µ
λ
2,K
)
K∈T
)
of the following mod-
ified system. First, equation (18) is replaced by
(59) mK
cλi,K − cn−1i,K
∆t
+
∑
σ∈EK,int
σ=K|L
τσ
fλi,σ
ηi
(
µλi,K − µλi,L + Ψi,K −Ψi,L
)
+ θi,T
∑
σ∈EK,int
σ=K|L
τσ(fλ(c
λ
i,K)− fλ(cλi,L)) = 0, ∀K ∈ T ,
where for all σ = K|L ∈ Eint we have set
(60) fλi,σ =

1−λ
2 if c
λ
i,K ≤ 1−λ2 and cλi,L ≤ 1−λ2 ,
1+λ
2 if c
λ
i,K ≥ 1+λ2 and cλi,L ≥ 1+λ2 ,
fλ(c
λ
i,K) if c
λ
i,K = c
λ
i,L ∈
(
1−λ
2 ,
1+λ
2
)
,
fλ(c
λ
i,K)−fλ(cλi,L)
pλ(cλi,K)−pλ(cλi,L)
otherwise.
Equation (20) is replaced for all K ∈ T by
(61) µλ1,K − µλ2,K =
α
mK
∑
σ∈EK,int
σ=K|L
τσ
(
fλ(c
λ
1,K)− fλ(cλ1,L)
)
+ (1− λ)
(
cλ1,K −
1
2
)
+ κ(1− 2cn−11,K ).
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We keep the linear relation (21), i.e., we impose that
(62) cλ1,K + c
λ
2,K = 1, ∀K ∈ T .
Finally, equation (22) is replaced by
(63)
∑
K∈T
mKµ
λ
K = 0, with µ
λ
K = fλ(c
λ
1,K)µ
λ
1,K + fλ(c
λ
2,K)µ
λ
2,K .
Multiplying (59) by µλi,K + Ψi,K + ηiθi,T pλ(c
λ
i,K) and summing over K ∈ T and i ∈ {1, 2} provides
thanks to the same calculations as in the proof of Lemma 3.3 that
(64) Tλ1 + T
λ
2 + T
λ
3 + T
λ
4 + T
λ
5 + ∆tD
λ
T (c
λ,µλ) = 0,
where we have set
Tλ1 =α
∑
K∈T
(
cλ1,K − cn−11,K
) ∑
σ∈EK,int
σ=K|L
τσ
(
fλ(c
n
1,K)− fλ(cn1,L)
)
,
Tλ2 =(1− λ)
∑
K∈T
mK
(
cλ1,K − cn−11,K
)(
cλ1,K −
1
2
)
,
Tλ3 =κ
∑
K∈T
mK
(
cλ1,K − cn−11,K
)(
1− 2cn−11,K
)
,
Tλ4 =
∑
i∈{1,2}
∑
K∈T
mK
(
cλi,K − cn−1i,K
)
Ψi,K ,
Tλ5 =
∑
i∈{1,2}
θi,T ηi
∑
K∈T
mK
(
cλi,K − cn−1i,K
)
pλ(c
λ
i,K),
and
DλT (c
λ,µλ) =
∑
i∈{1,2}
∑
σ∈Eint
σ=K|L
τσ
fλi,σ
ηi
∣∣∣µλi,K + Ψi,K + ηiθi,T pλ(cλi,K)−µλi,L−Ψi,L− ηiθi,T pλ(cλi,L)∣∣∣2 ≥ 0.
Elementary convexity inequalities yield
Tλ2 ≥
1− λ
2
∑
K∈T
mK
(∣∣∣∣cλ1,K − 12
∣∣∣∣2 − ∣∣∣∣cn−11,K − 12
∣∣∣∣2
)
and, setting Hλ(c) =
∫ c
1
pλ(a)da ≥ 0,
Tλ5 ≥
∑
i∈{1,2}
θi,T ηi
∑
K∈T
mK
(
Hλ(c
λ
i,K)−Hλ(cn−1i,K )
)
.
On the other hand, using the boundedness of cn−1i,K between 0 and 1, one gets that
Tλ3 ≥ −κ
∑
K∈T
mK
∣∣cλ1,K∣∣− C,
while the boundedness of Ψi,K yields
Tλ4 ≥ −(‖Ψ1‖∞ + ‖Ψ2‖∞)
∑
K∈T
mK
∣∣cλ1,K∣∣− C.
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Therefore, since Hλ(c) ≤ H(c) for c ∈ [0, 1]
Tλ2 + T
λ
3 + T
λ
4 + T
λ
5 ≥
∑
K∈T
mKgλ(c
λ
1,K)− C,
where C depends only on κ, Ω, ‖Ψi‖∞, θi, ηi, ρ and hT (but not on λ), and where we have set
gλ(c) = θ1,T η1Hλ(c) + θ2,T η2Hλ(1− c) + 1− λ
2
(
c− 1
2
)2
− (κ+ ‖Ψ1‖∞ + ‖Ψ2‖∞)|c|, c ∈ R,
with the convention that gλ(c) = +∞ is c /∈ [0, 1] and λ = 1. As a consequence of the technical
Lemma A.1 stated in appendix, there exists C depending only ηi, θi, ρ, hT , ‖Ψi‖∞ and κ such that
gλ(c) ≥ 2
∣∣c− 12 ∣∣− C. Therefore,
(65) Tλ2 + T
λ
3 + T
λ
4 + T
λ
5 ≥
∑
i∈{1,2}
∑
K∈T
mK
∣∣∣∣cλi,K − 12
∣∣∣∣− C.
Besides, performing a discrete integration by parts on the term Tλ1 yields
Tλ1 = α
∑
σ∈Eint
σ=K|L
τσ
[(
cλ1,K − cλ1,L
)− (cn−11,K − cn−11,L )] (fλ(cλ1,K)− fλ(cλ1,L)) .
Since fλ is 1-Lipschitz continuous, one has
Tλ1 ≥ α
∑
σ∈Eint
σ=K|L
τσ
[(
fλ(c
λ
1,K)− fλ(cλ1,L)
)2 − (cn−11,K − cn−11,L ) (fλ(cλ1,K)− fλ(cλ1,L))]
≥ α
2
∑
σ∈Eint
σ=K|L
τσ
[(
fλ(c
λ
1,K)− fλ(cλ1,L)
)2 − (cn−11,K − cn−11,L )2] ,
so that
(66) Tλ1 ≥
α
2
∑
σ∈Eint
σ=K|L
τσ
(
fλ(c
λ
1,K)− fλ(cλ1,L)
)2 − C
where C only depends on T and α. Combining (66) with (65) in (64), one gets the existence of C8
not depending on λ such that, for all λ ∈ [0, 1], there holds
(67)
∑
i∈{1,2}
∑
K∈T
mK
∣∣∣∣cλi,K − 12
∣∣∣∣+ α2 ∑
σ∈Eint
σ=K|L
τσ
(
fλ(c
λ
1,K)− fλ(cλ1,L)
)2
+ ∆tDλT (c
λ,µλ) ≤ C8.
This implies in particular that cλ is bounded independently uniformly w.r.t. λ, hence∑
K∈T
mK
∣∣∣∣cλi,K − 12
∣∣∣∣2 ≤ C, ∀λ ∈ [0, 1], i ∈ {1, 2},
for some C not depending on λ.
We can derive a control on µλ for λ < 1 from the control of the energy dissipation DλT in (67), but
this control degenerates as λ tends to 1. To bypass this difficulty, we multiply (59) by ηipλ(c
λ
i,K).
Since fλi,σ has been designed so that
fλi,σ
(
pλ(c
λ
i,K)− pλ(cλi,L)
)
= fλ(c
λ
i,K)− fλ(cλi,L), ∀σ = K|L ∈ Eint,
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we can mimic the proof of Lemma 3.5 in order to get the existence of C not depending on λ such
that
(68)
∑
K∈T
mK
 1mK ∑
σ∈EK,int
σ=K|L
τσ
(
fλ(c
λ
1,K)− fλ(cλ1,L)
)
2
≤ C,
together with
(69)
∑
K∈T
mK
(
µλ1,K − µλ2,K
)2 ≤ C.
Thanks to (68), we can reproduce the proof of Lemma 3.7 to claim that
fλ1,σ + f
λ
2,σ ≥ f?, ∀σ ∈ Eint,
for some f? > 0 not depending on λ. This provides a uniform in λ discrete BV estimate on(
µλK
)
K∈T and finally the existence of some C9 not depending on λ following the path of Lemma 3.8
such that
(70)
∑
i∈{1,2}
∑
K∈T
mK
(
µλi,K
)2 ≤ C9.
Then the topological degree corresponding to system (59)–(63) and the compact set
K =
((c1,K , c2,K)K∈T , (µ1,K , µ2,K)K∈T )
∣∣∣∣∣∣
∑
i∈{1,2}
∑
K∈T
mK
(∣∣∣∣ci,K − 12
∣∣∣∣+ (µi,K)2) ≤ C8 + C9 + 1

is constant equal to 1 whatever λ ∈ [0, 1]. In particular, there exists a solution to our scheme (18)–
(22) which corresponds to the case λ = 1. 
The existence of a solution (cn,µn) to the scheme (18)–(22) for all n ∈ {1, . . . , N} allows to
define a piecewise constant approximate solution (cT ,∆t,µT ,∆t) by (25).
4. Convergence of the scheme
The goal of this section is to prove Theorem 2.4, i.e., that (cT ,∆t, µT ,∆t) tends to a weak solution
(c,µ) of (1)–(6) in a suitable topology as hT and ∆t tend to 0 provided the mesh remains sufficiently
regular. Consider a sequence of regular meshes
(Tm, Em, (xK)K∈Tm)m≥1 such that (26)–(29) hold
for some uniform ζ, `?, τ? and τ? w.r.t. m, and such that hTm tends to 0 as m tends to +∞, and
a sequence of times steps (∆tm)m≥1 with ∆tm = T/Nm with Nm tending to +∞ with m. Then
the a priori estimates derived in Section 3.1 are satisfied uniformly provided (49) holds, as it is the
case if the inverse CFL condition (47) is fulfilled.
The first lemma gathers some first consequences of the a priori estimates stated in Section 3.1.
Lemma 4.1. There exist ci ∈ L∞(QT ; [0, 1]) with c1 + c2 = 1 and µi ∈ L2(QT ), i ∈ {1, 2} such
that, up to a subsequence,
(i) ci,Tm,∆tm −→
m→∞ ci a.e. in QT and in the L
∞(QT ) weak-? sense,
(ii) µi,Tm,∆tm −→
m→∞ µi weakly in L
2(QT ).
Moreover,
∫
Ω
µ(t,x)dx = 0 for a.e. t ≥ 0, where µ = c1µ1 + c2µ2.
22 CLE´MENT CANCE`S AND FLORE NABET
Proof. Because of Lemma 3.2, the approximate solutions ci,Tm,∆tm remain bounded a.e. in QT
between 0 and 1. Therefore, there exists ci ∈ L∞(QT ; [0, 1]) such that, up to a subsequence,
ci,Tm,∆tm tends to ci in the L
∞(QT )-weak-? sense. This is enough to pass in the limit in the
relation c1,Tm,∆tm + c2,Tm,∆tm = 1 which directly follows from (21). On the other hand, it follows
from Lemma 3.8 that the sequences (µi,Tm,∆tm)m≥1 are uniformly bounded in L
2(QT ), hence the
weak convergence in L2(QT ) towards some µi. The almost everywhere convergence of ci,Tm,∆tm
towards ci follows from some discrete Aubin-Lions lemma, see for instance [2, Theorem 3.9]. Finally,
given an arbitrary ϕ ∈ L∞(0, T ), then multiplying (22) by 1∆t
∫ n∆tm
(n−1)∆tm ϕ(t)dt and summing over
n ∈ {1, . . . , Nm} yields∫∫
QT
[c1,Tm,∆tmµ1,Tm,∆tm + c2,Tm,∆tmµ2,Tm,∆tm ]ϕdxdt = 0.
We have enough compactness to pass to the limit m→ +∞, which gives that∫∫
QT
µ(t,x)ϕ(t)dxdt = 0, ∀ϕ ∈ L∞(QT ).
This of course implies that
∫
Ω
µ(t,x)dx = 0 for a.e. t ≥ 0. 
Before going further, we need to introduce some additional material concerning the construction
of a strongly consistent approximate gradient based on the SUSHI finite volume scheme [17]. We
gather in the following proposition the properties of this approximate gradient to be used in what
follows. The super-admissibility of the mesh is crucial at this point. We refer to [17] or to [12,
Chapter 13] for the proofs corresponding to Proposition 4.2.
Proposition 4.2 ([17]). Define by XTm,∆tm the space of bounded piecewise constant functions per
control volume and per time step as ci,Tm,∆tm and µi,Tm,∆tm , i.e.,
XTm,∆tm =
{
uTm,∆tm ∈ L∞(QT )
∣∣ uTm,∆tm(t,x) = unK ∈ R, ∀(t,x) ∈ (tn−1, tn]×K} .
Then there exists a linear operator ∇Tm : XTm → L∞(QT )2 such that:
(i) for all uTm,∆tm , vTm,∆tm ∈ XTm,∆tm and all n ∈ {1, . . . , Nm}, one has∫
Ω
∇TmuTm,∆tm(tn,x) ·∇TmvTm,∆tm(tn,x)dx =
∑
σ∈Eint,m
σ=K|L
τσ(u
n
K − unL)(vnK − vnL);
(ii) if the sequence (uTm,∆tm)m≥1 is such that ‖uTm,∆tm‖L2(QT ) and ‖∇TmuTm,∆tm‖L2(QT )2 are
bounded w.r.t. m, then there exists u ∈ L2((0, T );H1(Ω)) such that uTm,∆tm converges weakly
towards u in L2(QT ) and ∇TmuTm,∆tm converges weakly towards ∇u in L2(QT )2;
(iii) let ϕ ∈ C∞(QT ), and define ϕTm,∆tm by fixing ϕnK = ϕ(tn,xK), then ∇TmϕTm,∆tm converges
towards ∇ϕ in Lp(QT )2 for all p ∈ [1,∞);
(iv) for all K ∈ Tm and all n ∈ {1, . . . , Nm}, there holds
(71)
∫
K
∇TmuTm,∆tm(tn,x)dx =
∑
σ∈EK,int,m
σ=K|L
dK,στσ(u
n
L − unK)nKL.
Let us point out that we could have improved the convergence property in (iii) until obtaining
the uniform convergence at the price of adding some additional degrees of freedom on the boundary
edges. However, the convergence properties stated in Proposition 4.2 are sufficient to prove the
convergence of our scheme. Therefore, we avoid the introduction of additional material.
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Next statement is a straightforward consequence of the combination of Proposition 4.2 together
with Corollary 3.4.
Corollary 4.3. Up to a subsequence, the approximate gradient ∇Tmci,Tm,∆tm converges towards
∇ci in the weak-? topology of L∞((0, T );L2(QT ))2 as m tends to +∞. In particular, ci belongs to
L∞((0, T );H1(Ω)). Moreover, ∇TmΨi,Tm converges weakly towards ∇Ψi.
The purpose of next lemma is twofold. First, one shows that (3) and (4) are satisfied by the
limits ci, µi. Second, we deduce from this consistency property the approximate gradient of the
volume fractions converges strongly in L2(QT ).
Lemma 4.4. The weak formulation (15) holds for all ϕ ∈ C∞c ([0, T )×Ω). Moreover, ∇Tmci,Tm,∆tm
converges strongly in L2(QT ) towards ∇ci as m tends to +∞.
Proof. Let us first establish (15). As a preliminary, define the piecewise constant function
cˇ1,Tm,∆tm(t,x) = c
n−1
K if (t,x) ∈ [tn−1, tn)×K, n ∈ {1, . . . Nm}, K ∈ Tm.
Then cˇ1,Tm,∆tm remains bounded between 0 and 1. Therefore,∫∫
QT
|cˇ1,Tm,∆tm − c1,Tm,∆tm |2 dxdt
≤ ∆t|Ω|+
∫∫
QT−∆tm
|c1,Tm,∆tm(t+ ∆tm,x)− c1,Tm,∆tm(t,x)|2 dxdt.
Following Lemma 4.1, (c1,Tm,∆tm)m≥1 converges in L
2(QT ). The reciprocal of the Riesz-Fre´chet-
Kolmogorov theorems allows us to claim that the second term in the right-hand side tends to 0 as
m tends to +∞. Therefore, cˇ1,Tm,∆tm tends to c1 strongly in L2(QT ) together with c1,Tm,∆tm .
Given an arbitrary ϕ ∈ C∞(QT ), we define ϕnK = ϕ(tn,xK) for all n ∈ {1, . . . , Nm} and all
K ∈ Tm. Multiplying (20) by ϕnK and summing over n and K yields
(72)
∫∫
QT
(µ1,Tm,∆tm − µ2,Tm,∆tm)ϕTm,∆tmdxdt
= α
∫∫
QT
∇Tmc1,Tm,∆tm ·∇TmϕTm,∆tmdxdt+ κ
∫∫
QT
(1− 2cˇ1,Tm,∆tm)ϕTm,∆tmdxdt.
We can pass to the limit m → +∞ in the previous equality. Since µi,Tm,∆tm converges weakly
towards µi in L
2(QT ) thanks to Lemma 4.1, since ∇Tmc1,Tm,∆tm converges weakly in L2(QT )2
towards∇c1 thanks to Corollary 4.3, since cˇ1,Tm,∆tm converges in L2(QT ) towards c1, since ϕTm,∆tm
converges uniformly towards ϕ, and since ∇TmϕTm,∆tm converges towards ∇ϕ in L2(QT )2 thanks
to Proposition 4.2, one recovers (15).
Thanks to a standard density arguments, one checks that (15) holds for ϕ ∈ L2((0, T );H1(Ω)),
thus in particular for ϕ = c1, which yields
α
∫∫
QT
|∇c1|2dxdt =
∫∫
QT
[µ1 − µ2 − κ(1− 2c1)] c1dxdt.
Choosing ϕTm,∆tm = c1,Tm,∆tm in (72) and passing to the limit m→ +∞ shows that
lim
m→∞
∫∫
QT
|∇Tmc1,Tm,∆tm |2dxdt =
1
α
∫∫
QT
[µ1 − µ2 − κ(1− 2c1)] c1dxdt =
∫∫
QT
|∇c1|2dxdt,
hence the strong convergence of ∇Tmc1,Tm,∆tm towards ∇c1. 
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Next lemma focuses on the term corresponding to ci∇µi. For m ≥ 1, we define
(73) V ni,σ = 2c
n
i,σ
µni,K − µni,L
dσ
nKL, ∀σ = K|L ∈ Eint,m, ∀n ∈ {1, . . . , Nm},
and the corresponding piecewise constant vector field
(74) V i,Dm,∆tm(t,x) =
{
V ni,σ if (t,x) ∈ (tn−1, tn]×Dσ, σ ∈ Eint,m,
0 if (t,x) ∈ (tn−1, tn]×
(
K \⋃σ∈EK,int DK,σ) .
Lemma 4.5. Let V i,Dm,∆tm be defined by (73)–(74), then, up to a subsequence, V i,Dm,∆tm con-
verges weakly towards −ci∇µi in L2(QT ) as m tends to +∞.
Proof. Since mσdσ = 2mDσ and since 0 ≤ cni,σ ≤ 1, it results from Lemma 3.6 that
‖V i,Dm,∆tm‖2L2(QT )2 = 2
Nm∑
n=1
∆t
∑
σ∈Eint,m
σ=K|L
τσ
(
cni,σ
)2 (
µni,K − µni,L
)2 ≤ C.
Therefore, up to a subsequence, V i,Dm,∆tm converges weakly in L
2(QT )
2 towards some V i. Let us
identify V i as −ci∇µi. To this end, we introduce an arbitrary smooth vector field Φ ∈ C∞c (QT )2,
and, for all m ≥ 1, we denote by
ΦnK = Φ(t
n,xK), Φ
n
σ =
1
mσ
∫
σ
Φ(tn,x)dx, ∀K ∈ Tm, ∀σ ∈ Eint,m, ∀n ∈ {1, . . . , Nm},
and by
ΦTm,∆tm(t,x) = Φ
n
K if (t,x) ∈ (tn−1, tn]×K,
ΦDm,∆tm(t,x) =
{
Φnσ if (t,x) ∈ (tn−1, tn]×Dσ, σ ∈ Eint,m,
0 if (t,x) ∈ (tn−1, tn]×
(
K \⋃σ∈EK,int DK,σ) ,
for almost all (t,x) ∈ QT . Thanks to the regularity of Φ, it is easy to check that both ΦTm,∆tm
and ΦDm,∆tm converge uniformly towards Φ as m tends to +∞. This implies in particular that
Bi,m(Φ) =
∫∫
QT
V i,Dm,∆tm(t,x) ·ΦDm,∆tmdxdt −→
m→∞
∫∫
QT
V i ·Φ dxdt.
On the other hand, Bi,m(Φ) can be decomposed into
(75) Bi,m(Φ) = B
(1)
i,m(Φ) +B
(2)
i,m(Φ) +B
(3)
i,m(Φ) +B
(4)
i,m(Φ),
where, denoting by
cni,σ =
dK,σc
n
i,L + dL,σc
n
i,K
dσ
, ∀σ = K|L ∈ Eint,m, ∀n ∈ {1, . . . , Nm},
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we have set
B
(1)
i,m(Φ) =
Nm∑
n=1
∆tm
∑
σ∈Eint,m
σ=K|L
mσ(c
n
i,σ − cni,σ)(µni,K − µni,L)Φnσ · nKσ,
B
(2)
i,m(Φ) =
Nm∑
n=1
∆tm
∑
K∈Tm
µni,Kc
n
i,K
∑
σ∈EK,int
mσΦ
n
σ · nKσ,
B
(3)
i,m(Φ) =
Nm∑
n=1
∆tm
∑
K∈Tm
mKµ
n
i,KΦ
n
K ·
 1
mK
∑
σ∈EK,int
mσ(c
n
i,σ − cni,K)nKσ
 ,
B
(4)
i,m(Φ) =
Nm∑
n=1
∆tm
∑
K∈Tm
µni,K
∑
σ∈EK,int
mσ(c
n
i,σ − cni,K)(Φnσ −ΦnK) · nKσ.
Let us first focus on B
(1)
i,m(Φ), which can be controled as follows thanks to Cauchy-Schwarz inequality
and the fact that dσ ≤ 2hT :
∣∣∣B(1)i,m(Φ)∣∣∣2 ≤ 4h2T ‖Φ‖2∞
Nm∑
n=1
∆tm
∑
σ∈Eint,m
σ=K|L
τσ
(cni,σ − cni,σ)2
cni,σ

×
Nm∑
n=1
∆tm
∑
σ∈Eint,m
σ=K|L
τσc
n
i,σ
(
µni,K − µni,L
)2
 .
The second sum in the right-hand side is uniformly bounded thanks to Lemma 3.6, whereas since
|cni,σ − cni,σ| ≤ |cni,K − cni,L|, Lemma 3.5 and the particular definition (19) of cni,σ ensure that
Nm∑
n=1
∆tm
∑
σ∈Eint,m
σ=K|L
τσ
(cni,σ − cni,σ)2
cni,σ
≤
Nm∑
n=1
∆tm
∑
σ∈Eint,m
σ=K|L
τσ
(
cni,K − cni,L
) (
log(cni,K)− log(cni,L)
) ≤ C3
ηiθi,T
.
Since θi,T ≥ ρhT , we finally obtain that
(76)
∣∣∣B(1)i,m(Φ)∣∣∣2 ≤ ChT −→m→+∞ 0, ∀Φ ∈ C∞c (QT ).
Let us now consider B
(2)
i,m(Φ). To this end, remark first that the definition of Φ
n
σ implies that∑
σ∈EK
mσΦ
n
σ · nKσ =
∫
K
∇ ·Φ(tn,x)dx, ∀K ∈ Tm, ∀n ∈ {1, . . . , Nm}.
As a consequence, since µi,Tm,∆tm converges weakly towards µi and ci,Tm,∆tm converges strongly
towards ci in L
2(QT ), we conclude that
(77) B
(2)
i,m(Φ) −→m→+∞
∫∫
QT
µici∇ ·Φ dxdt, ∀Φ ∈ C∞c (QT ).
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Thanks to (71), the term B
(3)
i,m(Φ) can be rewritten as
B
(3)
i,m(Φ) =
∫∫
QT
µi,Tm,∆tm∇Tmci,Tm,∆tm ·ΦTm,∆tmdxdt.
The strong convergence of∇Tmci,Tm,∆tm towards∇ci in L2(QT )2, the weak convergence of µi,Tm,∆tm
towards µi and the uniform convergence of ΦTm,∆tm towards Φ yield
(78) B
(3)
i,m(Φ) −→m→+∞
∫∫
QT
µi∇ci ·Φ dxdt, ∀Φ ∈ C∞c (QT ).
Introducing the quantities
rni,K =
1
mK
∑
σ∈EK
mσ(c
n
i,σ − cni,K) (Φnσ −ΦnK) · nKσ, ∀K ∈ Tm, ∀n ∈ {1, . . . , Nm},
and the corresponding functions ri,Tm,∆tm in XTm,∆tm , the term B(4)i,m(Φ) rewrites
B
(4)
i,m(Φ) =
∫∫
QT
µi,Tm,∆tmri,Tm,∆tmdxdt.
Since µi,Tm,∆tm is uniformly bounded in L
2(QT ), proving that ri,Tm,∆tm tends to 0 in L
2(QT ) is
enough to show that
(79) B
(4)
i,m(Φ) −→m→+∞ 0, ∀Φ ∈ C
∞
c (QT ).
Thanks to the regularity of the mesh Tm, and more precisely to (28), there holds
|rni,K |2 ≤
`?
(mK)2
∑
σ∈EK,int
(mσ)
2(cni,σ−cni,K)2|Φnσ−ΦnK |2 ≤ `?‖DΦ‖2∞
(hK)
4
(mK)2
∑
σ∈EK,int
τKσ(c
n
i,σ−cni,K)2.
Using the regularity of the mesh (27) and estimate
Nm∑
n=1
∆tm
∑
K∈Tm
∑
σ∈EK,int
τKσ(c
n
i,σ − cni,K)2 =
Nm∑
n=1
∆tm
∑
σ∈Eint,m
τσ(c
n
i,K − cni,L)2 ≤ TC1,
one gets that
‖ri,Tm,∆tm‖L2(QT ) ≤ ChTm −→m→+∞ 0,
so that (79) holds. Finally, we deduce from (75)–(79) that V i = −ci∇µi in the distributional sense,
hence also in L2(QT )
2. 
We have now all the necessary material to conclude the proof of Theorem 2.4. This is the purpose
of our last lemma.
Lemma 4.6. The limit values (ci, µi) as m tends to +∞ of (ci,Tm,∆tm , µi,Tm,∆tm) satisfy the weak
formulations (14) for i ∈ {1, 2}.
Proof. As a preliminary, let us first show that the functions ci,Dm,∆tm defined by
ci,Dm,∆tm(t,x) =

cni,σif (t,x) ∈ (tn−1, tn]×Dσ, σ ∈ Eint,m,
cni,K if (t,x) ∈ (tn−1, tn]×
K \ ⋃
σ∈EK,int
DK,σ
 ,
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converges strongly in L2(QT ) towards ci. Indeed, one has
‖ci,Dm,∆tm − ci,Tm,∆tm‖2L2(QT ) =
Nm∑
n=1
∆tn
∑
K∈Tm
∑
σ∈EK,int
mDK,σ
(
cni,K − cni,σ
)2
≤
Nm∑
n=1
∆tn
∑
σ∈Eint,m
σ=K|L
mDσ
(
cni,K − cni,L
)2 ≤ TC1
2
(hTm)
2 −→
m→∞ 0.
Since ci,Tm,∆tm converges in L
2(QT ) towards ci as m tends to ∞, then so does ci,Dm,∆tm .
Let ϕ ∈ C∞c ([0, T )×Ω), then denote by ϕnK = ϕ(tn,xK) for all K ∈ Tm and all n ∈ {0, . . . , Nm},
m ≥ 1. Note that ϕNmK = 0 for all K ∈ Tm. Multiplying (18) by ∆tmϕn−1K and summing over
K ∈ T and n ∈ {1, . . . , Nm} leads to
(80) Ai,m +Bi,m + Ci,m +Di,m = 0,
where we have set
Ai,m =
Nm∑
n=1
∑
K∈Tm
mKc
n
i,K(ϕ
n−1
K − ϕnK)−
∑
K∈Tm
mKc
0
i,Kϕ
0
K ,
Bi,m =
1
ηi
Nm∑
n=1
∆tm
∑
σ∈Eint,m
σ=K|L
τσc
n
i,σ
(
µni,K − µni,L
) (
ϕn−1K − ϕn−1L
)
,
Ci,m =
1
ηi
Nm∑
n=1
∆tm
∑
σ∈Eint,m
σ=K|L
τσc
n
i,σ (Ψi,K −Ψi,L)
(
ϕn−1K − ϕn−1L
)
,
Di,m =θi,Tm
Nm∑
n=1
∆tm
∑
σ∈Eint,m
σ=K|L
τσ(c
n
i,K − cni,L)
(
ϕn−1K − ϕn−1L
)
.
Classical arguments (see for instance [16]) allow to show that
(81) Ai,m −→
m→∞ −
∫∫
QT
ci∂tϕdxdt−
∫
Ω
c0iϕ(0, ·)dx,
and, since θi,Tm tends to θi, that
(82) Di,m −→
m→∞ θi
∫∫
QT
∇ci ·∇ϕdxdt.
Using Taylor expansions, one shows that
(83)
∣∣∣∣ϕnK − ϕnLdσ + 1mDσ
∫
Dσ
∇ϕ(tn,x) · nKLdx
∣∣∣∣ ≤ Cdσ, ∀σ = K|L ∈ Eint,m.
Therefore,
Bi,m = − 1
ηi
∫∫
QT
V i,Dm,∆tm ·∇ϕdxdt+B′i,m
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with ∣∣B′i,m∣∣ ≤CηihTm
Nm∑
n=1
∆tm
∑
σ∈Eint,m
σ=K|L
mσc
n
i,σ|µni,K − µni,L|
+
1
ηi
∣∣∣∣∣
Nm∑
n=1
∫ tn
tn−1
∫
Ω
(∇ϕ(t,x)−∇ϕ(tn−1,x)) · V i,Dm,∆tmdxdt
∣∣∣∣∣ .
Cauchy-Schwarz inequality together with Lemma 3.6, the regularity of ϕ and the L2(QT ) bound of
V i,Dm,∆tm show that B
′
i,m tends to 0 as m tends to +∞, while Lemma 4.5 ensures that
(84) lim
m→∞Bi,m =
∫∫
QT
ci
ηi
∇µi ·∇ϕdxdt.
Let us focus on the term Ci,m. Define the vectors
(85) W ni,σ = 2
Ψi,K −Ψi,L
dσ
nKL, ∀σ = K|L ∈ Eint,m, ∀n ∈ {1, . . . , Nm},
and the corresponding piecewise constant vector field
(86) W i,Dm,∆tm(t,x) = W
n
i,σ if (t,x) ∈ (tn−1, tn]×Dσ, σ ∈ Eint,m,
then it is shown in [9, 15] that W i,Dm,∆tm converges weakly in L
2(QT ) towards −∇Ψi. Therefore,
ci,Dm,∆tmW i,Dm,∆tm converges weakly in L
p(QT ) towards −ci∇Ψi for all p < 2. Proceeding as for
Bi,m, one shows that
(87) lim
m→∞Ci,m =
∫∫
QT
ci
ηi
∇Ψi ·∇ϕdxdt.
Combining (81)–(87) in (80) provides that the limits ci, µi as m tends to ∞ of ci,Tm,∆tm , µi,Tm,∆tm
fulfil the weak formulation (14). 
Remark 4.7. A natural way to discretize (2) would have been to use a Scharfetter-Gummel
scheme [27] in (18). This scheme degenerates into the upstream mobility scheme proposed in [8]
in the deep quench limit θi,T = 0. Almost all our analysis can be adapted to this scheme excepted
Lemma 4.5. More precisely, we are not able to prove that the term B
(1)
i,m(Φ) appearing in the proof
of Lemma 4.5 tends to 0 as m tends to +∞, which possibly breaks the consistency of the scheme.
5. Numerical results
In this section, we present different simulations to illustrate the behavior of the finite-volume
scheme presented in Section 2.2. To solve this nonlinear system we use a Newton-Raphson based it-
erative method. More precisely, the unknowns
(
cn2,K
)
K∈T are eliminated thanks to the relation (21),
so that the nonlinear system to be solved at each time step involves 3 unknowns cn1,K , µ
n
1,K and
µn2,K per cell K ∈ T . The iterative method stops as soon as the `2 norm of the Newton increment
is smaller than 10−6. The updated concentration variables are projected on the set [, 1− ]T , with
 = 10−10, which is reasonable in view of Lemma 3.2.
In each case the domain Ω is the square (0, 1)2. The mesh is made of 23330 conforming triangles.
The mesh size is approximately equal to 0.017 and the time step is fixed to ∆t = 10−4. We choose
as parameters α = 0.0002, κ = 1.45, θ1 = θ2 = 0.35, ρ = 1 and ν1 = ν2 = 1. We plot the
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concentration c1 and we can observe in blue the concentration c1 = 0, in red c1 = 1 and in white
c1 = 0.5.
First we consider the spinodal decomposition test case. The initial saturation c01 is a random
initial concentration with a fluctuation, that is c01(x) = 0.5 + r(x) where r  1 is a small random
perturbation. We compare the case without any external potential, that is Ψ1 = Ψ2 = 0, in Fig. 2
with the case where the external potential are given by Ψi(x) = −ρig · x where the gravity is
g = −0.98ey and the densities ρ1 = 5 and ρ2 = 1 in Fig. 3. Note that in both cases we have exactly
the same initial data. We want to observe the influence of the gravity on the phase separation
dynamics.
(a) t = 0.005 (b) t = 0.01 (c) t = 0.02 (d) t = 0.2
Figure 2. Spinodal decomposition without external potential
(a) t = 0.005 (b) t = 0.01 (c) t = 0.02 (d) t = 0.2
Figure 3. Spinodal decomposition with external potentials
At the very beginning (see Fig. 2a and 3a), as the state c10 = 0.5 is slightly disturbed, the two
pure phases c10 = 0 and c
1
0 = 1 quickly spontaneously separate. However in the second case, as the
phase c10 is heavier, we can clearly observe in Fig. 3a the influence of the external potentials at the
bottom and the top. Then the pure phases gradually come together to form larger patterns (see
Fig. 2b- 2d and Fig. 3b- 3d). Furthermore, it can be seen that even if the external potentials have
a very strong influence on the phase separation dynamics at the top and the bottom, in a short
time, the phase separation dynamic is very similar at the center of the domain (see Fig. 2a- 2c
and Fig. 3a- 3c). But, in a longer time, the influence of external potentials on the entire phase
separation dynamics can be observed in Fig. 2d and 3d.
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We consider now a second test case. The initial concentration is a cross in the middle of the
domain presented in Fig. 4a. Here again we start with the case without external potentials. We
(a) t = 0 (b) t = 0.02 (c) t = 0.07 (d) t = 0.2
Figure 4. Cross as initial data without external potential
know that in this case the Cahn-Hilliard model preserves the volume while minimizing the perimeter
and thus as seen in Fig. 4 the cross evolves into a circle. Now, we want to observe the influence of
(a) t = 0.02 (b) t = 0.07 (c) t = 0.15 (d) t = 0.5
Figure 5. Cross as initial data with external potentials
the gravity when we add the external potentials Ψi(x) = −ρig · x. Since ρ1 = 5 > 1 = ρ2, as one
might expect, we observe in Fig. 5 that the cross, that is the pure phase c1 = 1, is drawn down.
Thus, although the volume is still preserved, the final state is no longer a circle but a strip at the
bottom of the domain.
Appendix A. Technical Lemma
For λ ∈ [0, 1], let fλ and pλ be defined as in (58), and let Hλ : R → [0,+∞] be the convex
function defined by
(88) Hλ(c) =
∫ c
1
pλ(a)da =

c log 1−λ1+λ + λ if c ≤ 1−λ2 ,
c log 2c1+λ − c+ 1+λ2 if c ∈
[
1−λ
2 ,
1+λ
2
]
,
0 if c ≥ 1+λ2
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if λ < 1 and
(89) H1(c) =

+∞ if c < 0,
c log c− c+ 1 if c ∈ [0, 1],
0 if c ≥ 1.
One readily checks that
lim
λ↗1
Hλ(c) = H1(c), ∀c ∈ R.
Let us establish the following lemma, which is used in the proof of Proposition 3.9.
Lemma A.1. For all β > 0, there exists Cβ depending only on β such that
(90)
1− λ
2
(
c− 1
2
)2
+Hλ(c) +Hλ(1− c) ≥ β
∣∣∣∣c− 12
∣∣∣∣− Cβ , ∀λ ∈ [0, 1], ∀c ∈ R.
Proof. Assume that there exists a nonnegative super-linear function Υ : R+ → R+ such that
(91)
1− λ
2
(
c− 1
2
)2
+Hλ(c) +Hλ(1− c) ≥ Υ
(∣∣∣∣c− 12
∣∣∣∣) , ∀λ ∈ [0, 1], ∀c ∈ R,
and
(92) lim
u→+∞
Υ(u)
u
= +∞.
Then, we proceed as in the proof of [5, Lemma 3.3] to establish (90). More precisely, we infer
from (92) that for all β > 0, there exists rβ > 0 such that
u ≥ rβ =⇒ Υ(u) ≥ βu.
Since Υ(u) is assumed to be nonnegative, one has
Υ(u) ≥ βu− βrβ , ∀u ≥ 0,
so that (91) implies (90). Therefore, the problem reduces to show that such an Υ exists.
As a preliminary, we remark that the left-hand side of (91) is invariant by replacing c by (1− c),
so that if we establish (91) for c ≥ 12 , it will also hold true for c ≤ 12 . Define
Υ(u) = inf
λ∈[0,1)
{
1− λ
2
|u|2 +Hλ
(
u+
1
2
)
+Hλ
(
1
2
− u
)}
≥ 0, ∀u ≥ 0,
then (91) automatically holds. It only remains to check that so does (92). The above definition of
Υ can be reformulated as
Υ(u) = inf
λ∈[0,1)
Zu(λ), ∀u ≥ 0,
where, recalling the expression (88) of Hλ, Zu is the C1 function defined on [0, 1) by
Zu(λ) =
{
1−λ
2 u
2 + ( 12 − u) log 1−λ1+λ + λ if λ ≤ 2u,
1−λ
2 u
2 + λ− log(1 + λ) + ( 12 + u) log(1 + 2u) + ( 12 − u) log(1− 2u) if λ ≥ 2u,
for all u ≥ 0 and λ ∈ [0, 1). An elementary study of this function shows that Zu reaches its
minimum on [0, 1] at
λ?(u) =
{
0 if u ≤ 4,√
1− 4u−2u2−2 if u ≥ 4.
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Using this expression in the above expression of Zu(λ), we can explicit Υ(u) as
Υ(u) =
{
u2
2 if u ≤ 4,
Υ1(u) + Υ2(u) + λ
?(u) if u ≥ 4,
where we have set
Υ1(u) =
u2
2
(1− λ?(u)) , and Υ2(u) = (u− 1
2
) log
1 + λ?(u)
1− λ?(u) .
Noticing that λ?(u) ∼ 1 − 2u as u tends to +∞, one obtains that Υ1(u) ∼ u behaves linearly at
infinity. However, Υ(u) is super-linear, i.e. (92) holds since Υ2(u) ∼ u log u as u→ +∞. 
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