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論文概要
写真を思い通りの明るさ，色合いにするために行われるポストプロセッシングには
時間も手間もかかるため，写真の補正を自動化する取り組みが行われている．しかし，
写真の自動補正には未だ多くの課題があり，色情報だけでなく被写体なども考慮する
ことや，人間にも補正内容が理解できることなどが必要となっている．また，最も重
要な課題は，教師あり学習のために高品質なデータセットを大量に用意しなければな
らないことである．
そこで，本研究では，人間にも理解可能で，なおかつ被写体を考慮した色調補正を
行う手法を提案する．明るさや彩度などの補正パラメータから構成される補正モデル
を用いてパラメータを畳み込みネットワークによって推定することで，入力画像に適
した補正を可能にし，人間にも補正内容を理解可能にする．また，高品質画像のみか
ら学習用データセットを自動構築するフレームワークを提案する．最適化や，人間の
視覚に近い画像類似度評価関数の導入により，高品質なデータセットを自動で構築す
ることが可能となった．ユーザテストによって既存手法との比較を行い，提案手法で
高品質なデータセットを得られること，ならびに効率的な学習が可能であることを
示す．
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第 1章
はじめに
1.1 背景
デジタルカメラやカメラ付きのモバイル機器の普及により，昨今では写真家以外に
とっても写真撮影が日常的になっている．しかし，写真を撮る際には人の顔が逆光で
見えづらくなってしまったり, 色味が不自然に写ってしまったりすることがある．そ
のため，思い通りの明るさや発色を得るためには色調や明るさの補正が欠かせない．
このような補正は通常，写真加工ソフトを利用して明度や彩度など多数のパラメータ
を変更し，思い通りの見栄えになるまで編集を繰り返して行うため，技術と時間が必
要とされる．そのため，写真の補正の自動化に関して多くの取り組みがなされている．
しかし，写真の自動補正には未だ多くの課題がある．まず，補正を行うには写真の
単純な色情報だけでなく，被写体の情報なども考慮する必要があり，写真によって適
切な補正内容は異なる．例えば，機械学習を活用した自動補正では，色情報などを入
力として明るさやホワイトバランスの補正度合いを決定する．しかし，被写体の情報
を考慮するためには，画像の構造情報などを表現する特徴量を選択し，これも入力
とすることが必要となる．画像認識に優れた Deep Learning を用いたアプローチで
は，画像を入力するだけで被写体を考慮した補正内容の決定が可能になった．しか
し，Deep Learningを用いた手法の中には補正された画像のみが出力されるものも多
く，内部でどのような補正が行われたのか人にとってわかりづらいという問題点があ
る．さらに最も重要な課題は，教師あり学習を行う際に高品質なデータセットを大量
に用意する必要があることだ．学習に用いる高品質なデータセットを用意するために
はプロの協力が必要になることが多く，コストがかかってしまう．そのため，高品質
なデータセットの用意は，写真の自動補正タスクに限らず教師あり学習の大きな課題
となっている．
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1.2 目的
本研究では，これらの課題を解決する写真の自動補正を目的とする．まず画像認識
に秀でた Deep Learning 技術の利用によって被写体の考慮を可能とする．また，ブ
ラックボックス写真補正モデルおよび補正パラメータの利用によって，ただ画像を
出力するだけではなく，人間にも内部で行われる補正内容の理解を容易にしている．
データセットの問題に関しては，最適化計算を行うことにより，容易に入手可能な高
品質な画像のみから自動で必要なデータを生成するフレームワークを構築した．実験
では，提案手法による自動補正の結果をユーザテストによって評価し，効果的な色調
補正が可能となることを確かめる．また，データセットの質を評価するために異なる
最適化手法を用いたデータセットの学習結果とも比較する．さらに，自動生成した
データセットを用いた学習結果を従来のデータセットの結果と比較し，最適化によっ
て自動生成されたデータセットが十分に高品質であることを確かめる，
1.3 論文構成
本論文の第 1章では研究背景および目的について述べる．次に，第 2章では関連し
た研究について述べる．第 3章では本研究の提案手法について述べ，第 4章でその実
験結果および関連研究との比較について述べる．最後に第 5章でまとめを述べる．
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第 2章
関連研究
本論文では主に写真の補正と，その際に用いるデータセットの自動生成について述
べる．以下では，それらに関連する研究の概要について述べる．
2.1 写真の補正
2.1.1 手動補正の補助
写真の手動補正を補助する研究には，Lischinskiらの手法 [12]や Bae らの手法 [1]
がある．これらの手法ではトーン，明度などのパラメータをユーザが設定することで
対話的に補正を行うことを可能にしている．また Kangら [7]は，コントラストや色
合いなどを一定量変化させる補正を行った後に手動補正を行う手法を提案している．
この手法では自動補正の方法が一様であるため，写真の内容に合った補正を行うため
にはユーザによる手動補正が必要となる．Koyamaら [9]は，ユーザごとの補正モデ
ルとして嗜好モデルを学習することで，写真の補正を補助するシステムを提案してい
る．この手法では，ユーザの手動補正履歴から嗜好モデルを学習し，明度や彩度など
の補正パラメータの適切な値を推測する．ユーザの嗜好に合わせた自動補正や手動補
正のサポートが可能であるが, 編集履歴から学習するため，補正精度を上げるために
は様々な種類の写真をユーザが手動で補正しておく必要がある．
2.1.2 自動補正
写真を自動で補正する手法として，Kaufmanらの手法 [8]がある．この手法では，
人の顔と空の位置を考慮した自動補正を行っている．顔と空を認識し，それ以外の範
囲において写真のコントラスト，彩度を一定量変化させることで自動補正を行う．そ
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のため補正内容が一様であり，写真の内容に合った補正を行うことは難しい．
Deep Learningを利用した自動補正のアプローチも多く存在する．Deep Learning
は，脳の神経回路をモデルとしたニューラルネットワーク多層から構築され，分
類や回帰，生成タスクに用いられる技術である．その中でも畳み込み層を用いた
Convolutional Neural Network (以下 CNN) を用いた学習は画像認識やパターン認
識に優れ [10]，画像分類の分野などで活用されている．Yan ら [21] は CNN を用い
て写真を自動補正する手法を提案している．この手法では，入力画像から算出した特
徴記述子をネットワークに入力し，補正後の色を求めている．学習に使われたデータ
セットは写真の自動補正タスクでよく用いられる MIT-FiveK [2] である．しかし特
徴記述子の計算は，空や道路など限られたクラスに対するシーン検出 [18] や物体認
識 [19] に依存しており，クラス推定や正確なセグメンテーションが難しい画像では
うまくいかない．また，補正後の画像のみが出力されるため，内部が完全にブラック
ボックス化しており，どのような補正が行われたのか人間にとっては理解しづらい．
Chenらは Deep Convolutional Generative Adversarial Network [4, 15]を利用した
手法 Deep Photo Enhancer [3] (以下 DPE) を提案している．Deep Convolutional
Generative Adversarial Networkとは CNNを用いた生成モデルであり，Generator
を用いてサンプルに似たデータの生成を行い，Discriminatorを用いてデータがサン
プルかどうかを識別する．DPE では，Discriminator に補正の行われていない写真
のグループと補正の行われた写真のグループの分類をさせることにより不対学習を
行う．DPEの GANの学習に使われたデータセットはMIT-FiveK [2]である．この
データセットは実際に撮影された写真 5000枚と，それを 5人のプロがそれぞれ手動
で補正した画像からなっている．ここで，写真の補正の良しあしは好みによって異な
るため，5人の補正方針はそれぞれ異なっている．このデータセットを用いれば，こ
の 5人それぞれのような補正を学習することが可能である．しかし，より一般的な補
正方針の学習には不向きである．さらに，このデータセットの拡張を行うにはコスト
がかかる．また，この手法でも補正内容は人間にとって理解しがたい．他には，商用
の高性能写真加工ソフトである Adobe Photoshopや Adobe Lightroomにも自動補
正機能がある．Adobe Lightroom では，高品質な補正の行われた数万点の写真デー
タと機械学習プラットフォームおよび Neural Network を利用した AdobeSensei と
呼ばれる最新の人工知能によって自動補正を補助している．
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2.2 データセットの自動生成
データセットの自動生成手法には Richterらの手法 [16]がある．Richterらはコン
ピュータゲームから抽出した画像に対して，ゲーム内部の情報を利用して自動でセマ
ンティックセグメンテーションを行った．ピクセルレベルでセマンティックセグメン
テーションされたフォトリアリスティックな画像が得られるため，高品質なデータ
セットとして扱える．このデータセットは実際の写真を入力としたセマンティックセ
グメンテーションタスクに対しても有用である．データセットの自動生成手法には，
他に Parkらの手法 [14]がある．Parkらは合成レンダリングによって高品質な 3Dモ
デルのデータセットを自動生成した．また．この合成データを用いて convolutional
neural networkを学習させ，実際の画像内の物体の材料ごとのセマンティックセグメ
ンテーションを可能にした．このようにデータセットを自動生成する手法自体はある
ものの，写真の自動補正タスクに限定するとあまり取り組まれていない．
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第 3章
提案手法
提案手法の流れを図 3.1に示す．提案手法は，自動補正とデータセットの生成の 2
パートに分けられる．
入力画像
Convolutional
network
補正パラメータ
出力画像
写真補正モデル
𝑓(∙,∙)
・・・
補正パラメータの推定
学習
教師データ
・・・ ・・・
画像と補正
パラメータの
組
図 3.1 提案手法の流れ．入力画像に対して適切な補正パラメータを推定する CNN
の学習を行い，補正パラメータと画像を補正モデルに入力して補正の行われた画像
を出力する．教師データは画像と補正パラメータの組から成る．
3.1 自動補正
入力画像を畳み込みネットワークに入力すると，その画像に適した補正パラメータ
値が出力される．推定された補正パラメータを用いた補正モデルによって入力画像に
色変換を行うことで，シーン情報を考慮した色調補正を行う．この畳み込みネット
ワークの学習には第 3.2節で説明する教師データを用いる．
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3.1.1 補正モデル
補正モデルは画像と補正パラメータを入力とし，色調補正を行った画像を出力する．
十分に写真の補正を行う能力があれば，どのような関数を補正モデルとしても良いた
め，本稿ではオープンソースソフトウェアパッケージである darktable *1を用いるこ
とで人間にとっても補正内容の理解を容易にした．darktableには様々な写真補正関
数が含まれており，それらを組み合わせて補正モデルとして利用した．利用した関数
とそのパラメータ数を表 3.1に示す．
表 3.1 補正モデルで使用する補正関数の概要と関連するパラメータの数.
補正関数 パラメータ数
露光 2
シャドウとハイライト 5
コントラスト・明るさ・彩度 3
ホワイトバランス 3
自然な彩度 1
色調整 5
カラーコントラスト 2
合計 21
また，各補正関数についての詳細を以下で説明する．
露光 画像の露光を調整し，露出不足もしくは露出オーバーを補正する．提案手法で
は，グレーと黒の閾値を決定する黒レベルと，画像全体の明るさを変更する露
光の 2つの補正パラメータを持つ．
シャドウとハイライト 画像内の暗い部分と明るい部分の色調範囲を変更する関数で
あり，それぞれの明るさ，彩度の調整を行う．シャドウ，ホワイトポイント，
ハイライト，シャドウ彩度，ハイライト彩度の 5 つの補正パラメータを持ち，
ローカルコントラストの補正が可能である．
コントラスト・明るさ・彩度 コントラスト，明るさ，彩度の 3つの補正パラメータ
を持ち，それぞれの値に応じて調整を行う．
*1 https://www.darktable.org/
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ホワイトバランス RGBの 3チャンネルの値を補正パラメータとして持ち，画像の
色合い，色温度を変更する．
自然な彩度 画像全体の彩度を変更すると同時に，画像内で最も彩度の高いピクセル
の明度を下げることで，より自然に鮮やかに見えるよう変換する．1つの補正
パラメータを持つ．
色調整 画像内の暗い部分と明るい部分の色合いを独立して調整する．画像全体の彩
度の調整も行う．全体の彩度と，暗い部分，明るい部分の色合いを決定する計
5つの補正パラメータを持つ．
カラーコントラスト 緑/マゼンタもしくは青/黄色軸間の色のコントラストの調整を
行う．2つの補正パラメータによってそれぞれのコントラストの大きさを変更
し，色調を調整する．
上記の関数を組み合わせることで，一般的によく用いられる補正が可能となった．
合計 21個の補正パラメータによって行う補正の内容を決定することができる．ただ
し，これらの関数には内容の重複があるため，異なる補正パラメータ値の組み合わせ
によって同じ補正内容が得られることがある．さらに，関数を適用する順番によって
結果が一部異なるため，上記の順に固定することにした．
3.1.2 補正パラメータの推定
写真の補正内容は補正パラメータを用いて表されるため，入力画像ごとに補正パラ
メータを推定する必要がある．入力画像に適した補正パラメータの推定には畳み込み
ネットワークを利用する．畳み込みネットワークは ImageNet[11]を用いて事前学習
した VGG19[17] をベースとし，その最終層で 21 個の実数値を出力するようにして
いる．このネットワークを画像とその最適な補正パラメータのペアを用いてファイン
チューニングすることで，入力画像に対して最適な補正パラメータセットを学習させ
ることができる．事前学習済みのネットワークを用いることで，少ないデータでも効
果的に学習することが可能となる．
補正が行われていない画像を入力，対応する補正パラメータを正解データとして
ネットワークの学習を行う．データセットの生成手法については第 3.2 節で述べる．
提案手法では，推定された補正パラメータと教師データの平均二乗誤差を最小化する
ことで学習を行う．このロス関数 lは以下の式で表される．
l =
1
N
N∑
i=0
|θi − θ∗i |2 (3.1)
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ここでN は補正パラメータの個数であり，θiは入力画像から推定された補正パラメー
タ値，θ∗i は教師データの補正パラメータ値である．各補正パラメータ値の範囲にはば
らつきがあるため，本手法では各パラメータ値を平均と標準偏差を用いて標準化して
いる．確率的勾配降下法を用いて，このロスが小さくなるようにモデルの重みを更新
する．
3.2 データセットの生成
写真の補正タスクに教師あり学習で取り組むには，補正の行われていない画像と補
正内容が必要となる．提案手法で用いる，補正パラメータの推定を行う畳み込みネッ
トワークの学習には，教師データとして画像とそれに対応する補正パラメータのペア
を用いる．通常このような教師データを作成するには，補正モデルのパラメータを手
動調整して画像を補正していき，最もよくできた時点での補正パラメータを保存して
教師データを作成していく必要があり，非常に手間がかかる．そこで本研究では，入
手の容易な大量の高品質画像のみからデータセットを自動生成するアプローチをと
る．図 3.2にデータセット生成の流れを示す．データセット生成の手順は以下の通り
である．
1. 高品質画像の劣化．はじめに，高品質画像を補正なしの原画像のように劣化さ
せ，疑似的に補正前後の画像ペアを生成する．この劣化画像は，ランダムなパ
ラメータを与えた補正モデルによって生成する．
2. 劣化画像の選別．しかし，ランダムに劣化させると，不自然すぎる画像も生成
されてしまう．そこで，分類ネットワークを利用して不自然な画像の選別を行
う．分類ネットワークは高品質画像と劣化画像を入力とし，自然か否かを出力
する．あらかじめランダムに劣化させた 6000枚の画像について自然かどうか
アノテーションを行った．ImageNet[11]を用いて事前学習した VGG19[17]を
2つ組み合わせ，それらをアノテーションデータでファインチューニングした
ものを分類ネットワークとして扱った．
3. 最適化による補正パラメータの計算．使用する劣化画像を選んだ後に，劣化画
像を補正を行っていない画像，高品質画像を補正後の画像として扱う．2つの
画像間の劣化は不可逆であるため，劣化画像から高品質画像を再現する補正パ
ラメータを新たに計算する必要がある．そこで，再現画像と高品質画像の差を
最小化する最適化問題を解くことで補正パラメータを計算する．詳細は第 3.2.1
節に記した．
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高品質画像
劣化画像
補正パラメータ
写真補正モデル
𝑓(∙,∙)
ランダムなパラメータ
再現画像
分類ネットワーク
・・・ 最適化
画像類似度評価関数
図 3.2 データセット生成の流れ．高品質画像からランダムなパラメータと補正モ
デルを利用して劣化画像を生成し，分類ネットワークによって不自然な画像を除去
する．最適化によて，劣化画像を高品質画像に戻すような補正パラメータの値を計
算する．画像類似度評価関数によって最適化が成功している適切なデータのみを分
類し，データセットに追加する．
4. 画像類似度評価関数による最適化結果の確認．最適化が失敗すると，生成され
たデータが教師データとして不適切になってしまう．不適切なデータを教師
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データから除外しない場合，学習結果が低下してしまうため，最適化の失敗の
検出は非常に重要である．そこで，新たに提案する画像類似度評価関数によっ
て最適化に失敗したデータを除去し，最適化に成功した適切なデータのみを
データセットに追加することでデータセットの品質の向上を図る．詳細は第
3.2.2節に記した．
このようにして得られたデータセットのうち，高品質画像およびその劣化画像の例
を図 3.5に示す．
3.2.1 最適化による補正パラメータ値の算出
劣化画像 x を補正モデル f に通した結果が高品質画像 y を再現するような補正パ
ラメータ θ を算出する．これは以下の最小二乗問題を解くことで求められる．
argmin
θ
|y − f(x, θ)|2 (3.2)
最適化問題を解くにあたり，勾配情報を明示的に計算する必要のない 2種のアルゴリ
ズムを比較した．Nelder-Mead法 [13]は比較的高速に収束する利点があるものの，局
所解に陥りやすいという欠点がある．CMA-ES [6] は従来の進化戦略を共分散行列を
使用することによって改善した手法である．CMA-ESは実験により，多くの場合大域
最適解に到達することが確認されており [5]，より局所解に頑健な手法である．表 3.2
に Nelder-Mead法と CMA-ESの比較を示した．10枚の画像について劣化画像から
高品質画像の再現を行い，評価指標としてその平均の RGB 平均二乗誤差 (MSE) と
SSIM [20] を比較した．SSIMは画質評価に使用され、1に近いほど画質が良い．いず
れの評価指標においても，CMA-ESは Nelder-Mead法よりも元の高品質画像との差
が少ない結果となった．また，定性的な例を図 3.3に示した．Nelder-Mead法による
最適化では，上の画像の背景および下の画像の全体の色合いが元の高品質画像とは大
きく異なるが，CMA-ESの結果はどちらも高品質画像に非常に近くなった．
表 3.2 各最適化手法を利用時の高品質画像と再現画像間の差異の比較．10組の画
像の平均値を示した．
Method MSE (RGB) SSIM
Nelder-Mead [13] 0.0105 0.880
CMA-ES [6] 0.0025 0.933
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(a) 劣化画像 (b) Nelder-Mead法 (b) CMA-ES (d) 高品質画像
図 3.3 各最適化手法を利用時の高品質画像と再現画像の比較．
3.2.2 画像類似度評価関数
劣化画像から高品質画像を再現する最適化が失敗する原因はいくつか考えられる．
まず，劣化画像が高品質画像とあまりに異なる場合，色情報などが失われてしまい最
適化が失敗する．他には，目的関数が再現画像と高品質画像の差異を十分に表現でき
ていない場合がある．例えば，画像の大部分は再現されているものの，最も注目する
べきである被写体部分の色合いが異なってしまうことがある．この場合には，画像全
体の画素値の差の平均は小さいものの，見た目や写真の印象が大きく異なる．同様の
問題は，画像が全体的に鈍く彩度が低い場合にも生じる． このような場合に対処す
るために，単なる画素値の違いよりも人間の感覚に近い画像類似度評価関数を提案す
る．画像類似度評価関数を考えるにあたり，RGB，Lab，HSV色空間の平均二乗誤差
や SSIMといった特徴を組み合わせてデータ駆動型アプローチをとった．再現画像が
高品質画像に十分類似しているペアとそうでないペアをそれぞれ 15組用意し，画像
類似度評価関数を決定するために利用した．まずランダムフォレスト回帰を用いて特
徴選択を行い，回帰モデルを訓練することでトップ k 以外の特徴を排除した．全特徴
から始めて k の値を小さくしてゆき，性能が最も高くなる時の特徴の組み合わせを採
用した．最終的に，RGB，Lab色空間の平均二乗誤差と HSV色空間の彩度 S，SSIM
を組み合わせて画像類似度評価関数を決定した．ただし，他の特徴と比べて SSIMは
値が大きいほど類似度が高いため，(1−SSIM)として計算した．図 3.4は，高品質画
像をうまく再現できていないものの，RGB MSEでは最適化の失敗を検出できない例
を示している，一方，新たに提案した画像類似度評価関数では検出できている．単純
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な RGB MSEと提案手法を用いた場合の最適化結果の分類について比較した．表 3.3
に高品質画像を再現できているかどうかをアノテーションした 60組の画像の閾値処
理の結果を示した．最適化結果の判定に用いる閾値については，RGB MSEでは 17
以下であれば成功とし，提案手法では 0.8以上であれば成功とした．最適化に失敗し
たデータの除去が目的であるため，specificityが高い提案手法は，より良い性能を有
すると言える．
(a) 高品質画像 (b) 再現画像
図 3.4 最適化の失敗例．(a)高品質画像と (b)再現画像は大きく異なるが，RGB
MSE はこの画像について最適化の失敗を検出できていない．一方，複合画像類似
度評価関数を用いると検出できた．
表 3.3 画像類似度評価関数による最適化結果の分類の比較．高品質画像を再現で
きているかどうかを RGB MSE と提案手法を用いてアノテーションした 60 組の
画像の閾値処理の結果を示した．
Accuracy Specificity
RGB MSE 0.52 0.19
提案手法 0.72 0.92
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(a) 高品質画像 (b) 劣化画像
図 3.5 高品質画像のみから得られた劣化画像の例．(a) 高品質画像とこれから得
られた (b)劣化画像．ランダムに生成された劣化画像から比較的自然なものを選別
し，疑似的に高品質画像の補正前の画像として扱う．データセットはこの劣化画像
と，劣化画像から高品質画像を再現する補正パラメータの組から成る．
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第 4章
実験
第 3.2 節に記した方法で生成したデータセットを用いて図 3.1 の畳み込みネッ
トワークを学習させた．なお，高品質画像はプロが補正を行った写真を用いるべき
であるが，コストの面から，今回の実験では flickr *1が独自の基準で選んだ写真群
Interestingnessの中から選んだ．Interestingnessは写真のタグやグループ、閲覧者数
や Favorites登録数などの基準に基づいて選ばれており，十分に高品質であるように
見える．
最適化手法や評価関数によるデータセットの質への影響を調べるため，異なる条件
でデータセットを生成し，それぞれを用いて学習させた結果を比較した．また，既存
のデータセットで学習させた手法 DPE [3] による結果と提案手法の結果の比較も行
い，最適化によって自動生成されたデータセットが有用であるかを確認した．比較し
た手法と学習に用いたデータセットの枚数について表 4.1にまとめた．
表 4.1 比較した手法と学習に用いたデータセットの枚数．
手法 必要なデータ データセット枚数 最適化手法 評価関数
提案手法 高品質画像 3,224 CMA-ES
画像類似度
評価関数
提案手法
(Nelder-Mead法) 高品質画像 14,049 Nelder-Mead法 RGB MSE
DPE [3]
(高品質画像,
低品質画像) 5,000 - -
*1 https://www.flickr.com/
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4.1 定性的評価
図 4.1は入力として劣化画像を使用した場合の各手法による自動補正の結果の比較
である．1段目の例では提案手法が最も見やすく自然な結果となった．2段目の例で
は，どの手法でも入力画像より明るくなり，コントラストが高くなっており，提案手
法はその中で比較的彩度が自然な見た目となった．3段目の例でも，同様に提案手法
が最も彩度が自然である．5，6，7段目の例では，どの手法でも入力画像より明るく
なっているが，提案手法が最も良く色合いを修正できている．
また．実際の写真を入力とした場合の各手法による自動補正の結果の比較を図 4.2
に示した．提案手法は実際の写真を補正前の画像として学習に使用していないものの，
様々な画像に対して良い結果を示した．
4.2 ユーザテスト
提案手法と他の手法の結果を 25人のユーザに見せ，相対評価を行った．相対評価
の結果を表 4.2に示す．入力画像には，30枚の劣化画像と 20枚の実際の写真を使用
した．入力画像全 50枚とそれらに対する各手法の結果の計 200枚の中から無作為に
2枚ずつユーザに見せ，自然かつ見やすく，見栄えの良い方の写真を選択する方法で
相対評価を行った．各手法どうしの比較において，ユーザに選択された割合をスコア
としている．表 4.2に示したように，提案手法はデータセット枚数が少ないにも関わ
らず，Nelder-Mead法で学習させたものよりもスコアが高くなった．このことから，
最適化手法と画像類似度関数の改良が有効であることが確かめられた．また，既存の
データセットを用いて学習させている DPE [3]と同等の結果となっていることから，
提案手法では高品質なデータセットを自動生成できていると言える．
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(a) 入力画像
(b) 提案手法
(Nelder-Mead法) (c) DPE [3] (d) 提案手法 (e) 高品質画像
図 4.1 劣化画像を入力とした際の各手法との自動補正の比較． (a) 高品質画像を
劣化させて得られた入力画像． (b-d) 各手法の結果．(e) 高品質画像
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(a) 入力画像
(b) 提案手法
(Nelder-Mead法) (c) DPE [3] (d) 提案手法
図 4.2 実際の写真を入力とした際の各手法との自動補正の比較． (a) 実際に撮影
された写真を入力画像とした． (b-d) 各手法の結果．
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表 4.2 ユーザテストの結果．
手法 提案手法 入力画像
提案手法
(Nelder-Mead法) DPE [3]
データセット枚数 3,224 - 14,049 5,000
vs. 提案手法 - 0.11 0.32 0.43
vs. 入力画像 0.89 - 0.64 0.77
vs.
提案手法
(Nelder-Mead法) 0.68 0.36 - 0.71
vs. DPE 0.58 0.23 0.29 -
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第 5章
まとめ
本研究では，畳み込みネットワークを用いて入力画像ごとに補正パラメータを推定
し，写真を自動補正する手法を提案した．入力画像に応じて最適なパラメータを推定
し補正モデルを定義することで，写真のシーンを考慮した自動補正を実現できる．ま
た畳み込みネットワークの学習に用いるデータセットを自動構築する手法を提案し
た．最適化および，人間の視覚に近い画像類似度評価関数により，高品質画像のみか
ら補正前の画像とそれに対応する補正パラメータを得ることで，高品質なデータセッ
トの自動生成を可能にした．ユーザテストによって提案手法と既存手法の比較を行い，
実際の写真が含まれていない比較的小規模なデータセットでも効率的に写真を補正で
きることを確認した．
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