The forces generated by moving interfaces usually include the parts due to tangential stretching. We derive an evolution equation for the tangential stretching, which then forms the basis of an Eulerian formulation based on level set functions. The jump conditions are then derived using the level set and stretch functions. Compared with the traditional jump conditions under Lagrangian formulation, the jump conditions under the Eulerian formulation are compact and clean. The work here makes possible a local level set formulation for immersed interface method to simulate membranes or vesicles where the tangential forces are present.
Introduction
The moving interface problems in viscous fluids make up an important class of fluid-structure interaction problems [19, 20] . Among the various methods for dealing with moving boundaries, two classes of methods have seen a lot of applications: the immersed boundary method (IBM) invented by Peskin [19] and the immersed interface method (IIM) by Leveque & Li [10] . The forces generated by the interfaces are usually singularly concentrated. In the immersed boundary method, the forces are smeared out from the interface to grid points using smoothened delta functions and then the usual solvers for fluid equations are applied. In the immersed interface method, the singular forces are built into the jump conditions of the velocity, pressure and their derivatives. The immersed boundary method is usually first order ( [19, 15] ), while the immersed interface method is expected to be more accurate since the smoothened delta functions are avoided ( [9, 12, 1] ). In [8] , a hybrid of the two methods was used in cases where the tangential forces are not significant, but the accuracy introduced by the immersed interface method may be reduced if the tangential forces are significant.
If Lagrangian markers (i.e. material coordinates) are used to track the interface, interpolation and resampling are usually needed after a certain time. Meanwhile, in the stiff interface case, the implicit schemes are desired to evolve the interface to avoid some instabilities [8] . In an Eulerian formulation, we have a fixed grid in space and only update the quantities on these fixed grid points, instead of tracking each material point. Regarding the issues mentioned, the Eulerian formulation behaves better. The level set method ( [17, 21, 16] ) is an important tool for the Eulerian formulation of moving interfaces ( [2, 22, 24] ). For the immersed boundary method, Cottet and Maitre [3, 4] proposed an Eulerian formulation based on level set functions since they showed that the stretching can be kept in the gradient of the level set function. However, the reinitialization becomes an issue as we desire to preserve the stretch information. In [11] , a locally gradient preserving reinitialization was proposed to overcome this issue. For the immersed interface method, in [12, 23] , the level set method was proposed to solve some problems, but the Eulerian formulation for interfaces with tangential forces was not developed systematically. The idea in [3] could be applied to immersed interface methods, but using the gradient of the level set to compute the stretching may cause inaccuracy for the jump conditions. On one side, when the stretching is too big or too small, the level set function becomes poor in capturing the location and on the other side, the stretching itself is obtained from finite difference.
In this work, we derive the equation for the stretching directly. The jump conditions then are derived under an Eulerian fashion based on the stretch and level set functions. The derived jump conditions are clean and compact. This then makes possible a local level set method for simulating the membranes where the tangential forces are significant using immersed interface method in a simpler way. The paper is organized as follows. In Section 2, we give a brief description of the setup of the problem and some preliminaries. In Section 3, we derive the evolution equation for the stretch function. In Section 4, we formulate a closed system with a fully Eulerian fashion based on the level set and stretch functions. In Section 5, we derive the jump conditions for the derivatives of the velocity field and pressure up to second order under the Eulerian formulation. Lastly, we briefly discuss how the the immersed interface method under our Eulerian formulation may be implemented in Section 6.
Setup and preliminaries
Consider the Navier-Stokes equations that describe a viscous fluid in domain Ω, ρ(u t + u · ∇u) − µ∆u + ∇p = f , and ∇ · u = 0. ρ is the density, µ is the viscosity, p is the pressure and u is the velocity. In the case studied here, f is the force generated by the immersed interface. Scale the lengths by L, time by T , velocity by U = L/T and the body force by ρL/T 2 . The Reynolds number in this case is Re = ρL 2 /(µT ). The dimensionless Navier-Stokes equations read
The immersed interface is assumed to be closed with codimension 1. We denote it by Γ(t) and assume that it is described by ξ → X(ξ, t), where ξ is a Lagrangian parameter. The material point is simply convected by the fluid velocity field u:
At t = 0, we construct a level set function so that {x : φ = 0} = Γ, and φ > 0 inside Γ. If the level set function evolves according to
then {x : φ = 0} = Γ(t) for all t > 0. In [3] , it's shown that
This result indicates that the magnitude of the gradient vector of the level set function evaluated at the interface may be used to track the tangential stretching |X ξ |. However, this may not be accurate enough and not convenient, especially when we want to reinitialize the level set functions [4] (One possible way for reinitialization has been proposed in [11] ). We instead find an equation for χ = |X ξ | directly in Section 3.
We now introduce some notations and conventions that will be used. For x ∈ Γ, n(x) is the inward normal of Γ and n = ∇φ/|∇φ| is an extension of the normal vector. For a quantity A and x ∈ Γ, define A + (x) = lim s→0 + A(x + sn), A − (x) = lim s→0 − A(x + sn) and
Γ ε is a banded domain that encloses Γ. The surface on the side where n is pointing to is Γ + while Γ − is on the other side. The distance between Γ + and Γ − is made to be ε. For example, if Γ = {(x, y, z) :
The dot product between ∇u and a vector is given by 8) where repeated index means summation. We use ab to mean the tensor produce between a and b.
Evolution of the streching
In this section, we find the equation that the tangential stretching χ = |X ξ | satisfies. To do this, we first introduce several lemmas. Some of them appeared in [3, 6] but we still provide proofs in the new setting. The no-slip condition condition is satisfied at the interface and hence u is continuous, or [u] = 0. Away from the interface, thanks to the viscosity, u is smooth and we have the following:
Lemma 3.1.
[u] = 0. u is smooth at x / ∈ Γ and ∇u has limits on both sides of Γ.
This claim immediately implies that u is Lipschitz continuous on any bounded domain.
Lemma 3.2. The velocity field for the incompressible Navier-Stokes equations (2.1) satisfies the following jump conditions across the interface Γ
Proof. By [u] = 0, taking the derivative along the material trajectory yields the first condition (See also [6] ).
To show the second condition, we start with ∇ · u = 0, which holds in the distribution sense (in the case that u is continuous, it is equivalent to that ∇ · u = 0 on both sides of the interface). Pick a test function ζ which is smooth in the whole domain. We have by Divergence Theorem that
whereñ is the outer normal of Γ ε . dσ is the surface element while dV is the volume element. In the limit ε → 0, on the inner sideñ = n and on the outer sideñ = −n. It follows that
Since ζ is arbitrary, we must have [∂ k u] · n = 0.
Remark. In general, [u t ] = −u · [∇u] = 0. However, the interface is moving and [u t ] = 0 is true only at one instantaneous time. The velocity u is still expected to be continuous. Lemma 3.3. Consider ∇u = ∇u(x), x / ∈ Γ. In the 3D case, for any v and w, we have
In the 2D case, lettingẑ be perpendicular to the fluid plane, for any v, it holds that
Proof. This proof follows closely from [3] . Clearly, we only need to show the first result since the second one is a special case of the first one. Let
E is symmetric and hence E = i λ i e i e i where {e i } forms an orthonormal basis. The incompressibility condition ensures i λ i = 0.
ε imn is nonzero only if i, m, n are not equal and thus
For the antisymmetric part, we can find Ω such that A · q = Ω × q.
This then ends the proof.
Let D/Dt = ∂ t + u · ∇ denote the material derivative. The evolution equation of the tangential stretching is given by the following theorem:
where n · ∇u · n is well-defined at the interface.
Proof. In the 2D case, ξ ∈ R. Letẑ be a unit vector perpendicular with the fluid plane.
Since ∇u is not continuous across the interface, we can not take the derivative using chain rule directly. Instead, we consider the divided difference
where t dependence is ignored for convenience. Then, since u is Lipschitz, as h → 0,
The two limits are equal to −(∇u · n)χ sinceẑ × X ξ is parallel with n and [∇u] · n = 0. On the other hand,
since u is Lipschitz continuous. This then means u(X(ξ)) is differentiable with respect to ξ andẑ
Hence,
For the 3D case, the proof is similar. We use χ = |X ξ 1 × X ξ 2 | and note X ξ 1 × X ξ 2 is parallel to n. The last inequality in the theorem follows from the fact that I : ∇u = ∇ · u = 0.
An Eulerian formulation
Suppose that the membrane is described by the level set function φ which satisfies (2.3) and that φ > 0 inside Γ. We now derive a closed system for simulating the moving interface with a fully Eulerian fashion.
The elastic forces
Extend the stretch function χ to a neighborhood of the interface (we provide one possible extension later). Let n = ∇φ/|∇φ|, which is a natural extension of the normal vector of the interface. We now derive the forces in terms of φ and χ. Consider an energy that can be decomposed into two parts E = E s + E b . E s only depends on the stretching and E b only depends on the curvature (see [13] ).
The stretching part can be written as E s = Γ E s (|X ξ |)dξ (see [3] ). In the 3D fluid domain case, dξ is the area element in the ξ 1 -ξ 2 plane. Let δ(u) be the 1D Dirac delta function in variable u. Using the fact that δ(φ)|∇φ| is the delta function for variable x, the substitution dξ → δ(φ)|∇φ|dV /χ could be applied. (Note that even though ∇u may be discontinuous across the interface, φ can be shown be to C 1 by investigating the equation for ∇φ and |∇φ| at the interface is well defined.) This energy can be written as
Recall that Ω is the fluid domain. The force is determined through
There is a total gradient that can't be determined since ∇ · u = 0, but it can be absorbed into the pressure. After a tedious derivation, we obtain:
where
is the curvature chosen so that the curvature of a convex surface is positive. I is the identity tensor and nn is the tensor product between n and itself. We provide the derivation in Appendix A.
Remark. Note that ∇ · n is well defined at the interface. Since n is a unit vector field, ((∇n) · n) ± = 0. Then, the nn component of ∇n is zero. ∇ · n is determined by e i e i components only where e i is a tangent vector. These components are only given by the values of n on Γ.
The energy that depends on the curvature is given by E b = Γ(t) E b (κ)dσ. For convenience, we have assumed that E b just depends on the curvature. Strictly speaking, after the elastic structure has been stretched, the bending stiffness may be changed and E b may not just depend on κ. In the 2D fluid domain case dσ is the arclength element and in the 3D fluid domain case, dσ is the surface area element on Γ.
Since the Jacobian dσ/dξ = |X ξ | = χ, we therefore could do the substitution dσ → δ(φ)|∇φ|dV and find
The principle of virtual work then gives (see [13] )
Note that in [13] , the normal is pointing outward and the curvature is ∇ · n. The second term above is different from theirs with a negative sign. This force can be simplified to:
given by the shape of the interface only. We provide the computation for showing these two f b expressions are equivalent in Appendix B.
The body force is then f = f s + f b . f b has only normal component while f s is related to the tension, and it has both tangential and normal components. The tangential component is due to the varying tension along the interface, which can also be significant in applications.
According to the forces given, only the zero level set Γ and the values of χ on Γ matter, which are determined by u at the interface totally. Hence, to get the correct forces, we don't have to use the physical velocity for φ and χ. We can use two arbitrary velocity fields v and w such that they are equal to the physical velocity field u on Γ, but can result smooth f 1 , f 2 and φ near Γ. One example is v = w = T u with T u being obtained by extending u along ∇φ. Hence, we find an Eulerian formulation as
12)
This formulation can be simulated by the immersed boundary method, but the accuracy is not good as the discrete delta functions must be used. To achieve a better accuracy, one may use the immersed interface method and the singular forces are built into the jump conditions of the physical quantities so that the delta functions are avoided totally.
Remark. It is not hard to show that φ is C 1 and χ is continuous with v = w = u. Whether or not u yields higher regularity remains an interesting question, which we won't study here.
Jump conditions
As mentioned before, in the immersed interface method setting, we build the effect of the immersed interface into jump conditions of the physical quantities to avoid using delta functions. For the jump conditions under Lagrangian fashion, one can refer to [6, 26] . The derived jump conditions are complicated for implementation. Due to the complexity, in [8] , the authors proposed to deal with the tangential forces using the smoothened delta functions as in the immersed boundary method but build the normal component into jump conditions as in the immersed interface method. When the tangential forces are significant, this treatment is not excellent any more. We now derive the jump conditions under the Eulerian fashion. We will see that the tangential components can also conveniently be built into the jump conditions and the obtained expressions are clean and compact.
We first of all derive the spatial jumps. The temporal jumps are then derived from the spatial jumps directly. Recall that the spatial jump is defined by Equation (2.5). Note that the derivation in this section actually applies for any forces f 1 and f 2 , not just the elastic forces given in the previous section.
Spatial jump conditions
Theorem 5.1. With the setting given in Section 4, the jump conditions of p and n · ∇u are given by:
Proof. Multiply a test function ζ(x) in the Navier-Stokes equations (2.1) and integrate over Γ ε . The inertial terms become
As ε → 0, since p is bounded, the pressure term has the following limit:
Similarly, ∇u is bounded and the diffusion term has the limit:
The following identity, as given in [4] ,
Combining the results gives
is then perpendicular with n. The results follow by comparing the components parallel and perpendicular with n.
To derive [n · ∇p], we'll basically follow [6] , but in the current Eulerian setting, we need the following lemma about surface divergence:
Lemma 5.2. Let v be a smooth vector field defined in a neighborhood of the closed surface Γ. n is some smooth extension of the normal vector such that |n| = 1 in a neighborhood of Γ. Then, it holds that
and it follows that
Proof. The first equation is just direct computation where (∂ i n j )n j = 0 is used. Integrating the first identity over the closed surface Γ then yields the integral identity by Stokes theorem.
Define the projection of the gradient operator:
Lemma 5.3. With the setting in Section 4, the jump condition of n · [∇p] is given by:
Remark. Note that ∇p has a delta-like singularity at the interface since p is discontinuous across the interface. We can decompose ∇p into a singular distribution at the interface and a piecewise smooth vector field.
[∇p] is given by the jump of the piecewise smooth vector field and has nothing to do with the singular distribution.
Proof. Taking the divergence of the first equation in (2.1) yields,
We multiply a test function ζ and integrate over Γ ε . Integrating by parts and using the jump condition [u t ] + u · [∇u] = 0, we find the first term to satisfy
The second term satisfies:
The last term is
by the formula (5.3) again.
Applying Lemma 5.2 on v = ζP f 1 = ζ(I − nn) · f 1 , we have
The claim then follows by comparing the terms and the fact that ζ is arbitrary.
The following lemma allows us to compute the tangential components of [∇p] and [∇u]:
Lemma 5.4. Suppose A is some quantity defined in a neighborhood of Γ, then
Proof. Let γ be a path in Γ with endpoints being x 0 and
Since γ is arbitrary, the claim then follows.
Theorem 5.5. With the setting in Section 4,
where ∂ i denotes the derivative on the i-th Cartesian coordinate, namely x, y or z. We move on to the jump conditions of ∇∇u, the Hessian of the velocity field. We start with showing a lemma regarding the symmetry of ∇n: Lemma 5.6. In the 3D space, fix a point x on a smooth surface Γ. Suppose t and b are two unit vectors in the tangent plane at x and t · b = 0, t × b = n. Then, for any smooth extension of the normal vector n into a neighborhood of x, the following holds at x t · ∇n · b = b · ∇n · t.
(5.11)
Proof. The claim simply says
Note that t · ∇n and b · ∇n only depend on the values of n on the surface, which is independent of the extension of n. Hence, the value n · (∇ × n) is independent of the extension of n. Picking the special extension n = ∇φ/|∇φ| yields n · (∇ × n) = 0.
Remark. By this result, we can obtain the following amusing claim, though not relevant to us:
Suppose v is a smooth vector field defined in a domain (open, connected) in R 3 and v(x 0 ) = 0. If v · (∇ × v) = 0 at x 0 , then, there is no neighborhood U of x 0 and smooth surface S such that S passes through point x 0 and v is perpendicular with the surface at every point x ∈ U ∩ S.
Proof. Suppose there is S. Then, n = v/|v| is an extension of the normal vector of S. Then, n · (∇ × n) = 0, which is equivalent to v · (∇ × v) = 0, but this is not true.
We now prove the following jump conditions for the Hessian of u. Below, Einstein's convention is used, namely repeated indices imply summation. δ ij is the usual Kronecker delta.
Theorem 5.7. With the setting in Section 4, the jump conditions of ∂ i ∂ j u are given by
where i or j means the component of the Cartesian coordinates. In the 2D case,
Remark. Like ∇p, ∇∇u has a delta-like singularity at the interface since the force has a such singularity, but the jump of ∇∇u is well-defined and is unrelated to this singularity.
Proof. Applying Lemma 5.4 to [∇u] directly, we have 1
where Q is a third order tensor given by
Let's now continue to prove for 3D case. The proof for the 2D case is much easier but follows a similar argument and thus we choose to omit it.
Let t and b be in the tangent plane and {t, b, n} forms an orthonormal basis. I = tt + nn + bb where I is the identity tensor. (Recall that vw means the tensor product between v and w.) In index form,
(5.14)
We denote M : N = M ij N ij and that ∂ tb = tb : ∇∇ (Note that this is not t · ∇(b · ∇)). Then, the following hold
Since ∂ tb u = ∂ bt u for the derivatives, we must have tb : ∇n = bt : ∇n to be consistent. This is exactly the result in Lemma 5.6. We denote (abcd :
Then, we find the jump of the Hessian
If we introduce the forth order tensor Λ = tttt + bbbb + tbbt + bttb and the third order tensor Σ = tnt + ntt + bnb + nbb, we then have
Using the identity (5.14), we find
Simple computation reveals
The claim is therefore true for 3D case. For 2D case, this general formula also holds and we omit the proof. To simplify the general formula for the 2D case, we note tr(∇n) = ∇ · n = −κ and t · ∇n = −κt. Clearly, (∇n) · n = 0, which implies that the components for tn, nn are all zero. Hence, ∇n = tt(−κ) + λnt. That the extension of n is undetermined implies that we can't determine λ. It follows that
This expression can also be obtained by noting ∇n T −(nn·∇n) T = Λ : ∇n = tt(t·(t·∇n)) = −κtt.
We now turn our attention to the jump conditions of ∇∇p. The results can be obtained similarly as those of ∇∇u.
Theorem 5.8. With the setting in Section 4, the jump conditions of the second order derivatives of p are given by (5.15) where g = ∇ Γ · f 1 − n · ∇f 2 . In the 2D case, denoting u = u 1 , v = u 2 , we have 
To be convenient, we denote g = ∇ Γ · f 1 − n · ∇f 2 . Following a similar derivation as for ∇∇u, we find
For the other components,
Hence, it follows that
where Λ and Σ are defined the same as in the proof for the second derivatives of u.
In the 2D case, noting that ∂ l u m ∂ m u l = −2∂ x u∂ y v + 2∂ x v∂ y u by ∂ x u + ∂ y v = 0, we then derived the claim. Now we have finished the derivation of spatial jump conditions. The expressions are in compact and clean forms, where the tangential forces are dealt with conveniently as well. They can be computed straightforwardly using the level set function φ and stretch function χ.
Temporal jumps
When the interface Γ passes the point x at time t, a quantity A is discontinuous in time. 
Eulerian Immersed interface method
In this section, we propose a possible Eulerian immersed interface method for simulating the membranes or vesicles. The implementation will be left for future work.
The level set and stretch functions
The level set function can be initially set to be the signed distance function to the interface. It can be initialized by Fast Sweeping Method [27] first and improved by solving the equation
with subcell-resolution (see [5, 14, 11] ). Here, τ is a pseudo-time that relaxes the function to the signed distance function. The stretch function can be initialized using
where ϕ is the signed distance function obtained by Equation (6.1).
The above two functions may be conveniently constructed in a tube containing the interface and the local level set method developed in [18] then applies. As shown in [11] , χ may not be continuous globally and the local level set is actually desired. We'll then have to reinitialize them after certain steps. In the reinitialization step, we again solve these two equations to turn the level set function into a signed distance function and obtain a new stretch function. The analysis and numerical schemes for solving Equation (6.2) were discussed in [11] .
The immersed interface method for Navier-Stokes equations
With the spatial and temporal jump conditions derived in Section 5, one can then simulate the system with the immersed interface method under a fully Eulerian formulation. The issue is how to choose a suitable version of Navier-Stokes solvers with our jump conditions in hand.
Several versions of the immersed interface method for solving Navier-Stokes equations have been proposed in several papers. In [12, 7, 8] , the combination of immersed interface method with projection methods was used, but the correction terms are quite complicated. In [25] , an immersed interface method with direct discretization of the Navier-Stokes equations was proposed. In [1] , Beale considered an immersed interface method with a direct finite difference on a periodic domains. The convergence of the immersed interface method has been shown to be nearly second order with the assumption that the forces are given exactly. All seem to suggest the immersed interface method can be close to second order accurate, which is better than the immersed boundary method.
In 2D case, we propose to use the Navier-Stokes solver in [25] , which has sufficient details for one to implement. The equations 4) are proposed to solve, where D = ∇ · u. D is kept explicitly in the equation to enforce D = 0 in numerics with MAC (marker-and-cell) grid. Direct finite differences with correction terms have been proposed for these two equation in [25] . The boundary condition for the pressure proposed there is a certain Neumann boundary condition.
A The force due to stretch
In this section, we present the derivation of the force associated with the stretch energy. The derivation here should be understood in the distribution sense as the Dirac delta function is involved and ∇u may be discontinuous (However, ∇u · n and ∇u · ∇φ are continuous). According to Equation (4.2), taking derivative on the stretch energy functional, and using the equations for χ, φ, we have
The prime associated with E s means derivative with respect to χ while the prime in δ means the derivative with respect to φ (the derivative of δ is understood in distribution sense).
Integrating by parts, we have the following relations:
Since u is divergence free, we obtain the force due to stretch up to a total gradient:
Since (E s /χ)
by absorbing a total gradient ∇( Since p * can be combined with the pressure, we then have obtained the desired result.
B The force due to curvature
If possible, one may understand the derivation here in the distribution sense as one can take derivatives of discontinuous functions in the distribution sense. Note that (I − nn) · ∇|∇φ| = (n · ∇ ∇φ |∇φ| )|∇φ| (B.1)
Using the identity κ = −∇ · n, we reduce f b to
Finally, for a given function g, we have (∇ − nn · ∇) · (∇g − nn · ∇g) = ∆g + κn · ∇g − n · ∇(n · ∇g) − nn : ∇∇g + (n · ∇∇n · n)n · ∇g + (n · n)n · ∇(n · ∇g) (B.3)
Hence, the force is reduced to
