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Abstract
This paper presents the global design of a system for synthetic actor animation. We discuss the
concepts that must be part of an ideal animation system: actor creation, key framing, positional
constraints, adaptive motion control, trajectory planning and task planning. A complete diagram of the
components of such a system is presented together with the relations between these components.
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The synthetic actor approach
Three-dimensional human modeling and animation have existed for more than 15 years1 2. However
emphasis has been placed on separate aspects of this animation. For example, a great deal of research has
been done on the modeling and animation of the body 3 4 5, on facial animation6 7 8 9 10 11 12 13 and hand
animation 14 15 16. More recently, researchers have incorporated mechanical aspects factors into the
animation of articulated bodies17 18 19 20 21 22. Also task level factors have been studied by several
researchers 23 24 25 26;. Other authors have tried to animate more realistic characters, from an image
synthesis point of view, but using primitive methods like rotoscopy or image-based keyframe animation.
The synthetic approach corresponds to an integration of all methods, allowing the creation of 3D
characters, with the appearance of real human characters.
Ideal synthetic actors should satisfy the following criteria:
- they should have the appearance of real persons
- their behavior should be similar to that of real persons
- they should have their own personality: two different actors should have different personalties, i.e.
different reactions to the same situation
- they should be directed by task level commands
- they should be conscious of their environment
- they should at least be able to walk, speak, have emotions, and grasp objects
- their body and face should be naturally deformed during motions
Existing people, dead or alive can be recreated as synthetic actors or synthetic actresses. But fictitious
people may also be created in this way.
Research in this area implies the development of techniques:
2- for improving the physical aspects of the actors: shapes, colors, textures, reflectances
- for improving the motion of limbs and their deformation during motion
- for improving facial expressions and their animation
- for specifying the tasks to be performed
- for implementing tools for automatic motion control
Fig.1 shows complete diagram of the components of the Human Factory system presented together
with the relations between these components.
Traditional computer animation
Most authors 2 24 27 28 29 distinguish between two types of three-dimensional computer animation:
key-frame animation and algorithmic animation.
Keyframe animation consists of the automatic generation of intermediate frames, called inbetweens,
based on a set of key-frames supplied by the animator. There are two fundamental approaches to
keyframe animation:
1. The inbetweens are obtained by interpolating the keyframe images themselves. This technique is
called image-based keyframe animation. This is an old technique, introduced by Burtnyk and
Wein 30.
2. A way of producing better images is to interpolate parameters of the model of the object itself.
This technique is called parametric keyframe animation 24 28 29.  In a parameter model, the
animator creates keyframes by specifying the appropriate set of parameter values,  parameters are
then interpolated and images are finally individually constructed from the interpolated
parameters.
In algorithmic animation, motion is algorithmically described. Physical laws are applied to
parameters of the human figures (e.g. joint angles).
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Fig.1 An integrated system
4Positional constraints
In this section, we address the important problem of limb positioning, e.g.: what are the angle values
for the shoulder, elbow and wrist if the hand has to reach a certain position and orientation in space. This
is a well-known problem in robotics, called the invers -kinematics problem. It involves the
determination of the joint variables from the given position and orientation of the end of the manipulator
with respect to the reference coordinate system. The limb positioning is the key problem, because the
independent variables in a robot as well as in a synthetic actor are joint variables. Unfortunately, the
transformation problem from Cartesian coordinates has no closed-form solution in general. However,
there are a number of special arrangements of the joint axes for which closed-form solutions do exist. An
example is given by manipulators with 6 joints, where the three joints nearest the end effector are all
revolve and their axes intersect at one point (he wrist). Several solutions to the latter have been suggested
in the context of animation 31 32  3334 35. Forsey and Wilhelms 36, in their dynamics-based system, solve one
constraint to a limb by linking it together with a pseudo-segment having a large mass value.
In order to make a synthetic actor sit down on a chair, for example, it is necessary to specify the
relevant constraints on the feet, on the pelvis and on the hands. A system which allows to specify only
one constraint at a time is not a very efficient way to solve this problem. Badler et al. 2 have introduced
an iterative algorithm for solving multiple constraints using inverse kinematics. In their system, the user
has to specify also the precedence of each constraint in the event case they cannot all be simultaneously
satisfied.
The orientation of the hand or the foot should also be specified by the user. The orientation may be
defined with respect to the limb, the actor or the world. For example, to ensure that the feet are flat on
the floor, the user defines the foot orientation relatively to the world, whatever the position and
orientation of the pelvis may be. The physical limitations of the joints have to be taken into account by
the system. The interactivity of the system may be improved using input devices with multiple degrees
of freedom.
A simple algorithm solving the positional constraint problem has been implemented in the Human
Factory System. The animator may impose constraints at the hands, the feet and the pelvis levels. The
position and orientation of the hand or the feet may be specified in the local coordinate system attached
to the limb (arm or leg), or in the actor system or the world system. A constraint may be a fixed
position/orientation or a 6D trajectory. Tools are available for constructing constraints as functions of
the actor environment and his envelop (e.g. contact of the foot and the floor).
In order to solve the constraints, the system makes use of the position and orientation of the pelvis
and the trunk angles (vertebrae and clavicles) for finding the origin of the hips and the shoulders. it then
calculates the limb angles required to reach the intended position. In the case where no solution exists,
the intended position is projected on the volume of moving of the arm (leg).
The skeleton has seven degrees of freedom at the arm (leg) level and the constraint has six degrees
(position/orientation). Since the model is redundant from a kinematics point-of-view, this implies the
existence of an infinity of solutions to reach the intended position, . This is a well-known situation; as an
example, when an actor is sitting down with a foot resting on the floor, he may rotate his knee around a
hip-ankle axis. The variation of the rotation angle is constrained by the physical limitations of the joints.
It may also be pointed out that the comfortable position for the knee (elbow) depends on the orientation
of the foot (hand).
One solution consists of minimizing the angle variation of the angle between the leg (arm) and the
foot (hand). It is also possible to have the user select the solution by giving an opening parameter. The
position/orientation/opening constraint allows to select a unique solution from the arm's (or the leg's)
5seven degrees of freedom. Other criteria such as the collision of the limb with an object may play a role
in the selection of the solution.
The key framing technique and the positional constraints may be considered as the low level
commands of an animation system. The higher level commands may produce keyframes and joint
constraints.  The animator must have access to the various levels of the hierarchy in order to be able to
do the fine-tuning of the actor motion.
Adaptive motion control
Adaptive motion control of an actor means that the environment has an impact on the actor motion
and conversely. Informations about the environment and the actor must be available during the control
process. Traditional animation techniques like rotoscopy or key framing cannot be considered as
adaptive control techniques, because the animator has to explicitly control by hand the relation between
the environment and the actors.
The purpose of adaptive control motion is to decrease the amount of information entered into the
computer by the animator. This is done by using existing informations about the scene and the actor.
The system should also have an efficient representation of the geometry of the objects in order to
automatically plan tasks as well as prevent collisions.
Girard 4 gives a good example of this type of control applied to the motion of humans and animals
on a flat terrain. At the low level, the animation is performed on a sequence of key positions of the limbs
which define angle trajectories (direct kinematics) or Cartesian positions (inverse kinematics). These
trajectories are calculated using optimizing criteria with kinematics or dynamics constraints.
The model should also produce realistic motion. In order to take into account internal and external
forces acting on the actor, the system has to use a dynamics-based model. Techniques based on
dynamics have already been used in computer animation 17 18 19 20 21 22, but only for simplified and
rigid articulated bodies with few joints, geometrical bodies (cylinders) and without any deformation.
The use of the dynamics in an animation system of articulated bodies like the human body, provide
several important disadvantages.
First, the animator does not think in terms of forces or torques to apply to a limb or the body in
order to perform a motion. The design of a specific user interface is essential.
Another problem of the dynamics is the amount of CPU time required to solve the motion
equations of a complex articulated body using numerical methods. It considerably reduces the
possibility of interaction of the system with the user. Only very short sequences have been produced,
because of the lack of complete specification for complex motions and because of the CPU time
required for certain methods.
Moreover, although dynamics-based motions are more realistic, they are too regular, because they
do not take into account the personality of the characters. It is unrealistic to think that only the physical
characteristics of two people carrying out doing the same actions make these characters different for any
observer. Behavior and personality of the human beings are also an essential cause of the observable
differences.
To animate a body using kinematics (direct or inverse), the animator should specify the trajectories
of the joint angles or the trajectories of the limb extremities. The trajectory must include time
information (velocities and accelerations). Kochanek-Bartels37 splines may be used for example;
however, the realism of the motion is not guaranteed. A good compromise is an integration of both
6models as suggested by Girard 21, who obtained very good results using his system.
In the Human Factory system, we have decided to build a library of basic parametric motions (like
walk and grasp) and each type of motion uses the kinematics when possible and only the dynamics
when it is required for the realism of the motion. Each command produces a sequence of keyframes and
positional constraints. A user which is not satisfied with the generated motion may then edit it.
Trajectory planning
 The trajectory planning problem is classical and was extensively studied in robotics and Artificial
Intelligence. For example, given the starting position of the actor hand and objects on a table, the problem
is to find the trajectory to follow in order to avoid obstacles. For a synthetic actor, the problem is more
complex due to the non-rigidity of the actor. In the Human Factory system, any joint motion may be
defined in three ways corresponding to the above classification:
1. Key values are selected at fixed times; spline interpolation is performed using the Kochanek-
Bartels 37 approach.
2. The variation of angle is defined by a procedural law (parametric curve with evolution)
3. The trajectory may be generated using an automatic trajectory-planning algorithm. In our case, we
use an anti-collision algorithm in a polytopic environment (n-dimension) with creation of a graph
from hyperplane bundle. This method developed in our team seems more appropriate than the
robotics methods 38
Task planning
Task planning is a major problem in robotics and artificial intelligence. The problem complexity is
directly dependent on the generality of the actor micro world. Given a task description, the problem
consists in decomposing the task in a sequence of elementary movements (see Fig.2).
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Fig.2 Task planning
In order to generate these movements, the system should possess the following informations:
. description of the scene (topology, position and orientation of the objects)
. database of the rules governing the micro world (e.g. it is necessary to stand up before walking)
7. actor behavior (which shall modify the way of doing the movement; it corresponds to style
parameters)
. library of elementary movements which may be done by the actor (actor skills)
For example, the task "answer to the phone" may be decomposed in the following sequence of
elementary actions:
. stand up from his chair
. determine a trajectory that avoids obstacles in the actor motion
. walk according to the trajectory
. determine a trajectory that avoids obstacles for object grasping
. grasp the telephone
. answer
There are three ways of specifying tasks in a task-level system:
1. by example
2. by a sequence of model states
3. by a sequence of commands
The specification by example means for the operator "to perform the task at least once in order to
explain it to the system." This is suitable in robotics, because the task may be physically specified by
manually guiding the robot. This is of course impracticable in animation.
In the second type of method, the task is considered as a sequence of model states; each state is given
by the configuration of all the objects in the environment. The configuration may be described by a set of
spatial relationships. But what is the level of these relationships ? High-level relationships correspond for
example to indicating that at a given time an object A must be at a certain height and in front of another
object B. The problem in this case is that the set of relationships should be converted into a set of
equations and inequations which may be very difficult to solve. Moreover, a set of configurations may
overspecify a state. Low-level relationships may correspond to the coordinates of the objects at a certain
time, which is a simple keyframe description. Several methods for obtaining configuration constraints
from symbolic spatial relationships have been proposed 39 40 41.
The specification by a sequence of commands is the most suitable and popular. As stated by Zeltzer
24, the animator can only specify the broad outlines of a particular movement and the animation system
fills in the details. A non-expert user may be satisfied with the default movements, as generated by a task
specification like WALK FROM A TO B. However, a high-end user may want nearly total control over
every nuance of an actor's movement to make a sequence as expressive as possible. This means that the
animator does need to access different levels of the control hierarchy in order to generate new motor skills
and to tweak the existing skills.
Note that the transformation from a high level specification to a sequence of elementary motions is
very similar to the problem of compiling. As in the processing of programming languages, three cases are
possible: translation into a low-level code (classical compilers), translation into another programming
language (preprocessor) and interpretation. In each case, the correspondence between the task
specification and the motion to be generated is very complex. Consider three very essential tasks for a
synthetic actor: walking, grasping and talking.
walking
To generate the motion corresponding to the task "WALK from A to B",  it is necessary to take into
account the possible obstacles, the nature of the terrain and then evaluate the trajectories which consist of
8a sequence positions, velocities and accelerations. Given such a trajectory, as well as the forces to be
exerted at end effectors, it is possible to determine the torques to be exerted at the joints by inverse
dynamics and finally the values of joint angles may be derived for any time. In summary, the task-level
system should integrate the following elements: obstacle avoidance, locomotion on rough terrains,
trajectory planning, kinematics and dynamics.
grasping
To generate the motion corresponding to the task "PICK UP the object A and PUT it on the object B",
the planner must choose where to grasp A so that no collisions will result when grasping or moving them.
Then grasp configurations should be chosen so that the grasped object is stable in the hand (or at least
seems to be stable); moreover contact between the hand and the object should be as natural as possible.
Once the object is grasped, the system should generate the motions that will achieve the desired goal of
the operation. A free motion should be synthesized; during this motion the principal goal is to reach the
destination without collision, which implies obstacle avoidance. In this complex process, joint evolution
is determined by kinematics and dynamics equations. In summary, the task-level system should integrate
the following elements: path planning, obstacle avoidance, stability and contact determination, kinematics
and dynamics.
talking
To generate the motion corresponding to the task "SAY THE SENTENCE How are you? ",  the
system must analyze the sentence and separate it into phonemes, and then facial expressions
corresponding to these phonemes must be selected. These expressions are themselves expressed as face
deformations caused by muscles: jaw opening, eye opening, face folds etc. Once the expressions have
been selected, the system should indicate to the computer at which times the expressions must be
activated and generate the frames according to a law (spline for example). In summary, the task-level
system should integrate the following elements: phonemes detection, selection of facial expression
selections, handling of facial parameters, animation generation.
We have implemented in our animation system the Winograd 42 blocks world. Although this blocks
world  was created for natural language understanding, it is especially interesting for human animation,
because it corresponds to planning motion sequences. To generate the motion sequence, we use a notation
from compiling theory. This notation is similar to the syntactic diagrams used to define the syntax of a
programming language. We assume terminal and non-terminal symbols. Terminal symbols in our case are
generating commands: GRASP B, MOVE  B TO P, UNGRASP B. Non-terminal symbols correspond to
meta-commands such as: "places a block B1 at 3D location P on block B2" or "clears the top of the block
B". We use the method of recursive descent popular in compiler construction. A procedure (which may be
recursive) is written for each non-terminal symbol in order to construct a goal tree. Each node of the goal
tree is a goal, which is only satisfied when their immediate subgoals are satisfied.
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