Regional climate change impact assessments are becoming increasingly important for developing adaptation strategies in an uncertain future with respect to hydroclimatic extremes. There are a number of Global Climate Models (GCMs) and emission scenarios providing predictions of future changes in climate. As a result, there is a level of uncertainty associated with the decision of which climate models to use for the assessment of climate change impacts. The IPCC has recommended using as many global climate model scenarios as possible; however, this approach may be impractical for regional assessments that are computationally demanding. Methods have been developed to select climate model scenarios, generally consisting of selecting a model with the highest skill (validation), creating an ensemble, or selecting one or more extremes. Validation methods limit analyses to models with higher skill in simulating historical climate, ensemble methods typically take multi model means, median, or percentiles, and extremes methods tend to use scenarios which bound the projected changes in precipitation and temperature. In this paper a quantile regression based validation method is developed and applied to generate a reduced set of GCM-scenarios to analyze daily maximum streamflow uncertainty in the Upper Thames River Basin, Canada, while extremes and percentile ensemble approaches are also used for comparison. Results indicate that the validation method was able to effectively rank and reduce the set of scenarios, while the extremes and percentile ensemble methods were found not to necessarily correlate well with the range of extreme flows for all calendar months and return periods.
Introduction
The process of regional climate change impact assessment with respect to water resources management typically involves the use of Global Climate Model (GCM) output to assess to the impact of a changing climate on river flow regimes. In this process, various bias correction and statistical or dynamic downscaling methods can be used to translate coarse scale GCM data to scales appropriate for regional impact analyses (e.g. hydrologic modeling). Uncertainty exists at all stages of regional climate change impact assessments of water resources. Alternate climate and hydrologic models, along with multiple methodologies for bias correction and downscaling all play a role. In previous studies the selection of climate models and future emission scenarios has been found to carry the highest uncertainty in this process which cannot be avoided [1] [2] [3] [4] [5] .
Therefore, the process of climate model and scenario selection should be considered as an integral step in any regional analysis of vulnerability and adaptation to climate change.
The Fifth Coupled Model Intercomparison Project (CMIP5) provides a suite of
GCMs consisting upwards of 35 models developed by 21 different modeling groups [6] .
For each GCM there are multiple greenhouse gas emission scenarios known in the CMIP5 as Representative Concentration Pathways (RCPs). These pose a set of plausible pathways for the global radiative forcing associated with greenhouse gas emissions to the year 2100. The evolution of greenhouse gases in future emission scenarios is inherently uncertain, but because so many models exist to capture the same phenomena, there also exists a level of uncertainty associated with model structure between and within modeling groups, as well as from various model realizations due to the use of alternate initialization, and parameterization schemes. To deal with these sources of uncertainty, the IPCC recommends using as many GCM-scenario combinations as possible to generate a range of future climates when carrying out regional climate change impact analyses [7] . Depending on the computational nature of the analysis and available time and resources this approach may not be practical for management agencies and academic researchers [8] [9] [10] . As such, methods to select a subset of climate model outputs for a specific application are needed that can reasonably represent the range of predicted changes in future climate and their impacts.
Methods for selecting subsets of GCMs have been developed to reduce the number of GCM-scenarios required for impact assessments. [11] describes three general types of approaches consisting of the extreme combinations, ensemble, and validation methods.
The method of extreme combinations approach is used to select models which represent extreme combinations of climate variables, ensembles are used to aggregate GCM-scenarios, and validation can be used to limit the set of models to those with higher confidence. Hybrid selection approaches have been proposed consisting of a combination of two or more of these methods, while sensitivity-based methods have been used for generating climate impact response surfaces for which projected changes in climate variables can be directly translated into impacts [12] .
The ensemble approach selects a set of models that are aggregated using a multimodel mean. Although this approach lacks a physical basis, it has been shown to pro-vide superior prediction capabilities with respect to historical climate, as the variability in the mean and variance of climate projections among multi-model sets have the ability to cancel each other out [13] . This suggests that the errors between models have an element of randomness [14] . While the ability to simply average all climate models and realizations can be a convenient selection method, it may not be applicable for analyzing hydro-climatic extremes. By taking an average, the variability in climate predictions on a daily scale is lost, and changes in different climate variables such as precipitation and temperature may no longer be physically consistent [15] . In addition, multi-model averages are not able to take into consideration the uncertainty in the timing of seasonal changes for precipitation and temperature, which is likely to alter the occurrence of extreme hydrologic events [8] . An alternative approach to developing multi-model ensembles can be made by selecting a set of GCM-scenarios corresponding to percentile changes in precipitation and temperature from the ensemble [11] [15] . In this way, changes in precipitation and temperature are obtained from the same models, making them physically consistent. Model runs are also kept separate in order to preserve the uncertainty in seasonal climate changes, and the loss in variance from averaging is eliminated.
Validation methods test the ability of climate models to capture various attributes of historical climate in an attempt to narrow the set of GCMs to those for which a higher level of confidence may be assigned in a particular region [11] . The assumption introduced here is that model skill in simulating historical climate attributes is indicative of projecting future climate. However, it is important to note that in previous studies model confidence or skill was not strongly correlated to the magnitude of future changes in precipitation and temperature on average [13] [14] . While the number of GCMs in the set to be used for evaluating climate impacts is reduced, this may not correspond with a reduction in the range of projected changes in climate. However, more importance may lie in the relationship of model skill and the projection of extremes. A wide range of metrics for the validation approach have been used based on the location, timescale, and variables of interest for a particular study. These metrics include; correlation and variance of mean statistics; comparisons of seasonal and diurnal fluctuations; prediction of regional meteorological phenomena (e.g. El-Nino Southern Oscillation (ENSO), Pacific Decadal Oscillation (PDO), cyclone development, etc.); robustness measures that take into account inter model spread; and methods of assessing model skill in reproducing probability density functions (PDFs) of specific climate variables [16] [17] [18] [19] . PDF methods that test the ability of climate models to simulate entire distributions of climate variables offer a tougher test than only comparisons of the mean and variance [19] ; however, they do not offer any indication of the GCMs ability to reproduce historical temporal trends. A common problem in using validation metrics is ranking the performance of each GCM, which range from arbitrarily selecting the top 50 th percentile, averaging of ranks, or total Euclidean distance for a set of performance metrics with respect to historical climate [10] [13] [20] .
The method of extreme combinations involves the selection of GCM-scenario com-binations in a way that aims to explore the full range of projected climate impacts. Previous studies have recommended using this method by calculating the maximum and minimum annual average changes in precipitation and temperature fields between a baseline and historical period for a set of GCMs [11] [15] [21] [22] . In this approach it is assumed that "extreme" combinations of projected changes in climate variables will generate the full range of projected climate impacts, however it many studies this is highly unlikely. In order to overcome this problem, studies have used simplified impact models to directly assess the sensitivity of changes in climate on specific impacts.
Ntegeka et al. [8] [23] to delineate the set of robust models with respect to the quantile regression results. This approach is then compared to an extreme combination and percentile ensemble scenario selection approach modified from [15] to gauge whether these selection methods are able to generate extreme and uniformly distributed maximum daily streamflow respectively.
In the following sections the details of the GCM-scenario selection methods are presented, along with the procedure used for the downscaling and hydrologic modeling of stream flow in the Upper Thames River Basin. Results of the selection process and its ability to capture daily maximum streamflow uncertainty are discussed, followed by concluding remarks and recommendations. the slope and intercept of a particular climate variable for a given level of τ . Differences in the intercept between observed and GCM simulated historical climate represent model bias, while differences in the slope can be considered as a disagreement in the long-term trajectory for a particular climate variable and quantile. Model bias is typically dealt with through the implementation of bias correction methods, and is already accounted for in the downscaling procedure described in the following section.
Therefore, it is not considered for comparison to observations. In order to compare the quantile regression slopes between observed and GCM simulated historical climate, 95% confidence intervals are generated for 1 τ β using the bootstrapping procedure described in Koenker and Hallock [26] . If there is no overlap in confidence intervals of Regional assessment of hydrologic extremes in response to climate change must target models that can more accurately simulate the changing statistical distributions of precipitation and air temperature for the purpose of hydrologic modeling. As such the analysis is applied to these variables; however, because the regional climate change impact assessment is directed towards changes in maximum daily flows, the extreme quantiles are given larger weight. With regards to precipitation, this signifies the ability to simulate higher magnitude events likely to cause flooding. To account for these effects, the number of failures in each quantile is weighted using a quadratic function with a heavier weight on the extremes. As such, the weighting for precipitation is assigned to be 0 when τ is 0, and increases to a weight of 1 when τ is 1. Similarly, air temperature is weighted with a quadratic function that is centered at 0.5
The weighted average percentage of failures for a particular climate variable is then compared amongst the other models. In this study evenly spaced quantiles in increments of 5% were used to provide adequate coverage of the distribution in daily precipitation and air temperature values. It is important to note that for alternate climate related impacts different sets of variables may need to be used. These variables may be selected based on prior knowledge of those which are known to be associated with a particular impact. If an impact model exists, the climate variables selected would likely be those for which the model shows the highest level of sensitivity. Alternatively, statistical methods may be used to determine which climate variables are associated with a particular impact if observational data is available.
In order to rank and filter out models that under perform with respect to the others for precipitation and temperature variables, a compromise programming approach is taken to find the most robust set of models with respect to a set of distance metrics from the weighted mean failure rate to the ideal failure rate (0 percent weighted average failure rate for both precipitation and temperature variables). The distance metrics, p L are formulated as follows [23] ,
where r is the number of climate variable skill scores (in this case r = 2 corresponding to the weighted average failure rate for precipitation and temperature), α is the relative weight given to a particular variable, and
z is a vector composed of the weighted average failure rate for climate variable i. The power p defines the importance of distance that is used, where 1 ≤ . With this formulation an optimal solution can be obtained for multiple climate variables and models, given a set of α for r climate variables and a value of p by minimizing p L . In Simonovic [23] the most robust solution to a multi-objective problem can be found in this way by selecting solutions that consistently give a high rank for a set of p and α values. The set of p values should be chosen so as to cover the whole range of values representing the importance of the distance between the ideal solution and a set of non-dominated solutions. Practically, the set of p = {1, 2, 100} can be used [23] . The α values chosen are mostly subjective, however they can be assigned based on the sensitivity of the impact model to a particu-lar climate variable for a baseline simulation, or from statistical relationships between the climate variables of interest and the climate related impact. These values may be uncertain; however, they can also be varied in the determination of the robust model set. This idea is used here to select a set of robust climate models in their ability to simulate the change in the historical distribution of climate variables for regional climate change impact analyses of hydro-climatic extremes.
Extremes Approach
After the subset of GCMs have been selected from the validation method, a scatter plot method was used to select GCM-scenario combinations that are likely to generate hydro-climatic extremes. In the report from EBNFLO [15] , annual average temperature and precipitation change combinations from a baseline to future period were used to select 4 GCM-scenarios that represented the total range of uncertainty for future climate. This method assumes that extreme hydro-climatic events are linked to combinations of high temperature, low precipitation and vice versa for low and high stream flows respectively. In this study an intra-annual dimension is incorporated by using the N-day maximum annual adjusted precipitation change as a proxy for high flow events, where N corresponds to the time of concentration for the hydrologic model of the river basin under consideration. The use of adjusted precipitation takes into account the impact of snow accumulation and melt calculated using a degree day method.
Ensemble Approach
Due to the inherent uncertainty in future climate projections, it is essential to quantify the spread in climate related impacts using multi-model ensembles [27] . Ideally, these methods should provide a way to limit the number of future climate scenarios that must be simulated, while retaining the uncertainty associated with future impacts of climate change on extreme daily flows.
Statistical Downscaling of Future Precipitation and Temperature Series
After the GCM-scenarios have been selected, future downscaled precipitation and temperature variables are generated using a Change Factor Methodology (CFM) combined with a non-parametric weather generator. CFMs consist of additive or multiplicative methods using single or multiple change factors for a given variable as seen fit for a particular analysis [28] . Typically CFMs allow for changes in the mean or variance projected by GCMs to be applied to historically observed data through additive and mul-tiplicative change factors [29] . The factors can be calculated for the entire baseline period, or subdivided into calendar months to take into account seasonal variability for projected climate changes. Although monthly change factors take into account seasonal variability, they do not allow for accurate estimation of the changes in daily extreme climate data [30] .
In this study a monthly multiple change factor approach is used to scale future variables of daily precipitation and average air temperature. By using multiple change factors for each calendar month, the changes for a set of percentile ranges can be used to perturb the historical climate distributions, while taking into account seasonal climate changes. This allows for more accurate estimates of changes in extreme temperature and precipitation amounts. For this approach, Anandhi et al. [28] recommends a minimum of 25 change factors to reduce the difference in results obtained by using additive or multiplicative change factors. Additive change factors are used for air temperature, while multiplicative factors are used for precipitation. These are applied to the observed station data to generate a future scaled dataset. By using a multi CFM approach to perturb the historical climate record, bias correction is taken into account, as only the changes between GCM time slices are applied [8] .
The scaled climate series using CFM are then used with KNN-CADv4, a multi-site, multivariate weather generator developed by King et al. [31] . The main purpose of this step is to explore plausible temporal variability within the historical record through the process of bootstrap resampling, while generating a long climate series using the future scaled baseline period that will then be used for streamflow-frequency analysis. For this analysis, a total of 150 years of simulated weather is generated. Using this method, the spatial correlation among meteorological stations, as well as the temporal correlation of the generated variables will be preserved, as 10-day block periods are used for resampling among meteorological stations [31] .
Application

Description of Study Area
The area used for demonstration of GCM evaluation and scenario selection in this study is the Upper Thames River Basin (UTRB) located in Southern Ontario, Canada 
Data Collection and Preparation
Meteorological data in the form of daily precipitation, as well as mean air temperature 
Hydrologic Modeling in the Upper Thames River Basin
A calibrated, semi-distributed continuous hydrological model developed with HEC-HMS is used to estimate the impact of climate changes on streamflow at the basin outlet. In the model, precipitation data in combination with a soil moisture accounting algorithm, are used to generate baseflow and rainfall excess, which is then routed to streamflow in the river channel. Temperature data is used in the soil moisture accounting algorithm to determine evapotranspiration rates with the Thornthwaite equation. The Thornthwaite equation is used here for simplicity, as evapotranspiration effects were likely to be negligible when considering daily maximum flows, especially at larger return periods. The calibration and validation procedure for the model can be found in [32] . The focus of this study is limited to the effect of climate change on streamflow, and as such potential effects of changing land-use, reservoir operation, and water consumption and use were not included. The resulting flow series from the weather generated climate are used to compute flow-frequency curves with the Generalized Extreme Value (GEV) distribution. The GEV distribution was selected as it has been shown to perform well in comparison to other commonly used distributions in the UTRB [35] .
Results and Discussion
Selection of Global Climate Models Using the Validation Approach
Quantile regression slopes for both precipitation and temperature were calculated for the historically observed data ( Figure 2 ). The highest quantile regression slopes for wet-day precipitation were found for the largest precipitation events, to a maximum of 0.5 mm/decade (Figure 2(a) ). The uncertainty however, is larger at the upper quantiles. This is expected as there is a greater amount of variability between events in this range. Below the 85 th quantile the majority of regressions show slope parameters that are less than zero, signifying that in the UTRB there exists some evidence to say that small to medium daily precipitation amounts have been decreasing slightly while extreme daily precipitation amounts have increased over the observation period. With respect to air temperature, the changes are more pronounced. Significant trends across the distribution ranging from 0.07 to 0.36˚C/decade were found, with the largest changes concentrated at the lower quantiles ( 0.4
τ <
). This is indicative of warmer winter temperatures, and accurately capturing this change could be crucial in assessing hydrologic extremes in the UTRB as this will likely change the timing of snowmelt and frozen ground in late winter to early spring. Despite the influence of ENSO and PDO, the method could still be used to compare similarities of the climate variable distributions as in Perkins et al. [19] .
With the proposed methodology, skill scores for each GCM, representing the weighted mean percentage of failures across model realizations and climate stations, for daily precipitation and average air temperature were calculated. It is assumed that models with a high failure rate may have a model structure or parameterization that is less applicable for the region of interest. With regards to precipitation it was found that the highest amount of failures were detected between the 15 th and 80 th quantiles, while the failure rate for smaller and more extreme events was much lower ( Figure 5 ). This may be due to the fact that there is less variability across the distribution of precipitation at lower quantiles. For the largest events there were less regressions determined to be statistically significant and therefore could not be counted as failures.
Overall, HsdGEM2-AO and MIROC-ESM-CHEM had the highest weighted mean failure rates at 30% and 25% respectively, indicating that these models may be less applicable for projecting long-term changes in precipitation for the UTRB. With Figure 5 . Percentage of failures for precipitation by model for each quantile sorted top to bottom by weighted mean.
respect to average air temperature, it was found that the distribution of failure rates is opposite from that of precipitation, with more failures concentrated at the extremes ( Figure 6 ). This may be in part due to the fact that there were fewer statistically significant quantile regression trends found between the 45 th to 60 th quantiles. BNU-ESM and
HadGEM2-AO were shown to have the highest failure rate for air temperature, corresponding to 31% and 26% respectively. Although HadGEM2-AO performed poorly in both assessments of daily precipitation and air temperature, other models such as FGOALS-g2 had the lowest failure rate with regards to precipitation, and was in the top three for air temperature. It is because of this that both metrics should be considered for the overall ranking.
In order to select specific GCMs for further analysis, a subset is excluded in order to eliminate models which were found to be less capable in simulating historically observed climatic changes through the compromise multi-objective programming method. The remaining models in turn are deemed to be more robust. Rankings were first establishing using the distance metric p for values of 1, 2, and 100, with α equal to 0.5 for both temperature and precipitation from the ideal point ( Figure 7 ).
Models are excluded by eliminating those that consistently rank in the bottom N. The relationship between N and the number of models selected is shown in Figure 8 .
As the value of N increases, the selection criterion becomes more strict, and fewer models are included in the robust model set. In the UTRB a break-line appears at N = 12, where a decrease no longer eliminates GCMs from the analysis until N = 15. For this particular example, models that are below the dotted break line are deemed to be sufficiently robust in simulating the change in daily precipitation and air temperature distributions over the historical period for the UTRB, and are kept for further analysis. In other regions it may be possible to see a more distinct break line, to determine more specifically which models can be eliminated from the analysis. If a break line is not found, then it is up to the climate change impact modeler to justify how many models are feasible to include in subsequent analyses, and set the break line accordingly. It is important to note here that the compromise programming method of model ranking and selection can be extended to include more metrics of model skill as opposed to only those obtained from the quantile regression method proposed here, in order to obtain a more robust ranking of GCMs. In addition, the inclusion of more metrics may result in a clear break line with fewer models included in the robust model set.
Selection of Global Climate Model Scenarios Using the Extreme Combination and Percentile Ensemble Methods
Quantile regression was used to develop model skill scores, and the compromise programming method was used to rank and select a robust set of GCMs in simulating historical climate trends for the UTRB. The goal of the extremes and percentile ensemble methods are to select a set of GCM-scenarios in a way that preserves the range of uncertainty for future regional climatic changes. In Figure 9 the changes in annual average air temperature and 5-day maximum adjusted precipitation are shown for each GCM-scenario from the excluded models (those above the break line in Figure 8 ) and selected models. Annual average temperature changes were shown to range from 0.8˚C to 4.4˚C, while the 5-day maximum annual adjusted rainfall had a range of −37.8% to 11.9%. The highest density of projected annual average temperature and 5-day annual maximum adjusted rainfall changes was shifted approximately −0.7˚C, and 8% respectively comparing the excluded to robust model sets. There do not appear to be any clear outlying scenarios. For the period of 2065-2095 the range and distribution of precipitation changes remains approximately the same, while the changes in temperature are greatly skewed, as much higher temperature changes are projected to a maximum of 7.4˚C ( Figure 10 ). In both future time slices it is noted that the excluded model set has higher projected maximum annual average temperature and 5-day maximum annual adjusted rainfall changes.
This cannot simply be justified by a lack of model skill on average using the quantile regression method to delineate the excluded and robust model sets. In future studies it may be possible to test the relationship between model skill and quantile regression slopes, however previous studies have not shown there to be a relationship between model skill and the magnitude of projected changes using mean statistics [13] [14].
Characterizing Seasonal and Extreme Daily Flow Uncertainty with Respect to the GCM Selection Methods Used
The average monthly maximum daily stream flow in response to future climate perturbations from the periods of 2035-2065 and 2065-2095 are shown in Figure 11 . In both time periods many of the GCM-scenarios used in this analysis project the timing of daily flow peaks to be shifted from March to February and January. This is due to the fact that increasing temperatures in late winter to early spring will shift the timing of snowmelt contributions to streamflow. In the months that typically present the highest flow, the models that are part of the robust model set generally tend to preserve most of the uncertainty in maximum daily stream flows. In the months of June to September the excluded model set has a range that is greater than or equal to that of the robust model set, indicating that during the summer months the GCM uncertainty has been reduced. The projected streamflow associated with the scenarios selected by the extremes method in most cases appears to underestimate the daily maximum streamflow range, especially during June to September where flows are generally lower. Similarly, the percentile ensemble scenarios do not provide good coverage of maximum daily streamflow ranges in most calendar months. It is likely that the annual average change in the 5-day maximum adjusted precipitation is not a good indicator for the lower range, as the lowest maximum daily flows may be associated with shorter duration rainfall. Additionally, it should be noted that summer flows are harder to reproduce in hydrologic models and include structural uncertainty as well. It is also important to note that the extreme combinations method does not generate the range of maximum daily flows for all months, as the metric used to select scenarios is not season specific. These two findings highlight the importance of using an appropriate metric to select GCM-scenarios that capture the range of a particular impact.
For the purpose of climate related impact frequency estimation, the quantile regression validation metrics could be useful for the selection of climate models for which the increase in extremes are of particular importance. Such cases could include selecting climate models for downscaled precipitation to be used in updating Intensity-Duration-Frequency curves for storm water management design, or input to hydraulic models for the updating of floodplain maps. In this study flow-frequency curves are a useful tool for this type of analysis, as it allows for not only the magnitude of daily flows to be compared, but also the frequency of their occurrence. At the outlet of the UTRB the simulated historical flow corresponding to the 10 and 100 year return periods is 720 and 1215 m . Based on these ranges there appears to be no consensus on the direction of change of the flow-frequency curve from the baseline period.
The use of the extreme combinations scenario selection method for this approach tends to underestimate the flow-frequency range at all return periods for both time slices. Similarly, the results from the percentile ensemble scenarios did not capture the range or distribution of flow-frequency at all return periods. This finding indicates that the scatter plot method used to "bound" the uncertainty in future climate projections does not necessarily capture the uncertainty in predicted extreme stream flows when considering the 5-day maximum annual precipitation and mean annual temperature changes as a proxy for high and low flow scenarios.
Comparing the range of predicted discharges between the set of robust and excluded model sets reveals that the range of projected flows are greater for both future time slices and all return periods in the excluded model set. This indicates that selecting models with higher skill in replicating the linear quantile trends has the potential to reduce GCM related uncertainty associated with daily maximum streamflow. If this were the case, then selecting a larger value of N in the compromise programming model ranking step should result in a lower range, as this would exclude only models ranking in the bottom N. In Figure 13 the effect of the selection of N on the uncertainty in the flow frequency distributions estimated for the UTRB is shown. Figure 12 . Modelled flow-frequency curves derived using the GEV distribution for all climate scenarios divided into excluded and robust model sets for the validation method, as well as percentile ensemble and extreme combinations scatter-plot methods. With an increasing value of N, the range of flows are reduced for all return periods.
Furthermore, the range tends to narrow around the historically observed results. This observation indicates that higher ranked models tend to give flow-frequency estimates that are more similar to the historically observed data in this case. This may be due to the inability of lower ranked models to simulate historical quantile trends, thus projecting excessive changes in precipitation and temperature variables. It is important to note that there may also be cases in alternate regions where lower ranked models could underestimate the range of projected maximum daily streamflow distributions. As such, the selection of N should be well justified in that a clear breakpoint between the robust set of models and those that will be excluded should be present. Otherwise, an arbitrary selection of N may leave out plausible climate model projections for regional impact analyses that could potentially influence the range of results. If a clear breakpoint is not present, alternative metrics for model skill could be used in the compromise programming ranking method such as those used in Rupp et al. [16] . This would add higher dimensionality to the model evaluation and likely result in a clear breakpoint with more models being eliminated from the analysis.
The focus of this study was on climate model selection for the assessment of climate change impacts on hydro-climatic extremes. As such the variables, impact model, selection methods, and weighting strategies (with reference to the proposed validation methodology) are all directed towards the assessment of daily maximum streamflow. In order to apply the selection methodologies discussed here to assess alternate streamflow conditions such as mean and low flow, it is likely that different variables and quantile weighting strategies would need to be selected as indicators of a particular impact. For example, in the case of low flow conditions, the quantile regression validation methodology would need to be adjusted by placing more weight on the upper quantiles of temperature for the weighted percentage of failure calculation, and precipitation amounts might be replaced by dry period durations. In addition, the analysis could be done at a seasonal time scale to deal more specifically with seasonal impacts.
Conclusions
Incorporating climate change in regional vulnerability and impact assessments can be challenging given the presence of alternate climate models, model realizations, and future emission scenarios, especially if the impact assessment is computationally demanding. In this study validation, extreme combinations, and ensemble GCM-scenario selection methods were used and applied to the assessment of maximum daily stream flows in the Upper Thames River Basin, Canada. The validation procedure proposed compared the regression coefficients from a linear quantile regression model to assign a model skill score representing the ability of models to simulate historical changes in a climate model's daily distribution. Model skill scores for precipitation and temperature were ranked using Compromise Programming to generate a robust set of climate models for the UTRB, and the extreme combinations and percentile ensemble scenario selection methods were employed in an attempt to generate a representative set to capture uncertainty in maximum daily streamflow.
Results from the analysis indicate that the quantile regression methodology was able to detect statistically significant long term linear quantile trends in the precipitation and temperature variables in order to compare GCMs and observations for the assessment of model skill in this regard. However, it was noted that the trends for the temperature variable at the lowest quantiles were significantly affected by internal variability. As such more work is needed to be able to separate these effects when compared the modelled and observe results, especially in other regions where these effect will be more significant. The application of the validation model selection proposed captures most of the uncertainty with respect to daily maximum stream flows, but can also reduce the range of predicted flow-frequency curves. In the ranking of models with the compromise programming method, a small breakpoint was found to reduce the model set. It is expected that by including additional climate metrics to compare the models and observations that a clearer breakpoint will emerge. The method is also general enough that it can be extended to other climate variables and related impacts.
Both the extreme combinations and percentile ensemble selection methods were based on the scatter plot to bound the uncertainty with respect to future temperature and precipitation changes that are likely to produce hydro-climatic extremes. The 5-day maximum annual precipitation and annual average temperature change combinations were used as proxies for the range of high flow scenarios. It is recommended that when using scatter plot methods to select GCM-scenarios the precipitation and temperature metrics should be carefully considered based on the impact under consideration. 
