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Introduction
The Hodge Theorem asserts the existence of a unique harmonic form in each cohomology class of closed forms in H 1,2 on a compact Riemannian manifold ( [Mo] , Theorem 7.4.4). Because, under suitably harsh assumptions, many stationary fields in nature can be represented by harmonic forms, this theorem leads to a richly geometric variational model for linear fields. If the drastic physical assumptions of the linear theory are relaxed, however, this unifying geometric representation is replaced by a bewildering variety of nonlinear variational principles. Nonlinear Hodge theory, introduced in [SS1] , [SS2] , can be viewed as an attempt to extend the unified geometric interpretation achieved for linear fields to a large class of quasilinear models.
In nonlinear Hodge theory the admissible class is no longer a set of closed forms in H 1,2 but rather a set of closed forms having finite energy, the density of which includes a nonlinear function ρ. If ρ is identically 1, this energy functional reduces to the Dirichlet energy of the linear theory.
Forms of degree 1 occupy a special place in both the linear and nonlinear Hodge theories, in that a 1-form which is closed under exterior differentiation has a local interpretation as the gradient of a 0-form. In physical applications such as fluid flow, this 1-form can be associated to the field of a scalar potential [SS1] - [SS3] .
In Section 2 we develop an analogy, introduced in [O1] , to 2-forms which are closed under covariant exterior differentiation. These can in certain circumstances be interpreted as the curvature 2-form derived from a connection 1-form. The extension to 2-forms leads to enriched geometry, as the relevant bundle need no longer be the cotangent bundle of a manifold, as in conventional nonlinear Hodge theory, but can be a bundle with curvature. The nonlinear Hodge equations in this "curved bundle" case possess additional nonlinearities and nontrivial gauge invariance which are absent in the "flat bundle" case. Sections of the curved bundle which are stationary points of the nonlinear Hodge energy bear the same relation to harmonic curvature on a bundle that stationary sections of the flat bundle bear to harmonic forms on a manifold. This leads to a quasilinear generalization of harmonic curvature.
In applications to particle fields a curvature 2-form represents the field associated to a vector potential. In their nonlinear structure, the variational equations for the 2-forms of Section 2 bear the same relation to the YangMills equations that the conventional nonlinear Hodge equations bear to Maxwell's equations. In the special case in which the bundle structure group is the abelian group U(1), ρ can be chosen in such a way that the nonlinear Hodge energy is equivalent to a suitable normalization of the abelian BornInfeld energy. This functional is of interest in connection with string theory interactions. It has been studied, partly from a nonlinear Hodge perspective, in [Y] .
In Section 3 we consider a different extension of nonlinear Hodge theory, involving 1-forms interpreted as the differential of a mapping between compact Riemannian manifolds. The nonlinear Hodge energy emerges in this interpretation as a nonquadratic extension of the harmonic map energy.
There is already a considerable literature on mappings for which a nonquadratic energy functional is given by the L p norm of the gradient (see, e.g., [FH] , [HrL] , and the references therein). These works are motivated by the mathematical observation that the harmonic map energy is the L 2 norm of the gradient, raising the question of whether a corresponding theory can be derived for stationary points of the nonmetrizable L p norms, p > 1. Our starting point, on the other hand, is the physical observation that the harmonic map energy describes a geometric constraint on a field of constant mass density, raising the question of whether a corresponding theory can be derived for fields having mass density which depends in a nonlinear way on field strength. A guide for determining natural assumptions to place on mass density is given by the theory of fluid flow. In the language of fluid dynamics, harmonic maps represent stationary, constant-density velocity fields for which a geometric constraint has been placed on the flow potential. In [O3] we studied stationary maps possessing nonlinear mass densities characteristic of compressible flow velocities. That paper mainly concerned permanently subsonic flow, which is uniformly elliptic. However, the most interesting analytic questions arise as flow speeds approach the sonic limit. At this point the ellipticity of the variational equations degenerates, in a different way from the degeneration of ellipticity in L p -stationary maps. It is known that subsonic planar flow is continuous [Sh] , whereas transonic flow is characterized by singularities [Mw] . One of the questions that might be asked is why the flow is smooth right up to the point of degeneracy but not past it. The arguments of Section 3 show clearly that the degeneration of ellipticity, which occurs at the sonic speed, has a less important effect than the degeneration of energy convexity, which occurs just past the sonic speed. Concerns such as these tie the theory of harmonic maps into an older analytic tradition represented, for example, by [B] .
In Section 4 we consider the general case of section-valued differential forms of arbitrary order, weakly satisfying nonuniformly elliptic equations associated to the nonlinear Hodge energy. The analytic properties derived for such objects are correspondingly weaker than those derived in the preceding sections. These properties follow from a conformal monotonicity inequality for the nonlinear Hodge energy.
In the estimates that follow we denote by C generic positive constants which generally depend on dimension and which may change in value from line to line. Unless otherwise noted, our compact manifolds have zero boundary and our compact domains of R n have Lipschitz boundary.
Lie-algebra-valued sections
Let M be a smooth, finite, oriented, n-dimensional Riemannian manifold and X a vector bundle over M having compact structure group G ⊂ SO(m). Let A ∈ Γ (M, ad X ⊗ T * M) be a connection 1-form with curvature 2-form F A , where and [ , ] is the Lie bracket of the Lie algebra ℑ associated to G. Geometrically, ℑ is the fiber of the adjoint bundle ad X. Here d : Λ p → Λ p+1 is the flat exterior derivative and ∧, the wedge product on differential forms. Sections of the automorphism bundle Aut X are called gauge transformations. These act tensorially on F A but affinely on A, a fact which leads to certain analytic difficulties. For details of this geometric construction see, e.g., [MM] .
We consider an energy functional of the form
where
A is an inner product on the fibers of the bundle ad X ⊗ Λ 2 (T * M) . The inner product on ad X is induced by the normalized trace inner product on SO(m) and that on Λ 2 (T * M) , by the exterior product * (F A ∧ * F A ), where * : Λ p → Λ n−p is the Hodge involution. The function ρ : R ∪ {0} → R + is a bounded C 1 function satisfying
whenever Q is less than a critical value Q crit . As Q tends to Q crit we retain the right-hand inequality of (2), but allow the middle term to tend to zero.
(It is important in what follows that the critical value of Q depends only on the choice of ρ.) The functional (1) is a generalization of the nonlinear Hodge energy introduced in [SS2] 
, page 221.) In the case X = T * M, stationary points of (1) with respect to an admissible cohomology class of closed p-forms satisfy the nonlinear Hodge equations
If we choose X to be a bundle having gauge group U(1), p = 2, and
then ω has an interpretation as the electromagnetic field of a (suitably normalized) Born-Infeld energy [Y] . This model has recently acquired interest in connection with string theory (see, e.g., [Gb] ). In this case condition (2) fails as Q tends to infinity. Equations of nonlinear Hodge type also figure in elasticity and thermodynamics, including nonrigid-body rotation and capillarity. Applications to magnetic materials and minimal surfaces are given in [O2] and [SS2] , respectively. In order to construct a variational problem for sections of a vector bundle, we form an admissible class of connections by choosing a smooth base connection D in the space of connections compatible with G and consider the class of connections D + A; here A is a section of ad X ⊗ T * M which lies in the largest Sobolev space for which the energy E is finite. Details are given in [U3] for the case ρ ≡ 1. We take variations by computing (d/dt)(F D+tA ) at the origin of t. Using the fact that for any smooth section σ we have
. Letting t = 0, the right-hand side of (5) can be written
We assume that either ∂M = 0 or, if not, that F A satisfies a "Neumann" boundary condition of the form
on ∂M, where i * is the pull-back under inclusion of the boundary of M in M. This is equivalent in local coordinates to prescribing zero boundary data for F in a direction normal to ∂M.
Set δE = 0 equal to zero. Then (5) and (6) imply
where D * denotes the formal adjoint of the exterior covariant derivative D; ϑ denotes tangential component on the boundary and N, the normal component there. Condition (7) implies Euler-Lagrange equations of the form
Because F is a curvature 2-form, it satisfies an additional condition
(This is the second Bianchi identity.) This section is concerned with analytic properties of the system (8), (9). If we write these equations as a system for Lie-algebra-valued forms, they can be written
Here δ : Λ p → Λ p−1 is the adjoint of the exterior derivative d. If G is abelian, then the Lie brackets in (10), (11) vanish and eqs. (8), (9) reduce to the system δ (ρ (Q(F )) F ) = dF = 0, which are the nonlinear Hodge equations for the 2-form F in a local trivialization of X. If in addition ρ ≡ 1, then we obtain the Hodge-Kodaira equations for 2-forms. If G is nonabelian and ρ ≡ 1, then eqs. (8) reduce to the Yang-Mills equations, which are the equations for the classical limit of quantum fields. In the case of abelian G, for given λ ∈ Ker d an admissible class is defined by the set of ω ∈ Ker d for which ω − λ ∈ Im d. This condition prescribes a cohomology class of admissible forms, leading to a very complete existence theory for 1-forms [SS2] . This theory extends to p-forms on a compact Riemannian manifold [Si] , but appears to fail for nonabelian G. (The existence of nonabelian solutions was shown in [O1] , however, for densities satisfying
where m is a constant 2-density, n/4 < α ≤ 1, and n is equal to 2 or 3.) Another analytic difficulty is that, in distinction to the conventional Yang-Mills equations, eqs. (8), (9) cannot be written as a system with diagonal principle part, even in a good gauge. Two obvious consequences are that the technique used in [Ma1] to solve boundary-value problems for the 4-dimensional Yang-Mills equations will not work for (8), (9) and that Hölder continuity for solutions of (8), (9) does not automatically imply any higher regularity.
(Some techniques introduced in [Ma2] may, however, be relevant.) In Section 2.1 we consider the case of nonuniformly elliptic variational equations; but our assumptions imply the accessibility of a good gauge. In Section 2.2 we give conditions under which a good gauge can be attained, but in this case our results depend strongly on the ellipticity of the variational equations. Results that are independent of both gauge and ellipticity will be introduced in Section 4.
Nonuniform ellipticity
In this section we derive a Hölder estimate for weak solutions that does not depend on the ellipticity of the variational equations. This result is therefore valid up to the critical value of Q. n where ρ ′ (s) ≤ 0 ∀s ∈ (0, s crit ). Suppose that ρ is bounded below away from zero at the critical value of its argument, that there exists a positive number κ for which ρ(Q) + 2Qρ ′ (Q) ≥ κ, and that there is a finite number K 0 such that
Then A is equivalent via a continuous gauge transformation to a connection A such that F A is Hölder continuous on compact subdomains of Ω. If K 0 is independent of κ, then the modulus of continuity of F A is also independent of κ.
Remarks. i) We study eqs. (8), (9) in an n-disc B of small radius R and employ a covering argument at the end. This allows us to trivialize X locally and understand the notion of weak solution in the sense of [Si] , eq. (1.2b). For abelian G, a weak solution of (8), (9) is any curvature 2-form B) such that ζ ∈ Λ 1 has vanishing tangential data on ∂B. For nonabelian G, an obvious extension of (1.2b) to inhomogeneous equations allows us to define a weak solution of (8), (9) by the equation
where F is a curvature 2-form. Our general understanding of weak solutions to gauge-invariant systems is derived from [U3] . ii) For a definition of type-A domain see, e.g., p. 68 of [Gi] . As an example, any Lipschitz domain is type-A.
iii) The proof of Theorem 1 strongly uses the properties of the exponential gauge in a euclidean n-disc B centered at the origin of coordinates in R n , namely, that in such a gauge
(see [U2] , Sec. 2). We use this choice of gauge to compare a section of a curved bundle with a section of a flat bundle without the inconvenience of having to match boundary values. The analogy of this argument for mappings would be to compare a solution of a constrained problem with a solution of the corresponding unconstrained problem by choosing geodesic normal coordinates on the target manifold; this would ordinarily require some pointwise smoothness assumption on the solution or homogeneity assumption on the density. (See for example the discussion of rescaling the target space in [Lc2] .) We will show by estimating the transformations involved that our choice of gauge does not restrict the generality of the resulting estimates. iv) Borrowing the terminology of fluid dynamics, we refer to the condition that ρ be bounded below away from zero as noncavitation. This term will have its usual physical implication in Section 3, in which the conventional gas dynamics density is a possible special case of our results. Notice that the noncavitation condition is violated (at infinity) by the Born-Infeld density and the analogous Chaplygin density, and (at zero) at by L p -norm-of-thegradient densities.
v) We use in several contexts the fact that if F A ∈ L s (Ω) for s > n/2, then there exists a continuous gauge transformation in a small disc B ⊂⊂ Ω to a Hodge gauge in which the following conditions are satisfied ([U3], Theorem 2.1):
Here · p,q is the H p,q -norm and · p is the L p -norm on B. Condition a) and the Neumann condition b) allow us to apply the Gaffney-Gårding inequality [Ga] 
(see the proof of [U3] , Lemma 2.5), provided that we choose B so that A n is small.
Proof of Theorem 1. As gauge transformations act tensorially on F, the curvature remains bounded under continuous gauge transformations. In particular, at the origin of coordinates in an exponential gauge eq. (10) becomes
where the subscript indicates that the result of the computation is being evaluated at the origin of B.
Because X has been trivialized in B we can compare F to a solution dϕ of the variational problem associated to the equation
The 2-form dϕ exists as a weak L 2 solution by Proposition 4.3 of [Si] ; dϕ is Hölder continuous by Proposition 4.4 of [Si] (which is derived from [U1] ). In addition, it is well known that
for some α ∈ (0, 1) , where (f ) r,σ denotes the mean value of f in an n-disc of radius r centered at the point σ ∈ R n . (See the paragraph following the proof of Lemma 4.6 of [Si] ). Because F A ∈ L 2 (B), the 1-form A − ϕ is an admissible test function in an exponential gauge. Combining (15) with (13), we have
The left-hand side of expression (17) can be written
where the error term results from the fact that, for nonabelian gauge group, F A is not equal to dA but rather to dA + A ∧ A. In order to emphasize the relation of the present argument to the simpler one outlined in expressions (33)- (36) of Section 3, we postpone consideration of the error term. At the conclusion of the proof we show that this nonabelian term creates no additional difficulties in an exponential gauge. Estimating the other terms in (18) individually, we have
and
Our hypotheses on ρ imply that (0) and min
(In case Q(x) < Q crit ∀x ∈ B ′ the ensuing inequalities remain true, as the minimum for ρ becomes a generic lower bound.) Thus
(19) for some positive number ε. Substitute inequality (19) into the right-hand side of (17) to obtain, choosing R and ε to be sufficiently small,
In order to derive an upper bound for the right-hand side of (20), we observe that
Our hypothesis on the sign of ρ ′ implies that for any finite number µ > 1,
Thus i 2 ≤ CR ν+n .
Choose ν and R sufficiently small relative to constants depending on ρ, ε, and n so that the right-hand side of (22) can be subtracted from the left-hand side of (20). Applying our estimate of i 2 , we obtain the inequality
for α ∈ (0, 1) . The error in (23) arises from the nonabelian term in the identity
The properties of the exponential gauge and our bound (21) on Qρ(Q) imply
The first term on the right can be subtracted from the left-hand side of (23) for small ε. The second term on the right integrates to a power of R which is bounded for small R by R n+α . Now we observe that the integral
2 * 1 corresponds analytically to the second moment of the variable dA, for which the mean value (dA) R,0 plays the role of a location parameter. Of course dA is not a random variable. It is nonetheless true that the number (dA) R,0 minimizes the function V over any competing location parameter, as the proof of this fact does not rely on probabilistic reasoning. Thus (16), (23), and the triangle inequality imply that
for some δ > 0. We conclude that dA is Hölder continuous on B by the Campanato Theorem [C] .
Regarding the Hölder continuity of the curvature, we have, using the linearity of the mean-value operator over sums,
Thus F is Hölder continuous in B by Campanato's Theorem. We would like to finish the proof of Theorem 1 by covering Ω with small n-discs and repeating the above argument in each disc, but we cannot do this yet. The obstacle is our use of the exponential gauge at the origin of coordinates. We must show that the Campanato estimate (24) is invariant under continuous gauge transformations in a small ball. Precisely, we show that if F satisfies (24) and if a map γ ∈ AutX is continuous at each point x ∈ B r (σ), where B is an n-disc of sufficiently small radius r centered at a point σ sufficiently close to the origin, we have
r,σ for small r and also using the fact that γ is unitary, we have
where I is the identity transformation. But this is equivalent to
where the inequality on the far right follows, for sufficiently small r and σ, from (24) and the boundedness of γ(x)γ −1 (σ) − I. Inequality (25) shows that the Campanato estimate is preserved under continuous gauge transformations in a small n-disc centered at a point close to the origin. Thus in applying our covering argument we can gauge transform out of the exponential gauge and "fan out" from the origin, applying Campanato's Theorem in each ball as we go. Because Ω is a bounded type-A domain, we will eventually cover any compact subdomain. This completes the proof of Theorem 1.
Gauge improvement
In Sec. 2.1 we used the fact that inequality (12) and the noncavitation assumption on ρ immediately imply an L ∞ bound on F A . We now derive an L ∞ bound indirectly. However, the bound obtained in this way depends on the constant κ introduced in Theorem 1 and is not uniform as κ tends to zero. The estimates of this section are similar to those of [O1] , [O2] , with some improvements derived from [O3] .
We require an a priori inequality for smooth solutions:
Lemma 2 Let the pair (A, F A ) smoothly satisfy eqs. (8), (9) and condition (2) on an open, bounded domain Ω ⊂ R n . Then the scalar Q = |F | 2 satisfies the inequality
where L is a divergence-form operator which is elliptic for κ > 0.
Proof of Lemma 2. The proof is nearly identical to the proof of Theorem 7 of [O3] , taking (in the notation of [O3] ) u = A, ω = F, and q = 0. However, eq. (10) contains an inhomogeneous term on the right that is absent in eq. (46) of [O3] . This inhomogeneous term arises as the second term on the right in the equation
(c.f. eq. (57) of [O3] ). This term can be estimated, using the fact that ρ(Q) ≤ ρ(0) < ∞ ::
). The remainder of the derivation of (26) is exactly analogous to the derivation of inequality (50) of [O3] , provided the wedge product of differential forms on the right in eq. (47) of [O3] is replaced by a Lie bracket of Lie-algebra-valued sections. Concerning the ellipticity of the operator L, define as in [U1] a function H(Q) satisfying
and an operator L such that
Here δ kj is the kronecker delta and σ k is an antisymmetrization operator equivalent to the coefficients
The ellipticity of L under condition (2) with κ > 0, established on p. 223 of [U1] , implies the ellipticity of L under the same hypothesis. This completes the proof of Lemma 2.
Lemma 3 Let the pair (A, F A ) smoothly satisfy eqs. (8), (9) in B/Σ, where B is a small euclidean n-disc for n ≥ 6 and Σ is a Lipschitz manifold of codimension exceeding 2n/(n − 4). Let ρ satisfy condition (2). If A lies in the space
Remarks. i) We require n ≥ 6 in order to have 2n/(n − 4) ≤ n; this is necessary in order for the word "codimension" to make sense.
ii) Obviously, the hypothesis on A is gauge-dependent. This is why one would call Lemma 3 a gauge-improvement lemma rather than a true removable singularities lemma; c.f. Sec. 4.2 of [O2] .
Proof. Integrate inequality (26) against the variant of the Serrin test function which appears at the beginning of the proof of [O3] , Theorem 3. Observe that inequality (26) can be put into the form of inequality (25) of [O3] by taking the function Φ of [O3] equal to |∇A| + |A| 2 . Thus we can reason exactly as in inequalities (28)-(35) of [O3] to obtain the assertion of the lemma.
Theorem 4 Under the hypotheses of Lemma 3, F A is locally bounded.
Proof. We note that Lemma 1.1 of [Si] , which is stated for differential forms on a Riemannian manifold, extends immediately to the case of ad X -valued sections in a local trivialization of X. (However, the result of this lemma strongly depends on the ellipticity constant κ.) Estimate the difference quotient of F as in the proof of Lemma 3.1 of [O1] . Use properties a)-d) of Remark v) following the statement of Theorem 1, inequality (14), and the fact that exterior operators commute with the difference-quotient operator. We find that F ∈ H 1,2 ( B), where B ⊂⊂ B. At this point we would be able to apply Theorem 5.3.1 of [Mo] , using Lemma 3, provided we knew that |F | τ is in H 1,2 (B ′ ) for some τ > 1 and some B ′ ⊂ B. That this condition is in fact satisfied can be seen be writing inequality (26) in the weak form
where u = |F |; the matrix a ij satisfies the ellipticity condition m 1 |ξ| 2 ≤ a ij ξ i ξ j ≤ m 2 |ξ| 2 for positive constants m 1 and
The sequence {u k } is chosen to be increasing and so that lim k→∞ u k = u. We have
The extreme right-hand side of inequality (27) can be bounded above by the norms
These norms can be made finite for τ sufficiently close to 1. For n > 6, choose s 1 = s 2 = 2, s 3 = n/(n − 4τ ), s 4 = n/(4τ ); then s 3 ≤ s for s > n/2 if τ is close to 1. If n = 6 choose s 1 = s 2 = 2, s 3 = n/2τ , s 4 = n/(n − 2)τ . The finite H 1,2 -norm of |F | implies u ∈ L 2n/(n−2) by the Sobolev Theorem, and of course A 1,n/2τ ≤ A 1,n/2 < ∞. Using ellipticity, we obtain in place of (27) the estimate
Letting η = 1 on some smaller ball B ′ completely contained in B and concentric with it allows us to conclude that |F | τ ∈ H 1,2 (B ′ ) for some τ > 1. Now we apply Theorem 5.3.1 of [Mo] to conclude that |F | is bounded in B ′ .
Mappings with geometric constraints
Consider maps of the form u : M → N, where M is a smooth, compact Riemannian manifold of dimension n, and N is a smooth, compact Riemannian manifold of dimension m ≤ n. Denote by ω = du a smooth section of the cotangent bundle of N and by Q(ω) the square of the pointwise norm of ω on T * M ⊗ u −1 T N. Suppose that (u, ω) is a stationary point of the energy functional
with respect to an admissible class of finite-energy maps from M to N, and that the C 1 function ρ : R + ∪ {0} → R + satisfies inequality (2) whenever Q lies in the interval [0, Q crit ). As in Sec. 2.1 we allow the middle term in expression (2) to tend to 0 as Q tends to Q crit . The variational equations of E take the form
where ∇ cov denotes covariant derivative in the bundle T * M ⊗ u −1 T N. As expected, hypothesis (2) functions as an ellipticity condition for eq. (28). If ρ ≡ 1, then eq. (28) degenerates to the harmonic map equation. But eq. (28) differs significantly from the harmonic map equation in its analytic aspects. For example, the lack of diagonal structure in (28) makes solutions badly behaved under standard limiting operations. In this respect solutions resemble maps which are stationary points of the L p norm of their gradient, which corresponds to the nonlinear Hodge energy for mappings under the choice ρ(Q) = Q (p−2)/2 , p > 1. But in that special case a finite-energy condition automatically defines a natural Sobolev space for solutions, which is not true in general. Moreover, ellipticity and noncavitation both fail at the critical value of Q, which is the trivial value. This is also not true in general, and is in fact excluded by our hypotheses.
We can rewrite (28) as the system
where δ is the adjoint of the exterior derivative d :
The weak form of this system is written
for compactly supported test functions ψ taking M into R k , where k is determined by the Nash Embedding Theorem [O3] .
If ω is the 1-form canonically associated by the inner product to the velocity field of an adiabatic, polytropic, compressible flow on M, then ρ is given explicitly by the formula
where γ a > 1 is the adiabatic constant of the medium. In this case inequality (2) is satisfied for all Q < Q crit but degenerates at Q crit = 2/(γ a + 1), the square of the sonic flow velocity. Because ω is the differential of a 0-form, the Poincaré Lemma asserts that dω = 0, which in a fluid dynamics context is interpreted as a requirement that circulation vanish about any curve homologous to zero. In this model eq. (28) corresponds to the continuity equation for a stationary potential flow on M for which the flow potential is constrained to lie on N; the estimates of this section appear to give new, explicit bounds in the unconstrained case as well (c.f. [Si] ). These bounds are manifestly uniform for velocities extending to the sonic transition.
Near-sonic flow
In cases for which the energy is the L p norm of the gradient, the degeneration of ellipticity for p > 2 occurs only at points for which Q is trivial, which would correspond to the zero velocity case of (31). If 1 < p < 2, elliptic degeneracy occurs as Q tends to infinity. (If p = 2, it does not occur at all.) The degeneration of ellipticity in our case does not occur at points for which the velocity is zero or infinite, but at points for which the velocity is sonic, which is often the region which we want to estimate.
On the other hand, a uniform bound in the gas dynamics density is provided by nature, in that the sonic speed is a physical constant which does not depend on whatever value may be prescribed for the flow periods. The question is whether uniform continuity can be derived from such a bound. In [Si] the lower ellipticity constant enters the L ∞ estimate by way of a subelliptic estimate, but it enters the Hölder estimate in an independent way, from the mean-value identity, Lemma 1.1. Using that argument, a uniform L ∞ bound would not imply a uniform Hölder estimate.
Whatever the energy functional, it is customary in taking variations of maps between Riemannian manifolds to treat the problem as a variational problem in R k for which k − m constraints ξ 1 (u) = · · · = ξ k−m (u) = 0 have been imposed [Sch] . In this section we compare weak solutions of (28) to R k -valued solutions of the corresponding problem without such constraints. Solutions of the unconstrained problem are constructed to agree with solutions of (28) on the boundary of a small ball. This technique is not at all new. It was applied, for example in the regularity arguments for harmonic maps in [SU] . In that case the differential operator was linear, and it was possible to mollify solutions and thereby attain smooth boundary terms. Our differential operators do not commute with mollifiers; consequently our boundary values are not very smooth. However, the degeneration of ellipticity near the sonic value has little to do with the nonlinearity of the operator. For this reason it is sufficient to compare our solutions with weak solutions of a linearized unconstrained problem, for which the differentiability of weak solutions can be established under mild hypotheses. (Compare the arguments of this section with the proofs of Lemma 4.2 of [U1] , Lemma 1 of [Lc1] , and Lemma 6.2 of [To] . The relative simplicity of our arguments is due to the fact that the noncavitation condition, which we exploit, is natural for the gas dynamics density but unnatural for the L p norm of the gradient.) The goal is to estimate the role played by the curvature of N in the local oscillation of solutions. As in [O3] we neglect the curvature of M in the statement of technical results, as the geometry of the target space makes the significant contribution to the nonlinearity of the variational equations.
The obvious similarities between the estimates of this section and those of the preceding one reflect analytic similarities between Yang-Mills fields and harmonic maps, which are the constant-ρ special cases of Sections 2 and 3, respectively. The main difference between the sections lies in the fact that energy minimization for solutions of (28) can be defined analogously to the harmonic map problem, whereas the minimization problem for solutions of (8), (9) is even more ambiguous than in the Yang-Mills case. The reason is that, aside from questions of gauge invariance, boundary-value problems for two-forms satisfying systems with diagonal principle part appear to be less accessible than are those in the corresponding case for 1-forms.
Let the map ϕ : B R (x 0 ) → R k weakly satisfy the boundary-value problem
corresponding to a linearized, euclidean form of eq. (30). The subscripted ϑ denotes the tangential component of the map in coordinates (r, ϑ 1 , ...ϑ n−1 );
x is a vector in R n ; B R (x 0 ) is the Euclidean ball of radius R centered at a point x 0 ∈ R n . If u has finite nonlinear Hodge energy for ρ satisfying (2), then it follows from [C] that the 1-form dϕ satisfies the Campanato estimate
Lemma 5 Denote by Ω a bounded, type-A domain of R n . Let the map u : Ω → N satisfy (30) with condition (29) for ρ satisfying (2), where ρ ′ (s) ≤ 0 ∀s ∈ (0, s crit ). Suppose that ρ is bounded below away from zero at the critical value of its argument, and that (12) is satisfied. Then for x 0 ∈ int (Ω) and R sufficiently small,
Remarks. Let ρ be given by eq. (31). Then
, so condition (12) is satisfied in this case. The density defined by eq. (31) also possesses the noncavitation property: ρ(Q) remains bounded below away from zero as Q tends to Q crit . Neither condition (12) nor the noncavitation hypothesis is satisfied, for example, by the mass density of the Chaplygin model for a polytropic gas flow unless the velocity of the flow is bounded above away from infinity. Note that a variety of important mass densities in continuum mechanics, including the gas-dynamics and Chaplygin densities, are nonincreasing functions of |du| 2 .
Proof. We have K 0 ≥ ρ (Q crit ) Q, implying by the Sobolev Theorem that u − ϕ is an admissible test function and the boundary values in (32) are Hölder continuous. Thus
Reasoning as in (17)- (23) we write the left-hand side of expression (33) in the form
In this estimate we used the fact that
As in the proof of Theorem 1, ρ(Q crit ) may not be a minimal value for ρ in B R (x 0 ), but will be a lower bound. The first constant on the extreme righthand side of (34) does not degenerate near the sonic limit if R is sufficiently small relative to quantities depending on n, ρ(0), and the L ∞ norm of dϕ. Applying linear arguments to the last term on the right in (34) analogous to those leading to (20), eq. (33) is transformed into the inequality
From inequality (29) we obtain, using (21),
We can choose ν sufficiently small relative to 2ε/(n + ε), and R sufficiently small relative to constants dependent on ρ, so that the first term on the extreme right-hand side of (36) can be subtracted from the left-hand side of (35). The second term on the extreme right-hand side of (36) replaces the first term on the right-hand side of (35), completing the proof.
Remark. Expressions (33)- (36) hold, with slight modification, if the constant ρ (Q crit ) in problem (32) is replaced by the function ρ |x − x 0 | 2 for x ∈ B R (x 0 ), where for given ρ, R is a number so small that |x − x 0 | 2 is less than the critical value of Q; for example, if ρ is given by (31) we require that |x − x 0 | 2 < 2/(γ a +1) ∀x ∈ B R (x 0 ). Applying condition (12) and the Sobolev Theorem to the boundary values in (32), we conclude that a classical solution exists in this case whenever ρ(Q) ∈ C 1,β (Q) (see for example Theorem 6.24 of [GT] ). Because we only need ϕ to be a weak solution with relatively mild (C 1,α ) regularity, the proof will work if β = 0. In fact, whenever we are able to assume that u − ϕ is in H 1,2 0 (B) we can replace the function ρ (Q crit ) with the function ρ |dϕ| 2 , again with only slight modification of the argument (c.f. [Si] ). We emphasize that, as the critical value depends only on mass density, for identical choices of ρ the critical value of |x − x 0 | 2 or |dϕ| 2 is the same number as the critical value of Q in (28).
Theorem 6 Let there be given a compact domain Ω ⊂ R n having smooth boundary and a smooth, compact m-dimensional Riemannian manifold N, m ≤ n. Let ρ(Q) satisfy (2), let ρ be bounded below away from zero at its critical value, and let ρ ′ (s) ≤ 0 ∀s ∈ (0, s crit ). Let u : Ω → N be a weak solution of (28), in the sense of (29) and (30), satisfying (12). Suppose that there exists a positive number κ such that ρ(Q) + 2Qρ ′ (Q) > κ ∀Q < Q crit . If the constant K 0 in (12) does not depend on κ, then ω is Hölder continuous in the interior of Ω ∀x Q (ω (x)) < Q crit , with modulus of continuity that is also independent of κ.
Proof. Reasoning as in the proof of Theorem 1, we obtain for B R (x 0 ) ⊂ int (Ω) the inequalities
for µ ∈ (0, 1). Because we have used no special coordinate choices in obtaining this estimate, a covering argument completes the proof of Theorem 6.
Maps which minimize energy
The constant K 0 in condition (12) is not related to condition (2) at all, but rather to the noncavitation condition. This distinction between ellipticity and noncavitation does not normally arise, as we have already observed, in the case of maps which minimize the L p norm of their gradient. In that case the middle term
This quantity exceeds zero for nontrivial, finite Q whenever p exceeds 1. At zero (for p > 2) or infinity (for 1 < p < 2), both cavitation and degeneracy occur. It is therefore natural to ask how the conclusion of Theorem 6 affects the existence of a sonic limit, in which condition (2) degenerates but cavitation does not occur. In order to do so we prescribe flow circulation and study how the solution of the associated boundary-value problem is affected by Theorem 6. In this context we focus on a geometric interpretation of (2) as a convexity condition. In order to exclude extraneous complications we take the target manifold of u to be R k except where otherwise noted. There are at least two ways to define a weak minimizer of the energy functional associated to eq. (28). We can choose to focus on an admissible class of maps which agree on ∂M, or we can focus on a cohomology class of 1-forms on T * M. In the former case we assume that M is compact Riemannian (or a compact domain of R n ), with Lipschitz boundary. In the latter case we assume that M is compact Riemannian with zero boundary. In the constrained problem, the admissible class in the former case becomes a homotopy class of mappings from M to N.
In the context of mappings, a weak solution of eq. (28) is an expression of the form (30). We can consider a family u t , 0 ≤ t < t crit , which minimizes E over an appropriate class of mappings υ t ∈ H 1,p (M, R k ) having image lying on N for almost every point of M, and for which the trace on ∂M lies in H 1−1/p,p (∂M, R k ) and agrees with the trace of u t on ∂M. The precise value of p will be determined by the choice of ρ through the requirement of finite energy. If (2) is satisfied, then p can be taken to equal 2.
Alternatively, consider as in [SS2] the completion E 2 with respect to the norm
of the space of exact 1-forms ψ taking T * M into R k . Let γ 1 be a closed 1-form on T * M having prescribed periods on M. Denote by F 2 the completion with respect to the L 2 (M)-norm of the space of closed 1-forms on T * M, and by F * 2 the orthogonal complement of F 2 . Define a family of 0-forms u t such that for each t : 0 ≤ t < t crit , ω t = du t is a weak minimizer of the nonlinear Hodge energy on M in the sense that ω t ∈ F 2 , ρ(Q)ω t ∈ F * 2 , ω t − tγ 1 is an element of E 2 , and for all other 1-forms α t on T * M satisfying the homology condition α t − tγ 1 ∈ E 2 , the inequality
In either case we consider the largest interval I = [0, t crit ) for which the family of potentials u t having associated velocity 1-form ω t = du t is associated with a subsonic weak solution.
These two definitions of a weak minimizer are related, when ω, α, γ, and M are smooth, by the Stokes and de Rham Theorems. Weak solutions of the unconstrained problem N = R k exist whenever condition (2) is satisfied. Weak solutions of the constrained problem may not exist for certain choices of ρ and N. (To see this, let ρ(Q) = Q (p−2)/2 and consider the counterexample of [HrL], Sec. 6.3.) We assume that a weak minimizer ω exists and possesses a globally defined potential u.
We also assume that ρ satisfies the hypotheses of Theorem 6 and that Q satisfies condition (12) for a constant K 0 which does not depend on the value of t. The following theorem should be compared with Theorem 4.1 of [Si] , in which the conclusion is the same but the estimates depend on ellipticity. See also the somewhat different approaches of: Theorem 4 of [DO] , Theorem 7 of [Sm] , and Sec. 3.1 of [Ar] .
Theorem 7 Under the hypotheses of this section, the sequence ω t depends continuously on t in the topology of uniform convergence. This conclusion holds for the constrained problem provided the image of u lies in a coordinate chart on N. Otherwise, we have in the constrained case the weaker conclusion that, as t tends to t crit , the sequence ω t contains a uniformly convergent subsequence.
Proof. Because the proof is similar to that of Theorem 4.8 of [Si] , we focus on the role played by condition (2) and the quite different role played by Theorem 6. Condition (12) and Theorem 6 provide the conditions for applying Arzela's Theorem, which guarantees the uniform convergence of a subsequence to a limit ω ∞ . The argument is valid in the limiting case in which the constant κ in Theorem 6 tends to zero. It is not a priori evident that ω ∞ has flow speed equal to √ Q crit . In the case in which the image of u lies in a coordinate chart of N (c.f. [O3] ), the energy functional inherits many of the convexity properties of the energy in the unconstrained case N = R k . If γ αβ denotes the metric tensor on M and g ij denotes the metric tensor on N, then the energy integral assumes the form
as Q tends to Q crit . Thus, although the ellipticity of the variational equations degenerates at the critical flow speed, the convexity of the energy integral is retained. Moreover, the conditions of noncavitation and nonincreasing monotonicity which we placed on ρ guarantee the existence of positive, finite constants k 0 and ρ(0) such that
Thus the energy functional E (γ, g) is convex, and bounded above and below in L 2 . We conclude that it is lower semicontinuous with respect to weak L 2 convergence. This implies that the limiting ω t , which satisfies the variational equations and the homology condition by uniform convergence, is the unique extremal associated to the least upper bound for the sequence of values of t for which the flow is subsonic. This extremal has flow speed √ Q crit . This completes the proof of Theorem 7.
Notice that this argument does not carry over to the transonic case, in which both convexity and ellipticity fail as the critical flow speed is exceeded. Note also that if the image of u does not lie in a coordinate chart, then we cannot use this convexity argument at all, as the properties of E (γ, g) are no longer relevant.
In fact, it is useful to emphasize what we have not proven. We have not shown that for a given range (0, t crit ) of values t for the circulation, weak solutions of the continuity equation (28) are Hölder continuous and subsonic, with maxima tending to the sonic value as t tends to t crit . We lack several elements of the proof for such an assertion − for example, uniqueness of solutions to the constrained problem and an a priori bound on solutions derived from the equations themselves. Indeed, experience with harmonic maps suggests that nonuniqueness is a real possibility. The possibility of cusps in minimal surfaces suggests limitations on a priori bounds for solutions. Physical examples of negative pressure suggest that cavitation can occur under natural conditions. Thus it is not immediately clear to us what natural geometric or physical conditions would lead to a complete existence theory. We do not even know what kind of geometry on the part of the target manifold is compatible with stationary flow. Some useful but purely analytic conditions are given in the following subsection.
Permanently subsonic flow
In this section we ask what can be said about the constrained problem in the absence of a hypothesis of uniform boundedness. The corresponding question for the unconstrained problem was considered in [Si] . Singularities in finiteenergy maps can be expected even in the case ρ ≡ 1, so we accept that some stronger a priori hypothesis on solutions will be necessary. Moreover, as our estimates will depend on ellipticity, we assume that the flow is permanently subsonic in the sense that there exist finite positive constants K 1 and K 2 such that ∀Q
c.f. [B] . (In (39) we replace the positive lower bound κ of Theorems 1 and 6 with the positive lower bound K 1 for notational emphasis: we allowed the parameter κ to tend to zero in Theorem 7 but we shall never do this for the constant K 1 .)
Lemma 8 Let the finite-energy map u : Ω → N weakly satisfy (28), in the sense of (29) and (30). Let ρ satisfy (39), and define Ω and N as in Theorem 6. Then du is locally an H 1,2 function on Ω.
Proof. Note that the compactness of N implies that u is L ∞ on Ω. Denote by B a euclidean n-disc completely contained in the interior of Ω. A weak solution ω satisfies, for ζ ∈ C ∞ 0 (B), the identity
Replace the admissible test function ζ(x) in eq. (40) by the admissible test function ζ (x − he µ ) , where e µ is the µ th basis vector for R n , µ = 1, ..., n, and h is a positive constant. Then (40) assumes the form
Subject both sides of eq. (41) to the coordinate transformation y = x − he µ . Subtract eq. (40) from the resulting equation and divide through by h. We obtain, choosing x as the common dummy variable in R n ,
where z = x + he µ . Because a (ω, ω) is bilinear in ω, the right-hand side of eq. (42) can be written in the form
(In the interest of clarity we have suppressed the direct dependence of ρ on Q in the notation for (43) but have retained the indirect dependence of ρ on x.) Apply the mean-value identity in the form of [Si] , Lemma 1.1, to I 1 . We conclude, using (39), that there is a bounded, positive-definite m × m matrix A kj , and an n × m matrix H σ j satisfying
such that
Here ∆ h,µ is the first finite-difference operator, of step size h, in the direction of the µ th basis vector. Here and elsewhere, repeated Latin indices are summed from 1 to m; repeated Greek indices are summed from 1 to n. Similarly,
Applying the same arguments to the left-hand side of eq. (42) as in the unconstrained case ( [Si] , Lemma 2.2), we obtain
(The constant ν in (46) depends on the lower bound of the matrix A kj , which in turn depends on the ellipticity constant K 1 of (39).) Substitute inequalities (44) and (45) into the right-hand side of (43) to estimate the right-hand side of (42) from above. The left-hand side of (42) is estimated from below by (46). Subtracting small quantities on the right-hand side of the resulting inequality from the left-hand side, we obtain finally
Integrating (38) over B, finite energy implies that the right-hand side of (47) is finite. Thus we can let h tend to zero on the left in (47), which yields the assertion of the lemma.
It is shown in [O3] that if u is a C 2 map between smooth Riemannian manifolds M and N, then (28) and (39) imply that the scalar function
satisfies the pointwise inequality
The operator L is divergence-form, and uniformly elliptic whenever inequality (39) is satisfied; the constant C depends on K 1 , K 2 , and the curvatures of M and N. Because u is assumed to be C 2 , it has small local oscillation and thus takes any sufficiently small neighborhood of M into a coordinate chart of N.
Theorem 9 Assume the hypotheses of Lemma 8. If n exceeds 3, let |du| ∈ L p loc for some p exceeding n. Then |du| lies in L ∞ (Ω).
Remark. If we relax the requirement that Ω be compact, then the conclusion of Theorem 9 holds on compact subdomains of Ω.
Proof. If n ≤ 3, then we conclude that Q ∈ L p (B) for p > n/2 by applying the Sobolev theorem to the result of Lemma 8. Otherwise, we impose this condition by hypothesis. In either case, the map u will take any sufficiently small neighborhood of Ω into a coordinate chart of N and it can be shown that inequality (48) is weakly satisfied. Write (48) in the weak form
where ζ is an admissible test function, B is small enough to be approximately Euclidean, and the matrix a ij satisfies an ellipticity condition. Define w = √ Q + 1. Reasoning as in the proof of Theorem 4, choose
for {w k } an increasing sequence chosen so that lim k→∞ w k = w; η ∈ C ∞ 0 (B); η ≥ 0; δ > 0; τ > 1. Estimating (49) for this choice of test function implies in the limit that w τ ∈ H 1,2 (B) for some τ > 1. Also, (w τ ) λ satisfies a subelliptic inequality analogous to (49) with λ < 2, in which the semilinear term is in L p (B) for some p exceeding n/2. Condition (5.1.3) of [Mo] is therefore satisfied. Theorem 5.3.1 of [Mo] now implies that w, and thus Q, is bounded.
A remark on gauge invariance
The analytic similarities between the nonlinear Hodge theories developed in Sections 2 and 3 constitute a mathematical analogy, and it is natural to ask whether the analogy persists on the level of symmetry groups. Electromagnetism and its nonlinear extensions to massive particle fields come with a natural gauge theory for 2-forms. The electromagnetic potential has an interpretation as a Lie-algebra-valued connection 1-form on a vector bundle. The field strength appears as a curvature 2-form. This object transforms tensorially under bundle automorphisms, which act affinely on the potential 1-form. In the case of fluid dynamics, the stream function ψ takes values in a Lie algebra and possesses certain analytic similarities to the electromagnetic potential. However, the stream function is a 0-form. Thus group actions on ψ have no obvious geometric interpretation as an ambiguity in a choice of parallel transport along bundle fibers or any obvious physical interpretation as independence of path in a conservative field.
The velocity 1-form canonically associated to a flow is a gauge dependent object, in the sense of Galilean relativity. If Ω ∈ C 1 is a vorticity 2-form, then Ω = dv = d v for any 1-form
where ϕ is a sufficiently smooth 0-form. In the compressible case we do not automatically have δv = 0. But we can choose the 0-form ϕ to satisfy the Poisson problem δdϕ = ∆ϕ = −δv, where −∆ is the Laplace operator, as every 0-form ϕ satisfies δϕ = 0. This leads to a gauge in which δ v = 0. In any gauge, dΩ = d 2 v = 0. Because the foregoing argument is reversible, whenever the vorticity 2-form satisfies the Hodge-Kodaira equations dΩ = δΩ = 0, there is a gauge in which the velocity 1-form is harmonic.
This reasoning would appear to suggest the possibility of a U(1) gauge theory for compressible flow, especially as the vorticity 2-form, in common with the 2-form representing an electromagnetic field, transmits topological information. But there seems to be no obvious physical, geometric or variational interpretation of the condition δΩ = 0. Moreover, the vorticity 2-form does not always enter the theory in a gauge-invariant way. For example, helical flow is characterized by the colinearity of the velocity and its curl: curl v = κv, where κ is a constant in the incompressible case and is proportional to the mass density in general (see, e.g., [MYZ] ). This condition is not invariant under gauge transformations v → v + grad ϕ. However, the electromagnetic analogy for helical flow is the force-free magnetic field condition, curl B = κB. If A is the magnetic potential, then B = curl A and the force-free magnetic field condition is gauge invariant. In this sense electromagnetism and compressible flow are not analogous with respect to gauge invariance. Moreover, the symmetry group of electromagnetism is finite-dimensional whereas fluid dynamics, like gravity, is invariant under an infinite-dimensional group of diffeomorphisms. Thus the analogies apparent between the analysis of 2-forms in Section 2 and that of 1-forms in Section 3 do not appear to extend to the level of U(1) group action. (Group-theoretic analogies do seem to operate at the level of Hamiltonian systems, however; see [Md] .) Comments on a gauge-theoretic interpretation of incompressible fluid flow are given in Sec. 3.3 of [Ma2] ; see also [EL] .
Differential forms of arbitrary degree
In this section we extend results of [O2] for 2-forms satisfying (39) to forms of arbitrary order satisfying noncavitation and monotonicity hypotheses on mass density.
Recall that a functional is said to be r-stationary [A] if it is stationary with respect to compactly supported C 1 reparametrizations of its domain. Any classical solution of eq. (28) has r-stationary energy. (This fact is well known in fluid dynamics, where it follows from the Transport Theorem; see, e.g., [HM] , p. 26, Theorem, assertion ii.)
Conformal monotonicity
Theorem 10 Let ω be a form of order q ≥ 1 and let the associated nonlinear Hodge energy E(ω) be r-stationary on a domain Ω of R n containing the unit n-disc, n > 2q. Suppose that ρ ′ (s) ≤ 0 ∀s ∈ [0, s crit ]. Then for 0 < r 1 < r 2 we have r 2q−n 1
Remarks. The theorem is true for the case in which ω is the differential of a map into a Riemannian manifold N; see, e.g., [Ta] for a proof in the constant-density case. In the following proof we do not explicitly consider the geometry of N; the argument would be the notationally the same if we replaced N with R k . This is because the geometry of N enters only in the form of the inner product defining Q, and this inner product is not explicitly reflected in our notation. (Similarly, the main results of Section 3 appear to admit extensions to differential forms of higher order than 1, interpreted as mappings between exterior powers of the cotangent spaces of M and N.) If ω is the curvature of a Lie-algebra-valued 1-form as in Section 2, the result holds for suitably lifted r-variations of ω; this is illustrated by [P] in the constant-density case. The flatness of Ω is of somewhat more than notational significance: this hypothesis simplifies the proof by permitting the use of the expansion (50); but it is otherwise of little importance (c.f. [P] ). Certain other hypotheses of Theorem 10 can be weakened. For example, we will show the theorem to be true if E(ω) is r-stationary only on Ω/Σ, where Σ is a compact subset of sufficiently small Hausdorff dimension (Theorem 14). The theorem also remains true if E(ω) is not quite r-stationary but satisfies a certain integral inequality on Ω/Σ; see Sec. 2 of [O2] for the special case of 2-forms. Because [O2] places no assumption on the sign of ρ ′ , that result depends on the ellipticity constants K 1 and K 2 of (39), which our result does not. Finally, Theorem 10 does not require any differentiability on the part of ω, which need not be a classical solution of any equation or a minimizer of any energy functional.
Proof of Theorem 10
Denote by ϕ t a 1-parameter family of compactly supported diffeomorphisms of Ω such that ϕ s • ϕ t = ϕ s+t , and ϕ 0 = identity. The r-variations of E(ω) are given by
The first step of the proof is to obtain an explicit expression for this quantity.
is the variation vector field, which will be explicitly specified later in the argument.
Lemma 11
We prove Lemma 11 by induction on the case q = 2, the simplest nontrivial case. We have
Assume that eq. (53) holds for q = m. We show that the formula must also hold for q = m + 1. We have
By the induction hypothesis
This proves the lemma.
Make the coordinate transformation x → y, where
Lemma 12 In terms of y,
Proof. Notice that if q = 2,
where in the last identity we used the fact that both ω ij and dx i dx j are antisymmetric in i and j. We show that this reasoning extends, with mainly notational complications, to forms of arbitrary order.
We can write eq. (54) in the form
Here
by a relabelling of indices in the second term of the sum.
The last identity results from a relabelling of indices. Substituting identities (57) and (58) into the right-hand side of (56) extends (55) to the case of arbitrary q. This proves Lemma 12.
If J is the Jacobian of the transformation x → y, then from (50) we obtain d dt|t=0 By hypothesis,
Substituting (54) and (59) The extension to arbitrary q follows by obvious notational alterations for ω = ω e i 1 , . . . , e iq .
We thus obtain Ω F (Q) (nη + rη ′ ) * 1 = 2q Ω Qρ(Q)η * 1 + 2q
Our assumption on the sign of ρ ′ implies, via (21), the inequality Qρ(Q) ≤ F (Q). Substituting this into (63) yields As δ tends to zero we obtain
where B τ is an n-disc of radius τ centered at the origin of coordinates in R n . Multiplying this last inequality by the integrating factor τ 2q−(n+1) , the proof of Theorem 10 is completed by integration over τ between r 1 and r 2 .
An application and an extension
Corollary 13 Assume the hypotheses of Theorem 10 for Ω = R n and suppose that E |Br ≤ Cr k for sufficiently large r and sufficiently small k. Suppose that ρ(Q) is bounded below away from zero. Then Q(x) is zero for almost every x ∈ Ω.
Remark. Although k is required to be small, it need not be negative, in which case the conclusion is trivial.
Proof. We can write the growth condition in the form
where 2q + k − n < 0 for sufficiently small k. The right-hand side of (65) tends to zero as r tends to infinity. The left-hand side is nonnegative by construction. Thus the conformal energy r 2q−n E |Br tends to zero on R n . Because by Theorem 10 the conformal energy is nondecreasing for increasing r, we conclude that E is identically zero on R n . The vanishing of the energy on a ball of infinite radius implies the pointwise vanishing of Q almost everywhere by the inequality 
where γ > 1 is the adiabatic constant of the medium. This inequality holds even for transonic flow, provided Q is exceeded by the number 2/ (γ − 1) .
Theorem 14 Let Σ be a compact singular set, of codimension k, completely contained in a sufficiently small ball which is itself completely contained in the interior of Ω, such that ∂Σ is Lipschitz. If the domain Ω is replaced by the domain Ω/Σ in Theorem 10 and R n is replaced by the domain R n /Σ in Corollary 13, then the assertions of these propositions continue to hold provided we add the hypothesis that Q(ω) ∈ L k/(k−1) (Ω) for some k ∈ (2, n]. If Σ is a point, then the L p condition on Q can be replaced by a hypothesis of finite energy.
Remark. For certain choices of ρ the L p condition on Q can of course be obtained from finite energy. If ∂Σ is not Lipschitz, then the result is true under a slightly stronger L p hypothesis (c.f. [O2] ). Proof. Replace the variation vector field in the proof of Theorem 10 by the quantity [O2] ξ = 1 − χ (ν) η(r)r · (∂/∂r) ,
where χ (ν) denotes a sequence of functions of r such that χ (ν) ∈ [0, 1] and χ (ν) is equal to 1 in a neighborhood of the singular set Σ. If Σ has zero s-capacity with respect to Ω for 1 ≤ s ≤ n, then χ (ν) can be chosen so that as ν tends to infinity, χ (ν) → 0 a.e. and ∇χ (ν) → 0 in L s ( [Se] , Lemma 2 and p. 73). Because ρ is noncavitating, we have by (21),
By a result of Carlson [W] , a Lipschitz set of codimension k has vanishing k-capacity, so the right-hand side of this inequality tends to zero as ν tends to infinity. Similarly,
The left-hand and right-hand sides of inequality (64) with variation vector field given by (66) will contain terms that can be estimated by inequalities (67) and (68), respectively. This completes the proof of Theorem 14 in the case dim(Σ) > 0. If Σ is a point, then we can choose coordinates in which the singularity lies at the origin of R n and define [Li] ξ = ζη(r)r · (∂/∂r) ,
where ζ = 0 in a ball B σ of radius σ about the singularity, ζ (|x|) = 1 for |x| exceeding 2σ, and ζ ′ (|x|) ≤ Cσ 
Locally finite energy implies that the right-hand sides of both (71) and (72) tend to zero as σ tends to zero. Considering these inequalities in evaluating the extra terms introduced into (64) by choosing of ξ as in (69), (70) completes the proof for the case dim(Σ) = 0. This completes the proof of Theorem 14.
