In this note, we prove blow-up results for semilinear wave models with damping and mass in the scale-invariant case and with nonlinear terms of derivative type. We consider the single equation and the weakly coupled system. In the first case we get a blow-up result for exponents below a certain shift of the Glassey exponent. For the weakly coupled system we find as critical curve a shift of the corresponding curve for the weakly coupled system of semilinear wave equations with the same kind of nonlinearities. Our approach follows the one for the respective classical wave equation by Zhou Yi. In particular, an explicit integral representation formula for a solution of the corresponding linear scale-invariant wave equation, which is derived by using Yagdjian's integral transform approach, is employed in the blow-up argument. While in the case of the single equation we may use a comparison argument, for the weakly coupled system an iteration argument is applied.
Introduction
In this work we prove a blow-up result for the semilinear wave equation with time-dependent damping and mass in the scale-invariant case and with nonlinearity of derivative type, namely,
where µ, ν 2 are non negative constants, p > 1 and ε is a positive constant describing the smallness of Cauchy data. Let us introduce the quantity δ .
Recently, semlinear wave equation with scale-invariant damping and mass terms and power nonlinearity |u| p has been studied in several papers. It turns out that if δ is "large", that is, for δ ≥ (n + 1) 2 , the critical exponent for
is given by the shift p Fuj n + µ−1
of the Fujita exponent p Fuj (n) . = 1 + 2 n (cf. [59, 4, 33, 39, 34] ). This follows from the fact that the critical exponent of the semilinear classical damped wave equation with power nonlinearity is the Fujita exponent and for for large δ (3) has simliar properties to this model somehow. On the other hand, for "small" and nonnegative value of δ the critical exponent for (3) should reasonably be the shift p Str (n + µ) of the Strauss exponent p Str (n) the critical exponent for the semilinear wave equations with power nonlinearity (named after the author of [50] , where a conjecture for the critical exponent for the semilinear wave equation with |u| p as nonlinear term is done), which is the positive root of the quadratic equation (n − 1)p 2 − (n + 1)p − 2 = 0 (cf. [18, 21, 10, 49, 46, 25, 62, 63, 61, 65, 51, 66] for the necessity part and [18, 11, 26, 27, 9, 53, 17] for the sufficiency part or [22, 23] for the radial symmetric case). This conjecture for the scale-invariant model is still open for the sufficiency part (for the necessity part, that is the blow-up results, see [6, 56, 32, 14, 54, 40, 44, 20] ), even though some partial results in the special case δ = 1 have been proved for n ≥ 3 in the radial symmetric case (see [5, 35] for the odd dimensional case and [36] for the even dimensional case, respectively). This peculiarity of a "parabolic-like" behavior for large values of δ and of "wave-like" behavior for small values of δ has been showed also for the corresponding weakly coupled system (cf. [3, 37] ).
In the case of the Cauchy problem for the semilinear wave equation with nonlinearity of derivative type      u tt − ∆u = |∂ t u| p , x ∈ R n , t > 0,
the critical exponent is the so-called Glassey exponent p Gla (n) . = n+1 n−1 . We refer to the classical works [19, 48, 28, 47, 45, 1, 12, 55, 64, 13] for the proof of this conjecture, although up to the knowledge of the author the global existence in the supercritical case for the not radial symmetric case in high dimensions is still open. Recently, in [30] a blow-up result for 1 < p ≤ p Gla (n) has been proved for a semilinear damped wave model in the scattering case, that is, when the time-dependent coefficient of the damping term b(t)u t is nonnegative and summable.
Therefore, according to what happens for the semilinear Cauchy problem (3) it would be natural to find as critical exponent for (1) a suitable shift for the Glassey exponent. Purpose of this paper is to prove a blow-up result for the Cauchy problem (1) provided that the exponent in the nonlinear term satisfies 1 < p ≤ p Gla (n+µ) and under certain sign assumptions for the Cauchy data. As byproduct of the comparison argument that will be employed we get an upper bound estimate for the lifespan in terms of ε as well.
Let us consider the weakly coupled system of semilinear wave equations with damping and mass in the scale-invariant case and nonlinearities of derivative type, that is,
where
are non negative constants, p, q > 1 and ε is a positive constant describing the smallness of Cauchy data. Similarly to the case of a single equation, we introduce the quantities δ j .
The machinery, that we are going to develop in the case of a single semilinear equations, works nicely also in the case of this weakly coupled system.
In order to understand our blow-up result for (5), we shall first recall some results which are known in the literature for the semlinear weakly coupled system of wave equation with nonlinear terms of derivative type, namely,
The non-exitence of global in time solutions to (6) (which corresponds to (5) in the case µ 1 = µ 2 = 0 and ν 2 1 = ν 2 2 = 0) has been studied in [8, 60] , while the existence part has been proved in the three dimensional and radial case in [24] . Recently, in [15, Section 8] the upper bound for the lifespan has been derived. Summarizing the main results of these works we can sea that max{Λ(n, p, q), Λ(n, q, p)} = 0,
is the critical line in the (p, q)-plane for the semilinear weakly coupled system (6) where
Let us recall the meaning of critical curve for a weakly coupled system: if the exponents p, q > 1 satisfy max{Λ(n, p, q), Λ(n, q, p)} < 0 (supercritical case), then, it is possible to prove a global existence result for small data solutions; on the contrary, for max{Λ(n, p, q), Λ(n, q, p)} ≥ 0 it is possible to prove the nonexistence of global in time solutions regardless the smallness of the Cauchy data and under certain sign assumptions for them. Let us point out that, according to the results we quoted above, the conjecture that the critical line for (6) is given by (7) has be shown to be true only partially, as the global existence of small data solutions has been proved only in the 3-dimensional and radial symmetric case. In the massless case (ν Consequently, coming back to the weakly coupled system in the scale-invariant case (5), we may expect as critical curve in the (p, q)-plane a curve with branches that are shifts of the branches of the critical curve for (6) . Indeed, due to the blow-up result for (5) which we are going to state in the next section, we may conjecture max{Λ(n + µ 1 , p, q), Λ(n + µ 2 , q, p)} = 0 as critical curve. 
Main results
where the positive constant C is independent of ε. 
Then, there exists 
where the positive constant C is independent of ε, Λ(n, p, q) is defined by (8) and
Remark 2. In the cusp point of the critical line that we found in Theorem 2.2, that is, for (p, q) such that Λ(n + µ 1 , p, q) = Λ(n + µ 2 , q, p) = 0, we may specify more explicitly the condition on the lifespan. Indeed, if we denote η .
then, straightforward computations lead to
Therefore, on the cusp point of the critical line we get η = ξ = 0 due to the fact that pq > 1. From η = 0 and ξ = 0 we obtain the explicit expressions of (p, q) when
if and only if µ 1 ≥ µ 2 , we can rewrite the last upper bound estimate for the lifespan in (11) as follows:
exp Cε
Of course, when µ 1 = µ 2 the these estimates coincide with the estimate for the critical case in (9) and
Let us illustrate our strategy in the proof of Theorems 2.1 and 2.2: our approach in the proof of the blow-up results is based on the work [64] for the classical wave equation with nonlinearity of derivative type; therefore, as main tool we need to employ an integral representation formula for the linear and onedimensional problem associated to (1), which generalize d'Alembert's formula in the case of the free wave equation. This formula has been proved really recently in [38] . Applying such formula, we end up with a nonlinear ordinary integral inequality (OII) for the single equation (1) and a system of OIIs for the weakly coupled system (5), respectively. Then, for (1) a simple comparison argument suffices to prove Theorem 2.1, while in order to prove Theorem 2.2 we shall employ an iteration argument. Furthermore, in the critical case we will combine it with the slicing method.
Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1. Before introducing the suitable function that will allow us to prove the blow-dynamic in the case 1 < p ≤ p Gla (n + µ), we recall the previously mentioned generalization of D'Alembert's representation formula.
Integral representation formula for the 1-dimensional linear case
In this subsection, we recall a representation formula for the solution of the linear Cauchy problem for a scale-invariant wave equation, namely,
where µ, ν 2 are nonnegative constants. For the proof of this formula one can see [38, Theorem 1.1].
Proposition 3.1. Let n = 1 and let µ, ν 2 be nonnegative constants. Let us assume f ∈ C 0,1
Then, a representation formula for the solution of (12) is given by
where the kernel functions are defined as follows
with parameter γ .
and F(a, b; c; z) Gauss hypergeometric function. Remark 3. In the next sections, we will need to estimate from below the kernel function E. In particular, we use the lower bound estimate F(a, b; c; z) ≥ 1 (17) for any z ∈ [0, 1) when the parameters a, b, c are nonnegative reals. This estimate follows trivially from the series expansion of F(a, b; c; z).
In the next subsection, we will prove the blow-up result by using this representation formula for an auxiliary function related to a local solution to (1).
Comparison argument
Let us consider a local (in time) solution u of the Cauchy problem (1). Then, we introduce a new function which depends on the time variable and only on the first space variable, by integrating with respect to the remaining (n − 1) spatial variables. That is, if we denote x = (z, w) with z ∈ R and w ∈ R n−1 , then, we deal with the function
Of course, in the one dimensional case we may work directly with u instead of U. Hereafter, we will deal only with the case n ≥ 2 for the sake of brevity, although one can proceed exactly in the same way for n = 1 by working with u in place of U. Similarly, we introduce
Since we assume that u 0 , u 1 are compactly supported with support contained in B R , it follows that U 0 , U 1 are compactly supported in [−R, R]. Analogously, as supp u(t, ·) ⊂ B R+t for any t > 0, due to the property of finite speed of propagation of perturbations, we have supp
By Proposition 3.1 we know an explicit representation for U. Also,
where the kernel functions E, K 0 , K 1 are defined by (14) , (15) and (16), respectively. Due to the sign assumption for u 0 it follows that U 0 is a nonnegative function. Consequently, from the last equality we get
Let us estimate from below the two addends in the last inequality for U(t, z), which are denoted by J and I. According to Remark 3, for µ, ν 2 such that δ ≥ 0 the hypergeometric function that appears in the kernel K 1 is estimated from below by a constant for |z − y| ≤ t. Hence, for y ∈ [z − t, z + t] it holds
where we estimated each factor containing y with its minimum on [z − t, z + t]. Note that the previous estimate holds regardless of whether δ is greater than 1 or not.
Elementary computations lead to
where ζ = ζ(t, z; y) .
where in the last step we used the same estimate from below as in (18) and (17) .
. Thus, we found for
In the case δ ∈ [0, 1), we may not prove the estimate in (19) for the term K 0 + µK 1 as in the previous case, due to the fact that γ is positive. Nonetheless, (18) is still true. Hence, assuming u 0 = 0 in the latter case, we get once again the lower bound estimate for J in (20) . Next we estimate the term I.
for any t > 0, z ∈ R by Hölder's inequality we get
which implies in turn
where we used Fubini's theorem in the last equality. We work now on the characteristic t − z = R. Then, shrinking the domain of integration, we have
Note that the unexpressed multiplicative constant in the previous chain of inequalities depends on R. Now we estimate from below the kernel function E. Consequently, using again (17) 
we may estimate
Also, on the characteristic t − z = R we get
We notice that the quotient in the b-integral in the last line is bounded from below on the domain of integration by a positive constant, that depends on R. Clearly, we can assume without loss of generality R > 1. We take y ∈ [R, z] and b ∈ [y − R, y + R]. Then,
The last inequality can be proved by splitting the cases y ∈ [R, 3R − 2] and y ≥ 3R − 2, as follows:
Therefore, by using Jensen's inequality and the fundamental theorem of calculus we arrive at
where in the third step we used U(y − R, y) = 0. Combining the lower bound estimates for J and I, on the characteristic t − z = R and for t ≥ 2R we found
If we introduce the function U (z) .
and we denote by C the unexpressed multiplicative constant in the last inequality, we may rewrite
where M .
Let us introduce the function
Clearly, by (21) we obtain U ≥ G. Moreover, G solves the differential inequality
As G is a positive function, then, separation of variables leads to
In the subcritical case p ∈ (1, p Gla (n+µ)), choosing ε ∈ (0, ε 0 ] sufficiently small with ε 0 = ε 0 (n, p, µ, u 0 , u 1 , R), we get
From this last estimate we see that lower bound for F blows up for t = R + z ≃ ε
) . Then, G
(and U in turn) blows up in finite time and the upper bound for the lifespan
is fulfilled in the subcritical case. Analogously, in the critical case p = p Gla (n + µ) we have that
implies the blow-up in finite time of U (z) and the lifespan estimate
So, the proof of Theorem 2.1 is complete.
Proof of Theorem 2.2
In this section we prove the blow-up result for the weakly coupled system (5). The section is organized as follows: in Subsection 4.1 we introduce two suitable functions which are related to the components of a local in time solution of (5) and we derive the corresponding iteration frame by using the same ideas from Subsection 3.2; then, in order to prove Theorem 2.2 we apply an iteration argument both in the subcritical case (Subsection 4.2) and in the critical case (Subsection 4.3). In particular, in the critical case we employ the so-called slicing method in order to deal with logarithmic factors. For further details on the slicing method see [2] , where this method was introduced for the first time or [51, 52, 57, 41, 42, 43] where the slicing method is used in critical cases in order to manage factors of logarithmic type.
Iteration frame
Let (u, v) be a local in time solution to (5). If we denote x = (z, w) with z ∈ R and w ∈ R n−1 as in Subsection 3.2, then, we may introduce the functions
U(t, z)
.
for any t > 0, z ∈ R in the case n ≥ 2. Clearly, also in this case we can simply work with u, v instead of U, V for n = 1. Repeating the same steps as in the case of the single semilinear equation, we end up with the estimates
on the characteristic t = z + R for z ≥ R. Let us point out that the assumptions on the Cauchy data in the statement of Theorem 2.2 allow us to proceed exactly as the proof of Theorem 2.1 when we estimate from below the terms which are related to the solution of the corresponding linear homogeneous problem. We define the functions U (z)
Hence, denoting by C and K the unexpressed multiplicative constants in (22), we obtain the iteration frame
for any z ≥ R, where M . (23) and (24) provide not only the iteration frame for the pair (U, V ), but also the base step of the inductive argument. Indeed, in the base case we will simply estimate U, V from below by the two quantities M ε, N ε, respectively.
Iteration argument: subcritical case
In this section we prove that a local in time solution (u, v) to (5) blows up in finite time in the subcritical case
of course, provided that u 0 , u 1 , v 0 , v 1 satisfy the assumptions of Theorem 2.2. Let us assume that Ω(n, µ 1 , µ 2 , p, q) = Λ(n + µ 1 , p, q). First we prove the sequence of lower bound estimates for U
where {α j } j∈N , {β j } j∈N and {C j } j∈N are sequences of nonnegative real numbers that we will determine afterwards via an inductive procedure. Clearly, from (23) we see that (25) is true for j = 0, provided that
We prove now the inductive step. We assume that (25) is satisfied for j ≥ 0. Plugging (25) in (24), we get
for z ≥ R. Combining the above lower bound for V and (23), we arrive at
for z ≥ R. So, we proved (25) for j + 1, provided that
Next we derive the explicit expressions for α j and β j . Applying (26) iteratively, we get
2 and we used α 0 = 0. Similarly, from (27) we find (27) we get
Applying the logarithmic function to both sides of the last inequality and using iteratively the resulting inequality, we get
Using the formula
which can be proved with an inductive argument, we have
from the last inequality we get
Finally, we combine (25), (29), (30) and (31) and it results (32) for z ≥ R and j ≥ j 0 . If we require z ≥ 3R, then, it holds 2(z − R) ≥ R + z. So, from (32) we get
for z ≥ 3R and j ≥ j 0 , whereC . = 2
We recall that we are working for (t, z) on the characteristic t = z + R, so we may rewrite the last inequality as (33) for t ≥ 4R and j ≥ j 0 . We
Then, for any ε ∈ (0, ε 0 ] and t > (Cε) −(Λ(n+µ1,p,q)) −1 we obtain
and, hence, letting j → ∞ in (33) the lower bound for U (z) blows up. Therefore, in order to get a finite value of U (z), it must hold the converse inequality for t. So, we have showed the upper bound for the lifespan
In the case Ω(n, µ 1 , µ 2 , p, q) = Λ(n + µ 2 , q, p) it suffices to switch the role of U and V in order to show the estimate T (ε) ε −(Λ(n+µ2,q,p)) −1 in an analogous way. Also, we completed the proof of Theorem 2.2 in the subcritical case. In the critical case Ω(n, µ 1 , µ 2 , p, q) = 0 we need to modify our approach. As we have already announced, we will employ the slicing method in order to deal with logarithmic factors in the sequence of lower bounds for U .
Iteration argument: critical case
In this subsection we prove Theorem 2.2 in the critical case
We begin with the case Λ(n + µ 1 , p, q) = 0 > Λ(n + µ 2 , q, p).
Let us introduce the succession {ℓ j } j∈N , where ℓ j . = 2 − 2 −(j+1) . Our goal is to prove the sequence of lower bound estimate for U
where {D j } j∈N , {σ j } j∈N are suitable sequences of nonnegative real numbers that we shall determine throughout the iteration procedure. Obviously, (34) is true for j = 0 provided that D 0 . = M ε and σ 0 . = 0. Also, we proved the base case. It remains to prove the inductive step. Before starting we remark that {ℓ j } j∈N is an increasing and bounded sequence. In particular, ℓ j ≥ ℓ 0 = 3 2 . Consequently, for any j ∈ N and any z ≥ ℓ j R we may use the inequality z ≥ 3 5 (R + z). Let us assume that (34) holds, we shall prove that (34) is satisfied also for j + 1. Combining (24) and (34), we get for any z ≥ ℓ j+1 R. Since 1 − Case Λ(n + µ 1 , p, q) = Λ(n + µ 2 , q, p) = 0
In the cusp point of the critical curve we can improve the upper bound of the lifespan further. According to Remark 2 in this case p = p(n, µ 1 , µ 2 ) and q = q(n, µ 1 , µ 2 ). Therefore, 
for any z ≥ R. Due to the special structure of (40) and (41), in this case is not necessary to applying the slicing procedure in order to restrict step by step the domain of integration. Thus, the first step will be to prove
where as usual {E j } j∈N , {̺ j } j∈N are suitable sequences of nonnegative real numbers. For j = 0 we get that (42) is fulfilled provided that E 0 . = M ε and ̺ 0 . = 0. We prove now the inductive step. Noticing that R + y ≤ 2y for y ≥ R, if we plug (42) for any z ≥ R. Hence, we proved (42) for j + 1 provided that
We determine the value of ̺ j by using (43) 
Using (45) As in the previous cases, from the inequality E j ≥ E(pq) −(p+1)j E pq j−1 it follows the estimate E j ≥ exp (pq) j log( Eε) (46) 
