In the monograph [2] , the authors define the operator spectrum σ op (A) of a band-dominated operator A (these terms are defined below) and prove that A is Fredholm if and only if all of the operators in σ op (A) are invertible with uniformly bounded inverses. They also ask whether the uniform boundedness condition can in fact be dispensed with. In this note we answer this question affirmatively.
Introduction and notation
Throughout, Γ denotes the discrete group Z n for some fixed n. E denotes one of the Banach spaces l p (Γ) for 1 ≤ p < ∞, or c 0 (Γ). L(E) denotes the Banach algebra of bounded operators on E.
One has that l ∞ (Γ) acts on E as multiplication operators; we use this to identify it with a norm-closed subalgebra of L(E). Moreover, for each γ ∈ Γ, V γ ∈ L(E) denotes the (left) shift operator defined by (V γ a)(γ 0 ) = a(γ 0 − γ) for all a ∈ E and all γ 0 ∈ Γ.
Definition 1.1 ([2], definition 2.1.5). A band operator in L(E) is a sum
where F is a finite subset of Γ and f γ is a multiplication operator in l ∞ (Γ) for each γ ∈ F .
A band-dominated operator is a norm limit of band operators in L(E).
The collection of all band-dominated operators forms a norm-closed subalgebra of L(E), which we denote by A E . Remark 1.2. The object A l 2 (Z n ) is also studied in coarse geometry, where it is denoted C * u (Z n ) and called the uniform algebra, or uniform Roe algebra of Z n . See for example section 4.5 of [3] .
For many examples and applications of band-dominated operators, see the monograph [2] . The next definition is central to the techniques of that book.
, section 2.4.4). Let T = {γ t } be any net converging to infinity in Γ, and A a band-dominated operator. We say that A T is the limit operator of A with respect to T if for all v ∈ E,
It is a basic result of [2] (theorem 2.4.16) that if A is a band-dominated operator then any net T tending to infinity in Γ possesses a subnet S with respect to the which the limit operator A S exists. 
It is asked in [2] (see e.g. the comments on page 152, and section 6 of [1] ) whether the uniform boundedness condition on the limit operators can be dispensed with in general, i.e. whether one in fact has the following result. In this note, we will answer this question affirmatively. There are several stronger versions of theorem 1.6 in [2] , one of which will be the starting point for the proof of theorem 1.7. In order to state it, we need the following definition.
The collection of all such functions forms a unital C * -subalgebra of l ∞ (Γ), which we denote by SO.
Let now M (SO) denote the maximal ideal space of SO. As SO contains c 0 (Γ) as an essential ideal, the Gelfand-Naimark theory of commutative C * -algebras implies that M (SO) contains Γ as an open dense subset; following [2] section 2.4.2, we define the associated 'maximal ideal space at infinity' by
Remark 1.9. The object M ∞ (SO) has also been defined, and extensively studied, in coarse geometry and index theory, where it is called the Higson corona of Γ. See for example section 2.3 of [3] .
Definition 1.10 ([2], definition 2.4.19). Let η be an element of M
∞ (SO) and A be a band-dominated operator. The local operator spectrum of A at η is defined to be
The following sharpening of theorem 1.6 is proved in [2] using a combination of the Allan-Douglas local principle and the fact that slowly oscillating functions commute with band-dominated operators up to compact operators. It forms the starting point for this note. 
In order to prove theorem 1.7, we give a description of the local operator spectra σ η (A) from which the boundedness property above is automatic. The next proposition makes this precise.
Theorem 1.7 follows. Indeed, as we have theorem 1.11, all we have to prove is that given A ∈ A E and η ∈ M ∞ (SO), the set {(A T ) −1 : A T ∈ σ η (A)} is bounded. This is immediate from the proposition and that for any γ ∈ Γ:
The first step in the proof of proposition 1.12 is to switch to a description of σ η (A) in terms of M (l ∞ (Γ)), the maximal ideal space of l ∞ (Γ). The second step is to study the actions of Γ on M (l ∞ (Γ)) and M (SO). These two steps are carried out in sections 2 and 3 respectively. 
, one can define a 'limit operator over ξ'.
(Provisional) definition 2.1. Let A be a band-dominated operator, and ξ a point in M ∞ (l ∞ (Γ)). We define A ξ to be equal to A T , where T is any net in Γ converging to ξ and such that A T exists.
Note that as for any net tending to infinity, there is always a subnet with respect to which the limit of a band-dominated operator exists, A ξ always exists (in fact, one can show that A T always exists for any T converging to ξ, but we will not need this). We must also show that A ξ is unique, which is done in the next lemma.
Lemma 2.2. A ξ as above is well-defined.
Proof. Say otherwise, so there exist nets T , S in Γ converging to ξ in the Gelfand topology on M (l ∞ (Γ)) such that A S , A T exist and are not equal. It is clear from definition 1.3 that A R ≤ A for any net R, whence (by passing to subnets of S, T if necessary) we may assume that A = f γ V γ is a band operator. As A S = A T , then, it must be the case that for one of the f γ , which from now on we denote f , and some
Now, by definition of what it means for S, T to converge to ξ in the Gelfand topology on M (l ∞ (Γ)), both sides of this are equal to ξ(V γ0f V −γ0 ), wheref :
A ξ is also defined in section 2.2.4 of [2] ; it follows from the results of that section that this definition is equivalent to ours, but this is perhaps not immediately obvious. We will not use this equivalence, however, so do not give a proof.
The reader may also find it helpful to compare our definition A ξ with [4] , where the description of M (l ∞ (Γ)) as the Stone-Čech corona of classical topology is used to define A ξ ; again, this definition is equivalent to that above.
Note that we now have that
follows from the definition above. Conversely, if A T is in σ(A), then there exists a subnet S of T converging to some ξ ∈ M ∞ (l ∞ (Γ)), and moreover we must have that A S = A T . Hence σ(A) ⊆ {A ξ : ξ ∈ M ∞ (Γ)}. Consider now σ η (A) for some η ∈ M ∞ (SO), which we want to compute in terms of the operators A ξ . To this end, note that as SO is a C * -subalgebra of l ∞ (Γ), there is a canonical quotient map
defined by setting q(ξ) to be the restriction of ξ to SO (note that as ξ started
Lemma 2.3. For any η ∈ M ∞ (SO) and any band-dominated operator A,
Proof. Say A T is an element of σ η (A), where T is a net in Γ converging to η. Then by compactness of M (l ∞ (Γ)) there exists a subnet S of T such that S converges to some ξ ∈ M ∞ (l ∞ (Γ)). We must then have that A S exists, and is equal to both A T and A ξ . Moreover the definition of the Gelfand topology on M (l ∞ (Γ)) and M (SO) implies that for any f ∈ SO,
Hence ξ ∈ q −1 (η), and we have that σ η (A) ⊆ {A ξ : ξ ∈ q −1 (η)}. Conversely, consider any A ξ for ξ ∈ q −1 (η). Let T be any net in Γ converging to ξ for which A T exists, so A ξ = A T . Then ξ(f ) = lim T f (γ t ) for any f ∈ l ∞ (Γ), so in particular, for any f ∈ SO. Hence T converges to η in M (SO) and thus A T belongs to σ η (A). This says that σ η (A) ⊇ {A ξ : ξ ∈ q −1 (η)}.
The action of
In this section we will use the natural actions of Γ on the two spaces M ∞ (l ∞ (Γ)) and M ∞ (SO) to compute the local operator spectra σ η (Γ) as in proposition 1.12.
These actions arise from the usual shift actions of Γ on l ∞ (Γ) as defined below.
Definition 3.1. Let f ∈ l ∞ (Γ) and γ, γ 0 ∈ Γ. The right and left shift actions of Γ on l ∞ (Γ) are defined by
and γ ∈ Γ, the corresponding left and right actions of Γ on M (l ∞ (Γ)) are defined by
respectively.
The (left and right) actions of Γ on M ∞ (l ∞ (Γ)) are by homeomorphisms; this follows from Gelfand-Nairmark theory and that the shift actions on l ∞ (Γ) are by C * -automorphisms. Note that (as Γ is commutative) the left and right actions are related by the simple formulas
here 'ξ(−γ)' means the image of ξ under the right action of −γ, not the negative of ξγ in the dual of l ∞ (Γ)! Nonetheless, we prefer to keep the notations separate (cf. also remark 3.4, which discusses the case of non-commutative Γ). Now, note that the (right) action of Γ preserves the sequence of inclusions
whence it passes to actions on the quotient algebras of l ∞ (Γ) and SO by c 0 (Γ) (which is a closed ideal in both). Proof. Let f + c 0 (Γ) be any element of l ∞ (Γ)/c 0 (Γ). The lemma is proved by the following sequence of equivalences.
Now, Gelfand-Naimark theory gives that the inclusion of C * -algebras
is dual to a quotient mapping of maximal ideal spaces Continuing, if we fix any ξ 0 ∈ q −1 (η) we see from line (4) above that q −1 (η) = {ξ 0 γ : γ ∈ Γ}, whence σ η (A) is equal to {A ξ0γ : γ ∈ Γ}.
On the other hand, we may use line (2) above and lemma 3.3 to see that this is equal to {A (−γ)ξ0 : γ ∈ Γ} = {V −γ A ξ0 V γ : γ ∈ Γ}.
Given lemma 2.3, this is exactly the statement of proposition 1.12, so the proof is complete.
Remark 3.4. In [4] , J. Roe expanded some of the results of [2] to more general discrete groups, at least in the 'Hilbert space case' case E = l 2 (Γ). Unfortunately, our proof does not apply in this context. This is because we have used commutativity of Γ in the paragraph above, specifically, in invoking the formulas in line (2) . For non-commutative Γ, these are no longer true; everything else goes through as before, but it is not obvious (at least, not to the author) how to get around this point.
