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ABSTRACT 
Iterative algorithms for the eigensolution of symmetric pencils of matrices are 
considered. It is shown that the symmetric Lanczos algorithm, the nonsymmetric 
Lanczos algorithm, and the Amoldi algorithm are closely related in this case. The 
applicability of this class of algorithms to indefinite pencils is discussed. A new field of 
values concept is used to describe the symmetric pencil problem. Then spectral 
transformation corresponds to a rotation in the complex plane, and the inertia count 
gives the number of eigenvalues corresponding to points in one of two half planes. 
1. INTRODUCTION 
In the present contribution, we consider symmetric pencils of matrices, 
(A-AM)x=O. 0.1) 
We are interested in developing iterative methods in the spirit of the spectral 
transformation Lanczos method (STLM) [3, 41, which has shown itself to be 
useful in the case that M is positive semidefinite. 
Those iterative methods are based on generating a Krylov sequence of 
subspaces. That means that A, or M, or (as in STLM) a linear combination 
A - PM, has to be factorized upon starting the iteration. Having done that, 
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we see that the symmetric Lanczos, the nonsymmetric Lanczos, and the 
Amoldi algorithms all yield closely related approximations from the same 
Krylov subspace. This is elaborated upon in Section 2, where implementation 
aspects are also discussed, making a case for using the Amoldi algorithm as 
an alternative to Lanczos with full reorthogonalization. 
Leaving M free to be indefinite widens the class of problems consider- 
ably. Theoretically, any real square matrix C can be written 
C= M-‘A, 
with A and M symmetric (see [6, p. 304]),but we are interested in the case 
when A and M are given, because finding A, M from C presupposes 
solution of the Jordan normal form. 
In Section 3 we will push the limits of applicability of STLM type 
algorithms to include this case. 
Looking at the novel complex matrix 
B=A+iM, (1.2) 
we develop our theory in terms of the field of values of B, 
W,= (x”Bx(~~~~~~=l). (1.3) 
To each eigensolution of (1.1) corresponds one point in the field of values. 
The eigenvalue is the cotangent of the argument of this point. The pencil is 
definite if the field of values is contained in a half plane, and we outline an 
algorithm for determining whether that is the case. We show that STLM 
corresponds to searching around the complex plane sector by sector for those 
eigenpoints in the field of values that are close to the line given by the shift. 
The inertia count will be more complicated: we show in what sense. 
This type of algorithm is applicable to all pencils such that no eigensolu- 
tion of (1.1) is mapped into the origin in the field of values W, (1.3). This 
corresponds to the class of pencils for which M- ‘A is diagonalizable with real 
eigenvalues, i.e, we rule out cases with complex eigenvalues as well as real 
defective ones. 
There has been a surge of interest in the mathematical theory of indefi- 
nite pencils; see the monograph [5]. The field of values (1.3) is introduced in 
a similar fashion in [l] and [ 111. See also the preliminary study [2]. 
We intend to use the results of this study when developing methods for 
nonlinear eigenvalue problems. There we follow a one parameter curve of 
matrices G(X), and are interested in those X for which G(X) is singular 
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(bifurcation points). We consider iterations with a matrix d(h,) ‘G(h,) to 
find the increment p from 
to the predicted bifurcation point h, = X, + p. In some cases G(X) is 
symmetric, but we have no reason to believe that the derivate G is definite. 
See [8], [13]. 
2. THREE ALGORITHMS-A COMPARISON 
We now formulate the three algorithms in a way that makes it easy to 
compare their results when applied to the pencil (1.1). We assume that all 
computations can be performed; let us say that M is positive definite. 
A. Algorithm SL 
The symmetric Lanczos algorithm with M orthogonal vectors (see [6, 
p. 3231) computes a sequence of M orthogonal vectors ol, 02,. . . and a 
tridiagonal matrix T satisfying 
AVj = MVjTjj + Mvi, lefpj+ 1, 
VjHMVj = Ijj, 
where Vi is built up out of the vectors 
and 
Tjj = 
a1 P2 0 0 
P2 ff2 P3 0 
0 P3 a3 *. 0 . 
. . 
. . 
. . pi 
0 0 0 pj ai 
To get approximative eigenvalues and eigenvectors, we solve the problem for 
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T, and get approximate B and y from 
Ts = ~0, 
y =vs. 
(2.1) 
We note that 8 is the Rayleigh quotient, 
yHAy sHVHAVs sHTs 
P(Y) = - = 
yHMy 
=--6, 
sHVHMVs sHs 
and that the residual 
r(y) = Ay - Myt? = AVs - MVs6 = (AV - MVT)s = Mvj+ lfij+lsj 
is orthogonal to V, and has the norm 
IIT ll,q,-l = ( v~+,Mvj+1)1’21Pj+lSjl = IPj+lsjl* 
Noting that 
]~yl]~ = (s~V~MVS)“~ = (s~s)~‘~ = 1, 
we can get a bound on the distance from 8 to the closest eigenvalue X of the 
(A, M) pencil, 
corresponding to the well-known result for the standard case M = I. 
B. Algorithm NL 
The nonsymmetric Lanczos algorithm applied to M- ‘A (see [12, p. 3881 
or [7]) computes two mutually biorthogonal sequences of vectors building up 
B and C, and a tridiagonal matrix J satisfying 
M-‘ABj = Bj.ljj + bj+lejTPi+l> 
C,!‘M-‘A= JjjC,y+ ~j+lejc,t1, 
Ci”Bj = I,, 
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with 
“1 
P2 
Jjj = 0 
If we choose the starting vectors 
b, = Ul, 
(2.2) 
cl = Mu,, 
and insist on getting a symmetric J (we have the option of doing that), this 
algorithm is equivalent to algorithm SL and 
Bj = Vi, Cj = MVj, Jjj = Tjj. 
C. Algorithm A 
The Amoldi algorithm applied to M- ‘A (see [12, p. 3831 or [9]) computes 
an orthogonal sequence of vectors building up Q and a Hessenberg matrix H 
satisfying 
M-‘AQj = QjHjj + qj+lefhj+lj, 
Q,!Qj = zjj. 
Now we get an approximate eigenvalue B and eigenvector y from 
Hs=sB, 
(2.3) 
y = Qs. 
This is an approximate right eigenvector to the nonsymmetric matrix M- ‘A. 
Since we know M, we can easily get an approximate left eigenvector or, 
which is the same, an approximate vector to the symmetric pencil. To get the 
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Rayleigh quotient p(y) we expand 
yHAy=yHAQjs=yH(MQjHjj+ Mqj+lerhj+~j)s 
= y”Mye + yHMqi+Ihj+gj, 
giving 
P(Y) = e + YHMqi+l 
Y~MY 
hj+ljsj* (2.4) 
When 1 hj + 1 js j 1 is small and M is well conditioned, the difference between 8 
and p is negligible. 
The residual is 
r(y) = Ay - My0 
= AQs - MQse 
=(AQ-MQH)s 
and is now M-’ orthogonal to Q. Its norm is 
and now we get the distance to the closest eigenvalue of the (A, M) pencil 
bounded by 
ll4j+lllM 
IX-@1 G (jy((Ihj+ljsjl. 
M 
(2 3) 
The first factor is bounded by the spectral condition number of M. 
Let us now compare these three algorithms. The symmetric and nonsym- 
metric Lanczos algorithms are entirely equivalent in this case, provided that 
the choice (2.2) is made when starting. This means that we do not need to 
consider breakdown in the sense of Parlett et al. [7] for this case. 
The Amoldi algorithm computes its approximation from the same Krylov 
subspace as the other two; the difference is that another orthogonalization 
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criterion is used for the residual (2.5). This causes the eigenvalue to differ 
from the Rayleigh quotient. As the approximation to the eigenvalue con- 
verges, this difference becomes smaller. In fact the correct Rayleigh quotient 
can be computed by means of (2.4) with quantities available during the 
computation. It is even possible also to get the correct Ritz vector recon- 
structing the process of M orthogonalizing the basis vectors, but we do not 
propose doing that, since the difference between y and the correct Ritz 
vector will decrease upon convergence. Note however that the usefulness of 
the usual criterion to test convergence is conditional on the condition number 
of M being moderate in size [see (2.6)]. 
Turning now to implementation aspects, the Amoldi method needs more 
arithmetic than the Lanczos. However, when full reorthogonalization is 
considered (as in [3]), the balance tips the other way. The Amoldi method 
corresponds to the modified Gram-Schmidt, and this means that the first 
round of reorthogonalization comes free. Then it works with orthogonaliza- 
tion in the standard Euclidean norm, and those extra precautions needed for 
M norms in [4] need not be taken. We only consider rather short runs, and 
then the extra cost of solving a Hessenberg eigenproblem (2.3) is not very 
much higher than for a tridiagonal one (2.1). 
3. GENERAL HERMITIAN PENCILS 
Now let us see how the algorithms described in the previous section can 
be put to use in a more general context. We note that the positive definite- 
ness of M is in fact not necessary for algorithms NL and A. We can therefore 
consider general Hermitian pencils 
(A - XM)x = 0, (3.1) 
where neither A nor M need be positive definite. We will describe how a 
spectral transformation can be implemented in this case with the aid of 
which one can compute selected eigenvalues and also, as a by-product, 
determine whether the pencil is definite, i.e. find whether numbers c, s 
(interpreted as cos 8 and sin 0) exist so that 
sA+cM (3.2) 
is positive definite. 
It is now natural to introduce the complex matrix (see [ 11 and [lo]) 
B=A+iM 
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and its field of values 
w, := {xHRxlx EC”, llxllz = I} * (3.3) 
It is a convex set in the complex plane, with real and imaginary parts 
determined by A and M respectively: 
/A&) := XHBX/XHX, 
k%(x) = I-L*(x)+ &f(x). 
Let us now restrict our attention to those points in Wa which correspond 
to eigensolutions of (3.1). For each eigenvector xk we get a point 
We note that the argument of P, must satisfy 
A, = cot(arg Pk), 
where X, is the eigenvalue of (3.1) that corresponds to xk. 
We note that simple real eigenvalues correspond to Pk that are not on the 
real axis. If M is definite, all Pk are in the upper half plane. A pair of 
complex eigenvalues correspond to P, at the origin, and so does a real 
defective eigenvalue. 
In the case of a real eigenvalue with m linearly independent eigenvectors, 
there is some indeterminacy in the choice of Pk. Varying xk over the m 
dimensional invariant subspace, Pk traces a segment of a line through the 
origin, having the appropriate direction. Let us choose eigenvectors so that 
the corresponding subpencil is diagonal. We then get m points Pk on the line 
segment including the end points. 
We will consider algorithms for the solution of (3.1) which apply any of 
the algorithms of the preceding section to 
C= M-‘A. 
We will be able to get the inertia of M when factorizing it, and we can use 
this inertia count to state how many Pk there are in the upper and lower half 
planes. The number of positive eigenvalues of M is the sum of the number of 
points Pk in the upper half plane, the number of complex pairs of eigen- 
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values, and the sum of half the size of each Jordan block corresponding to 
defective real eigenvalues. The number of negative eigenvalues of M is 
correspondingly the sum of the number of Pk’s in the lower half, the complex 
pairs once again, and the remaining halves of the Jordan blocks. Each Jordan 
block of odd order m is divided with (m + 1)/2 in the upper half and 
(m - 1)/2 in th e 1 ower, or vice versa. 
As usual, we expect the eigenvalues of largest modulus of C to converge 
first. These correspond to points Pk which are closest to the real axis in the 
angular sense. 
A rotation of the coordinate system now has the same effect as a spectral 
transformation. Let it rotate by an angle 8: 
B(e) = feB 
= (CA + sM) + i( - SA + CM) 
= A(O)+ N(8), 
where 
c=cOse, s = sine. 
We see that the denominator M(B) has the same eigenvalues as the shifted 
pencil A -(cot B)M. (See Figure 1). 
The inertia of M(0) determines the number of points Pk below the line 
arg( z) = 0. If we knew that M was positive definite, then we could count 
eigenvalues in the usual way: 
neg( M( 0,)) - neg( M( 8,)) = #{ eigenvalues in (cot &,cot ei>} , 
but in the general case we only know that 
neg(M(t9,)) - neg(M(8,)) =#{points Pk in (W4)) 
-#{points Pk in(7r+01,7T+Oz)} 
+ #{odd defective eigenvalues in sector}, 
and pairs of points in opposite sectors could hide away in the inertia counting 
process. With this caution, we can propose using spectral transformation, 
searching the field of values sector by sector, each time applying any of the 
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Sl 
FIG. 1. Field of values for B = A + iM. Points Pk in the sector S, U S, are 
determined first when the algorithm is applied to W’A. pAce,, pMce, give axes of 
rotated coordinate system. The origin is excluded for a real diagonalizable problem. 
algorithms of the preceding section to 
C(@=(-sA+cM)-+A+&). (3.4) 
Now cot B corresponds to the shift in the sense that eigenvalues of the 
original pencil (3.1) close to cot 0 are mapped onto large eigenvalues of C(e) 
[since C(0) has the eigenvalues vk = {(cot 8)A, + l}/{cot 8 - A,}]. The 
natural way to apply the algorithm is to search through the interval of 
interest. 
Another way of using the transformation is to determine a positive 
definite combination (3.2) in case it exists. One starts with a guess. A good 
choice is the value 0, of 8 which makes 
Tr( A(&,)) = 0, Tr@@d) > 0 
This value is easy to find, since the trace 
Tr(B)=Tr(A)+iTr(M) 
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FIG. 2. Determination of positive definite combination. M(0) has one negative 
eigenvalue (Ps). Two tentative half planes given by argz = 8, and arg .z = 8,. Note 
that Xmin( C(0)) is given by arg Ps) but that it does not enter the competition, since 
Im E’s < 0. In this case M( 0,) is positive definite. 
is a point in the complex plane. Choose 6’, so that the positive imaginary axis 
passes through this point. If both traces are zero, no positive definite 
combination can exist. 
One then computes the inertia of M(&) and the eigenvalues correspond- 
ing to Ph closest to the real axis. This gives two to four points which either do 
not reside in a half plane, or suggest two half planes cut out by either 
argz = 8,, cot@, - 0,) = m=( W&J)), 
Imp,,>0 
or 
argz = en, cot( en - e,) = min( A( C( 0,))) 
ImP,,>O 
(see Figure 2). 
Finally one checks the inertia or M(6),) and M($,) directly. If neither is 
positive definite, there is no positive combination; otherwise we get a sector 
of 8 for which M(B) is positive definite. 
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If 8 is chosen in this sector, e.g. the midpoint, we can compute an 
estimate of the Crawford number [l, lo] 
as 
c(& M) a Li,@(e)). 
Actually 
c(A, M) = mop { &,h(M(@)))7 
and we may apply a searching procedure, if we are not content with just an 
estimate. 
4. NUMERICAL EXAMPLES 
We have performed a few small numerical experiments to see how the 
theories described in this note bear out in reality. We have used the MATLAB 
package on a VAX computer, giving around 14 digits of accuracy. 
The points given in Figure 1 refer to the pencil 
A= 
B= 
0.5146 - 0.2387 1.8768 ~ 17.6577 - 6.2571 11.7139 ~ 0.6044 
- 0.2387 - 0.4484 1.4555 - 5.3783 - 1.5729 3.3377 ~ 0.4763 
1.8768 1.4555 4.1014 ~ 6.8136 ~ 1.4460 - 1.6664 2.1434 
- 17.6577 ~ 5.3783 - 6.8136 53.9344 24.6441 ~ 18.7495 12.4895 , 
- 6.2571 - 1.5729 - 1.4460 24.6441 10.5481 ~ 11.3912 6.4399 
11.7139 3.3377 - 1.6664 - 18.7495 - 11.3912 5.5213 - 9.7251 
-0.6044 - 0.4763 2.1434 12.4895 6.4399 ~ 9.7251 - 1.2989 _ 
0.9258 - 0.4197 3.9034 - 0.3232 ~ 0.9041 2.0629 5.4985 
- 0.4197 1.9637 - 1.4412 - 1.0455 0.9282 0.1142 1.5160 
3.9034 - 1.4412 4 3039 - 2.8757 - 4.3247 3.4844 4.2984 
- 0.3232 - 1.0455 - 2.8757 2.1133 - 1.5519 3.6847 3.6777 
- 0.9041 0.9282 - 4.3247 - 1.5519 0.8297 05389 0.4738 
2.0629 0.1142 3.4844 3.6847 0.5389 - 4.0661 - 3.6105 
55.4985 1.5160 4.2984 3.6777 0.4738 - 3.6105 - 3.0409 _ 
We have marked the points P, corresponding to the fuIl 7 X 7 problem with 
crosses. We have also computed the successive eigenvalue approximations as 
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obtained by the Amoldi algorithms, and marked the points Pk which 
correspond to four steps of the Amoldi algorithm with circles. Note that we 
get reasonable approximations to the eigenvalues that have large absolute 
values; these correspond to Pk close to the real axis. 
The points given in Figure 2 refer to the pencil 
A= 
M= 
i - - - 5.7850 8 11850 3004939321. 8 - 23.2587 8 11 59. 936 6 0841 890 8 - 18.2674 5 04909 19360 41575 53 1 2.3567 5 13311.2820 4 587 88 - 6.0846 5 39320 41572 564 623 839 0.7309 45753 8 975 9 811. 58 1 0  
I - 4.3443 0 46968 822 04113 - - 0.4696 4 348519376 7791. 1 51 0.1184 8 536 47792 7 3205 22 1 0.8482 614377202 98061.3 31 03 5 0.1937 2 340481536 41.988  - - - 2.8104 4 33425 22817 75351.1 16 0 2
Note that the trace gives a bad idea of where to start in this case, since the 
point Pa is far away and dominates the trace. 
The reader is referred to [2] for tests where the effect of nonreal 
eigenvalues of symmetric pencils on the course of a Lanczos run is studied. 
This problem area is not at all well understood yet. 
The second author has had stimulating discussions with William B. 
Gragg during the course of this work. 
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