Abstract. We derive a lower bound on the location of global extrema of eigenfunctions for a large class of non-local Schrödinger operators in convex domains under Dirichlet exterior conditions, featuring the symbol of the kinetic term, the strength of the potential, and the corresponding eigenvalue, and involving a new universal constant. We show a number of probabilistic and spectral geometric implications, and derive a Faber-Krahn type inequality for non-local operators. Our study also extends to potentials with compact support, and we establish bounds on the location of extrema relative to the boundary edge of the support or level sets around minima of the potential.
Introduction
Recently, in the paper [50] the remarkable bound dist(x * , ∂D) ≥ c ∆ϕ ϕ
( 1.1) has been obtained on the distance between the location of an assumed global maximum x * of any eigenfunction ϕ of the Schrödinger operator H = −∆ + V with Dirichlet boundary condition set for a simply connected domain D ⊂ R 2 , and the boundary of D. Here the potential V is bounded and includes the eigenvalue corresponding to ϕ, and c > 0 is a constant, independent of D, ϕ and V . The paper [7] established a similar relationship for the fractional Schrödinger operator (−∆) α/2 +V , 0 < α < 2, for arbitrary dimensions d ≥ 2, and pointed out some interesting corollaries. In this paper we present a counterpart of this inequality for a large class of non-local Schrödinger operators, and investigate its multiple implications involving an interplay of probabilistic and spectral geometric aspects. Our key results stated in Theorems 3.1-3.2 go beyond (1.1) on several counts. One is that our expressions feature the symbol of the kinetic part of the operator, allowing an understanding of the inequality from a probabilistic perspective in terms of mean survival times of paths in the domain. Another is that we lift the limitation to bounded potentials, and allow a large class including local singularities. Finally, a third is that apart from bounded domains we also consider potentials with compact support in full space R d , and derive predictions on the location of extrema relative to the edge of their supports (Theorem 4.5 below).
Non-local (i.e., integro-differential) equations are gaining increasing interest recently from the corners of both pure and applied mathematics. While PDE based on the Laplacian and related elliptic operators proved to be ubiquitous in virtually every fundamental model of dynamics for a long time, it is now recognized that a new range of effects is captured if one uses a class of non-local operators, in which the classical Laplacian is just one special case. Much work has been done recently on the well-posedness and regularity theory of such equations, see, e.g., [16, 51] and many related references. This interest is furthered to a great extent by the fact that non-local operators are generators of Lévy or Feller processes [12, 32] , and their study is made possible by probabilistic and potential theory methods. On the other hand, applications to mathematical physics, such as anomalous transport [37, 48] and quantum theory [21, 31, 43] , or more computationally, image reconstruction via denoising [14, 24] , to name just a few, provide a continuing incentive to the development of these ideas and techniques.
The study of non-local Schrödinger equations is one aspect of this work, and some primary work on developing a related potential theory has been done in [8, 9] . In what follows we consider non-local Schrödinger operators of the form H = Ψ(-∆) +V, (1.2) where Ψ is a so called Bernstein function, and V is a multiplication operator called potential (for details see the next section). Such operators have been considered from a combined perturbation theory and functional integration point of view in [29, 30] . When Ψ is the identity function, we get back to classical Schrödinger operators. We will be interested in the properties of solutions of two eigenvalue problems. The first is a non-local Dirichlet-Schrödinger problem for a bounded convex domain D ⊂ R d , d ≥ 1, given by
in weak sense. In this case there is a countable set of eigenvalues
≤ ...
of finite multiplicities each, and a corresponding orthonormal set of eigenfunctions ϕ 1 , ϕ 2 , ... ∈ Dom H ⊂ L 2 (D). When V ≡ 0, the problem reduces to the non-local Dirichlet eigenvalue equation. In this case the spectrum is still discrete, and we use the notation λ D 1 , λ D 2 , ... for the eigenvalues. The other problem we consider is the eigenvalue equation
We will also be interested in the specific case of potential wells of depth v > 0, when V = −v1 K . In this case appropriate conditions need to be drawn on V in order to have any L 2 -eigenfunctions. The Dirichlet-Schrödinger problem can also be seen as a Schrödinger problem in full space, where the potential equals V in D and infinity elsewhere. Explicit solutions of eigenvalue problems for non-local Schrödinger operators are few. In [46] this has been obtained for the operator (−d 2 /dx 2 ) 1/2 + x 2 , and in [23] for (−d 2 /dx 2 ) 1/2 + x 4 , both in L 2 (R). A detailed study of the asymptotic behaviour at infinity of the eigenfunctions for a large class of non-local Schrödinger operators has been made in [35, 36] . Bounds, monotonicity and continuity properties for Dirichlet eigenvalues for large classes of domains have been established in [19, 20] , approximate solutions and detailed estimates for some non-local Dirichlet problems in intervals, half-spaces or boxes have been presented in [33, 34, 39, 40, 41] . Since an explicit computation of the principal Dirichlet eigenvalue or eigenfunction is not available even for the simplest cases, a study of the properties of the spectrum becomes important. Some results on the shape of eigenfunctions or solutions were obtained in [4, 38] , and [47] investigates the local behaviour of eigenfunctions for potentials wells.
Our results in this paper contribute to a study of local properties of eigenfunctions of non-local Schrödinger operators. There are several reasons why information on the location of extrema of eigenfunctions is important. One closely related problem is the localization of the so called hotspots, which has attracted much attention for classical domain Laplacians. A hot-spot is a point in space where the solution of the heat equation in a bounded domain at a given time attains its maximum, and an object of study has been how hot-spots move in time. In the case of Neumann boundary conditions the solution approaches the second eigenfunction on the long run, and the so called Rauch-conjecture states that the second eigenfunction attains its maximum on the boundary of the domain, thus the hot-spots in this case are expected to be located at the edge. This conjecture turned out to be false in general, but it has been proven to hold under specific assumptions on the domain, see [2, 15] and references therein. For Dirichlet boundary conditions the situation is different as now the solution of the heat equation evolves in a way to take the shape of the first (principal) eigenfunction, and the hot-spot becomes its maximizer, away from the boundary. While there are many classical results in this respect, we mention in particular [26] , in which this problem is studied for bounded convex sets in R 2 , and the recent paper [13] which obtained a lower bound on the location of the maximum of the principal Dirichlet eigenfunction for the Laplacian. One implication of our results below is an improved bound, see a discussion in Remark 3.7 below.
Another special role to maximizers of principal eigenfunctions is given by their relationship with random processes generated by the kinetic part of the operator H. Since this eigenfunction can be chosen to be strictly positive, by its harmonicity it can be used as a Doob h-transform to construct a stochastic process obtained under the perturbation of V of the subordinate Brownian motion generated by Ψ(−∆). In case of a classical Schrödinger operator this is a diffusion, while for non-local cases it is a Lévy-type jump process with, in general, unbounded coefficients. In both cases the maximizer of the first eigenfunction gives the mode of the stationary probability density of this process. When the operators relate to a model of an atomic system or the flow of, e.g., contaminated groundwater in a porous soil, the maximizers acquire extra meanings related to the localization of the quantum particle or the highest-concentration point of the plume, respectively. This is further discussed in Remark 3.4 below.
As it will be seen in what follows, the localization of the extrema of Dirichlet-Schrödinger eigenfunctions is, roughly speaking, an isoperimetric-type property, determined by underlying geometric principles. In Corollary 3.4 we obtain a new Faber-Krahn type inequality for non-local Schrödinger operators as a direct consequence of the estimates on the location of extrema. This coincides up to a numerical factor with the classical Faber-Krahn inequality for Dirichlet eigenvalues and with the variant known for Schrödinger operators [17] , in the sense that our constant is weaker than the known optimal value. We also obtain a variety of geometric and probabilistic bounds on the eigenvalues in the spirit of the discussions in [3, 5] and references therein and, conversely, derive a lower estimate on all moments of exit times of subordinate Brownian motion from convex domains.
Furthermore, we extend our study to locating the maxima of eigenfunctions for operators with potentials having compact support. We are not aware of any similar results even for classical Schrödinger operators. In this case it is natural to consider distances from the boundary edge of the support or from neighbourhoods (e.g., level sets) of the minima of the potential. We observe some interesting behaviours dependent on whether the potential is attracting or repelling.
The remainder of this paper is organized as follows. In Section 2 we discuss some properties of Bernstein functions Ψ on which we rely throughout below when using the operators Ψ(−∆) and related subordinate Brownian motions. In Section 3 first we establish some basic facts on the Dirichlet-Schrödinger eigenvalue problem, which does not seem to be available in the literature. Next we state and prove our main results in Theorems 3.1-3.2, and then discuss a number of consequences and implications in corollaries and a string of remarks. Section 4 is devoted to operators having potentials with compact support.
Bernstein functions of the Laplacian and subordinate Brownian motions
Now we turn to describe the above objects formally. Denote
where Ψ is a Bernstein function given below. This operator can be defined via functional calculus by using the spectral decomposition of the Laplacian. It is a pseudo-differential operator whose symbol is given by the Fourier multiplier
It follows by general arguments that H 0 is a positive, self-adjoint operator with core C ∞ c (R d ). Recall that a Bernstein function is a non-negative completely monotone function, i.e., an element of the set
In particular, Bernstein functions are increasing and concave. We will make use below of the subset
Let M be the set of Borel measures µ on R \ {0} with the property that µ((−∞, 0)) = 0 and
Notice that, in particular, R\{0} (y 2 ∧ 1)µ(dy) < ∞ holds, thus µ is a Lévy measure supported on the positive semi-axis. It is well-known then that every Bernstein function Ψ ∈ B 0 can be represented in the form
is bijective. Ψ is said to be a complete Bernstein function if there exists a Bernstein function Ψ such that
where L stands for the Laplace transformation. It is known that every complete Bernstein function is also a Bernstein function. Also, for a complete Bernstein function the Lévy measure µ(dy) has a completely monotone density with respect to the Lebesgue measure. The class of complete Bernstein functions is large, including important cases such as
On the other hand, the Bernstein function 1 − e −u is not a complete Bernstein function. For a detailed discussion of Bernstein functions we refer to the monograph [53] . Bernstein functions are closely related to subordinators, and we will use this relationship below. Recall that a one-dimensional Lévy process (S t ) t≥0 on a probability space (Ω S , F S , P S ) is called a subordinator whenever it satisfies S s ≤ S t for s ≤ t, P S -almost surely. A basic fact is that the Laplace transform of a subordinator is given by a Bernstein function, i.e.,
holds, where Ψ ∈ B 0 . In particular, there is a bijection between the set of subordinators on a given probability space and Bernstein functions with vanishing right limits at zero; to emphasize this, we will occasionally write (S Ψ t ) t≥0 for the unique subordinator associated with Bernstein function Ψ. Corresponding to the examples of Bernstein functions above, the related processes are (i) α/2-stable subordinator, (ii) relativistic α/2-stable subordinator, (iii) sums of independent subordinators of different indeces, (iv) geometric α/2-stable subordinators (specifically, the Gamma-subordinator for α = 2), etc. The non-complete Bernstein function mentioned above describes the Poisson subordinator.
Let (B t ) t≥0 be R d -valued a Brownian motion on Wiener space (Ω W , F W , P W ), running twice as fast as standard d-dimensional Brownian motion, and let (S Ψ t ) t≥0 be an independent subordinator. The random process
is called subordinate Brownian motion under (S Ψ t ) t≥0 . For simplicity, we will denote a subordinate Brownian motion by (X t ) t≥0 , its probability measure for the process starting at x ∈ R d by P x , and expectation with respect to this measure by E x . Every subordinate Brownian motion is a Lévy process, with infinitesimal generator H 0 = Ψ(-∆). Subordination then gives the expression
for every measurable set E. Our main concern in what follows are some properties in the bulk of functions satisfying the eigenvalue equations (1.3-1.4) in weak sense. Specifically, we will focus on the location of extrema of eigenfunctions by using a stochastic representation of the solutions, featuring subordinate Brownian motion. 
is a Hilbert-Schmidt operator, in particular, they are compact. Hence, by general theory, the equation
The principal eigenvalue λ D 1 has multiplicity one, and the principal eigenfunction ϕ D 1 has a strictly positive version, which we will adopt throughout. Moreover, due to strong continuity of the semigroup, the spectrum is independent of t > 0, in particular, since −H D 0 is the infinitesimal generator of {T D t : t ≥ 0}, the same eigenvalues and eigenfunctions also solve (1.3) for V ≡ 0. It is also known that {T D t : t ≥ 0} is the Markov semigroup of killed subordinate Brownian motion, i.e., we have
where
2) is the first exit time of (X t ) t≥0 from D.
In contrast to the pure Dirichlet problem, the Dirichlet-Schrödinger problem (1.3) with V ≡ 0 has been much less studied and the counterparts of the above facts do not seem to be readily available in the literature. Let V ∈ L ∞ (R d ) and consider H = Ψ(−∆) + V . This operator is bounded from below, and self-adjoint on the dense domain Dom(
We denote L p norm on D by · p,D , whereas · p denotes the L p norm on R d . We show the following properties.
Lemma 3.1. Consider the operators H D,V and T
D,V t
, t > 0, and let (S Ψ t ) t≥0 be the subordinator corresponding to the Bernstein function Ψ ∈ B 0 . The following hold:
is an integral operator and we have the representation
, and E
x,y 0,S Ψ t denotes expectation with respect to the Brownian bridge measure from x at time 0 to y at time s, evaluated at random time
f continuous inD with value 0 on the boundary, for every t > 0.
Proof. (i) (3.4) follows from a standard conditioning argument, see [29, Lem. 3.4] . We define
and show that 
where (B t ) t≥0 is the Brownian motion running twice as fast as the standard Brownian motion, independent of the subordinator (S Ψ t ) t≥0 . A change of variable gives
and we also have Z
Therefore to show (3.6) we only need to show that
This can be shown by using the fact that for any Lévy process (L t ) t≥0 starting at zero we have
First we show (3.7) using (3.8). Since the Brownian motion is independent of (S Ψ t ) t≥0 , we get the following equalities in distribution
This proves (3.7). Next we come to (3.8) . It suffices to show that the finite dimensional distributions coincide.
On the other hand,
(ii) We establish the Chapman-Kolmogorov relation
where (Z t ) t≥0 denotes the Brownian bridge as defined above. Let ( S Ψ t ) t≥0 be a subordinator given by Bernstein function Ψ, independent of S Ψ , B, Z. Then we have
where the first equality follows from the Markov property of Brownian bridge, in the fourth line we used [54, Prop. A.1], and the sixth line follows by taking expectation with respect to ( S Ψ t ) t≥0 . Strong continuity follows along the line of [54, Prop. 3.3] .
. Let q t (x, y) be the transition density of (X t ) t≥0 . Then the Hartman-Wintner condition (3.5) implies that for every t > 0, q t (·) is bounded and continuous [28] and therefore,
The transition density for the process (X t ) t≥0 killed upon the first exit from D is given by Hunt's formula q
Note that q t (x, ·) 2 does not depend on x. Therefore
is a Hilbert-Schmidt operator.
(iv) We claim that for every t > 0 and y ∈ D,
To show (3.10), write
where σ ε denotes the ε-shift operator, and the third line above follows from [54, Cor. A.2] . It is straightforward to see that (3.10) holds for T
. On the other hand, T D,V ε (t, ·, y) converges to T D,V (t, ·, y) as ε → 0, uniformly on the compact subsets of D, see for example, [54, eq. (3.21) ]. This proves (3.10). The proof of (iv) can be completed employing a similar argument as in [54, Prop. 3.5] combining (3.9), (3.10) and (ii).
Finally we prove (v). Denotef (t, x)
In view of (iv) it is enough to show that for x n → z ∈ ∂D we have lim
Since f and V are bounded, we obtain from (3.3) that
Since z ∈ D is regular, see Lemma 3.2 below, we have
By combining the above two equalities (3.11) follows. Now we prove the statement used in part (v) above.
Lemma 3.2. Let D ⊂ R d be a convex bounded open set, and assume that (X t ) t≥0 is not a compound Poisson process. Then all boundary points of D are regular, i.e., for every z ∈ ∂D it follows that
Proof. For a subset I ⊂ {1, 2, . . . , d} we define the cone
Let C 0 be the open cone corresponding to I = ∅. Denote
It is easy to see that we can rotate C \ {0} suitably to generate 2 d copies which are disjoint and form a partition of R d \ {0}. Let z = 0 ∈ ∂D. We may also assume that the cone C defined above is in D c . Define U n = C ∩ B c 1/n (0) and τ n = τ B 1/n (0) . Since (X t ) t≥0 is isotropic, we have
Due to the strong Markov property of (X t ) t≥0 , Blumenthal's zero-one law gives P 0 (τ z D = 0) = 1. Remark 3.1. We note that Lemma 3.1 can be obtained also for Ψ-Kato class potentials, which may have local singularities (see below). Also, further (such as contractivity, positivity improving etc) properties of {T D,V t : t ≥ 0} can be shown, which is left to the reader. The lemma can further be extended for other non-local Schrödinger operators, involving more general isotropic Lévy processes. We also note that a proof of Lemma 3.2 does not seem to be available in the literature, and it is of independent interest. A brief remark has been made in [10, Rem. 1.9] on a subset of boundary points.
From Lemma 3.1 it then follows that the Dirichlet-Schrödinger eigenvalue equation (1.3) is solved by a countable set of eigenvalues λ
≤ · · · → ∞ and a corresponding orthonormal set of L 2 (D)-eigenfunctions, such that the principal eigenvalue is simple and the corresponding principal eigenfunction has a strictly positive version.
The location of extrema
In the following we will use a class of potentials, which are general enough to contain many interesting cases (such as Coulomb-type potentials), while being naturally suitable for defining Feynman-Kac semigroups. Consider the set of functions
f is Borel measurable and lim
We say that the potential V : R d → R belongs to Ψ-Kato class whenever it satisfies
By standard arguments based on Khasminskii's Lemma, for a Ψ-Kato class potential V it follows that there exist suitable constants
For further details we refer to [30, Sect. 4] and [45] . For Bernstein functions we will use the following property repeatedly below, which has been introduced in [11] . 
We will show some typical examples of Bernstein functions satisfying Assumption 3.1 further below in this section. Now we present two expressions of the main result of this section. The first uses Ψ-Kato class potentials V and a restricted class of Ψ, the second uses a more general class of Bernstein functions Ψ and bounded potentials. 
. Also, let ϕ be a non-zero solution of (1.3) at eigenvalue λ V,D . Assume that |ϕ| attains a global maximum at x * ∈ D, and denote r = dist(x * , ∂D) and η = 1 − d 2µp . Then there exists a constant Θ 1 > 0, dependent on d, µ, c, η, inrad D, and a constant Θ 2 > 0, dependent on η only, such that
14)
The proof of Theorem 3.1 is simpler if the potential V is bounded. Moreover, one can allow a larger class of Ψ, not necessarily satisfying WLSC, and the dependence of Θ 1 on the domain parameters can be waived when V ∈ L ∞ (D). This is obtained in the following theorem.
, and ϕ be a non-zero solution of (1.3) at eigenvalue λ V,D . Assume that |ϕ| attains a global maximum at x * ∈ D, and denote r = dist(x * , ∂D). Then there exists a universal constant θ > 0, independent of D, x * , V , Ψ and the dimension d, such that
where F is the probability distribution function of a Gaussian random variable N (0, 2). In particular, if Ψ is strictly increasing, then
Next we turn to proving these theorems. For technical reasons we start by showing first the latter theorem.
Proof of Theorem 3.2. Let τ D be the first exit time of (X t ) t≥0 from D, as defined in (3.2) . Using the eigenvalue equation and the representation (3.3), we have that
that is,
with a suitable κ, which will be justified below, and show that for this t we have
where δ does not depend on x * , D. Let z ∈ ∂D be such that dist(x * , z) = r, and consider the half-space H ⊂ D c intersecting D at z. Note that this is made possible by the convexity of D, and
holds. We assume with no loss of generality that H is perpendicular to the x-axis, x * = 0 and z = (r, 0, . . . , 0). Then we have for s ≥ r 2 that
where (B 1 t ) t≥0 denotes a one-dimensional Brownian motion running twice as fast as standard Brownian motion, and F is the probability distribution function of a Gaussian random variable with mean 0 and variance 2. Using the subordination formula (2.4) and the uniform estimate (3.21), we have
By (2.3) and (3.19) we have
Hence with κ > 1 we obtain P S (S Ψ t ≤ r 2 ) < 1, and thus (3.20) holds with δ = 1 − F (−1)(1 − e 1−κ ), independently on r. This then implies (3.15) with constant prefactor
which on optimizing over κ gives the constant (3.16).
Proof of Theorem 3.1. The key estimate for the proof is the following improvement of (3.13): for any κ 1 > 0 there exists a constant Choose
. Suppose that r = dist(x * , D) and let t = 2 Ψ(r −2 ) ≤ κ 1 . Then using (3.3) and Hölder inequality, we obtain for ϑ ≥ 1 that
Hence from (3.20), (3.22) and (3.23) we see that
Since δ < 1 and lim ϑ→∞ mη δ 1 /ϑ = 1, we can choose ϑ large enough such that
Thus we obtain
This gives (3.14) for
Now we proceed to establish (3.22) . Since Ψ has the WLSC property, the characteristic exponent Φ(r) = Ψ(r 2 ) also has the WLSC property, namely Φ(γu) ≥ c γ 2µ Φ(u), for all u > 0 and γ ≥ 1.
Thus by [11, Prop. 19] there exists a constant K 1 , dependent on d, µ, c, satisfying
Here q t (x, y) denotes the transition density function of (X t ) t≥0 . On the other hand, from the WLSC property of Φ it follows that
for all λ ≥ Φ(u), u > 0.
Choose ν > 0 and denote
. Then for s ≥ Φ(ν) we obtain
Hence, using the above estimate in (3.24) we get that
where K 2 depends on d, µ and ν 1 . Let κ 1 be positive and choose ν = Ψ −1 (
). With this choice of ν we have from (3.26) that
2 , and in the second line above we used (3.27) . Let now 0 ≤ s 1 ≤ . . . ≤ s k , k ∈ N. Using the Markov property of (X t ) t≥0 with respect to its natural filtration (F t ) t≥0 , for f ≥ 0 we obtain
Hence (compare [45, Lem. 4 .51] in the second edition)
(see [25] for definitions and properties). We find by the above that for t ∈ [0, κ 1 ],
It is also known that for some constant m η , dependent only on η,
holds. Thus, using (3.28) we have for t ≤ κ 1 that
Putting f = ϑV − in (3.29), we obtain (3.22).
The dependence of Θ 1 on inrad D is due to the factor
, which appears in (3.25). For Ψ(u) = u α /2 , however, ν 1 does not depend on ν. Thus we have the following improvement to Theorem 3.1.
Let ϕ be a non-zero solution of (1.3) at eigenvalue λ V,D . Assume that |ϕ| attains a global maximum at x * ∈ D, and denote r = dist(x * , ∂D). Then there exist Θ 1 , dependent on d, α, c, η, and Θ 2 , dependent on η, such that
holds.
Remark 3.2. For classical Schrödinger operators we have Ψ(u) = u, for which Theorem 3.2 implies (1.1), possibly with a different constant c. Also, for fractional Schrödinger operators we have Ψ(u) = u α/2 , which reproduces the result obtained in [7] . Formulae (3.15)-(3.17) equally apply for V ≡ 0, in which case the statement refers to the Dirichlet eigenfunctions and eigenvalues.
Example 3.1. Some important examples of Ψ satisfying Assumption 3.1 include:
Consequences on the spectrum
The above theorems have a number of implications on the eigenvalues and related quantities. Here we discuss these implications involving an interplay of survival times of paths and geometric features. 
30)
where x * is a maximizer of |ϕ| in D.
Proof. From the proof of Theorem 3.2 we have
By integrating both sides in t on (0, ∞) we obtain (3.30).
Note that the left hand side of (3.30) gives the mean survival time of the process (X t ) t≥0 starting from x * , perturbed by the potential V , thus the above result gives a probabilistic bound on the Dirichlet-Schrödinger eigenvalues. Remark 3.4. Since Ψ −1 is an increasing function, the bound (3.17) can be interpreted as saying that if the potential is not strong enough, the global extrema of ϕ cannot be too close to the boundary. Intuitively it is clear that one can decrease dist(x * , ∂D), for instance, by a potential which has a hole close to the boundary, that is deep enough to make the process stay in that region with a sufficiently high probability, preventing it to hit the boundary too soon and get killed. It is seen that the condition only requires sufficient strength of the potential and no details on its local behaviour. There is also a probabilistic interpretation of relation (3.15) . From [52, Rem. 4.8] we find that
for some constants c 1 , c 2 > 0 depending only on d. A combination with (3.30) then implies that the inequality makes a comparison of the mean survival time of the process starting from x * perturbed by the potential with the mean survival time of the free (unperturbed) process, involving the proportionality constant θ. Note that since the principal eigenfunction ϕ 1 is strictly positive, by the Doob
, we can construct a random process generated by the operator Hf = H(ϕ 1 f ) whose stationary measure is ϕ 2 1 dx. The location x * of a global maximum of ϕ 1 then corresponds to a mode of the stationary density of the process conditioned never to exit the domain D.
Next we consider the principal Dirichlet eigenvalues in the absence of a potential. (i) We have
for every p ≥ 1. (ii) Let Ψ ∈ B 0 be a complete Bernstein function. Then there exist positive universal constants C 1 , C 2 , dependent only on d, such that
Proof. Let p ≥ 1. To obtain (i) multiply both sides of (3.31) by pt p−1 and integrate with respect to t over (0, ∞). Next consider (ii). To prove (3.33) first note that by the domain monotonicity property we have
where κ 1 = λ B 1,Lap is the Dirichlet principal eigenvalue in the unit ball, and λ D 1,Lap denotes the principal Dirichlet eigenvalue of the Laplacian in D. Therefore by [19] we obtain
Thus, using (3.32) for p = 1, we have 1
From the Laplace transform of (S t ) t≥0 and the monotonicity of Ψ it is seen that for every δ ≥ 1 we have
Thus by (3.35) we get the left hand side of (3.33) with κ
1 . To prove the converse implication we use a result from [49] . Note that since Ψ is a complete Bernstein function, the process (X t ) t≥0 has a transition density q(t, x, y) = q(t, x − y). Moreover, q(t, ·) is radially symmetric and decreasing. Denote by r D = inrad D and define
Fix t > 0 and z 0 ∈ D. By τ S D we denote the first exit time from S D . Then
where in the inequality above we used [49, Th. 
Since the Lévy exponent of (B 1
is given by Ψ(u 2 ), we obtain from [52, Rem. 4.8] and (3.35) that
, for some universal constant C 2 . Hence using (3.36) and the above estimate we obtain the right hand side of (3.33).
Finally, consider (iii). In view of (3.32) we only need to show the right hand side of (3.34). Using (3.36) and the estimate above, we get that
On the other hand, using [19] and the domain monotonicity of the principal eigenvalue, we obtain
where κ 1 = λ B 1,Lap . A combination with (3.37) gives
Hence using (3.38) and (3.35) we find
This completes the proof of (3.34).
Remark 3.5. The bound in (3.32) implies for p = 1 the well-known relation
between the principal Dirichlet eigenvalue and the mean survival time in the domain, first obtained by Donsker and Varadhan for diffusion processes [22, eq. ( 1.2)]. The converse expression
, has an independent interest, giving an estimate of the (integer and fractional) moments of the mean exit time from D for subordinate Brownian motion, which has not been known before. Also, using the same (3.31), it follows that τ D has p-exponential moments of order p < λ D 1 , and we have the bound
Remark 3.6. There is much important work on estimates similar to (3.33)-(3.34) for cases when the reference domain is a simply connected set in R 2 and the stochastic process is Brownian motion. Much effort has been made on finding the best possible universal constants for these estimates; see, for instance, [1, 3] and the references therein. For similar estimates for symmetric stable processes we refer to [5, 49] . Corollary 3.3 extends the earlier results to subordinate Brownian motion, possibly with non-optimal constants.
Remark 3.7 (Hot spots). In the literature the location of the maximizer of the principal eigenfunction is referred to as a hot spot. Identifying possible hot spots in a convex domain is known to be quite challenging and there is an extensive literature in this direction, see for instance [13, 26, 50] and references therein. In [13, Th. 2.8] it is shown that there exists a constant c, dependent only on d, such that for any bounded convex set D one has
where x * denotes a hot spot of the Laplacian in D with Dirichlet boundary condition. Note that Theorem 3.2 improves this result substantially. For the principal Dirichlet eigenvalue λ D 1,Lap of the Laplacian, by the domain monotonicity property we have
where B is the unit ball centered in the origin. Using the above in (3.17) we obtain dist(x * , ∂D) ≥ θ inrad D , which improves (3.39). 
, for all n > 0 .
However, an affirmative answer is possible for principal eigenfunctions when Ψ is a complete Bernstein function. Let D be a bounded convex domain and ϕ 1 be the principal eigenfunction and λ D 1 is the principal eigenvalue for the Dirichlet problem. Since Ψ is a complete Bernstein function, it is known from [19] 
, using (3.40). Hence with c = λ B 1,Lap we obtain
. Inequality (3.17) has another important consequence, which we single out next. Assume that Ψ is strictly increasing in (0, ∞), denote the Lebesgue measure of D by |D|, and |B| = ω d . 
Proof. Since B r (x * ) ⊂ D whenever r = dist(x * , ∂D), using (3.17) it is immediate that
Remark 3.9. For Ψ(u) = u we obtain
which is [17, Th. 1.1]. Our constant differs from the known sharp constant which is, e.g. for d = 2 equal to 2.4048, however, our proof of the Faber-Krahn inequality uses a very different argument. Similarly, for Ψ(u) = u α /2 we get
compare [7, Cor. 1.3] . For other Ψ the Faber-Krahn inequality has not been known before. , which shows that in our expression the constant is not optimal, however, our derivation of this type of bound is very different from [19] .
Compactly supported potentials
In this section we consider the eigenvalue problems (1.3)-(1.4) for the special choice of bounded potentials with compact support. In case V = −v1 K with a bounded set K ⊂ R d with non-empty interior, we say that V is a potential well with coupling constant v > 0.
Concerning the eigenvalue problem in L 2 (R d ), recall that the non-local Schrödinger operator H = Ψ(−∆) + V admits a Feynman-Kac representation [30] of an eigenfunction ϕ in the form
For a potential well −v1 K this becomes specifically
is the occupation measure of the set K by subordinate Brownian motion (X t ) t≥0 . For non-local Schrödinger operators H above the semigroup {T t : t ≥ 0}, T t = e −tH , is welldefined and strongly continuous. For all t > 0, every T t is a bounded operator on every
Also, for all t ≥ 2t b , T t has a bounded measurable kernel u(t, x, y) symmetric in x and y, i.e.,
T t f is a bounded continuous function. Thus the eigenfunctions solving (1.4) are bounded and continuous, whenever they exist. Also, they have a pointwise decay to zero at infinity. For a subclass of subordinate Brownian motions it is known that the eigenfunctions decay at a rate determined by the Lévy density of (X t ) t≥0 . For further details we refer to [36] .
Since these potentials are relatively compact perturbations of H 0 = Ψ(−∆), the essential spectrum is preserved, and thus we have Spec H = Spec ess H ∪ Spec d H, with Spec ess H = Spec ess H 0 = [0, ∞). The existence of a discrete component depends on further details of the operator. Generally, Spec d H ⊂ (−v, 0), and Spec d H consists of at most a countable set of isolated eigenvalues of finite multiplicity whenever it is non-empty, with possible accumulation point up to zero. For non-negative compactly supported potentials it is known that Spec d H = ∅ if (X t ) t≥0 is a recurrent process [18] . For potential wells this means that at least an eigenfunction exists for every v > 0 when (X t ) t≥0 recurrent, on the other hand, it is also possible to show that for transient processes eigenfunctions do not exist if v is too small, but there is at least one if v is large enough.
For the remainder of this section we assume that an eigenfunction exists in either case (1.3)-(1.4), which is thus bounded and continuous. The following result applies for both eigenvalue problems.
Theorem 4.1. Let D be R d or a bounded subset of R d , V be a convex increasing function attaining a global minimum atx ∈ D, and consider the respective eigenvalue equations with a pair λ and ϕ such that lim x→z∈∂D ϕ(x) = 0. Furthermore, let x * be the location of a global maximum of |ϕ|, and consider the set
Proof. Note that we only need to show that x * ∈ U λ . Assume, to the contrary, that x * ∈ D ∩ U c λ . Clearly, we have V > λ on D ∩ U c λ . Also, we may assume that ϕ(x * ) > 0. Using the strong Markov property in the Feynman-Kac representation, we find that
However, the above is not possible and hence this is a contradiction.
We note that in [6] a related question has been addressed for classical Dirichlet-Schrödinger equations in convex planar domains.
Remark 4.1. It should noted that the convexity of V is not used to find the location of the maximizer. For instance, if we have V compactly supported inside D and λ < 0, then the same proof above shows that x * ∈ supp V .
Next we consider a situation in a bounded domain. The following result shows how far from the support of a not sufficiently negative potential inside a bounded domain a maximizer can move out. This may be compared with Theorem 3.2, in particular, it will be seen that the effect of the potential is exercised by the eigenvalue alone. We will use the following condition on Ψ repeatedly, which we single out here. holds.
We will comment and give some examples of Bernstein functions satisfying this assumption following the proof of our next main result. Proof. Denote r = dist(x * , ∂D), and without loss of generality assume that x * = 0. Let t = c Ψ(r −2 ) , where the constant c will be chosen below. From the proof of Theorem 3.2 it follows that we can choose c large enough to satisfy
Fix this choice of c and define
. Since r ≤ κ 2 , we have t ≤ T c . Using (4.1) we show below that there exists T • > 1 such that
Define Y r = 
Hence we can find T • > 1 satisfying
Combining (4.3) and (4.5) we obtain that
Now we fix the above choice of T • , which depends on c, κ and Ψ. On the other hand, since D is convex, we may assume that there exists a point z 0 ∈ ∂D such that dist(0, z 0 ) = r, z 0 lies on the x 1 -axis and D lies of the on the complement of the half-space {y ∈ R d :
, where e 1 is the unit vector along the x 1 -axis. Note that dist(z 0 , χ(r 2 )) = r and z 0 · χ(r 2 ) = 2r 2 . Define for δ ∈ (0, 
Note the equivalence of the events
where in the last equality we used that rχ(s) = χ(r 2 s). Thus we find
Combining (4.6) and (4.8) we have
where the third line follows from the independence of Brownian motion and the subordinator. By the construction of χ it is seen that every path satisfying
must leave D by time t since B S Ψ t ∈ D c , and it does not enter K in the time interval [0, t]. Thus by (4.9) we obtain
Then by the Feynman-Kac formula and the strong Markov property it follows that
using (4.10). By taking logarithms both sides, we obtain (4.2).
There is a large family of subordinate Brownian motions satisfying Assumption 4.1. First we show a general statement and then illustrate it by some important examples.
Lemma 4.1. Suppose that Ψ is unbounded and regularly varying at infinity, i.e., with a slowly varying function ℓ and constant β > 0 we have
Then Assumption 4.1 holds.
Proof. It suffices to show that for any sequence (s n , γ n ) with s n → 0, γ n → ∞, and s n γ n → ∞,
Fix any ε > 0. Then for large n,
Hence (4.11) follows. 
In the remaining part of this section we consider the eigenvalue problem in full space. Proof. We show that there is no maximizer in K c . Assume, to the contrary, that x * ∈ K. Therefore, for a suitable δ > 0 we have B δ (x * ) ∈ K c . Let τ δ be the exit time from the ball B δ (x * ). Since E x * [τ δ ] > 0, we find t > 0 such that P x * (τ δ > t) > 0. As before, we can also assume that ϕ(x * ) > 0. By the Feynman-Kac representation we have
This would imply e λt > 1, which is a contradiction as λ < 0. Hence x * ∈ K.
Remark 4.2. Recall that the eigenfunctions are continuous, as mentioned earlier. Since V is bounded, from the Feynman-Kac representation we have for every t > 0 that 12) where q t (x, y) = q t (x − y) denotes the transition density of (X t ) t≥0 starting at X 0 = x. It follows by subordination, see (2.4) , that
Therefore, for every fixed y we have q t (x − y) → 0 as |x| → ∞. Moreover, if Ψ satisfies the Hartman-Wintner condition (3.5), then q t (x, y) is bounded and continuous. Hence by dominated convergence we obtain from (4.12) that lim |x|→∞ |ϕ(x)| = 0, thus every eigenfunction attains its maximum in R d .
Finally, we show how deep inside the support the maximizer can be for a potential well. We denote by Int K the interior of K.
Theorem 4.4. Let V = −v1 K with a bounded convex set K, and ϕ be an eigenfunction corresponding to eigenvalue λ = −|λ| < 0 solving the eigenvalue problem (1.4). Suppose that Ψ is unbounded and satisfies Assumption 4.1. Then there exist two constants ̺ 1 , ̺ 2 > 0, dependent only on Ψ and inrad K, such that if
(4.14)
Proof.
Step 1: First we prove (4.14) assuming that x * ∈ Int K. By a shift we can assume that x * = 0 with no loss of generality, and we denote r = dist(
where the constant c will be chosen later. From the proof of Theorem 4.2 we see that we can choose c large enough such that
see (4.6) above. Therefore, by the independence of increments we have from (4.15) that
Now we fix the above choice of T • which depends on c and Ψ and inrad K (recall that r and t are related). Since K is convex, we may assume that the point z 0 = (r, 0, . . . , 0) ∈ ∂K is such that dist(0, z 0 ) = r, K lies on the on the complement of the half-space {y ∈ R d :
In a similar manner as in the proof of Theorem 4.2 we find that there is a δ 2 > 0 such that
Also, we have
using scaling and that rχ(s) = 1 r χ(r 2 s). Thus we obtain ≤ δe (v+λ)t−|λ|t + (1 − δ)e (v+λ)2t ≤ δe ̺ 1 |λ|t−|λ|t + (1 − δ)e ̺ 1 |λ|2t = ξ(2t|λ|) , (4.20) where in the fourth line we used (4.19) . Since 2t|λ| > 0 and ξ(2t|λ|) ≥ 1, we conclude that 2t|λ| ≥ ε 0 holds. Hence (4.14) follows with ̺ 2 = ε 0 2c .
Step 2: To conclude, we prove that under the condition (4.13) we have x * / ∈ ∂K. Like before, we may assume that x * = 0 and K ⊂ {x 1 ≤ 0}. Note that the estimate (4.19) holds uniformly in r ∈ (0, inrad K). Since 0 is on the boundary of K and the function χ, defined above, lies in {x 1 ≥ 0}, we observe that for every r > 0 and every (ω, ̟) ∈ Ω = Ω r we have B S Ψ t ∈ K c and the paths B S Ψ and c is chosen the same as before. Therefore, following a similar argument as in the proof of (4.20), we obtain 1 ≤ ξ(2t|λ|), for all r > 0. Since t → 0 as r → 0, and since Ψ is unbounded, the above estimate cannot hold for small t. Thus we have a contradiction showing that 0 = x * ∈ Int K. By taking logarithms on both sides and dividing by t > 0, we get v − |λ| ≤ − lim sup
Thus the numerator at the left hand side of (4.13) is always bounded by λ K 1 , and so for |λ| large enough (4.13) holds. Also, notice that the result in Theorem 4.4 continues to hold for more general potentials V supported on K and λ < 0. In this situation (4.13) will be replaced by − min x∈K V (x) − |λ| |λ| ≤ ̺ 1 .
Notice that the dependence of ̺ 1 and ̺ 2 on inrad K comes from (4.1), which has been crucially used in (4.5) . This dependence can be waived for a class of Ψ for which (4.1) holds uniformly in γ 0 > 0, i.e., when Moreover, (4.5)-(4.6) follow then uniformly in r ∈ (0, ∞). Therefore, in this case ̺ 1 and ̺ 2 only depend on Ψ and not on inrad K. This is recorded in the following result. (i) We note that, using direct techniques of differential equations, for usual Schrödinger operators H = −∆−v1 Ba in L 2 (R d ), it is well-known that for d ≥ 3, the smallness of the quantity va 2 implies that no L 2 -eigenfunctions exist. Using the Birman-Schwinger principle, bounds on va α can also be derived ruling out L 2 -eigenfunctions of H = (−∆) α/2 − v1 Ba and further non-local operators [44] . Although the constants may in general differ, we have the same type of bounds resulting from Corollary 4.1 above.
(ii) We can also use Green functions to find a "no-go" type consequence, which does not involve (4.13). Suppose that d ≥ 3 and the transition density probability function of (X t ) t≥0 decays to 0 as t → ∞. Then the ground state ϕ 1 of H = Ψ(−∆) − v1 K has the representation ϕ 1 (x) = . Finally we note that our technique in proving Theorem 4.4 is also applicable to a more general class of potentials. Consider equation (1.4) . For V convex and increasing we have shown in Theorem 4.1 that the maximizer x * ∈ U λ = {x ∈ D : V (x) ≤ λ} ∩ D. For δ > 0 we define the δ-neighborhood of U λ , i.e. U δ λ = {x ∈ R d : dist(x, U λ ) ≤ δ}.
The following result provides a sufficient condition for the maximizer to be strictly inside U λ .
Theorem 4.6. Suppose that Ψ satisfies Assumption 3.1. There exist positive constants ̺ 1 and ̺ 2 , dependent only on Ψ, such that if for some δ ∈ (0, inrad U λ )
.
