ABSTRACT Accurate recognition of gestures based on surface EMG signals is of very importance in the study of human prosthetic interaction. In this paper, multi-feature combination and adaptive AdaBoost algorithm are used to identify nine kinds of fine gestures. First, in order to adaptively set the threshold for extracting the active segment, the algorithm for detecting the active segment of the surface myoelectric signal is improved, and the effective active segment value is obtained by rejecting the invalid active segment. Second, a fine gesture classification method based on multi-feature combination is proposed. In this paper, the recursive feature elimination algorithm based on cyclic feature selection is used to screen out the feature set with the top classification effect, and the feature set selected by eight experimental objects is counted, and the optimal feature combination is obtained according to the experimental analysis. Finally, nine fine gesture actions are identified through a weak classifier constructed by combining the AdaBoost algorithm and the single-layer decision tree. The experimental results show that the proposed algorithm can achieve an average recognition rate of 98.56 (±1.44)% for nine fine gestures.
I. INTRODUCTION
Surface electromyography (sEMG) signal, as a bioelectricity signal generated along with muscle contraction activity [1] , is widely used in disease diagnosis, rehabilitation training and biofeedback control, especially for human-computer interaction control of artificial limbs. Since the different limb movements in the human body correspond to different muscle contraction patterns, the processing of the surface myoelectric signals can obtain information on the motion patterns. At present, extraction of gesture motion information from surface electromyography (sEMG) signals has been studied a lot, but it is still difficult to replicate biologically realistic gestures. This is because the human hand not only has a highly clear system, it may have more than 20 degrees of freedom of movements, but also has a complex muscle system. Therefore, the study of multi-finger and multi-free vacation limbs has become a hot issue in the world [2] . Over the past decade or so, several companies and research institutes have developed several multifunctional anthropomorphic prosthetic hands [1] , [3] - [8] , such as i-Limb hand [1] and SmartHand [8] . Their appearance and size are similar to those of a human hand, with at least 8 degrees of freedom. In recent years, China has made great progress in bionic research, and has funded many research topics on myoelectric prostheses in natural fund projects. In 2004, Professor Jiang Mingwen of Tsinghua University studied the topic of ''electromyography artificial hand with touch-slip function'' [5] . In 2009, Professor Tang Jianyou of Hangzhou University of Electronic Science and Technology studied the topic of ''Three-degreeof-freedom proportional control of the design of myoelectric artificial hand'', and Professor Luo Zhizeng studied the topic ''Design of a single-motor-driven multi-finger multi-joint manipulator''. In 2012, Professor Haru and Yang Dapeng of Harbin Institute of Technology studied the topic ''Coded multi-degree-of-freedom myoelectric artificial hand control system'', etc. [9] .
At present, methods based on surface EMG signal pattern recognition mainly include support vector machine [10] , artificial neural network [11] , hidden Markov model, linear discriminant classifier and so on. These pattern recognition methods are traditional surface EMG signal recognition methods, which have the disadvantages of complicated calculation, many parameters and long operation time. Moreover, these pattern recognition methods are more or less overfitting with the setting of parameters. In response to the above problems, Schapire and Freund et al. used the weight to perform real-time transformation based on errors to propose the AdaBoost algorithm [12] . The AdaBoost algorithm was first applied to handwritten font recognition, and it is also the most successful practical application. It not only greatly reduces the recognition error rate, also recognize different types of fonts. Viola et al. proposed a face detection algorithm built on AdaBoost, which greatly improved the accuracy while improving the accuracy. It greatly speeded up the detection speed and quickly developed into the mainstream algorithm in this field once it was proposed [13] . Zhang et al. used the AdaBoost algorithm to design a set of iris classifiers for various situations [14] . Dong Yuanfang et al. proposed the AdaBoost algorithm to classify XML documents [15] . The AdaBoost algorithm is mainly applied to the above three aspects.
In this paper, the research method based on adaptive AdaBoost algorithm and multi-feature combination is applied to fine gesture motion pattern recognition. This process has four main stages: data acquisition and processing, signal denoting, feature selection and extraction, and motion recognition classification. Firstly, in the process of data processing, an improved method for extracting effective active segments in sliding window based on iterative moving average method is proposed [16] , which provides a new effective active segment extraction idea for surface EMG signals and fine gesture recognition. Secondly, three denoting methods are analyzed. Gaussian filtering, wavelet filtering and median filtering are discussed by RMSE, MAE and smoothness evaluation indicators. Through comprehensive analysis, Gaussian low-pass filtering is supposed to denoise the sEMG signal. In terms of feature selection, the recursive feature elimination algorithm selected by the cyclic feature is used to filter the feature combination, and the optimal feature combination is provided by statistics. Based on this, the adaptive AdaBoost algorithm is applied to gesture recognition in the preceding article to improve the recognition rate of surface EMG signal classification [17] .
II. sEMG SIGNAL ACQUISITION A. NinaPro DATABASE
The acquisition of the NinaPro database is designed to form a global baseline data set that enables researchers to study the relationship between sEMG and hand/arm kinematics, thereby naturally controlling the hand prosthesis of the translation amputee [18] . In this study, we used the first part of the NinaPro database, database1. The experimental procedure for the NinaPro database was subject to approval by the institutional review board. 52 sports are divided into three different exercises. Exercise A consists of 12 basic finger movements. Exercise B consists of eight equal lengths and isometric configurations, and nine basic wrist movements. Exercise C consists of 23 kinds of grasping and functional movements that mimic everyday activities [18] , [19] . In this paper, this paper proposes nine fine gestures based on the NinaPro database: thumb bending (F1), index finger bending (F2), middle finger bending (F3), ring finger bending (F4), little finger bending (F5), four fingers Bend (F6), three-finger bend (F7), two-finger bend (F8), thumb-index finger bend (F9). The NinaPro database provides a standard action reference for acceptable gestures, making the results more accurate and convincing (see Fig 1) .
B. ELECTRODE POSITION
As showed in Fig 1, we identified nine fine gestures. But there are various muscle groups in the person's forearm position, and we can't determine which muscle groups the gestures are related to. At the same time, since it is considered that the amount of data to be processed is large, it is necessary to select a muscle group that is as small as possible and has a substantial correlation. Through the search for a large number of related literatures [20] - [25] and experimental tests, it was found that the three muscle groups have a great correlation with the determined nine fine gestures: the abductor halluces muscle (APL), the superficial flexor (FDS), ulnar wrist flexor (FCU). After determining the location of the muscle group, place the three Music Muscle sensors in these three locations. The envelope signal and the original signal can be obtained simultaneously by the sensor (as showed in Fig 2) .
C. TEST SUBJECT
The EMG data of 8 subjects (4 males, 4 females, aged 22-27 years) were collected and informed and consented to participate in the study. All subjects were healthy and had no known physical problems. We collected 8 experimental data for each subject in two weeks, repeating each action 10 times in each test, and the finger returned to the initial state after the action was completed, as showed in Fig 1. Prior to each experiment, each subject's forearm skin was decreased with medical alcohol, as showed in Fig 2. Subjects received guidance from relevant personnel on how to perform gestures before starting the experiment.
III. EXPERIMENTAL ALGORITHM A. SIGNAL PROCESSING 1) AN IMPROVED METHOD FOR EXTRACTING EFFECTIVE ACTION SEGMENTS BASED ON SLIDING WINDOW
The purpose of effective active segment extraction is to identify each activity segment to reduce the amount of data processed and to ensure that the information for the active segment is maximized. Therefore, this paper proposes an improved method for extracting effective active segments in sliding windows based on iterative moving average method [16] . First, we use a sliding window of size W = 32ms and 64 samples of sampling frequency of f = 2000 Hz on each sEMG channel. In the trial, If the signal-to-noise ratio of one or more signal channels is low, the channel noise has a greater influence on E. Therefore, we take the average of each channel as the square moving average
m represents the number of channels on the envelope sEMG signal, and n represents the number of sample points.
At this point, the effect of single channel noise on SMA is reduced, but the final effect of active segment detection is not covered. So we can get a three-channel total energy profile, and then based on the energy map, we further set the appropriate threshold for extracting the active segment. Secondly, the setting of the relevant threshold can directly FIGURE 3. Nine actions of the eight experimental subjects were tested experimentally. The vertical axis is the number of actions. The horizontal axis shows the maximum coefficient. Total_number indicates the total number of actions. Error_number is the number of invalid actions. Lost_number indicates the effective action that was not detected. Quantity. From the above 9 graph, it can be obtained that the maximum coefficient is 0.6, and the number corresponding to Lost_number and Error_number is relatively stable and small, so the maximum coefficient of this experiment is set to 0.6. affect the extraction of the effective active segment, so we calculate the threshold by an iterative method instead of the conventional manual artificial setting. The method steps are as follows:
(1) Set an initial threshold TH_1 for extracting the inactive segment. According to the experiment, 60% of the maximum point of the amplitude of the active segment signal is taken as the initial threshold, as showed in Fig 3. (2) The average value of the entire inactive segment is obtained at the threshold TH _2 based on the initial threshold TH _1. We find the average of an inactive segment by an iterative method for all segments below this energy threshold TH _1.
(3) Adding an upward floating value based on the threshold TH_2 to obtain a final threshold TH_3 for extracting the effective active segment.
This method can obtain different dynamic thresholds according to unique experimental objects, and finally obtain effective active segments by dividing the inactive segments. In the experiment, there will be burrs in the inactive section, and the glitch is not well avoided according to the threshold we obtained above. Therefore, according to the actual experimental test, a threshold value TH_3 is obtained by adding a fixed value to the threshold TH_2, so that the burr phenomenon can be well avoided. The method extracts valid active segments by multiple iterations, but the time taken is low. After experimental analysis, this not only can extract the effective active segment, but also ensure that the extracted active segment has more effective information, as showed in Fig 4. 2) PRETREATMENT This paper analyzes three denoising methods: Gaussian filtering [26] , wavelet filtering and median filtering [16] . The Gaussian filter is a linear smoothing filter that selects weights according to the shape of the Gaussian function. Gaussian smoothing filters are very effective in removing noise that obeys a normal distribution. The one-dimensional zero-mean Gaussian function is: g(x) = e −x 2 2σ 2 . Among them, the Gaussian distribution parameter σ determines the width of the Gaussian filter. For images, commonly used A two-dimensional zero-mean discrete Gaussian function is used as a smoothing filter, and a one-dimensional zeromean Gaussian function is commonly used as a smoothing filter for processing myoelectric signals.
Median filtering is a spatial domain nonlinear image denoising method. Its principle is similar to the mean filtering. It also uses the neighborhood of the current pixel to be processed, sorts the gray values of the pixels in the neighborhood, and selects the median value as the median value. The median of the median filter replaces the gray value of the pixel to be processed with the median value. In this experiment, the median filtering in the one-dimensional domain is used to process the EMG signals, and the different values of 1 * 1, 1 * 3, 1 * 5, 1 * 7, and 1 * 9 are respectively set to sort the gray values, the gray value of the point x after the median filtering process is:
Wavelet filtering attempts to preserve all signals by removing all noise, regardless of their frequency range. Wavelet filtering is a method of processing wavelet coefficients in the wavelet domain. Where (t) is a wavelet function; α is called a scale factor, small-scale transformations contain high-frequency components of the signal, large-scale transformations contain low-frequency components of the signal; τ is called translation factor, which is a coefficient about time, The time domain information of the wavelet transform. The discrete wavelet transform formula is:
Features selected herein include time-frequency domain features (15) , frequency domain features (5), and time domain features (24) . The time-frequency characteristics are: average absolute value coefficient, average energy coefficient and standard deviation coefficient [27] , [28] ; frequency domain characteristics are: total power (TTP), average frequency (MNF), median frequency (MNP), peak value Frequency (PKF) [29] ; time domain characteristics are: mean absolute value (MAV), variance (VAR), root mean square (RMS), simple square integral (SSI), high order V (Vorder), integral muscle Electrical value (IEMG), absolute standard deviation of difference (DASDV), average amplitude change (AAC), maximum fractal length (MFL), logic detection (LOG), slope sign change (SSC), waveform length (WL), Willisson amplitude (WAMP), standard skewness (Sk1, Sk2, Sk3, Sk4), standard kurtosis (Kr), zero-crossing rate (ZC), maximum (MAX), minimum (MIN), range ( MM) [30] , [31] . The characteristics of the selected EMG signals are described below, as shown in Table 1 . VOLUME 7, 2019 TABLE 1. The characteristics of the selected sEMG signal are described below. Notations: N = the number of sampling points, x i = the amplitude of the ith sampling point, µ is the mean, σ is the standard deviation.
TABLE 1. (Continued.)
The characteristics of the selected sEMG signal are described below. Notations: N = the number of sampling points, x i = the amplitude of the ith sampling point, µ is the mean, σ is the standard deviation.
2) FEATURE SCREENING
There are three main methods for feature selection: Filter, Wrapper, and Embedded. The Filter method mainly selects features by scoring each feature and setting a scoring threshold [32] - [34] . The Embedded method first identifies the appropriate classifier and uses the selected classifier to select features that improve classification accuracy. The Wrapper method [34] is an association of several features, and then evaluates and compares multiple combinations, and the criteria for evaluation are usually the accuracy of the classifier model. Since this paper is built on the adaptive AdaBoost algorithm and does not separately test the value of a feature, it verifies the value of the feature set. So this paper chose the Wrapper method for feature selection.
The main idea of the Wrapper method is to treat the selection of subsets as a search optimization problem, generate different combinations, evaluate the combinations, and then compare them with other combinations. For a feature set of number n, the number of subsets is 2n − 1. A learning algorithm has to be specified, the error of all subsets is calculated by the algorithm, and the subset with the smallest error is selected as the selected feature. This concerns the composition of subsets as an optimization problem. There are many optimization algorithms that can be solved, especially some heuristic optimization algorithms such as GA, PSO, DE, ABC, etc. This paper mainly applies the recursive feature elimination algorithm based on cyclic feature selection [35] - [37] .
Recursive feature elimination algorithm process:
(1) An initial weight is assigned to each feature in the initial feature set.
(2) Training to remove features with minimal weight. (3) Iteratively iterates until the number of feature sets reaches a predetermined value.
C. AdaBoost ALGORITHM
AdaBoost is an iterative algorithm [38] - [40] . It starts from the weak learning algorithm and learns repeatedly to obtain a series of weak classifiers, and then combines these weak VOLUME 7, 2019 classifiers to form a strong classifier. The AdaBoost algorithm can mainly pay attention to the initial samples of the misclassification. When the number of samples is low, the AdaBoost algorithm can actively search for the feature information, give full play to the data usage rate, and improve the classification effect as much as possible. Among them, generalization error and over-fitting are two important indicators to measure the performance of machine learning methods. AdaBoost algorithm has excellent performance in these two aspects. The literature proves that even if the AdaBoost algorithm has a large number of iterations, there will be no over-fitting phenomenon. The literature [40] points out that the number of training iterations has no impact on its generalization error. In addition, the AdaBoost algorithm adaptively adjusts the weak error classifiers to allow for superior accuracy compared to other powerful classifiers, with much less tuning or setup.
First, the weak classifier used throughout this algorithm is a single-layer decision tree. Since the AdaBoost algorithm based on the single-layer decision tree is a two-classifier, it has to be changed to a multi-classifier. The improvement idea is: treat one action sample of the training sample as one class, the other ones as another class, and re-assign the first class to the class tag, and the other eight class actions are considered to be the second class, and Re-assign the class label to -1, which turns the multi-category into a twocategory problem. Then use the AdaBoost algorithm to create a classifier for the first class. By analogy, a total of nine classifiers were established. Note that the test set assumes that the class tag is not yet known. This requires that the test sample be sequentially input into the nine classifiers created above to see which class it is owned by, and which class it belongs to. In this way, we have built a multi-classifier for AdaBoost.
Secondly, there are two core ideas: (1) The AdaBoost algorithm will change the weight distribution of the training data in each iteration, and improve the weights of the samples that were disqualified by the previous round of weak classifiers, while reducing those that are correct. The weight of the classification sample. Thus, those data that are not correctly classified are subject to greater attention by the concluding round of weak classifiers due to their increased weight; (2) the combined weak classifier adopts a weighted majority vote method. By increasing the weight of the weak classifier with a small classification error rate, it plays a larger role in the voting, so as to reduce the weight of the weak classifier with large classification error rate, making it smaller in the voting. Effect. The specific description of the algorithm is as follows:
Enter the training set D to determine the base learning algorithm:
Where X is the training sample set and is the classification category flag, Y = {+1, −1}. ), update the weight according to the above error rate:
(7) After the training is completed, the final output function is:
IV. RESULT A. DENOISING ANALYSIS As showed in Fig 5, different degrees of denoising parameters are set in different denoising methods. The optimal denoising parameters in each denoising method are selected by comparison and compared with other denoising methods. Through the comprehensive comparison of root mean square error (RMSE), mean absolute error (MAE) and smoothness, Gaussian filtering is finally selected for denoising.
B. THRESHOLD SELECTION OF FEATURE SETS
By applying the recursive feature elimination algorithm, we obtain an identification process of 8 experimental objects under the degree of different feature sets, as showed in Fig 6. We have concluded that as the number of feature sets increases, the overall recognition rate also rises. But when the number of feature sets is about 30, the overall recognition rate tends to be stable. Therefore, the threshold of the number of feature sets is placed at 30. Then sort and filter all the features and select the feature set sorted by the top 30. Combined with the statistical method, statistics of these screened features are obtained, and the total number of occurrences of each feature is obtained, as showed in Table 2 . Due to the large amount of data, we can select the features with a large number of occurrences. The number of time set in this experiment is 3 times or more. The final 16 features were selected as feature selections, including 9 original features and 7 envelope features, as showed in Table 2 . 
C. CLASSIFICATION RESULTS
In this experiment, the data collected by each action are 80 groups, 80% of which are training data and 20% are test data. The iteration parameter of the AdaBoost classifier is placed at 50 times. After the classifier training test, the recognition results are presented in Table 3 . The time taken by the classifier to train and test the 8 experimental objects is given in Table 4 . The total training time is 27.1227 seconds and the test time is 0.0238 seconds. Therefore, the AdaBoost classifier can also be well trained and analyzed in a short period of time, providing the possibility of real-time humancomputer interaction.
V. CONCLUSION
In this paper, we propose an improved method for extracting effective active segments in a sliding window based on iterative moving average method. The experimental results show that the method can adaptively set the threshold for extracting the effective active segment, and combine the idea of removing the active segment to obtain the effective active segment. Secondly, this paper presents a new idea based on feature selection. The optimal feature combination is selected by the recursive feature elimination algorithm based on the cyclic feature selection and the value of the test feature set, and the statistical method is used to determine the final practical and effective feature, which greatly reduces the data processing amount. Finally, the feasibility and potential advantages of using the AdaBoost algorithm based on single-layer decision tree to improve the performance of the classifier are proved.
On this basis, through the research of nine kinds of fine gesture recognition based on adaptive AdaBoost algorithm and multi-feature combination, it provides a certain experimental basis for further research on finger bending and finger grip. Next, we will carry out an in-depth study in the direction of the combination of finger bending and gripping. 
