Abstract. We describe a new function approximation framework based on a continuous extension of the tensortrain decomposition. The approximation, termed a function-train (FT), results in a tensor-train structure whose cores are univariate functions. An advantage of the FT over discrete approaches is that it produces an adaptive approximation of tensor fibers that is not tied to any tensorized discretization procedure; indeed, the algorithm can be coupled with any univariate linear or nonlinear approximation procedure. Furthermore, the representation of low-rank functions in FT format enables efficient continuous computation: we can add, multiply, integrate, and differentiate functions in polynomial time with respect to dimension. Our approach is in the spirit of other continuous computation packages such as Chebfun, and yields an algorithm which requires the computation of "continuous" matrix factorizations such as the LU and QR decompositions of vector-valued functions. Our contributions include creating an algorithm for finding the maximum volume submatrix of a matrix-valued function, a maximum-volume based cross approximation algorithm to obtain skeleton decompositions of vector-valued functions, a cross approximation algorithm for converting black-box functions into FT format, and a continuous rounding algorithm that re-approximates an FT by one of lower ranks. We demonstrate the benefits of our approach by integrating high-dimensional and discontinuous functions, and apply it to a variety of approximation tasks.
Introduction.
Computing with functions is an emerging alternative to the discretize-thensolve [29] methodology traditionally used in computational science. This new paradigm has been enabled by the development of continuous extensions to the common and widely used linear algebra techniques that underpin virtually all computer simulations. For example, [3, 33, 41, 42, 14] introduce an extension of MATLAB, called Chebfun, for computing with functions of one, two [41] , and three [24] variables. Chebfun implements continuous versions of the LU, QR, and singular value decompositions; enables approximation, optimization, and rootfinding; and provides methods for solving differential equations without discretization.
In this work, we develop methods that efficiently extend continuous computation to high dimensions. Our approach represents functions of many variables in a compressed form, where the degree of compression is tied to a notion of the function's rank. In particular, we draw on recent developments in tensor decompositions, mainly the tensor-train (TT) decomposition [32, 30] , to create an analogous continuous decomposition called the function-train (FT). The most important difference between the FT and the TT is that FT cores are matrix-valued functions, rather than third-order arrays. The matrix-valued functions represent sets of univariate functions, and we follow Chebfun's example by representing each univariate function in some basis, e.g., orthonormal or piecewise polynomials. This continuous representation, along with our proposed compression framework, provides many practical advantages over computing with the multi-way arrays arising from high-dimensional discretization procedures. These advantages include:
• Exploration of the continuous input space of a high-dimensional function, rather than an a priori discretized set of inputs; • On-the-fly adaptation to local features of a function, rather than iterative a posteriori grid refinement; • Continuous multilinear algebra techniques that enable fast addition, multiplication, contraction, integration, differentiation, and other operations with functions in FT format. Broadly, these advantages arise from the integration of two areas: tensor decompositions and continuous computation. Computing with low-rank tensors has been shown to mitigate the curse of dimensionality in many applications [23, 9, 32, 6] , whenever low-rank structure is present. Yet many problems are not naturally posed in the discrete setting required by tensors. For example, representing a function with localized features, e.g., a probability density function, may require spe-
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for x i ∈ [a i , b i ] and i = 1 . . . d. Also, the shorthand x ≤k will denote {x 1 , . . . , x k } and x >k will denote {x k+1 , . . . , x d }. We will frequently also combine the separation notation and vector-valued function referencing to obtain objects such as
which is the ith component of a vector-valued function defined on the tensor product space of the first k inputs, with the last d − k dimensions fixed. Finally, the norm F C = max i,x ≤k ,x >k F [i](x ≤k , x >k ), denotes the maximum-modulus value of the vector-valued function F . Similarly, F C denotes the maximum-modulus element of the matrix F.
Continuous linear algebra.
Approximating a black-box tensor in tensor-train format requires performing a sequence of standard matrix factorizations, e.g., LU, QR, and singular value decompositions. Our continuous framework requires continuous equivalents of these factorizations. In particular, the factorizations required to obtain the FT must be performed for three elements of continuous linear algebra: scalar-valued functions, vector-valued functions, and matrix-valued functions. In this section, we will describe how these three elements relate to one another, and define their products and factorizations.
The LU and QR factorizations and the singular value decomposition (SVD) of a vector-valued function are primary ingredients of any continuous numerical linear algebra package such as Chebfun [33] or ApproxFun [28] . For vector-valued functions of one variable, these decompositions are discussed in [3] . Computing these decompositions often requires continuous analogues of standard discrete algorithms. For example, Householder triangularization may be used to compute the QR decomposition of a vector-valued function [43] . Extensions of these algorithms to functions of two variables are described in [42] . We will use these bivariate extensions as building blocks for our higher dimensional constructions, and thus we briefly review the relevant literature below.
Elements of continuous linear algebra.
A vector-valued function can be viewed as an array of scalar-valued functions. Suppose that (f i ) n i=1 are a collection of real scalar-valued functions on X. Then a vector-valued function F : X → R n consists of n functions such that
The structure of F has multiple interpretations which we find useful in different contexts.
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• "∞ × 1" vector (used in Sections 2.2.2 for the LU decomposition and 2.2.3 for the QR decomposition): -Each row of the vector is indexed by (i, x) ∈ {1, . . . , n} × X.
-The functions f i are "stacked" on top of one another, e.g.,
. . .
• "∞ × n" quasimatrix 1 (used in Sections 2.2.2, 2.2.3, and 3.3.2 for the maxvol algorithm): -Each row of the quasimatrix is indexed by x ∈ X.
-Each column of the quasimatrix is indexed by i ∈ {1, . . . , n}.
-The functions f i are placed "next to" one another, e.g.,
• "∞ × ∞" matrix for some separated form F k with 1 ≤ k < d (used in Section 3.1 to study the maxvol property):
-Rows are indexed by tuples (i, x ≤k ) ∈ {1, . . . , n} × X ≤k -Columns are indexed by x >k ∈ X >k A collection of vector-valued functions forms a matrix-valued function. In particular, suppose that we have m vector-valued functions F j : X → R n . Then a matrix-valued function F : X → R n×m with m columns and n rows can be written as
where the jth column F [:, j] = F j , for j = 1, . . . , m. Also, F can be viewed as a "matrix" with an infinite number of rows and m columns. Each "row" of this matrix corresponds to a value of the index (i, x) ∈ {1, . . . , n} × X. We now define inner products of vector-valued and matrix-valued functions, as they will be critical to defining the LU, QR, and SVD factorizations of matrix-valued functions. First, recall that the inner product between two functions f and g is f, g = X f (x)g(x)dx .
The inner product of two vector-valued functions F : X → R n and G : X → R n is defined as
We use a similar definition for the inner product of two matrix-valued functions F : X → R m×n and G : X → R m×n ,
where this expression can be interpreted as the inner product of two flattened vector-valued functions, and is analogous to the square of the Frobenius norm of a matrix. It is straightforward to verify that these inner product definitions satisfy the necessary symmetry, linearity, and positivity conditions. In addition, we define products between arrays of functions (vector-and matrix-valued functions) and arrays of scalars (vectors and matrices), as shown in Table 2 .1.
1 Called a quasimatrix because it corresponds to a matrix of infinite rows and n columns. See e.g., [3, 42] 4 We also define products between functional elements. Let X ⊂ R d and Y ⊂ R d2 , where d 2 ∈ Z + . Then products between vector-valued or matrix-valued functions on these domains yield vectorvalued or matrix-valued functions on the space X × Y. Notation and a summary of these operations are provided in Table 2 .2. We now turn to factorizations of vector-and matrix-valued functions. 
LU factorization.
To extend the cross approximation and maxvol algorithms to the continuous setting, we will require the LU decomposition of a vector-valued function. The key components of this decomposition are a vector-valued function L = [ℓ 1 ℓ 2 · · · ℓ n ] (here written as a quasimatrix, with scalar-valued functions ℓ i ) that is "psychologically" lower triangular [42] and a set of pivots {z 1 , z 2 , . . . , z n }, z i ∈ X. A psychologically lower triangular vector-valued function is defined such that column k has zeros at all
Using these definitions we recall the definition of an LU decomposition of a vector-valued function [3, 42] : Definition 2.1 (LU factorization of a vector-valued function [3] ). Let F : X → R n be a vectorvalued function. An LU factorization of F is a decomposition of the form F = LU, where U ∈ R n×n is upper triangular and L : X → R n is unit lower triangular and diagonally maximal. The LU factorization may be computed using Gaussian elimination with row pivoting according to the algorithm in [42] .
We can extend this definition of an LU factorization to matrix-valued functions. In particular, the decomposition will result in a psychologically lower triangular matrix-valued function L; an upper triangular matrix U; and a set of pivots {(i 1 , z 1 ), (i 2 , z 2 ), . . . , (i n , z n )}. The definition of the pivots is motivated by viewing L :
, where each column is a vector-valued function to be interpreted as an "∞ × 1" vector, as described in Section 2.2.1. Each pivot is then specified by a (row, value) tuple. A lower triangular matrixvalued function is defined such that L[:, k] has zeros at all 
for all x ∈ X and for all i ∈ {1, . . . , m}, then L is diagonally maximal. Using these notions we define an LU decomposition of a matrix-valued function.
Definition 2.2 (LU factorization of a matrix-valued function). Let F : X → R m×n be a matrix-valued function. An LU factorization of F is a decomposition of the form F = LU where U ∈ R n×n is upper triangular, and L : X → R m×n is unit lower triangular and diagonally maximal. We also implement the LU decomposition of a matrix-valued function using Gaussian elimination with row-pivoting.
QR factorization.
Another decomposition that will be necessary for function-train rounding and for the cross approximation of multivariate functions is the QR factorization of a quasimatrix.
Definition 2.3 (QR factorization of a vector-valued function [3] ). Let F : X → R n be a vector-valued function. A QR factorization of F is a decomposition of the form F = QR, where the vector-valued function Q : X → R n consists of n orthonormal scalar-valued functions and R ∈ R n×n is an upper triangular matrix. This QR factorization can be computed in a stable manner using a continuous extension of Householder triangularization [43] . In this paper, we also require the QR decomposition of a matrixvalued function.
Definition 2.4 (QR factorization of a matrix-valued function). Let F : X → R m×n be a matrix-valued function. A QR factorization of F is a decomposition of the form F = QR, where the columns of Q : X → R m×n are orthonormal vector-valued functions and R ∈ R n×n is an upper triangular matrix.
Since we have defined the inner product of vector-valued functions in (2.2) and therefore are able to take inner products of the columns of F , we can also compute this factorization in a stable manner using Householder triangularization. We can consider a notion of rank for both vector-valued and matrix-valued functions to be the number of nonzero elements of the diagonal of R.
Singular value decomposition.
Many of our theoretical results will employ the functional SVD.
where the left singular functions u j : Y → R are orthonormal in L 2 (Y), the right singular functions v j : Z → R are orthonormal in L 2 (Z), and σ 1 ≥ σ 2 ≥ · · · ≥ 0 are the singular values. In practice, the summation in (2.4) is truncated to some finite number of terms r and we group the first r left singular functions u 1 , . . . , u r into the vector-valued function U : Y → R r such that U [i] = u i . Similarly, we group the right singular functions into a vector-valued function V : Z → R r , with V [i] = v i . If we also define S = diag(σ 1 , . . . , σ r ), then we can write the functional SVD as g = U SV . This notion of the SVD of a function has existed for a while [37, 38] and is also called the Schmidt decomposition [37] . In general, convergence can be assumed to be in L 2 (Y × Z). As described in [42] , when g : [a, b] × [c, d] → R is also Lipschitz continuous, then the series in (2.4) converges absolutely and uniformly.
The functional SVD is useful for analyzing certain separated representations f k of multivariate functions f . For example, in Section 4.1.1 we show that the ranks of our function-train representation are bounded by the SVD ranks of the separated functions f k : Y × Z → R, where we put Y = X ≤x and Z = X >x in the above definition.
Next, we present a decomposition similar to the functional SVD, but for vector-valued rather than scalar-valued functions. We call the decomposition an extended SVD, because it shares some properties with the functional SVD, such as a separation rank, and because it decomposes the vectorvalued function into a sum of products of orthonormal functions. This decomposition appears in the proofs of Theorems 4.1 and 4.2, as well as in the skeleton decomposition of a multivariate function described in Section 4.2.1. The main interpretation of this decomposition is that G contains n functions that have the same right singular vectors and different left singular vectors. We will exploit two properties of this decomposition for the proof of Theorem 3.7. The first is the fact that for any fixedẑ, the vectorvalued functionĜ(y) ≡ G(y,ẑ) can be represented as a linear combination of the columns of U(y). Second, for any fixedŷ and columnî, the functionĝ(z) ≡ G[î](ŷ, z) can be represented as a linear combination of the columns of V .
Again, in the case of functions of more than two variables, the extended SVD can be applied to the function's k-separated representation. In particular, if X ⊂ R d and we have a vector-valued function F : X → R n , then we can consider the extended SVD of the separated form F k : Y ×Z → R, where we put G = F k , Y = X ≤k , and Z = X >k in the definition above.
3. Continuous skeleton/CUR decomposition. In Section 4.1.1 we show that the FT representation of a function f can be computed by performing a sequence of SVDs of various separated versions of f . Such an algorithm would require a prohibitive number of function evaluations, however. In this section, we develop an alternative low-rank decomposition that requires evaluations of the function only at relatively few points, lying along certain "fibers" of the input domain. This decomposition is a continuous version of the skeleton/CUR decomposition of a matrix [18, 26, 7] , and is critical to the practical black-box approximation algorithm described in Section 4.2.1. We develop this continuous CUR decomposition for the specific case of vector-valued functions. The section is split into three parts. First we establish conditions for the existence of a continuous CUR decomposition. Then we motivate a construction of the decomposition based on the maximum volume concept. Finally, we describe a cross approximation algorithm for computing the decomposition.
Before introducing the continuous CUR decomposition, we formally describe its components. In particular, we need to formulate the notion of a fiber of a vector-valued function, which is analogous to a row or column of a matrix. In particular, we consider the k-separated form of a vector-valued function F k : X ≤k × X >k → R n , and view it as an "∞ × ∞" matrix (see Section 2.2.1) where the rows are indexed by (i, x ≤k ) and the columns are indexed by (x >k ). According to this interpretation, row fibers are scalar-valued functions and column fibers are vector-valued functions.
Definition 3.1 (Row fiber). A row fiber of a vector-valued function F k is the scalar-valued function r α : X >k → R obtained by fixing an (index, value) pair α = (i, z) ∈ {1, . . . , n} × X ≤k so that 
where α j ≡ (i j , z j ), j = 1, . . . , ℓ. We have corresponding definitions for column fibers and a set of column fibers. Definition 3.3 (Column fiber). A column fiber of a vector-valued function F k is the vectorvalued function C y : X ≤k → R n obtained by fixing an element y ∈ X >k such that
We can group a set of ℓ column fibers together to obtain a matrix-valued function C y as follows. is the matrix-valued function C y : X ≤k → R n×ℓ obtained by fixing a set y = {y 1 , . . . , y ℓ }, where y i ∈ X >k for i ∈ {1, . . . , ℓ}, such that
The intersection of a set of row fibers and a set of column fibers forms a submatrix. Definition 3.5 (Submatrix of a vector-valued function). A submatrix of a vector valued function F k is the matrixF k ∈ R ℓ×ℓ obtained by fixing a set of columns y = {y 1 , . . . , y ℓ } and a set of rows α = {(i 1 , z 1 ), . . . , (i ℓ , z ℓ )}, as in Definitions 3.4 and 3.2 respectively, such that
Next, we discuss the notion of a skeleton or CUR decomposition of vector-valued functions.
3.1. Existence of the skeleton decomposition of vector-valued functions. In this subsection, we define the skeleton decomposition of a vector-valued function and establish conditions for its existence, based on the SVD of the k-separated form of the function. The existence of a skeleton decomposition for a scalar-valued function can then be obtained by choosing n = 1. Note that the skeleton decomposition of a function has already been used, for example, in [4, 5] . These analyses make smoothness assumptions on the function. Our results, in contrast, formulate the skeleton decomposition using only low-rank properties of the function, without introducing any explicit smoothness assumptions. Definition 3.6 (Skeleton/CUR decomposition of a vector-valued function). Let F : X → R n be a vector-valued function. The rank ℓ skeleton decomposition of separated form F k is a factorization of the type
, ∀i ∈ {1, . . . , n}, x ≤k ∈ X ≤k , and x >k ∈ X >k , (3.3)
where C y : X ≤k → R n×ℓ is a matrix-valued function representing a set of ℓ column-fibers (Definition 3.4), G is an ℓ × ℓ matrix, and R α : X >k → R ℓ is a vector-valued function representing a set of ℓ row-fibers (Definition 3.2).
Theorem 3.7. Let F : X → R n be a vector-valued function and let F k : X ≤k × X >k → R n be its k-separated form for any 1 ≤ k < d. If F k has a rank-r extended SVD, then a rank r skeleton decomposition (3.3) of F k exists.
Proof. The proof is constructive and requires one to choose r linearly independent 3 columnand row-fibers of F k . The intersection of these fibers will form the submatrixF k such that choosing
where A † refers to the Moore-Penrose pseudoinverse of matrix A, will yield a correct construction. The proof strategy then involves partitioning the input space into four sets and showing pointwise equality on each partition.
Choose a set of ℓ row indices α (see Definition 3.2) such that the vector-valued function R α contains r linearly independent scalar-valued functions r αi , i = 1, . . . , ℓ. Next, choose a set of ℓ column indices y (see Definition 3.4) such that the matrix-valued function C y contains r linearly independent vector-valued functions C yi , i = 1, . . . , ℓ. Note that these choices also define a submatrix F k . Furthermore, letF be the proposed skeleton decompositioñ
We now seek to show thatF and F k are pointwise equal. We show F k =F by decomposing the space ({1, . . . , n} × X ≤k ) × X >k into four partitions:
, where α ⊥ = ({1, . . . , n} × X ≤k ) \ α and y ⊥ = X >k \ y. We also rely on the following property of the Moore-Penrose pseudoinverse A † of a matrix A:
First, we define matrices C, R ∈ R ℓ×ℓ such that
where for 1 ≤ a, b ≤ ℓ, (i a , z a ) ∈ α and y b ∈ y. One can verify that
using (3.2). Now we consider the first partition α × y. Showing equality over this partition is equivalent to showing the equality ofF k and the corresponding submatrixF k ofF . We proceed using (3.4), (3.6), and (3.7) to represent the elements ofF k as
where for 1 ≤ a, b ≤ ℓ, (i a , z a ) ∈ α and y b ∈ y. According to (3.8) and (3.5), we obtaiñ
Thus,F and F are equivalent over this partition.
Next we consider the partition α ⊥ × y. By definition of linear independence and the SVD rank of a function, ∀(i, x ≤k ) ∈ {1, . . . , n} × X ≤k there exists a q i,x ≤k ∈ R ℓ such that
In other words, every scalar-valued function F [i](x ≤k , ·) : X >k → R can be written as a linear combination of the scalar-valued functions comprising R α . This property follows directly from the fact that R α contains r linearly independent functions and that F k has an extended SVD of rank r. In particular, for all y b ∈ y we have
We now show that (3.3) holds for (i, x ≤k ) ∈ α ⊥ and y b ∈ y:
where the first equality comes from the definition ofF , the second comes from (3.10), the third comes from (3.8), the fourth equality comes from using (3.5), the fifth also comes from (3.8), and the sixth comes from another application of (3.10).
We can proceed with a symmetric argument for the partition α × y ⊥ . Linear independence and finite rank require that for all x >k ∈ X >k , there exists a q x >k ∈ R ℓ such that
We can obtain an analogue to (3.10) by noticing that for all (i a , z a ) ∈ α we have
Using (3.11), a symmetric argument yields the desired equivalence for elements of the partition α × y ⊥ . Finally, we show that (3.3) holds pointwise for all (x ≤k , x >k ) ∈ (α ⊥ × y ⊥ ). First, by (3.9) and (3.11) we have
Now we show that the application of (3.10) and (3.11) to (3.3) yields the desired result:
where the first equality follows from the definition ofF , the second follows from an application of (3.10) and (3.11), the third follows from (3.8), the fourth follows from the Moore-Penrose pseudoinverse (3.5), the fifth is another application of (3.8), and the final equality follows from (3.12).
This proof shows the general strategy needed to construct a CUR decomposition of a vectorvalued function when one can afford to evaluate ℓ ≥ r row and column fibers. In this case, one must seek at r linearly independent row and column fibers to obtain an exact reconstruction. A natural question to ask, however, is what happens when one wants to obtain an approximation with ℓ < r for a particular separated representation F k of F ? In particular, how do we choose y and α to obtain a well-behaved approximation? The answer is to choose them so that submatrixF k lying at the intersection of the row and column fibers has maximum volume among all possible combinations of ℓ row and column fibers.
Optimality of maxvol.
In this section we consider the case ℓ < r, where we would like to use fewer terms in a skeleton approximation than the actual rank of the function. This situation arises because many functions of interest are approximately low-rank. Consider the SVD of a function with a possibly infinite number r of nonzero singular values, and explicitly separate the first ℓ terms from the remainder:
If g L 2 = ǫ, then f will have a relatively accurate rank ℓ approximation whenever ǫ/ f L 2 ≪ 1-for instance if the singular values σ i quickly decay to zero. Now consider the extended SVD of a vector-valued function F k (x ≤k , x >k ) of rank r. Choose an approximation rank ℓ < r and form a CUR decomposition defined by a set of column fibers y and a set of row fibers α:
14)
The goal of this section is to bound F −F and to show that this bound holds when the matrix G † in the skeleton decomposition is chosen to be a maximum volume submatrix of F , where the "volume" of a matrix refers to the modulus of its determinant.
Definition 3.8 (Maximum volume submatrix). A submatrixF k of the k-separated representation F k of a vector-valued function F has maximum volume if its determinant has maximum modulus among all possible sub-matrices of F k . The maximum volume submatrix is denoted asF * ,k . A result analogous to the following was proven for matrices by Goreinov [17] ; here, we extend it to multivariate vector-valued functions. The proof is given in Appendix A.
Theorem 3.9. Let F : X → R n be a continuous vector-valued function with k-separated representation F k , and let F k have an extended SVD with singular functions uniformly bounded by ρ, i.e., max
Furthermore, letF be a skeleton approximation of F k comprising ℓ row and column fibers, and let the matrixF * ,k ∈ R ℓ×ℓ formed by the intersection of these fibers be a nonsingular maximum volume submatrix of F k . Then it holds that
, where M is a constant independent of ℓ and ε, ζ is the Riemann zeta function, and σ ℓ+1 is the (ℓ + 1)th singular value of F k . Theorem 3.9 implies that using a maximum volume submatrixF * ,k allows us to bound the error of the skeleton decomposition of a function by a constant factor greater than the error of the SVD, the optimal low-rank decomposition. This result is different from the result of [4] , in which the error of a skeleton decomposition was related to the error of a polynomial approximation of the function. The present result refocuses the problem directly on the rank of the function instead of the accuracy of polynomial approximation.
3.3. Cross approximation and maxvol. Next, we describe an algorithm for finding a good skeleton decomposition of a vector-valued function. Computing the skeleton decomposition of a matrix is the subject of much current research. Some approaches employ random sampling of the rows and columns of the matrix [13, 26, 7] . Another class of methods attempt to explicitly find the rows and columns that maximize the volume of the submatrix. [19, 17] describe how a skeleton decomposition with a maximum-volume submatrix is quasioptimal. We will follow this second route as it has been successfully extended to the tensor-train format [32] , and subsequently shown to be quasioptimal [36] . This section focuses on extending maximum-volume cross approximation algorithms to the continuous/functional setting.
3.3.1. Cross approximation of a vector-valued function. Cross approximation of vectorvalued functions involves a fairly straightforward row-column alternating algorithm. Pseudocode for this approach is given in Algorithm 1. The algorithm works by first fixing a set of column fibers y and computing a set of rows α to maximize the volume of a submatrix of the associated matrixvalued function C y . Next, the set of row-fibers α are fixed and a new set of indices for the column fibers y are identified such that they maximize the volume of a submatrix of R α . These indices y and α are found by solving continuous optimization problems. In other words, no discretization is required to choose the fibers, and the choice of optimization algorithm is flexible. In Section 3.3.2 we provide more detail on the how these optimization problems are solved. The algorithm continually alternates between rows and columns until the difference between successive approximations falls below a particular tolerance. Note that this algorithm requires the prescription of an upper bound on the rank. In Section 4.2.2, we will describe a rank estimation scheme in the context of a multivariate cross approximation algorithm.
Algorithm 1 requires several subroutines: qr-mvf refers to the QR decomposition of a matrixvalued function and is computed using Householder triangularization; qr-vvf refers to a QR decomposition of a vector-valued function and is also computed using Householder triangularization; maxvol-mvf refers to Algorithm 2, discussed in Section 3.3.2.
Algorithm 1 Cross approximation of a vector-valued function
Require: Separated representation F k : X ≤k × X >k → R r of a vector-valued function F ; upper bound on rank r; initial column fibers y = [y 1 , y 2 , . . . , y r ]; stopping tolerance δ cross > 0 Ensure: (α, y) such that submatrix F has "large" volume 1:
QT = qr-vvf(R)
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We would like to point out the distinction between this row-column alternating algorithm and adaptive cross approximation algorithms as in [4] . Adaptive cross approximation algorithms for the approximation of bivariate functions build up a set of row and column indices by sequentially choosing points which maximize the volume. In other words, they do not require one to prescribe a rank, nor do they require one to evaluate entire function fibers. These algorithms, which are equivalent to LU decomposition with complete pivoting, can use two-dimensional optimization methods to seek the optimal locations for function evaluation (which become the pivots). This methodology is attractive for bivariate problems but difficult to extend to the multivariate case, because it would require us to optimize over locations in d dimensions.
3.3.2. Maxvol computation. Algorithm 1 contains calls to maxvol-mvf with two types of arguments, matrix-valued functions and vector-valued functions. In both cases, the goal of maxvol-mvf is to find indices that describe a maximum volume submatrix. Pseudocode for computing the maximum volume submatrix of a matrix-valued function is given in Algorithm 2; it mirrors the algorithm provided in [16] for "tall and skinny" matrices. The algorithm attempts to find a submatrix which is dominant, because a dominant submatrix has volume which is "close" to that of the maximum volume submatrix, as described below. In this section we will always assume that a matrix-valued function A : X → R n×r has rank r; recall that this notion of rank for a matrix-valued function is defined in Section 2.2.3. All of the results below can be specialized to vector-valued functions by assuming that n = 1.
Definition 3.10 (Submatrix of a matrix-valued function). A submatrix of a matrix-valued function A : X → R n×r is the matrixĀ mat ∈ R r×r obtained by fixing a set of r tuples
Note the distinction between Definitions 3.5 and 3.10: the former defines submatrices of vectorvalued functions (in separated form F k ), whereas Definition 3.10 defines submatrices of matrixvalued functions.
While the results below consider the general case of matrix-valued functions, it is useful to keep in mind how they arise in the context of cross approximation. In that specific context, the matrixvalued function of interest will be a set of column fibers. For example, after finding a set of r column fibers C y : X ≤k → R n×r , we will seek new values of (i, x ≤k ) ∈ {1, . . . , n} × X ≤k that will form the row fibers. These new indices also define a submatrix of C y , and we would like to choose them in order to maximize the volume of that submatrix.
Next, we need the notion of a dominant submatrix of a matrix-valued function. Definition 3.11 (Dominant submatrix). A dominant submatrix of a matrix-valued function A : X → R n×r is any submatrixĀ mat such that for all values (i, x, k) ∈ {1, . . . , n} × X × {1, . . . , r} the matrix-valued function
r×r of a matrix-valued function A : X → R n×r is dominant. Proof. The proof follows exactly the case for matrices [16] . Here we interpret a matrix-valued function as a matrix with r columns and an infinite number of rows, where each row is indexed by (i, x) ∈ {1, . . . , n} × X.
Suppose, without loss of generality, that we first rearrange the "rows" of A such that
whereĀ * mat is a maximum-volume submatrix of A. In other words, if we view A as an "∞ × r" matrix, we have moved the rows corresponding toĀ * mat , with indices {(i 1 , x 1 ), . . . (i r , x r )}, to the "top" of A. As a result, the first r rows of B correspond to the identity matrix, and the remaining rows are indexed by (i, x) pairs (but with each (i j , x j ), for j = 1 . . . r, missing). Now recall that det(CD) = det(C) det(D) for square matrices C, D of equal size. This property implies that multiplying A by a nonsingular r × r matrix does not change the ratio between the determinants of any pair of r × r submatrices of A. Therefore the upper submatrix I r×r is a maximum-volume submatrix of B.
SupposeĀ * mat is not dominant. Then, by Definition 3.11, there exists an (i, j, x) such that |Z[i, j](x)| > 1. In such a situation, we would be able to increase the volume of the upper submatrix by swapping row j of the upper r × r submatrix of B with Z[i, :](x). The new upper submatrix of B, called B upper , would no longer be the identity I r×r ; we would have det(B upper ) = Z[i, j](x) > 1 instead of det(I r×r ) = 1. Then I r×r would not be a maximum volume submatrix of B and hencē A * mat would not be a maximum volume submatrix of A.
Furthermore, analogous to [16, Lemma 2] we can show that any dominant submatrix cannot have a volume that is too much smaller than that of the maximum-volume submatrix.
Lemma 3.13. For any full rank matrix-valued function A :
whereĀ mat is any dominant submatrix andĀ * mat is the submatrix of A with maximum volume. The proof is almost equivalent to that in [16] and is omitted here for brevity. Of course, we also have the upper bound, |det(Ā * mat )| ≥ |det(Ā mat )|. Together, Lemmas 3.12 and 3.13 imply that searching for a maximum volume submatrix of a matrix-valued function A via the row switching scheme described in Algorithm 2 is a good idea. The algorithm swaps "rows" of A (recall that these are specified by (index, x-value) combinations) until all the elements of B are less than 1. This is exactly what the operations in Lines 5 and 8 of Algorithm 2 are doing. To find an initial set of linearly independent "rows" of A, the algorithm first performs a continuous pivoted LU decomposition, denoted by lu-mvf, yielding pivots α = { (i 1 , x 1 ) , . . . , (i r , x r )}. 
if δ > 1 then 8:
end if 10: end while
The optimization problem specified in Line 5 of Algorithm 2 is where we obtain tremendous benefits over the discretized tensor-train approach. First, it is a continuous optimization problem in x, allowing us to search over the entire space X; in the discretized version, this maximization can only occur over the discretized points. Secondly, when A : [a, b] → R n×r , the continuous optimization problem involves a one-dimensional decision variable and can exploit the structure of the scalarvalued functions that comprise A. For example, if these scalar-valued functions are represented as orthonormal polynomials, then the maximization reduces to an eigenvalue problem [10] .
4. Function-train decomposition. In this section we describe the continuous analogue of the tensor-train decomposition. First, in Section 4.1, we extend the existence results for the discrete tensor-train developed in [32, 30] to the continuous case. These proofs formalize the construction used in [31] to obtain FT representations of particular example functions. 4 Second, we describe continuous algorithms for compressing a function into FT format. These algorithms are developed in a general form based entirely on continuous linear algebra factorizations, and thus yield a framework that allows for many different variations and implementations. We use this continuous framework to develop algorithms for cross approximation and for FT rounding.
The algorithms that we develop are completely decoupled from-and hence agnostic to-the representation of the univariate functions underlying our separated representation. This decoupling is a critical distinction between our work and previous work on low-rank functional decompositions [8, 12, 34, 6] . These previous efforts essentially translate the problem of approximating a function in low-rank format into the problem of approximating the tensor of parameters describing the underlying univariate functions. This translation is possible if the univariate approximations are linear in the parameters-for example, when the parameters are coefficients of a prescribed basis. The present framework generalizes these previous methods: because of our "computing with functions" approach, we can seamlessly incorporate adaptive, nonlinear, and heterogeneous representations of univariate functions within the overall low-rank format. As such, we are better able to adapt to local structure, for instance, by identifying knot locations for piecewise approximation or by using completely different bases for parallel fibers. Some illustrative implementations of the framework, on discontinuous functions and other problems requiring adaptive or heterogeneous univariate approximations, are given in Section 6.
Recall 
It will also be helpful to think of the cores F i as matrices of univariate functions, i.e.,
As we will show in this section, the FT decomposition of a function f inherits many properties of the function's separated representations f k . The separated representations f k are equivalent to the notion of unfolding matrices in the TT literature, and we will use these terms interchangeably. For example, if the functional SVD of each (f
k=0 exists, then we can prove that an FT decomposition of f exists. Also, the rank of f k will bound the FT rank r k . In Section 4.1 we discuss the existence of the FT in the case where the (f k ) have finite rank or, alternatively, when they are approximately low rank. In Section 4.2.1 we discuss the computation of an approximationf of f for fixed ranks r through a higher-dimensional cross approximation algorithm, and in Section 4.2.2 we discuss a rank adaptation scheme that employs a continuous version of TT-rounding [30] . 
Then a rank r = (r 0 , r 1 , . . . , r d ) approximation f of f in FT format may obtained with bounded error:
The proof is given in Appendix D. As with Theorem 4.1, the proof of this theorem is constructive, and it is a continuous analogue of the proof for the discrete TT case in [30, Thm. 2.2]. Similar results for the function-train are developed in [6] ; in particular, see [6, Prop. 9] . There, the FT approximation error is expressed in terms of the singular values of the extended SVD of each collection of right singular functions. These singular values are further related to the Sobolev regularity of f , thus yielding results on the approximation rate of the FT format (e.g., error bounds that depend on rank, regularity, and dimension). In the present paper, however, we sidestep this functional analytic perspective and obtain error bounds directly from an assumption about the properties of unfoldings of f . (These bounds do not directly involve regularity; for instance, even a discontinuous unfolding might be low rank.) Our approach thus closely follows the discrete TT results in order to provide a general link to a variety of subspace-based [23] tensor decompositions. The properties of an FT decomposition can then be seen directly from the properties of the unfoldings. For example, to find an ordering of the input variables that yields the lowest storage cost, one can search for orderings that yield low-rank unfoldings.
Computing the function-train decomposition.
The proofs of Theorems 4.1 and 4.2 describe an FT construction that requires taking the extended SVDs of a sequence of vector-valued functions V i . When these functions have high-dimensional inputs, computing an SVD is infeasible in practice; in the discrete setting, [32] thus proposes using the skeleton decomposition to replace the SVD as a low-rank representation. We follow this approach and describe how the continuous cross approximation algorithm of Section 3.3 can be deployed to obtain an FT approximation of a black-box function. Then we describe tensor rounding and show how it can be used for rank adaptation in situations where the function's ranks are not known.
Cross approximation of multivariate functions.
The cross approximation of a multivariate function is a straightforward extension of the cross approximation of the separated representation of a vector-valued function (described in Section 3.3). The idea is that whenever the extended SVD of a vector-valued function is required, Algorithm 1 is used to obtain a skeleton decomposition of the function instead.
Furthermore, since we consider sequences of unfoldings corresponding to different partitions of the input variables, the skeleton decomposition is defined by more than just a single pair of fiber sets α and y as in Section 3. Instead, we have d − 1 pairs of fiber sets {(z to write the skeleton decomposition of this unfolding as
where U 2 is a vector-valued function composed of r 2 scalar-valued functions, each from
and V 2 is a vector-valued function composed of r 2 functions, each from
Here we use the notational convention that if f accepts a vector argument, it returns a vector-valued function, e.g.,
As with the cross approximation algorithm in [32] , we enforce a nestedness condition on the
for some i ∈ {1, . . . , r k+1 } then there exists a j ∈ {1, . . . , r k } such that z . Cross approximation starts with the skeleton decomposition of the first unfolding,
where
i is the i-th element of z 1 . Now, V 1 is a vector-valued function with a rank-r 2 extended SVD, and thus, by Theorem 3.7 its skeleton decomposition exists and can be written as
where the second equality is simply the definition of V 1 , and the third equality follows from the definition of the skeleton decomposition and the fact that z 1 and y 2 are nested in the corresponding sequences of z k and y k , respectively. From the last line above, we can write
. We now have have the first two cores F 1 and F 2 , and can proceed recursively to decompose V 2 , and so on. Once we finish this forward sweep, we can perform a similar backwards sweep. Further sweeps may be performed until convergence.
Rounding and rank adaptation.
The cross approximation procedure discussed above relies on specifying the ranks r k a priori. In practice, one can find the ranks adaptively through a procedure called rounding. The idea is that if an FT with certain ranks can be well approximated by an FT of smaller ranks, then we have overestimated the ranks used in the cross approximation algorithm and can be confident about its results. Rounding begins with a given FT decomposition and aims to generate an approximation of it with relative error ǫ. This is useful not only as a way of verifying the ranks used in cross approximation, but also because the ranks of an FT representation may initially be higher than necessary, depending on how it was created. We now describe a continuous rounding procedure, similar to the procedure for discrete TT representations in [30] , with the primary distinction involving the notions of left and right orthogonality. In the discrete case, these notions refer to orthogonality in certain reshapings of the three-dimensional TT cores. In our continuous case, these notions refer to orthogonality between vector-valued functions that are the rows or columns of the FT cores.
Rounding follows directly from the definition of the ranks of the unfoldings of the function f . Suppose that we start with the first unfolding of a function in FT format,
. This equation expresses f 1 as a rank r 1 singular value decomposition. Next we seek to compress f 1 via a truncated SVD. First we perform two QR decompositions of matrix-valued functions according to Definition 2.4,
such that
Then, we calculate the truncated SVD of
1×r1 is a diagonal matrix, and the truncation levelr 1 ≤ r 1 is chosen to obtain an approximation
with error f − g 1 ≤ δ.F 1 now has size 1 ×r 1 . Now that we have reduced the number of columns of the first core and the number of rows of the second core from r 1 tor 1 , we move on to the second unfolding of g 1 using the updated cores. Again, a truncated SVD is performed on this unfolding to reduce the rank from r 2 tor 2 . In this case we have
where U 2 : X 2 → R 1×r2 and V 2 : X 2 → R r2×1 . QR decompositions of matrix-valued functions are again used to obtain a truncated SVD
Matrix-valued QR of the left cores
Matrix-valued QR of the right cores
, New approximation such that g 2 − g 1 ≤ δ. After the truncation associated with the first and second cores, we obtain a total error of
We can repeat this procedure (d − 1) times to obtain a final approximationf
Thus we can obtain a relative error of ǫ by setting δ = ǫ d−1 f . The main computational burden of the algorithm described above is calculating the QR decompositions of the matrix-valued functions U k (x ≤k ) and V k (x >k ), since these functions have potentially high-dimensional inputs. A computationally feasible rounding procedure requires that these QR decompositions be tractable. In the discrete setting, one can obtain an algorithm that only requires the QR decompositions of reshapings of single cores. In the continuous setting, we can similarly construct an algorithm that requires only the QR decomposition of each univariate FT core. This algorithm starts by assuming that all the cores F 2 , . . . , F d have orthonormal rows. Then, we can show that V 1 also has orthonormal rows and that we are not required to take its QR decomposition in (4.7). Thus, in the first step of the rounding procedure we only need to compute the QR decomposition of F 1 (4.6). The notion of orthonormal rows is analogous to left orthogonality [30] while orthonormal columns are analogous to right orthogonality. The two definitions are given below, where the inner products refer to the inner products between quasimatrices as given in (2.2).
Definition 4.3 (Orthonormal rows).
A function train core F k : X k → R r k−1 ×r k has orthonormal rows if and only if
Definition 4.4 (Orthonormal columns).
A function train core F k : X k → R r k−1 ×r k has orthonormal columns if and only if
Now we show that if F 2 , . . . , F d have orthonormal rows, then V 1 has orthonormal rows. Let v i denote the scalar-valued function representing the ith row of V 1 :
The inner product between rows i and j of V 1 can be obtained as
The row orthonormality condition for a core F k can be written as
for k = 2, . . . , d, and therefore
Since V 1 thus has orthonormal rows, we have R 1 = I r1 and hence there is no need to take the QR decomposition of V 1 in the first step of the rounding algorithm. One can apply this reasoning to each subsequent V k to show that its QR decomposition is never required as long as the cores from which it is formed have orthonormal rows. We now move on to the QR decomposition of U 2 . Recall that U 2 =F 1F2 , whereF 1 has orthonormal columns obtained from the SVD at the previous step. Since one can use the same reasoning as above to show that the product of matrix-valued functions with orthonormal columns itself has orthonormal columns, we can orthogonalize the columns of U 2 simply by orthogonalizing the columns ofF 2 . This procedure only requires the QR decomposition of a univariate matrix-valued function (i.e.,F 2 )-a computationally feasible procedure. Therefore, when considering the QR decompositions of successive U k , only the QR decomposition of theF k obtained from the previous iteration is required.
The complete rounding procedure is given in Algorithm 3. It starts with a sweep through the cores from right (k = d) to left (k = 2), to orthogonalize all their rows. Then the algorithm takes a left-to-right sweep where the actual rounding (via QR decompositions of univariate functions, denoted by qr-mvf, and reduced SVDs of successive matrices R k , denoted by svd-core) is performed.
Algorithm 3 ft-round: Function-train rounding
Require: An FT f ; rounding accuracy parameter ǫ Ensure: FTf with reduced ranks such that f −f ≤ ǫ f
# Orthonormalize all elements of core k 5:
# Truncated SVD with tolerance δ 9:F k+1 = ΛVF k 10: end for Overall, constructing an FT approximation of a black-box function via multivariate cross approximation and rank adaptation can be implemented by successively increasing or "kicking" the FT ranks until rounding leads to a reduction of all ranks. This approach ensures that the FT ranks are overestimated for the cross approximation procedure. Pseudocode for the rank-adaptation procedure is given in Algorithm 4.
Continuous multilinear algebra with the FT decomposition.
One of the main advantages of working with functions in FT format, rather than the discrete TT format, is the ability to perform continuous multilinear algebra. Given functions f, g : X → R in FT format, one can easily obtain the results of multiplication or differentiation in FT format, and efficiently evaluate integrals or inner products.
Addition and multiplication of two functions are performed exactly the same way as for tensortrains. For addition, the cores of h(x) = f (x) + g(x) are
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Algorithm 4 ft-rankadapt: Function-train approximation with rank adaptation
Require: A multivariate black-box function f : X → R, with X ⊂ R d ; cross approximation tolerance δ cross ; number of ranks to increase with each adaptation kickrank; rounding accuracy ǫ round ; initial ranks r = (1, r 1 , . . . , r d−1 , 1) Ensure: FT approximationf such that rank increase followed by rounding does not change ranks 1:f = cross-approx(f, r, δ cross ) # Described in §4.2.1 2:f r = ft-round(f , ǫ round ) 3:r = ranks(f r ) 4: while ∃ i s.t.r i = r i do 5:
end for 9:f r = ft-round(f , ǫ round ) 10:r = ranks(f r ) 11: end while 12:f =f r For both of these operations, the continuous functional decomposition has an important advantage over operations based on discretized representations of f and g. Primarily, this advantage comes from the ability to add functions with different discretization levels (e.g., bases of different order) or even distinct representations (e.g., polynomials and radial basis functions). In the discrete case, one can only add functions with identical discretizations.
The continuous nature of the FT also allows us to perform differentiation. In the discrete case, one would be required to choose some finite difference rule. From the purely discrete perspective of multidimensional arrays, the concept of differentiation is not well defined or unique-e.g., one can choose many different finite difference rules. In the continuous case, performing differentiation requires differentiating the scalar-valued functions that make up the corresponding core. For example, consider the partial derivative of a d-variate function f :
If each univariate function above is expressed in, for example, a basis of orthogonal polynomials, then this operation is uniquely defined and computationally inexpensive.
Integration is another area of distinction between the discrete and continuous cases. In the discrete setting, integration involves a sequence of tensor-vector contractions, where the vectors denote quadrature weights. Again, this requires a non-unique interpretation of the tensor elements as quadrature nodes and an explicit decision as to what integration rule to use. In the continuous case, integration involves integrating all of the univariate functions in each core and then performing matrix-vector multiplication d − 1 times:
Furthermore, since each univariate function is typically represented in a particular basis, this integral is uniquely defined and computationally inexpensive to obtain.
The inner product of two functions is another ubiquitous operation. Naïvely, the inner product can be implemented by first computing the product h(x) = f (x)g(x) and then integrating h(x), requiring O(dr 4 ) operations. However, this operation can be made more efficient by combining the operations needed for integration and multiplication. For example, Algorithm 5 uses an efficient computation of v T (A ⊗ B) to perform the inner product in O(dr 3 ).
Algorithm 5 ft-inner: Inner product between two functions in FT format
Require: Functions f, g : X → R in FT format with ranks r (f ) and r (g) , respectively Ensure:
Once a function is in FT format, many other operators may be applied with relative ease. Consider the Laplacian ∆f (x) = d k=1
. Written in this form, one can consider the Laplacian as the summation of d functions g k (x) in function-train format where each g k (x) = ∂ 2 f (x)/∂x 2 k . One can imagine using the ability to directly apply this operator in functional format to construct iterative solvers for linear systems. In the context of low rank tensor decompositions, such solvers are the subject of much current research [25, 40, 11] 6. Implementation issues. We now turn to some practical issues surrounding the implementation of the algorithms just described. In particular, we focus on the notion of representing each univariate function in an FT core in a basis tailored to that particular function (and a desired approximation error). We will show how this idea is used in the cross approximation of multivariate functions and in FT integration. The ideas are directly transferable to the other multilinear algebra operations.
6.1. Univariate fiber adaptation for cross approximation. When performing cross approximation in order to represent a function in FT format, one only needs to compute with univariate fibers of the function, i.e., we fix all variables except one. These fibers are used, for example, to create R and C of Algorithm 1. To perform numerical operations on/with these fibers, we must first approximate each fiber in some basis. These bases are adapted and enriched independently for each fiber that needs to be approximated; in other words, the size and choice of the basis can vary from fiber to fiber. Such adaptivity is possible because the algorithms we have described for compressing and computing with functions are agnostic to the way that the univariate fibers are approximated.
For instance, if one expects the fibers to be smooth functions, then one can use an orthogonal polynomial basis (e.g., Legendre polynomials). Alternatively, if one expects or detects local features such as discontinuities, one could employ piecewise polynomials. Notice that piecewise polynomials amount to a nonlinear parameterization of the fiber: knot locations must be chosen. Instead of polynomials, one might also employ radial basis function approximations (with adjustable kernel width). These possibilities underscore the generality of the FT framework, compared with previous work on low-rank function approximations [8, 12, 34, 6] .
To make this idea concrete, let us define a routine approx-fiber which takes a univariate function as input and produces an approximation of this function in an appropriate basis, up to a prescribed tolerance ǫ approx . This means that when forming R and C in Algorithm 1, we substitute an approximation for each function. For example, suppose d = 2 and k = 1. Then Line 7 becomes y j ) , ǫ approx ). Note that we can implement different approximation schemes for different input coordinates and even for different fibers along a given input coordinate. Furthermore, the steps required for the maxvol algorithm can be adapted to the particular approximation scheme used for elements of R and C. For example Line 5 of Algorithm 2 requires finding the maximum element of a quasimatrix. If each column of the quasimatrix is a polynomial, then the maximum element in each column can be found to arbitrary precision via a root-finding procedure or by solving an eigenvalue problem. This approach removes any need for further discretization or gridding! Other operations can be performed for quasimatrices made of polynomial expansions just as in [3, 43, 42] . If splines are used, the procedures can be adapted appropriately.
6.1.1. Adaptivity demonstration. We now demonstrate the advantages of individual fiber adaptation via two examples where the resulting function evaluations do not lie on a tensor product grid. These examples illustrate one of the primary ways that our FT approach differs from the discrete tensor-train and other functional tensor-train approaches. Consider the approximation of two canonical rank-one functions:
where (6.2) is a bivariate Genz function of the 'discontinuous' family [15] . For (6.1) we use a global expansion of Legendre polynomials φ i to represent each fiber,
where the coefficients are determined via projection using Clenshaw-Curtis quadrature. The degree n − 1 of each fiber approximation is progressively increased until four successive coefficients a i have magnitudes less than ǫ approx = 10 −10 . Figure 6 .1(a) illustrates the function and the parameter values where it is evaluated by the cross approximation algorithm. Even though (6.1) has FT rank one, here we deliberately construct a rank-two cross approximation to better illuminate the pattern of function evaluations chosen by our method. We observe that fibers at different positions are approximated using differing numbers of function evaluations. The number of evaluations required in the oscillatory region of the function (near y = 1) is much greater than in the constant portion (y = −1). Such an adaptation of the grid would be difficult to achieve with discrete TT, and highlights the flexibility of the continuous approximation framework.
For (6.2) we can no longer use a global polynomial expansion due to the discontinuity, and therefore we employ piecewise polynomial approximations. Along each fiber, we first use a one-dimensional edge detection method based on polynomial annihilation [2, 1, 22] to locate any discontinuities. We then approximate each smooth interval of the fiber using suitably scaled Legendre polynomials. In this example, we seek a rank-one approximation of the function. Function contours and evaluation locations are shown in Figure 6 .1(b). This approximation, like that of (6.1), achieves machine accuracy. We see that the algorithm clusters evaluations points around the discontinuity, as desired, and that the evaluations again do not lie on a tensor-product grid.
Having constructed FT representation of these functions, we can perform computations directly in compressed format. For example, we can now integrate the discontinuous function f genz2d . Such an integration could not be performed using array-based tensor-train algorithms, unless the entire domain were manually partitioned; otherwise, one would need specialized integration rules to deal with the discontinuity. By representing everything in functional form, we are able to perform integration and approximation automatically. In Section 7.1.2, we will evaluate integration performance for discontinuous Genz functions on higher-dimensional input spaces.
Function-train integration.
Suppose that we have a FT representation wherein each core comprises univariate functions that are expressed as Legendre polynomial expansions. In this case, we can integrate each core easily if we know how to integrate Legendre polynomials. More concretely, suppose that the fibers of core k are represented using a Legendre polynomial expansion
Then we can compute its integral simply as:
In other words, integrating each core yields a matrix consisting of the first Legendre coefficient of each function:
From here we can use (5.1) to obtain the integral.
7. Numerical integration and approximation examples. We now apply the FT framework to a variety of benchmark problems in integration and approximation, thus evaluating the practical utility of continuous cross approximation, rank adaptation, and univariate fiber adaptation. All of the experiments performed in this section were performed with the Compressed Continuous Computation (C 3 ) library [20] .
7.1. Integration. We first consider two integration examples.
7.1.1. Rank-two sine function. As in [32] we consider the FT rank-two function
whose integral is known analytically for arbitrary d:
We study the peformance of the black-box FT construction in computing this integral as a function of dimension and the fiber adaptation tolerance. Specifically, we approximate each univariate fiber with a Legendre polynomial expansion. Each fiber is initially represented by an expansion of degree k = 5, and the degree is updated from k to 2k − 1 with each adaptation step. We stop adaptation after the magnitudes of the last two coefficients of the expansion drop below the tolerance ǫ approx . And for the two tightest approximation tolerances, the integration error is virtually constant across dimensions, even for d > 600. (Note that the vertical axis is on a log scale and hence the variation of the errors for the two tightest tolerances would be virtually invisible on the ǫ approx = 10 −1 curve.) In contrast to [32] , our integration algorithm is adaptive. Furthermore, it is adapted at a local fiber level rather than at a dimension level. Obtaining this degree of adaptivity would be extremely difficult without the continuous framework.
Rank-one discontinuous Genz function.
We now demonstrate integration of the discontinuous Genz function for varying dimensions. Specifically, we integrate the function f :
3)
The exact integral of (7.3) is
and we see that this problem is quite challenging because the integral grows exponentially with dimension. For example, for d = 10 dimensions the value of the integral is I ≈ 3.131 × 10 3 , while for 100 dimensions the value is I ≈ 9.05455 × 10 34 .
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Fiber approximation
Cross-approx Rank adaptation Initialize to degree 7 Increase degree k → 2k + 1 ǫ approx = 10 We integrate this function by first constructing its rank-one FT representation. The fibers are approximated by piecewise polynomials of degree six. The discontinuities are located automatically using a polynomial annihilation edge detection routine [2, 1, 22] . We then integrate the FT using the technique described in Section 5. The resulting errors and the required number of function evaluations are shown in Figure 7 .2, as functions of the dimension d. The results indicate that we are able to achieve O(10 −3 ) relative accuracy for all values of d, and that the number of function evaluations scales linearly with dimension. Furthermore, we are able to approximate extremely large values of the integral, suggesting a general robustness of the algorithm. We also note that such an integration would be extremely difficult to perform using either the discrete tensor-train or the spectral tensor-train [6] techniques, because the discontinuities pose problems for most integration rules. Individual fiber adaptation is critical in order to locate the discontinuities.
7.2. Approximation. We now evaluate the FT construction on a set of benchmark approximation problems. The first set of test functions are taken from the "Emulation/Prediction Test Problems" suite in [39] . In particular, we examine a subset of those functions that have more than two input variables. Second, we explore the impact of various FT algorithmic parameters in approximating a quantity of interest produced by the solution of an elliptic PDE.
7.2.1. Simulation library benchmark problems. To standardize our algorithm across benchmark functions, we fix the algorithmic parameters to those shown in Table 7 .1. In particular, we approximate the fibers with degree-adapted Legendre polynomial expansions (obtained via Gauss quadrature) and we perform rank adaptation using Algorithm 4.
For each problem we normalize each input to [−1, 1] and compute the relative mean-square error using n = 10 4 Monte Carlo samples as Table 7 .2 Performance of the FT approximation algorithm on a set of multivariate test functions from [39] .
number of evaluations possible; instead we are attempting to decompose the function in FT format, and to achieve an approximation error in line with algorithmic parameters. One interesting feature is the result for the Gramacy and Lee function. In this function the fifth and sixth input variables are not active. Our algorithm discovers this behavior as the corresponding ranks are found to be r 4 = r 5 = 1.
The results indicate that many of the benchmark problems are indeed low-rank. Since these benchmark problems come from a wide variety of fields and are representative of certain behaviors of more complex models, we believe the results suggest potential widespread applicability of low-rank functional approximations. The 'robot arm' function appears to be the only high-rank function in these benchmarks. In this case, the application of cross-approximation led to excessive basis adaptation and an unconverged maximum rank, even after the 5 allowed steps of rank adaptation.
As noted above, our goal in this exercise is not to obtain the best possible approximation with the fewest number of function evaluations. Nor are we treating these benchmarks as data-fitting problems in which an approximation is built from a fixed set of function evaluations. Rather, we are decomposing functions into low-rank representations. After setting the parameters of the decomposition, the algorithm automatically chooses where and how to evaluate the function to satisfy the specified error tolerances; the resulting numbers of evaluations reflect only one instantiation of the framework we have created in this paper. While we suspect that one could achieve good approximation results with fewer evaluations, the numbers presented here take into account both approximation, the estimation of rank, and certification of convergence.
Elliptic PDE.
We next explore the effects of various parameters of the FT approximation algorithm on a model of subsurface flow frequently encountered in UQ applications. Consider the following one-dimensional elliptic partial differential equation, We would like to consider the effects of an unknown permeability field k on some functional of the output pressure u. To this end, the permeability is modeled as a random process k(s, ω), endowed with a log-normal distribution:
Here the covariance kernel is chosen to be c(s, s
. In order to obtain a finite dimensional representation of k(s, ω) we use the Karhunen-Loève expansion of log (k(s, ω) − a) to express the random field using the eigenfunctions of an integral operator with kernel c. In particular, given eigenfunctions and eigenvalues obtained from [0, 1] 
, then the lognormal process may be represented as k(s, ω) = a + exp
, where ξ i (ω) are independent standard Gaussian random variables. We truncate this expansion after 24 modes.
The approximation objective of this problem is the solution of the PDE at a spatial location s for a realization of the permeability field parameterized by (ξ i ) 24 i=1 . For simplicity, we will fix s = 0.7 to obtain a quantity of interest Q that is only a function of the ξ i , i.e., Q := u(0.7, ξ 1 , . . . , ξ 24 ). We will construct approximations of Q using parameter settings for (a, σ 2 , l) that correspond to three different levels of difficulty for this problem. In particular, we will tackle an "easy" problem (P1) where (a, σ 2 , l) = (0.0, 0.1, 0.125), a "moderately" difficult problem (P2) where (a, σ 2 , l) = (0.5, 1.0, 0.045), and a "harder" problem (P3) where (a, σ 2 , l) = (0.0, 1.0, 0.045). Before building FT representations of Q, we reparameterize the problem so that it maps from [0, 1] 24 to the PDE solution value of interest. We do so by using the cumulative distribution function Φ of a standard Gaussian to define new input variablesξ i := Φ(ξ i ). Now (ξ i ) 24 i=1 are uniformly distributed on the unit hypercube, and the function Q to be approximated is (ξ i )
Our numerical experiments investigate how the final approximation error, number of function evaluations, and maximum FT rank change with the fiber approximation tolerance ǫ approx and the rounding tolerance ǫ round . We fix the cross approximation parameters to δ cross = 10 −3 and a maximum of 3 sweeps. The rank adaptation parameters are fixed to kickrank = 5 and a maximum of 4 rank adaptations. We use Legendre polynomials to approximate the fibers and initialize these approximations at degree two. Results for the three problem setups described above are shown in Figure 7 .3.
Several interesting patterns are apparent in the results. We first consider the ranks for each problem, shown in the rightmost column of Figure 7 .3. We immediately see that the fiber approximation accuracy has essentially no impact on the maximum rank found by rank adaptation. The maximum rank found by the adaptation procedure only changes as the rounding tolerance decreases. Furthermore, we see that the maximum rank increases as we move down the table. This trend corresponds to the increasing difficulty of each problem, and reflects slower decay of the singular values in decompositions of u. Higher ranks for P3 confirm that approximation is more difficult with a = 0 than with a = 0.5. We also note that unlike array-based tensor-train algorithms or the spectral tensor-train algorithm, the maximum rank attainable by the numerical procedure is not bounded by discretization level. Rounding is critical to restricting the growth of the rank.
The function evaluation count, shown in the middle column of Figure 7 .3, also displays some interesting properties. In particular, for each of the three models, the contours exhibit two separate regimes. Before the rounding tolerance becomes tight enough to cause significant increases in the rank, the number of function evaluations is essentially unaffected by ǫ round . The number of evaluations is only affected by the fiber approximation accuracy ǫ approx . This behavior makes sense because the number of function evaluations is roughly proportional to O(ndr 2 ), where n can be thought of as an average number of function evaluations for each fiber-and in this first regime, the rank is constant. Once the rank starts increasing, we find that the number of function evaluations grows with both tighter fiber approximation tolerance and tighter rounding tolerance of evaluations increases more rapidly with tighter rounding tolerance, because reducing the latter produces a rapid increase in rank.
The left column of Figure 7 .3 shows that the error exhibits a pattern similar to the number of function evaluations. In particular, the error is fairly constant until the rank starts increasing. Once the rank starts increasing, however, then both the fiber approximation tolerance and the rounding tolerance affect the error. Furthermore, if we fix the rounding tolerance and decrease the approximation tolerance, we see a rapid change in approximation error followed by a relatively large plateau area-suggesting that below a given ǫ approx , either the accuracy of fiber approximations can no longer appreciably increase or further gains in accuracy have little effect on the overall approximation error. Overall, these results suggest that it is possible to find a reasonable value for the rank before increasing the fiber approximation accuracy. Future work will require investigating how to jointly adapt these two parameters in the best way.
Finally, comparing the error plots for P2 and P3, we observe that the contours look quite similar, but that the ranks and numbers of function evaluations are larger in the bottom row (P3) than in the middle row (P2). This characteristic is highly desirable for an "adapt-to-tolerance" scheme, as a given setting for the tolerances yields similar errors but appropriately larger computational effort.
Conclusion.
We have developed a high-dimensional function approximation framework that extends the tensor-train decomposition using continuous linear algebra. Several algorithms were created to enable this extension: a maxvol algorithm for obtaining a dominant submatrix of a matrix-valued function, a continuous cross approximation algorithm for obtaining the skeleton decomposition of a vector-valued function, a cross approximation algorithm for converting black-box functions into function-train (FT) format, and an FT rounding algorithm for rank adaptation.
Constructing the framework using continuous linear algebra provides a flexible way of incorporating and exploiting more than just low-rank structure. In particular, our algorithms can exploit the regularity of the target function and adapt to its features. Pivots for skeleton approximation are found via continuous optimization. Ranks can be adapted via a rounding procedure. And the FT decomposition offers an enormously flexible approach to univariate fiber approximation: different bases or approximation schemes may be chosen for different input coordinates, or even for parallel fibers in the same dimension; and these approximations can be adapted or refined on a fiber-by-fiber basis. Function evaluations can thus be tailored to local features, without following any tensor product structure. Indeed, the FT scheme employs no a priori discretization of the target function and does not require specifying a tensor product set of candidate evaluation locations. This characteristic is particularly important for problems that are sensitive to the choice of discretization.
Our framework also enables polynomial time performance for various multi-dimensional linear algebra algorithms applied to high-dimensional problems. We anticipate that these tools will be useful for many applications. In the context of PDEs, [29] describes a method for transitioning away from the traditional discretize-then-solve methodology; future work will aim at extending these methods using the FT. Future work will also seek to exploit low-rank structure in inference and control. In particular, we would like to modify the optimal stochastic control framework described in [21] to avoid discretization of the state space altogether. Future algorithmic extensions may also incorporate the dmrg-cross technique of [35] into a continuous rank-revealing algorithm, which should be more efficient than the rank-adaptation algorithm described here. z 1 ) , . . . , (i ℓ , z ℓ )} and y = {y 1 , . . . , y ℓ } denote the fibers used to constructF * ,k . Then E = F −F , and we seek to bound E C . Consider the (ℓ + 1) × (ℓ + 1) submatrix F of F formed by augmentingF * ,k by one row and one column; the values of this row and column are fixed by any choice of x >k ∈ X >k and (i, x ≤k ) ∈ {1, . . . , n} × X ≤k such that Furthermore, recall that we can write the inverse of a matrix using the matrix of cofactors C
The maximum volume property ofF * ,k implies that C T C = | det(F * ,k )|. Together with (A.2) this property yields
We seek an upper bound for |γ| because it corresponds to an upper bound on E C , i.e., the value of E over all choices of (i, x ≤k , x >k ). Thus we would like to find a lower bound for F −1 C . We begin by relating the Frobenius norm of F −1 to its Cheybshev norm, 
