Abstract-In this paper, we propose a unified energy minimization model for segmentation of non-smooth image structures, e.g., textures, based on Mumford-Shah functional and linear patch model. We consider that image patches of a non-smooth image structure can be modeled by a patch subspace, and image patches of different non-smooth image structures belong to different patch subspaces, which leads to a computational framework for segmentation of non-smooth image structures. Motivated by the Mumford-Shah model, we show that this segmentation framework is equivalent to minimizing a piecewise linear patch reconstruction energy. We also prove that the error of segmentation is bounded by the error of the linear patch reconstruction, meaning that improving the linear patch reconstruction for each region leads to reduction of the segmentation error. In addition, we derive an algorithm for the linear patch reconstruction with proven global optimality and linear rate of convergence. The segmentation in our method is achieved by minimizing a single energy functional without requiring predefined features. Hence, compared with the previous methods that require predefined texture features, our method can be more suitable for handling general textures in unsupervised segmentation. As a by-product, our method also produces a dictionary of optimized orthonormal descriptors for each segmented region. We mainly evaluate our method on the Brodatz textures. The experiments validate our theoretical claims and show the clear superior performance of our methods over other related methods for segmentation of the textures.
I. INTRODUCTION
C OMPUTER vision problems are often addressed by using mathematical models, and the quality of the solutions can be measured objectively in the mathematical models.
Piecewise smooth image segmentation was modeled as a functional energy minimization problem [1] . This model is known as the Mumford-Shah model, which is named after its inventors. This methodology is different from [2] and [3] in which the objective evaluation of the segmentation based on the ground-truth results from normal subjects is their focus.
In the Mumford-Shah model, each image region is modeled as a smooth or constant function. By minimizing the energy of the Mumford-Shah model, we can restore the smooth or flat image in each region, and we can also obtain the partition boundaries between the smooth or flat regions in the restored image. However, the image values to be restored may not be piecewise smooth or flat as a whole. The images may contain regions of non-smooth structures, such as the images in Fig. 1(a) . Imposing smoothness on these images leads to destructive averaging of the image content, and this also poses problem for the segmentation. For example, non-smooth visual patterns different in structure may have similar average image values (as in the shoulder and neck areas on the lady in Fig. 1(a) ). Consequently, the Mumford-Shah model cannot differentiate such patterns in the image space. Although other models, such as in [4] , might be used alternatively, we are particularly interested in the Mumford-Shah model in this paper because it is supported by the established profound mathematical foundations.
To cope with non-smooth image data, such as textures, the segmentation has been considered as a framework of two independent processes, i.e. the feature extraction that converts an image to a feature image and the segmentation of the feature image. There exist combinations of the Mumford-Shah model or its variants with predefined features, such as the diffusion tensor in [5] and [6] and local histogram [7] . The assumption behind their methods is that each feature characterizes each texture, and the resultant feature image is piecewise smooth or flat. However, predefined features are not necessarily the characteristics of unseen textures.
Unsupervised feature selection has also been used for producing matching features for the underlying textures [8] - [10] . In [8] , Sandberg et al. adopted the maximum difference of feature means as the criterion for Gabor filter selection. Sagiv et al. [9] adopted the framework of [8] with manually selected filters. Kokkinos et al. [10] proposed dominant component analysis for selecting characteristic features. This framework assumes that the textures are globally oscillating, as on zebras and tigers, and it also requires filter selection by dominant component analysis (DCA) for parametric texture modeling. The major problem which concerns us is that these frameworks, formed by separate feature selection and segmentation, do not provide a unified optimization model for segmentation. Consequently, the resultant characteristic feature image may not be piecewise smooth/flat to allow for the application of the Mumford-Shah model. For example, in Fig. 1(b) the feature image obtained by image filtering with the Gabor filters that well match the texture pattern, or the local averages of the feature values, can have significant spatial variations.
In this paper, we propose a novel unified energy minimization model for the segmentation of general non-smooth image structures. The model is called the piecewise linear patch reconstruction, in the same spirit of Mumford-Shah functional. In a nutshell, we model the image patches by patch subspaces, and we consider that the image patches in different regions belong to different patch subspaces. Additionally, we showed that this framework is equivalent to minimizing the piecewise linear patch reconstruction energy. The rationale of this model lies in that we prove that the error of segmentation is bounded by the sum of errors of piecewise linear patch reconstruction on the different image regions. Thus, minimizing the energy of piecewise linear patch reconstruction, i.e. improving the linear patch reconstruction in each region, can reduce the error of segmentation. Regarding the actual energy minimization, we prove that the gradient descent procedure for the linear patch reconstruction converges to the global optimal solution under the assumption that the initial solution is a non-trivial element drawn from the subspace of optimal patch bases. We also prove that the gradient descent procedure converges with a linear rate. A unique feature of the method is that it produces both the segmentation and a dictionary of optimized (orthonormal) descriptors for each segmented region within the same optimization framework.
One intriguing unified energy minimization model of feature selection and Mumford-Shah model was proposed by Law et al. [11] . Their formulation of the feature selection was based on a feature weighting scheme called subspace learning. The subspace learning in their approach will produce the optimal weights for the Gabor features for different regions, but it does not correspond to a subspace model of image patches. Our work is distinguished from their work by providing the theoretical justifications for our model and algorithm in addition to the model formulation and algorithm development. Besides, the Gabor feature images for textures may not be piecewise smooth/flat as required in the MumfordShah model.
The rest of the paper is organized as follows. We introduce the basic idea of the Mumford-Shah model in section II. We study the general form of the Mumford-Shah model and propose the piecewise linear patch reconstruction model in sections III-IV. We show our error bound of the segmentation in terms of reconstruction error in section IV-B and we present our proven theoretical claim of the global optimality of the gradient descent for the nonconvex linear patch reconstruction problem in section IV-C. The experimental results are presented in section V. We conclude the paper in section VI.
II. THE MUMFORD-SHAH MODEL
For an image defined over the image domain {[x, y] T ∈ }, the conventional form of a two-phase Mumford-Shah model, reformulated by using the signed distance function a.k.a. the Level Set function [12] , can be written as follows:
where δ(·) is a Dirac delta function, H (·) is a Heaviside (step) function, ν is a penalty coefficient. g 1 and g 2 are the reconstruction estimates, φ is the signed distance function that partitions the image into two regions, i.e. φ > 0 for one region, φ ≤ 0 for the other. E 1 and E 2 are the reconstruction errors of the two region models. H assigns either of the two models to every pixel, and the last term tries to minimize the geometrical complexity of the assignment. For piecewise smooth (PS) model, we have
2 , where I (x, y) is the image value at [x, y] T , λ is a constant penalty coefficient. Note that, I , g 1 and g 2 are all functions of x and y. We will omit the variables of functions in the equations henceforth if there is no risk of confusion.
The fundamental optimization technique for the reconstruction is the Green's functions solution to the EulerLagrange equation obtained by Calculus of Variations, which was presented in [13] . Numerical schemes for solving the Euler-Lagrange equation can also be found in [14] and [15] . The smoothness regularization term guarantees the global optimality of the restoration obtained by any of the optimization methods for a given partition.
If we assume the reconstruction functions g 1 , g 2 to be constants, i.e. for all (x, y) in , g 1 (x, y) = c 1 and g 2 (x, y) = c 2 , then the gradient terms in the PS model will vanish, and the functional becomes the piecewise constant (PC) MumfordShah model, which is the prototype of the region competition [16] and the Chan-Vese model [12] .
For minimizing the Mumford-Shah functional, the algorithm is often the alternating (or simultaneous) implementation of image partitioning and reconstruction. The reconstruction is achieved by image smoothing within each region of segmentation. The gradient descent method is commonly used to solve for the image partition, and the level set method is often used to implement the gradient descent method [12] . The gradient descent equation of the energy minimization problem in (1) is the following:
where δ(·) is a Dirac delta function. By solving this equation using the level set method, one can safely update the signed distance function φ. In recent years, the linear relaxation [17] and the convex relaxation [18] of the Mumford-Shah model for fixed reconstruction errors have been proposed, and fast implementations, such as the Split Bregman algorithm, has also been developed to solve the convexified Mumford-Shah type model for fixed reconstruction errors [19] , which lead to alternatives to the level set method.
III. THE PRINCIPLE OF SEGMENTATION BEHIND THE MUMFORD-SHAH MODEL
In this section, we study the segmentation by the MumfordShah model to understand the rationale of this model for segmentation. In this work, we focus on the two-phase model. The generalization of the two-phase model to multi-phase may readily follow [20] , which is out of the scope here.
Let us consider the two-phase Mumford-Shah model in a simplified form as follows:
where E 1 and E 2 are the reconstruction errors corresponding to the subregions 1 and 2 , such that = 1 ∪ 2 . Since we focus on the region model in this work, we omit discussing about the prior term of arclength for imposing contour smoothness. Note that, the smoothness term is important for dealing with noisy data. Although we exclude the term here to simplify our subsequent analysis, we will include it in the implementation. For more detailed discussions on the smoothness term, we refer the readers to [1] and [16] .
In the piecewise constant model, where I (x, y) is the image value, c 1 , c 2 are the regional means of the image value. In piecewise smooth model,
2 , where g 1 , g 2 are the smooth restorations of the two image regions (due to the smoothness constraint). The smoothness regularization terms, λ ∇g 1 2 and λ ∇g 2 2 are often omitted if g 1 and g 2 are solved by the normalized Gaussian convolution, such as in [15] and [21] . Regarding the minimization of this simplified functional in (3), we have the following interesting fact upon fixing the error functions E 1 (x, y) and E 2 (x, y): Proposition 1:
where H (x, y) ∈ {0, 1} and C is a constant independent of H . This fact tells that optimizing the global assignment of H is equivalent to optimizing the assignment locally. The assignment rule for determining the optimal H at each pixel location is therefore the following:
The proof is included in the appendix. This fact tells us that Mumford-Shah model tries to achieve clustering based on the measure of the membership defined by E l , l = 1, 2. Hence, the proper choice of the measure is essential to the segmentation by the Mumford-Shah functional.
IV. PIECEWISE LINEAR PATCH RECONSTRUCTION
In what follows, we establish the mathematical model and the associated solution for the segmentation of non-smooth image structures.
A. The Formulation of Piecewise Linear Patch Reconstruction Model
We begin our argument with the image patch modeling. We consider that the atomic visual element for nonsmooth image structures is the image patch. An image patch p(x, y) is defined as a square image region centered at [x, y] T , and [x, y] T can be any location in the image. This means that the patches are densely overlapping with each other in the image. To cope with non-smooth image structure, we model the image patches as linear combination of patch bases as follows.
with the varying weights α k = p, v k for different patches over the image, where , is the inner product defined on patches, {v k , k = 1, 2, . . . , K } is a set of K orthonormal patch bases that can be used to achieve perfect patch reconstruction.
and xy is a square region centered at [x, y] T . Note that the bases do not change w.r.t. x, y.
It is obvious that the exact reconstruction can happen regardless of the smoothness of the image patch. This model for non-smooth image structures is not surprising since similar models, such as the eigenfilters, have been used for texture analysis [22] and classification [23] . To find the patch bases (6), we can solve the following energy minimization:
We may define
where m is the width of a patch, and we consider square patch in this paper. It is well-known that the eigenfilters, as a variant of this model, is useful for representing textures [22] , [23] . In this paper, we are interested in incorporating this patch model for non-smooth image structures in segmentation. For the purpose of segmentation, we consider that the image patches of different non-smooth image structures are from different subspaces. This idea can be described more formally as follows. Suppose the reconstruction errors for the same patch by using two different subspaces are E 1 and E 2 , if this patch is from subspace 1, then we will have E 1 ≤ E 2 . Otherwise, we will have E 1 ≥ E 2 . This gives a criterion for segmentation based on the subspace model of image patches. Interestingly, according to our prior analysis of the Mumford-Shah formulation, especially in Eq. (5), we know that this criterion is identical to solving the energy minimization problem in a simplified two-phase Mumford-Shah model in (4) where the patch reconstruction error E is plugged in. Accordingly, we obtain a piecewise linear patch reconstruction model for segmentation of non-smooth image structures as follows:
where
for l = 1, 2, where is the size of the patch. As a by-product, we note that the error can be computed by convolutions.
B. The Error of Segmentation by Piecewise Linear Patch Reconstruction
By solving the piecewise linear patch reconstruction problem w.r.t. H , we are able to determine the segmentation. However, we did not answer whether and when this segmentation is correct. In the following, we establish the theoretical foundation of the proposed model. Specifically, we show that the error of the segmentation is bounded by the patch reconstruction error for a fixed number of, say K , bases. Thus, by minimizing the error of reconstruction, we may be able to reduce the error of segmentation.
The assignment rule of Eq. (5) enables us to analyze the correctness of the segmentation in probability. We ask whether the segmentation by Eq. (5) is consistent with the truth. Specifically, we wish to know if
means the set of patches with their centers in l , where l = 1, 2.
By knowing the true partition, we know the true membership for each of the patches. Then, we can test if the assignment rule gives the true membership. This concern can be formulated as the following segmentation error rate:
where | 1 |, | 2 | are the sizes of the sets 1 and 2 .
If we assume every pixel are independently and identically distributed, we will be able to represent this segmentation error rate as probabilities, i.e.
for sufficiently large population of 1 and 2 , where p is a patch of interest, P
, then the following holds:
where p is the norm of the patch of interest, R 1 , R 2 , q 1 , q 2 are constants, and 0 ≤ q 1 < ∞, 0 ≤ q 2 < ∞. Besides, the denominator in the RHS of the bound is positive.
The proof is included in the appendix. The above error bound guarantees in theory that the segmentation error rate due to the assignment rule in Eq. (5) can be reduced by minimizing the reconstruction error with respect to a fixed number of bases. The number of bases will definitely be smaller than the number of dimensions of the patch, since the denominator in the RHS of the bound is positive.
To conclude, we showed that the segmentation error rate is upper-bounded by the total patch reconstruction error for a fixed K . The minimization of the patch reconstruction error can therefore reduce the segmentation error. Additionally, the eigenfilters [22] , [23] , as a variant of patch bases, are useful for representing textures. It means that image patches of textures are very likely to be reconstructed well by using a few patch bases. In other words, textures, as a non-smooth image structure, can be modeled well by the linear patch model, yielding small reconstruction errors, and small reconstruction error guarantees good segmentation performance, which completes our theory for the proposed piecewise linear patch reconstruction model.
C. Global Optimal Linear Patch Reconstruction
In what follows, we address the problem of minimization of linear patch reconstruction error:
A useful identity regarding this formulation is the following:
arg min
according to Eq. (9), and l = {1, 2}, {v l k } are orthonormal. This identity can be verified by expanding the squared error defined in Eq. (9) .
The reconstruction problem (12) and the problem in (13) are equivalent. We also note that the optimization problem defined in Eq. (12) is a constrained concave function minimization problem. The formal statements with their proofs are included in the appendix. Such a problem is known to have local optimal solutions [24] . However, we are able to show that the global optimal solution to the linear patch reconstruction problem is attainable. The key result regarding the optimality is the following theorem.
Theorem 1: Given a set of functions {w k , k = 1, 2, . . . , K } defined as follows:
where {e h , h = 1, 2, . . . , N} are all the eigenvectors of Hl as defined by the following:
where I Hl = I · H l , then the following bound is true:
The proof is included in the appendix. The above suggests the matrix eigen-decomposition as our solution to the global optimal reconstruction problem. However, the eigendecomposition typically requires converting the image to patches, computing the covariance matrix followed by Singular
Value Decomposition (SVD). In our segmentation framework, we require repeated optimal reconstructions during the segmentation process. Thus, the eigen-decomposition of the matrix obtained from the extracted and labeled patches can be time-storage consuming. Alternatively, we suggest the gradient descent as a solution. The gradient descent equation that minimizes the error (12) is the following:
The rationale for this choice lies in the following theorem. Theorem 2: For the operation, Hl x = {u,v} Hl xdudv and its eigenvalue problem defined as
where λ k is the eigenvalue, e k is the eigenvector, and if there are finitely many, say N, eigenvectors of [ Hl , the following gradient descent procedure for solving the problem in (12) (or (13) equivalently) converges to the global optimal solution of the problem in (12) , with the initial bases
where v l * k for k = 1, 2, . . . , n − 1 are the solved patch bases. The proof is included in the appendix. Moreover, the convergence of the gradient descent is linear as claimed in the following corollary.
Corollary 1: If there are N < ∞ eigenvectors of Hl , and the eigenvalues are ordered such that λ 1 > λ 2 > · · · > λ N , the rate of convergence for the gradient descent iteration in each step of the greedy procedure defined by Eq. (19) does not exceed 1. In other words, the procedure converges with a linear rate.
The proof is included in the appendix. In addition, we note that the gradient descent only requires the convolutions without using the matrix Hl or the matrix eigen-decomposition.
To summarize, our algorithm is an alternating process of two gradient descent processes. First, given an initial curve, the optimal bases {v l k } are solved via either the gradient descent process in (19) or the SVD. Afterwards, the curve evolution, in Eq. (2) is implemented by fixing the reconstruction errors E 1 and E 2 . Our joint model in (1) with the linear patch reconstruction error terms, is minimized by solving for H and {v l k } alternately. Note that minimizing the energy of (1) w.r.t. {v l k } is equivalent to minimizing the energy of (8) w.r.t. {v l k }. This alternating energy minimization procedure is globally convergent for our bounded piecewise linear patch reconstruction energy with boundary complexity term. This is because at every iteration the energy is non-increasing and once the energy stops decreasing, the algorithm converges. This property can be related to the Lyapunov stability [25] and the global convergence of steepest descent algorithms [26] . 
V. EXPERIMENTS

A. Data Preparation and Implementation Details
Natural textures are examples of non-smooth structured visual patterns. Evidences show that texture patches can be reconstructed (modeled or represented) well by patch subspaces, i.e. the eigenfilters, as reported in [23] where texture classification was also investigated. We mainly evaluate our method of segmentation by piecewise linear patch reconstruction on a subset of Brodatz textures [27] . We choose the textures such that their structures appear relatively spatially regular with similar size of texture stimuli (textons) for evaluation. In fact, these conditions are assumptions made about textures in this paper. These assumptions are used to allow us to focus on the major issues in the texture segmentation problem. We obtain a collection of textures: {D3, D5-6, D15-22, D24, D34-36, D49, D52-53, D55, D57, D65, D68, D76-77, D79, D81-85, D101-106}, which we call the set S. These image textures are shown in Fig. 2 . Afterwards, we generate two sets of texture mosaic images by pairing all the different textures from S to evaluate our segmentation method. Each set contains 1260 images. One of the sets is made of the original textures, the other is by the textures with the mean intensity subtracted. Both sets are challenging to segmentation, while the second one is even more challenging.
In order to compose the textures, we require a template which is shown in Fig. 3(a) . The template contains two regions. To generate textures for evaluation, we fill in one region with one texture, i.e. texture A, and we fill in the other region with another texture, i.e. texture B. We also use this template as the ground truth for evaluating the segmentation. The initial curves in the experiments are set to be the one shown in Fig. 3(b) . Note that the initial curve crosses the true boundary of the two regions, and it covers more regions on the right. This means that the converged contour is expected to capture the region of texture B. For piecewise smooth image we may choose a small penalty coefficient for the contour length, e.g. 1 in our implementation, for non-smooth image we require a large penalty of the contour length for coping with the randomness, e.g. 100 in our implementation. We use the maximum number of iterations to detect the convergence of the curve evolution algorithms. The maximum iteration number is set to be 600, since it has been observed that the curve evolutions in the experiment converge before this iteration number is reached. The convergence of the gradient descent method for patch reconstruction is fast. We set the maximum iteration number to be 5.
B. Evaluation of the Linear Patch Reconstruction Model for Patch Reconstruction and Discrimination
The performance of our method relies on the validity of linear patch reconstruction model for texture, and it also relies on the actual discriminative power of the reconstruction model. Hence, we evaluate the linear patch reconstruction and its discriminative power.
For evaluating the reconstruction, we compare the errors of the reconstruction by gradient descent (GD) with those from SVD. We evaluate the gradient descent method for linear patch reconstruction on the set S and Yale face database [28] . We compare the reconstruction errors according to the first 1-20 optimal bases produced by the GD method with the errors corresponding to the bases produced by SVD. The reconstruction errors can be computed by evaluating (12) for the entire image domain. We also present the comparison of the reconstructions by orthogonalized Gabor filter and the SVD. We apply the principle of maximum filtering response to select the first 20 Gabor filters from a filter bank of 40 filters. We then orthogonalize the selected filters to compute the reconstruction errors. We compare the averaged errors for all patches in each images. The averaged error is the total error divided by the number of patches in each image. The total error is the sum of the reconstruction errors for all the patches in the image.
The results are shown in Fig. 4 . When visualizing the comparison of the errors, we divide the errors by the maximum averaged errors to form a normalized error. The results by GD are very close to those by SVD, while the results of Gabor filters do not match the SVD. The initial bases for the gradient descent method are randomly generated. Besides, we visualize the patch reconstruction performance, in terms of the reconstruction energy U defined in Eq. (13), as a function of patch size and number of bases in Fig. 5 , from which we can observe that the reconstruction is more affected by the number of bases. Our second goal in this subsection is to analyze the discriminative power of the reconstruction model for the textures in set S. For a fixed texture patch, our idea is to compare the reconstruction energy corresponding to the optimal patch bases of a given texture, denote as U s , with the maximal reconstruction energy corresponding to the optimal bases of other textures, denote as U o . We plot the average normalized difference, defined by (U s − max bases of other textures Fig. 6 . This value is a quantification of the discriminative power of the model. From the two plots in Fig. 6 , we can observe that using bigger patch size with more components, we can have overall better discrimination. However, increasing both patch size and number of components will also incur extra computational costs. Furthermore, we may observe from the two plots in Fig. 6 that the relation between the discrimination performance and the model parameters vary case by case, which implies that it is difficult to choose the optimal model parameters in advance for unsupervised texture discrimination and segmentation. In our subsequent experiments, we shall use fixed parameters that are sufficiently good according to our experience. More discussions on this issue can be found in Section VI.
C. Evaluation of the Segmentation by Piecewise Linear Patch Reconstruction
In this subsection, we mainly evaluate the segmentation by our methods, i.e. the SVD and GD based methods, on the two subsets of texture mosaics introduced in Section V-A. We compare our methods with the PS Mumford-Shah model [15] , [21] , the Region-Scalable Fitting (RSF) [29] , the Gabor filtering based method used in [8] and [9] , the local histogram based Chan-Vese model [7] which we call the HistPC henceforth and the K-L divergence and shape operator (KL_SO) based method [6] . The Gabor filtering based method may be viewed as a baseline approach for texture segmentation, and the HistPC is the state of the art. We use 8 bases for each region in SVD and GD. We choose the 8 Gabor filters from a bank of 24 filters for each region according to the criterion of maximum filtering response. The filter bank corresponds to eight orientations, namely [0, 8 π], and three σ values in the Gaussian envelope, namely 1, 2 and 3. This filter selection criterion appears like model fitting [30] . The patch size is 13 × 13. The methods except [6] are all based on curve evolution, while the implementation of [6] is based on the codes provided by X. Bresson. 1 We adopt the pixel-wise segmentation error rate to measure the quality of the segmentation by using the ground truth. The boxplot in Fig. 7 shows the segmentation errors for all the methods. We can observe a clear lower error rate by our The segmentation based on SVD takes 0.145 ± 0.048 seconds per iteration for the two datasets, while the computational time for the segmentation based on GD is 0.137 ± 0.006 seconds, meaning that the computational cost of GD based method is smaller and more stable. This suggests us to use the GD based bases updating scheme for segmentation. The best mean error by the local histogram based Chan-Vese active contour for the original textures is small, but the variation of its performance is large. Besides, this local histogram based method is still ineffective for differentiating the different textures having the same mean intensity. The KL_SO can be suitable for some textures, while it can perform unsatisfactorily for others. We can also observe from the results that Gabor features can deal with textures when the textures differ in their intensities. However, when there is little difference in the intensities of textures, the Gabor features are powerless. We also summarize the quantitative results in Table I .
Besides, we present some visual results of the segmentation, as well as the corresponding converged patch bases, computed by our method in Fig. 8 . The results by other methods on the Brodatz textures are presented in Fig. 9 . We can observe a clear superior performance of our method against other methods. We also experiment on a picture from Berkeley segmentation dataset [31] . The results are shown in Fig. 10 . We can observe that our method and KL_SO perform reasonably well. The salient feature of our method is that it produces a set of characteristic region descriptors.
D. Robustness to Different Initializations
Our entire optimization framework is based on gradient descent. The method therefore only computes a local optimal solution. However, a local optimization might be good enough if, for example, the model is convex or local optimal solutions are not far from the global solution. We present the results by our method for segmenting the Brodatz D104-22 pair with several different initial curves as plotted in left-most image of Fig. 11 . The results are also shown in Fig. 11 . We can observe that all of the results are consistent with the ground truth.
E. One-Against-All Segmentation
We have so far only considered the presence of two different groups of contents in the image in our formulation, which is known as the two-phase model. Thanks to the capability of the level set method for handling topology changes, the two-phase model is still capable of partitioning the images into multiple smooth or non-smooth regions of two groups. However, the two-phase model cannot cope with multiple regions of more than two groups. The problem of segmentation of image into multiple different regions can be addressed via the one-against-all strategy. In other words, we may consider a problem of n-phase segmentation as n subproblems of twophase segmentation. In each subproblem, the image is to be partitioned into the target region and the background region which is composed of all the other regions.
To evaluate the one-against-all strategy for coping with multiple different groups of regions, we apply this strategy to the mosaic images containing five different textures. The input and output of the segmentation are shown in Fig. 12 . The initial rectangular contours are shown in a unique color assigned to a region in one image. The converged contour curves are shown in the same colors in the other image. The optimal bases corresponding to different regions are also visualized. These bases well capture the principal structure of the corresponding regions. The error rates of the segmentation are summarized in Table II . The results show that the method can be used for dealing with images composed of several nonsmooth structures.
VI. CONCLUSION
In this paper, we propose a unified energy minimization model for non-smooth image segmentation without requiring any separate process of feature extraction or predefined features. Our model is in the form of minimization of the error of piecewise linear patch reconstruction. The segmentation error of the proposed model is proven to be bounded by the patch reconstruction error. The gradient descent method for solving the linear patch reconstruction is proven to be globally optimal under mild conditions on the initialization, and it converges with a linear rate. The experiments validate our theoretical claim and show the clear superior performance of our methods over other related methods.
A unique feature of our method is that it achieves the simultaneous segmentation and description for non-smooth image structures under the same optimization framework. This work explores the mathematical model for addressing an important aspect of the natural image segmentation, i.e. that of coping with non-smooth structures in the segmentation of images considered as 2D signals. To achieve semantic image segmentation on more natural images, more sophisticated framework has to be adopted to imitate human vision.
The experiments presented in Section V-B shows that it is difficult to choose the optimal size of the patches and the number of bases in advance. We assume that the size of the patches and the number of bases can be predetermined by the user. A way to determine the parameters is to resort to a measure of texture complexity. A larger complexity may demand a larger patch size associated with more patch bases. A user can determine the patch size and number of patches by visually comparing the complexity of some textures of interest with other textures with known sufficient patch size and number of bases. Finding a quantitative measure of texture complexity is a future research direction.
APPENDIX
Proof of Proposition 3.1: Since H l ∈ {0, 1} and
Note that the proof relies on the Axiom of Choice for the continuous domain. The choosing is feasible if we approximate the integral by discretization.
Proof of Proposition 4.1: To prove this proposition, we require the following lemma.
Lemma 6.1: Given the same condition in Proposition 4.1 then the following holds:
The proof of this lemma is due to Markov's inequality. This bound connects the error of segmentation to the error of reconstruction. Additionally, we require the following fundamental model of functions in the literature of signal analysis, such as wavelets [32] and especially compressive sensing [33] , [34] .
Universal Energy Bound: Given a (discrete) function f ∈ R N , and any subset of fixed system of sorted orthogonal bases
, then the following bound holds for every 0 < n ≤ N,
where R = f, v 1 l 2 , and 0 ≤ q < ∞. The worst case is when f,
From the definition of Universal Energy Bound, the linear patch reconstruction error at every pixel could be bounded by using (A-2) as follows:
where l = 1, 2. Substituting (A-3) into the denominator of (A-1), and if the denominator is positive, we complete our proof. (u , v , u, v) .
(A-4)
Lemma 6.4: The integral operator
Hl is symmetric positive semi-definite.
The symmetry is straightforward. The proof of positive semi-definiteness is as in the proof of Theorem 6.2.
Hence according to Mercer's theorem of eigendecomposition of symmetric nonnegative definite bounded integral operator, we can write Hl (u, v, u , v ) (u, v, u , v ) , v)e i (u , v ), (A-10) where λ 1 ≥ λ 2 ≥ · · · > 0 are the eigenvalues, {e i (u, v), i = 1, 2, . . .} is the set of eigenfunctions, and the eigenfunctions form a system of orthogonal basis.
A proof of the above may be found in [35] . Now we are in a position to prove the Theorem 4.3.
Proof of Theorem 4.3: First, we write the gradient descent differential equation for the STEP 1 as follows:
where v l 1 (u, v, 0) = v 0 . The corresponding update equation for the n−th iteration is the following: u, v) , the update equation for the first iteration could be rewritten as follows:
where we applied Mercer's representation. Hence, the update equation for the n + 1−th iteration is the following: 1 (u, v) .
(A-14)
The normalization constraint gives us the desired result: The last inequality is due to that the convex combination of bigger values is bigger than smaller values. Now we consider a special case of β h as follows:
(A-20)
This β h satisfies the following:
Besides, regarding the inequality in (A-19) we have the following: which completes our proof. The global optimality of PCA for the reconstruction of zeromean vectors has been reported in [36] . Our proof of global optimality of the eigenpatches for reconstruction of arbitrary patches is quite different from theirs, and our procedure of the proof is simpler.
