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a b s t r a c t
In the following pages, based on the linear functional over a Banach space E and on the
definition of fractional integrals of real-valued functions, we define the fractional Pettis-
integrals of E-valued functions and the corresponding fractional derivatives. Also, we show
that the well-known properties of fractional calculus over the domains of the Lebesgue
integrable also hold in the Pettis space. To encompass the full scope of the paper, we
apply this abstract result to investigate the existence of Pseudo-solutions to the following
fractional-order boundary value problem
Dαx(t)+ λa(t)f (t, x(t)) = 0, t ∈ [0, 1], α ∈ (n− 1, n], n ≥ 2,
x(1)+
∫ 1
0
u(τ )x(τ )dτ = l, x(k)(0) = 0, k = 0, 1, . . . , n− 2,
in the Banach space C[I, E] under Pettis integrability assumptions imposed on f . Our results
extend all previous results of the same type in the Bochner integrability setting and in the
Pettis integrability one. Here, λ ∈ R, u ∈ Lp, a ∈ Lq and l ∈ E.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Boundary-value problems have been of great interest recently. It is caused by the applications of such constructions
in various sciences such as physics, mechanics, chemistry, engineering, etc. For example, heat conduction, chemical
engineering, underground water flow, thermo-elasticity, and plasma physics can be reduced to nonlocal problems with
integral boundary conditions (see e.g. [1–3] and the references therein). The existence and multiplicity of positive solutions
for boundary-value problems with integral boundary conditions have received a great deal of attention [4–7]. On the other
hand, fractional calculus has developed very rapidly. In part to both the intensive development of fractional calculus itself
and the applications in various sciences such as physics, mechanics, chemistry, economics, biology and engineering, etc.,
theories on existence, uniqueness and structural stability of solutions of specific fractional differential equations have been
successively established. Also varieties of schemes for numerical solutions of fractional differential equations are proposed.
Prompted by the applications of fractional calculus to physics and motivated by the work of Salem and Väth [8] and Salem
and El-Sayed [8], we define (in terms of Pettis integrals) the fractional integrals and fractional derivatives of functionswhose
values lie in a Banach space E. Also, we discuss the properties of this operator. We apply the properties of the fractional
integrals and derivatives in the space of Pettis integrable functions to establish a sufficient condition to ensure the existence
of Pseudo-solutions for the boundary value problem of the fractional type
Dαx(t)+ λa(t)f (t, x(t)) = 0, t ∈ [0, 1], α ∈ (n− 1, n], n ≥ 2,
x(1)+
∫ 1
0
u(τ )x(τ )dτ = l, x(k)(0) = 0, k = 0, 1, . . . , n− 2. (1)
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Here x takes values in a Banach space E, l ∈ E and Dα denotes the (Riemann–Liouville) Pseudo-differential operator of
fractional order. It is assumed that the vector-valued function f is nonlinear Pettis-integrable, u ∈ Lp and a ∈ Lq. To cover
the full scope of the paper, we present two examples to illustrate the main results.
However, to the authors knowledge, few papers can be found in the literature for multi-point boundary value problems
with integral boundary conditions in Banach space and no contributions exist concerning the existence of solutions to the
problem (1) unless E = Rn and u ≡ 0, whereas f assumed to be real-valued continuous function and Dα denotes the
standard (Riemann–Liouville) fractional differential operator (cf. [9–11] for instance). In scalar spaces, with u ≡ 0 and
α ∈ N := {2, 3, 4, . . .}, the problem (1) has provoked some interest in the literature [12–14,5,10,6]. In abstract spaces, with
u ≡ 0, α = 2 andm = 2, the Dirichlet-type problem (1) has been studied by many authors (see e.g. [15–20]). While in
all these papers the vector-valued function f is assumed to be weakly continuous, here f is supposed to be only Pettis, but
not necessarily Bochner, integrable. In [21,22], with u ≡ 0, α = 2 and n = 2, a similar problem is investigated under some
conditions expressed in terms of the weak topology in reflexive Banach space E. Here we are able to present a more general
result: the space E is an arbitrary Banach space.
Finally, we remark that, in reflexive Banach spaces, the existence of solutions of themulti-point boundary value problem
of fractional orders have been considered in terms of Pettis integrals, for the first time, by Salem [23]. Here we show that, a
particular case amongst our assumptions implies the same result stated in [23]. In fact a particular case of our main result
is Corollary 5.1 which is almost exactly Theorem 4.1 from [23].
The question of proving the existence of solutions to the problem (1) reduces to proving the existence of solutions of a
Fredholm integral equation. Since the space of all Pettis integrable functions is not complete, we restrict our attention to the
weakly continuous solution of the Fredholm integral equation (modelled off the problem (1)), hence the Pseudo-solutions
to the problem (1).
2. Preliminaries
For the sake of the readers convenience here we present some notations and main properties for Pettis integrable,
weakly–weakly continuous functions and state some properties of the measure of noncompactness. Also, we introduce
notations, definitions, and preliminary facts of fractional calculus in abstract spaces. For further background and details
pertaining to this section we refer the reader to (De Blasi [24], Diestel and Uhl Jr. [25], Geitz [26], Pettis [27] and Salem [28]).
Let I = [0, 1]. According to the custom Lp(I), 1 ≤ p ≤ ∞will denote the Banach space of real-valued measurable functions
x defined over I and having |x|p be a Lebesgue integrable function on the interval I , and L∞(I) denote the Banach space
of real-valued essentially bounded and measurable functions defined over I . We say that the pairs p, q are of ‘‘conjugate
exponents’’ if p, q connected by the relation 1/p + 1/q = 1 for 1 < p < ∞ (or 1 < q < ∞), p = ∞ for q = 1 and p = 1
for q = ∞.
Unless otherwise stated, E considered to be a Banach space with norm ‖·‖ and dual E∗. Also, (E, w) = (E, σ (E, E∗))
denotes the space E with its weak topology. We will let C[I, E] denote the Banach space of strong continuous functions
x : I → E endowed by the norm ‖x‖0 = supt∈I ‖x(t)‖ while P[I, E] denotes the space of all E-valued Pettis integrable
functions in the interval I . Further, we recall the following
Definition 2.1. Let E and F be a Banach spaces:
1. Themapping T : E → F is said to beweakly continuous if T is continuouswith respect to theweak topologies on E and F .
2. The function x : I → E is said to be weakly continuous at t0 ∈ I if for every ϕ ∈ E∗, ϕ(x(·)) is continuous at t0.
3. The function x : I → E is said to be Pettis integrable on I if and only if there is an element xJ ∈ E corresponding to each
J ⊂ I such that
ϕ(xJ) =
∫
J
ϕ(x(s))ds for all ϕ ∈ E∗,
where the integral on the right is supposed to exist in the sense of Lebesgue. By definition∫
J
x(s)ds = xJ .
The immediate consequence of the definition of Pettis integral is: if x : I → E is Pettis integrable on I , then ϕ(x(·)) is
Lebesgue integrable on I for every ϕ ∈ E∗. We point out, that a bounded weakly measurable function x : I → E need not to
be Pettis integrable even E is reflexive. However, in reflexive Banach spaces, the weakly measurable function x : I → E is
Pettis integrable if, and only if ϕ(x(·)) is Lebesgue integrable on I for every ϕ ∈ E∗ [29].
Definition 2.2. Let f : I × E −→ E. Then f (t, x) is said to be weakly–weakly continuous at (t0, x0) if given  > 0, ϕ ∈ E∗,
there exists a δ > 0 and a weakly open set U containing x0 such
|ϕ(f (t, x)− f (t0, x0))| < , whenever |t − t0| < δ and x ∈ U .
Let f be a weakly–weakly continuous function from I× E into E. Assume that E1 = {x ∈ C[I, E] : ‖x‖0 < r} (r > 0), where‖·‖0 is the sup-norm. By Br we will denote the set {x(t) ∈ E : x ∈ E1, t ∈ I}.
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Lemma 2.1. For each weakly continuous x : I → E, f (·, x(·)) : I → E is weakly continuous.
To prove this lemma, we equip E and I × E with a weak topology and note that t 7−→ (t, x(t)) is continuous as a mapping
from I into I × E, then f (·, x(·)) is a composition of this mapping with f and thus, for any x ∈ C[I, E], ϕ(f (·, x(·))), ϕ ∈ E∗ is
continuous in I .
We also accept the following definitions from [27].
Definition 2.3. For 1 ≤ p ≤ ∞, we define the classHp(E) to be the class of all functions x : I → E having ϕx ∈ Lp(I) for
every ϕ ∈ E∗. If p = ∞, the added condition
l.u.b.‖ϕ‖=1(ess supt∈I |ϕx(t)|) <∞
must be satisfied by each x ∈ H∞(E). The classHp0(E) is defined by
H
p
0(E) := {x ∈ P[I, E] : ϕx ∈ Lp(I) ∀ ϕ ∈ E∗}.
Remark 2.1. The spaceH10(E) coincides with the space P[I, E]. This is due to the fact that ‘‘if the function x : I → E is Pettis
integrable, ϕx ∈ L1(I) for every ϕ ∈ E∗’’. Moreover, It is not difficult to see that
H10(E) ⊃ H20(E) ⊃ H30(E) ⊃ · · · ⊃ H∞0 (E).
In the remainder of this paper we assume p, q be a constants of ‘‘conjugate exponents’’. The following results is due to J.
Pettis (see [27] Theorem 3.4 and Corollary 3.41).
Proposition 2.1. In order that x(·) be in Hp0(E), it is necessary and sufficient that x(·)u(·) be Pettis integrable for every
u(·) ∈ Lq(I).
Proposition 2.2. If x(·) is Pettis integrable and u(·) is measurable and essentially bounded real-valued function, then x(·)u(·) is
Pettis integrable.
Proposition 2.3. If strongly measurable x(·) is inHp(E), p > 1, then x(·) is inHp0(E). If E is weakly complete, this is also true
for p = 1. In particular, if p ∈ [1,∞], q ∈ [1,∞), thenHp(Lq(I)) = Hp0(Lq(I)).
For any bounded subsetΛ of E we denote by β(Λ) the De Blasi [24]measure of weak noncompactness ofΛ, i.e. the infimum
of all  > 0 for which there exists a weakly compact subsetΩ of E such thatΛ ⊂ B1 +Ω . We next state a proposition of
Ambrosetti type ([30], Theorem 2., see also [15]).
Proposition 2.4. Let X ⊂ C[I, E] be bounded and equicontinuous. Then
β(X) = sup
t∈I
β(X(t)) = β(X(I)),
where X(t) = {x(t) : x ∈ X} and X(I) =⋃t∈I{x(t) : x ∈ X}.
We recall that β has the following properties:
1. If A ⊂ B, then β(A) ≤ β(B),
2. β(A) = 0 if and only if A is relatively compact in E,
3. β(A ∪ B) = max{β(A),β(B)},
4. β(A¯ω) = β(A), (A¯ω denotes the weak closure of A,)
5. β(A+ B) ≤ β(A)+ β(B)
6. β(λA) = |λ|β(A),
7. β(conv(A)) = β(A),
8. β
(⋃
|λ|≤h λA
)
= hβ(A).
The key tool in our approach in Section 4. the following fixed-point theorem (it is a variant of the Darbo-Mönch fixed-
point theorem given by O’Regan [31]).
Theorem 2.1. Let E be a Banach spacewith Q a nonempty, bounded, closed, convex and equicontinuous subset of C[I, E]. Assume
that T : Q → Q is wk-sequentially continuous (i.e. for any sequence (xn) in Q with xn(t)→ x(t) in (E, w) for each t ∈ [0, 1],
then Txn(t)→ Tx(t) in (E, w) for each t ∈ [0, 1]). If for some y ∈ Q the implication
V = conv ({y} ∪ T (V )) H⇒ V is relatively weakly compact, (2)
holds for every subset V ∈ Q . Then T has a fixed point in Q .
The following result follows directly from the Hahn–Banach theorem.
Proposition 2.5. Let E be a normed space with x0 6= 0. Then there exits a ϕ ∈ E∗ with ‖ϕ‖ = 1 and ϕ(x0) = ‖x0‖.
The following results plays major rule in our analysis.
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Lemma 2.2. Let m, p ∈ [1,∞] be constant with the conjugate exponents n, q respectively. Assume that the assumptions
1- a ∈ Lqm[I,R+],
2- G : I × I → R such that G(t, ·) ∈ Lqn[I,R] and G(·, s) ∈ C[I,R],
3- p(·) is a continuous function from I to E,
4- For each x ∈ C[I, E], f (·, x(·)) ∈ Hp0(E),
5- There exists Ψ ∈ Lp[I,R+] and nondecreasing continuous function Ω : [0,∞) → (0,∞) such that ‖f (t, x)‖ ≤ Ψ (t)
Ω(‖x‖) for all t ∈ I ,
hold along with
6- 
Let r0 > 0 be arbitrary (but fixed). For any  > 0 and for any subset X ⊂ Br0 there exists
a closed subset I ⊂ I such that µ(I \ I) <  and β(f (T × X)) ≤ sup
t∈T
Θ(t)β(X),
for each closed subset T of I, whereΘ ∈ Lp[I,R+].
If V is an equicontinuous set of functions x : I → Br0 , then
β
({
p(t)+ λ
∫ 1
0
G(t, s)a(s)f (s, x(s))ds : x ∈ V
})
≤ |λ|
∫ 1
0
G(t, s)a(s)Θ(s)β(V (s))ds, λ ∈ R, (3)
for any t ∈ I.
Proof. First of all observe, that according to the Assumptions (1) and (2), a(·)G(t, ·) ∈ Lq[I,R]. By Assumption (4) and
Proposition 2.1, a(·)G(t, ·)f (·, x(·)) ∈ P[I, E], x ∈ V . Thus, the integral in the left of the inequality (3) makes sense. Further,
as V is equicontinuous, by Ambrosetti lemma (cf. Proposition 2.4) the function t 7−→ v(t) := β(V (t)) is continuous on I . In
what follow, let  > 0 and δ = δ() be a number such that
sup
t∈A
∫
A
|G(t, s)|a(s)Ψ (s)ds ≤ 
2|λ|Ω(r0) for A ⊂ [0, 1] such that µ(A) ≤ δ,
whereµ denotes the Lebesgue measure inR. By Luzin’s theorem, there exists a closed subset K of I withµ (I \ K) < δ and
such that a(·)G(t, ·) is continuous on K . Put J ′ = I \ K , so J ′ is open andµ
(
J ′
)
< δ. Hence a(·)G(t, ·) is continuous on I \ J ′
and
sup
t∈J ′
∫
J ′
|G(t, s)|a(s)Ψ (s)ds ≤ 
2|λ|Ω(r0) .
Similarly, there exists J ′′ with µ
(
J ′′
)
< δ such thatΘ(·) is continuous on I \ J ′′ and
sup
t∈J ′′
∫
J ′′
|G(t, s)|a(s)Ψ (s)ds ≤ 
2|λ|Ω(r0) .
By Assumption (6), there exists an open subset J ′′′ of I such that µ
(
J ′′′
)
< δ and
β(f (T × X)) ≤ sup
t∈T
Θ(t)β(X), for every compact subset T of I \ J ′′′ .
Let J = J ′ ∪ J ′′ ∪ J ′′′ and A := I \ J . ThenΘ(·) and a(·)G(t, ·) are continuous on A, inequality β(f (T×X)) ≤ supt∈T Θ(t)β(X)
holds and
sup
t∈J
∫
J
|G(t, s)|a(s)Ψ (s)ds ≤ |λ|Ω(r0) .
LetW ⊂ V , for any x ∈ W , we observe that∥∥∥∥λ ∫
J
G(t, s)a(s)f (s, x(s))ds
∥∥∥∥ ≤ |λ|Ω(r0) sup
t∈J
∫
J
|G(t, s)|a(s)Ψ (s)ds ≤ .
Since β(W ) ≤ diam (W ) for boundedW , we have
β
({
λ
∫
J
G(t, s)a(s)f (s, x(s))ds : x ∈ W
})
≤ 2.
Now, fix t ∈ I and divide the interval I into n parts 0 = t0 < t1 < · · · < tn = 1 in such a way that, for
s1, s2, s3, r1, r2, r3 ∈ Ti := [ti−1, ti] \ J , we obtain
|Θ(s1)a(s2)G(t, s2)v(s3)−Θ(r1)a(r2)G(t, r2)v(r3)| < .
Let γi = sups∈Ti |a(s)G(t, s)| = |a(si)G(t, si)|, sups∈Ti |Θ(s)| = |Θ(τi)|, si, τi ∈ Ti.
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Set Vi = {x(s) : x ∈ V , s ∈ Ti}. In the view of Ambrosetti lemma there exists si ∈ Ti such that β(Vi) = v(si). Then
β
(
p(t)+ λ
∫ 1
0
G(t, s)a(s)f (s, V (s))ds
)
= β
(
λ
∫ 1
0
G(t, s)a(s)f (s, V (s))ds
)
≤ β
(
λ
∫
A
G(t, s)a(s)f (s, V (s))ds+ λ
∫
J
G(t, s)a(s)f (s, V (s))
)
≤ |λ|β
(∫
A
G(t, s)a(s)f (s, V (s))ds
)
+ 2. (4)
By the Pettis-integral mean value theorem we obtain∫
A
G(t, s)a(s)f (s, x(s))ds =
n∑
i=1
∫
Ti
G(t, s)a(s)f (s, x(s))ds
∈
n∑
i=1
µ(Ti)conv {a(s)G(t, s)f (s, x(s)) : x ∈ V , s ∈ Ti}
⊂
n∑
i=1
µ(Ti)conv
{ ⋃
|γ |<γi
γ f (s, x(s)) : x ∈ V , s ∈ Ti
}
.
Furthermore, by the properties of β, we have
β
(∫
A
G(t, s)a(s)f (s, V (s))ds
)
≤ β
(
n∑
i=1
µ(Ti)conv
{ ⋃
|γ |<γi
γ f (s, x(s)) : x ∈ V , s ∈ Ti
})
≤
n∑
i=1
µ(Ti)γiβ(f (Ti × Vi))
≤
n∑
i=1
µ(Ti)γi sup
s∈Ti
Θ(s)β(Vi)
≤
n∑
i=1
µ(Ti)a(si)G(t, si)Θ(τi)v(qi),
where si, τi, qi ∈ Ti. Moreover as
|Θ(s)a(s)G(t, s)v(s)−Θ(τi)a(si)G(t, si)v(qi)| < , for s ∈ Ti,
we have
Θ(τi)a(si)G(t, si)v(qi)µ(Ti) ≤
∫
Ti
Θ(s)a(s)G(t, s)v(s)ds+ µ(Ti).
Thus
β
(∫
A
G(t, s)a(s)f (s, V (s))ds
)
≤
∫
A
G(t, s)a(s)Θ(s)v(s)ds+ 
n∑
i=1
µ(Ti).
As  is arbitrarily small, from this and the inequality (4) one deduce that
β
(
p(t)+ λ
∫
A
G(t, s)a(s)f (s, V (s))ds
)
≤ |λ|
∫ 1
0
G(t, s)a(s)Θ(s)v(s)ds. 
The proof of the following lemma runs as a suitable part of the proof of Theorem 3.1 in [32].
Lemma 2.3. Let g ∈ Lqn(I,R+). Assume that the Assumptions (1), (3) and (5) of Lemma 2.2 be satisfied. Suppose, for λ ∈ R,
that
|λ|
(∫ 1
0
g(s)a(s)Ψ (s)ds
)
lim sup
x→∞
Ω(x)
x
< 1.
Then, there exists a constant r0 > 0 such that
sup
t∈I
‖p(t)‖ + |λ|
(∫ 1
0
g(s)a(s)Ψ (s)ds
)
Ω(r0) ≤ r0.
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3. Fractional calculus in terms of Pettis-integral
In order to obtain the existence of solutions to the problem (1), it is worth recalling the following:
Definition 3.1. Let x : I → E. The left-sided fractional (arbitrary order) Pettis-integral (shortly LS-FPI) of x of order α > 0
is defined by
Iα+x(t) :=
∫ t
0
(t − s)α−1
0(α)
x(s)ds, t > 0. (5)
In the above definition the sign ‘‘
∫
’’ denotes the Pettis integral. Similarly, we define the right-sided fractional Pettis-integral
(shortly RS-FPI) by
Iα−x(t) :=
∫ 1
t
(s− t)α−1
0(α)
x(s)ds, t < 1.
In the case E = R, it is a well-known consequence of an inequality of Young that the linear fractional integral operators
Iα±, sends Lq([0, 1]) continuously into Lp([0, 1]) if p ∈ [1,∞] satisfy q > 1/(α + (1/p)) (see [33]) (a deep result from
interpolation theory implies that even q = 1/(α+(1/p)) is allowed if 1 < p <∞). In particular, Iα± : Lp([0, 1])→ Lp([0, 1])
is compact for each p ∈ [1,∞]. Moreover, for p > max{1, (1/α)}, themap Iα± : Lp([0, 1])→ C([0, 1]) is compact (see e.g. [8,
34]).
Lemma 3.1. Let α > 0 and p > max{1, 1/α}. Assume that the strongly measurable x : I → E having ϕx ∈ Łp(I) for every
ϕ ∈ E∗. Then, the LS-FPI and RS-FPI of x exists for almost every t ∈ I as a weakly continuous function from I to E. Moreover,
ϕ(Iα±x(t)) = Iα±ϕ(x(t)), for all ϕ ∈ E∗.
Proof. Only the proof in case of the LS-FPI is given since the case of the RS-FPI is very similar.
First, for α ∈ (0, 1), we deduce p > 1/α. Hence q < 1/(1 − α) and (by the Proposition 2.3), x ∈ Hp0, p > 1. Set
y(s) = (t − s)α−1, t ∈ I and s < t . It is clear that y ∈ Lq(I). According to Proposition 2.1, the function x(·)y(·)/0(α) is Pettis
integrable on I . From the definition of Pettis integral, there exists a function denoted by Iα+x : I → E such that
ϕ(Iα+x(t)) =
∫ t
0
ϕ
(
(t − s)α−1
0(α)
x(s)
)
ds =
∫ t
0
(t − s)α−1
0(α)
ϕ(x(s))ds = Iα+ϕ(x(t)).
Next, for α ≥ 1, we have x ∈ Hp0, p > 1 and the claim follows from Proposition 2.2.
Finally, since p > max{1, 1/α} and ϕx ∈ Łp(I) for every ϕ ∈ E∗, it is clear by (e.g.[8], Lemma 3.1) that Iα+ϕx ∈ C(I).
Consequently, ϕ(Iα+x) ∈ C(I), for every ϕ ∈ E∗ and thus Iα+x is weakly continuous. 
Since weak continuity implies strong measurability (see [29], p. 73) we have the following lemma which is an immediate
consequence of the above result.
Lemma 3.2. Let α > 0. Assume x : [0, 1] → E is weakly continuous. Then, the LS-FPI and RS-FPI of x exists for almost every
t ∈ I as a weakly continuous function from I to E. Moreover,
ϕ(Iα±x(t)) = Iα±ϕ(x(t)), for all ϕ ∈ E∗.
It is not so hard to verify that following results also hold for RS-FPI of x but we will not make use of this fact, so we omit the
details.
Lemma 3.3. Let α ≥ 1. Assume that x : [0, 1] → E is Pettis integrable function on I. Then, LS-FPI of x exists as function from I
to E. Moreover,
ϕ(Iα+x(t)) = Iα+ϕ(x(t)), for all ϕ ∈ E∗.
Proof. Set y(s) = (t − s)α−1, t ∈ I and s < t . According to Proposition 2.2, the function x(·)y(·)/0(α) is Pettis integrable
on I . From the definition of Pettis integral, there exists a function denoted by Iα+x : I → E such that
ϕ(Iα+x(t)) =
∫ t
0
ϕ
(
(t − s)α−1
0(α)
x(s)
)
ds =
∫ t
0
(t − s)α−1
0(α)
ϕ(x(s))ds = Iα+ϕ(x(t)). 
Arguing similarly as in the proof of Lemma 3.3, we are able to show that
Lemma 3.4. Let α ≥ 1 and a ∈ Lq(I). Assume that x ∈ Hp0. Then, LS-FPI of ax exists as function from I to E. Moreover,
ϕ(Iα+a(t)x(t)) = Iα+a(t)ϕ(x(t)), for all ϕ ∈ E∗.
Proof. By Proposition 2.1, we have t → a(t)x(t) ∈ P[I, E]which, in the view of Lemma 3.3, gives the claim.
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Lemma 3.5. Let α, β > 0 and p > max{1, 1/α, 1/β}. Assume that the strongly measurable x : I → E having ϕx ∈ Łp(I) for
every ϕ ∈ E∗. Then,
1. Iα+I
β
+x = Iβ+Iα+x = Iα+β+ x,
2. limα→n Iα+x = In+x.
Proof. (1) By Lemma 3.1, Iβ+x and I
α+β
+ x exist and they are weakly continuous as functions from I to E. By Lemma 3.2, Iα+I
β
+x
also exists and again it is weakly continuous on I . Therefore, for any ϕ ∈ E∗ we have
ϕ(Iα+I
β
+x(t)) = Iα+ϕ(Iβ+x(t)) = Iα+Iβ+ϕ(x(t)) = Iα+β+ ϕ(x(t)) = ϕ(Iα+β+ x(t)),
that is
ϕ(Iα+I
β
+x(t)− Iα+β+ x(t)) = 0, for every ϕ ∈ E∗.
Hence, Iα+I
β
+x(t) = Iα+β+ x(t). Similarly, we are able to show that Iβ+Iα+x(t) = Iα+β+ x(t).
(2) For any ϕ ∈ E∗ we have
|ϕ(Iα+x(t))− ϕ(In+x(t))| = |Iα+ϕ(x(t))− In+ϕ(x(t))|,
since, ϕx ∈ Lp, we deduce (from the properties of the fractional calculus in the space Lp([0, 1])) that
Iα+ϕ(x(t))→ In+ϕ(x(t)) uniformaly on [0, 1].
Hence ϕ(Iα+x(t)) → ϕ(In+x(t)) uniformly on [0, 1], that is, Iα+x(t) → In+x(t) weakly uniformly on [0, 1] and we are
finished. 
Definition 3.2. Let x : I → E. We define the fractional-Pseudo (-weak) derivative of x of order α ∈ [0, 1), n ∈ N0 :=
{0, 1, 2, . . .} by
Dn+αx(t) := Dn+1I1−α+ x(t), D denote the Pseudo-(weak-)differential operator (cf. [35,27]). (6)
Lemma 3.6. Let α ∈ (0, 1), p > 1/(1− α) and β = n+ α, n ∈ N0. Assume that x : I → E is a strongly measurable function
having ϕx ∈ Lp(I), ϕ ∈ E∗, such that the real-valued function I1−α+ ϕx is (n+ 1)-times differentiable for each ϕ ∈ E∗. Then, the
fractional-Pseudo derivative of x of order β ∈ (n, n+ 1] exists.
Proof. According to Lemma 3.1, the LS-FPI of x of order 1 − α exists as a weakly continuous function from [0, 1] to E.
Moreover,
ϕ(I1−α+ x(t)) = I1−α+ ϕ(x(t)), for all ϕ ∈ E∗.
Then
Dn+1
[
I1−α+ ϕx
] = Dn+1ϕ [I1−α+ x] .
Then, x has a fractional-Pseudo derivative of order β ∈ (n, n+ 1]. 
Similarly we are able to prove the existence of the fractional-weak derivative for the weakly continuous functions.
The following lemma is folklore in the case E = R, but to see that it is also holds in the vector-valued case, we provide a
proof.
Lemma 3.7. For 0 < α ≤ β we have for every weakly continuous function x : [0, 1] → E,D0x = x, and
Dβ Iα+x = Dβ−αx. (7)
In particular, when α = β , (7) it means that the operator Dα Iα+ is defined on in C[I, E] and that Dα is the left-inverse of Iα+. Here,
Dα stands the fractional-weak derivative of order α.
Proof. The first claim, i.e. DI1+x = x, follows from the fact that the integral of a weakly continuous function is weakly
differentiable with respect to the right endpoint of the integration interval and its derivative equals the integrand at that
point. Let β = n+ γ and β − α = m+ δ with n,m ∈ N0 and γ , δ ∈ [0, 1). Then we have, in view of DI1x = x and thanks
to Lemma 3.5, that
Dβ Iα+x = Dn+1I1−γ+ Iα+x = Dn+1I1−γ+α+ x = Dn+1I1+n−m−δ+ x
= Dm+1Dn−mIn−m+ I1−δ+ x = Dm+1I1−δ+ x = Dβ−αx. 
Lemma 3.8. Suppose that m, p ∈ [1,∞] be constant with the conjugate exponents n, q respectively. Let a ∈ Lmq(I,R) and
u ∈ Lnq(I,R). Assume that
(A) For x ∈ C[I, E], f (·, x(·)) ∈ Hp0(E),
(B) There exists Ψ ∈ Lp[I,R+] and nondecreasing continuous function Ω : [0,∞) → (0,∞) such that ‖f (t, x)‖ ≤
Ψ (t)Ω(‖x‖) for all t ∈ I .
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Then∫ 1
0
[
a(s)Iα−u(s)
]
f (s, x(s))ds =
∫ 1
0
u(s)Iα+ [a(s)f (s, x(s))] ds, α ≥ 1. (8)
Proof. Let x ∈ Br . Define the real-valued function h by
h(s) := 1
0(α)
∫ 1
s
u(τ )(τ − s)α−1dτ = Iα−u(s).
Using the properties of fractional calculus in the space Lp(I) (see e.g. [8,34]), we deduce the following implication
u ∈ Lnq(I,R)⇒ h ∈ Lnq(I,R).
Since a ∈ Lmq(I,R) ⊂ Lq(I,R) and f (·, x(·)) ∈ Hp0(E). Then t → a(t)ϕ(f (t, x(t))) ∈ L1(I) for all ϕ ∈ E∗ and, by
Proposition 2.1, we deduce a(·)f (·, x(·)) ∈ P[I, E]. By Lemma 3.3, Iα+a(·)f (·, x(·)) exists as a function from I to E. Further, by
the definition of fractional-Pettis integrals, there exists y : I → E such that
ϕ(y(t)) =
∫ t
0
(t − s)α−1
0(α)
a(s)ϕ(f (s, x(s)))ds = I1Iα−1a(t)ϕ(f (t, x(t))) for all ϕ ∈ E∗.
Since a(·)ϕ(f (·, x(·))) ∈ L1(I) for all ϕ ∈ E∗, we deduce t → Iα−1a(t)ϕ(f (t, x(t))) ∈ L1(I) for all ϕ ∈ E∗ and thus y
is weakly continuous. Since weak continuity implies strong measurability (see [29], p. 73), y(·) is strong measurable. By
Assumption (B), y(·) is Bochner integrable on I . Consequentially, y ∈ H∞0 (E). Again, since u ∈ Lnq(I,R) ⊂ L1(I,R), thanks
to Proposition 2.1, t → u(τ )Iα+a(t)f (t, x(t)) ∈ P[I, E]. Similarly t → h(t)a(t)f (t, x(t)) ∈ P[I, E]. That is, the integrals in
both sides of Eq. (8) exist. So, there exists J ∈ E, such that
J =
∫ 1
0
u(s)Iα+ [a(s)f (s, x(s))] ds.
From the definition of a Pettis integral, we have
ϕJ =
∫ 1
0
u(s)ϕ
(
Iα+a(s)f (s, x(s))
)
ds =
∫ 1
0
u(s)Iα+a(s)ϕ(f (s, x(s)))ds
=
∫ 1
0
u(s)
∫ s
0
(s− τ)α−1
0(α)
a(τ )ϕ(f (τ , x(τ )))dτds, for all ϕ ∈ E∗.
Interchanging the order of integrations results in
ϕJ =
∫ 1
0
(∫ 1
τ
(s− τ)α−1
0(α)
u(s)ds
)
a(τ )ϕ(f (τ , x(τ )))dτ
=
∫ 1
0
h(τ )a(τ )ϕ(f (τ , x(τ )))dτ = ϕ
(∫ 1
0
h(s)a(s)f (s, x(s))ds
)
, for all ϕ ∈ E∗.
Thus,
J =
∫ 1
0
[
a(s)Iα−u(s)
]
f (s, x(s))ds =
∫ 1
0
u(s)
[
Iα+a(s)f (s, x(s))
]
ds. 
To obtain the form of the integral equation modelled off the problem (1), we formally put (cf. [9], Lemma 2.3)
x(t) = −λIα+a(t)f (t, x(t))+ ctα−1. (9)
We remark, that for if x is weakly continuous on I , our integral boundary condition makes sense: we have x ∈ H∞0 (E),
and u ∈ L1(I), So, by Proposition 2.1, ∫ 10 u(τ )x(τ )dτ exists.
Now, let a ∈ Lmq(I,R) and u ∈ Lnq(I,R+). We solve Eq. (9) for c by x(1)+ ∫ 10 u(τ )x(τ )dτ = l, it follows that
c − λ
∫ 1
0
(1− s)α−1a(s)f (s, x(s))
0(α)
ds = l−
∫ 1
0
u(τ )
(
cτ α−1 − λ
∫ τ
0
(τ − s)α−1a(s)f (s, x(s))
0(α)
ds
)
dτ
= l− c
∫ 1
0
u(τ )τ α−1dτ + λ
∫ 1
0
u(τ )
(∫ τ
0
(τ − s)α−1a(s)f (s, x(s))
0(α)
ds
)
dτ ,
therefore
c(1+ γ ) = l+ λ
∫ 1
0
u(τ )
(∫ τ
0
(τ − s)α−1a(s)f (s, x(s))
0(α)
ds
)
dτ + λ
∫ 1
0
(1− s)α−1a(s)f (s, x(s))
0(α)
ds,
where
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γ =
∫ 1
0
u(τ )τ α−1dτ .
Then (on account of Lemma 3.8), we have
c = 1
1+ γ
[
l+ λ
∫ 1
0
(1− s)α−1a(s)f (s, x(s))
0(α)
ds+ λ
∫ 1
0
∫ 1
s
u(τ )
(τ − s)α−1a(s)f (s, x(s))
0(α)
dτds
]
= 1
1+ γ
[
l+ λ
∫ 1
0
(1− s)α−1a(s)f (s, x(s))
0(α)
ds+ λ
∫ 1
0
h(s)a(s)f (s, x(s))ds
]
.
Substituting c into (9), one has
x(t) = −λIα+a(s)f (t, x(t))+
ltα−1
1+ γ +
λtα−1
1+ γ
∫ 1
0
[
(1− s)α−1
0(α)
+ h(s)
]
a(s)f (s, x(s))ds
= lt
α−1
1+ γ + λ
∫ t
0
[
(t(1− s))α−1
(1+ γ )0(α) −
(t − s)α−1
1+ γ
]
a(s)f (s, x(s))ds
+ λ
∫ 1
t
(t(1− s))α−1
(1+ γ )0(α) a(s)f (s, x(s))ds+
λtα−1
1+ γ
∫ 1
0
h(s)a(s)f (s, x(s))ds,
therefore,
x(t) = p(t)+ λ
∫ 1
0
G(t, s)a(s)f (s, x(s))ds, t ∈ [0, 1], (10)
where p(t) = ltα−11+γ and the Green function G given by G(t, s) = G1(t, s)+ G2(t, s), where
G1(t, s) :=

1
0(α)
[
(t(1− s))α−1
1+ γ − (t − s)
α−1
]
, 0 ≤ s ≤ t ≤ 1,
1
0(α)
[
(t(1− s))α−1
1+ γ
]
, 0 ≤ t ≤ s ≤ 1,
(11)
G2(t, s) := t
α−1
1+ γ h(s), t, s ∈ [0, 1]. (12)
Before embarking on the next section, we will present the following auxiliary Lemma which will be needed in our
techniques.
Lemma 3.9. If u ∈ Lp(I,R+) is nonnegative, there exists g ∈ Lp(I,R) with g(s) ≥ 0 a.e.t ∈ I and ‖g‖Lp > 0 such that
Gt(s) := G(t, s) ≤ g(s) for each t ∈ I, a.e.s ∈ I , in addition the map t → Gt is continuous from I to Lp(I,R+).
Proof. Observe the expression of G. It is clear that, for s ∈ (0, 1),G1(t, s) is decreasing with respect to t for s ≤ t and
increasing with respect to t for t ≤ s. Consequently, with the use of the monotonicity of G1(t, s), we have
max
t∈[0,1]
G1(t, s) = G1(s, s) = 1
0(α)(1+ γ ) [s(1− s)]
α−1 , s ∈ (0, 1).
Define g1 ∈ C[0, 1] by g1(s) := G1(s, s) > 0, s ∈ (0, 1). Furthermore, we have
max
t∈[0,1]
G2(t, s) = h(s)
(1+ γ ) , s ∈ (0, 1).
According to the definition of h and in the view of the properties of fractional calculus in the space Lp(I) we deduce the
following implication
u ∈ Lp(I)⇒ h ∈ Lp(I).
Define g2 ∈ Lp(I) by
g2(s) := max
t∈[0,1]
G2(t, s), s ∈ (0, 1).
Therefore, g := g1+g2 ∈ Lp(I) and g(s) ≥ 0 a.e.t ∈ I . Also, ‖g‖Lp > 0 andGt(s) := G(t, s) ≤ g(s) for each t ∈ I, a.e.s ∈ I .
In addition, It can be easily seen that the map t → Gt is continuous from I to Lp(I,R+). Hence the conclusion is proved. 
4. Existence of solution to the Hammerstein integral equation
In this section, we proceed to obtain a result which relies on the fixed point Theorem 2.1 to ensure the existence of
solution to the integral equation (10) under Pettis integrability assumption imposed on f . For the sake of convenience, we
first introduce the following
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Definition 4.1. By a solution to (10) we mean a function x ∈ C[I, Ew]which satisfies the integral Eq. (10). This is equivalent
to finding x ∈ C[I, Ew]with
ϕ(x(t)) = ϕ
(
p(t)+
∫ 1
0
G(t, s)a(s)f (t, x(s))ds
)
, t ∈ I for all ϕ ∈ E∗.
Let m ∈ [1,∞] be constant with the conjugate exponent n and assume p ∈ [1,∞] be constant with the conjugate
exponent q. We list following hypotheses:
1 a ∈ Lqm[I,R+] and u ∈ Lqn[I,R+],
2 p(·) is continuous function from I to E,
3 For each t ∈ I = [0, 1], f (t, ·) is weakly sequentially continuous,
4 For each x ∈ C[I, E], f (·, x(·)) ∈ Hp0(E),
5 There exists Ψ ∈ Lp[I,R+] and nondecreasing continuous function Ω : [0,∞) → (0,∞) such that ‖f (t, x)‖ ≤
Ψ (t)Ω(‖x‖) for all t ∈ I .
We are in the position to state and prove the following existence result:
Theorem 4.1. Assume that the Assumptions (1)–(5) are satisfied. Further, suppose that there exists Θ ∈ Lp[I,R+] such that
for any  > 0 and any bounded subset X of E there exists a closed subset I of the interval I such that µ(I \ I) <  and
β(f (T × X)) ≤ sup
t∈T
Θ(t)β(X), (13)
for each closed subset T of I . Then there exists ρ > 0 such that for any λ ∈ R with |λ| < ρ , the integral equation (10) has at
least one solution x(·) ∈ C[I, E].
Proof. Let r(H) be the spectral radius of the integral operator H defined by
Hξ(t) :=
∫ 1
0
G(t, s)a(s)Θ(s)ξ(s)ds, (ξ ∈ C(I,R), t ∈ I),
and let
ρ = min
 1(∫ 1
0 g(s)a(s)Ψ (s)ds
)
lim sup
r→∞
Ω(r)
r
,
1
r(H)
 .
Fix λ ∈ R such that |λ| < ρ. Then
|λ|
(∫ 1
0
g(s)a(s)Ψ (s)ds
)
lim sup
r→∞
Ω(r)
r
< 1.
By Lemma 2.3, there exists a constant r0 > 0 such that
sup
t∈I
‖p(t)‖ + |λ|
(∫ 1
0
g(s)a(s)Ψ (s)ds
)
Ω(r0) ≤ r0. (14)
Define the operator T : C[I, E] → C[I, E] by
Tx(t) := p(t)+ λ
∫ 1
0
G(t, s)a(s)f (s, x(s))ds, t ∈ I.
First notice that, for x ∈ C[I, E], f (·, x(·)) ∈ Hp0(E) (Assumption 4). Observe the expression of G. It is clear that
G(t, ·) ∈ Lqn[I,R+], for all t ∈ [0, 1]. Since a(·) ∈ Lqm[I,R+], we have a(·)G(t, ·) ∈ Lq[I,R+], for all t ∈ [0, 1]. Then
(thanks to Proposition 2.1), a(·)G(t, ·)f (·, x(·)) ∈ P[I, E] for all t ∈ [0, 1]. Thus, the operator T makes sense. Also, T is
well-defined. To see this, let t1, t2 ∈ [0, 1]with t2 > t1. Without loss of generality, assume Tx(t2)− Tx(t1) 6= 0. Then there
exists (as a consequence of Proposition 2.5) ϕ ∈ E∗ with ‖ϕ‖ = 1 and ‖Tx(t2)− Tx(t1)‖ = ϕ(Tx(t1)− Tx(t1)). Thus
‖Tx(t2)− Tx(t1)‖ = ϕ(Tx(t2)− Tx(t1))
≤ ϕ(p(t2)− p(t1))+ |λ|
∫ 1
0
|G(t2, s)− G(t1, s)||a(s)|Ψ (s)Ω(‖x(s)‖)ds
≤ ‖p(t2)− p(t1)‖ + |λ|Ω(‖x‖0)
∫ 1
0
(|G1(t2, s)− G1(t1, s)| + |G2(t2, s)− G2(t1, s)|)Ψ (s)a(s)ds
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≤ ‖p(t2)− p(t1)‖ + |λ|Ω(‖x‖0)
[
max
s∈I
|G1(t2, s)− G1(t1, s)|
∫ 1
0
a(s)Ψ (s)ds
+
∣∣tα−12 − tα−11 ∣∣
1+ γ
∫ 1
0
Ψ (s)a(s)h(s)ds
]
. (15)
Since a ∈ Lqm[I,R+] ⊂ Lq[I,R],Ψ (s) ∈ Lp[I,R+] and h ∈ Lqn[I,R+], we deduce a(·)h(·) ∈ Lq[I,R+], that is,
a(·)h(·)Ψ (·) ∈ L1[I,R+]. Consequently T maps C[I, E] into itself. Define the convex, closed and equicontinuous subset
Q ⊂ C[I, E] by
Q :=
{
x ∈ C[I, E] : ‖x‖0 ≤ r0,∀t1, t2 ∈ [0, 1]we have ‖x(t2)− x(t1)‖ ≤ ‖p(t2)− p(t1)‖
+ |λ|Ω(‖x‖0)
[
max
s∈I
|G1(t2, s)− G1(t1, s)|
∫ 1
0
a(s)Ψ (s)ds+
∣∣tα−12 − tα−11 ∣∣
1+ γ
∫ 1
0
Ψ (s)a(s)h(s)ds
]}
.
We claim that T : Q −→ Q iswk-sequentially continuous and T satisfies the implication (2) of Theorem 2.1. Once the claim
is established, Theorem 2.1 guarantees the existence of a fixed point of T . Hence the integral equation (10) has a solution in
x ∈ C[I, E]. We start by showing that T : Q → Q . To see this, take x ∈ Q , t ∈ [0, 1]. Without loss of generality, assume
Tx(t) 6= 0. Then there exists (as a consequence of Proposition 2.5) ϕ ∈ E∗ with ‖ϕ‖ = 1 and ‖Tx(t)‖ = ϕ(Tx(t)). Thus
‖Tx(t)‖ ≤ ϕ(p(t))+ ϕ
(
λ
∫ 1
0
G(t, s)a(s)f (s, x(s))ds
)
≤ ‖p(t)‖ + |λ| sup
t∈[0,1]
∫ 1
0
G(t, s)|a(s)||ϕ(f (s, x(s)))|ds
≤ ‖p‖0 + |λ|Ω(r0)
(∫ 1
0
g(s)a(s)Ψ (s)ds
)
,
therefore ‖Tx‖0 = supt∈[0,1] ‖Tx(t)‖ ≤ r0. Hence T : Q → Q . Also T : Q → Q wk-sequentially continuous. To see this, let
(xn) be a sequence in Q and let xn(t)→ x(t) in (E, w) for each t ∈ [0, 1]. Fix t ∈ I . Since f satisfies Assumption 3, we have
f (t, xn(t)) converging weakly to f (t, x(t)),
hence the Lebesgue dominated convergence theorem for Pettis integral (see [36]) implies Txn(t) converging weakly to Tx(t)
in Ew . We do it for each t ∈ I , so T : Q → Q wk-sequentially continuous.
Finally,wewill show that T satisfies the implication (2). LetV be a subset ofQ such thatV = conv (T (V ) ∪ {0}). Obviously
V (t) ⊂ conv (TV (t) ∪ {0}) , t ∈ I and V is equicontinuous. By Lemma 2.2, for any t ∈ I , we have
v(t) ≤ β (conv (TV (t) ∪ {0})) ≤ β((TV (t))) ≤ |λ|
∫ 1
0
G(t, s)a(s)Θ(s)β(V (s))ds.
Since |λ|r(H) < 1, it follows that v(t) = β(V (t)) = 0 for each t ∈ I . By the Ambrosetti-type theorem, V is weakly relatively
for compact in C[I, E] for each t ∈ I .
Applying now Theorem 2.1 we conclude that T has a fixed point in Q , which completes the proof. 
We point out that, if E is reflexive, it is not necessary to assume any compactness conditions on the nonlinearity of f .
This will be due to ([37], Lemma 2.) and the fact that a subset of reflexive Banach spaces is weakly compact if and only if it
is weakly closed and norm bounded. Arguing similarly as in the proof of Theorem 4.1, we are able to show that
Corollary 4.1. Let E be a reflexive Banach space. Assume that the Assumptions (1–5) are satisfied. Then there exists ρ > 0
such that for any λ ∈ R with |λ| < ρ , the Eq. (10) has at least one solution x ∈ C[I, E].
Remark 4.1. It is interesting to remark that our conditions imposed on f seems to be natural: If E is aWCG-space (weakly
compactly generateg space) (in particular, a reflexive Banach space) (see [38]), f (·, x) is scalarly measurable, f (t, ·) is
weakly–weakly continuous and f is bounded, then for each absolutely strongly continuous function x, f (·, x(·)) is Pettis-
integrable, so our assumption on f seems to be natural.
5. Pseudo-solutions to the fractional boundary value problem
Here, we are looking for sufficient conditions to ensure the existence of a Pseudo-solution to the boundary value problem
(1). In order to obtain the existence of solutions of the problem (1), we can make use of Theorem 4.1. It is worth recalling
the following:
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Definition 5.1. A function x : I → E is called a Pseudo-solution of the problem (1) if x ∈ C[I, E] has a fractional Pseudo-
derivative of order α ∈ (n− 1, n], x(j)(0) = 0 j = 0, 1, . . . , n− 2, x(1)+ ∫ 10 u(τ )x(τ )dτ = l and satisfies
Dnϕ(In−α+ x(t))+ λa(t)ϕ(f (t, x(t))) = 0 a.e. on [0, 1], for each ϕ ∈ E∗.
Here, x(j) denote the jth Pseudo derivative of x.
Theorem 5.1. Let the assumptions of Theorem 4.1 be satisfied. Then there exists ρ > 0 such that for any λ ∈ R with |λ| < ρ ,
the boundary value problem (1) has at least one Pseudo-solution.
Proof. On account of Theorem 4.1, the integral equation (10) has a solution x ∈ C[I, E]. Let x be a solution of integral
equation (10). Then
x(t) = t
α−1l
(1+ γ ) + λ
∫ 1
0
[G1(t, s)+ G2(t, s)]a(s)f (s, x(s))ds
= −λ
∫ t
0
(t − s)α−1
0(α)
a(s)f (s, x(s))ds+ ctα−1,
c = λ
1+ γ
[
l+
∫ 1
0
(
(1− s)α−1
0(α)
+ h(s)
)
a(s)f (s, x(s))ds
]
.
It is clear thatG1(0, s) = G2(0, s) = 0, therefore x(0) = 0. In the view of Lemma 3.8, we obtain by a straightforward estimate
that
x(1)+
∫ 1
0
u(τ )x(τ )dτ = l.
Furthermore, we have
x(t) = −λIα+a(t)f (t, x(t))+ ctα−1. (16)
Since x ∈ C[I, E], then LS-FPI In−α+ x exists and satisfies ϕ(In−α+ x(t)) = In−α+ ϕ(x(t)), for all ϕ ∈ E∗ [cf. Lemma 3.2]. In addition,
we have t → a(t)ϕ(f (t, x(t))) ∈ L1(I), for all ϕ ∈ E∗. From Eq. (16), one deduces that
ϕx(t) = −λϕ(Iα+a(t)f (t, x(t)))+ ϕctα−1 = −λIα+a(t)ϕ(f (t, x(t)))+ ϕctα−1. (17)
Define the set J by J := {1, 2, . . . , n− 2} and let j ∈ J, α = (n− 1)+ δ = 1+ (n− 2+ δ − j)+ j, δ > 0. Then, we are able
to rewrite Eq. (17) as
ϕx(t) = −λI1+j+ In−2+δ−j+ a(t)ϕ(f (t, x(t)))+ ϕctn−2+δ
whence
D(j)ϕx(t) = −λI1+In−2+δ−j+ a(t)ϕ(f (t, x(t)))+ ϕc
0(1+ n− 2+ δ)
0(1+ n− 2+ δ − j) t
n−2+δ−j.
Then x(j)(0) = 0, j = 1, 2, . . . , n− 2.
Operating by In−α+ on both sides of the Eq. (17) and using the properties of fractional calculus in the space L1[0, 1] (see
e.g. [8,34]) result in
In−α+ ϕx(t) = −λIn+a(t)ϕ(f (t, x(t)))+ ϕc
0(α)
0(n)
tn−1.
Therefore,
ϕ(In−α+ x(t)) = −λIn+a(t)ϕ(f (t, x(t)))+ ϕc
0(α)
0(n)
tn−1.
Thus
dn
dtn
ϕ(In−α+ x(t)) = −λa(t)ϕ(f (t, x(t))) a.e. on [0, 1].
That is, xhas the fractional Pseudo derivative of orderα ∈ (n−1, n] and satisfies the assumptions of Definition 5.1. Therefore,
x is a Pseudo-solution to the differential equation (1). This completes the proof. 
Based on Corollary 4.1 it can be easily seen that
Corollary 5.1. Let E be a reflexive Banach space. Assume that the Assumptions (1–5) are satisfied. Then there exists ρ > 0
such that for any λ ∈ R with |λ| < ρ , the boundary value problem (1) has at least one Pseudo-solution.
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We give the following example for demonstration.
Example 5.1. Let E = (L∞(I), ‖·‖∞). For the sake of simplicity, we assume that n = 2, a(·) = u(·) ≡ 1. Define
f : I × L∞(I)→ L∞(I) by
f (t, x) := χ[0,t](τ ) =
{
1, if τ ∈ [0, t], x ∈ L∞(I),
0, otherwise.
This function is Pettis integrable [36,26]. Evidently, f satisfies all requirements of Theorem 5.1with p = 1. Thus, the problem
−Dαx = λχ[0,t), t ∈ I,
x(0) = 0, x(1)+
∫ 1
0
x(τ )dτ = l, (18)
has at least one Pseudo-solution x ∈ C[I, E]. The desired solution given by
x(t) = p(t)+ λ
∫ 1
0
G(t, s)f (s, x(s))ds, t ∈ [0, 1], (19)
where the Green function G given by G(t, s) = G1(t, s)+ G2(t, s), where
G1(t, s) =

1
0(α)
[
(t(1− s))α−1
1+ α−1 − (t − s)
α−1
]
, 0 ≤ s ≤ t ≤ 1,
1
0(α)
[
(t(1− s))α−1
1+ α−1
]
, 0 ≤ t ≤ s ≤ 1,
G2(t, s) = 1
0(1+ α)
tα−1
1+ α−1 (1− s)
α, t, s ∈ [0, 1].
To calculate the above integral, let ξ ∈ L1(I) and let ϕ the element in (L∞(I))∗ corresponding to ξ . For any t ∈ [0, 1], we
have
ϕ
(
λ
∫ 1
0
G(t, s)f (s, x(s))ds
)
= λ
∫ 1
0
G(t, s)ϕ(f (s, x(s)))ds
= λ
∫ 1
0
G(t, s)
∫ 1
0
ξ(τ )χ[0,s](τ )dτds = λ
∫ 1
0
G(t, s)
∫ s
0
ξ(τ )dτds
= λ
∫ 1
0
∫ 1
τ
(G1(t, s)+ G2(t, s)) ξ(τ )dsdτ
= λ
∫ 1
0
∫ 1
τ
G1(t, s)ξ(τ )dsdτ + λ
∫ 1
0
∫ 1
τ
G2(t, s)ξ(τ )dsdτ .
Let
I1 =
∫ 1
0
∫ 1
τ
G1(t, s)ξ(τ )dsdτ ,
I2 =
∫ 1
0
∫ 1
τ
G2(t, s)ξ(τ )dsdτ .
Therefore
I1 = 1
0(α)
∫ 1
0


∫ 1
τ
(t(1− s))α−1
1+ α−1 ds, t ≤ τ∫ t
τ
(t(1− s))α−1
1+ α−1 − (t − s)
α−1ds+
∫ 1
t
(t(1− s))α−1
1+ α−1 ds, τ ≤ t
 ξ(τ )dτ
= 1
0(1+ α)
∫ 1
0


tα−1(1− τ)α
1+ α−1 , t ≤ τ
tα−1
1+ α−1 ((1− τ)
α − (1− t)α)− (t − τ)α + t
α−1(1− t)α
1+ α−1 , τ ≤ t
 ξ(τ )dτ
= 1
0(1+ α)
∫ 1
0


tα−1(1− τ)α
1+ α−1 , t ≤ τ
tα−1
1+ α−1 (1− τ)
α − (t − τ)α, τ ≤ t
 ξ(τ )dτ
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=
∫ 1
0
G∗1(t, τ )ξ(τ )dτ =
∫ 1
0
G∗1(t, τ )ξ(τ )χ[0,1](τ )dτ
= ϕ (G∗1(t, τ )χ[0,1](τ )) ,
where,
G∗1(t, τ ) :=
1
0(1+ α)

tα−1(1− τ)α
1+ α−1 , t ≤ τ
tα−1
1+ α−1 (1− τ)
α − (t − τ)α, τ ≤ t.
Analogously, it can be shown that
I2 = ϕ
(
G∗2(t, τ )χ[0,1](τ )
)
,
where,
G∗2(t, τ ) :=
1
0(2+ α)
(
tα−1(1− τ)α+1
1+ α−1
)
.
Thus
ϕ
(
λ
∫ 1
0
G(t, s)f (s, x(s))ds
)
= ϕ ([G∗1(t, τ )+ G∗2(t, τ )]χ[0,1](τ )) .
That is
λ
∫ 1
0
G(t, s)f (s, x(s))ds = λ [G∗1(t, ·)+ G∗2(t, ·)]χ[0,1](·).
From Eq. (19), we obtain
x(t)(τ ) = p(t)(τ )+ λ ([G∗1(t, τ )+ G∗2(t, τ )])χ[0,1](τ ).
Then x(·) ∈ C[I, L∞(I)] is the Pseudo-solution of the problem (18).
6. Weak-solutions to the fractional boundary value problem
Arguing similarly as in the proof of Theorem 5.1, we are able to prove the existence of weak-solutions to the problem (1).
Before embarking on the details, we present the following
Definition 6.1. A function x : I → E is calledweak-solution of the problem (1) if x ∈ C[I, E] has a fractional weak derivative
of order α ∈ (n− 1, n], x(j)(0) = 0j = 0, 1, . . . , n− 2, x(1)+ ∫ 10 u(τ )x(τ )dτ = l and satisfies
Dαx(t)+ λa(t)f (t, x(t)) = 0, t ∈ [0, 1].
Here, x(j) denote the jth weak derivative of x.
Theorem 6.1. Assume a ∈ C[I,R+], p(·) is a weakly continuous function from I to E and f : I × E → E be a weakly–weakly
continuous function such that
1? For every r > 0 there existsΩr ∈ R+ such that ‖f (t, x)‖ ≤ Ωr for all t ∈ I and ‖x‖ ≤ r,
2? There exists M > 0 such that β(f (I × X)) ≤ Mβ(X), holds for every bounded subset X of E.
Then there exists ρ > 0 such that for any λ ∈ R with |λ| < ρ , the boundary value problem (1) has at least one weak-
solution.
Remark 6.1. We point out that, if the function f : I × E → E be a weakly–weakly continuous and E is reflexive, the
Assumptions 1? and 2? automatically satisfied (cf. [37]).
Proof. Since f : I×E → E is aweakly–weakly continuous function, by Lemma2.1, f (·, x(·)) : I → E isweakly continuous for
eachweakly continuous function x : I → E. In the view of the Assumptions 1? and 2?, we see that f satisfies all requirements
of Theorem 4.1. Therefore the integral equation (10) has a solution x ∈ C[I, E]. Let x ∈ C[I, E] be a solution of integral
equation (10). In the view of Lemma 3.7, x satisfies the Eq. (1). Now, we show that the boundary conditions of the problem
(1) also hold. Since x is a solution of integral equation (10), then
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x(t) = t
α−1l
(1+ γ ) + λ
∫ 1
0
[G1(t, s)+ G2(t, s)]a(s)f (s, x(s))ds
= −λ
∫ t
0
(t − s)α−1
0(α)
a(s)f (s, x(s))ds+ ctα−1,
c = λ
1+ γ
[
l+
∫ 1
0
(
(1− s)α−1
0(α)
+ h(s)
)
a(s)f (s, x(s))ds
]
.
Putting in mind that G1(0, s) = G2(0, s) = 0 and using Lemma 3.8, we obtain by a straightforward estimate that
x(0) = 0, and x(1)+
∫ 1
0
u(τ )x(τ )dτ = l.
Furthermore, we have
x(t) = −λIα+f (t, x(t))+ ctα−1. (20)
Define the set J by J := {1, 2, . . . , n− 2} and let j ∈ J, α = (n− 1)+ δ = 1+ (n− 2+ δ − j)+ j, δ > 0. By Lemma 3.5,
we are able to rewrite Eq. (20) as
x(t) = −λI1+j+ In−2+δ−j+ a(s)f (t, x(t))+ ctn−2+δ.
Since the function a(·)f (·, x(·)) is weakly continuous in I , then (on account of Lemma 3.2), the function In−2+δ−j+ a(·)f (·, x(·))
is weakly continuous in I . Consequently,
D(j)x(t) = −λI1+In−2+δ−j+ a(s)f (t, x(t))+ c
0(1+ n− 2+ δ)
0(1+ n− 2+ δ − j) t
n−2+δ−j,
this is due to the fact that, the integral of a weakly continuous function is weakly differentiable with respect to the right
endpoint of the integration interval and its derivative equals the integrand at that point. Thus x(j)(0) = 0, j = 1, 2, . . . , n−2.
That is we obtain the boundary conditions, hence the result is proved. 
The following example demonstrate that the assumption that f is aweakly–weakly continuous function is really essential
for the existence of weak-solutions to the problem (1) and cannot be improved to be only Pettis integrable function even E
is reflexive.
Example 6.1. For the sake of simplicity, we let n = 2, a(t) = u(t) ≡ 1, t ∈ I and l ∈ E := `2(I). Define f (t, x) : I × E → E
by
f (t, x) :=
{◦ if t < 1, x ∈ E,
e1 if t = 1, x ∈ E,
where ◦(t) ≡ 0, t ∈ I and
e1(s) =
{
1 if s = 1,
0 if s 6= 1.
Indeed, for t ∈ I and any x ∈ E, the function t → f (t, x(t)) is Pettis integrable, but it is not weakly–weakly continuous (it is
not even Bochner integrable) [36,26]. So, in the view of Theorem 6.1, one cannot expect the existence of a weak-solution to
the boundary value problem (1). That one could only expect (in account of Corollary 5.1) the existence of a Pseudo-solution.
Since f satisfies all requirements of Corollary 5.1, the problem (1) has a Pseudo-solution x ∈ C[I, E] given by
x(t) = t
α−1l
(1+ γ ) + λ
∫ 1
0
G(t, s)f (s, x(s))ds, t ∈ [0, 1].
In the view of our assumptions, it can be easily seen that the function G(t, ·), t ∈ I is a measurable and essentially bounded
real-valued function. Since f ∈ P[I, E], one deduces, in the view of Proposition 2.2, that the integral on the right-hand side
of the above integral exists. To calculate this integral, we let ϕ ∈ (`2(I))∗ = `2(I) and note that (see [26])
ϕ(f (t, x(t))) =
∑
τ∈[0,1]
ϕ(τ)f (τ , x(τ )) =
{
0 if t < 1,
ϕ(1) if t = 1.
Therefore,
ϕ
(∫ 1
0
G(t, s)f (s, x(s))ds
)
=
∫ 1
0
G(t, s)ϕ (f (s, x(s))) ds = 0,
so,
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λ
∫ 1
0
G(t, s)f (s, x(s))ds ≡ 0, t ∈ I.
Consequently x(t) = tα−1 l
(1+γ ) , t ∈ [0, 1] is the unique solution of the above integral equation. Obviously ‖x‖ ≤ r0, r0 =
‖l‖
(1+γ ) , γ = 1/α and x(0) = 0. Further, we have
x(1)+
∫ 1
0
x(τ )dτ = l
(1+ γ ) + l
∫ 1
0
τ α−1
(1+ γ )dτ =
l
(1+ γ ) + l
γ
(1+ γ ) = l.
Moreover,
Dαx(t) = D2I2−α+
tα−1
(1+ γ ) l ≡ ◦, for all t ∈ [0, 1] and λf (t, x(t)) ≡ ◦ for t 6= 1.
Then
Dαx(t) = −λf (t, x(t)) a.e.[0, 1],
thus x is a Pseudo-(but not weak-) solution to the problem (1).
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