In this paper, a recurrent high order neural observer (RHONO) for anaerobic processes is proposed. The main objective is to estimate variables of methanogenesis: biomass, substrate and inorganic carbon in a completely stirred tank reactor (CSTR). The recurrent high order neural network (RHONN) structure is based on the hyperbolic tangent as activation function. The learning algorithm is based on an extended Kalman filter (EKF). The applicability of the proposed scheme is illustrated via simulation. A validation using real data from a lab scale process is included. Thus, this observer can be successfully implemented for control purposes.
Introduction
The rapid increase of raw wastewater due to domestic, industrial and agricultural water use requires careful consideration of all society sectors. One of the more adequate methods for wastewater treatment is anaerobic digestion. It provides a wide variety of advantages including environmental benefits, as well as economic ones. Anaerobic processes are very attractive because of their waste treatment properties and their capacity for generating methane from waste materials, which can be used for electrical energy generation.
1 However, this bioprocess is sensitive to variations on the operating conditions, such as pH, temperature, overloads, etc. In addition, some variables and parameters are hard to measure due to economical or technical constraints. Then, estimation and control strategies are required in order to guarantee adequate performance.
In biological processes there exist hardly measurable or immeasurable variables which are necessary for process control.
2 Furthermore, the last two decades have seen an increasing interest to improve the operation of bioprocesses by applying advanced control schemes. [3] [4] [5] Hence, observer design is a major problem to be solved in addition to adequate sensors selection. In the literature, different observers have been proposed. The asymptotical observer, proposed in Ref. 6 , uses a non-linear model; it is robust in presence of parameter uncertainties, but the convergence rate depends on operating conditions. In Ref. 7 , the authors propose closed-loop observers in order to improve the asymptotical one; but tuning and implementation could be difficult. The interval observer proposed in Ref. 8 is a good alternative against uncertainties; however, the estimation convergence rate cannot be tuned; also an overestimation effect on the estimated intervals can be induced. The observer developed in Ref. 9 is devoted to estimate unmeasured inputs and also unknown state variables; it is designed on the basis of a tangent linearization, which could limit the operation range. Last years, fuzzy algorithms have been used to design observers and controllers for bioprocesses, [10] [11] [12] [13] since this approach allows the empirical knowledge to be incorporated to the control structures; in addition, fuzzy controllers and observers are easy to design and to implement. A Takagi-Sugeno observer is proposed in Ref. 14; it is easy to design and tune; however, it is sensitive to fast changes on input substrates and the model structure must be known since local observers are designed for linearized model around different operating points. Finally, a recurrent neural networks observer for anaerobic processes is proposed in Ref. 15 ; however, the kind of activation function used, do not allow a fast dynamics learning; also parameters variation influence on its performance.
As can be seen, complete knowledge of the system model is usually assumed in order to design nonlinear state estimators; nevertheless this is not always possible. Moreover, special nonlinear transformations are proposed, which are not often robust in presence of uncertainties. An interesting approach for avoiding the associated problem of model-based state observers is the neural network observer. Neural observers require feasible outputs and inputs measures and a training algorithm in order to learn the process dynamics, and the model knowledge is not strictly necessary. [15] [16] [17] [18] [19] In this paper, a new neural observer is proposed in order to estimate biomass, substrate and inorganic carbon in an anaerobic process for paper mills effluents treatment. This process is developed in a CSTR with biomass filter. The observer structure is based on hyperbolic tangent as activation functions and is trained using an EKF algorithm. The main advantage of this observer is a good performance and a low design and tune complexity. Also, this observer requires only feasible measures such as pH, dilution rate and biogas production; besides, the knowledge of the model structure is not necessary.
Next section describes the considered anaerobic digestion process. Succeeding section explains the neural networks, deepening in the recurrent neural networks and the extended Kalman filter as a training method. In section four, an improved neural observer for anaerobic processes is presented and tuning guidelines are proposed. After that, the proposed approach is tested via simulations on a model experimentally validated and a discussion of the results is presented in section five. Finally conclusions are stated in section six.
Anaerobic Digestion Process
Anaerobic digestion (AD) is a biological process by which organic matter (substrate) is degraded by anaerobic bacteria (biomass), in absence of oxygen. Such degradation produces biogas, consisting primarily of methane (CH 4 ) and carbon dioxide (CO 2 ), and stable organic residues.
Process description
AD is a complex and sequential process which occurs in four basic stages:
• Hydrolysis. Initially, hydrolytic bacteria, converts complex organic materials into simpler organic ones.
• Acidogenesis. During this stage, soluble monomers are transformed into organic acids, alcohols and volatile fatty acids (VFA) by acidogenic bacteria.
• Acetogenesis. In this third stage, acetogenic bacteria convert VFA into acetic acid, CO 2 and hydrogen.
• Methanogenesis. Finally, there are two ways in order to synthesize methane; the first one by acid acetic cleavage, which produces methane and carbon dioxide; and the second one by CO 2 reduction with hydrogen, which generates CH 4 and water. The acetate reaction is the primary producer of CH 4 because of the limited amount of hydrogen available.
20
Each stage has a specific dynamics. Hydrolysis, acidogenesis and acetogenesis are fast stages in comparison with methanogenesis, which is the slowest one; it imposes the dynamics of the process and is considered as the limiting stage. Then, special attention is focused on methanogenesis.
Operating conditions
A variety of factors affect the rate of digestion and biogas production. A detailed comparative summary of research on the inhibition of anaerobic processes is presented in Ref. 21 . Some of the most important factors are discussed briefly hereby.
• Temperature. Anaerobic bacteria communities can endure temperatures ranging from below freezing to above 57.2
• C, however they thrive best at about 36.7
• C (mesophilic conditions).
pH. The substrate pH is an important parameter for the adequate growth of bacteria and then for the wastes transformation. For methanogenesis, the optimal range of substrate pH is between 6.6 and 7. Bicarbonate ions and VFA concentration have an influence on the pH. A pH value higher than 8 causes an inhibition of the bacteria activity, while a value under 5 for a long time causes irreversible damaged and death of the bacteria stopping the process due to acidification.
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Retention time. In a mesophilic system, ranges from 15 to 30 days are required to waste treatment 20 in order to achieve the complete degradation of the organic materials. Figure 1 shows the case of AD in a CSTR with biomass filter, which is used to improve the substrate treatment. 23 In practice, the biomass is fixed in a Fig. 2 . Biomass is classified as: X 1 , corresponding to hydrolytic, acidogenic and acetogenic bacteria and X 2 , corresponding to methanogenic bacteria. On the other hand, the organic load is classified in S 1 , the components equivalent glucose, which model complex molecules andS 2 , the components equivalent acetic acid, which represent the molecules directly transformed in acetic acid. This classification allows the process to be represented by a fast stage, which involves hydrolysis, acidogenesis and acetogenesis and a slow stage, which corresponds mainly to methanogenesis. Thus, a mathematical model of the process is deduced as follows. On one side, the biological phenomena are modeled by ordinary differential equations (1), which represent the dynamical part of the process. 
where µ 1 is the growth rate (Haldane type) of X 1 (h −1 ), µ 2 the growth rate (Haldane type) of
, λ is a coefficient considering law of partial pressure for the dissolved CO 2 and R 1 , . . . , R 6 are the yield coefficients.
On the other side, the physical-chemical phenomena (acid-base equilibria and material conservation) are modeled by algebraic equations (2) .
where HS is non ionized acetic acid (mol L −1 ),
acid-base equilibrium constant, K b is an equilibrium constant between B and CO 2d . Finally, the gaseous phase (CH 4 and CO 2 ) is considered as the process output:
Problem statement
As stated before, methanogenesis is considered the limiting stage because is the slowest and the most important for process stability. 25 Methanogenesis is very sensitive to variations on substrate concentration and the increase of biomass can be stopped by an excessive substrate production in the previous stages.
2 Depending on the amplitude and duration of these variations on substrate concentration, the environment can be acidified so much that biomass growth is inhibited; hence, the substrate degradation and the CH 4 production can be blocked. Biomass growth, substrate degradation and CH 4 production, are good indicators of biological activity inside the reactor. These variables can be used for monitoring the process and to design control strategies. Some biogas sensors have been developed in order to measure CH 4 . 26 However, substrate and biomass measures are more restrictive. The existing biomass sensors are quite expensive, are designed from biological viewpoint and then, they are not reliable for control purposes. Furthermore, substrate measure is done off-line by chemical analysis, which requires 3 h. Then, state observers are an interesting alternative in order to deal with this situation.
Neural Networks
An artificial neural network (NN) is a massively parallel distributed processor, inspired from biological neural networks, which can store experimental knowledge and makes it available for use. 27 An artificial NN consists of a finite number of neurons (structural element), which are interconnected to each other. It has some similarities with the brain, such as: knowledge is acquired through a learning process, and interneuron connectivity named as synaptic weights are used to store this knowledge.
28
Recurrent neural networks are different from a feedforward neural structure because the recurrent ones have at least one feedback loop. This recurrent structure has a large impact on the learning capability of the network and on its performance. 27, 29, 30 This structure also offers a better suited tool to model and control nonlinear systems. 16 Using neural networks, control algorithms can be developed to be robust to uncertainties and modeling errors.
18,31-33
RHONN are a generalization of the first-order Hopfield networks; they are proposed in Ref. 34 . RHONN have characteristics such as 17, 35 :
• Efficient modeling of complex dynamic systems • Easy implementation • Relatively simple structure • Be able to adjust parameters on-line.
Likewise, discrete RHONN have similar characteristics as the continuous ones.
Discrete-time RHONN
Let consider a MIMO nonlinear system:
where
Let consider also the following discrete-time RHONN: (6) wherex i (i = 1, 2, . . . , n) is the state of the ith neuron, n the state dimension; w i is the respective online adapted weight vector,
T is the external input vector to the NN and z i (x(k), u(k)) is given by Eq. (7), with L i the respective number of higher-order connections, {I 1 , I 2 . . . , I Li } a collection of non-ordered subsets of {1, 2, . . . , n + m}, d ij non-negative integers, and ρ i defined as in Eq. (8) .
. . .
In (8), S(•) can be chosen from different alternatives depending on the kind of application. For instance, it can be defined as threshold, piecewise-linear or sigmoid function (logistic function, hyperbolic tangent function). The system (5), can be approximated by the next discrete-time RHONN parallel representation 17, 36 :
where χ i is the ith component of the NN state vector χ, ∈ zi is a bounded approximation error, which can be reduced by increasing the number of adjustable weights. 34 Assume that there exists ideal weight vector w * i such that ∈ Zi can be minimized on a compact set Ω Zi ⊂ R Li . The ideal vector w * i is an artificial quantity required for analytical purpose.
34
It is assumed that this vector exists and is constant but unknown.
Training methods
The best well-known training approach for recurrent NN is the back propagation through time algorithm. 37 However, it is a first order gradient descent method and hence its learning speed could be very slow.
38 Then, training methods are an active research topic.
39-41 EKF based algorithms have been introduced to train NN improving the learning convergence.
38,42
The Kalman filter (KF) is a set of mathematical equations, which provides an efficient computational solution to estimate the state of a linear dynamic system with additive state and output white noises. 43 For KF-based NN training, the network weights become the states to be estimated. In this case, the error between the NN output and the measured plant output can be considered as additive white noise. If, however, the model is nonlinear, the use of KF can be extended through a linearization procedure; the resulting filter is the well-known EKF. Since the NN mapping is nonlinear, an EKF-type is required. The training goal is to find the optimal weight values, which minimize the predictions error. In this work, an EKF-based training algorithm 28,35,36 described by (10) is used.
with:
where e i (k) ∈ R p is the observation error, P i (k) ∈ R Li×Li is the prediction error covariance matrix at step k, w i (k) ∈ R Li is the weight (state) vector, L i is the respective number of NN weights, y ∈ R p , is the plant output,ŷ ∈ R p is the NN output, η i is the learning rate,
Li×p is the Kalman gain matrix, Q i (k) ∈ R Li×Li is the NN weight estimation noise covariance matrix, R i (k) ∈ R p×p is the error noise covariance, and; H i (k) ∈ R Li×p is the matrix for which each entry (H ij ) is the derivative of the ith neural output with respect to ijth NN weight, (w ij ), given as follows:
where i = 1, . . . , n and j = 1, . . . , L i . Usually P i , Q i and R i are initialized as diagonal matrices, with entries P i (0), Q i (0) and R i (0) respectively. It is important to remark that H i (k), K i (k) and P i (k) for the EKF are bounded; for a detailed explanation of this fact see Ref. 43 . Now let y(k) denote the NN state space representation:
where φ is a function of the NN states, and in a general case, a function of the external input vector to the NN. Applying the chain rule, H ij (k) must be calculated as:
Rewriting (9) as (15) ; in such form as to be linearized with a routine of recurrent derivates, 37, 44 giving as a result the dynamical system in Eq. (16) .
Consequently:
where T (
•, •, •) is a nonlinear function of χ(k), u(k)
and w(k); and determines the state transition of the neuron. Because it is assumed that the initial state of the network has no functional dependence on the weights, 37 then H ij (0) = 0.
Comment 1.
It is worth to notice that, in this paper the EKF is used only for the NN weight learning. Due to the fact that the NN is nonlinear mapping an EKF is required.
Neural observer design
It is considered the following discrete-time nonlinear system, which is assumed to be observable:
where x ∈ R n is the state vector of the system, u ∈ R m is the input vector, y ∈ R p is the output vector, h(x(k) ) is a nonlinear function of the system states, d(k) ∈ R n is a disturbance vector and F (•) is a smooth vector field and F i (•) its entries; hence (17) can be also expressed component wise as:
Comment 2. The system is discretized because the NN observer, as a component of a control system, is intended to be implemented in real time. Hence, a discrete time representation is more adequate. For system (18) , a RHONO is proposed in Ref. 36 , with the following structure:
T ,
with g i ∈ R p , z i and u i as in Eq. (7); the weight vectors are updated on-line with a decoupled EKF described by (10) . The output error is defined by:
Comment 3. For more details on the design and the stability analysis of this RHONO please see Ref. 36 . In Fig. 3 , the proposed observer scheme is displayed. Fig. 3 . Observation scheme.
Neural Observer for an Anaerobic Process
A discrete-time neural observer is proposed to estimate the variables of methanogenesis stage: biomass, substrate and inorganic carbon. The observability property of AD is analyzed in a previous work. 2 It is concluded that substrates (S 1 and S 2 ), biomasses (X 1 and X 2 ) and inorganic carbon (IC ) are observable states.
Observer development
First, system (1)-(4) is transformed to discrete time obtaining a form similar to (17) . After, a RHONO is proposed in order to estimate X 2 , S 2 and IC with the structure shown in equations (21) . The outputs are given as:Ŷ
As it is displayed in (21), the proposed observer has a parallel configuration. Besides, the weight vectors are updated on-line with an EKF (10). The hyperbolic tangent:
with α = β = 1 is used as the activation function.
Tuning guidelines
Since EKF training algorithms require the setting of a number of parameters, the next procedure is developed in order to tune the proposed observer.
Comment 4.
As discussed in Ref. 44 , for NN learning P i , Q i and R i can be selected and initialized as diagonals. The covariance matrices also verify:
This condition implies that a priori knowledge is not required to initialize the vector weights. 44 In fact, higher entries in P i (0) correspond to a higher uncertainty in the a priori knowledge. It is advisable to set P i (0) between 100-1000 and so on for the other covariance matrices satisfying (25) . Hence, the covariance matrices for the EKF are initialized as diagonals, with nonzero elements:
An arbitrary scaling can be applied to P i (0), R i (0) and Q i (0) without altering the evolution of the weight vector. As aforementioned, since the NN outputs do not depend directly on the weight vector, the matrix H is initialized as H(0) = 0.
The weights values are initialized randomly with zero mean and normal distribution. The learning rate (η) determines the magnitude of the correction term applied to each neuron weight; it usually requires small values to achieve good training performance, to this end, it is bounded as 0 < η < 1; moreover, η is far reaching on the convergence. Thus, if η is small then the transient estimated state is over-damped; if η is large then the transient estimated state is underdamped; finally if η is larger than a critical value then the estimated state is unstable. Therefore, it is better to set η to a small value and edge it upward if necessary. More details are discussed in Ref. 44 .
This neural observer has a structure similar to one proposed by Luenberger for linear systems.
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For this reason, we named it as a Luenberger NN Observer. The gain (g) is set by trial and error; unfortunately there is a shortage of clear scientific rationale to define it. However, it is bounded to 0 < g < 0.1 for a good performance on the basis of training experience.
Results and Discussion

Validation via simulation
The process model and the observer are implemented using Matlab/Simulink TM . The observer is initialized at random values to verify the estimation convergence. In order to test the observer sensitivity to change on inputs, a disturbance on the input substrate (30% S 2in increase) is incepted at t = 200 h and eliminated at t = 500 h. The on-line measurement of pH, Y CH4 , Y CO2 and the process inputs are supposed. The scheme proposed in this paper is compared with that one described in Ref. 15 , as shown in Fig. 4 . Even though the observer is initialized randomly, the convergence in both schemes is evident in the beginning of the simulation. Other results were obtained with different initialization, not presented here for brevity, they exhibit a different transient initial phase but lead to a similar final state; hence, the initial conditions do not influence the observer performance.
Besides, the observer developed in Ref. 15 is able to do a good qualitative estimation of X 2 , but it is unable to estimate adequately IC and S 2 . Meanwhile, excellent estimations of X 2 and S 2 are obtained with the RHONO proposed in this paper; IC is estimated with a transient error which is eliminated in the steady state. This error could be due to the observer structure, it is possible that the NN is not able to learn all the nonlinear dynamics related to IC; this is not a relevant problem since IC could be measurable. It is important to remark that concerning the structure, the proposed scheme in this paper is simpler; also, the activation function is defined as a hyperbolic tangent, whereas in Ref. 15 is defined as a logistic function; hyperbolic tangent derivative is easier to obtain.
On the other hand, observer tolerance to change on system parameters is tested; the parameters variations take place on the biomasses growth rates. A 30% positive variation in µ 2 max , a 30% negative variation in µ 1 max and a disturbance of 100% in input S 2in are considered. The performance of the proposed RHONO is illustrated in Fig. 5 . After the convergence, IC is estimated with a negligible error in transient state. On the other side, X 2 and S 2 are well estimated during all of the simulation. Thus, the robustness of the proposed RHONO to parameters variation is verified.
Moreover, a disturbance in the input S 2in and noise on the outputs are considered in Fig. 6 . This noise represents the uncertainties or error of measurement in CH 4 and CO 2 . It is important to mention that noise is only used in order to test the robustness of the proposed observer. As can be seen, under these conditions, there exist an error in IC estimation; however, X 2 and S 2 are well estimated during the whole simulation. 
Experimental validation
Finally, an experimental validation is done in order to verify the proposed RHONO performance. Real data are obtained from a bioreactor of 5L used to treat substrates similar to paper mills effluents, see Ref. 14 result of this calculation is compared with the values obtained from the observer. Such comparison is shown in Fig. 7 . The sample time for the discretization of the process model is T = 1 h.
As can be seen, X 2 is estimated with a negligible error during all the simulation; when the step on the input substrate is incepted an error in the estimated X 2 can be remarked. This error could be induced by the abrupt change in the conditions of the system; the estimation converges to the state anyway. Since pH measure is directly related to IC, this variable is estimated with a negligible error during all the simulation. In contrast, S 2 estimation presents a transient error, which is eliminated in steady state. In general, these estimation errors could be due to the observer structure, which is a simple one. Despite the errors in transient state, the RHONO is able to estimate adequately the three variables of methanogenesis stage. Thus, it can be noticed that the neural observer is a good alternative to estimate those important states of the considered anaerobic process.
Conclusions
A RHONO based on RHONN, which is trained with an EFK and structured by hyperbolic tangent functions, is proposed in this paper. The objective is to estimate the biomass concentration, substrate degradation and inorganic carbon production in an AD process considering a CSTR with biomass filter, which is operated in continuous mode. The training of the RHONO is performed on-line. The variables are estimated from CH 4 and CO 2 flow rates, which are commonly measured in this process. Also, pH and system inputs measurements are assumed. Simulation results illustrate the effectiveness of model adaptation to system disturbance and robustness of the proposed RHONO.
Besides, experimental validation of the proposed RHONO illustrates the applicability of this scheme. Since one of the limiting factors for the implementation of the control strategies is the lack of on-line sensors, these neural observer outcomes are an interesting alternative to be applied to continuous bioreactors, Research will be proceeded in order to evaluate the application of the proposed observer in a slaughterhouse wastewater treatment process.
For future works, in order to improve the RHONO performance, a dynamical learning rate depending on the system operating conditions can be proposed in order to improve the NN learning capability. Furthermore, the observer scheme can be complemented by adding more terms on the proposed structure; this situation aims the observer to tolerate a larger parameters variation.
