Identification of important nodes is an emerging hot topic in complex networks over the last few years. Various measures have been proposed to characterize the importance of nodes in complex networks, such as the degree, betweenness, closeness, etc. At present, most algorithms of important node evaluation are based on the single-indicator, which can't reflect the whole condition of the complex network. Therefore, in this paper, after choosing multiple indicators from degree centrality, closeness centrality, eigenvector centrality, information centrality, density/clustering coefficient, mutual-information centrality, etc., and a new multi-indicator evaluation algorithm based on Locally Linear Embedding (LLE) for identifying important nodes in complex network is proposed. This proposed algorithm is compared with some single-indicator algorithms and other mainstream multi-indicator algorithms based on real-world networks. Through comprehensive analysis, the experimental results show that the proposed method performs quite well in evaluating the importance of nodes, and it is rational, effective, integral and accurate.
INTRODUCTION
It is well known that many real-world system can be described by complex networks, such as social systems, biological systems, technological systems [1] [2] . During the process of various fundamental researches on complex networks, it has great practical value to evaluate the importance of nodes and to identify important nodes in complex networks. Importance of node is a basic measure in characterizing the structure and dynamics of complex networks [3] [4] . Such projects as identifying important nodes, and improving the reliability of complex networks by focusing on protecting these important nodes have been a critical research task in complex networks.
Various centrality measures have been proposed over the years to rank the nodes of a graph based on their topological importance [5] . The single-indicator analysis method is evaluating the importance of nodes in complex networks by analyzing characteristic indicators of nodes, such as degree, closeness, eigenvector, mutualinformation, etc. Degree algorithm is simple, intuitive, and convenient in calculation, but it is inaccurate [6] . Closeness algorithm evaluates the centrality of nodes by considering the entire network topology, but it is not suitable for regular graph and random networks [7] . Eigenvector algorithm evaluates the importance of nodes by considering the importance of the neighboring nodes, but it just linearly superposes the parameters of each node, and overly simplifies the actual situation [8] . Mutual-information method evaluates the importance of nodes by revealing the characteristics of network topology structure, but the calculation method is too simple and can't apply to all of the networks [9] .
These centrality measures and their applications have been presented for identifying important nodes. However, most of them focused on only one centrality measure. As mentioned above, they are incomplete and limited [10] . Therefore, researchers began to analyze many evaluation algorithms based on multi-indicator to evaluate the importance of nodes in complex networks. Yu et al. [11] proposed a multi-attribute decision-making method, in which, each node is regarded as a solution, and each importance evaluation criterion as one solution's attribute. Jin et al. [12] derived a new multi-index evaluation algorithm based on principal component analysis. This algorithm has no parameter restrictions to represent the features of the data, and it integrates the topological characteristics of the network. Huang et al. [13] studied a new method to identify node role in social network based on multiple indicators, and this method selects the degree, betweenness centrality and eigenvector centrality as the multiple indicators. Wang et al. [1] analyzed a new method to identify structurally dominant nodes in protein-protein interaction networks based on multivariate
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A Novel Multi-indicator Evaluation Algorithm for Identifying the important Nodes in Complex Networks statistical analysis. Because few results have been reported on directed biological networks, so, Wang et al. [14] proposed a new method to characterize node importance in directed biological networks with multiple indicators. Therefore, inspired by multi-indicator analysis algorithms, in this paper, after choosing multiple indicators for identifying the importance of nodes from degree centrality, closeness centrality, eigenvector centrality, information centrality, density/clustering coefficient, mutual-information centrality, etc., the authors propose a new multi-indicator evaluation algorithm based on Locally Linear Embedding (LLE) for identifying important nodes in complex network. In order to verify the validity of this algorithm, a series of experiments have been done. Through simulation and comprehensive analysis, the experimental results show that the new algorithm is effective, and also can improve the computational accuracy.
LLE INTRODUCTION AND INDICATOR CONCEPT DEFINITIONS 2.1. LLE Introduction
Scientists interested in exploratory analysis or visualization of multivariate data face a similar problem in dimensionality reduction [15] . Locally linear embedding (LLE) is a nonlinear dimensionality reduction technique proposed by Roweis and Saul [16] recently. LLE maps its inputs into a single global coordinative system of lower dimensionality, and its optimizations do not involve local minima. In other words, LLE is a manifold learning technique which aims at mapping highdimensional data into a low-dimensional manifold space by preserving neighbors [17] . By exploiting the local symmetries of linear reconstructions, LLE is able to learn the global structure of nonlinear manifolds, such as those generated by facial recognition [18] , image-processing [19] , fault diagnosis [20] and so on.
The problem involves mapping high-dimensional inputs into a lowdimensional "description" space with as many coordinates as observing modes of variability. LLE algorithm eliminates the need to estimate pairwise distances between widely separated data points, and recovers global nonlinear structure from locally linear fits. An example of LLE is as following.
As shown in figure 1 , the problem of nonlinear dimensionality reduction is illustrated for three-dimensional data (B) sampled from a three-dimensional manifold (A). An unsupervised learning algorithm must discover the global internal coordinates of the manifold without signals that explicitly indicate how the data should be embedded in two dimensions. The color coding illustrates the neighborhood-preserving mapping discovered by LLE; black outlines in (B) and (C) show the neighborhood of a single point [16] .
Indicator Concept Definitions
A large number of centrality measures have been proposed to identify important nodes within a graph and a complex network. Typical examples are degree centrality [7] , closeness centrality [7] , eigenvector centrality [21] , information centrality [13] , Density/Clustering coefficient [22] [23] and Mutual-information centrality [9] , etc. A larger researches and experiments prove that these indicators can efficiently reflect the importance of nodes in different perspectives. Therefore, these indicators are chosen as the parameters for multi-indicator evaluation in this paper. The degree centrality, closeness centrality, eigenvector centrality, information centrality, mutual-information centrality and density/clustering coefficient are defined as follows.
In this paper, an undirected non-weighted network G is denoted as G(V, E), where V is the set of nodes v i and E is the set of edges e(v i , v j ). The number of nodes and edges are denoted N and M respectively. where deg(v) is the degree of node v, which is defined as the number of ties that node v has.
Closeness Centrality Definition 2
The closeness centrality of node v, denoted as C c (v), is defined as (2) where d G (v, t) is the shortest path between node v and node t. 
Eigenvector Centrality
Definition 3 For node v, the eigenvector centrality score is proportional to the sum of all nodes which are connected to it, i.e.,
where x i denotes the score of the node i, A is the adjacency matrix of the network, and λ is a constant. In vector notation, this can be rewritten as , or as the eigenvector equation AX = λX.
Information Centrality Definition 4
The information centrality of node v is defined as, (4) where the information matrix of
, B is the diagonal matrix of node degree on the cater-corner, J is the identity matrix.
Mutual-information centrality Definition 5
The mutual-information of node v is the sum of the mutual information between node v and other nodes which are connected to it, i.e.,
where deg( j) is the degree of node j. Mutual-information C I (v) assesses the importance of nodes by information theory, and it represents the amount of information each node contains.
Density/Clustering Coefficient Definition 6
The density/clustering coefficient of node v is defined as the ratio of number of triangles connected to node to v, and the number of triples centralized on node v, i.e.,
where k i is the degree of node, M i is the edge connecting node i with other nodes.
MULTI-INDICATOR EVALUATION ALGORITHM BASED ON LLE FOR IDENTIFYING THE IMPORTANCE OF NODES 3.1. Algorithm Thought
Recently, most algorithms evaluating the importance of nodes are based on single-indicator in complex network. Because single-indicator is one-sided and unstable, it is difficult to reflect the whole situation in complex network. In general, degree centrality, closeness centrality, eigenvector centrality, information centrality, density/clustering coefficient, mutual-information centrality are widely considered as the common evolution methods for identifying important nodes in complex networks. In reality, because the structures of networks are different, not all single-indicator evaluation algorithms are effective for finding important nodes for every network. So, in this paper, for each network, some effective indicators are chosen to construct initial matrix of indicator vectors. For different network, the indicators chosen are different. After that, applying the idea of multi-objective optimization, the authors propose a new multi-indicator evaluation algorithm based on LLE for identifying the important nodes in complex network. In this algorithm, highdimensional data is mapped into a low-dimensional space by preserving neighbours.
Steps of the Algorithm
The principle of LLE algorithm is that it is given a set of points which denote n points in a high D dimensional space. The LLE will find a new set of coordinates in a low D dimensional space, to satisfy the same neighbor-relations as the original points'. After some improvements, the multi-indicator algorithm based on LLE can be summarized as follows,
Step 1 According to the indicator definitions above, the values of some effective indicators in complex network are calculated respectively. Based on the different network, the chosen indicators are different.
Step 2 Construct matrix X of indicator vectors considering multiple indicators as the columns and the number of nodes as the rows, i.e.,
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where m is the number of nodes, n is the number of evaluation indicators in complex networks.
Step 3 For each data point x ij (i = 1, 2, …, m; j = 1, 2, …, n), find its k nearest neighbors by using Euclidean distance, which is the length of the line segment connecting two points.
Step 4 Compute the weights w ij that best linearly reconstruct each data x ij from its k neighbors x ij l (l = 1, 2, …, k), minimizing the following cost function,
under the constraints that each vector of weights w ij sums to unity.
Step 5 Construct the optimal low dimensional embedding S for X, in which the local linear geometry of the high-dimensional data is preserved well enough by the reconstruction weights W of the data X in R D . This step is accomplished by minimizing the following cost function for the fixed weights W, (8) subjected to the following constraints, (9) To optimize the embedded error, we can rewrite it in the following quadratic form, (10) based on inner products of the outputs s. The square m × m matrix M, which is sparse, symmetric and semi-positive matrix, is given by, (11) for which δ ij l is an element of the identity matrix. The constrained minimization problem can be converted to solving and eigen-decomposition of the matrix M is calculated below, 
for which the eigenvectors associated with the bottom d nonzero eigenvalues constitute the final embedding outputs
Computable Complexity
The complexity for computing these indicators and LLE algorithm are analyzed as follows. 
. Les Miserables network
The network of interactions between major characters in Victor Hugo's sprawling novel of crime and redemption in post-restoration France, Les Miserables use the list of character appearances by scene compiled by Knuth [26] . The network was constructed in which the nodes represent characters and an edge between two nodes represents co-appearance of the corresponding characters in one or more scenes.
E-mail network
Guimera built the e-mail network of Rovirs i Virgili (URV) in Tarragons, Spain, containing around 1700 users, which include faculty, researchers, technicians, mangers, administrators, and graduate students. The finder considered e-mails exchanged between university addresses during the first three months of 2002. This network can be regarded each e-mail address as a node and linking two nodes if there is an e-mail communication between them [27] . 
Analysis
In this paper, this proposed algorithm is compared with single-indicator evaluation algorithms including degree centrality (DC), closeness centrality (CC), eigenvector centrality (EC), information centrality (IC), density/clustering coefficient (Density), mutual-information centrality (MC); and other mainstream multi-indicator evaluation algorithms including Local Tangent Space Alignment (LTSA) [28] , Multidimensional scaling (MDS) [29] , Isomap [30] and Principal Component Analysis (PCA) [25] . Based on different networks, the different indicators are chosen to construct the initial matrix for the algorithm.
In the Karate club network, the DC, CC, EC, MC, IC and Density are chosen as the multiple indicators for the algorithm. In the E-mail network, the DC, EC, MC and Density are chosen as the multiple indicators for the algorithm. LTSA and PCA. This result of this proposed algorithm is identical to the results of the Isomap, MDS, PCA. The result calculated by LTSA is absolutely wrong. Through the simulations and analysis above, we may get that the results acquired from this proposed algorithm is basically identical with, or to some extent, is more careful and reasonable than other single-indicator evaluation algorithms and other multi-indicator evaluation algorithms.
CONCLUSIONS
On the basis of in-deep analysis of typical indicators, this paper proposes a new multi-indicator evaluation algorithm based on Locally Linear Embedding for identifying the important nodes, and integrating the statistic characteristics of nodes in complex network. This presented algorithm maps high-dimensional data into a low-dimensional space by preserving neighbors. By simulations on four real-world networks, the experimental results show that the proposed algorithm can effectively reflect the differences of the importance of nodes, accurately and efficiently find the important nodes in different networks. This method can be extended to the directed weighted networks in future work. Moreover, it is still an open problem to identify important nodes in complex networks.
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