Abstract-This work investigates a robust energy-efficient solution for multiple-input-multiple-output (MIMO) transmissions in cognitive vehicular networks. Our goal is to design an optimal MIMO beamforming for secondary users (SUs), considering imperfect interference channel-state information (CSI). Specifically, we optimize the energy efficiency (EE) of SUs, given that the transmission power constraint, the robust interference power constraint, and the minimum transmission rate are satisfied. To solve the optimization problem, we first characterize the uncertainty of CSI by bounding it in a Frobenius-norm-based region and then equivalently convert the robust interference constraint to a linear matrix inequality (LMI). Furthermore, a feasible ascent direction approach is proposed to reduce the optimization problem into a sequential linearly constrained semidefinite program, which leads to a distributed iterative optimization algorithm for deriving the robust and optimal beamforming. The feasibility and convergence of the proposed algorithm is theoretically validated, and the final experimental results are also supplemented to show the strength of the proposed algorithm over some conventional schemes in terms of the achieved EE performance and robustness.
I. INTRODUCTION
A DVANCED vehicular communication and networking technology plays an important role in the design of wireless connected vehicles and shows great potential to accelerate full deployment of Intelligent Transportation Systems (ITS) [1] - [3] . However, the dramatically increasing demand of vehicular telematics applications and infotainment services (e.g., HD movies and music online, data transfer, web browsing, etc.), which highly rely on wireless communications, makes the radio spectrum a very scarce and precious resource [4] - [6] . To make the best use of such resource, the so-called cognitive vehicular networks, which combine cognitive radio (CR) technology with vehicular communications, can share the radio spectrum in an efficient and flexible way. In cognitive vehicular networks, licensed roadside communication infrastructure (e.g., cellular base station and wireless access points) or licensed vehicles can be regarded as primary users (PUs), whereas other unlicensed vehicular terminals are typically treated as secondary users (SUs) [7] . Meanwhile, the network consisting of terminals equipped with multiple antennas is referred to as a multipleinput-multiple-output (MIMO) system, which is considered to be an emerging technology that can exploit spatial diversity [8] , [9] . It seems that the green radio technologies have become an inevitable and critical trend in wireless communication networks [10] . In particular, energy-efficient performance is a key concern in optimal designs of vehicular techniques deployed in vehicle-to-infrastructure (V2I) scenarios (e.g., downlink traffic scheduling [11] , spectrum access [12] , cooperative scheme [13] , etc.). As argued by Ismail and Zhuang [10] , financial considerations that are relevant to energy costs of base stations, roadside wireless nodes or some electronic vehicles, and environmental concerns resulting from power consumption are major factors to motivate green radio communications. The objective of green communications is to improve energy efficiency (EE) of radio systems, which include traditional cellular networks and vehicular networks. In addition, vehicle electrification has been recognized as an emerging trend induced by the forthcoming smart grid [14] . With the penetration of purely electric-powered or hybrid electric vehicles, energy saving is expected to be a much more essential issue in connected vehicle technologies in the near future. Therefore, in this work, we focus on EE performance, which is characterized by the maximum amount of mutual information delivered by consuming per unit joule [15] .
Generally, because of the coexisting nature, the total interferences from SUs to a PU should be always restricted and required to be below a tolerable level [16] . There are some other challenges to obtain an optimal MIMO transmission design with the aforementioned considerations for a CR-enabled vehicular network: i) The MIMO beamforming design for a CR-enabled vehicular network is indeed a typical nonconvex optimization problem; and ii) many real-life factors, such as feedback channel noises, time latencies, or frequency offsets in SU-to-PU channels, will result in imperfect channel-state information (CSI) obtained by SUs. More importantly, some characteristics of vehicular scenarios play a significant and unique role in the design of vehicular MIMO transmission equipped with CR technology, which differentiate a CR-enabled network from conventional stationary/mobile CR networks. For example, the impact of vehicular mobility, as well as the pattern of traffic flows on roads, is recognized as the main factor characterizing a CR-enabled vehicular network. The vehicular mobility can lead to the dynamically changing spectrum availability perceived by 0018-9545 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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CR-enabled vehicles, which, in turn, makes it more challenging to obtain accurate sensing information on the cognitive-toprimary propagation channels. The vehicular motion may also cause the time variation of the propagation channels, impacting on the correctness of the estimation of the secondary vehicle-toprimary vehicle channels. In addition, absence or impracticality of centralized computation indeed increases the complexity of MIMO transmission design in vehicular scenarios. Therefore, an appropriate MIMO beamforming design solution needs to capture inaccuracy in the information of SU-to-PU vehicular channels to be robust and suitable for online distributed implementation so that it can allow, to some extent, accommodation of the dynamic nature of propagation channels in vehicular scenarios. So far, there have been many studies focusing on EE transmission of MIMO systems, such as those in [17] - [21] . The authors in [17] aimed to achieve a high EE and proposed an EE strategy for V2I and infrastructure-to-infrastructure (I2I) communications based on cooperative relay and cooperative MIMO transmissions. Although their method was proven to be more effective than the traditional single-input-single-output transmission strategy, it did not consider some real-life requirements, such as the maximum power budget and the required data rate. In [18] , the researchers considered obtaining an optimal tradeoff between the sum of data rates and the power cost for MIMO broadcast channels. However, the effect of interference power on the EE optimization was not involved in their study.
In our model, we adopt a specific mathematical formulation of the performance metric on EE, i.e., the ratio of the data rate over the power consumed to perform MIMO transmissions, which is similar to the models proposed in [19] - [21] . In these models, only the conditions on maximum power budget and tolerable interference power were considered, and they are under the assumption of perfect CSI. However, CSI is usually imperfect to SUs in reality, and PUs may not be aware of the existence of some secondary transmission links, such that the secondary transmitters should be in charge of restricting their interference power to the primary receivers. There are also some researches focusing on the robust optimization for MIMO transmissions in CR networks [22] - [26] . In [22] , an iterative robust beamforming algorithm to maximize the received signalto-interference-plus-noise ratios (SINRs) in the worst situation is presented. This approach belongs to a type of conservative decision making and does not aim at EE optimization. In [23] , the authors formulated the uncertainty of imperfect CSI as a kind of added Gaussian noise, which was a probabilistic model. These models mainly focus on maximizing the service probability of SUs rather than the EE. In [24] , the payoff function of every player (i.e., every SU) was modeled as its maximum Shannon mutual information, which was subject to the power constraint. Similarly, the payoff function in [25] was also represented as the maximum achievable rate on an individual SU link. In [26] , a robust beamforming optimization was proposed to minimize the overall mean-square error in MIMO transmissions, which was based on a cyclic block coordinate ascent algorithm. The transmission power consumption and the interference power constraints set up in [26] are similar to those in our work. The difference is that we consider to satisfy the minimum transmission rate required by SUs. Additionally, it is worth pointing out that the studies presented in [22] , [25] , and [26] have shown the strength of the S-procedure theorem [27] to convert the robust interference constraint to a linear matrix inequality (LMI). This idea behind the S-procedure also motivates us to perform the constraint transformation, to make the EE optimization tractable. The essential difference between our work and those aforementioned lies in the optimization objective and the constraint sets that it is subject to and in the idea behind the optimal beamforming design.
We aim at optimizing EE MIMO transmission for CRenabled vehicular networks by modeling the EE performance metric as the optimization objective function. For the optimization model, we present a robust and distributed solution, which takes into account the uncertainty of the interference channel state. The proposed algorithm is suitable to be implemented in a distributed and online manner, which allows for the dynamic nature of propagation channels in vehicular scenarios. Our main contributions on this paper are summarized as follows. i) We jointly consider three types of constraints in our EE MIMO transmission optimization model, simultaneously, including the maximum energy budget constraint, the minimum data rate constraint, and the robust interference constraint, such that we can derive an appropriate joint power allocation and beamforming pattern for each SU pair. ii) Considering the imperfect CSI, we mathematically formulate the robust interference constraint to make the model tractable, such that we can provide a robust design. Specifically, an elliptical uncertainty region represented by Frobenius norm is adopted to characterize the inaccuracy of SU-to-PU channel state. Then, by exploiting the well-known S-procedure [27] , we perform an equivalent transformation on the robust interference constraint and re-express it as an LMI, which is more convenient to be solved by using linear semidefinite programming (SDP) techniques. iii) We propose a feasible ascent direction method based on sequential linear programming (SLP). We obtain a feasible ascent direction by solving the modified objective subject to the linearization of the minimum data rate constraint and to the power consumption constraint combined with the LMI. The sequential linearly constrained programming subproblem can be achieved effectively since its objective and constraint functions are all linearized, which belongs to a typical linear semidefinite program. Based on the feasible direction obtained previously, we transform the original EE optimization to a linear searching subproblem, which can be effectively solved to derive an optimal iteration step to generate a new iterator. Hence, we yield a robust iterative optimization solution for EE MIMO transmissions. Furthermore, we also theoretically provide the feasibility and convergence of sequential iterators generated at each SU and show the strength of our proposed algorithm through experiments.
The remainder of this paper is organized as follows. We introduce preliminaries of the basic optimization model and its modified form with consideration of imperfect CSI in Section II. Section III elaborates on our robust distributed iterative optimization solution. In Section IV, we theoretically analyze the feasibility and convergence of iterators generated by solving sequential linearly constrained SDP subproblems. Section V presents the experimental results, and Section VI concludes this work. In addition, we summarize basic mathematical symbols and operations, as well as their meaning, in Table I . Unless otherwise specified, the vectors mentioned in this work are column vectors and denoted by boldface lowercase letters. Throughout this paper, the boldface uppercase letters are used to denote the matrices.
II. PRELIMINARIES

A. Basic Optimization Model
Without loss of generality, we consider a MIMO CR-enabled vehicular network shown in Fig. 1 , which consists of a group of unlicensed vehicles and a licensed vehicle. These vehicular communication terminals are equipped with multiple antennas. As illustrated in Fig. 1 , the V2I communication constructs a primary network, in which an infrastructure node (e.g., a base station) treated as a primary transmitter (named Primary Tx) serves this licensed vehicle who is a primary receiver (named Primary Rx). Other unlicensed vehicles sharing the same frequency channel with the primary receiver are regarded as some SUs with vehicle-to-vehicle (V2V) communications, whose links form a secondary network. In particular, there exist interference links between the secondary transmitters (named Secondary Tx) and the primary receiver and their undesired secondary receivers (named Secondary Rx).
In general, a group of vehicles in a steady traffic flow move with the same steady speed (i.e., the average speed of this traffic flow), such that the relative geographic distances within the vehicular group, i.e., the vehicular topology structure, are steady in a certain duration as well. Hence, for the steady traffic flow scenario, it is suitable to assume that the propagation channels within the vehicular group in a CR-enabled network are stable (at least, during a certain period of time). At this point, we can model the vehicular propagation channels with timeinvariant channel matrices. Let the number of secondary links in the CR-enabled vehicular network considered under Gaussianinterference channel be J. Each secondary link is associated with a transmitter-receiver pair (Tx j , Rx j ) ∈ {(Tx j , Rx j )|j ∈ J }. J denotes the set of those transmitter-receiver links, whose cardinality is J, i.e., J := {1, 2, . . . , J}, J = |J |. The transmitter Tx j at the jth link is equipped with m j antennas, while the corresponding receiver Rx j has n j antennas and m j ≤ n j . The transmitter Tx j transmits a complex signal vector s j of dimension m j , i.e., s j ∈ C m j ×1 , such that a complex baseband signal vector of dimension n j , i.e., r j ∈ C n j ×1 , can be received at the receiver Rx j . Let z j ∈ C n j ×1 denote the noise floor plus interference from PUs on the same channel, which can be modeled as a zero-mean circularly symmetric complex Gaussian noise vector with a nonsingular covariance matrix R j ∈ C n j ×n j , i.e., z j ∼ N (0, R j ), E(z j z j † ) = R j . Thus, with H j,i ∈ C n j ×m i representing the complex channel matrix between the transmitter Tx i and the receiver Rx j , we can formulate the received signal at the receiver Rx j (r j ) as
where J −j := {i|i ∈ J , i = j}, and for all j ∈ J , the channel matrix H j,j can be considered to be nonzero.
Furthermore, we also consider that the number of the original independent data substreams transmitted in the jth link is l j (l j ≤ m j ). These original substreams, which are denoted by x j of dimension l j , i.e., x j ∈ C l j ×1 , are mapped to s j through being multiplied by a precoding matrix M j ∈ C m j ×l j . Here, this matrix M j in fact represents a certain precoding or transmit-beamforming strategy for alleviating self-interference of the transmitter Tx j . That is, the signal vector s j in the jth link can be rewritten as
At the associated receiver Rx j of the jth link, the received signal vector r j can be mapped to l j independent data substreams by a decoding operation. That is, Rx j transforms r j to another complex signal vector of dimension l j , i.e., y j ∈ C l j ×1 , by using a decoding matrix D j ∈ C l j ×n j as follows:
Substituting (2) and (3) into (1), we can get
Note that the matrix M j characterizes the associated transmitted signal vector s j , in terms of transmission power consumption. Following some typical work, such as in [19] , [21] , [25] , and [26] , we represent the total transmission power consumption of the jth link in the MIMO CR network as p j = βTr(Q j ) + p j,c , where Q j denotes the covariance matrix corresponding to M j , i.e., Q j := E(M j M † j ), and is Hermitian positive semidefinite, i.e., Q j ∈ M m j ×m j + . The parameter p j,c is used to denote the total circuit-related power consumption at both Tx j and Rx j . β is a positive coefficient (β ∈ (0, 1)), whose reciprocal indicates efficiency of the power amplifier. Since an SU's transmission power is limited, introducing an individual power threshold p max j ∈ R, we can formulate an inequality constraint with respect to Q j , as follows:
To proceed with the model, we introduce a complex matrix U j ∈ C u×m j to represent the channel gain between a primary receiver equipped with u antennas and the jth SU in the MIMO CR network. Thus, we consider to restrict the instantaneous interference resulting from the jth SU to this primary receiver in the CR network where primary and secondary links coexist. At this point, we have the following inequality constraint on the channel interference:
where γ max ∈ R denotes a predefined maximum interference allowed at the PU. It should be noted that the information on U i for ∀ i ∈ J has to be fed back to the individual jth receiver Rx j when adopting (6) in an optimization scheme. However, as suggested by many existing literature [24] , [26] , [28] , it is appropriate to prepartition the total power interference that a PU can tolerate in per-secondary link portions, which can be helpful to realize a distributed implementation with low complexity and to guarantee possible quality-of-service (QoS) requirements, while some other study cases [20] , [21] , [29] have provided their beamforming solutions where the upper bound of a total aggregate interference is not divided. For example, in [30] , the aggregate interference constraint directly is combined with the power constraint via introducing auxiliary variables. Nevertheless, certain complexity may be increased when considering performing these solutions in distributed scenarios, since additional efforts (e.g., decomposition techniques) are needed to dynamically allocate the total power interference to CR-enabled secondary links. Based on the considerations earlier, we adopt the formation of the per-CR link constraint in our model, which is more stringent than the total power interference constraint. That is, to make the computation more practical, we can predivide such a total instantaneous interference γ max that the PU can tolerate into a series of interference thresholds associated with each individual secondary link, i.e., {γ
∀ j ∈ J . It is worth pointing out that each individual interference threshold γ max j ∈ R can be prespecified, which may depend on some certain QoS demands of the corresponding individual transmitter-receiver pair (Tx j , Rx j ). Hence, we can use the inequality constraint (7) in our following optimization formulation instead of the aggregative form (6) .
Based on (4), the jth link's theoretical maximum information rate r j can be defined as
where Q −j denotes the collection of the covariance matrices of the secondary transmitter-receiver pairs except for the jth
is defined as the multiple-user interference plus noise observed at the jth SU, as follows:
where R j is a positive semidefinite covariance matrix of l j × l j dimension, whose radius is the same as that of R j , i.e.,
Generally, r j should not be too low to guarantee a QoS transmission required at the jth SU's link. Namely, when r j could not satisfy a required minimum transmission rate, the corresponding secondary transmission link should be closed. Otherwise, it would lead to unnecessary interference or energy consumption. Therefore, we introduce a transmission rate constraint
∀ j ∈ J , where r min j ∈ R denotes a prespecified transmission rate threshold.
By combining the inequality constraints (5), (7), and (10), a basic model formulating the energy-efficient transmission optimization problem of the overall MIMO CR network can be expressed as
where the set H j (∀ j ∈ J ) is defined as the collection of all the channel matrices related to the jth receiver Rx j , i.e.,
According to the optimization objective function (11a) given in the basic model (11), we point out that, as an EE metric,
actually indicates the quantity of information successfully transmitted at the secondary link per unit of energy consumed.
B. Optimization Formulation With SU-to-PU Channel Uncertainty
In an actual MIMO CR communication scenario, the channel information between the secondary and the PUs is usually imperfect. Thus, a robust formulation should take into consideration a certain error (uncertainty), i.e., ΔU j , existing in the SU-to-PU channel matrix U j . Representing the estimated channel matrix as U j , we can reformulate the observed channel matrix as U j = U j + ΔU j . Following the works in [22] , [25] , and [26] , we assume that the error matrix ΔU j (for ∀ j ∈ J ) is bounded. That is, it should be limited to a finite set
where the parameter σ j ∈ R (σ j > 0) implies the radius of ΔU j , which can quantify the error level of the channel or the degree of the channel uncertainty. Consequently, accounting for ΔU j , we get the following robust optimization formulation:
III. ROBUST DISTRIBUTED OPTIMIZATION ALGORITHM
In fact, it is impractical to deal with the optimization problem represented by (13a)-(13e) since it requires the global knowledge of the MIMO CR network and a centralized control or infrastructure to solve all the individual SUs' decisions
To induce a robust distributed optimization algorithm, we can fix other SUs' decision variables except for that of the jth one, i.e., {(Q i , D i )|∀ i ∈ J −j }, for the jth SU. Namely, in an energy-efficient optimization programming associated with the jth secondary transmission pair (Tx j , Rx j ), (Q j , D j ) are treated as the decision variables, while others {(Q i , D i )|∀ i ∈ J −j } are kept as parameters. Thus, such an optimization programming can be locally solved at the individual SU (Tx j , Rx j ). Accordingly, the individual energyefficient transmission optimization problem of the jth SU can be expressed as
where we define
. Now, we first transform the robust channel interference constraint in (14c) to another form, which is more useful for solving the energy-efficient transmission optimization problem. Specifically, given the bound set of U j with the positive parameter σ j , i.e., U j (σ j ) [see (12)], we have the following corollary. Corollary 1: Consider U j = U j + ΔU j and the bound set
∀ j ∈ J , where · 2 denotes the Euclidean norm (i.e., 2-norm operator). Equation (16) can be further transformed to an LMI constraint ⎡ ⎢ ⎢ ⎣
where λ j ≥ 0 is a nonnegative real number.
Proof: See Appendixes A-C. Based on Corollary 1, we then equivalently reshape the optimization model using the linear matrix inequality (17) instead of (14b). Namely, we have maximize
where the set S j collects the constraints on (Q j , D j , λ j ), which is denoted by Note that the objective function indicating the EE, as given in (18a), is not concave or convex in (Q j , D j ). It is difficult to directly solve a global optimum point of this problem, as shown in (18a) and (18b). Alternatively, we would like to build an iterative algorithm to approach an optimum ( Q j , D j ).
Our proposed approach is illustrated in Fig. 2 , which involves four key operation steps: i) A Lagrangian function and the associated KTT conditions are established, whose solution can lead to a useful iterative formulation to approach the optimal D j ; then, ii) a linear SDP model is further developed to derive a feasible iterative direction; iii) on the basis of such a direction, a 1-D searching optimization is solved to determine an optimal iteration step size; finally, iv) a new iterator approaching to Q j can be yielded through computing a simple incremental equation that lumps the current point and the searching direction and the optimal searching step size. The mathematical presentations corresponding to each operation step in the proposed iteration framework shown in Fig. 2 are detailed in the following subsections, respectively.
A. Karush-Kuhn-Tucker Conditions
According to (18) , we establish the Lagrangian function with respect to (Q j , D j ) and λ j as
where P j is the set of nonnegative Lagrangian multipliers, i.e.,
Note that the decision variable D j , which is only explicitly involved in the terms f j (Q j , D j |H j , Q −j ) and r j , is not coupled with the uncertain channel interference U j . We turn to focus on the Karush-Kuhn-Tucker (KKT) condition of (18) with respect to D j , which can be expressed as
where x represents the gradient operator with respect to the
The formula for computing the complexvalued gradient of a scalar function can be found in [31] and [32] . Accordingly, the complex-valued gradient of the Lagrangian function with respect to D j is yielded as
, a stationary point), solving this equation results in
where A j is defined as
. For simplicity, we also define
. When considering that the MIMO interference channel with the precoding matrix M j and the power consumption (i.e., Q j ) are given and fixed, maximizing the EE, i.e., g j (Q j , D j |H j , Q −j ), can be achieved through designing an appropriate decoding matrix, i.e., D j , based on (23) earlier. Although it is not easy or even impractical to solve (23) to obtain an optimum D j , (23) leads to the following iterative equation, which can be used to approach D j :
where each of the terms at the right side of (24) is defined as
t ≥ 0 denotes the t th iteration, and A j (t ) :
. According to the iterative equation (24), a new iterator D j (t + 1) can be yielded once the covariance matrix of transmission power at the previous iteration t , i.e., Q j (t ), is provided, and the previous D j (t ) is recorded. Thus, a series of iterators, i.e., {D j (t )|t ≥ 0}, can be achieved by an iterative algorithm, which will converge to an optimum Q j .
B. Linear Semidefinite Programming Model
Once a new iterator of D j is obtained from (24), we can keep this decision variable at this iteration, i.e., treating it as a given or fixed parameter, to maximize the EE by a local optimum of Q j obtained by solving the model (18a) and (18b). Clearly, this model is essentially different from the conventional fractional programming since the objective function, i.e., g j (Q j , D j |H j , Q −j ) in (18a), includes the collection of metrics of other secondary links' EE. Hence, the conventional fractional programming algorithm based on Dinkelbach's method in [21] and [33] would fail to deal with the model. In addition, it can be observed that (14d) is a nonlinear inequality constraint, which increases the complexity of this model. Therefore, we do not directly solve the model with respect to Q j . Instead, we approach to the optimum of the original model through constructing and solving a sequence of first-order SDP subproblems. The approach proposed in this work is similar, to some extent, to the well-known SLP that is usually adopted for solving large-scale nonlinear optimizations [34] , since the firstorder linearized approximations of constraints are adopted in both methods. However, the conventional SLP uses a nonlinear objective function in its successive subproblems, so that these subproblems are not fully linear programming, whose solution may require the support of some other well-specified complex nonlinear algorithms. Differently, in our work, the objective function and the involved nonlinear constraints are linearized by the first-order Taylor approximation.
Let
, such that the constraint (14d) is equivalent to h i ≥ 0 ∀ i ∈ J . To distinguish the iteration index t , we introduce a local time indicator t ≥ 0, which is used to denote the tth iteration when an individual SU locally approaches the optimal Q j . When a new iterator D j (t + 1) is derived from (24) at the end of the t iteration, we fix D j (t) = D j (t + 1) for ∀ t ≥ 0 and initialize the decision variable Q j (t) as Q j (0) = Q j (t ). Accordingly, we can further approximate this condition by the first-order Taylor expansion. We assume that (Q j (t), D j (t)) is the feasible solution for the model in (18a) and (18b) obtained at the tth iteration. The corresponding linear approximation of h i with respect to Q j at the iterator
∀ iJ , where r i (Q j (t), D j (t)) denotes the transmission rate r i evaluated at the given point (Q j (t), D j (t)), and ΔQ j (t) denotes ΔQ j (t) = vec(Q j ) − vec(Q j (t)). In particular, we have the following different expressions for the complex gradient of r i with respect to Q j :
B i,−j and B −i,−j are respectively defined as follows:
Noting that ∂Tr(X)/∂X * = 0 holds for any complex square matrix X ∈ C, we find ∂p j /∂Q * j = 0 m j ×m j . Thus, using the chain rule, we can further yield
Following (27a) and (27b) and (32) earlier, we can approximate the objective function (18a) with the first-order Taylor expansion at the iterator point (Q j (t), D j (t)), which can be expressed as follows:
where
According to the linear approximations of the objective function, i.e., g j (Q j , D j |H j , Q −j ), and the difference between the transmission rate r j and the minimum r min i , i.e., h i , we can arrive at a linear programming subproblem for the jth secondary link at the tth iteration as follows:
where R j (Q j , λ j ) denotes the linearized constraint set corresponding to Q j , which is defined by
This suboptimization problem (35) is a type of linear approximation of the original model (18) . In (35), the main decision variables are Q j and λ j , while the other SUs' complex-valued coding matrices are fixed at the tth iteration, i.e., Q i ∈ Q −j (t) := {Q i (t), i ∈ J −j }. The complex-valued decoding matrices are also kept at the same iteration, i.e., {D i = D i (t), i ∈ J }. Furthermore, we have to remark that, since the first-order Taylor expansion is adopted to approximate the nonlinear constraint condition, i.e., h j (Q j ), as shown in (26), an optimum point derived by solving the linear programming problem (35) earlier may be an infeasible solution for the original model (18) . Indeed, there could exist a slight gap between the first-order approximation at the point (Q j (t), D j (t)), i.e., h i (Q j ), and its original form h i , such that a point Q j , although guaranteeing h i (Q j ) ≥ 0, may not satisfy h i ≥ 0. Therefore, we do not directly solve the model (35) . Instead, to obtain a descent feasible iteration direction, we first rewrite the maximum power consumption constraint (14b) using the transformation formula for connecting the Tr(·) and vec(·) operators, i.e., Tr(A T B) = vec T (A)vec(B) (where A ∈ C n×m and B ∈ C n×m ), as
where I m j denotes an m j × m j identity matrix. Hence, we represent the left term of the inequality (37) by
. We can further re-express w j (Q j ) as the function of d j (t), i.e.,
. Similarly, the first-order approximation h i (Q j ) can be easily rewritten as
To simplify the expression, we also introduce the matrix notation LM j (d j (t), λ j ), as follows: 21 LM j,22 (39) whose components are defined by
and u j (t):= γ
. We remark that the linear matrix LM j (d j (t), λ j ) is indeed equivalent to the left term of (17) .
Since the original problem is formulated as a maximum optimization model as given in (18), a series of iterators should be generated in such a direction that makes the objective function increasing. At this point, we just call this direction an "ascent direction." According to the form of the linear programming model (36), we can refer to the method of feasible directions of Topkis and Veinott to obtain an ascent feasible direction at the tth iteration. Using the notations introduced earlier, i.e.,
we derive another linear programming subproblem associated with (35) as
where ω is an auxiliary variable, and 
C. Calculation of Optimal Searching Step Size
Based on the model (41), we further formulate a 1-D searching problem to determine the optimal step size in the direction d j (t) obtained by solving (41) at the tth iteration. We denote the step size by Λ j (t) ∈ R + . With this notation, we propose the following model to determine the optimal Λ j (t):
where the upper bound of Λ j (t) can be constructed as
(43) Once the optimal Λ j (t) is derived by solving the subproblem (42) earlier, a new iterator approaching the optimal Q j at the next step can be constructed by the increment equation
We have to point out that the models (41) and (42) are locally solved by the individual SU of the CR network, which can be implemented in an on-linear manner. Recalling the definitions of the iteration indicators t and t, we can set a new iterator of the decision variable Q j at the end of the (t + 1)th time slot as
where t * is used to indicate the iteration at which {Q j (t), t≥ 0} converges. Let > 0 be a sufficiently small real number that is a predefined threshold. Then, we present a simple convergence condition for terminating the local iterations as |ω(t * )| ≤ , where ω(t * ) denotes the optimal value of the objective function of the model (41) constructed at the t * th iteration.
D. Robust Distributed Algorithm
Generally, an energy-efficient transmission optimization scheme implemented in a distributed manner is appealing for the realization of a highly scalable robust CR network. Recalling the formulas given in (24) and (45), Q j (t ) and D j (t ) can be updated in turn at each t th iteration in an online way, and the proposed iterative approach can induce a distributed optimization procedure. Specifically, as shown in (24), each secondary transmitter of the CR network Tx j (j ∈ J ) can perform the iterative procedure for updating D j locally based on its own noise covariance matrix R j and interference channel matrix H j,j , the recorded iterator D j (t ), and the covariance matrix Q j (t ) derived at the previous iteration t , and this node can also exploit the other information of its neighboring links, including the links' covariance matrices recorded at t , i.e., Q −j (t ), and the interference channel matrices H j to calculate the parameters A j (t ) and A −j (t ).
We remark that the local message passing is needed to realize the distributed algorithm. The information can be obtained from message broadcasting via feedback channel. Moreover, it should be pointed out that, when some secondary links' locations are far away from the jth users' locations, the existing path loss effect can lead to quite small channel interference arising from such remote links. Thus, the product terms corresponding to those links involved in A j (t ) and A −j (t ) can be properly neglected. This implies that the information needed to computing A j (t ) and A −j (t ) can be limited to the local neighbors of the jth SU, such that only local
is used to denote the set of neighboring links associated with the jth SU). Once a new decoding matrix D j (t + 1) is obtained by Tx j , a new iterator of Q j , i.e., Q j (t + 1), can also be yielded by sequentially solving the linear programming submodels (41) and (42) based on the new iterator of D j , i.e., D j (t + 1), and neighboring secondary links' covariance matrix and interference channel matrix information at t . Then, the next iterator can also be derived based on the pair (Q j (t + 1), D j (t + 1)). The iterative procedure should be repeated until a certain prespecified stopping criterion is satisfied, such as
wheret ≥ t denotes a certain time instant when a series of the pairs {(Q j (t ), D j (t ))} converge, and ε is a well-predefined positive real number that should be sufficiently small. The distributed algorithm is summarized in Algorithm 1.
Algorithm 1 Robust distributed EE transmission optimization
Compute A j (t ) and A −j (t ) 9:
Compute D j (t + 1) based on (24) 10:
Update
Keep D j (t) = D j (t + 1) for ∀ t ≤ 0 13:
repeat for t = 0, 1, 2, . . . 14:
Solve an optimal (d j (t), λ j , ω) from (41) 15:
Solve an optimal Λ j (t) from (42) 16:
until |ω| ≤ for Tx j 18:
Tx j updates Q j (t ) by Q j (t ) ← Q j (t + 1) 20:
Tx j feedbacks (Q j (t ), D j (t )) to Rx j 21: end for 22: until Stopping criterion (46) is satisfied for j ∈ J It should be noted that the cross-channel matrix information may be dynamically changing in an actual implementation scenario. In Algorithm 1, slow changes of the cross-channel matrices can be taken into consideration. That is, when any change in the cross-channel matrices is sensed, new cross-channel matrices should be recorded and rebroadcasted to the corresponding users.
IV. THEORETICAL ANALYSIS
The feasibility and the convergence of a optimization algorithmisofparamountsignificance, in terms of theoretical analysis on its performance. Thus, we first establish a lemma associated with the proposed model (see Lemma 1 in Appendix A). Based on Lemma 1, we can show the feasibility of a series of iteration directions obtained by solving the subproblem (41) .
Theorem 1: Suppose that T is a finite set of discrete iterator indexes. Any subsequences of {d j (t), t ∈ T } generated by solving the corresponding linear programming subproblem (41) are feasible improving iteration directions.
Proof: According to Lemma 1, constructing a feasible iteration direction is equivalent to solving a group of the inequalities (56)-(59) in the Appendices. Furthermore, taking into account the inactive constraints at the point Q j (t), i.e.,
and the active constraints at the same point, i.e.,
we can modify the condition (57) as
Note that the left side of the inequality (49) is equal to h i (d j (t)) (i ∈ A(Q j (t))), and (50) can immediately lead to
. We can re-express the conditions (49) and (50) by a unified form
Substituting the condition (57) with (51), we can find that solving a group of linear inequalities (56), (51), (58), and (59) is equivalent to solving the corresponding linear programming problem, as given in (41) . Hence, we prove this theorem. Next, to establish the convergence of any sequence of iterators generated by our proposed algorithm to a Fritz John point, we provide a corollary that outlines basic properties of any iterator sequence. For simplicity, let Ξ denote the feasible solution space of the covariance matrix Q j , which is a nonempty closed set in M
. Then, without loss of generality, let Q j ∈ Ξ be a feasible decision variable of the original model (18) and d j an improving feasible direction of the objective function g j at Q j . Supposing that Λ j is an optimal solution of the 1-D searching problem (42), where
we get a corollary associated with the model (41) as follows.
Corollary 2: Consider that {d j (t)} is any sequence of iteration directions derived by the model (41) and {Q j (t)} the corresponding sequence of decision points. None of potential subsequences {(Q j (t), d j (t)), t ∈ T } generated from (41) and (44) can satisfy all the following four conditions where T denotes a finite discrete time set: i) (34) .
Proof: See Appendix D. Based on the model (41), the sufficient condition of an iterator Q j (t) that is a Fritz John point can be established, which is given in Lemma 2 (see Appendix A and B). Combining the result in Corollary 2 and Lemma 2, we are ready to establish the convergence of the proposed approach to a Fritz John point in Theorem 2.
Theorem 2: Consider that {Q j (t)} is any sequence of iterators derived by sequentially solving the model (41) and {Q j (t)}. A limit point of {Q j (t)} is a Fritz John point.
Proof: Let T be a finite discrete time set and {Q j (t), t ∈ T } a subsequence of {Q j (t)} converging to a limit point Q j , i.e., Q j (t) → Q j for t ∈ T . By contradiction, we assume that Q j does not belong to a Fritz John point. Then, according to Lemma 2, the corresponding optimal value of the objective function in the model (41) obtained at Q j , which is denoted by ω, is not equal to zero. At this point, there exists a small positive real number τ > 0, such that ω = −τ . Let (ω(t), d j (t)) be an optimal solution of the model (41). Since T is finite, any {d j (t), t ∈ T } is bounded. Thus, there will be at least a subsequence, i.e., {d j (t), t ∈ T * } where T * ⊂ T , that has a limit point d j , i.e., d j (t) → d j for t ∈ T * . In addition, according to the continuous differentiability of g j and h i for all i ∈ J , and Q j (t) → Q j for t ∈ T * , we can also observe that, for t ∈ T * , ω(t) → ω. Thus, when t ∈ T * is sufficiently large, we can get ω(t) < ω/N = −τ/N < 0, where assuming N > 1. According to the model (41), we also have
for sufficiently large t ∈ T * . By the result of (52), it follows that
Let M be a real number and larger than 1, i.e., M > 1. The continuous differentiability of h i and the result of (53) imply that there must be a positive real number denoted by Λ j > 0, such that
holds for any Λ j ∈ [0, Λ j ], for sufficiently large t ∈ T * and for all i ∈ T * . Subsequently, let Λ j be bounded on [0, Λ j ]. Applying the mean value theorem can arrive at 
t ∈ T
* and all i ∈ J where ξ ∈ (0, 1). Recalling h i (Q j (t)) ≥ 0 for t ∈ T * and all i ∈ J where ξ ∈ (0, 1), ξΛ j ∈ [0, Λ j ], and by (53) and (54), we can get
This inequality (55) shows that
can also be a feasible solution when t ∈ T * is sufficiently large.
To sum up, this subsequence {(Q j (t), d j (t)), t ∈ T * } is showed to satisfy all of the four properties given in Corollary 2. However, as discussed in Corollary 2, such a subsequence does not exist. Thus, the contradiction occurs, which indicates that the limit point Q j should be a Fritz John point.
In actual numerical computation, most of the computational effort is indeed taken up in solving a sequence of linear SDP subproblems. The MATLAB-based toolbox YALMIP [35] , along with a semidefinite and second-order cone optimization solver SeDuMi [36] , is used here for solving the proposed linear SDP model (41) . Accordingly, SeDuMi adopts the Mehrotratype technique of an adaptive predictor-corrector algorithm with a theoretically proven O( √ n| log |) worst case iteration bound (here, n denotes the number of the decision variables, and is a prespecified tolerance in numerical computation), which is proved to be among the most efficient primal-dual interior methods in practice. At this point, it can provide a low (polynomial-time) iteration complexity for solving (41) , which is expected to have an O( m j × m j + 2| log |) worst case iteration bound (noting that the model (41) includes m j × m j + 2 decision variables).
V. PERFORMANCE EVALUATION
Here, we perform computer simulation experiments to evaluate the performance of the algorithm proposed in the work. For simplicity, we set the covariance matrix of the noise signal as R j = ρ 2 j I and ρ j = 0.01 for all j, where I is the identity matrix whose size is the same with that of R j . We remark that there exists considerable debate in the current research work on narrowband small-scale fading statistics in V2V communication channels [37] . Molisch et al. [37] also stated that many studies for V2V channels do not distinguish between line-of-sight and non-line-of-sight situations. As argued in [38] , it is not easy to distinguish small-scale fading from largescale fading in V2V communications. The issue of accurately modeling realistic channels for V2V and V2I communications and some aspects relevant to channel measurement and mathematical characterization are interesting but challenging, which are really out of scope of this study. As one of the earliest references on modeling V2V channels, Akki and Haber [39] adopted Rayleigh fading statistics to derive new envelope autocorrelation functions and Doppler spectra in V2V communications. Additionally, Rayleigh fading channel has been adopted to model mobile-to-mobile communications [40] , [41] . Accordingly, for the sake of example, we also adopt Rayleigh fading channels, following with zero-mean complex Gaussian distribution in our simulation experiments, and assume that the path loss effect is proportional to dist (j, i)
−p according to [26] , where dist(j, i) denotes the geometric distance between the transmitter Tx j and the receiver Rx i , and the constant p is set to 2.5. Then, we assume that any entry of the channel matrix H j,i for all j, i ∈ J is independently identically distributed, such that H j,i can be formulated as the zero-mean unit-variance circularly symmetric complex Gaussian matrix. Similarly, we also represent any U j as a zero-mean unit-variance circularly symmetric complex Gaussian matrix. For comparison, we consider two cases (named C.1 and C.2, respectively) in our experiments. In the first case, we consider five pairs of secondary links with V2V communications, which coexist with one PU. The antenna number of those SUs is equally set to 2, i.e., m j = n j = 2 ∀ j ∈ J , while that of the primary receiver is also 2, i.e., u = 2. The relative distance between any transmitter Tx j and its desired receiver Rx j in the group, i.e., dist(j, j), is stable at 40 m, while the relative distance between any secondary transmitter and the primary receiver, or between any undesired secondary pair, i.e., dist(j, i) for any j = i, are uniformly randomly generated over [40, 160] (m). In the second case, we consider another MIMO CR-enabled vehicular network consisting of ten pairs of SUs all equipped with three antennas and one primary receiver whose antenna number is also 3. The relative distance parameter dist (j, j) is kept at 50 m ∀ j ∈ J , while the distance of interfering links, i.e., dist (j, i) for j = i, as well as the distance between any transmitter and the primary receiver, is uniformly randomly distributed over [50, 200] (m). We set the bound parameter of uncertain channel matrix as σ
The minimum transmission rate corresponding to each secondary link, i.e., r min j , is set to be 2 b/s/Hz. The maximum interfering power generated by any secondary link, i.e., γ max j , is set to be 0.1 W. The maximum transmission power p max j is set to guarantee a certain signal-to-noise ratio (SNR) level. For simplicity, we assume that a given SNR level can be represented by
. Then, in the experiments, let the constant parameters p j,c and β be 1 ∀ j ∈ J . Thus, we can set p max j to hold a certain SNR level prespecified for each secondary link. An advanced MATLAB-based toolbox for convex and nonconvex optimization [35] , i.e., YALMIP, is utilized in our work to solve the suboptimization model (41) , which is indeed a typical SDP problem.
First, we vary L SNR as L SNR ∈ {10, 20, 30} (dB) in the two simulation cases and compare our proposed robust distributed EE (RDEE) optimization algorithm with a distributed beamforming algorithm (DBA) proposed in [21] and a decentralized EE (DEE) optimization proposed in [19] . In [21] , the DBA is developed through transforming the original problem of the complex nonlinear nonconvex EE optimization into a series of fractional programming subproblems, and it approaches to an optimal solution maximizing the EE objective function via solving the fractional programming constructed at each iteration in a distributed fashion. To maximize the EE objective function, the DEE proposed in [19] essentially employs an iterative zero-gradient-based mechanism to approach the optimum of the energy-efficient transmission optimization model with consideration of MIMO interference channels. We run each algorithm with 100 replications over different L SNR . In each run of an algorithm, we independently and randomly set up channel matrices following a zero-mean unit-variance circularly symmetric complex Gaussian distribution. The EE values of each secondary link at a final convergence state in two cases are obtained, by averaging the results of 100 runs, and illustrated in Fig. 3(a) and (b) , respectively. Compared with the DBA and the DEE algorithms, our beamforming approach additionally takes into account the minimum transmission rate constraint in the EE optimization model, such that we can maintain the EE of each secondary link at a relatively high level even when SNR requirement increases. In Fig. 3 , it can be found that our proposed algorithm achieves the highest performance among the three compared algorithms, in terms of the average EE, under different SNR settings in both cases.
Furthermore, we keep the SNR level at 20 dB and obtain different energy-efficient beamforming designs for the two cases of MIMO CR-enabled vehicular networks by applying the three algorithms. To show the robustness of our proposed solution, we perform 5000 Monte Carlo simulations, each of which randomly and independently realizes SU-to-PU matrices. Then, we can confirm the effect of the robust interference power constraint by analyzing the frequency distribution of the total interference power received at the primary receiver. The histograms obtained in the two cases are shown in Fig. 4(a) and (b) , respectively.
Note that the tolerable interference power generated by each secondary link is set to γ max j = 0.1 W in both cases. Thus, the upper bound of the total interference power at the PU should be 0.1 × 5 = 0.5 W in the first case and 0.1 × 10 = 1 W in the second case. As illustrated in Fig. 4 , the interference power constraint is forced to be strictly satisfied by our proposed robust solution, while the total interference power obtained by the other two algorithms, i.e., DBA and DEE, exceeds the tolerable bound (marked by a dark vertical line in these two figures) in most runs under both cases. Specifically, the figures show that the time of the DBA algorithm violating the interference bound is more than 60% in the first case and more than 80% in the second case. In particular, in most simulation instances of the DEE algorithm, the interference constraint cannot be satisfied (more than 90% of the time in the first case and more than 99% in the second case). The reason is that the DEE algorithm solves the EE optimal design without consideration of the interference constraint; therefore, such that it cannot protect the prim ary receiver's transmission. In fact, the DBA and the DEE algorithms are not robust approaches; therefore, they frequently violate the interference power constraint. By contrast, our approach can achieve a high robustness in both experiment cases.
To show the influence of the uncertainty factor characterized by the parameter σ j on the EE performance, we represent σ . (We remark that, since the DBA approach rather than the DEE considers the interference power constraint for EE optimization which is similar to that in our model, we mainly compare our approach with the DBA in the following experiments.) The results obtained in the first case are shown in Fig. 5 . Fig. 5(a) illustrates the convergence of EE performance metric of two algorithms. In this subfigure, we can observe that, although our approach converges slightly slower than the DBA, the EE per secondary link obtained by our approach with both groups of parameter settings overweighs that of the DBA. Furthermore, Fig. 5(b) plots the cumulative distribution function (CDF) of the total interference power at the primary to show the robustness of both approaches. The CDF plots are also derived by running 5000 Monte Carlo simulations, and in each of them, we independently and randomly generate interference channel realizations. In Fig. 5(b) , it can be found that the red solid and the blue dotted CDF curves of our algorithm arrive at 100% before their total interference power exceeding 5 × 0.01 = 0.05 W and 5 × 0.5 = 2.5 W, respectively. The magenta dashed CDF curve of the DBA shows that it seriously violates the interference power limit at 0.05 W, while this algorithm can satisfy the interference constraint with a larger tolerable interference power (2.5 W). In comparison, our approach has a better robustness than the DBA whenever the and χ in the second experiment case is demonstrated in Fig. 6(a) , while their corresponding CDF curves obtained in the same case are given in Fig. 6(b) . In Fig. 6(a) , it can be found that our proposed algorithm can converge to a higher EE level under the two groups of settings on γ max j and χ because our model always forces SUs to satisfy a minimum data rate. As expected, Fig. 6(b) confirms the better robustness of our proposed approach as well. By contrast, most of the time in C.2, both the CDF curves of the nonrobust DBA exceed the total interference power limits, i.e., 10 × 0.01 = 0.1 W and 10 × 0.5 = 5 W, respectively. In terms of both the EE performance and the robustness, our proposed approach can provide a better beamforming design for CR-enabled vehicular MIMO transmissions.
VI. CONCLUSION
In this paper, we have studied the robust and optimal energyefficient beamforming design for MIMO transmissions in CRenabled vehicular networks. We take into consideration the robust interference constraint of secondary links with imperfect CSI and the restrictions on the power budget and data rate. We have shown that, even without the accurate CSI, the EE of a secondary network can still be optimized by solving sequential linearly constrained SDP subproblems in a robust and distributed way. Specifically, we proposed a robust iterative optimization algorithm, the feasibility and convergence of which has been theoretically analyzed. Finally, by conducting simulations, we confirmed the strength of our method in terms of EE performance and robustness.
APPENDIX A LEMMA 1
Suppose that Q j (t) is one feasible solution of the original model (18) and A(Q j (t)) is a set of indexes of active constraints at Q j (t), where A(Q j (t)) := {i|h i (Q j (t)) = 0, i ∈ J }. If d j (t) satisfies the following conditions:
then d j (t) is a feasible iteration direction at the point Q j (t) that can improve the value of the objective function of the original model (18) . Proof: Recalling the definitions of w j (d j (t)) and LM j (d j (t), λ j ), it is obvious that satisfying the conditions (58) and (59) is equivalent to guaranteeing the constraints (14b) and (17) in the original model (18) . Thus, it reduces the proof to mainly focus on analyzing the conditions (56) and (57). Suppose that the conditions (56) through (57) hold for d j (t). Since Q j (t) is a feasible point, it makes h i (Q j (t)) > 0 hold if i ∈ A(Q j (t)). Note that h i (Q j (t)) (i ∈ A(Q j (t))) is continuously differentiable at Q j (t). Therefore, there exists a real positive number Λ j > 0 that makes
when it is sufficiently small. If i ∈ A(Q j (t)), we can derive the following equation according to the differentiability of h i (Q j (t)) at Q j (t):
where the small term δ(Q j (t), Λ j d j (t)) satisfies that when Λ j → 0, δ(Q j (t), Λ j d j (t)) → 0, and · represents the Euclidean norm. Furthermore, (61) can directly lead to
Since (57) holds, and the small term δ(Q j (t), Λ j d j (t)) > 0 when Λ j is sufficiently small, the right side of (62) is larger than 0. Noting h i (Q j (t)) = 0 for i ∈ A(Q j (t)), we can observe that the left side of the (62) is also larger than 0, i.e., h i (Q j (t) + Λ j d j (t)) > 0. To sum up, h i (Q j (t) + Λ j d j (t)) ≥ 0 can be held for all i when a certain Λ j is sufficiently small. This implies that once the step size Λ j is well bounded, a new iterator generated by the iteration direction d j (t) satisfying the conditions earlier, i.e., Q j (t) + Λ j d j (t), is always feasible for (18) . Additionally, recalling the definition of G j (Q j (t), D j (t)), the condition (56) confirms that the value of the objective function in (18) can be improved at the iteration direction d j (t). At this point, this lemma is proven.
APPENDIX B LEMMA 2
Suppose that Q j (t) is a feasible point at the tth iteration and an optimal value of the objective function of (41) obtained at this iterator Q j (t) is ω. If and only if ω satisfies ω = 0, then Q j (t) is a Fritz John point.
Proof: Recalling (41), only the constraints (41b) and (41c) involve the parameter ω. Indeed, ω can be regarded as a type of slack variable in these constraints. Obviously, ω = 0 indicates that the system G j (Q j (t), D j (t))vec(d j (t)) > 0 and Q j h i (Q j (t))vec(d j (t)) > 0 for i ∈ A(Q j (t)) := {i|h i (Q j (t)) = 0, i∈ J} has no solutions. Otherwise, if this system had a solution, there would exist a negative real number, which is near zero, denoted byω < ω = 0, such that G j (Q j (t), D j (t))vec(d j (t)) +ω ≥ 0 and Q j h i (Q j (t))vec(d j (t)) + ω ≥ 0 for i ∈ A(Q j (t)). In this case, ω = 0 would violate its optimality (namely, ω is not an optimal function value, which is contradictory to the given condition). Furthermore, according to the Gordan theorem, a necessary and sufficient condition of the inequality system having no solutions is given as follows.
There exist some certain coefficients, i.e., {v 0 ≥ 0, v i ≥ 0, i ∈ A(Q j (t))}, that are not all to be zero and that can make the following equation always hold:
In fact, according to the definition of a Fritz John point of an optimization problem, this argument mentioned earlier indicates that Q j (t) is a Fritz John point. Hence, this proof is complete.
APPENDIX C PROOF OF COROLLARY 1
First, we expand γ j as condition iv), there must exist a positive real number a 1 > 0, such that G j (Q j (t), D j (t))vec(d j (t)) = a 1 > 0 for sufficiently large t ∈ T .
Additionally, there also exists an a 2 > 0, such that G j (Q j (t)+ Λ j d j (t), D j (t))vec(d j (t)) = a 2 > 0 for sufficiently large t ∈ T . According to the intermediate value theorem, for any Λ j ∈ (0, Λ j ), there must exist such a corresponding positive real numberã ∈ (min{a 1 , a 2 }, max{a 1 , a 2 }) that satisfies G j Q j (t) + Λ j d j (t), D j (t) vec (d j (t)) =ã > 0 (67)
for sufficiently large t ∈ T .
By iii) and by the definition of Q j (t + 1), we have
where 0 < Λ j ≤ Λ j . Using the mean value theorem, we can expand the right term of the inequality earlier as follows:
where Q j (t) = Q j (t) + ξ Λ j d j (t), and ξ ∈ (0, 1). Then, by setting Λ j = ξ Λ j and applying (67), we can yield G j ( Q j (t), D j (t))vec(d j (t)) =ã. Furthermore, combining this result with (68) and (69) immediately arrives at g j (Q j (t + 1), D j (t)|H j , Q −j (t)) ≥ g j (Q j (t), D j (t)|H j , Q −j (t)) + Λ jã (70) for sufficiently large t ∈ T .
Note that iterators {Q j (t)} generated by the corresponding feasible direction sequence {d j (t)} sequentially improve the value of the objective function. Using (ii), we can get 
This implies that, when t ∈ T approaches the positive infinity, (70) will result in
Thus, the contradiction occurs, and Corollary 2 is proven.
