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摘　要 :传统的聚类方法大多是基于距离或者是样品间相似度的 ,这就要求所分析的数据必须是定量的。但是在数据挖
掘中 ,存在着大量的定性数据 ,传统的聚类分析方法已不再是一个可行的方法 ,这就需要寻找一个可以有效处理定性数据
的聚类方法。粗糙集是处理定性数据的有效方法 ,在详细阐述粗糙集的相关概念后 ,利用属性重要性的概念 ,提出了一种
能有效处理定性数据的聚类分析方法 ,并利用了数据对该方法进行了实证分析 ,取得了良好的结果。
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Abstract :Most of the current clustering approaches are based on the distance among the data or of the similarity of the data , which makes
the data analyzed must be quantifiable data. In data mining , there are many qualitative data. That makes the traditional clustering tech2
niques are not useful in tackling the qualitative data as hoped. So need to find an effective clustering method to cope with the qualitative
data. Rough set is an useful tool to deal with the qualitative data. After explicating the relative concepts of the rough set , introduced a
new clustering approach by using attribute importance concept , which can deal with the high dimensions data effectively. At last , make
an empirical analysis of the data and obtain a good clustering result .
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0 　引 　言














这方面的研究 ,如 Ziarko W. 在文献[ 1 ]中提出了变量
缩减的粗糙集模型 ;Barbar′A ,D. 和 Chen P. 在文献[ 2 ]
中利用自反性的概念 ,提出了 Fractal Clustering ( FC)
的高维数据聚类方法 ; 李树军、纪宏军在文献[ 3 ]中用
对应聚类分析方法识别和剔除不必要的或有害的变
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要素构成的信息系统 ,即 S = { U , Q , V , f } ,这里 , U
是对象 (样本) 的一个有限集{ x1 , x2 , ⋯, x n} , N 为所
研究的对象总量 , Q 是描述对象 (样本) 属性的一个有
限集合{ q1 , q2 , ⋯, qn} , V 是属性集Q 中每一个属性的
值域 , f 是U ×Q到V 的一个映射 ,即 : f ∶U ×Q →V ,
且 f ( x , q) ∈V q ,它表示对象 x 关于属性 q的取值 ,指
的是 U 中每一个对象 (样本) 的属性值 (详见文献
[6 ]) 。
(1) 等价关系和等价类。
在一个信息系统 S = ( U , Q , V , f ) 中 , A Α Q 是
任一子集 ,称 IND ( A ) = { ( x i , x j) ∈U ×U ∶f ( x i , q)
= f ( x j , q) , q ∈ A} 为论域 U 上的一个等价关系 ,记
为 RA 。其中 , x i , x j ∈ U ( i ≠ j) , 满足 f ( x i , q) =
f ( x j , q) , q ∈A ,则称 x i , x j 关于属性子集A 是不可识
别的 ,记为 x i IND x j 或 x i A x j 。
若 A Α Q ,由等价关系 RA 作为一个准则 ,可以将
论域 U 划分为一个等价类族{ X1 , X2 , ⋯, X n} ,这个类
族实质上是由等价关系 RA 在 U 上导出的一个聚类结
果。对于任何一个 x i ∈ U ,包含 x i 的一类记为[ x i ] A ,
称其为关于 A 的由 x i 生成的等价类。
(2) 正域和属性重要性。
设 X Α U 是任一子集 , R 是 U 上的等价关系 ,即
序对 K = ( U , R) 称为一个近似空间 ,则称 R - X = ∪
{ Y ∈U/ R ∶Y Α X} 为 X 的 R 正域 ,记为 POSR ( X) 。
实际上 , POSR ( X) 是 K 中含在 X 中的最大可定义集。
属性集 B′< B 相对于由属性集 C 引起的分类的
重要测度可以表示为 :γB ( C) - γB - B′( C) 。其中 ,
γB ( C) = cardPOSB ( C) / card U ,且 card( U) 表示集合
U 的基数。这里应该注意到 ,测度值的取值范围是[0 ,





的实际意义。况且 ,设粗糙集中属性集 Q 共有 n 个元
素 ,即有 n 个属性 ,那么利用等价关系聚类一共可以得




性。某一属性 qi 相对于总属性集 Q 的重要性可以由
γQ ( Q) - γQ - { q
i
} ( Q) 得到 :
其 中 ,γQ - { q
i
} ( Q) = cardPOSQ - { q
i
} ( Q) / card U ,
γQ ( Q) = 1。
若γQ ( Q) - γQ - { q
i
} ( Q) 的值越大 ,说明 qi 在整个
属性集 Q 的重要性越大 ,则它对于样本的聚类结果的
影响作用越大 ,是决定样本的重要属性之一。反复进行
这一步计算 ,直到计算出所有属性的重要性。设将每一
个属性按重要性大小排列为 q1 , q2 , ⋯, qn 。
其次 ,在聚类分析中 ,在数据繁多时 ,往往可以利
用其主要信息进行分析 ,而忽略影响样本的不重要的
信息 ,这样做既能减少聚类的复杂度 ,也不会影响聚类












这样 ,通过了阈值判断的 m 个属性 ,可以将其按
属性重要性从大到小排列为 q 31 , q
3
2 , ⋯, q
3
m , 可以说
这些属性都是在属性集 Q 中必需且相对重要的属性 ,
是决定样本的关键属性。它们对于样本聚类分析起着
决定作用 , 这样就可以以{ q 31 , q
3
2 , ⋯, q
3
m } 作为属性
集 X ,并利用等价关系的概念对数据进行聚类分析 ,即
若样本 i 和样本 j 在属性集{ q 31 , q
3
2 , ⋯, q
3
m } 上取值相
同 ,则样本 i 和样本 j 可以归为一类。
由于{ q 31 , q
3





品的几个重要因素{ q 31 , q
3
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了某大学计算机系某班 34 名同学的综合测评的成绩
进行分析 ,这里的综合测评是根据 5 个指标来评分的 ,
每个指标的取值集合为{好、中、差}。这样 ,这些数据
构成了一个信息系统 ,共有 34 个样本 ,每个样本都有
5 个属性 ,每个属性的值域都是{好、中、差}。样本数
据如表 1 所示 ,每个属性的含义如表 2 所示。
表 1 　34 名同学的综合测评成绩
学号 属性Ⅰ 属性Ⅱ 属性Ⅲ 属性Ⅳ 属性Ⅴ
1 中 差 差 差 差
2 好 中 好 好 中
3 中 好 差 差 差
4 中 差 好 好 差
5 好 好 中 中 好
6 中 差 中 中 差
7 好 好 差 差 中
8 好 好 差 差 中
9 中 中 中 中 中
10 中 中 中 中 中
11 中 中 中 中 中
12 中 中 差 中 差
13 好 好 好 好 好
14 中 中 中 好 中
15 中 差 好 好 差
16 中 差 中 中 差
17 中 中 差 中 差
18 中 中 差 差 差
19 中 中 中 好 中
20 中 中 差 差 差
21 好 好 中 中 好
22 中 中 中 中 中
23 中 差 差 差 差
24 中 好 中 中 中
25 中 中 差 中 差
26 中 差 中 好 差
27 好 好 好 好 好
28 好 中 好 好 中
29 中 差 好 好 差
30 中 差 差 差 差
31 中 差 差 差 差
32 中 中 中 中 中
33 中 差 好 好 差
34 中 中 差 差 差
表 2 　属性的含义
属性含义
属性 Ⅰ 思想要求上进 ,为人正直友善
属性 Ⅱ 学习勤奋刻苦 ,成绩优异
属性 Ⅲ 社会活动能力强 ,具有很强的领导才能和组织才能
属性 Ⅳ 积极参与集体活动 ,具有很强的集体荣誉感和社会责任感
属性 Ⅴ
科技创新 ,勇于探索 ,具有很强的求知欲 ,能灵活应用学科知
识 ,并有所拓展
　　下面可以计算出这 5 个属性的属性重要性 :
首先 ,利用这 5 个属性对样本数据进行聚类分析 ,
得到聚类结果为 :{1 ,23 ,30 ,31}、{2 ,28}、{3}、{4 ,15 ,
29 ,33}、{5 ,21}、{6 ,16}、{7 ,8}、{9 , 10 , 11 , 22 , 32}、
{12 ,17 , 25}、{13 , 27}、{14 , 29}、{18 , 20 , 34}、{24}、
{26}。
接着 ,计算属性 Ⅰ的属性重要性 :以属性 Ⅱ、Ⅲ、
Ⅳ、Ⅴ对样本数据进行聚类分析 ,得到聚类结果为 :{1 ,
23 ,30 ,31}、{2 ,28}、{3}、{4 ,15 ,29 ,33}、{5 ,21}、{6 ,
16}、{7 ,8}、{9 ,10 ,11 ,22 ,32}、{12 ,17 ,25}、{13 ,27}、
{14 ,29}、{18 ,20 ,34}、{24}、{26}。由于 card U = 34 ,
且 cardPOSQ - { I} ( Q) = 34 ,根据属性重要性计算公式
可以得到 : 属性 Ⅰ的属性重要性 = γQ ( Q) -
γQ - { I} ( Q) = 1 - cardPOSQ - { I} ( Q) / card U = 0。
利用同样的方法 , 就可以算出属性 Ⅱ、Ⅲ、Ⅳ、Ⅴ
的属性重要性分别为 0 . 412 ,0 . 147 ,0 . 471 ,0。根据 5 个
属性的属性重要性大小的分布图 ,可以看到 ,属性 Ⅱ、
Ⅳ的重要性相对于属性 Ⅰ、Ⅲ、Ⅴ是比较大的 ,且按属
性重要性的大小从大到小可以将属性排列为 : Ⅳ、Ⅱ、
Ⅲ、Ⅰ和 Ⅴ,因此在属性 Ⅱ和属性 Ⅲ的属性重要性的
值之间取一个值作为阈值ε的值 ,这里可以取ε为 0 .
15。
这样 ,利用“阈值ε为 0. 15”对属性重要性进行判





{1 ,23 ,30 ,31} 各方面表现都比较差的同学 ,属于班上的后进生
{2 ,14 , 28 ,29} 学习成绩优良 ,积极参与并组织集体活动 ,是班上的班干
{3 ,7 ,8} 学习成绩优秀 ,但对班级事务不太关心
{4 ,15 ,26 ,29 ,33} 学习成绩差 ,但是集体活动的骨干和积极参与者
{5 ,21 ,24} 学习成绩优秀 ,对集体活动的积极性一般 ,有一定的组织能力
{6 ,16} 学习成绩差 ,对集体活动的积极性一般 ,有一定的组织能力
{9 ,10 ,11 ,12 ,
17 ,22 ,25 ,32}
各方面表现都比较一般 ,属于班上的中游分子
{13 ,27} 各方面表现都很优秀 ,是班级乃至学校的佼佼者
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号量的值。
参数 cmd 所能指定的操作 : IPC - STAT 获取信号
量信息 ,信息由 arg. buf 返回 ; IPC - SET 设置信号量信
息 ,待设置信息保存在 arg. buf 中 (在 manpage 中给出
了可以设置哪些信息) ; GETALL 返回所有信号量的
值 ,结果保存在 arg. array 中 ,参数 sennum 被忽略 ;
GETNCN T 返回等待 semnum 所代表信号量的值增加
的进程数 ,相当于目前有多少进程在等待 semnum 代
表的信号量所代表的共享资源 ; GETPID 返回最后一
个对 semnum 所代表信号量执行 semop 操作的进程
ID ; GETVAL 返回 semnum 所代表信号量的值 ; GET2
ZCN T 返回等待 semnum 所代表信号量的值变成 0 的
进程数 ; SETALL 通过 arg. array 更新所有信号量的
值 ;同时更新与本信号集相关的 semid - ds 结构的
sem - ctime 成员 ;SETVAL 设置 semnum 所代表信号量
的值为 arg. val ;调用返回 :调用失败返回 - 1 ,成功返
回与 cmd 相关。
2 　结 　论
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