We address the problem of diffusion through dynamic Ising network structures using random walkers ͑RWs͒ whose net displacements are partitioned into two contributions, arising from ͑1͒ transport through neighboring "conducting" clusters and ͑2͒ self-diffusion of the site on which the RW finds itself, respectively. At finite temperatures, the conducting clusters in the network exhibit correlated dynamic behavior, making our model system different to most prior published work, which has largely been at the random percolation limit. We also present a novel heuristic scaling analysis for this system that utilizes a new scaling exponent z for representing RW trapping time as a function of "distance" from the dynamic percolation transition. Simulation results in two-dimensional networks show that when z = 2, a value found from independent physical arguments, our scaling equations appear to capture universal behavior in the system, at both the random percolation ͑infinite temperature͒ and finite temperature conditions studied. This study suggests that the model and the scaling approach given here should prove useful for studying transport in physical systems showing dynamic disorder.
I. INTRODUCTION
The analysis of diffusion through disordered structures is a problem of continuing interest to many areas of science and engineering. 1 Many of the most successful theories in the field have used percolation concepts, and applications have been made to a variety of problems, including analyzing ionic conduction in polymers, [2] [3] [4] electron-hole recombination in amorphous semiconductors, 5 polymer gelation, 6 turbulent diffusion, 7 the efficacy of corrosion-resistant metalorganic coatings, 8 and even forest fire propagation. 9 These studies have generally used classical static percolation ideas whereby diffusion is studied through a frozen ͑quenched͒ structure consisting of randomly distributed conducting sites surrounded by nonconducting host material. 10 Computer simulations usually employ particles called random walkers ͑RWs͒ that diffuse throughout the system by "hopping" from one conducting site to another. The rate of diffusion throughout the system depends upon the structure's fixed topological connectivity, as well as kinetic rules governing the RW hopping transition rates.
These types of theories have introduced many useful ideas to the field: critical exponents that govern the percolation transition, scaling ideas, and the notion of critical thresholds for the appearance of incipient spanning conducting clusters. 1 In the case of classical percolation theory, however, diffusion of the RWs is restricted to the conducting-site cluster in which the walker initially belongs. This implies that below the static percolation threshold, the mean square displacement of a walker in the system approaches a finite value, after some time, with the concomitant result that the conductivity becomes zero in the long-time limit. This is not the case, however, if the conducting structure is allowed to change its configuration over time. [11] [12] [13] [14] [15] This situation is often referred to as the dynamic or stirred percolation problem and is the focus of the present work. A practical example of a relevant problem is the analysis of electrical conduction in dynamic supercritical fluid microemulsion. [16] [17] [18] [19] [20] Conductivity measurements in such systems reveal the onset of sudden conductivity increases when increasing either the density of conducting microemulsion droplets or the system temperature above certain thresholds, different to the static percolation threshold values. 20 In dynamic networks most prior published work has looked at the random percolation limit where conducting-site dynamical behavior is uncorrelated. In this work the conducting networks studied can show correlated dynamic behavior. This is likely the situation in many physical systems of interest ͑e.g., conductivity in microemulsion mixtures͒, but we add that our model is representative of the random percolation limit at infinite temperatures.
Some seminal work by Binder and co-workers 11, 21 used simulations to analyze the innate properties of dynamical structures in a phase separating Ising model system. 22 They argued that the time-dependent percolation transition observed belonged to the same universality class as that of uncorrelated random percolation 23 but they did not study diffusion throughout these structures as is presented here. Simulations have also been used to model the formation of porous structures by spinodal decomposition, 24 and the problem of network growth in disordered media has received attention, often with the well-known diffusion-limited aggregation ͑DLA͒ model, 25, 26 classical 2D random percolation. 27 Effective medium theory, notwithstanding the limitations of mean-field approaches, 28 has also been used to analyze conductivity complex fluids, as in a recent work analyzing the insulator-conductor transition in a 2D model microemulsion system. Those results showed good qualitative agreement in predicting the phase diagram of an ionic microemulsion model system. 29 In this paper we focus upon transport through an Ising model system showing correlated dynamical behavior since, as mentioned, this type of problem has received much less attention in the literature than the static disorder problem. We refer to such correlated dynamic systems as labile networks since the network presents a continually changing topological landscape to the RWs diffusing through it. The magnitudes of correlations throughout the network depend on the temperature. In the following sections we discuss the simulation model details as well as scaling ideas for analyzing the transport behavior observed.
II. COMPUTATIONAL REALIZATION OF THE NETWORK STRUCTURE
We simulated dynamic network structures using kinetic Monte Carlo computer simulations on Ising lattice models 30, 31 consistent with Kawasaki dynamics ͑i.e., at constant conducting-site densities͒. 22, 30, 32, 33 At any point during the simulations, conducting-site pathways ͑with overall site density denoted by ͒ are taken to be given by the network of up spins, using the Ising terminology, with the nonconducting sites represented by the down spins. The thermodynamic properties of this system are well established in terms of the reduced Ising lattice temperature T / T c , where T is the system temperature. In two dimensions, for example, the system's critical temperature is T c = ⌫ / 0.44k B , where k B is Boltzmann's constant and ⌫ is the spin ͑site͒-spin ͑site͒ coupling parameter. 34, 35 For illustrative purposes we present in Fig. 1 a schematic showing "typical" evolving 2D network configurations at successive points in time, measured in terms of Monte Carlo lattice sweeps ͑MCS͒, 30 starting from an initial random configuration to the configuration after 1 MCS and followed by the configuration after 200 MCS.
Given a lattice of size L ϫ L we pre-equilibrate the system by doing a number of Monte Carlo steps ͑MCS͒, where a MCS consists of a complete sweep of spin exchanges, i.e., L 2 updates. In addition to the usual Ising parameters, another feature of our simulation model is the ability to update only a fraction of the conducting sites during any step of the simulation.
After pre-equilibration we perform the diffusion simulations as follows: a RW is placed on a randomly selected conducting site and one of its neighboring sites selected randomly. If the selected site is a conducting site, the RW moves to it; otherwise the RW remains fixed at its current position. The number of RW steps attempted between consecutive structure updates is defined by the symbol n w and the fraction of conducting sites updated per lattice sweep by q. Thus, the number of conducting sites that are updated each lattice sweep is N R = qL 2 . Furthermore, we define characteristic time constants for the RW and structure evolution dynamics by variables w and T R , respectively. It follows in straightforward fashion that T R ϳ q −1 and w ϳ n w −1 with n w normalized to the value of 1. Therefore, T R ͑q͒ represents the relative time scales of structure and RW dynamics.
We also partition the RW walker displacement into two contributions: ͑1͒ those that arise from self-diffusion on a site on which it may be resident and ͑2͒ displacements that take place purely because of its hopping to neighboring sites. It turns out that these respective transport mechanisms contribute unique characteristics to the diffusion trajectory of the RWs as we subsequently discuss.
III. SIMULATION RESULTS
At a given temperature and overall conducting-site density, the structure's dynamic percolation transition occurs at a unique time ͑MCS͒ and concentration. It was incumbent upon us to find this point first and we did this following the approach described by Lironis et al. 21 who used the finitesize scaling equation
where P ϱ is the probability of finding a spanning conducting cluster in a system of size L and ␤, are the standard static percolation scaling exponents, with ␦ ϵ − c , where c is the transition concentration. A set of finite-size scaling results for T =2T c is shown in Fig. 2 , where the intersection of the various finite-size curves gives a value for c the dynamic percolation concentration at each time shown for the system configuration after preequilibration for 1 and 200 MCS, respectively. We repeated similar calculations for other times, thereby establishing a dynamic percolation phase boundary at the given temperature. These results are presented in Fig. 3 and show that the time to transition increases sharply with a decrease in as might be expected from intuitive considerations. There also appears to be a threshold concentration at this temperature below which the structure does not show a spanning cluster
Given these results we then simulated diffusion in networks at different values of temperature and starting with a system at the random percolation limit, the results of which are presented in Fig. 4 . In Fig. 4͑a͒ we show the overall RW mean square displacement with the respective component part transport contributions shown in Fig. 4͑b͒ ͑self-diffusion͒ and Fig. 4͑c͒ ͑neighbor hopping͒. Quite distinctive behavior is observed in these results. The self-diffusion contribution follows a regular diffusion behavior, while the neighbor hopping and overall trajectories show three distinctive modalities: short, intermediate, and asymptotically long times. At short times we observe an increase in diffusion that quickly leads to a plateau region, during which a time significant diffusion slow down occurs. Here the RW is trapped within its initial cluster while at long times the system seems to approach a quasiequilibrium state in which we find a regular diffusion behavior, i.e.,
with ␣ = 1. We observed similar qualitative features in finite temperature simulations. These results were all suggestive of systems in which scaling ideas might play a useful role in collapsing the simulation data into a universal curve. We now discuss this and evaluate a scaling hypothesis with extensive simulation data, in both uncorrelated as well as correlated network structures.
A. Numerical results and scaling with Յ c
Fixed temperature T, rearrangement time T R "q…
We first analyze the system behavior at fixed T and T R ͑q͒. For the most interesting case involving the slow network rearrangement regime, we expect the plateau height at short times to be constant and given by 1,10
We define a plateau crossover time t x to be the time for the trapped RW to leave the original cluster by either splitting off or hopping to another new cluster that it comes into contact with. We propose a scaling relation between the crossover time and the "distance" from the percolation threshold given by the relation
with z as a new scaling exponent. Above t x , at long times we expect regular diffusion so that
A scaling ansatz 36, 37 that incorporates these results is given by
with the scaling function T͑x͒ defined such that the mean square displacement approaches a plateau at the short time limit T͑x͒ϳx −1 when x → 0 and the mean square displacement approaches regular diffusion at the long-time limit 
FIG. 4.
The three diffusion mechanisms taken at rearrangement time T R =1e − 4 in random percolation limit, T = ϱ. ͑a͒ Overall mean square displacement. ͑b͒ Self-diffusion contribution to the overall mean square. ͑c͒ Percolation ͑neighbor hopping͒ contribution to the overall mean square displacement.
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T͑x͒ → const when x → ϱ and s ϵ 2 − ␤. Here the scaling relation does not hold for the time below ͉ c − ͉ ␤−2− , which is the crossover time from subdiffusion to the plateau region. 36 This form of the scaling function ensures that the height of the plateau is independent of t and gives
Note that it has been argued elsewhere that in slow dynamic percolation systems s =2 − ␤, so the exponent z defined here represents a deviation from this viewpoint. 36 
Fixed temperature T, varying rearrangement time T R "q…
For systems with varying rearrangement times, we postulate that the cross over time is inversely proportional to the system rearrangement time T R as follows:
and that at the long-time limit, the mean square displacement also scales inversely with T R since the slower the rearrangement time ͑i.e., longer T R ͒, the smaller we would expect the mean square displacement to be. Thus
with ␣ and ␤ exponents to be found from the following arguments.
Following the approach used in the previous section, we obtain
͑10͒
At the plateau, the cluster height is again considered independent of both t and q, which is the case if the scaling function F͑x͒ϳx −1 for ␣ ϳ 1 and ␣ = ␤ . In the slow rearrangement regime, we have that ␣ = ␤ = 1. Combining both of these results, for the case when both and T R ͑q͒ can vary, leads to the scaling result
we thus arrive at a complete scaling function explicitly written as follows:
͑13͒
The question arises as how to find the exponent z ? The simplest way would be to find it from simulation results for RW displacement with time at various values of c − and fit these results to the scaling function shown in Eq. ͑13͒. However, the manner in which we have partitioned the contributions to the RW displacement into self-diffusion and nearest neighbor hopping terms leads to an analytically elegant way of estimating z . The partitioning of RW displacement into self-diffusion and nearest neighbor hopping mechanisms leads us to interpret t x ͑the plateau-spent time for hopping dynamics͒ as the time that the walker takes to reach a neighboring conducting cluster by self-diffusion through "open" sites in the lattice. We take the average distance between these neighboring clusters d s as being proportional to ͑ c − ͒, a result inferred from the computational results of Burganos 38 who estimated mean pore lengths in random porous media. Note that in the limit → c we have that d s → 0 since a spanning cluster will now exist, which is a correct boundary condition. From these considerations it immediately follows from the fundamental self-diffusion equation that
i.e., z = 2.
We now use simulations to evaluate these ideas including the just-derived result for approximating the exponent z . In Figs. 5 and 6 we present extensive simulation data for the overall and neighbor hopping ͑percolation͒ displacements at various values of and T R ͑q͒, at the random percolation limit, scaled with Eq. ͑13͒ using z =0 ͑no crossover time dependence on conducting-site density͒. We observe that while the collapse of the data for the overall data is quite good, it is not so for the percolation component. This must mean that the self-diffusion transport component improves the accord with simple ͑i.e., z =0͒ scaling for the overall transport by helping to dampen the effects of the structure. This smearing effect of the self-diffusion on the relevance of 
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Chen, Shapir, and Chimowitz J. Chem. Phys. 129, 024701 ͑2008͒ structure dynamics makes sense in that the self-diffusion contribution allows the RW to move even in the absence of favorable nearest neighbor conducting cluster pathways. This viewpoint is reinforced by the results shown in Fig. 7 , where the exponent value z = 2 was used for the percolation component and significantly improves its scaling behavior while not doing so for the overall behavior as shown in Fig. 8 . In Fig. 9 we show scaling results at finite temperature for the percolation transport contribution using z = 2. The collapse of the data is very evident, representing, to this point at least, a satisfying validation of the scaling postulates given earlier that led to Eqs. ͑13͒ and ͑14͒. One could fit z to these simulation results in an attempt to numerically optimize its values, but doing this yielded very little improvement over the value z = 2 given earlier from physical arguments.
IV. CONCLUSIONS
We described a novel computational model for studying the problem of diffusion through network structures exhibiting dynamic disorder using the Ising model paradigm to generate dynamic network structures. Both uncorrelated networks at the random dynamic percolation limit ͑T → ϱ͒ as well as systems at finite T were investigated. In addition to the computational model, we provided a scaling analysis leading to new scaling equations involving a nontrivial scaling exponent z . This exponent represents the dependence of crossover diffusion times in the network on conducting-site density and we assigned it a value equal to 2 based on the deconvolution of the diffusion process into terms that represent nearest neighbor ͑percolation͒ hopping and selfdiffusion of the RW itself.
Our simulations showed diffusive behavior with three distinctive regimes: short, intermediate, and asymptotically long-time transport regions. Furthermore, in 2D network simulations our scaling hypothesis reduced the data to a universal form and the percolation transport component was significantly better accounted for with the exponent value z = 2. At the random percolation limit, our results were consistent with the only other published simulation results that we are aware of in a similar system. This study suggests that the computational model and scaling concepts presented should prove useful for studying diffusion in practically significant systems exhibiting dynamic disorder. These would include supercritical microemulsions and proton transport through hydrated porous polymeric membranes, problems we are now intending to address. 
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