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Abstract
The Hawkes process is a simple point process that has long memory, clustering
effect, self-exciting property and is in general non-Markovian. The future evolution
of a self-exciting point process is influenced by the timing of the past events. There
are applications in finance, neuroscience, genome analysis, seismology, sociology,
criminology and many other fields. We first survey the known results about the
theory and applications of both linear and nonlinear Hawkes processes. Then, we
obtain the central limit theorem and process-level, i.e. level-3 large deviations for
nonlinear Hawkes processes. The level-1 large deviation principle holds as a result
of the contraction principle. We also provide an alternative variational formula for
the rate function of the level-1 large deviations in the Markovian case. Next, we
drop the usual assumptions on the nonlinear Hawkes process and categorize it into
different regimes, i.e. sublinear, sub-critical, critical, super-critical and explosive
regimes. We show the different time asymptotics in different regimes and obtain
other properties as well. Finally, we study the limit theorems of linear Hawkes
processes with random marks.
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Introduction
This thesis is about the nonlinear Hawkes process, a simple point processes,
that has long memory, the clustering effect, the self-exciting property and is in
general non-Markovian. The future evolution of a self-exciting point process is
influenced by the timing of the past events. There are applications in finance,
neuroscience, genome analysis, sociology, criminology, seismology, and many other
fields.
Chapter 1 includes the introduction of the model and the survey of the results
already known in the literature about Hawkes processes. That includes the stability
results, limit theorems, power spectra of linear Hawkes processes and stability
results of nonlinear Hawkes processes.
Chapter 2 is about the functional central limit theorem of nonlinear Hawkes
processes. A Strassen’s invariance holds under the same assumptions. The work
in Chapter 2 is based on Zhu [114].
Chapter 3 is dedicated to the process-level large deviations, i.e. level-3 large
deviations, of the nonlinear Hawkes processes. The proofs consist of the proofs of
the lower bound, the upper bound and the superexponential estimates. The level-1
large deviation principle is derived as a result of the contraction principle. This
chapter is based on Zhu [113].
Chapter 4 is dedicated to the study of level-1 large deviation principle for
nonlinear Hawkes processes when the exciting functions are exponential or sums
of exponentials. It is based on the observation that when the exciting functions are
exponential or sums of exponentials, the process is Markovian and a combination of
Feynman-Kac formula for the upper bound of large deviations of Markov processes
and tilting of the intensity function of Hawkes processes for the lower bound will
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establish a level-1 large deviation principle with the rate function expressed in
terms of some variational formula. This chapter is based on Zhu [112].
Chapter 5 is about the asymptotics for nonlinear Hawkes processes. In this
chapter, we drop the usual assumptions on nonlinear Hawkes processes, and study
the phase transitions in different regimes. We categorize nonlinear Hawkes pro-
cesses into the following regimes: sublinear regime, sub-critical regime, critical
regime, super-critical regime and explosive regime. Different time asymptotics
and various properties are obtained in different regimes. This chapter is based on
Zhu [117].
Chapter 6 is about the limit theorems for linear Hawkes processes with random
marks. The Central limit theorem and the large deviation principle are derived.
We end this chapter with a simple application to a risk model. This is based on
the joint work with my colleague Dmytro Karabash, see [62].
During my time as a PhD student at Courant Institute, I have the joy to work
on some other problems either by myself or with my colleagues. For example, I
studied the large deviations of self-correcting point processes with Sanchayan Sen,
see [100] and also did some work on biased random walks on Galton-Watson trees
without leaves with Behzad Mehrdad and Sanchayan Sen, see [75]. But since they
are not closely related to the topics of my thesis, I do not include them here.
2
Chapter 1
Hawkes Processes
1.1 Introduction
Hawkes process is a self-exciting simple point process first introduced by Hawkes
[51]. The future evolution of a self-exciting point process is influenced by the timing
of past events. The process is non-Markovian except for some very special cases.
In other words, Hawkes process depends on the entire past history and has a long
memory. Hawkes process has wide applications in neuroscience, see e.g. Johnson
[59], Chornoboy et al. [25], Pernice et al. [93], Pernice et al. [94], Reynaud et al.
[98]; seismology, see e.g. Hawkes and Adamopoulos [53], Ogata [87], Ogata [88],
Ogata et al. [90]; genome analysis, see e.g. Gusto and Schbath [46], Reynaud-
Bouret and Schbath [96]; psycology, see e.g. Halpin and De Boeck [48]; spread of
infectious disease, see e.g. Meyer et al. [76]; finance, see e.g. Bauwens and Hautsch
[7], Bowsher [13], Hewlett [56], Large [67], Cartea et al. [22], Chavez-Demoulin et
al. [23], Errais et al. [36]. Embrechts et al. [35], Muni Toke and Pomponio [83],
Bacry et al. [3], [4], [1]; and in many other fields.
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Let N be a simple point process on R and F−∞t := σ(N(C), C ∈ B(R), C ⊂
(−∞, t]) be an increasing family of σ-algebras. Any nonnegative F−∞t -progressively
measurable process λt with
(1.1) E
[
N(a, b]|F−∞a
]
= E
[∫ b
a
λsds
∣∣F−∞a ] ,
a.s. for all intervals (a, b] is called the F−∞t -intensity of N . We use the notation
Nt := N(0, t] to denote the number of points in the interval (0, t].
A nonlinear Hawkes process is a simple point process N admitting an F−∞t -
intensity
(1.2) λt := λ
(∫ t
−∞
h(t− s)N(ds)
)
,
where λ(·) : R+ → R+ is locally integrable and left continuous, h(·) : R+ → R+.
We always assume that ‖h‖L1 =
∫∞
0
h(t)dt < ∞ unless otherwise specified. Here∫ t
−∞ h(t − s)N(ds) stands for
∫
(−∞,t) h(t − s)N(ds), which is important for F−∞t -
predictability. The local integrability assumption of λ(·) is to avoid explosion
and the left continuity assumption of λ(·) is to ensure that the process is F−∞t -
predictable.
In the literature, h(·) and λ(·) are usually referred to as exciting function and
rate function respectively.
A Hawkes process is said to be linear if λ(·) is linear and it is nonlinear other-
wise. For a linear Hawkes process, we can assume that the intensity is
(1.3) λt := ν +
∫
(−∞,t)
h(t− s)N(ds).
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In this thesis, unless otherwise specified, we assume the following.
• λ(·) : R+ → R+ is continuous and non-decreasing.
• h(·) : R+ → R+ is continuous and non-increasing.
• N(−∞, 0] = 0, i.e. the Hawkes process has empty past history.
Throughout, we define Zt as Zt :=
∫ t
0
h(t− s)N(ds). Thus, λt = λ(Zt).
The first assumption says that the occurence of the past and present events have
positive impact on the occurence of the future events. The second assumption says
that as time evolves, the impact of the past events is decreasing. For most of the
results in this paper, these two assumptions may not be necessary. We nevertheless
make them to avoid some technical difficulties.
If one looks at (1.2), it is clear that if you witness some events occuring, λt
increases since λ(·) is increasing and you would expect even more events occuring.
This is called the self-exciting property. Because of this, you would expect to see
some clustering effects.
Figure 1.1 shows the histograms of a Hawkes process and a usual Poisson pro-
cess. A Poisson process is stationary with independent increments. On the con-
trary, the Hawkes process has dependent increments and has clustering effects. As
a result, in the picture, the Poisson process is more or less flat whilst the Hawkes
process has peaks when it gets “excited” and has valleys when it “cools down”.
Figure 1.2 shows the plot of the intensity λt of a Hawkes process. Unlike the
usual Poisson process for which the intensity is a positive constant, the intensity of
Hawkes process increases when you witness arrivals of points and it decays when
there are no arrivals of points.
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The self-exciting and clutstering properties of the Hawkes process make it ideal
to characterize the correlations in some complex systems, including the default
clustering effect in finance.
One generalization of classical linear Hawkes process is the so-called multivari-
ate Hawkes process. We will define the multivariate Hawkes process and discuss
some basic results in Section 1.6 of Chapter 1. The multivariate Hawkes process
has been well studied in the literature and we would like to point out that if you
have the result for the univariate Hawkes process, mathematically, it is not too
difficult to generalize your result to multivariate Hawkes process.
Unlike the univariate Hawkes process, which only has the self-exciting property,
the multivariate Hawkes process also has the mutually-exciting property. In the
context of industry, consider that you have a large portfolio of companies, then the
failure of one company can have impact on the performance of other companies.
In other words, multivariate Hawkes process captures the cross-sectional clustering
effect. That is why in most applications of Hawkes processes in finance, people
usually consider multivariate Hawkes processes. We will review some basic results
about multivariate linear Hawkes process in Chapter 1.
Another possible generalization to Hawkes process is the marked Hawkes pro-
cess, i.e. Hawkes process with random marks. Just like univariate Hawkes process
vesus multivariate Hawkes process, if you have the results in unmarked Hawkes
process, usually it can be generalized to marked Hawkes process without much
difficulty. For instance, the large deviations for linear Hawkes process is proved
in Bordenave and Torrisi [11] and the large deviations for linear marked Hawkes
process is then proved in Karabash and Zhu [62]. We will discuss the details of
limit theorems of linear marked Hawkes process in Chapter 6.
6
Most of the literature on Hawkes processes studies only the linear case, which
has an immigration-birth representation (see Hawkes and Oakes [54]). The stabil-
ity, law of large numbers, central limit theorem, large deviations, Bartlett spectrum
etc. have all been studied and understood very well. Almost all of the applications
of Hawkes processes in the literature consider exclusively the linear case. Daley
and Vere-Jones [27] and Liniger [71] provide nice surveys about the theory and
applications of Hawkes processes.
One special case of the Hawkes process is when the exciting function h(·) is
exponential. In this case, the Hawkes process is a continuous time Markov process.
If λ(·) is linear, the process is a special case of affine jump-diffusion process and
is analytically tractable. This special case was for example studied in Oakes [85]
and Errais et al. [36].
Because of the lack of computational tractability and immigration-birth repre-
sentation, nonlinear Hawkes process is much less studied. However, some efforts
have already been made in this direction. For instance, see Bre´maud and Mas-
soulie´ [14] for stability results, and Bremaud et al. [15] for the rate of convergence
to stationarity. Karabash [63] recently proved the stability results for a wider class
of nonlinear Hawkes processes.
As to the limit theorems, Bacry et al. [2] proved the central limit theorem for
linear Hawkes process and Bordenave and Torrisi [11] proved the large deviation
principle for linear Hawkes process.
For nonlinear Hawkes process, there is no explicit expression for the variance
in the central limit theorem or the rate function for the large deviation principle.
The method is more abstract and much more involved. Zhu [114] proved a cen-
tral limit theorem for ergodic nonlinear Hawkes processes. Zhu [112] studied the
7
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Figure 1.1: This is a comparison of a Hawkes process with a Poisson process. The
figure on the left shows the histogram of a Hawkes process with h(t) = 1
(t+1)2
and
λ(z) = 1 + 9
10
z and the figure on the right the histogram of a Poisson process with
constant intensity λ ≡ 3
2
. In the figure, each column represents the number of
points that arrived in that unit time subinterval.
large deviations in the Markovian case, i.e. when h(·) is exponential or sum of
exponentials. And Zhu [113] proved the large deviation principle for more general
nonlinear Hawkes processes at the process-level, i.e. level-3.
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Figure 1.2: Plot of intensity λt for a realization of Hawkes process. Here h(t) =
1
(t+1)2
and λ(z) = 1 + 0.9z.
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1.2 Applications of Hawkes Processes
1.2.1 Applications in Finance
The applications of Hawkes processes in finance include market orders mod-
elling, see e.g. Bauwens and Hautsch [7], Bowsher [13], Hewlett [56], Large [67] and
Cartea et al. [22]; value-at-risk, see e.g. Chavez-Demoulin et al. [23]; and credit
risk, see e.g. Errais et al. [36]. Embrechts et al. [35] applied Hawkes processes to
model the financial data. Muni Toke and Pomponio [83] applied Hawkes processes
to model the trade-through. Bacry et al. [3] used Hawkes processes to reproduce
empirically microstructure noise and discussed the Epps effect and lead-lag. The
self-exciting and clustering properties of Hawkes processes are especially appealing
in financial applications.
Currently, most of the applications of Hawkes process in the finance literature
are about market orders modelling, see e.g. Bauwens and Hautsch [7], Bowsher
[13] and Large [67].
Recently, Chavez-Demoulin and McGill [24] used Hawkes processes to study
the extremal returns in high-frequency trading. The Hawkes process captures
the volatility clustering behavior of the intraday extremal returns. and provides
a suitable estimation of high-quantile based risk measures (e.g. VaR, ES) for
financial time series.
Filimonov and Sornette [39] used Hawkes process to model market events, with
the aim of quantifying precisely endogeneity and exogeneity in market activity. By
using Hawkes process, Filimonov and Sornette [39] analyzed E-mini S&P futures
contract over the period 1998-2010 and discovered that the degree of self-reflexivity
has increased steadily in the last decade, an effect they attribute to the increased
9
deployment of high-frequency and algorithmic trading. When they calibrated over
much shorter time intervals (10 minutes), the Hawkes process analysis is found to
detect precursors of the flash-crash that happened on May 6th, 2010. An early
detection can benefit market regulators.
Very recently, Hardiman et al. [50] used (linear) Hawkes process to model the
arrival of mid-price changes in the E-Mini S&P futures contract. Using several
estimation methods, they found that the exciting function h(·) has a power-law
decay and ‖h‖L1 is close to 1. They pointed out that markets are and have always
been close to criticality, challenging the studies of Filimonov and Sornette [39]
which indicates that self-reflexivity (endogeneity) has increased in recent years as
a result of increased automation of trading.
Egami et al. [33] studied the credit default swap (CDS) markets in both Japan
and U.S. They made a dynamic analysis of the bid-ask spreads in both countries,
which surged dramatically during the 2008-2009 financial crisis and they used the
Hawkes process to predict the bid-ask spreads.
As pointed out in Errais et al. [36], “The collapse of Lehman Brothers brought
the financial system to the brink of a breakdown. The dramatic repercussions point
to the exisence of feedback phenomena that are channeled through the complex
web of informational and contractual relationships in the economy... This and
related episodes motivate the design of models of correlated default timing that
incorporate the feedback phenomena that plague credit markets.” According to
Peng and Kou [92], “We need better models to incorporate the default clustering
effect, i.e., one default event tends to trigger more default events both across
time and cross-sectionally.” The Hawkes process provides a model to characterize
default events across time and if one uses a multivariate Hawkes process, that
10
would describe the cross-sectional clustering effect as well.
Hawkes processes have been proposed as models for the arrival of company
defaults in a bond portfolio, starting with the papers Giesecke and Tomecek [42]
and Giesecke et al. [41]. It is not hard to see that when the exciting function h(·) is
exponential, the linear Hawkes processes are affine jump-diffusion processes, see for
instance Errais et al. [36]. With the help of the theory of affine jump-diffusions, one
can then analyze price processes related to certain credit derivatives analytically.
1.2.2 Applications in Sociology
The Hawkes process has also been applied to the study of social interactions.
Crane and Sornette [26] analysed the viewing of YouTube videos as an example of a
nonlinear social system. They identified peaks in the time series of viewing figures
for around half a million videos and studied the subsequent decay of the peak to
a background viewing level. In Crane and Sornette [26], the Hawkes process was
proposed as a model of the video-watching dynamics, and a plausible link made to
the social interactions that create strong correlations between the viewing actions
of different people. Individual viewing is not random but influenced by various
channels of communication about what to watch next. Mitchell and Cates [77]
used computer simulation to test the the claims in Crane and Sornette [26] that
robust identification is possible for classes of dynamic response following activity
bursts. They also pointed out some limitations of the analysis based on the Hawkes
process.
In sociology, Hawkes process has also been used by Blundell et al. [10] to
study the reciprocating relationships. Reciprocity is a common social norm, where
one person’s actions towards another increases the probability of the same type of
11
action being returned, e.g., if Bob emails Alice, it increases the probability that
Alice will email Bob in the near future. The mutually-exciting processes, e.g.
multivariate Hawkes processes, are able to capture the causal nature of reciprocal
interactions.
1.2.3 Applications in Seismology
Ogata [87] used a particular case of the Hawkes process to predict earthquakes
and the Hawkes process appears to be superior to other models by residual analysis.
The specific model used by Ogata [87] is now known as ETAS (Epidemic Type
Aftershock-Sequences) model. The discussions of ETAS model can be found in
Daley and Vere-Jones [27].
1.2.4 Applications in Genome Analysis
Gusto and Schbath [46] used the Hawkes process to model the occurences along
the genome and studied how the occurences of a given process along a genome,
genes or motifs for instance, may be influenced by the occurrences of a second
process. More precisely, the aim is to detect avoided and/or favored distances
between two motifs, for instance, suggesting possible interactions at a molecular
level. The statistical method proposed by Gusto and Schbath [46] is useful for
functional motif detection or to improve knowledge of some biological mechanisms.
Reynaud-Bouret and Schbath [96] provided a new method for the detection of
either favored or avoided distances between genomic events along DNA sequences.
These events are modeled by the Hawkes process. The biological problem is actu-
ally complex enough to need a non-asymptotic penalized model selection approach
and Reynaud-Bouret and Schbath [96] provided a theoretical penalty that satisfies
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an oracle inequality even for quite complex families of models.
1.2.5 Applications in Neuroscience
Chornoboy et al. [25] used the Hawkes process to detect and model the func-
tional relationships between the neurons. The estimates are based on the maximum
likelihood principle.
In most neural systems, neurons communicate via sequences of action poten-
tials. Johnson [59] used various point processes, including Poisson process, renewal
process and the Hawkes process and showed that neural discharges patterns convey
time-varying information intermingled with the neuron’s response characteristics.
By applying information theory and estimation theory to point processes, Johnson
[59] described the fundamental limits on how well information can be extracted
from neural discharges.
More recently, Pernice et al. [93] and Pernice et al. [94] have used Hawkes
process to model the spike train dynamics in the studies of neuronal networks.
As pointed out in Pernice et al. [93], “Hawkes’ point process theory allows the
treatment of correlations on the level of spike trains as well as the understanding
of the relation of complex connectivity patterns to the statistics of pairwise cor-
relations.” Reynaud et al. [98] proposed new non-parametric adaptive estimation
methods and adapted other recent similar results to the setting of spike trains anal-
ysis in neuroscience. They tested homogeneuous Poisson process, inhomogeneous
Poisson process and the Hawkes process. A complete analysis was performed on
single unit activity recorded on a monkey during a sensory-motor task. Reynaud
et al. [98] showed that the homogeneous Poisson process hypothesis is always re-
jected and that the inhomogeneous Poisson process hypothesis is rarely accepted.
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The Hawkes model seems to fit most of the data.
The application of the Hawkes process in neuroscience has also been mentioned
in Bre´maud and Massoulie´ [14].
1.2.6 Applications in Criminology
Hawkes processes have also been used in criminology. Violence among gangs
exhibits retaliatory behavior, i.e. given that an event has happened between two
gangs, the likelihood that another event will happen shortly afterwards is increased.
A problem like this can be modeled naturally by a self-exciting point process.
Mohler et al. [78] and Egesdal et al. [34] have successfully modeled the pairwise
gang violence as a Hawkes process. As pointed out in Hegemann et al. [55], in
real-life situations, data is incomplete and law-enforcement agencies may not know
which gang is involved. However, even when gang activity is highly stochastic, lo-
calized excitations in parts of the known dataset can help identify gangs responsible
for unsolved crimes. The works before Hegemann et al. [55] incorporated the ob-
served clustering in time of the data to identify gangs responsible for unsolved
crimes by assuming that the parameters of the model are known, when in reality
they have to be estimated from the data itself. Hegemann et al. [55] proposed an
iterative method that simultaneously estimates the parameters in the underlying
point process and assigns weights to the unknown events with a directly calculable
score function.
Hawkes processses have also been used in the studies of terrorist activities. For
example, Porter and White [95] used Hawkes process to examine the daily number
of terrorist attacks in Indonesia from 1994 through 2007. Their model explains the
self-exciting nature of the terrorist activities. It estimates the probability of future
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attacks as a function of the times since the past attacks.
Lewis et al. [69] used Hawkes process to model the temporal dynamics of
violence and civilian deaths in Iraq.
1.3 Related Models
There are other generalizations or variations of the Hawkes processes in the
literature. For example, Bormetti et al. [12] introduced a one factor model where
both the factor and the idiosyncratic jump components are described by a Hawkes
process. Their model is a better candidate than classical Poisson or Hawkes models
to describe the dynamics of jumps in a multi-asset framework. Another example
is a multivariate Hawkes process with constraints on its conditional density intro-
duced by Zheng et al. [111]. Their study is mainly motivated by the stochastic
modelling of a limit order book for high frequency financial data analysis. Dassios
and Zhao [28] proposed a dynamic contagion process. It is basically a combination
of a marked Hawkes process with exponential exciting function and an external
shot noise process. Their model is Markovian. They also applied their model to
insurance, see e.g. Dassios and Zhao [29].
In [116], Zhu incorporated Hawkes jumps into the classical Cox-Ingersoll-Ross
model and obtained limit theorems and various other properties.
In seismology, Wang et al. [104] proposed a new model, i.e. the Markov-
modulated Hawkes process with stepwise decay (MMHPSD), to investigate the
variation in seismicity rate during a series of earthquakes sequence including mul-
tiple main shocks. The MMHPSD is a self-exciting process which switches among
different states, in each of which the process has distinguishable background seis-
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micity and decay rates. Stress release models are often used in seismology. In
Bre´maud and Foss [17], they created a new earthquake model combining the clas-
sical stress release model for primary shocks with the Hawkes model for aftershocks
and studied the ergodicity of this new model.
In addition to the classical Hawkes process, one can also study the spatial
Hawkes process, see e.g. Møller and Torrisi [81], Møller and Torrisi [82], Bordenave
and Torrisi [11]. In addition, the space-time Hawkes process has been used, see
e.g. Musmeci and Vere-Jones [84] and Ogata [88].
1.4 Linear Hawkes Processes
In this section, let us review some known results about linear Hawkes process.
Unlike the nonlinear Hawkes process, the linear Hawkes process has been very well
studied in the literature. Hawkes and Oakes [54] introduced an immigration-birth
representation of the linear Hawkes process, which can be viewed as a special case
of the Poisson cluster process. The stability results of the linear Hawkes process,
i.e. existence and uniqueness of a stationary linear Hawkes process have been sum-
marised in Chapter 12 of Daley and Vere-Jones [27]. The rate of convergence to
equilibrium has been stuided by Bre´maud et al. [15]. The second-order analysis,
i.e. the Bartlett spectrum etc. have been studied in Hawkes [51] and Hawkes [52].
Reynaud-Bouret and Roy [97] considered the linear Hawkes process as a special
case of Poisson cluster process and studied the non-asymptotic tail estimates of
the extinction time, the length of a cluster, and the number of points in an inter-
val. Reynaud-Bouret and Roy [97] also obtained some so-called non-asymptotic
ergodic theorems. The limit theorems have also been studied for linear Hawkes
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process. The central limit theorem was considered in Bacry et al. [2], the large
deviation principle was obtained in Bordenave and Torrisi [11], and very recently
the moderate deviation principle was proved in Zhu [115]. The simulations and
calibrations of linear Hawkes process have been studied in Ogata [89], Møller and
Rasmussen [80], [79], Vere-Jones [110], Ozaki [91] and many others.
1.4.1 Immigration-Birth Representation
Consider the linear Hawkes process N with empty history, i.e. N(−∞, 0] = 0
and intensity
(1.4) λt = ν +
∫ t
0
h(t− u)N(du), ν > 0,
where
∫∞
0
h(t)dt < 1. It is well known that it has the following immigration-birth
representation; see for example Hawkes and Oakes [54]. The immigrant arrives
according to a homogeneous Poisson process with constant rate ν. Each immigrant
reproduces children and the number of children has a Poisson distribution with
parameter ‖h‖L1 . Conditional on the number of the children of an immigrant,
the time that a child was born has probability density function h(t)‖h‖L1
. Each child
produces children according to the same laws, independent of other children. All
the immigrants produce children independently. Now, N(0, t] is the same as the
total number of immigrants and children in the time interval (0, t].
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1.4.2 Stability Results
Consider the linear Hawkes process N with empty history, i.e. N(−∞, 0] = 0
and intensity
(1.5) λt = ν +
∫ t
0
h(t− u)N(du),
where
∫∞
0
h(t)dt < 1. We review here the known results of existence and uniqueness
of a stationary version of the process. We follow the arguments of Chapter 12 of
Daley and Vere-Jones [27].
The existence of a stationary version of the process can be seen from the
immigration-birth representation of the linear Hawkes process. To show unique-
ness, let us do the following. Let N † be a stationary version with intensity
(1.6) λ†t = ν +
∫ t
−∞
h(t− u)N †(du),
and mean intensity µ := E[λ†t ] = ν1−‖h‖L1 . For both N and N
†, we consider the
shifted versions θsN and θsN
† that bring the origin back to zero. θsN † can be split
into two components, the one with the same structure as θsN , being generated from
the clusters initiated by immigrants arriving after time −s and the component N †−s
that counts the children of the immigrants that arrived before time −s. On R+,
the contribution from the latter form a Poisson process with intensity
(1.7) λ†−s(t) =
∫ −s
−∞
h(t− u)N †−s(du).
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For any T <∞,
P(N †−s(0, T ) > 0) = E
[
1− e−
∫ T
0 λ
†
−s(t)dt
]
(1.8)
≤ E
[∫ T
0
λ†−s(t)dt
]
≤ µT
∫ ∞
s
h(u)du→ 0,
as s → ∞. Let P and P† represent the probability measures corresponding to N
and N †. For any T > 0, we have
(1.9) ‖θ−sP − P†‖[0,T ] ≤ P(N †−s(0, T ) > 0)→ 0,
as s→∞, where ‖ · ‖ denotes the variation norm. This implies the weak conver-
gence and thus the weak asymptotic stationarity of N .
Under a stronger assumption
∫∞
0
th(t)dt < ∞, i.e. the mean time to the
appearance of a child is finite. Since the mean number of offspring is also finite
(because ‖h‖L1 < 1), the random time T from the appearance of an ancestor to
the last of its descendants has finite mean, i.e. E[T ] <∞. Thus, we have
(1.10) P(N †−s[0,∞) > 0) = 1− e−ν
∫∞
s P(T>u)du → 0,
as s → ∞ and ‖θ−sP − P†‖[0,∞] → 0 as s → ∞, which implies that the process
starting from empty history is strongly asymptotically stationary.
Bre´maud et al. [15] studied the rate of convergence to the equilibrium in a more
general setting, i.e. Hawkes process with random marks. Here, we only consider
the unmarked case. AssumeN(−∞, 0] = 0 and letN † denote the unique stationary
Hawkes process. The convergence in variation is seen via coupling, namely, N and
N † are constructed on the same space and there exists a finite random time T such
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that
(1.11) P(N(t,∞) = N †(t,∞) for all t ≥ T ) = 1.
In the exponential case, there exists some β > 0 such that
∫∞
0
eβth(t)dt = 1.
Let us define
(1.12) H(t) :=
ν
1− ‖h‖L1
∫ ∞
t
h(s)ds.
If eβtH(t) is directly Riemann integrable on R+, then for any
(1.13) K >
∫∞
0
eβtH(t)dt
β
∫∞
0
teβth(t)dt
,
there exists t0(K) such that P(T > t) ≤ Ke−βt for any t ≥ t0(K).
In the subexponential case, the distribution function G with density g(t) =
h(t)
‖h‖L1
is subexponential, in the sense that,
(1.14) lim
t→∞
1−G∗n(t)
1−G(t) = n, for any n ∈ N.
Further assume that
∫∞
0
th(t)dt <∞. Then, for any
(1.15) K >
ν‖h‖L1
(1− ‖h‖L1)2 ,
there exists some t0(K) such that for any t ≥ t0(K), we have
(1.16) P(T > t) ≤ K
∫ ∞
t
G(u)du,
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where G = 1−G.
1.4.3 Bartlett Spectrum for Linear Hawkes Processes
The methods of analysis for point processes by spectrum were introduced by
Bartlett [5] and [6]. We refer to Chapter 8 of Daley and Vere-Jones [27] for a
detailed discussion.
Let N be a second-order stationary point process on R. (For the definition
of second-order stationary point process, we refer to Daley and Vere-Jones [27].)
Define the set S as the space of functions of rapid decay, i.e. φ ∈ S if
(1.17)
∣∣∣∣dkφ(x)dxk
∣∣∣∣ ≤ C(k, r)(1 + |x|)r ,
for some constants C(k, r) <∞ and all positive integers r and k.
For bounded measurable φ with bounded support and also φ ∈ S, there exists
a measure Γ on B such that
(1.18) Var
(∫
R
φ(x)N(dx)
)
=
∫
R
|φˆ(ω)|Γ(dω),
where φˆ(ω) =
∫
R e
iωuφ(u)du is the Fourier transform of φ. Γ is refered to as the
Bartlett spectrum. We also have
(1.19) Cov
(∫
R
φ(x)N(dx),
∫
R
ψ(x)N(dx)
)
=
∫
R
φˆ(ω)ψˆ(ω)Γ(dω).
Hawkes [52] proved that for the linear stationary Hawkes process with
(1.20) λt = ν +
∫ t
−∞
h(t− s)N(ds),
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ν > 0 and ‖h‖L1 < 1, the Bartlett spectrum is given by
(1.21) Γ(dω) =
ν
2pi(1− ‖h‖L1)|1− hˆ(ω)|2
dω.
Moreover, if µ(τ) := E[dN(t + τ)dN(t)]/(dt)2 − µ2 is the covariance density,
where µ := ν
1−‖h‖L1
, then Hawkes [51] proved that µ(τ) = µ(−τ), τ > 0, satisfies
the equation
(1.22) µ(τ) = µh(τ) +
∫ τ
−∞
h(t− v)µ(v)dv.
Since µ(τ) = µ(−τ), we have
(1.23) µ(τ) = µh(τ) +
∫ ∞
0
h(τ + v)µ(v)dv +
∫ τ
0
h(τ − v)µ(v)dv, τ > 0.
In general, µ(τ) may not have an analytical form. However, when h(·) is exponen-
tial, say h(t) = αe−βt, Hawkes [51] showed that
(1.24) µ(τ) =
ναβ(2β − α)
2(β − α)2 e
−(β−α)τ , τ > 0.
The Bartlett spectrum analysis has later been generalized to marked linear
Hawkes processes and some more general models. We refer to Bre´maud and Mas-
soulie´ [18] and Bre´maud and Massoulie´ [19].
1.4.4 Limit Theorems for Linear Hawkes Processes
When λ(·) is linear, say λ(z) = ν + z, for some ν > 0 and ‖h‖L1 < 1, the
Hawkes process has a very nice immigration-birth representation, see for example
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Hawkes and Oakes [54]. For such a linear Hawkes process, the limit theorems are
very well understood. Consider a stationary Hawkes process N † with intensity
(1.25) λ†t = ν +
∫ t
−∞
h(t− s)N †(ds).
Taking expecatations on the both sides of the above equation and using stationar-
ity, we get
(1.26) µ := E[λ†t ] = ν +
∫ t
−∞
h(t− s)E[λ†s]ds = ν + µ‖h‖L1 ,
which implies that µ = ν
1−‖h‖L1
. By ergodic theorem, we have
(1.27)
Nt
t
→ ν
1− ‖h‖L1 , as t→∞ a.s.
Moreover, Bordenave and Torrisi [11] proved a large deviation principle for (Nt
t
∈ ·).
Theorem 1 (Bordenave and Torrisi 2007). (Nt/t ∈ ·) satisfies a large deviation
principle with the rate function
(1.28) I(x) =

x log
(
x
ν+x‖h‖L1
)
− x+ x‖h‖L1 + ν if x ∈ [0,∞)
+∞ otherwise
.
Recently, Bacry et al. [2] proved a functional central limit theorem for linear
multivariate Hawkes process under certain assumptions. That includes the linear
Hawkes process as a special case and they proved that
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Theorem 2 (Bacry et al. 2011).
(1.29)
N·t − ·µt√
t
→ σB(·), as t→∞,
where B(·) is a standard Brownian motion. The convergence is weak convergence
on D[0, 1], the space of ca´dla´g functions on [0, 1], equipped with Skorokhod topology.
Here,
(1.30) µ =
ν
1− ‖h‖L1 and σ
2 =
ν
(1− ‖h‖L1)3 .
Unlike the central limit theorem and the law of the iterated logarithm, there are
not as many good crietria one can use to prove the moderate deviation principle for
nonlinear Hawkes processes, which would fill in the gap between the central limit
theorem and the large deviation principle. Nevertheless, due to the analytical
tractability and birth-immigration representation of linear Hawkes process, Zhu
[115] proved the moderate deviations for linear Hawkes processes.
Theorem 3. Assume λ(z) = ν+z, ν > 0, ‖h‖L1 < 1 and supt>0 t3/2h(t) = C <∞.
For any Borel set A and time sequence a(t) such that
√
t a(t) t, we have the
following moderate deviation principle.
− inf
x∈Ao
J(x) ≤ lim inf
t→∞
t
a(t)2
logP
(
Nt − µt
a(t)
∈ A
)
(1.31)
≤ lim sup
t→∞
t
a(t)2
logP
(
Nt − µt
a(t)
∈ A
)
≤ − inf
x∈A
J(x),
where J(x) =
x2(1−‖h‖L1 )3
2ν
.
The proof of Theorem 3 will be given in Section 1.4.5.
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In a nutshell, linear Hawkes processes satisfy very nice limit theorems and the
limits can be computed more or less explicitly.
1.4.5 Proof of Theorem 3
Since a Hawkes process has a long memory and is in general non-Markovian,
there is no good criterion in the literature for moderate deviations that we can use
directly. For example, Bacry et al. [2] used a central limit theorem for martingales
to obtain a central limit theorem for linear Hawkes processes. But there is no
criterion for moderate deviations for martingales that can fit into the context of
Hawkes processes. Our strategy relies on the fact that for linear Hawkes processes
there is a nice immigration-birth representation from which we can obtain a semi-
explicit formula for the moment generating function of Nt in Lemma 1. A careful
asymptotic analysis of this formula would lead to the proof of Theorem 3.
Proof of Theorem 3. Let us first prove that for any θ ∈ R,
(1.32) lim
t→∞
t
a(t)2
logE
[
e
a(t)
t
θ(Nt−µt)
]
=
νθ2
2(1− ‖h‖L1)3 .
By Lemma 1, for fixed θ ∈ R and t sufficiently large, we have
(1.33) E
[
e
a(t)
t
θNt
]
= eν
∫ t
0 Gt(s)ds,
where Gt(s) = e
a(t)
t
θ+
∫ s
0 h(u)Gt(s−u)du − 1, 0 ≤ s ≤ t. Here, Gt(s) is simply the
F (s)− 1 in Lemma 1. Because a(t)
t
θ depends on t, we write Gt(s) instead of G(s)
to indicate its dependence on t. Clearly, Gt(s) is increasing in s and Gt(∞) is the
minimal solution to the equation xt = e
a(t)
t
θ+‖h‖L1xt − 1. (See the proof of Lemma
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1 and the reference therein.) Since ‖h‖L1 < 1, it is easy to see that xt = O(a(t)/t).
Since xt = O(a(t)/t), we have Gt(s) = O(a(t)/t) uniformly in s. By Taylor’s
expansion,
Gt(s) =
a(t)θ
t
+
∫ s
0
h(u)Gt(s− u)du(1.34)
+
1
2
(
a(t)θ
t
)2
+
1
2
(∫ s
0
h(u)Gt(s− u)du
)2
+
a(t)θ
t
∫ s
0
h(u)Gt(s− u)du+O
(
(a(t)/t)3
)
.
Let Gt(s) =
a(t)θ
t
G1(s) +
(
a(t)
t
)2
G2(s) + t(s), where
(1.35) G1(s) := 1 +
∫ s
0
h(u)G1(s− u)du,
and
(1.36) G2(s) :=
∫ s
0
h(u)G2(s− u)du+ θ
2
2
+ θ2(G1(s)− 1) + θ
2
2
(G1(s)− 1)2.
Substituting (1.35) and (1.36) back into (1.34) and using the fact Gt(s) = O(a(t)/t)
uniformly in s, we get t(s) = O((a(t)/t)
3) uniformly in s. Moreover, we claim that
lim
t→∞
1
a(t)
[
θν
∫ t
0
G1(s)ds− θµt
]
= 0,(1.37)
lim
t→∞
1
t
∫ t
0
G2(s)ds =
θ2
2(1− ‖h‖L1)3 .(1.38)
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To prove (1.37), notice first that
1
t
∫ t
0
G1(s)ds = 1 +
1
t
∫ t
0
∫ s
0
h(u)G1(s− u)duds(1.39)
= 1 +
1
t
∫ t
0
h(u)
∫ t
u
G1(s− u)dsdu
= 1 +
1
t
∫ t
0
h(u)
∫ t−u
0
G1(s)dsdu
= 1 +
1
t
∫ t
0
h(u)
∫ t
0
G1(s)dsdu− 1
t
∫ t
0
h(u)
∫ t
t−u
G1(s)dsdu.
Therefore,
(1.40)
1
t
∫ t
0
G1(s)ds =
1− 1
t
∫ t
0
h(u)
∫ t
t−uG1(s)dsdu
1− ∫ t
0
h(u)du
.
Hence,
1
a(t)
[
θν
∫ t
0
G1(s)ds− θµt
]
(1.41)
=
θν
a(t)
∫ t
0
(
G1(s)− 1
1− ‖h‖L1
)
ds
=
θνt
a(t)
[
1
1− ∫ t
0
h(u)du
− 1
1− ∫∞
0
h(u)du
]
− θν
a(t)
∫ t
0
h(u)
∫ t
t−uG1(s)dsdu
1− ∫ t
0
h(u)du
.
For the first term in (1.41), we have
(1.42)
∣∣∣∣∣ θνta(t)
[
1
1− ∫ t
0
h(u)du
− 1
1− ∫∞
0
h(u)du
]∣∣∣∣∣ ≤ |θ|νta(t)
∫∞
t
h(u)du
(1− ‖h‖L1)2 → 0,
as t → ∞, since by our assumption, supt>0 t3/2h(t) ≤ C < ∞, which implies that
t
a(t)
∫∞
t
h(u)du ≤ t
a(t)
∫∞
t
C
u3/2
du = 2C
√
t
a(t)
→ 0 as t→∞.
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For the second term in (1.41), we have
(1.43)
lim sup
t→∞
∣∣∣∣∣ θνa(t)
∫ t
0
h(u)
∫ t
t−uG1(s)dsdu
1− ∫ t
0
h(u)du
∣∣∣∣∣ ≤ limt→∞G1(t) lim supt→∞ |θ|νa(t)
∫ t
0
h(u)udu
1− ‖h‖L1 = 0.
This is because (1.35) is a renewal equation and ‖h‖L1 < 1. By the application
of the Tauberian theorem to the renewal equation, (see Chapters XIII and XIV of
Feller [38]), limt→∞G1(t) = 11−‖h‖L1
. Moreover, our assumptions supt>0 t
3/2h(t) ≤
C <∞ and ‖h‖L1 <∞ imply that
(1.44)
1
a(t)
∫ t
0
h(u)udu ≤ 1
a(t)
∫ 1
0
h(u)udu+
1
a(t)
∫ t
1
C
u1/2
du→ 0,
as t→∞.
To prove (1.38), notice that limt→∞G1(t) = 11−‖h‖L1
and again by the appli-
cation of the Tauberian theorem to the renewal equation, (see Chapters XIII and
XIV of Feller [38]), we have
lim
t→∞
1
t
∫ t
0
G2(s)ds = lim
t→∞
G2(t)(1.45)
=
θ2
2
1 + 2
(
1
1−‖h‖L1
− 1
)
+
(
1
1−‖h‖L1
− 1
)2
1− ‖h‖L1
=
θ2
2(1− ‖h‖L1)3 .
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Finally, from (1.33) and the definitions of G1(s), G2(s) and t(s), we have
t
a(t)2
logE
[
e
a(t)
t
θ(Nt−µt)
]
(1.46)
=
t
a(t)2
ν
∫ t
0
Gt(s)ds− θµ t
a(t)
=
1
a(t)
[
νθ
∫ t
0
G1(s)ds− θµt
]
+
1
t
ν
∫ t
0
G2(s)ds+
t
a(t)2
∫ t
0
t(s)ds.
Hence, by (1.37), (1.38) and the fact that t(s) = O((a(t)/t)
3) uniformly in s, we
conclude that, for any θ ∈ R,
(1.47) lim
t→∞
t
a(t)2
logE
[
e
a(t)
t
θ(Nt−µt)
]
=
νθ2
2(1− ‖h‖L1)3 .
Applying the Ga¨rtner-Ellis theorem (see for example [30]), we conclude that, for
any Borel set A,
− inf
x∈Ao
J(x) ≤ lim inf
t→∞
t
a(t)2
logP
(
Nt − µt
a(t)
∈ A
)
(1.48)
≤ lim sup
t→∞
t
a(t)2
logP
(
Nt − µt
a(t)
∈ A
)
≤ − inf
x∈A
J(x),
where
(1.49) J(x) = sup
θ∈R
{
θx− νθ
2
2(1− ‖h‖L1)3
}
=
x2(1− ‖h‖L1)3
2ν
.
Lemma 1. For θ ≤ ‖h‖L1 − 1− log ‖h‖L1,
(1.50) E[eθNt ] = eν
∫ t
0 (F (s)−1)ds,
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where F (s) = eθ+
∫ s
0 h(u)(F (s−u)−1)du for any 0 ≤ s ≤ t.
Proof. The Hawkes process has a very nice immigration-birth representation, see
for example Hawkes and Oakes [54]. The immigrant arrives according to a homo-
geneous Poisson process with constant rate ν. Each immigrant produces a number
of children, this being Poisson distributed with parameter ‖h‖L1 . Conditional on
the number of the children of an immigrant, the time that a child is born has
probability density function h(t)‖h‖L1
. Each child produces children according to the
same laws independent of other children. All the immigrants produce children
independently. Let F (t) = E[eθS(t)], where S(t) is the number of descendants an
immigrant generates up to time t. Hence, we have
E
[
eθNt
]
=
∞∑
k=0
(νt)k
k!
e−νt
1
tk/k!
∫
· · ·
∫
t1<t2<···<tk
F (t1) · · ·F (tk)dt1 · · · dtk(1.51)
= eν
∫ t
0 (F (s)−1)ds.
By page 39 of Jagers [58], for all θ ∈ (−∞, ‖h‖L1 − 1− log ‖h‖L1 ], E[eθS(∞)] is
the minimal positive solution of
(1.52) E[eθS(∞)] = eθ exp
{
µ(E[eθS(∞)]− 1)} .
Let K be the number of children of an immigrant and let S
(1)
t , S
(2)
t , . . . , S
(K)
t be
the number of descendants of immigrant’s kth child that were born before time t
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(including the kth child if and only if it was born before time t). Then
F (t) =
∞∑
k=0
E
[
eθS(t)|K = k]P(K = k)(1.53)
= eθ
∞∑
k=0
E
[
eθS
(1)
t
]k
P(K = k)
= eθ
∞∑
k=0
(∫ t
0
h(s)
‖h‖L1F (t− s)ds
)k
e−‖h‖L1
‖h‖kL1
k!
= eθ+
∫ t
0 h(s)(F (t−s)−1)ds.
1.4.6 Simulations and Calibrations
Assume the past of a Hawkes process is known up to present time zero, say the
configuration of the history is ω−. Let τ1 be the first jump after time zero. Then,
it is easy to see that
(1.54) P(τ1 ≥ t) = e−
∫ t
0 λ
ω−
s ds,
where λω
−
s = ν +
∑
τ∈ω− h(s − τ). This leads to a straight forward simulation
method which is applicable for any simple point process. This algorithm and its
theoretical foundation go back to a thinning procedure given Lewis and Shedler
[70]. In the context of Hawkes processes, this simulation method was first used in
Ogata [89]. It is sometimes called Ogata’s modified thinning algorithm.
If we want to simulate the stationary version of the Hawkes process on a finite
time interval, then the standard method for the simulation method described above
does not work as the past of the process is not known and cannot be simulated, at
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least not completely.
If one ignores the past of the process and simply starts to simulate the process
at some given time, one speaks about an approximate simulation. In this case,
one is actually simulating a transient version and not the stationary version of the
process. But if one simulates for a long enough time interval, then the transient
version converges to the stationary one. Such an approximate simulation method
of Hawkes processes was discussed in Møller and Rasmussen [80]. A simulation
method which directly simulates the stationary version without approximation is a
so-called perfect simulation method. The idea is to incorporate somehow the effect
of past observations without actually simulating the past of the process. For point
processes, this type of simulation has first been described in Brix and Kendall [20].
In the context of Hawkes processes, the perfect simulation method was discussed
in Møller and Rasmussen [79].
The calibrations, i.e. the estimation of the parameters of Hawkes processes,
was first studied in Vere-Jones [110] and Ozaki [91], based on a maximum likeli-
hood method for point processes introduced by Rubin [99]. The properties of the
maximum likelihood estimator was analyzed in Ogata [86].
In Marsan and Lengline [73], an Expectation-Maximization (EM) algorithm,
called “Model Independent Stochastic Declustering” (MISD), is introduced for the
nonparametric estimation of self-exciting point processes with time-homogeneous
background rate (For linear Hawkes process with intensity λt = νt+
∑
τ<t h(t− τ),
νt is the background rate and h(·) is the exciting function).
The efficacy of the MISD algorithm was studied in Sornette and Utkin [101],
where the authors found that the ability of MISD to recover key parameters such as
‖h‖L1 depends on the values of the model parameters. In particular, they pointed
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out that the accuracy of MISD improves as the timescale over which the exciting
function h(·) decays shortens. In Lewis and Mohler [68], they introduced a Max-
imum Penalized Likelihood Estimation (MPLE) approach for the nonparametric
estimation of Hawkes processes. The method is capable of estimating νt and h(t)
simultaneously, without prior knowledge of their form. Analogous to MPLE in
the context of density estimation, the added regularity of the estimates allows for
higher accuracy and/or lower sample sizes in comparison to MISD.
1.5 Nonlinear Hawkes Processes
Consider a simple point process with intensity
(1.55) λt = λ
(∫ t
−∞
h(t− s)N(ds)
)
,
where λ(·) : R+ → R+ and h(·) : R+ → [0,∞). Bre´maud and Massoulie´ [14]
studied the existence and uniqueness of a stationary nonlinear Hawkes process
that satisfies the dynamics (1.55) as well as its stability in distribution and in
variation. They allow h(·) to take negative values as well. In this thesis, we always
consider h(·) to be nonnegative.
The following result is about the existence of a stationary nonlinear Hawkes
process satisfying the dynamics (1.55). We do not need λ(·) to be Lipschitz.
Theorem 4 (Bre´maud and Massoulie´ [14]). Let λ(·) be a nonnegative, nondecreas-
ing and left-continuous function, satisfying λ(z) ≤ C+αz for any z ≥ 0, for some
C > 0 and α ≥ 0 and let h(·) : R+ → R+ be such that α ∫∞
0
h(t)dt < 1. Then
there exists a stationary point process N with dynamics (1.55).
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The following results concerns the uniqueness and stability in distribution and
in variation of a nonlinear Hawkes process.
Theorem 5 (Bre´maud and Massoulie´ [14]). Let λ(·) be α-Lipschitz such that
α‖h‖L1 < 1.
(i) There exists a unique stationary distribution of N with finite average inten-
sity E[N(O, 1]] and with dynamics (1.55).
(ii) Let a(t) :=
∫ t
t−a
∫
R− h(s − u)N(du)ds. The dynamics (1.55) are stable
in distribution with respect to either the initial condition (1.56) or the condition
(1.57) below,
(1.56) sup
t≥0
a(t) <∞ a.s. and lim
t→∞
a(t) = 0 a.e. for every a > 0,
(1.57) sup
t≥0
E[a(t)] <∞ and lim
t→∞
E[a(t)] = 0 for every a > 0.
(iii) The dynamics (1.55) are stable in variation with respect to the initial
condition,
(1.58)
∫
R+
h(t)N [−t, 0)dt =
∫
R+
∫ 0
−∞
h(t− s)N(ds) <∞, a.s.
if we assume further that
∫∞
0
th(t)dt <∞.
Massoulie´ [74] extended the stability results to nonlinear Hawkes processes with
random marks. He also considered the Markovian case and proved stability results
without the Lipschitz condition for λ(·).
Very recently, Karabash [63] proved stability results for a much wider class of
nonlinear Hawkes process, including the case when λ(·) is not Lipschitz.
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Moreover, Bre´maud et al. [15] considered the rate of extinction for nonlin-
ear Hawkes process, that is the rate of convergence to the equilibrium when the
stationary process is an empty process. Indeed, they considered a more general
setting, i.e. Hawkes process with random marks. Let N be a nonlinear Hawkes
process which is empty on (−∞, 0], i.e. N(−∞, 0] = 0 which satisfies the dynamics
(1.59) λt := ν(t) + φ
(∫ t
0
h(t− s)N(ds)
)
,
where ν : R+ → R+ is locally integrable, φ : R → [0,∞), φ(0) = 0, φ is 1-
Lipschitz and h : R+ → R is measurable and not necessarily nonnegative and∫∞
0
|h(t)|dt < 1. The unique stationary process N0 corresponding to the dynamics
(1.60) φ
(∫ t
0
h(t− s)N0(ds)
)
,
is the empty process. Assume
∫∞
0
ν(t)dt < ∞, ∫∞
0
th(t)dt < ∞ and t 7→ |h(t)| is
locally bounded.
Then θtN converges in variation to the empty process. The convergence in
variation takes place via coupling in the sense that there exists a finite random
time T so that,
(1.61) P(N(t,∞) = 0 for any t ≥ T ) = 1.
Depending on whether the tail of |h(t)| is exponential or subexponentail, the
following was obtained by Bre´maud et al. [15].
In the exponential case, let β > 0 be such that
∫∞
0
eβt|h(t)|dt = 1. Assume
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eβtν(t) is directly Riemann integrable. Then, for any K with
(1.62) K >
∫∞
0
eβtν(t)dt
β
∫∞
0
teβt|h(t)|dt,
there exists t0(K), for any t ≥ t0(K),
(1.63) P(T > t) ≤ Ke−βt.
In the subexponential case, assume that distribution functinon G with density
g(t) = |h(t)|∫∞
0 |h(t)|dt
is subexponential, ν(·) is bounded and that B = lim supt→∞ ν(t)G(t) <
∞, where G = 1−G. Then for any
(1.64) K >
B
1− ∫∞
0
|h(t)|dt,
there exists t0(K) such that for any t ≥ t0,
(1.65) P(T > t) ≤ K
∫ ∞
t
G(s)ds.
Kwiecin´ski and Szekli [66] considered the nonlinear Hawkes process as a special
case of self-exciting process. Let N (R+) be the space of point processes on R+,
which can be regarded as an element of D(R+), the space of functions which
are right-continuous with left limits, equipped with Skorohod topology. For any
µ, ν ∈ N (R+), µ ≺N ν if µ(B) ≤ ν(B) for any bounded set B ∈ B(R+). For any
µ, ν ∈ N (R+), µ ≺D ν if and only if (µt) ≺D (νt) for the corresponding functions
µt := µ((0, t]), νt := ν((0, t]) ∈ D(R+), i.e. µt ≤ νt for all t > 0.
Now, for a simple point process N with intensity λ(t, N) and compensator
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Λ(t, N) :=
∫ t
0
λ(s,N)ds, we say that N is positively self-exciting w.r.t. ≺N if for
any µ, ν ∈ N (R+),
(1.66) µ ≺N ν implies that for any t > 0, λ(t, µ) ≤ λ(t, ν),
and N is positively self-exciting w.r.t. ≺D if for any µ, ν ∈ N (R+),
(1.67) µ ≺D ν implies that for any t > 0, Λ(t, µ) ≤ Λ(t, ν).
Kwiecin´ski and Szekli [66] pointed out that if h(·) is nonnegative and λ(·)
nondecreasing, then N is positively self-exciting with respect to ≺N , and that
if h(·) is nonnegative and nondecreasing and λ(·) is nondecreasing, then N is
positively self-exciting with respect to ≺D.
Let (Ω,F) be a Polish space with a closed partical ordering ≺. A probability
measure on (Ω,F) is associated (≺) if
(1.68) P (C1 ∩ C2) ≥ P (C1)P (C2),
for all increasing sets C1, C2 ∈ F (a set C is increasing if x ∈ C and x ≺ y implies
y ∈ C).
Kwiecin´ski and Szekli [66] proved that if N is positively self-exciting point pro-
cess w.r.t. ≺N (resp. ≺D), then N is associated (≺N ) (resp. (≺D)). Therefore, it
implies that for a nonlinear Hawkes process, if h(·) is nonnegative and λ(·) nonde-
creasing, then N is associated (≺N ) and if h(·) is nonnegative and nondecreasing
and λ(·) is nondecreasing, then N is associated (≺D).
Next, let us consider the limit theorems for nonlinear Hawkes process. When
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λ(·) is nonlinear, the usual immigration-birth representation no longer works and
you may have to use some abstract theory to obtain limit theorems. Some progress
has already been made.
Bre´maud and Massoulie´ [14]’s stability result implies that by the ergodic the-
orem,
(1.69)
Nt
t
→ µ := E[N [0, 1]],
as t→∞, where E[N [0, 1]] is the mean of N [0, 1] under the stationary and ergodic
measure.
In this thesis, we will obtain a functional central limit theorem and a Strassen’s
invariance principle in Chapter 2 and a process-level, i.e. level-3 large deviation
principle in Chapter 3 and thus a level-1 large deviation principle by contraction
principle. We will also obtain an alternative expression for the rate function for
level-1 large deviation principle of Markovian nonlinear Hawkes process as a vari-
ational formula in Chapter 4.
1.6 Multivariate Hawkes Processes
We say N = (N1, . . . , Nd) is a multivariate Hawkes process if for any 1 ≤ i ≤ d,
Ni is a simple point process with intensity
(1.70) λi,t := νi +
∫ t
0
d∑
j=1
hij(t− s)dNj,s,
where νi ∈ R+ and hij(·) : R+ → R+. Then, ν := (ν1, . . . , νd) is a vector and
h := (hij)1≤i,j≤d is a d× d matrix-valued function.
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Let us assume that for any i, j,
∫∞
0
hij(t)dt < ∞ and that the spectral radius
ρ(K) of the matrix K =
∫∞
0
h(t)dt satisfies ρ(K) < 1. Then, Bacry et al. [2]
proved a law of large numbers, i.e.
(1.71) sup
u∈[0,1]
‖T−1NTu − u(I−K)−1ν‖ → 0,
as T → ∞ almost surely and also in L2(P). If we assume further that for any
1 ≤ i, j ≤ d,
(1.72)
∫ ∞
0
hij(t)t
1/2dt <∞.
Then, Bacry et al. [2] proved the following central limit theorem:
(1.73)
√
T
(
1
T
NTu − u(I−K)−1ν
)
, u ∈ [0, 1]
converges in law as T →∞ under the Skorohod topology to
(1.74) (I−K)−1Σ1/2Wu, u ∈ [0, 1],
where Σ is the diagonal matrix with Σii = ((I−K)−1ν)i, 1 ≤ i ≤ d.
It is well known that under the assumption that ρ(K) < 1, there exists a
unique stationary version of the multivariate Hawkes process satisfying the dy-
namics (1.70). The rate of convergence to the stationary version of the multivari-
ate Hawkes process was obtained in Torrisi [103]. The Bartlett spectrum of the
multivariate Hawkes process was derived in Hawkes [52]. Some non-asymptotics
estimates for multivariate Hawkes processes were obtained in Hansen et al. [49].
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A nice survey on multivariate linear Hawkes processes can be found in Liniger
[71].
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Chapter 2
Central Limit Theorem for
Nonlinear Hawkes Processes
2.1 Main Results
In this chapter, we obtain a functional central limit theorem for the nonlinear
Hawkes process under Assumption 1. Under the same assumption, a Strassen’s
invariance principle also holds. Let us recall that N is a nonlinear Hawkes process
with intensity
(2.1) λt := λ
(∫
(−∞,t)
h(t− s)N(ds)
)
.
Assumption 1. We assume that
• h(·) : [0,∞)→ R+ is a decreasing function and ∫∞
0
th(t)dt <∞.
• λ(·) is positive, increasing and α-Lipschitz (i.e. |λ(x)− λ(y)| ≤ α|x− y| for
any x, y) and α‖h‖L1 < 1.
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Bre´maud and Massoulie´ [14] proved that if λ(·) is α-Lipschitz with α‖h‖L1 < 1,
there exists a unique stationary and ergodic Hawkes process satisfying the dynam-
ics (1.2). Hence, under our Assumption 1 (which is slightly stronger than [14]),
there exists a unique stationary and ergodic Hawkes process satisfying the dynam-
ics (1.2).
Let P and E denote the probability measure and expectation for a stationary,
ergodic Hawkes process, and let P(·|F−∞0 ) and E(·|F−∞0 ) denote the conditional
probability measure and expectation given the past history.
The following are the main results of this chapter.
Theorem 6. Under Assumption 1, let N be the stationary and ergodic nonlinear
Hawkes process with dynamics (1.2). We have
(2.2)
N·t − ·µt√
t
→ σB(·), as t→∞,
where B(·) is a standard Brownian motion and 0 < σ <∞, where
(2.3) σ2 := E[(N [0, 1]− µ)2] + 2
∞∑
j=1
E[(N [0, 1]− µ)(N [j, j + 1]− µ)].
The convergence in (2.2) is weak convergence on D[0, 1], the space of ca´dla´g func-
tions on [0, 1], equipped with Skorokhod topology.
Remark 1. By a standard central limit theorem for martingales, i.e. Theorem 9,
it is easy to see that
(2.4)
N·t −
∫ ·t
0
λsds√
t
→ √µB(·), as t→∞,
where µ = E[N [0, 1]]. In the linear case, say λ(z) = ν + z, Bacry et al. [2]
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proved that σ2 in (2.3) satisfies σ2 = ν
(1−‖h‖L1 )3
> µ = ν
1−‖h‖L1
. That is not
surprising because N·t − ·µt “should” have more fluctuations than N·t −
∫ ·t
0
λsds.
Therefore, we guess that for nonlinear λ(·), σ2 defined in (2.3) should also satisfy
σ2 > µ = E[N [0, 1]]. However, it might not be very easy to compute and say
something about σ2 in such a case.
In the classical case for a sequence of i.i.d. random variables Xi with mean 0 and
variance 1, we have the central limit theorem 1√
n
∑n
i=1Xi → N(0, 1) as n→∞, and
we also have
∑n
i=1Xi√
n log logn
→ 0 in probability as n→∞, but the convergence does not
hold a.s. The law of the iterated logarithm says that lim supn→∞
∑n
i=1Xi√
n log logn
=
√
2
a.s. A functional version of the law of the iterated logarithm is called Strassen’s
invariance principle.
It turns out that we also have a Strassen’s invariance principle for nonlinear
Hawkes processes under Assumption 1.
Theorem 7. Under Assumption 1, let N be the stationary and ergodic nonlinear
Hawkes process with dynamics (1.2). Let Xn := N [n − 1, n] − µ, Sn :=
∑n
i=1 Xi,
s2n := E[S2n], g(t) = sup{n : s2n ≤ t}, and for t ∈ [0, 1], let ηn(t) be the usual linear
interpolation, i.e.
(2.5)
ηn(t) =
Sk + (s
2
nt− s2k)(s2k+1 − s2k)−1Xk+1√
2s2n log log s
2
n
, s2k ≤ s2nt ≤ s2k+1, k = 0, 1, . . . , n− 1.
Then, g(e) <∞, {ηn, n > g(e)} is relatively compact in C[0, 1], the set of contin-
uous functions on [0, 1] equipped with uniform topology, and the set of limit points
is the set of absolutely continuous functions f(·) on [0, 1] such that f(0) = 0 and∫ 1
0
f ′(t)2dt ≤ 1.
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2.2 Proofs
This section is devoted to the proof of Theorem 6. We use a standard central
limit theorem, i.e. Theorem 8. In our proof, we need the fact that E[N [0, 1]2] <∞,
which is proved in Lemma 3. Lemma 3 is proved by proving a stronger result first,
i.e. Lemma 2. We will also prove Lemma 4 to guarantee that σ > 0 so that the
central limit theorem is not degenerate.
Let us first quote the two necessary central limit theorems from Billingsley [8].
In both Theorem 8 and Theorem 9, the filtrations are the natural ones, i.e. given
a stochastic process (Xn)n∈Z, Fab := σ(Xn, a ≤ n ≤ b), for −∞ ≤ a ≤ b ≤ ∞.
Theorem 8 (Page 197 [8]). Suppose Xn, n ∈ Z, is an ergodic stationary sequence
such that E[Xn] = 0 and
(2.6)
∑
n≥1
‖E[X0|F−∞−n ]‖2 <∞,
where ‖Y ‖2 = (E[Y 2])1/2. Let Sn = X1 + · · ·+Xn. Then S[n·]/
√
n→ σB(·) weakly,
where the weak convergence is on D[0, 1] equipped with the Skorohod topology and
σ2 = E[X20 ] + 2
∑∞
n=1 E[X0Xn]. The series converges absolutely.
Theorem 9 (Page 196 [8]). Suppose Xn, n ∈ Z, is an erogdic stationary se-
quence of square integrable martingale differences, i.e. σ2 = E[X2n] < ∞, and let
E[Xn|F−∞n−1] = 0. Let Sn = X1 + · · · + Xn. Then S[n·]/
√
n → σB(·) weakly, where
the weak convergence is on D[0, 1] equipped with the Skorohod topology.
Now, we are ready to prove our main result.
Proof of Theorem 6. Since in the stationary regime, E[N [n, n+1]] = E[N [0, 1]] for
any n ∈ Z and let us denote E[N [0, 1]] = µ. In order to apply Theorem 8, let us
44
first prove that
(2.7)
∞∑
n=1
{
E
[(
E[N(n, n+ 1]− µ|F−∞0 ]
)2]}1/2
<∞.
Let Eω−1 [N(n, n+1]] and Eω−2 [N(n, n+1]] be two independent copies of E[N(n, n+
1]|F−∞0 ]. It is easy to check that
1
2
E
{[
Eω
−
1 [N(n, n+ 1]]− Eω−2 [N(n, n+ 1]]
]2}
(2.8)
=
1
2
E
[
Eω
−
1 [N(n, n+ 1]]2
]
+
1
2
E
[
Eω
−
2 [N(n, n+ 1]]2
]
− E
[
Eω
−
1 [N(n, n+ 1]]Eω
−
2 [N(n, n+ 1]]
]
= E
[
E[N(n, n+ 1]|F−∞0 ]2
]− µ2
= E
[
(E[N(n, n+ 1]− µ|F−∞0 ])2
]
.
Therefore, we have
E
[
(E[N(n, n+ 1]− µ|F−∞0 ])2
]
(2.9)
=
1
2
E
{[
Eω
−
1 [N(n, n+ 1]]− Eω−2 [N(n, n+ 1]]
]2}
≤ E
{[
Eω
−
1 [N(n, n+ 1]]− E∅[N(n, n+ 1]]
]2}
+ E
{[
Eω
−
2 [N(n, n+ 1]]− E∅[N(n, n+ 1]]
]2}
= 2E
{[
Eω
−
1 [N(n, n+ 1]]− E∅[N(n, n+ 1]]
]2}
,
where E∅[N(n, n + 1]] denotes the expectation of the number of points in (n, n +
1] for the Hawkes process with the same dynamics (1.2) and empty history, i.e.
N(−∞, 0] = 0.
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Next, let us estimate Eω−1 [N(n, n + 1]] − E∅[N(n, n + 1]]. Eω−1 [N(n, n + 1]] is
the expectation of the number of points in (n, n+ 1] for the Hawkes process with
intensity λt = λ
(∑
τ :τ∈ω−1 ∪ω[0,t) h(t− τ)
)
. It is well defined for a.e. ω−1 under P
because, under Assumption 1,
(2.10) E[λt] ≤ λ(0) + αE
[∫ t
−∞
h(t− s)N(ds)
]
= λ(0) + α‖h‖L1E[N [0, 1]] <∞,
which implies that λt <∞ P-a.s.
It is clear that Eω−1 [N(n, n+ 1]] ≥ E∅[N(n, n+ 1]] almost surely, so we can use
a coupling method to estimate the difference. We will follow the ideas in Bre´maud
and Massoulie´ [14] using the Poisson embedding method. Consider (Ω,F ,P), the
canonical space of a point process on R+×R+ in which N is Poisson with intensity
1 under the probability measure P . Then the Hawkes process N0 with empty past
history and intensity λ0t satisfies the following.
(2.11)

λ0t = λ
(∫
(0,t)
h(t− s)N0(ds)
)
t ∈ R+,
N0(C) =
∫
C
N(dt× [0, λ0t ]) C ∈ B(R+).
For n ≥ 1, let us define recursively λnt , Dn and Nn as follows.
(2.12)

λnt = λ
(∫
(0,t)
h(t− s)Nn−1(ds) +∑τ∈ω−1 h(t− τ)) t ∈ R+,
Dn(C) =
∫
C
N(dt× [λn−1t , λnt ]) C ∈ B(R+),
Nn(C) = Nn−1(C) +Dn(C) C ∈ B(R+).
Following the arguments as in Bre´maud and Massoulie´ [14], we know that each λnt
is an FNt -intensity of Nn, where FNt is the σ-algebra generated by N up to time
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t. By our Assumption 1, λ(·) is increasing, and it is clear that λn(t) and Nn(C)
increase in n for all t ∈ R+ and C ∈ B(R+). Thus, Dn is well defined and also
that as n → ∞, the limiting processes λt and N exist. N counts the number of
points of N below the curve t 7→ λt and admits λt as an FNt -intensity. By the
monotonicity properties of λnt and N
n, we have
λnt ≤ λ
∫
(0,t)
h(t− s)N(ds) +
∑
τ∈ω−1
h(t− τ)
 ,(2.13)
λt ≥ λ
∫
(0,t)
h(t− s)Nn(ds) +
∑
τ∈ω−1
h(t− τ)
 .(2.14)
Letting n→∞ (it is valid since we assume that λ(·) is Lipschitz and thus continu-
ous), we conclude that N , λt satisfies the dynamics (1.2). Therefore, with intensity
λt, N = N
0 +
∑∞
i=1Di is the Hawkes process with past history ω
−
1 .
We can then estimate the difference by noticing that
(2.15) Eω
−
1 [N(n, n+ 1]]− E∅[N(n, n+ 1]] =
∞∑
i=1
EP [Di(n, n+ 1]].
Here EP means the expectation with respect to P , the probability measure on the
canonical space that we defined earlier.
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We have
EP [D1(n, n+ 1]](2.16)
= EP
[∫ n+1
n
(λ1(t)− λ0(t))dt
]
= EP
∫ n+1
n
λ
 ∑
τ<t,τ∈N0∪ω−1
h(t− τ)
− λ
 ∑
τ<t,τ∈N0∪∅
h(t− τ)
 dt

≤ α
∫ n+1
n
∑
τ∈ω−1
h(t− τ)dt,
where the first equality in (2.16) is due to the construction of D1 in (2.12), the
second equality in (2.16) is due to the definitions of λ1 and λ0 in (2.12) and finally
the inequality in (2.16) is due to the fact that λ(·) is α-Lipschitz. Similarly,
EP [D2(n, n+ 1]] ≤ Eω−1
[
α
∫ n+1
n
∑
τ∈D1,τ<t
h(t− τ)dt
]
(2.17)
≤
∑
τ∈ω−1
α2
∫ n+1
n
∫ t
0
h(t− s)h(s− τ)dsdt.
Iteratively, we have, for any k ∈ N,
EP [Dk(n, n+ 1]] ≤
∑
τ∈ω−1
αk
∫ n+1
n
∫ tk
0
· · ·
∫ t2
0
h(tk − tk−1)h(tk−1 − tk−2)
· · ·h(t2 − t1)h(t1 − τ)dt1 · · · dtk =:
∑
τ∈ω−1
Kk(n, τ).
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Now let K(n, τ) :=
∑∞
k=1Kk(n, τ). Then,
E
{[
Eω
−
1 [N(n, n+ 1]]− E∅[N(n, n+ 1]]
]2}
(2.18)
≤ E
∑
τ∈ω−1
K(n, τ)
2
≤ E
[∑
i,j≤0
K(n, i)K(n, j)N [i, i+ 1]N [j, j + 1]
]
=
∑
i,j≤0
K(n, i)K(n, j)E[N [i, i+ 1]N [j, j + 1]]
≤
∑
i,j≤0
K(n, i)K(n, j)
1
2
{
E[N [i, i+ 1]2] + E[N [j, j + 1]2]
}
= E[N [0, 1]2]
(∑
i≤0
K(n, i)
)2
.
Here, E[N [0, 1]2] <∞ by Lemma 3. Therefore, we have
∞∑
n=1
{
E
[(
E[N(n, n+ 1]− µ|F−∞0 ]
)2]}1/2
(2.19)
≤
√
2E[N [0, 1]2]
∞∑
n=1
0∑
i=−∞
K(n, i)
≤
√
2E[N [0, 1]2]
∞∑
k=1
αk
∫ ∞
0
∫ tk
0
· · ·
∫ t2
0
∫ 0
−∞
h(tk − tk−1)h(tk−1 − tk−2) · · ·h(t2 − t1)h(t1 − s)dsdt1 · · · dtk.
Let H(t) :=
∫∞
t
h(s)ds. It is easy to check that
∫∞
0
H(t)dt =
∫∞
0
th(t)dt < ∞ by
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Assumption 1. We have
αk
∫ ∞
0
∫ tk
0
· · ·
∫ t2
0
∫ 0
−∞
(2.20)
h(tk − tk−1)h(tk−1 − tk−2) · · ·h(t2 − t1)h(t1 − s)dsdt1 · · · dtk
= αk
∫ ∞
0
∫ tk
0
· · ·
∫ t2
0
h(tk − tk−1)h(tk−1 − tk−2) · · ·h(t2 − t1)H(t1)dt1 · · · dtk
= αk
∫ ∞
0
· · ·
∫ ∞
tk−2
∫ ∞
tk−1
h(tk − tk−1)dtkh(tk−1 − tk−2)dtk−1 · · ·H(t1)dt1
= αk‖h‖k−1L1
∫ ∞
0
H(t1)dt1 = α
k‖h‖k−1L1
∫ ∞
0
th(t)dt.
Since α‖h‖L1 < 1, we conclude that
∞∑
n=1
{
E
[(
E[N(n, n+ 1]− µ|F−∞0 ]
)2]}1/2
(2.21)
≤
∞∑
k=1
√
2E[N [0, 1]2]αk‖h‖k−1L1
∫ ∞
0
th(t)dt
=
√
2E[N [0, 1]2] · α
1− α‖h‖L1 ·
∫ ∞
0
th(t)dt <∞.
Hence, by Theorem 8, we have
(2.22)
N[·t] − µ[·t]√
t
→ σB(·) as t→∞,
where
(2.23) σ2 = E[(N [0, 1]− µ)2] + 2
∞∑
j=1
E[(N [0, 1]− µ)(N [j, j + 1]− µ)] <∞.
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By Lemma 4, σ > 0. Now, finally, for any  > 0, for t sufficiently large,
P
(
sup
0≤s≤1
∣∣∣∣N[st] − µ[st]√t − Nst − µst√t
∣∣∣∣ > )(2.24)
= P
(
sup
0≤s≤1
∣∣(N[st] −Nst) + µ(st− [st])∣∣ > √t)
≤ P
(
sup
0≤s≤1
∣∣N[st] −Nst∣∣+ µ > √t)
≤ P
(
max
0≤k≤[t],k∈Z
N [k, k + 1] > 
√
t− µ
)
≤ ([t] + 1)P(N [0, 1] > √t− µ)
≤ [t] + 1
(
√
t− µ)2
∫
N [0,1]>
√
t−µ
N [0, 1]2dP→ 0,
as t→∞ by Lemma 3. Hence, we conclude that N·t−·µt√
t
→ σB(·) as t→∞.
The following Lemma 2 is used to prove Lemma 3.
Lemma 2. There exists some θ > 0 such that supt≥0 E∅
[
e
∫ t
0 θh(t−s)N(ds)
]
<∞.
Proof. Notice first that for any bounded deterministic function f(·),
(2.25) exp
{∫ t
0
f(s)N(ds)−
∫ t
0
(ef(s) − 1)λ(s)ds
}
is a martingale. Therefore, using the Lipschitz assumption of λ(·), i.e. λ(z) ≤
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λ(0) + αz and applying Ho¨lder’s inequality, for 1
p
+ 1
q
= 1, we have
E∅
[
e
∫ t
0 θh(t−s)N(ds)
]
(2.26)
= E∅
[
e
∫ t
0 θh(t−s)N(ds)− 1p
∫ t
0 (e
pθh(t−s)−1)λ(s)ds+ 1
p
∫ t
0 (e
pθh(t−s)−1)λ(s)ds
]
≤ E∅
[
e
q
p
∫ t
0 (e
pθh(t−s)−1)λ(s)ds
] 1
q
≤ E∅
[
e
q
p
∫ t
0 (e
pθh(t−s)−1)(λ(0)+α ∫ s0 h(s−u)N(du))ds] 1q
≤ E∅
[
e
∫ t
0
q
p
(epθh(t−s)−1)α ∫ s0 h(s−u)N(du)ds] 1q · e 1p ∫∞0 (epθh(s)−1)λ(0)ds.
Let C(t) =
∫ t
0
q
p
(epθh(t−s) − 1)αds. Then, for any t ∈ [0, T ],
E∅
[
e
∫ t
0
q
p
(epθh(t−s)−1)α ∫ s0 h(s−u)N(du)ds](2.27)
= E∅
[
e
1
C(t)
∫ t
0
q
p
(epθh(t−s)−1)αC(t) ∫ s0 h(s−u)N(du)ds]
≤ E∅
[
1
C(t)
∫ t
0
q
p
(epθh(t−s) − 1)αeC(t)
∫ s
0 h(s−u)N(du)ds
]
≤ sup
0≤s≤T
E∅
[
eC(∞)
∫ s
0 h(s−u)N(du)
]
,
where in the first inequality in (2.27), we used the Jensen’s inequality since x 7→ ex
is convex and 1
C(t)
∫ t
0
q
p
(epθh(t−s)−1)αds = 1, and in the second inequality in (2.27),
we used the fact that C(t) ≤ C(∞) and again 1
C(t)
∫ t
0
q
p
(epθh(t−s)− 1)αds = 1. Now
choose q > 1 so small that qα‖h‖L1 < 1. Once p and q are fixed, choose θ > 0 so
small that
(2.28) C(∞) =
∫ ∞
0
q
p
(epθh(s) − 1)αds < θ.
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This implies that for any t ∈ [0, T ],
(2.29) E∅
[
e
∫ t
0 θh(t−s)N(ds)
]
≤ sup
0≤s≤T
E∅
[
eθ
∫ s
0 h(s−u)N(du)
] 1
q · e 1p
∫∞
0 (e
pθh(s)−1)λ(0)ds.
Hence, we conclude that for any T > 0,
(2.30) sup
0≤t≤T
E∅
[
eθ
∫ t
0 h(t−s)N(ds)
]
≤ e
∫∞
0 (e
pθh(s)−1)λ(0)ds <∞.
Lemma 3. There exists some θ > 0 such that E[eθN [0,1]] <∞. Hence E[N [0, 1]2] <
∞.
Proof. By Assumption 1, h(·) is positive and decreasing. Thus, δ = inft∈[0,1] h(t) >
0. Hence,
(2.31) E∅[eθN [t−1,t]] ≤ E∅[e θδ
∫ t
0 h(t−s)N(ds)].
By Lemma 2, we can choose θ > 0 so small that
(2.32) lim sup
t→∞
E∅[eθN [t−1,t]] <∞.
Finally, E[eθN [0,1]] ≤ lim inft→∞ E∅[eθN [t−1,t]] <∞.
It is intuitively clear that σ > 0. But still we need a proof.
Lemma 4. σ > 0, where σ is defined in (2.23).
Proof. Let ηn =
∑∞
j=n E[N(j, j + 1] − µ|F−∞n+1], where µ = E[N [0, 1]]. ηn is well
53
defined because we proved (2.7). To see this, notice that
‖ηn‖2 =
∥∥∥∥ ∞∑
j=n
E[N(j, j + 1]− µ|F−∞n+1]
∥∥∥∥
2
(2.33)
≤
∞∑
j=n
‖E[N(j, j + 1]− µ|F−∞n+1]‖2 <∞,
by (2.7). Also, it is easy to check that
E[ηn+1 − ηn +N(n, n+ 1]− µ|F−∞n+1](2.34)
= E
[ ∞∑
j=n+1
E[N(j, j + 1]− µ|F−∞n+2]
∣∣∣∣F−∞n+1
]
− E
[ ∞∑
j=n
E[N(j, j + 1]− µ|F−∞n+1]
∣∣∣∣F−∞n+1
]
+N(n, n+ 1]− µ
=
∞∑
j=n+1
E[N(j, j + 1]− µ|F−∞n+1]−
∞∑
j=n+1
E[N(j, j + 1]− µ|F−∞n+1]
−N(n, n+ 1] + µ+N(n, n+ 1]− µ = 0.
Let Yn = ηn−1 − ηn−2 + N(n − 2, n − 1] − µ. This is an ergodic, stationary
sequence such that E[Yn|F−∞n−1] = 0. By (2.7), E[Y 2n ] < ∞ and by Theorem 9,
S ′[n·]/
√
n→ σ′B(·), where S ′n =
∑n
j=1 Yj. It is clear that σ = σ
′ <∞ since for any
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 > 0,
P
(
max
1≤k≤[n],k∈Z
1√
n
k∑
j=1
(ηj−1 − ηj−2) > 
)
(2.35)
= P
(
max
1≤k≤[n],k∈Z
(ηk−1 − η−1) > 
√
n
)
≤ P
({
max
1≤k≤[n],k∈Z
|ηk−1| > 
√
n
2
}⋃{
|η−1| > 
√
n
2
})
≤
[n]∑
k=1
P
(
|ηk−1| > 
√
n
2
)
+ P
(
|η−1| > 
√
n
2
)
= ([n] + 1)P
(
|η−1| > 
√
n
2
)
≤ 4([n] + 1)
2n
∫
|η−1|> 
√
n
2
|η−1|2dP→ 0,
as n→∞, where we used the stationarity of P, Chebychev’s inequality and (2.7).
Now, it becomes clear that
σ2 = (σ′)2 = E[Y 21 ](2.36)
= E (η0 − η−1 +N(−1, 0]− µ)2
= E
( ∞∑
j=0
E[N(j, j + 1]− µ|F−∞1 ]−
∞∑
j=0
E[N(j, j + 1]− µ|F−∞0 ]
)2
.
Consider D = {ω : ω− 6= ∅, ω(0, 1] = ∅}. Notice that P(ω− = ∅) = 0. By
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Jensen’s inequality and Assumption 1, we have
P(D) =
∫
Pω−(N(0, 1] = 0)P(dω−)(2.37)
= E
[
e−
∫ 1
0 λ(
∑
τ∈ω− h(t−τ))dt
]
≥ exp
{
−E
∫ 1
0
λ
(∑
τ∈ω−
h(t− τ)
)
dt
}
≥ exp
{
−λ(0)− αE
∫ 1
0
∑
τ∈ω−
h(t− τ)dt
}
≥ exp {−λ(0)− αE[N [0, 1]] · ‖h‖L1} > 0.
It is clear that given the event D,
(2.38)
∞∑
j=0
E[N(j, j + 1]− µ|F−∞1 ] <
∞∑
j=0
E[N(j, j + 1]− µ|F−∞0 ].
Therefore,
(2.39) P
( ∞∑
j=0
E[N(j, j + 1]− µ|F−∞1 ] 6=
∞∑
j=0
E[N(j, j + 1]− µ|F−∞0 ]
)
> 0,
which implies that σ > 0.
Proof of Theorem 7. By Heyde and Scott [57], the Strassen’s invariance principle
holds if we have (2.7) and σ > 0.
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Chapter 3
Process-Level Large Deviations
for Nonlinear Hawkes Processes
3.1 Main Results
In this chaper, we prove a process-level, i.e. level-3 large deviation principle
for nonlinear Hawkes processes. As a corollary, a level-1 large deviation principle
is obtained by a contraction principle.
Let us recall that N is a nonlinear Hawkes process with intensity
(3.1) λt := λ
(∫
(−∞,t)
h(t− s)N(ds)
)
.
Throughout this chapter, we assume that
• The exciting function h(t) is positive, continuous and decreasing for t ≥ 0
and h(t) = 0 for any t < 0. We also assume that
∫∞
0
h(t)dt <∞.
• The rate function λ(·) : [0,∞)→ R+ is increasing and limz→∞ λ(z)z = 0. We
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also assume that λ(·) is Lipschitz with constant α > 0, i.e. |λ(x) − λ(y)| ≤
α|x− y| for any x, y ≥ 0.
Let Ω be the set of countable, locally finite subsets of R and for any ω ∈ Ω
and A ⊆ R, write ω(A) := ω ∩ A. For any t ∈ R, we write ω(t) = ω({t}). Let
N(A) = #|ω∩A| denote the number of points in the set A for any A ⊂ R. We also
use the notation Nt to denote N [0, t], the number of points up to time t, starting
from time 0. We define the shift operator θt by θt(ω)(s) = ω(t+ s). We equip the
sample space Ω with the topology in which the convergence ωn → ω as n→∞ is
defined by
(3.2)
∑
τ∈ωn
f(τ)→
∑
τ∈ω
f(τ),
for any continuous f with compact support.
This topology is equivalent to the vague topology for random measures, for
which, see for example Grandell [45]. One can equip the space of locally finite
random measures with the vague topology. The subspace of integer valued random
measures is then the space of point processes. A simple point processes is a point
process without multiple jumps. The space of point processes is closed. But the
space of simple point processes is not closed.
Denote F st = σ(ω[s, t]) for any s < t, i.e. the σ-algebra generated by all the
possible configurations of points in the interval [s, t]. Denote M(Ω) the space of
probability measures on Ω. We also define MS(Ω) as the space of simple point
processes that are invariant with respect to θt with bounded first moment, i.e. for
any Q ∈ MS(Ω), EQ[N [0, 1]] < ∞. Define ME(Ω) as the set of ergodic simple
point processes in MS(Ω). We define the topology of MS(Ω) as follows. For a
58
sequence Qn inMS(Ω) and Q ∈MS(Ω), we say Qn → Q as n→∞ if and only if
(3.3)
∫
fdQn →
∫
fdQ,
as n→∞ for any continuous and bounded f and
(3.4)
∫
N [0, 1](ω)Qn(dω)→
∫
N [0, 1](ω)Q(dω),
as n→∞. In other words, the topology is the weak topology strengthened by the
convergence of the first moment of N [0, 1]. For any Q1, Q2 in MS(Ω), one can
define the metric d(·, ·) by
(3.5) d(Q1, Q2) = dp(Q1, Q2) +
∣∣EQ1 [N [0, 1]]− EQ2 [N [0, 1]]∣∣ ,
where dp(·, ·) is the usual Prokhorov metric. Because this is an unusual topology,
the compactness is different from that in the usual weak topology; later, when we
prove the exponential tightness, we need to take some extra care. See Lemma 22
and (iii) of Lemma 21.
We denote by C(Ω) the set of real-valued continous functions on Ω. We sim-
ilarly define C(Ω × R). We also denote by B(F−∞t ) the set of all bounded F−∞t
progressively measurable and F−∞t predictable functions.
Before we proceed, recall that a sequence (Pn)n∈N of probability measures on a
topological space X satisfies the large deviation principle (LDP) with rate function
I : X → R if I is non-negative, lower semicontinuous and for any measurable set
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A,
(3.6) − inf
x∈Ao
I(x) ≤ lim inf
n→∞
1
n
logPn(A) ≤ lim sup
n→∞
1
n
logPn(A) ≤ − inf
x∈A
I(x).
Here, Ao is the interior of A and A is its closure. See Dembo and Zeitouni [30]
or Varadhan [106] for general background regarding large deviations and their
applications. Also Varadhan [107] has an excellent survey article on this subject.
In the pioneering work by Donsker and Varadhan [31], they obtained a level-3
large deviation result for certain stationary Markov processes.
We would like to prove the large deviation principle for nonlinear Hawkes pro-
cesses by proving a process-level, also known as level-3 large deviation principle
first. We can then use the contraction principle to obtain the level-1 large deviation
principle for (Nt/t ∈ ·).
Let us define the empirical measure for the process as
(3.7) Rt,ω(A) =
1
t
∫ t
0
χA(θsωt)ds,
for any A, where ωt(s) = ω(s) for 0 ≤ s ≤ t and ωt(s+t) = ωt(s) for any s. Donsker
and Varadhan [31] proved that in the case when Ω is a space of ca`dla`g functions
ω(·) on −∞ < t < ∞ endowed with Skorohod topology and taking values in a
Polish space X, under certain conditions, P 0,x(Rt,ω ∈ ·) satisfies a large deviation
principle, where P 0,x is a Markov process on Ω0∞ with initial value x ∈ X. The
rate function H(Q) is some entropy function.
Let h(α, β)Σ be the relative entropy of α with respect to β restricted to the
σ-algebra Σ. For any Q ∈ MS(Ω), let Qω− be the regular conditional probability
distribution of Q. Similarly we define P ω
−
.
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Let us define the entropy function H(Q) as
(3.8) H(Q) = EQ[h(Qω− , P ω−)F01 ].
Notice that P ω
−
describes the Hawkes process conditional on the past history
ω−. It has rate λ(
∑
τ∈ω[0,s)∪ω− h(s − τ)) at time 0 ≤ s ≤ 1, which is well de-
fined for almost every ω− under Q if EQ[N [0, 1]] < ∞ since EQ[∑τ∈ω− h(−τ)] =
‖h‖L1EQ[N [0, 1]] < ∞ implies
∑
τ∈ω− h(s − τ) ≤
∑
τ∈ω− h(−τ) < ∞ for all
0 ≤ s ≤ 1.
When H(Q) <∞, h(Qω− , P ω−) <∞ for a.e. ω− under Q, which implies that
Qω
−  P ω− on F01 . By the theory of absolute continuity of point processes, see
for example Chapter 19 of Lipster and Shiryaev [72] or Chapter 13 of Daley and
Vere-Jones [27], the compensator of Qω
−
is absolutely continuous, i.e. it has some
density λˆ say, such that by the Girsanov formula,
H(Q) =
∫
Ω−
∫ [∫ 1
0
(
λ− λˆ
)
ds+
∫ 1
0
log(λˆ/λ)dNs
]
dQω
−
Q(dω−)(3.9)
=
∫
Ω
[∫ 1
0
λ(ω, s)− λˆ(ω, s) + log
(
λˆ(ω, s)
λ(ω, s)
)
λˆds
]
Q(dω),
where λ = λ
(∑
τ∈ω[0,s)∪ω− h(s− τ)
)
. Both λ and λˆ are F−∞s -predictable for
0 ≤ s ≤ 1. For the equality in (3.9), we used the fact that Nt −
∫ t
0
λˆ(ω, s)ds is
a martingale under Q and for any f(ω, s) which is bounded, F−∞s progressively
measurable and predictable, we have
(3.10)
∫
Ω
∫ 1
0
f(ω, s)dNsQ(dω) =
∫
Ω
∫ 1
0
f(ω, s)λˆ(ω, s)dsQ(dω).
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We will use the above fact repeatedly in this chapter.
The following theorem is the main result of this chapter.
Theorem 10. For any open set G ⊂MS(Ω),
(3.11) lim inf
t→∞
1
t
logP (Rt,ω ∈ G) ≥ − inf
Q∈G
H(Q),
and for any closed set C ⊂MS(Ω),
(3.12) lim sup
t→∞
1
t
logP (Rt,ω ∈ C) ≤ − inf
Q∈C
H(Q).
We will prove the lower bound in Section 3.2, the upper bound in Section
3.3, and the superexponential estimates that are needed in the proof of the upper
bound in Section 3.4.
Once we establish the level-3 large deviation result, we can obtain the large
deviation principle for (Nt/t ∈ ·) directly by using the contraction principle.
Theorem 11. (Nt/t ∈ ·) satisfies a large deviation principle with the rate function
I(·) given by
(3.13) I(x) = inf
Q∈MS(Ω),EQ[N [0,1]]=x
H(Q).
Proof. Since Q 7→ EQ[N [0, 1]] is continuous, ∫
Ω
N [0, 1]dRt,ω satisfies a large de-
viation principle with the rate function I(·) by the contraction principle. (For a
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discussion on contraction principle, see for example Varadhan [106].)
∫
Ω
N [0, 1]dRt,ω =
1
t
∫ t
0
N [0, 1](θsωt)ds(3.14)
=
1
t
∫ t−1
0
N [s, s+ 1](ω)ds+
1
t
∫ t
t−1
N [s, s+ 1](ωt)ds.
Notice that
(3.15) 0 ≤ 1
t
∫ t
t−1
N [s, s+ 1](ωt)ds ≤ 1
t
(N [t− 1, t](ω) +N [0, 1](ω)),
and
(3.16)
1
t
∫ t−1
0
N [s, s+ 1](ω)ds =
1
t
[∫ t
t−1
Ns(ω)ds−
∫ 1
0
Ns(ω)ds
]
≤ Nt
t
,
and
(3.17)
1
t
∫ t−1
0
N [s, s+ 1](ω)ds ≥ Nt−1 −N1
t
=
Nt
t
− N [t− 1, t] +N1
t
.
Hence,
(3.18)
Nt
t
− N [t− 1, t] +N1
t
≤
∫
Ω
N [0, 1]dRt,ω ≤ Nt
t
+
N [t− 1, t] +N1
t
.
For the lower bound, for any open ball B(x) centered at x with radius  > 0,
P
(
Nt
t
∈ B(x)
)
≥ P
(∫
Ω
N [0, 1]dRt,ω ∈ B/2(x)
)
(3.19)
− P
(
N [t− 1, t]
t
≥ 
4
)
− P
(
N1
t
≥ 
4
)
.
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For the upper bound, for any closed set C and C =
⋃
x∈C B(x),
P
(
Nt
t
∈ C
)
≤ P
(∫
Ω
N [0, 1]dRt,ω ∈ C
)
(3.20)
+ P
(
N [t− 1, t]
t
≥ 
4
)
+ P
(
N1
t
≥ 
4
)
.
Finally, by Lemma 17, we have the following superexponential estimates
(3.21) lim sup
t→∞
1
t
logP
(
N [t− 1, t]
t
≥ 
4
)
= lim sup
t→∞
1
t
logP
(
N1
t
≥ 
4
)
= −∞.
Hence, for the lower bound, we have
(3.22) lim inf
t→∞
1
t
logP
(
Nt
t
∈ B(x)
)
≥ −I(x),
and for the upper bound, we have
(3.23) lim sup
t→∞
1
t
logP
(
Nt
t
∈ C
)
≤ − inf
x∈C
I(x),
which holds for any  > 0. Letting  ↓ 0, we get the desired result.
3.2 Lower Bound
Lemma 5. For any λ, λˆ ≥ 0, λ− λˆ+ λˆ log(λˆ/λ) ≥ 0.
Proof. Write λ− λˆ+ λˆ log(λˆ/λ) = λˆ
[
(λ/λˆ)− 1− log(λ/λˆ)
]
. Thus, it is sufficient
to show that F (x) = x− 1− log x ≥ 0 for any x ≥ 0. Note that F (0) = F (∞) = 0
and F ′(x) = 1 − 1
x
< 0 when 0 < x < 1 and F ′(x) > 0 when x > 1 and finally
F (1) = 0. Hence F (x) ≥ 0 for any x ≥ 0.
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Lemma 6. Assume H(Q) <∞. Then,
(3.24) EQ[N [0, 1]] ≤ C1 + C2H(Q),
where C1, C2 > 0 are some constants independent of Q.
Proof. If H(Q) <∞, then h(Qω− , P ω−)F01 <∞ for a.e. ω− under Q, which implies
that Qω
−  P ω− and thus Aˆt  At, where Aˆt and At are the compensators of Nt
under Qω
−
and P ω
−
respectively. (For the theory of absolute continuity of point
processes and Girsanov formula, see for example Lipster and Shiryaev [72] or Daley
and Vere-Jones [27].) Since At =
∫ t
0
λ(ω, s)ds, we have Aˆt =
∫ t
0
λˆ(ω, s)ds for some
λˆ. By the Girsanov formula,
(3.25) H(Q) = EQ
[∫ 1
0
λ− λˆ+ log
(
λˆ/λ
)
λˆds
]
.
Notice that EQ[N [0, 1]] =
∫ ∫ 1
0
λˆdsdQ.
∫ ∫ 1
0
λdsdQ ≤ 
∫ ∫ 1
0
∑
τ<s
h(s− τ)dsdQ+ C(3.26)
≤ 
∫
h(0)N [0, 1]dQ+ 
∫ ∑
τ<0
h(−τ)dQ+ C
= (h(0) + ‖h‖L1)EQ[N [0, 1]] + C
= (h(0) + ‖h‖L1)
∫ ∫ 1
0
λˆdsdQ+ C.
Therefore, we have
(3.27)
∫ ∫ 1
0
λˆ · 1λˆ<KλdsdQ ≤ K(h(0) + ‖h‖L1)
∫ ∫ 1
0
λˆdsdQ+KC.
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On the other hand, by Lemma 5,
H(Q) ≥
∫ ∫ 1
0
[
λ− λˆ+ λˆ log(λˆ/λ)
]
· 1λˆ≥KλdsdQ(3.28)
≥ (logK − 1)
∫ ∫ 1
0
λˆ · 1λˆ≥KλdsdQ.
Thus,
(3.29)
∫ ∫ 1
0
λˆdsdQ ≤ K(h(0) + ‖h‖L1)
∫ ∫ 1
0
λˆdsdQ+KC +
H(Q)
logK − 1 .
Choosing K > e and  < 1
K(h(0)+‖h‖L1 )
, we get
(3.30) EQ[N [0, 1]] ≤ KC
1−K(h(0) + ‖h‖L1) +
H(Q)
(logK − 1)K(h(0) + ‖h‖L1) .
Lemma 7. We have the following alternative expression for H(Q).
(3.31) H(Q) = sup
f(ω,s)∈B(F−∞s )∩C(Ω×R),0≤s≤1
EQ
[∫ 1
0
λ(1− ef )ds+
∫ 1
0
fdNs
]
.
Proof. EQ[N [0, 1]] <∞ implies that EQω− [N [0, 1]] <∞ for almost every ω− under
Q, also
∑
τ∈ω− h(−τ) < ∞ since EQ[
∑
τ∈ω− h(−τ)] = ‖h‖L1EQ[N [0, 1]] < ∞.
Thus,
EPω
−
[N [0, 1]] = EPω
−
∫ 1
0
λ
 ∑
τ∈ω[0,s)∪ω−
h(s− τ)
 ds
(3.32)
≤ C + h(0)EPω
−
[N [0, 1]] + 
∑
τ∈ω−
h(−τ) <∞,
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so EPω
−
[N [0, 1]] <∞ by choice of  < 1
h(0)
.
By the theory of absolute continuity of point processes, see for example Chapter
13 of Daley and Vere-Jones [27], if EQω
−
[N [0, 1]],EPω
−
[N [0, 1]] <∞, Qω−  P ω−
if and only if Aˆt  At, where Aˆt and At =
∫ t
0
λ(ω−, ω, s)ds are the compensators
of Nt under Q
ω− and P ω
−
respectively. If that’s the case, we can write Aˆt =∫ t
0
λˆ(ω−, ω, s)ds for some λˆ and there is Girsanov formula
(3.33) log
dQω
−
dP ω−
∣∣∣∣
F01
=
∫ 1
0
(λ− λˆ)ds+
∫ 1
0
log
(
λˆ/λ
)
dNs,
which implies that
(3.34) H(Q) = EQ
[∫ 1
0
λ− λˆ+ log
(
λˆ/λ
)
λˆds
]
.
For any f , λˆf + (1− ef )λ ≤ λˆ log(λˆ/λ) + λ− λˆ and the equality is achieved when
f = log(λˆ/λ). Thus, clearly, we have
(3.35) sup
f(ω,s)∈B(F−∞s )∩C(Ω×R),0≤s≤1
EQ
[∫ 1
0
λ(1− ef )ds+
∫ 1
0
fdNs
]
≤ H(Q).
On the other hand, we can always find a sequence fn convergent to log(λˆ/λ) and
by Fatou’s lemma, we get the opposite inequality.
Now, assume that we do not have Qω
−  P ω− for a.e. ω− under Q. That
implies that H(Q) =∞. We want to show that
(3.36) sup
f(ω,s)∈B(F−∞s )∩C(Ω×R),0≤s≤1
EQ
[∫ 1
0
λ(1− ef )ds+
∫ 1
0
fdNs
]
=∞.
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Let us assume that
(3.37) sup
f(ω,s)∈B(F−∞s )∩C(Ω×R),0≤s≤1
EQ
[∫ 1
0
λ(1− ef )ds+
∫ 1
0
fdNs
]
<∞.
We want to prove that H(Q) <∞.
Let P ω
−
 be the point process on [0, 1] with compensator At + Aˆt. Clearly
Aˆt  At + Aˆt and Qω−  P ω− .
For any f ,
EQ
[∫ 1
0
(1− ef )d(As + Aˆs) + fdAˆs
]
(3.38)
= EQ
[∫ 1
0
(1− ef )χf<0d(As + Aˆs) + fχf<0dAˆs
]
+ EQ
[∫ 1
0
(1− ef )χf≥0d(As + Aˆs) + fχf≥0dAˆs
]
≤ EQ
[∫ 1
0
d(As + Aˆs)
]
+ EQ
[∫ 1
0
(1− ef )χf≥0dAs + fχf≥0dAˆs
]
= EQ
[∫ 1
0
d(As + Aˆs)
]
+ EQ
[∫ 1
0
(1− efχf≥0)dAs + fχf≥0dAˆs
]
≤ Cδ + δ(h(0) + ‖h‖L1)EQ[N [0, 1]]
+ sup
f(ω,s)∈B(F−∞s )∩C(Ω×R),0≤s≤1
EQ
[∫ 1
0
λ(1− ef )ds+
∫ 1
0
fdNs
]
<∞.
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Therefore,
∞ > lim inf
↓0
sup
f(ω,s)∈B(F−∞s )∩C(Ω×R),0≤s≤1
EQ
[∫ 1
0
(1− ef )d(As + Aˆs) + fdAˆs
](3.39)
= lim inf
↓0
sup
f(ω,s)∈B(F−∞s )∩C(Ω×R),0≤s≤1
EQ
[∫ 1
0
(
1− ef + f · dAˆs
d(As + Aˆs)
)
d(As + Aˆs)
]
= lim inf
↓0
EQ[h(Qω− , P ω− )F01 ]
= EQ[h(Qω− , P ω−)F01 ] = H(Q),
by lower semicontinuity of the relative entropy h(·, ·), Fatou’s lemma, and the fact
that P ω
−
 → P ω− weakly as  ↓ 0. Hence H(Q) <∞.
Lemma 8. H(Q) is lower semicontinuous and convex in Q.
Proof. By Lemma 7, we can rewrite H(Q) as
H(Q) = sup
f(ω,s)∈B(F−∞s )∩C(Ω×R),0≤s≤1
EQ
[∫ 1
0
λ(1− ef ) + λˆfds
]
(3.40)
= sup
f(ω,s)∈B(F−∞s )∩C(Ω×R),0≤s≤1
EQ
[∫ 1
0
λ(1− ef )ds+
∫ 1
0
fdNs
]
.
If Qn → Q, then EQn [N [0, 1]]→ EQ[N [0, 1]] and Qn → Q weakly. Since f(ω, s) ∈
C(Ω × R) ∩ B(F−∞s ),
∫ 1
0
f(ω, s)dNs is continuous on Ω, and since f is uniformly
bounded,
∫ 1
0
f(ω, s)dNs ≤ ‖f‖L∞N [0, 1]. Hence,
(3.41) EQn
[∫ 1
0
f(ω, s)dNs
]
→ EQ
[∫ 1
0
f(ω, s)dNs
]
.
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Let λM = λ
(∑
τ<s h
M(s− τ)), where hM(s) = h(s)χs≤M . Then, λM(ω, s) ∈
C(Ω × R) and thus ∫ 1
0
λM(1 − ef(ω,s))ds ∈ C(Ω). Also, ∫ 1
0
λM(1 − ef(ω,s))ds ≤
K(1 + e‖f‖L∞ )N [−M, 1], where K > 0 is some constant. Therefore,
(3.42) EQn
[∫ 1
0
λM(1− ef(ω,s))ds
]
→ EQ
[∫ 1
0
λM(1− ef(ω,s))ds
]
as n→∞. Next, notice that
∣∣∣∣EQ [∫ 1
0
λM(1− ef(ω,s))ds
]
− EQ
[∫ 1
0
λ(1− ef(ω,s))ds
]∣∣∣∣(3.43)
≤ EQ(1 + e‖f‖L∞ )αEQ[N [0, 1]]
∫ ∞
M
h(s)ds→ 0
as M →∞. Similarly, we have
(3.44)
lim sup
M→∞
lim sup
n→∞
∣∣∣∣EQn [∫ 1
0
λM(1− ef(ω,s))ds
]
− EQn
[∫ 1
0
λ(1− ef(ω,s))ds
]∣∣∣∣ = 0.
Hence,
(3.45) EQn
[∫ 1
0
λ(ω, s)(1− ef(ω,s))ds
]
→ EQ
[∫ 1
0
λ(ω, s)(1− ef(ω,s))ds
]
.
The supremum is taken over a linear functional of Q, which is continuous in Q,
therefore the supremum over these linear functionals will be lower semicontinuous.
Similarly, since in the variational formula expression of H(Q) in Lemma 7, the
supremum is taken over a linear functional of Q, H(Q) is convex in Q.
Lemma 9. H(Q) is linear in Q.
Proof. It is in general true that the process-level entropy function H(Q) is linear
in Q. Following the arguments in Donsker and Varadhan [31], there exists a subset
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Ω0 ⊂ Ω which is F−∞0 measurable and a F−∞0 measurable map Qˆ : Ω0 →ME(Ω)
such that Q(Ω0) = 1 for all Q ∈MS(Ω) and Q(ω : Qˆ = Q) = 1 for all Q ∈ME(Ω).
Therefore, there exists a universal version, say Qˆω
−
independent of Q such that∫
Qˆω
−
Q(dω−) = Q. Since that is true for all Q ∈ ME(Ω), it also holds for
Q ∈MS(Ω). Hence,
(3.46) H(Q) = EQ
[
h(Qω
−
, P ω
−
)F01
]
= EQ
[
h(Qˆω
−
, P ω
−
)F01
]
,
i.e. H(Q) is linear in Q.
In this chapter, we are proving the large deviation principle for Hawkes pro-
cesses started with empty history, i.e. with probability measure P∅. But when
time elapses, the Hawkes process generates points and that create a new history.
We need to understand how the history created affects the future. What we want
to prove is some uniform estimates to the effect that if the past history is well
controlled, then the new history will also be well controlled. This is essentially
what the following Lemma 10 says. Consider the configuration of points starting
from time 0 up to time t. We shift it by t and denote that by wt such that wt ∈ Ω−,
where Ω− is Ω restricted to R−. These notations will be used in Lemma 10.
Remark 2. At the very beginning of the chapter, we defined ωt. It should not be
confused with wt in this section.
Lemma 10. For any Q ∈ME(Ω) such that H(Q) <∞ and any open neighborhood
N of Q, there exists some K−` such that ∅ ∈ K−` and Q(K−` )→ 1 as `→∞ and
(3.47) lim inf
t→∞
1
t
inf
w0∈K−`
logPw0(Rt,ω ∈ N,wt ∈ K−` ) ≥ −H(Q).
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Proof. Let us abuse the notations a bit by defining
(3.48) λ(ω−) = λ
 ∑
τ∈ω−,τ∈ω[0,s)
h(s− τ)
 .
For any t > 0, since λ(·) ≥ c > 0 and λ(·) is Lipschitz with constant α, we have
log
dP ω
−
dPw0
∣∣∣∣
F0t
=
∫ t
0
λ(w0)− λ(ω−)ds+
∫ t
0
log
(
λ(ω−)
λ(w0)
)
dNs
(3.49)
≤
∫ t
0
|λ(w0)− λ(ω−)|ds+
∫ t
0
log
(
1 +
|λ(w0)− λ(ω−)|
λ(w0)
)
dNs
≤
∫ t
0
α
∑
τ∈ω−∪w0
h(s− τ)ds+
∫ t
0
α
c
∑
τ∈ω−∪w0
h(s− τ)dNs.
Define
(3.50) K−` = {ω : N [−t, 0](ω) ≤ `(1 + t),∀t > 0} .
By the maximal ergodic theorem,
Q((K−` )
c) = Q
(
sup
t>0
N [−t, 0]
t+ 1
> `
)
(3.51)
≤ Q
(
sup
t>0
N [−([t] + 1), 0]
[t] + 1
> `
)
= Q
(
sup
n≥1,n∈N
N [−n, 0]
n
> `
)
≤ E
Q[N [0, 1]]
`
→ 0(3.52)
as `→∞. Thus Q(K−` )→ 1 as `→∞.
Fix any s > 0 and ω− ∈ K−` . Since h is decreasing, h′ ≤ 0, integration by parts
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shows that
∑
τ∈ω−
h(s− τ) =
∫ ∞
0
h(s+ σ)dN [−σ, 0](3.53)
= −
∫ ∞
0
N [−σ, 0]h′(s+ σ)dσ
≤ −
∫ ∞
0
`(1 + σ)h′(s+ σ)dσ
= `h(s) + `
∫ ∞
0
h(s+ σ)dσ
= `h(s) + `H(s),
where H(t) =
∫∞
t
h(s)ds.
Therefore, uniformly for ω−, w0 ∈ K−` ,
(3.54)
∫ t
0
α
∑
τ∈ω−∪w0
h(s− τ)ds ≤ 2`α‖h‖L1 + 2`αu(t),
where u(t) =
∫ t
0
H(s)ds and
(3.55)
∫ t
0
α
c
∑
τ∈ω−∪w0
h(s− τ)dNs ≤ 2`α
c
∫ t
0
(h(s) +H(s))dNs.
Define
(3.56) K+`,t =
{
ω :
2`α
c
∫ t
0
(h(s) +H(s))dNs ≤ `2(‖h‖L1 + u(t))
}
.
Then, uniformly in t > 0,
(3.57) Q((K+`,t)
c) ≤ 2αE
Q[N [0, 1]]
c · ` → 0,
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as `→∞. Thus inft>0Q(K+`,t)→ 1 as `→∞.
Hence, uniformly for ω−, w0 ∈ K−` and ω ∈ K+`,t,
log
dP ω
−
dPw0
∣∣∣∣
F0t
≤ 2`α‖h‖L1 + 2`αu(t) + `2(‖h‖L1 + u(t))(3.58)
= C1(`) + C2(`)u(t),(3.59)
where C1(`) = 2`α‖h‖L1 + `2‖h‖L1 and C2(`) = 2`α + `2.
Observe that
(3.60) lim sup
t→∞
u(t)
t
= lim sup
t→∞
1
t
∫ t
0
H(s)ds = 0.
Let Dt = {Rt,ω ∈ N,wt ∈ K−` }.
Uniformly for w0 ∈ K−`,t,
Pw0(Dt)
(3.61)
≥ e−t(H(Q)+)−C1(`)−C2(`)u(t)
·Q
[
Dt ∩
{
1
t
log
dP ω
−
dQω−
∣∣∣∣
F0t
≤ H(Q) + 
}
∩
{
log
dP ω
−
dPw0
∣∣∣∣
F0t
≤ C1(`) + C2(`)u(t)
}]
≥ e−t(H(Q)+)−C1(`)−C2(`)u(t)
·Q
[
Dt ∩
{
1
t
log
dP ω
−
dQω−
∣∣∣∣
F0t
≤ H(Q) + 
}
∩ {K+`,t ∩K−` }
]
.
Since Q ∈ME(Ω), by ergodic theorem,
(3.62) lim
t→∞
Q(Rt,ω ∈ N) = 1,
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and since ψ(ω, t) = log dQ
ω
dPω
∣∣
F0t
satisfies,
(3.63) ψ(ω, t+ s) = ψ(ω, t) + ψ(θtω, s), EQ[ψ(ω, t)] = tH(Q),
for almost every ω− under Q,
(3.64) lim
t→∞
1
t
log
dP ω
−
dQω−
∣∣∣∣
F0t
= H(Q).
Q is stationary, so Q(wt ∈ K−` ) ≥ Q(K−` ) → 1 as ` → ∞. Also, Q(K+`,t) ≥
inft>0Q(K
+
`,t)→ 1 as `→∞. Remember that lim supt→∞ u(t)t = 0. By choosing `
big enough, we conclude that
(3.65) lim inf
t→∞
1
t
inf
w0∈K−`
logPw0(Rt,ω ∈ N,wt ∈ K−` ) ≥ −H(Q)− .
Since it holds for any  > 0, we get the desired result.
Theorem 12 (Lower Bound). For any open set G,
(3.66) lim inf
t→∞
1
t
logP (Rt,ω ∈ G) ≥ − inf
Q∈G
H(Q).
Proof. It is sufficent to prove that for any Q ∈ MS(Ω), H(Q) < ∞, for any
neighborhood N of Q, lim inft→∞ 1t logP (Rt,ω ∈ N) ≥ −H(Q). Since for every
invariant measure P ∈MS, there exists a probability measure µP on the spaceME
of ergodic measures such that P =
∫
ME QµP (dQ), for any Q ∈ MS(Ω) such that
H(Q) <∞, without loss of generality, we can assume that Q = ∑`j=1 αjQj, where
αj ≥ 0, 1 ≤ j ≤ ` and
∑`
j=1 αj = 1. By linearity of H(·), H(Q) =
∑`
j=1 αjH(Qj).
Divide the interval [0, t] into subintervals of length αjt, let tj, 1 ≤ j ≤ ` be the
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right hand endpoints of these subintervals, and let t0 = 0. For each Qj, take K
−
M as
in Lemma 10. We have min1≤j≤`Qj(K−M)→ 1, as M →∞. Choose neighborhoods
Nj of Qj, 1 ≤ j ≤ ` such that
⋃`
j=1 αjNj ⊆ N . We have
P∅(Rt,ω ∈ N) ≥ P∅(Rt1,ω ∈ N1, wt1 ∈ K−M)(3.67)
·
∏`
j=2
inf
w0∈K−tj−1−tj−2
Pw0(Rtj−tj−1,ω ∈ Nj, wtj−tj−1 ∈ K−M).
Now, applying Lemma 10 and the linearity of H(·),
(3.68) lim inf
t→∞
1
t
logP∅(Rt,ω ∈ N) ≥ −
∑`
j=1
αjH(Qj) = −H(Q).
3.3 Upper Bound
Remark 3. By following the argument in Donsker and Varadhan [31], if ω− 7→
P ω
−
is weakly continuous, then
(3.69) lim sup
t→∞
1
t
logP (Rt,ω ∈ A) ≤ − inf
Q∈A
H(Q),
for any compact A. If the Hawkes process has finite range of memory, i.e. h(·)
has compact support, and if it is continuous, then, for any a < b, if ω−n → ω−, we
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have
∣∣∣∣∫ b
a
λ(ω−n , ω, s)ds−
∫ b
a
λ(ω−, ω, s)ds
∣∣∣∣(3.70)
≤ α
∫ b
a
∣∣∣∣∣∣
∑
τ∈ω−n
h(s− τ)−
∑
τ∈ω−
h(s− τ)
∣∣∣∣∣∣ ds→∞,
as n→∞, which implies that P ω−n → P ω−.
If the Hawkes process does not have finite range of memory, then we should use
the specific features of the Hawkes process to obtain the upper bound.
Before we proceed, let us prove an easy but very useful lemma that we will use
repeatedly in the proofs of the estimates in this chapter.
Lemma 11. Let f(ω, s) be F−∞s progressively measurable and predictable. Then,
(3.71) E
[
e
∫ t
0 f(ω,s)dNs
]
≤ E
[
e
∫ t
0 (e
2f(ω,s)−1)λ(ω,s)ds
]1/2
.
Proof. Since exp
{∫ t
0
2f(ω, s)dNs −
∫ t
0
(e2f(ω,s) − 1)λ(ω, s)ds
}
is a martingale, by
Cauchy-Schwarz inequality,
E
[
e
∫ t
0 f(ω,s)dNs
]
= E
[
e
1
2
∫ t
0 2f(ω,s)dNs− 12
∫ t
0 (e
2f(ω,s)−1)λ(ω,s)ds+ 1
2
∫ t
0 (e
2f(ω,s)−1)λ(ω,s)ds
](3.72)
≤ E
[
e
∫ t
0 (e
2f(ω,s)−1)λ(ω,s)ds
]1/2
.
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Define CT
CT =
{
F (ω) :=
∫ T
0
f(ω, s)dNs −
∫ T
0
(ef(ω,s) − 1)λ(ω, s)ds,(3.73)
f(ω, s) ∈ B(F0s ) ∩ C(Ω× R)
}
.
Here λ(ω, s) is F−∞s progressively measurable and predictable, and f(ω, s) ∈
B(F0s ) ∩ C(Ω × R) means that f is F0s progressively measurable, predictable and
also bounded and continuous.
Lemma 12. For any T > 0 and F ∈ CT , we have, for any t > 0,
(3.74) EP∅
[
e
1
T
∫ t
0 F (θsω)ds
]
≤ 1.
Proof. For any t > 0, writing ψ(s) =
∑
k:s+kT≤t F (θs+kTω),
EP∅
[
e
1
T
∫ t
0 F (θsω)ds
]
= EP∅
[
e
1
T
∫ T
0 ψ(s)ds
]
(3.75)
≤ 1
T
∫ T
0
EP∅
[
eψ(s)
]
ds = 1,
by Jensen’s inequality and the fact that EP∅
[
eψ(s)
]
= 1 by iteratively conditioning
since EPω
− [
eF (ω)
]
= 1 for any ω−.
Remark 4. Under P∅, the F−∞s progressively measurable rate function λ is well
defined since it only creates a history between time 0 and time t. Similary, in
the proof in Lemma 12, EPω
− [
eF (ω)
]
= 1 for any ω− should be interpreted as
the expectation is 1 given any history created between time 0 and t, which is well
defined.
Next, we need to compare 1
T
∫ t
0
F (θsωt)ds and
1
T
∫ t
0
F (θsω)ds.
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Lemma 13. For any q > 0, T > 0 and F ∈ CT ,
(3.76) lim sup
t→∞
1
t
logEP∅
[
exp
{
q
∣∣∣∣ 1T
∫ t
0
F (θsωt)ds− 1
T
∫ t
0
F (θsω)ds
∣∣∣∣}] = 0.
Proof.
∣∣∣∣ 1T
∫ t
0
F (θsωt)ds− 1
T
∫ t
0
F (θsω)ds
∣∣∣∣(3.77)
≤
∣∣∣∣ 1T
∫ t
0
∫ T
0
f(u, θsω)dNuds− 1
T
∫ t
0
∫ T
0
f(u, θsωt)dNuds
∣∣∣∣
+
∣∣∣∣ 1T
∫ t
0
∫ T
0
(ef(u,θsω) − 1)λ(θsω, u)duds
− 1
T
∫ t
0
∫ T
0
(ef(u,θsωt) − 1)λ(θsωt, u)duds
∣∣∣∣.
It is easy to see that
∫ T
0
f(u, θsω)dNuds is F ss+T -measurable and
(3.78)
∫ T
0
f(u, θsω)dNuds =
∫ T
0
f(u, θsωt)dNuds
for any 0 ≤ s ≤ t− T . Hence,
∣∣∣∣ 1T
∫ t
0
∫ T
0
f(u, θsω)dNuds− 1
T
∫ t
0
∫ T
0
f(u, θsωt)dNuds
∣∣∣∣(3.79)
≤ 1
T
∫ t
t−T
∫ T
0
|f(u, θsω)|dNuds+ 1
T
∫ t
t−T
∫ T
0
|f(u, θsωt)|dNuds
≤ ‖f‖L∞
T
∫ t
t−T
N [s, s+ T ](ω)ds+
‖f‖L∞
T
∫ t
t−T
N [s, s+ T ](ωt)ds
≤ ‖f‖L∞
T
[N [t− T, t+ T ](ω) +N [t− T, t+ T ](ωt)]
=
‖f‖L∞
T
[N [t− T, t+ T ](ω) +N [t− T, T ](ω) +N [0, T ](ω)] .
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By Ho¨lder’s inequality and Lemma 17, we have
lim sup
t→∞
1
t
logEP∅
[
e| 1T
∫ t
0
∫ T
0 f(u,θsω)dNuds− 1T
∫ t
0
∫ T
0 f(u,θsωt)dNuds|
]
(3.80)
≤ lim sup
t→∞
1
t
logEP∅
[
e
‖f‖L∞
T
[N [t−T,t+T ](ω)+N [t−T,T ](ω)+N [0,T ](ω)]
]
= 0.
Furthermore,
∣∣∣∣ 1T
∫ t
0
∫ T
0
(ef(u,θsω) − 1)λ(θsω, u)duds− 1
T
∫ t
0
∫ T
0
(ef(u,θsωt) − 1)λ(θsωt, u)duds
∣∣∣∣
(3.81)
≤ 1
T
∫ t
0
∫ T
0
∣∣ef(u,θsω) − ef(u,θsωt)∣∣λ(θsω, u)duds
+
1
T
∫ t
0
∫ T
0
(ef(u,θsωt) − 1) |λ(θsωt, u)− λ(θsω, u)| duds.
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For the first term
1
T
∫ t
0
∫ T
0
∣∣ef(u,θsω) − ef(u,θsωt)∣∣λ(θsω, u)duds(3.82)
=
1
T
∫ t
t−T
∫ T
0
∣∣ef(u,θsω) − ef(u,θsωt)∣∣λ(θsω, u)duds
≤ 2e
‖f‖L∞
T
∫ t
t−T
∫ T
0
λ(θsω, u)duds
=
2e‖f‖L∞
T
∫ t
t−T
∫ T
0
λ
 ∑
τ∈ω[0,u+s)
h(u+ s− τ)
 duds
≤ 2e‖f‖L∞TC + 2e
‖f‖L∞
T

∫ t
t−T
∫ T
0
∑
τ∈ω[0,u+s)
h(u+ s− τ)duds
≤ 2e‖f‖L∞TC + 2e
‖f‖L∞
T

∫ t
t−T
∫ T
0
N [0, u+ s]h(0)duds
≤ 2e‖f‖L∞TC + 2e‖f‖L∞ 
∫ t
t−T
N [0, s+ T ]h(0)ds
≤ 2e‖f‖L∞TC + 2e‖f‖L∞ T (N [0, t] +N [t, t+ T ])h(0).
Therefore,
(3.83) lim sup
t→∞
1
t
logEP∅
[
e
1
T
∫ t
0
∫ T
0 |ef(u,θsω)−ef(u,θsωt)|λ(θsω,u)duds
]
≤ c(),
where c()→ 0 as → 0; in other words, it vanishes.
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For the second term,
1
T
∫ t
0
∫ T
0
(ef(u,θsωt) − 1) |λ(θsωt, u)− λ(θsω, u)| duds
(3.84)
≤ e
‖f‖L∞ + 1
T
·
∫ t
0
∫ T
0
α
∣∣∣∣∣∣
∑
τ∈ωt[0,u+s)∪(ωt)−
h(u+ s− τ)−
∑
τ∈ω[0,u+s)
h(u+ s− τ)
∣∣∣∣∣∣ duds
≤ e
‖f‖L∞ + 1
T
∫ t
t−T
∫ T
0
α
∑
τ∈ωt[0,u+s)
h(u+ s− τ)duds
+
e‖f‖L∞ + 1
T
∫ t
t−T
∫ T
0
α
∑
τ∈ω[0,u+s)
h(u+ s− τ)duds
+
e‖f‖L∞ + 1
T
∫ t
0
∫ T
0
α
∑
τ∈(ωt)−
h(u+ s− τ)duds
Assume that h(·) is decreasing and limz→∞ λ(z)z = 0. By applying Jensen’s inequal-
ity twice, we can estimate the second term above,
EP∅
[
e
e‖f‖L∞+1
T
α
∫ t
t−T
∫ T
0
∫ u+s
0 h(u+s−v)dNvduds
]
(3.85)
≤ 1
T
∫ t
t−T
EP∅
[
e(e
‖f‖L∞+1)α
∫ T
0
∫ u+s
0 h(u+s−v)dNvdu
]
ds
≤ 1
T 2
∫ t
t−T
∫ T
0
EP∅
[
e(e
‖f‖L∞+1)αT
∫ u+s
0 h(u+s−v)dNv
]
duds
≤ 1
T 2
∫ t
t−T
∫ T
0
EP∅
[
e
∫ u+s
0 C(α,T,h)λ(v)dv
]1/2
duds
≤ e
C(α,T,h)C
T 2
∫ t
t−T
∫ T
0
EP∅
[
eC(α,T,h)N [0,u+s]h(0)
]1/2
duds
≤ eC(α,T,h)CEP∅ [eC(α,T,h)N [0,t+T ]h(0)]1/2 .
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where C(α, T, h) = exp(2(e‖f‖L∞ + 1)αTh(0))− 1. Thus,
(3.86) lim sup
t→∞
1
t
logEP∅
[
e
e‖f‖L∞+1
T
α
∫ t
t−T
∫ T
0
∫ u+s
0 h(u+s−v)dNvduds
]
= 0.
Similarly, we can estimate the first term.
For the third term, by Jensen’s inequality, we have
EP∅
[
e
e‖f‖L∞+1
T
∫ t
0
∫ T
0 α
∑
τ∈(ωt)− h(u+s−τ)duds
]
(3.87)
≤ 1
T
∫ T
0
EP∅
[
eα(exp(‖f‖L∞ )+1)
∫ t
0
∑
τ∈(ωt)− h(u+s−τ)ds
]
du
≤ EP∅
[
eα(exp(‖f‖L∞ )+1)
∫ t
0
∑
τ∈(ωt)− h(s−τ)ds
]
= EP∅
[
eα(exp(‖f‖L∞ )+1)
∫ t
0
∫ t
0
∑∞
k=0 h(s+kt+t−u)dNuds
]
Since h(·) is decreasing, ∫ (k+1)t
kt
h(s)ds ≥ th((k + 1)t). Thus
(3.88)
∞∑
k=0
h(s+ kt+ t− u) ≤ h(s+ t− u) + 1
t
∫ ∞
s+t−u
h(v)dv.
Let C(α, f) = α(exp(‖f‖L∞) + 1) and H(t) =
∫∞
t
h(s)ds. Then,
EP∅
[
eα(exp(‖f‖L∞ )+1)
∫ t
0
∫ t
0
∑∞
k=0 h(s+kt+t−u)dNuds
]
(3.89)
≤ EP∅
[
eC(α,f)
∫ t
0
∫ t
0
1
t
H(s+t−u)dNuds+C(α,f)
∫ t
0 [
∫ t
0 h(s+t−u)ds]dNu
]
= EP∅
[
e
∫ t
0 [
C(α,f)
t
∫ t
0 H(s+t−u)ds]dNu+
∫ t
0 [
∫ t
0 C(α,f)h(s+t−u)ds]dNu
]
.
Notice that
(3.90) EP∅
[
e
∫ t
0 [
C(α,f)
t
∫ t
0 H(s+t−u)ds]dNu
]
≤ EP∅
[
e[
C(α,f)
t
∫ t
0 H(s)ds]Nt
]
,
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where C(α,f)
t
∫ t
0
H(s)ds→ 0 as t→∞, which implies that
(3.91) lim sup
t→∞
1
t
logEP∅
[
e
∫ t
0 [
C(α,f)
t
∫ t
0 H(s+u)ds]dNu
]
= 0.
Moreover,
EP∅
[
e
∫ t
0 [
∫ t
0 C(α,f)h(s+t−u)ds]dNu
](3.92)
≤ EP∅
[
e
∫ t
0 (e
2
∫ t
0 C(α,f)h(s+t−u)ds−1)λ(u)du
]1/2
≤ e 12C
∫ t
0 (e
2
∫ t
0 C(α,f)h(s+t−u)ds−1)duEP∅
[
e
∫ t
0 (e
∫ t
0 2C(α,f)h(s+t−u)ds−1)∑τ<u h(u−τ)du]1/2
≤ e 12C
∫ t
0 (e
2C(α,f)H(t−u)−1)duEP∅
[
e
∫ t
0 (e
2C(α,f)‖h‖
L1−1)∑τ<u h(u−τ)du]1/2
≤ e 12C
∫ t
0 (e
2C(α,f)H(u)−1)duEP∅
[
e(e
2C(α,f)‖h‖
L1−1)‖h‖L1Nt
]1/2
Notice that it holds for any  > 0 and that 1
t
∫ t
0
(e2C(α,f)H(u)− 1)du→ 0 as t→∞,
which implies
(3.93) lim sup
t→∞
1
t
logEP∅
[
e
∫ t
0 [
∫ t
0 C(α,f)h(s+t−u)ds]dNu
]
= 0.
Putting all these things together and applying Ho¨lder’s inequality several times,
we find that for any q > 0, T > 0 and F ∈ CT ,
(3.94) lim sup
t→∞
1
t
logEP∅
[
exp
{
q
∣∣∣∣ 1T
∫ t
0
F (θsωt)ds− 1
T
∫ t
0
F (θsω)ds
∣∣∣∣}] = 0.
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Lemma 14.
(3.95) lim
T→∞
1
T
sup
F∈CT
∫
Ω
F (ω)Q(dω) ≥ H(Q).
Proof. Assume H(Q) <∞. For any  > 0, there exists some f such that
(3.96) EQ
[∫ 1
0
fdNs −
∫ 1
0
(ef − 1)λds
]
≥ H(Q)− .
We can find a sequence fT ∈ B
(
F−(T−1)s
)
∩C(Ω×R)→ f as T →∞. By Fatou’s
lemma,
lim inf
T→∞
1
T
sup
F∈CT
∫
Ω
F (ω)Q(dω)(3.97)
≥ lim inf
T→∞
EQ
[∫ 1
0
fTdNs −
∫ 1
0
(efT − 1)λds
]
≥ H(Q)− .
If H(Q) =∞, then, for any M > 0, there exists some fM such that
(3.98) EQ
[∫ 1
0
fMdNs −
∫ 1
0
(efM − 1)λds
]
≥M.
Repeat the same argument as in the case that H(Q) <∞.
Lemma 15. For any compact set A,
(3.99) lim sup
t→∞
1
t
logP (Rt,ω ∈ A) ≤ − inf
Q∈A
H(Q).
Proof. Notice that
(3.100)
EP∅
[
eN [0,t]
] ≤ EP∅ [e(e2−1) ∫ t0 λ(s)ds]1/2 ≤ EP∅ [e(e2−1)h(0)N [0,t]+C(e2−1)]1/2 .
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By choosing  > 0 small enough, we have EP∅ [eN [0,t]] ≤ eCt for some constant
C > 0. Therefore
(3.101) lim sup
`→∞
lim sup
t→∞
1
t
logP∅ (N [0, t] > `t) = −∞,
which implies (by comparing
∫
Ω
N [0, 1]dRt,ω andN [0, t]/t and the superexponential
estimates in Lemma 17)
(3.102) lim sup
`→∞
lim sup
t→∞
1
t
logP∅
(∫
Ω
N [0, 1]dRt,ω > `
)
= −∞.
Therefore, we need only to consider compact sets A such that for any Q ∈ A,
EQ[N [0, 1]] <∞.
Now for any A compact consisting of Q with EQ[N [0, 1]] < ∞ and for any
F ∈ CT and for any p, q > 1, 1p + 1q = 1, by Ho¨lder’s inequality, Chebychev’s
inequality, and Lemma 12,
P∅(Rt,ω ∈ A)(3.103)
≤ EP∅
[
e
1
pT
∫ t
0 F (θsωt)ds
]
· exp
{
− t
pT
inf
Q∈A
∫
Ω
F (ω)Q(dω)
}
≤ EP∅
[
e
1
T
∫ t
0 F (θsω)ds
]1/p
EP∅
[
e
q
pT |∫ t0 F (θsωt)ds−∫ t0 F (θsω)ds|]1/q
· exp
{
− t
pT
inf
Q∈A
∫
Ω
F (ω)Q(dω)
}
≤ EP∅
[
e
q
pT |∫ t0 F (θsωt)ds−∫ t0 F (θsω)ds|]1/q · exp{− t
pT
inf
Q∈A
∫
Ω
F (ω)Q(dω)
}
By Lemma 13,
(3.104) lim sup
t→∞
1
t
logP∅(Rt,ω ∈ A) ≤ −1
p
inf
Q∈A
1
T
∫
Ω
F (ω)Q(dω).
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Since it holds for any p > 1, we get
(3.105) lim sup
t→∞
1
t
logP∅(Rt,ω ∈ A) ≤ − inf
Q∈A
1
T
∫
Ω
F (ω)Q(dω).
For any compact A, given Q ∈ A and  > 0, by Lemma 14, there exists TQ > 0
and FQ ∈ CTQ such that 1TQ
∫
Ω
FQ(ω)Q(dω) ≥ infA∈QH(Q) − 12. Since the linear
integral is a continuous functional of Q (see the proof of Lemma 8), there exists
a neighborhood GQ of Q such that
1
TQ
∫
Ω
FQ(ω)Q(dω) ≥ infA∈QH(Q) −  for all
Q ∈ GQ. Since A is compact, there exists GQ1 , . . . , GQ` such that A ⊂
⋃`
j=1 GQj .
Hence
(3.106) inf
1≤j≤`
sup
T>0
sup
F∈CT
inf
Q∈Gj
1
T
∫
Ω
F (ω)Q(dω) ≥ inf
Q∈A
H(Q)− .
Note that for any A and B,
lim sup
t→∞
1
t
logP (Rt,ω ∈ A ∪B)(3.107)
≤ max
{
lim sup
t→∞
1
t
logP (Rt,ω ∈ A), lim sup
t→∞
1
t
logP (Rt,ω ∈ B)
}
.
Thus, for A ⊂ ⋃`j=1 Gj,
(3.108) lim sup
t→∞
1
t
logP (Rt,ω ∈ A) ≤ − inf
1≤j≤`
sup
T>0
sup
F∈CT
inf
Q∈Gj
1
T
∫
F (ω)Q(dω),
whence lim supt→∞
1
t
logP (Rt,ω ∈ A) ≤ − infQ∈AH(Q) for any compact A.
Theorem 13 (Upper Bound). For any closed set C,
(3.109) lim sup
t→∞
1
t
logP (Rt,ω ∈ C) ≤ − inf
Q∈C
H(Q).
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Proof. For any closed set C and compact An which is defined in Lemma 22, we
have
lim sup
t→∞
1
t
logP (Rt,ω ∈ C)
(3.110)
≤ max
{
lim sup
t→∞
1
t
logP (Rt,ω ∈ C ∩ An), lim sup
t→∞
1
t
logP (Rt,ω ∈ (An)c)
}
.
Since C ∩ An is compact, Lemma 15 implies
(3.111) lim sup
t→∞
1
t
logP (Rt,ω ∈ C ∩ An) ≤ − inf
Q∈C∩An
H(Q) ≤ − inf
Q∈C
H(Q).
Furthermore, by Lemma 21,
lim sup
t→∞
1
t
logP (Rt,ω ∈ (An)c)(3.112)
= lim sup
t→∞
1
t
logP
(
Rt,ω ∈
∞⋃
j=n
Ac1
j
,j,j
)
≤ max
j≥n
max
{
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
χN [0,1]≥j(θsωt)ds ≥ ε(j)
)
,
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
χN [0,1/j]≥2(θsωt)ds ≥ (1/j)g(1/j)
)
,
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
N [0, 1]χN [0,1]≥`(θsωt)ds ≥ m(`)
)}
→ −∞
as n→∞. Hence,
(3.113) lim sup
t→∞
1
t
logP (Rt,ω ∈ C) ≤ − inf
Q∈C
H(Q).
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3.4 Superexponential Estimates
In order to get the full large deviation principle, we need the upper bound
inequality valid for any closed set instead of for any compact set, which requires
some superexponential estimates.
Lemma 16. For any q > 0,
(3.114) lim sup
t→∞
1
t
logEP∅
[
eq
∫ t
0 h(t−s)dNs
]
= 0.
Proof.
EP∅
[
eq
∫ t
0 h(t−s)dNs
]
≤ EP∅
[
e
∫ t
0 (e
2qh(t−s)−1)λ(∑0<τ<s h(s−τ))ds]1/2(3.115)
≤ EP∅
[
e(C+h(0)Nt)
∫ t
0 (e
2qh(t−s)−1)ds
]1/2
.
Note that
∫ t
0
(e2qh(t−s) − 1)ds = ∫ t
0
(e2qh(s) − 1)ds ∈ L1 since h ∈ L1. Therefore,
(3.116) lim sup
t→∞
1
t
logEP∅
[
eq
∫ t
0 h(t−s)dNs
]
≤ c(),
where c()→ 0 as → 0. Since it holds for any , we get the desired result.
Lemma 17. For any q > 0 and T > 0,
(3.117) lim sup
t→∞
1
t
logEP∅
[
eqN [t,t+T ]
]
= 0.
Therefore, for any  > 0,
(3.118) lim sup
t→∞
1
t
logP∅ (N [t, t+ T ] ≥ t) = −∞.
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Proof. By Ho¨lder’s inequality,
EP∅
[
eqN [t,t+T ]
] ≤ EP∅ [e(e2q−1) ∫ t+Tt λ(∑0<τ<s h(s−τ))ds]1/2
(3.119)
≤ e 12 (e2q−1)CT · EP∅
[
e(e
2q−1)h(0)N [t,t+T ]+(e2q−1) ∫ t0 h(t−s)dNs]1/2
≤ e 12 (e2q−1)CT · EP∅
[
e2(e
2q−1)h(0)N [t,t+T ]
]1/4
EP∅
·
[
e2(e
2q−1) ∫ t0 h(t−s)dNs]1/4 .
Choose  < q[2(e2q − 1)h(0)]−1. Then
(3.120) EP∅
[
eqN [t,t+T ]
]3/4 ≤ e 12 (e2q−1)CT · EP∅ [e2(e2q−1) ∫ t0 h(t−s)dNs]1/4 .
Lemma 16 completes the proof.
Lemma 18. We have the following superexponential estimates.
(i) For any  > 0,
(3.121) lim sup
δ→0
lim sup
t→∞
1
t
logP
(
1
δt
∫ t
0
χN [0,δ]≥2(θsω)ds ≥ 
)
= −∞.
(ii) For any  > 0,
(3.122) lim sup
M→∞
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
χN [0,1]≥M(θsω)ds ≥ 
)
= −∞.
(iii) For any  > 0,
(3.123) lim sup
`→∞
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
N [0, 1]χN [0,1]≥`(θsω)ds ≥ 
)
= −∞.
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Proof. (i) Define
(3.124) N`′ [0, t] =
∫ t
0
χλ(s)<`′dNs, Nˆ`′ [0, t] =
∫ t
0
χλ(s)≥`′dNs.
Then N [0, t] = N`′ [0, t] + Nˆ`′ [0, t] and N`′ [0, t] has compensator
∫ t
0
λ(s)χλ(s)<`′ds
and Nˆ`′ [0, t] has compensator
∫ t
0
λ(s)χλ(s)≥`′ds. Notice that
(3.125) χN [0,δ]≥2 ≤ χN`′ [0,δ]≥2 + χNˆ`′ [0,δ]≥1.
It is clear that N`′ is dominated by the usual Poisson process with rate `
′. By
Lemma 19,
(3.126) lim sup
δ→0
lim sup
t→∞
1
t
logP
(
1
δt
∫ t
0
χN`′ [0,δ]≥2(θsω)ds ≥

2
)
= −∞.
On the other hand,
1
δ
∫ t
0
χNˆ`′ [0,δ]≥1(θsω)ds =
1
δ
∫ t
0
χNˆ`′ [s,s+δ]≥1(ω)ds(3.127)
≤ 1
δ
∫ t
0
Nˆ`′ [s, s+ δ]ds
=
1
δ
∫ t+δ
δ
Nˆ`′ [0, s]ds− 1
δ
∫ t
0
Nˆ`′ [0, s]ds
≤ Nˆ`′ [0, t] +N [t, t+ δ].
By Lemma 17, we have
(3.128) lim sup
t→∞
1
t
logP
(
1
t
N [t, t+ δ] ≥ 
4
)
= −∞,
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for any δ > 0. Hence
(3.129) lim sup
δ→0
lim sup
t→∞
1
t
logP
(
1
t
N [t, t+ δ] ≥ 
4
)
= −∞.
Finally, for some positive h(`′) to be chosen later,
P
(
1
t
Nˆ`′ [0, t] ≥ 
4
)
≤ E
[
eh(`
′)Nˆ`′ [0,t]
]
e−th(`
′)/4(3.130)
≤ E
[
e(e
2h(`′)−1) ∫ t0 λ(s)χλ(s)≥`′ds]1/2 e−th(`′)/4.
Let f(z) = z
λ(z)
. Then f(z)→∞ as z →∞. Let Zs =
∑
τ∈ω[0,s] h(s−τ). Then, by
the definition of λ(s) and abusing the notation a little bit, we see that λ(s) = λ(Zs).
Since λ(·) is increasing, its inverse function λ−1 exists and λ−1(`′)→∞ as `′ →∞.
We have
E
[
e(e
2h(`′)−1) ∫ t0 λ(s)χλ(s)≥`′ds]1/2 ≤ E [e(e2h(`′)−1) ∫ t0 λ(Zs)χZs≥λ−1(`′)ds]1/2(3.131)
≤ E
[
e
(e2h(`
′)−1) ∫ t0 λ(Zs) f(Zs)infz≥`′ f(λ−1(z))ds]1/2 .
It is clear that lim`′→∞ infz≥`′ f(λ−1(z)) =∞. Choose
(3.132) h(`′) =
1
2
log
[
inf
z≥`′
f(λ−1(z)) + 1
]
.
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Then h(`′)→∞ as `′ →∞ and
E
[
e
(e2h(`
′)−1) ∫ t0 λ(Zs) f(Zs)infz≥`′ f(λ−1(z))ds]1/2 = E [e∫ t0 Zsds]1/2(3.133)
= E
[
e
∫ t
0
∑
τ∈ω[0,s] h(s−τ)ds
]1/2
≤ E [e‖h‖L1Nt]1/2 .
Hence,
(3.134) lim sup
`′→∞
lim sup
δ→0
lim sup
t→∞
1
t
logP
(
1
t
Nˆ`′ [0, t] ≥ 
4
)
= −∞.
(ii) It is easy to see that (iii) implies (ii).
(iii) Observe first that
N [s, s+ 1]χN [s,s+1]≥` ≤ N`′ [s, s+ 1]χN`′ [s,s+1]≥ `2 + Nˆ`′ [s, s+ 1]χNˆ`′ [s,s+1]≥ `2
(3.135)
+
`
2
χN`′ [s,s+1]≥ `2 +
`
2
χNˆ`′ [s,s+1]≥ `2 .
For the first term, notice that N`′ is dominated by a usual Poisson process with
rate `′. Thus, by Lemma 20,
(3.136)
lim sup
`→∞
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
N`′ [s, s+ 1]χN`′ [s,s+1]≥ `2 (ω)ds ≥

4
)
= −∞.
For the second term, Nˆ`′ [s, s+ 1]χNˆ`′ [s,s+1]≥ `2 ≤ Nˆ`′ [s, s+ 1] and
(3.137)
∫ t
0
Nˆ`′ [s, s+ 1]ds ≤ Nˆ`′ [0, t] +N [t, t+ 1].
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By Lemma 17,
(3.138) lim sup
t→∞
1
t
logP
(
1
t
N [t, t+ 1] ≥ 
8
)
= −∞,
and by the same argument as in (i),
(3.139) lim sup
`′→∞
lim sup
`→∞
lim sup
t→∞
1
t
logP
(
1
t
Nˆ`′ [0, t] ≥ 
8
)
= −∞.
For the third term, notice that
(3.140)
∫ t
0
`
2
χN`′ [s,s+1]≥ `2ds ≤
∫ t
0
N`′ [s, s+ 1]χN`′ [s,s+1]≥ `2 (ω)ds.
So we can get the same superexponential estimate as before. Finally, for the fourth
term,
(3.141)
∫ t
0
`
2
χNˆ`′ [s,s+1]≥ `2ds ≤
∫ t
0
Nˆ`′ [s, s+ 1](ω)ds.
We can get the same superexponential estimate as before.
Lemma 19. Assume Nt is a Poisson process with constant rate λ. Then for any
 > 0,
(3.142) lim sup
δ→0
lim sup
t→∞
1
t
logP
(
1
δt
∫ t
0
χN [s,s+δ]≥2(ω)ds ≥ 
)
= −∞.
Proof. Let f(δ, ω) = 1
h(δ)
χN [0,δ]≥2(ω), where h(δ) is to be chosen later. By Jensen’s
94
inequality and stationarity and independence of increments of the Poisson process,
E
[
e
∫ t
0
1
δ
f(δ,θsω)ds
]
≤ E
[
e
1
δ
∫ δ
0
∑[t/δ]
j=0 f(δ,θs+jδω)ds
]
(3.143)
≤ E
[
1
δ
∫ δ
0
e
∑[t/δ]
j=0 f(δ,θs+jδω)ds
]
= E
[
e
∑[t/δ]
j=0 f(δ,θjδω)
]
= E
[
ef(δ,ω)
][t/δ]+1
=
{
e1/h(δ)(1− e−λδ − λδe−λδ) + e−λδ + λδe−λδ}[t/δ]+1
≤ (M ′e1/h(δ)λ2δ2 + 1)[t/δ]+1,
for some M ′ > 0. Choose h(δ) = 1
log(1/δ)
. Then,
(3.144) E
[
e
∫ t
0
1
δ
f(δ,θsω)ds
]
≤ (M ′δ + 1)[t/δ]+1 ≤ eMt,
for some M > 0. Therefore, by Chebychev’s inequality,
(3.145) lim sup
t→∞
1
t
logP
(
1
δh(δ)t
∫ t
0
χN [s,s+δ]≥2(ω)ds ≥ 
h(δ)
)
≤M − 
h(δ)
,
which holds for any δ > 0. Letting δ → 0, we get the desired result.
Lemma 20. Assume Nt is a Poisson process with constant rate λ. Then for any
 > 0,
(3.146) lim sup
`→∞
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
N [0, 1]χN [0,1]≥`(θsω)ds ≥ 
)
= −∞.
Proof. Let h(`) be some function of ` to be chosen later. Following the same
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argument as in the proof of Lemma 19, we have
P
(
h(`)
∫ t
0
N [0, 1]χN [0,1]≥`(θsω)ds ≥ h(`)t
)
(3.147)
≤ E
[
eh(`)
∫ t
0 N [0,1]χN [0,1]≥`(θsω)ds
]
e−h(`)t
≤ E [eh(`)N [0,1]χN [0,1]≥`][t]+1 e−h(`)t
=
{
P(N [0, 1] < `) +
∞∑
k=`
eh(`)ke−λ
λk
k!
}[t]+1
e−h(`)t
≤
{
1 + C1
∞∑
k=`
eh(`)k+log(λ)k−log(k)k
}[t]+1
e−h(`)t
≤ {1 + C2eh(`)`+log(λ)`−log(`)`}[t]+1 e−h(`)t.
Choosing h(`) = (log(`))1/2 will do the work.
The following Lemma 21 provides us the superexponential estimates that we
need. These superexponential estimates have basically been done in Lemma 18.
The difference is that in the statement in Lemma 18, we used ω and in Lemma 21
it is changed to ωt which is what we needed. Lemma 21 has three statements. Part
(i) says if you start with a sequence of simple point processes, the limiting point
process may not be simple, but this has probability that is superexponentially
small. Part (ii) is the usual superexponential we would expect if MS(Ω) were
equipped with weak topology. But since we are using a strengthened weak topology
with the convergence of first moment as well, we will also need Part (iii).
Lemma 21. We have the following superexponential estimates.
(i) For some g(δ)→ 0 as δ → 0,
(3.148) lim sup
δ→0
lim sup
t→∞
1
t
logP
(
1
δt
∫ t
0
χN [0,δ]≥2(θsωt)ds ≥ g(δ)
)
= −∞.
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(ii) For some ε(M)→ 0 as M →∞,
(3.149) lim sup
M→∞
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
χN [0,1]≥M(θsωt)ds ≥ ε(M)
)
= −∞.
(iii) For some m(`)→ 0 as `→∞,
(3.150) lim sup
`→∞
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
N [0, 1]χN [0,1]≥`(θsωt)ds ≥ m(`)
)
= −∞.
Proof. We can replace the  in the statement of Lemma 18 by g(δ), ε(M) and m(`)
by a standard analysis argument. Here, we can also replace the ω in Lemma 18
by ωt since
(3.151)
∣∣∣∣∫ t
0
χN [0,δ]≥2(θsωt)ds−
∫ t
0
χN [0,δ]≥2(θsω)ds
∣∣∣∣ ≤ 2δ,
(3.152)
∣∣∣∣∫ t
0
χN [0,1]≥M(θsωt)ds−
∫ t
0
χN [0,1]≥M(θsω)ds
∣∣∣∣ ≤ 2,
and
∣∣∣∣∫ t
0
N [0, 1]χN [0,1]≥`(θsωt)ds−
∫ t
0
N [0, 1]χN [0,1]≥`(θsω)ds
∣∣∣∣(3.153)
≤
∫ t
t−1
N [s, s+ 1](ω)ds+
∫ t
t−1
N [s, s+ 1](ωt)ds
≤ N [t− 1, t+ 1](ω) +N [t− 1, t+ 1](ωt)
= N [t− 1, t+ 1](ω) +N [t− 1, t](ω) +N [0, 1](ω).
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By Lemma 17, we have the superexponential estimate, for any  > 0,
(3.154)
lim sup
t→∞
1
t
logP
(
1
t
{N [t− 1, t+ 1](ω) +N [t− 1, t](ω) +N [0, 1](ω)} ≥ 
)
= −∞.
Lemma 22. For any δ,M > 0, ` > 0, define
Aδ = {Q ∈MS(Ω) : Q(N [0, δ] ≥ 2) ≤ δg(δ)} ,(3.155)
AM = {Q ∈MS(Ω) : Q(N [0, 1] ≥M) ≤ ε(M)} ,
A` =
{
Q ∈MS(Ω) :
∫
N [0,1]≥`
N [0, 1]dQ ≤ m(`)
}
,
where ε(M) → 0 as M → ∞, m(`) → 0 as ` → ∞ and g(δ) → 0 as δ → 0. Let
Aδ,M,` = Aδ ∩ AM ∩ A` and
(3.156) An =
∞⋂
j=n
A 1
j
,j,j.
Then An is compact.
Proof. Observe that for β > 0, the sets
(3.157) Kβ =
∞⋂
k=1
{ω : {N [−k,−(k − 1)](ω) ≤ β`k} ∩ {N [k − 1, k](ω) ≤ β`k}}
are relatively compact in Ω. Let Kβ be the closure of Kβ, which is then compact.
For any Q ∈ An, Q(N [0, 1] ≥M) ≤ (M) for any M ≥ n. We can choose β big
enough and an increasing sequence `k such that β`1 ≥ n and∞ >
∑∞
k=1 (β`k)→ 0
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as β →∞, uniformly for Q ∈ An,
Q
(
Kβ
c) ≤ Q(Kcβ)
(3.158)
= Q
( ∞⋃
k=1
{N [−k,−(k − 1)](ω) > β`k} ∩ {N [k − 1, k](ω) > β`k}
)
≤
∞∑
k=1
{Q(N [−(k − 1),−k] > β`) +Q(N [k − 1, k] > β`k)}
= 2
∞∑
k=1
Q(N [0, 1] > β`k)
≤ 2
∞∑
k=1
(β`k)→ 0
as β →∞. Therefore, An is tight in the weak topology and by Prokhorov theorem
An is precompact in the weak topology. In other words, for any sequence in An,
there exists a subsequence, say Qn such that Qn → Q weakly as n → ∞ for
some Q. By the definition of An, Qn are uniformly integrable, which implies that∫
N [0, 1]dQn →
∫
N [0, 1]dQ as n→∞. It is also easy to see that An is closed by
checking that each A 1
j
,j,j is closed. That implies that Q ∈ An. Finally, we need to
check that Q is a simple point process. Let Ij,δ = [(j − 1)δ, jδ]. We have for any
99
Q ∈ An,
Q (∃t : N [t−, t] ≥ 2) = Q
( ∞⋃
k=1
{∃t ∈ [−k, k] : N [t−, t] ≥ 2}
)
(3.159)
= Q
 ∞⋃
k=1
⋂
δ>0
[k/δ]⋃
j=−[k/δ]+1
{ω : #{ω ∪ Ij,δ} ≥ 2}

≤
∞∑
k=1
inf
δ= 1
m
,m≥n
[k/δ]∑
j=−[k/δ]+1
Q(#{ω ∪ Ij,δ} ≥ 2)
≤
∞∑
k=1
inf
δ= 1
m
,m≥n
{2[k/δ]δg(δ)}
= 0.
Hence, An is precompact in our topology. Since An is closed, it is compact.
3.5 Concluding Remarks
In this chapter, we obtained a process-level large deviation principle for a wide
class of simple point processes, i.e. nonlinear Hawkes processes. Indeed, the meth-
ods and ideas should apply to other simple point processes as well and we should
expect to get the same expression for the rate function H(Q). For H(Q) <∞, it
should be of the form
(3.160) H(Q) =
∫
Ω
∫ 1
0
λ(ω, s)− λˆ(ω, s) + log
(
λˆ(ω, s)
λ(ω, s)
)
λˆ(ω, s)dsQ(dω),
where λ(ω, s) is the intensity of the underlying simple point process. Now, it would
be interesting to ask for what conditions for a simple point process would guarantee
the process-level large deviation principle that we obtained in this chapter? First,
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we have to assume that λ(ω, t) is predictable and progressively measurable. Second,
in our proof of the upper bound in this chapter, the key assumption we used about
nonlinear Hawkes process was that limz→∞
λ(z)
z
= 0. That is crucial to guarantee
the superexponential estimates we needed for the upper bound. If for a simple
point process, we have λ(ω, t) ≤ F (N(t, ω)) for some sublinear function F (·), we
would expect the superexponential estimates still to work for the upper bound.
Third, it is not enough to have λ(ω, t) ≤ F (N(t, ω)) for sublinear F (·) to get
the full large deviation principle. The reason is that in the proof of lower bound,
in particular, in Lemma 10, we need to use the fact that any memory in λ(ω, t)
has memory will decay to zero over time. For nonlinear Hawkes processes, this is
guaranteed by the assumption that
∫∞
0
h(t)dt <∞, which is crucial in the proof of
Lemma 10. Indeed for any simple point process P , if you want to define P ω
−
, the
probability measure conditional on the past history ω−, to make sense of it, you
have to have some regularities to ensure that the memory of the history will decay
to zero eventually over time. From this perspective, nonlinear Hawkes processes
form a rich and ideal class for which the process-level large deviation principle
holds.
101
Chapter 4
Large Deviations for Markovian
Nonlinear Hawkes Processes
In Chapter 3, we studied the large deviations for (Nt/t ∈ ·) by proving first
a process-level, i.e. level-3 large deviation principle and then applying the con-
traction principle. In this chapter, we will obtain an alternative expression for the
rate function of the large deviation principle of (Nt/t ∈ ·) when h(·) is exponential
or sums of exponentials. The main idea is that when h(·) is exponential or sums
of exponentials, the system is Markovian and we can use Feynman-Kac formula
to obtain an upper bound and some tilting method to get a lower bound. The
assumption limz→∞
λ(z)
z
= 0 will provide us the compactness in order to apply a
minmax theorem to match the lower bound and the upper bound.
102
4.1 An Ergodic Lemma
In this section, we prove an ergodic theorem for a class of Markovian processes
with jumps more general than the Markovian nonlinear Hawkes processes.
Let Zi(t) :=
∑
τj<t
aie
−bi(t−τj), 1 ≤ i ≤ d, where bi > 0, ai 6= 0 (might be
negative), and τj’s are the arrivals of the simple point process with intensity
λ(Z1(t), · · · , Zd(t)) at time t, where λ : Z → R+ and Z := R1 × · · ·Rd is the do-
main for (Z1(t), . . . , Zd(t)), where Ri := R+ or R− depending on whether i = +1
or −1, where i = +1 if ai > 0 and i = −1 otherwise. If we assume the exciting
function to be h(t) =
∑d
i=1 aie
−bit, then a Markovian nonlinear Hawkes process is
a simple point process with intensity of the form λ(
∑d
i=1 Zi(t)).
The generator A for (Z1(t), . . . , Zd(t)) is given by
(4.1) Af = −
d∑
i=1
bizi
∂f
∂zi
+ λ(z1, . . . , zd)[f(z1 + a1, . . . , zd + ad)− f(z1, . . . , zd)].
We want to prove the existence and uniqueness of the invariant probability
measure for (Z1(t), . . . , Zd(t)). Here the invariance is in time.
The lecture notes [47] by Martin Hairer gives the criterion for the existence and
uniqueness of the invariant probability measure for Markov processes.
Suppose we have a jump diffusion process with generator L. If we can find u
such that u ≥ 0, Lu ≤ C1 − C2u for some constants C1, C2 > 0, then, there exists
an invariant probability measure. We thereby have the following lemma.
Lemma 23. Consider h(t) =
∑d
i=1 aie
−bit > 0. Let i = +1 if ai > 0 and
i = −1 if ai < 0. Assume λ(z1, . . . , zn) ≤
∑d
i=1 αi|zi| + β, where β > 0 and
αi > 0, 1 ≤ i ≤ d, satisfies
∑d
i=1
|ai|
bi
αi < 1. Then, there exists a unique invariant
probability measure for (Z1(t), . . . , Zd(t)).
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Proof. The lecture notes [47] by Martin Hairer gives the criterion for the existence
of an invariant probability measure for Markov processes. Suppose we have a jump
diffusion process with generator L. If we can find u such that u ≥ 0, Lu ≤ C1−C2u
for some constants C1, C2 > 0, then, there exists an invariant probability measure.
Try u(z1, . . . , zd) =
∑d
i=1 icizi ≥ 0, where ci > 0, 1 ≤ i ≤ d. Then,
Au = −
d∑
i=1
biicizi + λ(z1, . . . , zd)
d∑
i=1
aiici(4.2)
≤ −
d∑
i=1
bici|zi|+
d∑
i=1
αi|zi|
d∑
i=1
|ai|ci + β
d∑
i=1
|ai|ci.
Taking ci =
αi
bi
> 0, we get
Au ≤ −
(
1−
d∑
i=1
|ai|αi
bi
)
d∑
i=1
αi|zi|+ β
d∑
i=1
|ai|αi
bi
(4.3)
≤ − min
1≤i≤d
bi ·
(
1−
d∑
i=1
|ai|αi
bi
)
u+ β
d∑
i=1
|ai|αi
bi
.
Next, we will prove the uniqueness of the invariant probability measure. It is
sufficient to prove that for any x, y ∈ Zd, there exist times T1, T2 > 0 such that
Px(T1, ·) and Py(T2, ·) are not mutually singular. Here Px(T, ·) := P(ZxT ∈ ·),
where ZxT is ZT starting at Z0 = x, i.e. Z
x
T = xe
−bT +
∑
τj<T
ae−b(T−τj). To see
this, let us prove by contradiction. If there were two distinct invariant probability
measures µ1 and µ2, then there exist two disjoints sets E1 and E2 such that µ1 :
E1 → E1 and µ2 : E2 → E2, see for example Varadhan [108]. Now, we can choose
x1 ∈ E1 and x2 ∈ E2. so that Px1(T1, ·) and Px2(T2, ·) are supported on E1 and
E2 respectively for any T1, T2 > 0, which implies that Px1(T1, ·) and Px2(T2, ·) are
mutually singular. This leads to a contradiction.
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Consider the simplest case h(t) = ae−bt. Let us assume that x > y > 0.
Conditioning on the event that Zxt and Z
y
t have exactly one jump during the time
interval (0, T ) respectively, the laws of Px(T, ·) and Py(T, ·) have positive densities
on the sets
(4.4)
(
(a+ x)e−bT , xe−bT + a
)
and
(
(a+ y)e−bT , ye−bT + a
)
respectively. Choosing T > 1
b
log(x−y+a
a
), we have
(4.5)
(
(a+ x)e−bT , xe−bT + a
)⋂(
(a+ y)e−bT , ye−bT + a
) 6= ∅,
which implies that Px(T, ·) and Py(T, ·) are not mutually singular.
Similarly, one can show the uniqueness of the invariant probability measure for
the multidimensional case. Indeed, it is easy to see that for any x, y ∈ Zd, ZxT1
and ZyT2 hit a common point for some T1 and T2 after possibly different number
of jumps. Here Zxt := (Z
x1
t , . . . , Z
xd
t ) ∈ Zd and Zyt := (Zy1t , . . . , Zydt ) ∈ Zd, where
Zxit = xie
−bit +
∑
τj<t
aie
−bi(t−τj), 1 ≤ i ≤ d. Since Px(T1, ·) and Py(T2, ·) have
probability densities, Px(T1, ·) and Py(T2, ·) are not mutually singular for some T1
and T2.
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4.2 Large Deviations for Markovian Nonlinear
Hawkes Processes with Exponential Exciting
Function
We assume first that h(t) = ae−bt, where a, b > 0, i.e. the process Zt jumps
upwards an amount a at each point and decays exponentially between points with
rate b. In this case, Zt is Markovian.
Notice first that Z0 = 0 and
(4.6) dZt = −bZtdt+ adNt,
which implies that Nt =
1
a
Zt +
b
a
∫ t
0
Zsds.
We prove first the existence of the limit of the logarithmic moment generating
function of Nt.
Theorem 14. Assume that limz→∞
λ(z)
z
= 0 and that λ(·) is continuous and
bounded below by some positive constant. Then,
(4.7) lim
t→∞
1
t
logE[eθNt ] = Γ(θ),
where
(4.8) Γ(θ) = sup
(λˆ,pˆi)∈Qe
{∫
θb
a
zpˆi(dz) +
∫
(λˆ− λ)pˆi(dz)−
∫ (
log(λˆ/λ)
)
λˆpˆi(dz)
}
,
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where Qe is defined as
(4.9) Qe =
{
(λˆ, pˆi) ∈ Q : Aˆ has unique invariant probability measure pˆi
}
,
where
(4.10) Q =
{
(λˆ, pˆi) : pˆi ∈M(R+),
∫
zpˆi(dz) <∞, λˆ ∈ L1(pˆi), λˆ > 0
}
,
where M(R+) denotes the space of probability measures on R+ and for any λˆ such
that (λˆ, pˆi) ∈ Q, we define the generator Aˆ as
(4.11) Aˆf(z) = −bz ∂f
∂z
+ λˆ(z)[f(z + a)− f(z)].
for any f : R+ → R that is C1, i.e. continuously differentiable.
Proof. By Lemma 24,E[eθNt ] <∞ for any θ ∈ R, also
(4.12) E[eθNt ] = E
[
e
θ
a(Zt+b
∫ t
0 Zsds)
]
.
Define the set
(4.13) Uθ =
{
u ∈ C1(R+,R+) : u(z) = ef(z), where f ∈ F} ,
where
F =
{
f : f(z) = Kz + g(z) + L,K >
θ
a
,K, L ∈ R,(4.14)
g is C1 with compact support
}
.
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Now for any u ∈ Uθ, define
(4.15) M := sup
z≥0
Au(z) + θb
a
zu(z)
u(z)
.
By Dynkin’s formula if M <∞, for V (z) := θb
a
z, we have
E
[
u(Zt)e
∫ t
0 V (Zs)ds
]
= u(Z0) +
∫ t
0
E
[
(Au(Zs) + V (Zs)u(Zs))e
∫ s
0 V (Zv)dv
]
ds
(4.16)
≤ u(Z0) +M
∫ t
0
E
[
u(Zs)e
∫ s
0 V (Zv)dv
]
ds,
which implies by Gronwall’s lemma that
(4.17) E
[
u(Zt)e
∫ t
0 V (Zs)ds
]
≤ u(Z0)eMt = u(0)eMt.
Observe that by the definition of Uθ, for any u ∈ Uθ, we have u(z) ≥ c1e θa z for
some constant c1 > 0 and therefore by (4.12) and (4.17),
(4.18) E
[
eθNt
] ≤ 1
c1
E
[
u(Zt)e
∫ t
0
θb
a
Zsds
]
≤ 1
c1
u(0)eMt.
Hence,
(4.19) lim sup
t→∞
1
t
logE
[
eθNt
] ≤M = sup
z≥0
Au(z) + θb
a
zu(z)
u(z)
,
which is still true even if M =∞. Since this holds for any u ∈ Uθ,
(4.20) lim sup
t→∞
1
t
logE
[
eθNt
] ≤ inf
u∈Uθ
sup
z≥0
Au(z) + θb
a
zu(z)
u(z)
.
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Define the tilted probability measure Pˆ by
(4.21)
dPˆ
dP
∣∣∣∣
Ft
= exp
{∫ t
0
(λ(Zs)− λˆ(Zs))ds+
∫ t
0
log
(
λˆ(Zs)
λ(Zs)
)
dNs
}
.
Notice that Pˆ defined in (4.21) is indeed a probability measure by Girsanov for-
mula. (For the theory of absolute continuity for point processes and their Girsanov
formulas, we refer to Lipster and Shiryaev [72].)
Now by Jensen’s inequality,
lim inf
t→∞
1
t
logE[eθNt ](4.22)
= lim inf
t→∞
1
t
log Eˆ
[
exp
{
θNt − log dPˆ
dP
∣∣∣∣
Ft
}]
≥ lim inf
t→∞
Eˆ
[
1
t
θNt − 1
t
log
dPˆ
dP
∣∣∣∣
Ft
]
= lim inf
t→∞
Eˆ
[
1
t
θNt − 1
t
∫ t
0
(λ(Zs)− λˆ(Zs))ds−
∫ t
0
log
(
λˆ(Zs)
λ(Zs)
)
dNs
]
.
Since Nt −
∫ t
0
λˆ(Zs)ds is a martingale under Pˆ, we have
(4.23) Eˆ
[∫ t
0
log
(
λˆ(Zs)
λ(Zs)
)
(dNs − λˆ(Zs)ds)
]
= 0.
Therefore, by the ergodic theorem, (for a reference, see Chapter 16.4 of Koralov
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and Sinai [64]), for any (λˆ, pˆi) ∈ Qe,
lim inf
t→∞
1
t
logE[eθNt ](4.24)
≥ lim inf
t→∞
Eˆ
[
1
t
θNt − 1
t
∫ t
0
(λ(Zs)− λˆ(Zs))ds−
∫ t
0
log
(
λˆ(Zs)
λ(Zs)
)
λˆ(Zs)ds
]
=
∫
θb
a
zpˆi(dz) +
∫
(λˆ− λ)pˆi(dz)−
∫ (
log(λˆ)− log(λ)
)
λˆpˆi(dz).
Hence,
lim inf
t→∞
1
t
logE[eθNt ](4.25)
≥ sup
(λˆ,pˆi)∈Qe
{∫
θb
a
zpˆi +
∫
(λˆ− λ)pˆi −
∫ (
log(λˆ)− log(λ)
)
λˆpˆi
}
.
Recall that
F =
{
f : f(z) = Kz + g(z) + L,K >
θ
a
,K, L ∈ R,(4.26)
g is C1 with compact support
}
.
We claim that
(4.27) inf
f∈F
{∫
Aˆf(z)pˆi(dz)
}
=

0 if (λˆ, pˆi) ∈ Qe,
−∞ if (λˆ, pˆi) ∈ Q\Qe.
It is easy to see that for (λˆ, pˆi) ∈ Qe, and g being C1 with compact support,∫ Agpˆi = 0. Next, we can find a sequence fn(z) → z pointwise under the bound
|fn(z)| ≤ αz + β, for some α, β > 0, where fn(z) is C1 with compact support.
But by our definition of Q, ∫ zpˆi <∞. So by the dominated convergence theorem,
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∫ Aˆzpˆi = 0. The nontrivial part is to prove that if for any g ∈ G = {g(z) +
L, g is C1 with compact support} such that
∫ Aˆgpˆi = 0, then (λˆ, pˆi) ∈ Qe. We
can easily check the conditions in Echevrr´ıa [32]. (For instance, G is dense in
C(R+), the set of continuous and bounded functions on R+ with limit that exists
at infinity and Aˆ satisfies the minimum principle, i.e. Aˆf(z0) ≥ 0 for any f(z0) =
infz∈R+ f(z). This is because at minimum, the first derivative of f vanishes and
λˆ(z0)(f(z0 + a) − f(z0)) ≥ 0. The other conditions in Echeverr´ıa [32] can also
be easily verified.) Thus, Echevrr´ıa [32] implies that pˆi is an invariant measure.
Now, our proof in Lemma 23 shows that pˆi has to be unique as well. Therefore,
(λˆ, pˆi) ∈ Qe. This implies that if (λˆ, pˆi) ∈ Q\Qe, there exists some g ∈ G, such
that
∫ Aˆgpˆi 6= 0. Now, any constant multiplier of g still belongs to G and thus
infg∈G
∫ Aˆgpˆi = −∞ and hence inff∈F ∫ Aˆfpˆi = −∞ if (λˆ, pˆi) ∈ Q\Qe.
Therefore,
lim inf
t→∞
1
t
logE[eθNt ] ≥ sup
(λˆ,pˆi)∈Q
inf
f∈F
{∫
θb
a
zpˆi − Hˆ(λˆ, pˆi) +
∫
Aˆfpˆi
}
(4.28)
≥ sup
(λˆpˆi,pˆi)∈R
inf
f∈F
{∫
θb
a
zpˆi − Hˆ(λˆ, pˆi) +
∫
Aˆfpˆi
}
,(4.29)
where R = {(λˆpˆi, pˆi) : (λˆ, pˆi) ∈ Q} and
(4.30) Hˆ(λˆ, pˆi) =
∫ [
(λ− λˆ) + log
(
λˆ/λ
)
λˆ
]
pˆi.
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Define
F (λˆpˆi, pˆi, f) =
∫
θb
a
zpˆi − Hˆ(λˆ, pˆi) +
∫
Aˆfpˆi(4.31)
=
∫
θb
a
zpˆi − Hˆ(λˆ, pˆi)−
∫
bz
∂f
∂z
pˆi +
∫
(f(z + a)− f(z))λˆpˆi.
Notice that F is linear in f and hence convex in f and also
(4.32) Hˆ(λˆ, pˆi) = sup
f∈Cb(R+)
{∫ [
λˆf + λ(1− ef )
]
pˆi
}
,
where Cb(R+) denotes the set of bounded functions on R+. Inside the bracket
above, it is linear in both pˆi and λˆpˆi. Hence Hˆ is weakly lower semicontinuous
and convex in (λˆpˆi, pˆi). Therefore, F is concave in (λˆpˆi, pˆi). Furthermore, for any
f = Kz + g + L ∈ F ,
F (λˆpˆi, pˆi, f) =
∫ (
θ
a
−K
)
bzpˆi − Hˆ(λˆ, pˆi)−
∫
bz
∂g
∂z
pˆi(4.33)
+
∫
(g(z + a)− g(z))λˆpˆi +Ka
∫
λˆpˆi.
If λnpin → γ∞ and pin → pi∞ weakly, then, since g is C1 with compact support, we
have
−
∫
bz
∂g
∂z
pin +
∫
(g(z + a)− g(z))λnpin +Ka
∫
λnpin(4.34)
→ −
∫
bz
∂g
∂z
pi∞ +
∫
(g(z + a)− g(z))γ∞ +Ka
∫
γ∞,
as n→∞. Moreover, in general, if Pn → P weakly, then, for any f which is upper
semicontinuous and bounded from above, we have lim supn
∫
fdPn ≤
∫
fdP . Since
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(
θ
a
−K) bz is continuous and nonpositive on R+, we have
(4.35) lim sup
n→∞
∫ (
θ
a
−K
)
bzpin ≤
∫ (
θ
a
−K
)
bzpi∞.
Hence, we conclude that F is upper semicontinuous in the weak topology.
In order to switch the supremum and infimum in (4.29), since we have already
proved that F is concave, upper semicontinuous in (λˆpˆi, pˆi) and convex in f , it
is sufficient to prove the compactness of R to apply Ky Fan’s minmax theorem
(see Fan [37]). Indeed, Joo´ developed some level set method and proved that it
is sufficient to show the compactness of the level set (see Joo´ [60] and Frenk and
Kassay [40]). In other words, it suffices to prove that, for any C ∈ R and f ∈ F ,
the level set
(4.36)
{
(λˆpˆi, pˆi) ∈ R : Hˆ +
∫
bz
∂f
∂z
pˆi − θb
a
zpˆi − λˆ[f(z + a)− f(z)]pˆi ≤ C
}
is compact.
Fix any f = Kz + g +L ∈ F , where K > θ
a
and g is C1 with compact support
and L is some constant, uniformly for any pair (λˆpˆi, pˆi) that is in the level set of
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(4.36), there exists some C1, C2 > 0 such that
C1 ≥ Hˆ +
(
K − θ
a
)
b
∫
zpˆi − C2
∫
λˆpˆi
(4.37)
≥
∫
λˆ≥cz+`
[
λ− λˆ+ λˆ log(λˆ/λ)
]
pˆi +
(
K − θ
a
)
b
∫
zpˆi
− C2
∫
λˆ≥cz+`
λˆpˆi − C2
∫
λˆ<cz+`
λˆpˆi
≥
[
min
z≥0
log
cz + `
λ(z)
− 1− C2
] ∫
λˆ≥cz+`
λˆpˆi +
[
−c · C2 +
(
K − θ
a
)
b
] ∫
zpˆi − `C2.
We choose 0 < c <
(
K − θ
a
)
b
C2
and ` large enough so that minz≥0 log cz+`λ(z)−1−C2 >
0, where we used the fact that limz→∞
λ(z)
z
= 0 and minz λ(z) > 0. Hence,
(4.38)
∫
zpˆi ≤ C3,
∫
λˆ≥cz+`
λˆpˆi ≤ C4,
where
(4.39) C3 =
C1 + `C2
−c · C2 +
(
K − θ
a
)
b
, C4 =
C1 + `C2
minz≥0 log cz+`λ(z) − 1− C2
.
Therefore, we have
(4.40)
∫
λˆpˆi =
∫
λˆ≥cz+`
λˆpˆi +
∫
λˆ<cz+`
λˆpˆi ≤ C4 + c · C3 + `,
and hence
(4.41) Hˆ(λˆ, pˆi) ≤ C1 + C2 [C4 + c · C3 + `] <∞.
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Therefore, for any (λnpin, pin) ∈ R, we get
(4.42) lim
`→∞
sup
n
∫
z≥`
pin ≤ lim
`→∞
sup
n
1
`
∫
zpin ≤ lim
`→∞
C3
`
= 0,
which implies the tightness of pin. By Prokhorov’s Theorem, there exists a subse-
quence of pin which converges weakly to pi∞. We also want to show that there exists
some γ∞ such that λnpin → γ∞ weakly (passing to a subsequence if necessary). It
is enough to show that
(i) supn
∫
λnpin <∞.
(ii) lim`→∞ supn
∫
z≥` λnpin = 0.
(i) and (ii) will give us tightness of λnpin and hence implies the weak convergence
for a subsequence.
Now, let us prove statements (i) and (ii).
To prove (i), notice that
(4.43) sup
n
∫
λnpin = sup
n
∫
b
a
zpin ≤ b
a
[C4 + c · C3 + `] <∞.
To prove (ii), notice that (λ− λn) + λn log(λn/λ) ≥ 0. That is because x− 1−
log x ≥ 0 for any x > 0 and hence
(4.44) λ− λˆ+ λˆ log(λˆ/λ) = λˆ
[
(λ/λˆ)− 1− log(λ/λˆ)
]
≥ 0.
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Notice that
lim
`→∞
sup
n
∫
z≥`
λnpin ≤ lim
`→∞
sup
n
∫
λn<
√
λz,z≥`
λnpin(4.45)
+ lim
`→∞
sup
n
∫
λn≥
√
λz,z≥`
λnpin.
For the first term, since supn
∫
zpin <∞ and limz→∞ λ(z)z = 0,
(4.46) lim
`→∞
sup
n
∫
λn<
√
λz,z≥`
λnpin ≤ lim
`→∞
sup
n
∫
z≥`
√
λzpin = 0.
For the second term, since lim supz→∞
λ(z)
z
= 0,
lim
`→∞
sup
n
∫
λn≥
√
λz,z≥`
λnpin(4.47)
≤ lim
`→∞
sup
n
Hˆ(λn, pin) sup
λn≥
√
λz,z≥`
λn
λ− λn + λn log(λn/λ) = 0.
Therefore, passing to some subsequence if necessary, we have λnpin → γ∞ and
pin → pi∞ weakly. Since we proved that F is upper semicontinuous in the weak
topology, the level set is compact in the weak topology. Therefore, we can switch
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the supremum and infimum in (4.29) and get
lim inf
t→∞
1
t
logE
[
eθNt
]
(4.48)
≥ inf
f∈F
sup
pˆi:
∫
zpˆi<∞
sup
λˆ∈L1(pˆi)
{∫
θb
a
zpˆi + (λˆ− λ)pˆi − log(λˆ/λ)λˆpˆi + Aˆfpˆi
}
(4.49)
= inf
f∈F
sup
pˆi:
∫
zpˆi<∞
∫ [
θbz
a
+ λ(z)(ef(z+a)−f(z) − 1)− bz ∂f
∂z
]
pˆi(dz)(4.50)
= inf
f∈F
sup
z≥0
[
θbz
a
+ λ(z)(ef(z+a)−f(z) − 1)− bz ∂f
∂z
]
(4.51)
= inf
f∈F
sup
z≥0
[
θbzef(z)
aef(z)
+
λ(z)
ef(z)
(ef(z+a) − ef(z))− bz
ef(z)
∂ef(z)
∂z
]
(4.52)
≥ inf
u∈Uθ
sup
z≥0
{Au
u
+
θb
a
z
}
.(4.53)
We need some justifications. Define G(λˆ) = λˆ− log(λˆ/λ)λˆ + Aˆf . The supremum
of G(λˆ) is achieved when ∂G
∂λˆ
= 0 which implies λˆ = λef(z+a)−f(z). Notice that
for f ∈ F , the optimal λˆ = λef(z+a)−f(z) satisfies ∫ λˆpˆi < ∞ since ∫ λpˆi < ∞ and∫
zpˆi < ∞. This gives us (4.50). Next, let us explain (4.51). For any probability
measure pˆi,
∫ [
θbz
a
+ λ(z)(ef(z+a)−f(z) − 1)− bz ∂f
∂z
]
pˆi(dz)(4.54)
≤ sup
z≥0
[
θbz
a
+ λ(z)(ef(z+a)−f(z) − 1)− bz ∂f
∂z
]
,
which implies the right hand side of (4.50) is less or equal to the right hand side
of (4.51). To prove the other direction. For any f = Kz + g + L ∈ F , we have
θbz
a
+ λ(z)(ef(z+a)−f(z) − 1)− bz ∂f
∂z
(4.55)
=
(
θb
a
−Kb
)
z + λ(z)(eKa+g(z+a)−g(z) − 1)− bz ∂g
∂z
,
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which is continuous in z and also bounded on z ∈ [0,∞) since g is C1 with compact
support and K > θ
a
and limz→∞
λ(z)
z
= 0. Hence there exists some z∗ ≥ 0 such
that
θbz
a
+ λ(z)(ef(z+a)−f(z) − 1)− bz ∂f
∂z
(4.56)
=
θbz∗
a
+ λ(z∗)(ef(z
∗+a)−f(z∗) − 1)− bz∗∂f
∂z
∣∣∣∣
z=z∗
.
Take a sequence of probability measures pˆin such that it has probability density
function n if z ∈ [z∗− 1
2n
, z∗+ 1
2n
] and 0 otherwise. Then, for every n,
∫
zpˆin(dz) <
∞. Therefore, we have
lim
n→∞
∫ [
θbz
a
+ λ(z)(ef(z+a)−f(z) − 1)− bz ∂f
∂z
]
pˆin(dz)(4.57)
= lim
n→∞
n
∫ z∗+ 1
2n
z∗− 1
2n
[
θbz
a
+ λ(z)(ef(z+a)−f(z) − 1)− bz ∂f
∂z
]
dz
=
θbz∗
a
+ λ(z∗)(ef(z
∗+a)−f(z∗) − 1)− bz∗∂f
∂z
∣∣∣∣
z=z∗
= sup
z≥0
[
θbz
a
+ λ(z)(ef(z+a)−f(z) − 1)− bz ∂f
∂z
]
.
We conclude that the right hand side of (4.50) is greater or equal to the right hand
side of (4.51).
Notice that for any f = Kz + g + L ∈ F ,
θbz
a
+ λ(z)(ef(z+a)−f(z) − 1)− bz ∂f
∂z
(4.58)
=
b(θ −Ka)
a
z + λ(z)(eKa+g(z+a)−g(z) − 1)− bz ∂g
∂z
,
whose supremum is achieved at some finite z∗ > 0 since limz→∞
λ(z)
z
= 0, K > θ
a
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and g ∈ C1 with compact support. Hence ∫ zpˆi <∞ is satisified for the optimal pˆi.
This gives us (4.51). Finally, for any f ∈ F , u = ef ∈ Uθ, which implies (4.53).
Lemma 24. Assume limz→∞
λ(z)
z
= 0, we have E[eθNt ] <∞ for any θ ∈ R.
Proof. Observe that for any γ ∈ R,
(4.59) exp
{
γNt −
∫ t
0
(eγ − 1)λ(Zs)ds
}
is a martinagle. Since limz→∞
λ(z)
z
= 0, for any  > 0, there exists a constant
C > 0 such that λ(z) ≤ C + z for any z ≥ 0. Also,
∫ t
0
Zsds =
∫ t
0
∫ s
0
h(s− u)N(du)ds(4.60)
=
∫ t
0
[∫ t
u
h(s− u)ds
]
N(du)
≤
∫ t
0
[∫ ∞
u
h(s− u)ds
]
N(du) = ‖h‖L1Nt.
Therefore, for any γ > 0,
1 = E
[
eγNt−
∫ t
0 (e
γ−1)λ(Zs)ds
]
(4.61)
≥ E
[
eγNt−(e
γ−1) ∫ t0 (C+Zs)ds]
≥ E [eγNt−(eγ−1)Ct−(eγ−1)‖h‖L1Nt] .
For any θ > 0, choose γ > θ and  small enough so that γ − (eγ − 1)‖h‖L1 ≥ θ.
Then,
(4.62) E
[
eθNt
] ≤ e(eγ−1)Ct <∞.
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Now, we are ready to prove the large deviations result.
Theorem 15. Assume limz→∞
λ(z)
z
= 0 and that λ(·) is continuous and bounded
below by some positive constant. Then, (Nt
t
∈ ·) satisfies the large deviation prin-
ciple with the rate function I(·) as the Fenchel-Legendre transform of Γ(·),
(4.63) I(x) = sup
θ∈R
{θx− Γ(θ)} .
Proof. If lim supz→∞
λ(z)
z
= 0, then the forthcoming Lemma 26 implies that Γ(θ) <
∞ for any θ. Thus, by Ga¨rtner-Ellis Theorem, we have the upper bound. For
Ga¨rtner-Ellis Theorem and a general theory of large deviations, see for example
[30]. To prove the lower bound, it suffices to show that for any x > 0,  > 0, we
have
(4.64) lim inf
t→∞
1
t
logP
(
Nt
t
∈ B(x)
)
≥ − sup
θ
{θx− Γ(θ)},
where B(x) denotes the open ball centered at x with radius . Let Pˆ denote
the tilted probability measure with rate λˆ defined in Theorem 14. By Jensen’s
120
inequality,
1
t
logP
(
Nt
t
∈ B(x)
)
(4.65)
=
1
t
log
∫
Nt
t
∈B(x)
dP
dPˆ
dPˆ
=
1
t
log Pˆ
(
Nt
t
∈ B(x)
)
+
1
t
log
[
1
Pˆ
(
Nt
t
∈ B(x)
) ∫
Nt
t
∈B(x)
dP
dPˆ
dPˆ
]
≥ 1
t
log Pˆ
(
Nt
t
∈ B(x)
)
− 1
Pˆ
(
Nt
t
∈ B(x)
) · 1
t
Eˆ
[
1Nt
t
∈B(x) log
dPˆ
dP
]
.
By the ergodic theorem,
(4.66) lim inf
t→∞
1
t
logP
(
Nt
t
∈ B(x)
)
≥ −Λ(x),
where
(4.67) Λ(x) = inf
(λˆ,pˆi)∈Qxe
{∫
(λ− λˆ)pˆi +
∫
log(λˆ/λ)λˆpˆi
}
,
and
(4.68) Qxe =
{
(λˆ, pˆi) ∈ Qe :
∫
λˆ(z)pˆi(dz) = x
}
.
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Notice that
Γ(θ) = sup
(λˆ,pˆi)∈Qe
{∫
θλˆpˆi +
∫
(λˆ− λ)pˆi −
∫
log(λˆ/λ)λˆpˆi
}
(4.69)
= sup
x
sup
(λˆ,pˆi)∈Qxe
{∫
θλˆpˆi +
∫
(λˆ− λ)pˆi −
∫
log(λˆ/λ)λˆpˆi
}
= sup
x
sup
(λˆ,pˆi)∈Qxe
{∫
θb
a
zpˆi(dz) +
∫
(λˆ− λ)pˆi −
∫
log(λˆ/λ)λˆpˆi
}
= sup
x
{θx− Λ(x)}.
We prove in Lemma 25 that Λ(x) is convex in x, identify it as the convex conjugate
of Γ(θ) and thus conclude the proof.
Lemma 25. Λ(x) in (4.67) is convex in x.
Proof. Define
(4.70) Hˆ(λˆ, pˆi) =
∫
(λ− λˆ)pˆi +
∫
log(λˆ/λ)λˆpˆi.
Then,
(4.71) Λ(x) = inf
(λˆ,pˆi)∈Qxe
Hˆ(λˆ, pˆi).
We want to prove that Λ(αx1 + βx2) ≤ αΛ(x1) + βΛ(x2) for any α, β ≥ 0 with
α + β = 1. For any  > 0, we can choose (λˆk, pˆik) ∈ Qxke such that Hˆ(λˆk, pˆik) ≤
Λ(xk) + /2, for k = 1, 2. Set
(4.72) pˆi3 = αpˆi1 + βpˆi2, λˆ3 =
d(αpˆi1)
d(αpˆi1 + βpˆi2)
λˆ1 +
d(βpˆi2)
d(αpˆi1 + βpˆi2)
λˆ2.
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Then for any test function f ,
(4.73)
∫
Aˆ3fpˆi3 = α
∫
Aˆ1fpˆi1 + β
∫
Aˆ2fpˆi2 = 0,
which implies (λˆ3, pˆi3) ∈ Qe. Furthermore,
(4.74)
∫
λˆ3pˆi3 = α
∫
λˆ1pˆi1 + β
∫
λˆ2pˆi2 = αx1 + βx2.
Therefore, (λˆ3, pˆi3) ∈ Qαx1+βx2e . Finally, since x log x is a convex function and if we
apply Jensen’s inequality, we get
Hˆ(λˆ3, pˆi3) =
∫ [
(λ− λˆ3 − λˆ3 log λ) + λˆ3 log λˆ3
]
pˆi3(4.75)
≤
∫ [
(λ− λˆ3 − λˆ3 log λ) + αdpˆi1
dpˆi3
λˆ1 log λˆ1 + β
dpˆi2
dpˆi3
λˆ2 log λˆ2
]
pˆi3
= αHˆ(λˆ1, pˆi1) + βHˆ(λˆ2, pˆi2).
Therefore,
(4.76)
Λ(αx1 + βx2) ≤ Hˆ(λˆ3, pˆi3) ≤ αHˆ(λˆ1, pˆi1) + βHˆ(λˆ2, pˆi2) ≤ αΛ(x1) + βΛ(x2) + .
Lemma 26. If lim supz→∞
λ(z)
bz
< 1
a
, then for any
(4.77) θ < log
(
b
a lim supz→∞
λ(z)
z
)
− 1 + a
b
· lim sup
z→∞
λ(z)
z
,
we have Γ(θ) <∞. If lim supz→∞ λ(z)z = 0, then Γ(θ) <∞ for any θ ∈ R.
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Proof. For K ≥ θ
a
, we have eKz ∈ Uθ and
Γ(θ) ≤ inf
g∈Uθ
sup
z≥0
Ag(z) + θb
a
zg(z)
g(z)
≤ sup
z≥0
{AeKz
eKz
+
θb
a
z
}
(4.78)
= sup
z≥0
{
−
(
bK − θb
a
)
z + λ(z)(eKa − 1)
}
.
Define the function
(4.79) F (K) = −K + lim sup
z→∞
λ(z)
bz
· (eKa − 1).
Then F (0) = 0, F is convex and F (K) → ∞ as K → ∞ and its minimum is
attained at
(4.80) K∗ =
1
a
log
(
b
a lim supz→∞
λ(z)
z
)
> 0,
and F (K∗) < 0. Therefore, Γ(θ) <∞ for any
θ < −amin
K>0
{
−K + lim sup
z→∞
λ(z)
bz
· (eKa − 1)
}
(4.81)
= log
(
b
a lim supz→∞
λ(z)
z
)
− 1 + a
b
· lim sup
z→∞
λ(z)
z
< K∗a.
If lim supz→∞
λ(z)
z
= 0, trying eKz ∈ Uθ for any K > θa , we have Γ(θ) <∞ for any
θ.
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4.3 Large Deviations for Markovian Nonlinear
Hawkes Processes with Sum of Exponentials
Exciting Function
In this section, we consider the Markovian nonlinear Hawkes processes with
sum of exponentials exciting functions, i.e. h(t) =
∑d
i=1 aie
−bit. Let
(4.82) Zi(t) =
∑
τj<t
aie
−bi(t−τj), 1 ≤ i ≤ d,
and Zt =
∑d
i=1 Zi(t) =
∑
τj<t
h(t − τj), where τj’s are the arrivals of the Hawkes
process with intensity λ(Zt) = λ(Z1(t) + · · · + Zd(t)) at time t. Observe that
this is a special case of the Markovian processes with jumps studied in Section 4.1
with λ(Z1(t), Z2(t), · · · , Zd(t)) taking the form λ(
∑d
i=1 Zi(t)). It is easy to see that
(Z1, . . . , Zd) is Markovian with generator
(4.83) Af = −
d∑
i=1
bizi
∂f
∂zi
+ λ
(
d∑
i=1
zi
)
· [f(z1 + a1, . . . , zd + ad)− f(z1, . . . , zd)].
Here bi > 0 for any 1 ≤ i ≤ d and ai can be negative. But we restrict ourselves to
the set of bi’s and ai’s so that h(t) =
∑d
i=1 aie
−bit > 0 for any t ≥ 0 for the rest
of this paper. In particular, h(0) =
∑d
i=1 ai > 0. If ai > 0, then Zi(t) ≥ 0 almost
surely; if ai < 0, then Zi(t) ≤ 0 almost surely.
Theorem 16. Assume limz→∞
λ(z)
z
= 0, λ(·) is continuous and bounded below by
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a positive constant. Then,
(4.84) lim
t→∞
1
t
logE[eθNt ] = inf
u∈Uθ
sup
(z1,...,zd)∈Z
{
Au
u
+
θ∑d
i=1 ai
d∑
i=1
bizi
}
,
where Z = {(z1, . . . , zd) : aizi ≥ 0, 1 ≤ i ≤ d} and
(4.85) Uθ =
{
u ∈ C1(Rd,R+), u = ef , f ∈ F
}
,
where
(4.86) F =
{
f = g +
θ
∑d
i=1 zi∑d
i=1 ai
+ L,L ∈ R, g ∈ G
}
,
where
(4.87) G =
{
d∑
i=1
Kizi + g,K > 0, g is C1 with compact support
}
.
Proof. Notice that
(4.88) dZi(t) = −biZi(t)dt+ aidNt, 1 ≤ i ≤ d.
Hence, aiNt = Zi(t)− Zi(0) +
∫ t
0
biZi(s)ds and
(4.89) E[eθNt ] = E
[
exp
{
θ
∑d
i=1 Zi(t)− Zi(0)∑d
i=1 ai
+
θ∑d
i=1 ai
∫ t
0
d∑
i=1
biZi(s)ds
}]
.
Following the same arguments in the proof of Theorem 14, we obtain the upper
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bound
(4.90) lim sup
t→∞
1
t
logE[eθNt ] ≤ inf
u∈Uθ
sup
(z1,...,zd)∈Z
{
Au
u
+
θ∑d
i=1 ai
d∑
i=1
bizi
}
.
As before, we can obtain the lower bound
lim inf
t→∞
1
t
logE[eθNt ](4.91)
≥ sup
(λˆ,pˆi)∈Qe
∫ [
θλˆ− λ+ λˆ− λˆ log
(
λˆ/λ
)]
pˆi(dz1, . . . , dzd)
≥ sup
(λˆ,pˆi)∈Q
inf
g∈G
∫ [
θλˆ− λ+ λˆ− λˆ log
(
λˆ/λ
)
+ Aˆg
]
pˆi
= sup
(λˆ,pˆi)∈Q
inf
f∈F
∫ [
θ
∑d
i=1 bizi∑d
i=1 ai
− λ+ λˆ− λˆ log
(
λˆ/λ
)
+ Aˆf
]
pˆi.
The equality in the last line above holds by taking f = g + L +
θ
∑d
i=1 zi∑d
i=1 ai
∈ F for
g ∈ G, where
(4.92) G =
{
d∑
i=1
Kizi + g,K > 0, g is C1 with compact support
}
.
Here, i = ai/|ai|, 1 ≤ i ≤ d. Define
(4.93) F (λˆpˆi, pˆi, f) =
∫ [
θ
∑d
i=1 bizi∑d
i=1 ai
+ Aˆf
]
pˆi − Hˆ(λˆ, pˆi).
F is linear in f and hence convex in f . Also Hˆ is weakly lower semicontinuous
and convex in (λˆpˆi, pˆi). Therefore, F is concave in (λˆpˆi, pˆi). Furthermore, for any
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f =
θ
∑d
i=1 zi∑d
i=1 ai
+
∑d
i=1Kizi + g + L ∈ F ,
(4.94) F (λˆpˆi, pˆi, f) =
∫ [
θ +
d∑
i=1
Kiai
]
λˆpˆi−
∫ d∑
i=1
Kibizipˆi−Hˆ(λˆ, pˆi)+
∫
Aˆgpˆi.
If λnpin → γ∞ and pin → pi∞ weakly, then, since g is C1 with compact support, we
have
(4.95)
∫ [
θ +
d∑
i=1
Kiai
]
λnpin +
∫
Aˆgpin →
∫ [
θ +
d∑
i=1
Kiai
]
γ∞ +
∫
Aˆgpi∞.
Since −∑di=1 Kibizi is continuous and nonpositive on Z, we have
(4.96) lim sup
n→∞
∫ [
−
d∑
i=1
Kibizi
]
pin ≤
∫ [
−
d∑
i=1
Kibizi
]
pi∞.
Hence, we conclude that F is upper semicontinuous in the weak topology.
In order to apply the minmax theorem, we want to prove the compactness in
the weak topology of the level set
(4.97)
{
(λˆpˆi, pˆi) :
∫ [
−θ
∑d
i=1 bizi∑d
i=1 ai
− Aˆf
]
pˆi + Hˆ(λˆ, pˆi) ≤ C
}
.
For any f =
θ
∑d
i=1 zi∑d
i=1 ai
+
∑d
i=1Kizi+g+L ∈ F , where g is C1 with compact support
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etc., there exist some C1, C2 > 0 such that
C1 ≥ Hˆ +
d∑
i=1
Kbii
∫
zipˆi − C2
∫
λˆpˆi(4.98)
≥
∫
λˆ≥∑di=1 cizi+`
[
λ− λˆ+ λˆ log(λˆ/λ)
]
pˆi +
d∑
i=1
Kbii
∫
zipˆi
− C2
∫
λˆ≥∑di=1 cizi+` λˆpˆi − C2
∫
λˆ<
∑d
i=1 cizi+`
λˆpˆi
≥
[
min
(z1,...,zd)∈Z
log
c1z1 + · · ·+ cdzd + `
λ(z1 + · · ·+ zd) − 1− C2
] ∫
λˆ≥∑di=1 cizi+` λˆpˆi
+
d∑
i=1
[−ci · C2 +Kbii]
∫
zipˆi − `C2.
If ai > 0, then i > 0, pick up ci > 0 such that −ci ·C2 +Kbii > 0. If ai < 0, then
i < 0, pick up ci such that −ci ·C2 +Kbii < 0. Finally, choose ` big enough such
that the big bracket above is positive. Then
(4.99)
∫
|zi|pˆi ≤ C3,
∫
λˆ≥∑di=1 cizi+` λˆpˆi ≤ C4.
Hence,
∫
λˆpˆi ≤ C5 and Hˆ ≤ C6. We can use the similar method as in the proof of
Theorem 14 to show that
(4.100) lim
`→∞
sup
n
∫
|zi|>`
λnpin = 0, 1 ≤ i ≤ d.
For any (λnpin, pin) ∈ R, we can find a subsequence that converges in the weak
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topology by Prokhorov’s Theorem. Therefore,
lim inf
t→∞
1
t
logE[eθNt ]
(4.101)
≥ sup
(λˆ,pˆi)∈Q
inf
f∈F
∫ [
θ
∑d
i=1 bizi∑d
i=1 ai
− λ+ λˆ− λˆ log
(
λˆ/λ
)
+ Aˆf
]
pˆi
= inf
f∈F
sup
pˆi
sup
λˆ
∫ [
θ
∑d
i=1 bizi∑d
i=1 ai
− λ+ λˆ− λˆ log
(
λˆ/λ
)
+ Aˆf
]
pˆi
= inf
f∈F
sup
(z1,...,zd)∈Z
θ
∑d
i=1 bizi∑d
i=1 ai
+ λ(ef(z1+a1,...,zd+ad)−f(z1,...,zd) − 1)−
d∑
i=1
bizi
∂f
∂zi
≥ inf
u∈Uθ
sup
(z1,...,zd)∈Z
{
Au
u
+
θ∑d
i=1 ai
d∑
i=1
bizi
}
.
That is because optimizing over λˆ, we get λˆ = λef(z1+a1,...,zd+ad)−f(z1,...,zd) and finally
for each f ∈ F , u = ef ∈ Uθ.
Theorem 17. Assume limz→∞
λ(z)
z
= 0, λ(·) is continuous and bounded below by
some positive constant. Then, (Nt
t
∈ ·) satisfies the large deviation principle with
the rate function I(·) as the Fenchel-Legendre transform of Γ(·),
(4.102) I(x) = sup
θ∈R
{θx− Γ(θ)} ,
where
(4.103) Γ(θ) = sup
(λˆ,pˆi)∈Qe
∫ [
θλˆ− λ+ λˆ− λˆ log
(
λˆ/λ
)]
pˆi.
Proof. The proof is the same as in the case of exponential h(·).
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4.4 Large Deviations for a Special Class of Non-
linear Hawkes Processes: An Approximation
Approach
We already proved in Chapter 3 a large deviation principle of (Nt/t ∈ ·) for
nonlinear Hawkes process by proving a level-3 large deviation first and then ap-
plying the contraction principle. In this section, we point out that there is an
alternative approach, i.e. for general exciting function h(·), we can use sums of
exponential functions to approximate h(·) and use the large deviations for the case
when h(·) is a sum of exponentials to obtain the large deviations for general h(·).
The advantage of approximating the general case by the case when h is a sum
of exponentials is that the rate function for the large deviations when h is a sum
of exponentials can be evaluated by an optimization problem, which should be
computable by some numerical scheme.
Before we proceed, let us first prove that h can be approximated by a sum of
exponentials in both L1 and L∞ norms.
Lemma 27. If h(t) > 0,
∫∞
0
h(t)dt <∞, h(∞) = 0, and h is continuous, then h
can be approximated by a sum of exponentials both in L1 and L∞ norms.
Proof. The Stone-Weierstrass theorem says that if X is a compact Hausdorff space
and suppose A is a subspace of C(X) with the following properties. (i) If f, g ∈ A,
then f × g ∈ A. (ii) 1 ∈ A. (iii) If x, y ∈ X then we can find an f ∈ A
such that f(x) 6= f(y). Then A is dense in C(X) in L∞ norm. Consider X =
R+ ∪ {∞} = [0,∞] and C[0,∞] consists of continuous functions vanishing at ∞
and the constant function 1.
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By Stone-Weierstrass theorem, the linear combination of 1, e−t, e−2t etc. is
dense in C[0,∞]. In other words, for any continuous function h on C[0,∞], we
have
(4.104) sup
t≥0
∣∣∣∣∣h(t)−
n∑
j=0
aje
−jt
∣∣∣∣∣ ≤ .
In fact, since h(∞) = 0, we get |a0| ≤ . Thus
(4.105) sup
t≥0
∣∣∣∣∣h(t)−
n∑
j=1
aje
−jt
∣∣∣∣∣ ≤ 2.
However,
∑n
j=1 aje
−jt may not be positive. We can approximate
√
h(t) first by
a sum of exponentials and then approximate h(t) by the square of that sum of
exponentials, which is again a sum of exponentials but positive this time.
Indeed, we can approximate h(t) by the sum of exponentials in L1 norm as well.
Suppose ‖h−hn‖L∞ → 0, where hn is a sum of exponentials. Then, by dominated
convergence theorem, for any δ > 0,
∫ |h − hn|e−δtdt → 0 as n → ∞. Thus, we
can find a sequence δn > 0 such that δn → 0 as n→∞ and
∫ |h− hn|e−δntdt→ 0.
By dominated convergence theorem again,
∫
h(1 − e−δnt)dt → 0. Hence, we have∫ |h− hne−δnt|dt→ 0 as n→∞, where hne−δnt is a sum of exponentials.
We will show that hne
−δnt converges to h in L∞ as well.
(4.106) ‖h− hne−δnt‖L∞ ≤ ‖h− hn‖L∞ + ‖hn − hne−δnt‖L∞ .
Notice that (1−e−δnt)hn ≤ (1−e−δnt)(h(t)+). Since h(∞) = 0, there exists some
M > 0, such that for t > M , h(t) ≤  so that (1 − e−δnt)hn ≤ 2 for t > M . For
t ≤M , (1− e−δnt)hn ≤ (1− e−δnM)(‖h‖L∞ + ) which is small if δn is small.
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We have the following results.
Theorem 18. Assume that λ(·) ≥ c for some c > 0, limz→∞ λ(z)z = 0 and λ(·)α is
Lipschitz with constant Lα for any α ≥ 1. We have (Nt/t ∈ ·) satisfies the large
deviation principle with the rate function
(4.107) I(x) = sup
θ∈R
{θx− Γ(θ)}.
Remark 5. The class of nonlinear Hawkes process with general exciting function
h for which we proved the large deviation principle here is unfortunately a bit too
special. It works for the rate function like λ(z) = [log(c+z)]β for example but does
not work for λ(·) that has sublinear power law growth.
We end this chapter with the proof of Theorem 18.
Let Pn denote the probability measure under which Nt follows the Hawkes
process with exciting function hn =
∑n
i=1 aie
−bit such that hn → h as n → ∞ in
both L1 and L∞ norms. We can find such a sequence hn by Lemma 27. Let us
define
(4.108) Γn(θ) = lim
t→∞
1
t
logEPn
[
eθNt
]
.
We need the following lemmas to prove Theorem 18.
Lemma 28. For any K > 0 and θ1, θ2 ∈ [−K,K], there exists some constant
C(K) such that for any n,
(4.109) |Γn(θ1)− Γn(θ2)| ≤ C(K)|θ1 − θ2|.
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Proof. Without loss of generality, take θ2 > θ1. Then
Γn(θ1) ≤ Γn(θ2)(4.110)
= sup
(λˆ,pˆi)∈Q∗e
∫
(θ2 − θ1)λˆpˆi + θ1λˆpˆi − Hˆ(λˆ, pˆi)
≤ sup
(λˆ,pˆi)∈Q∗e
∫
(θ2 − θ1)λˆpˆi + Γn(θ1),
where
(4.111) Q∗e =
{
(λˆ, pˆi) ∈ Qe :
∫
θ1λˆpˆi − Hˆ(λˆ, pˆi) ≥ Γn(θ1)− 1
}
.
The key is to prove that sup(λˆ,pˆi)∈Q∗e
∫
λˆpˆi ≤ C(K) for some positive constant C(K)
depending only on K. Define u = u(z1, . . . , zn) = e
∑n
i=1 cizi where
(4.112) ci =
3K∑n
i=1
ai
bi
· 1
bi
, 1 ≤ i ≤ n.
Define V = −Au
u
such that
(4.113) V (z1, . . . , zn) =
3K∑n
i=1
ai
bi
n∑
i=1
zi − λ(z1 + · · ·+ zn)(e3K − 1).
Notice that
∫ Aˆfpˆi = 0 for any test function f with certain regularities. If we try
f = zi
bi
, 1 ≤ i ≤ n, we get
(4.114) −
∫
zipˆi +
ai
bi
∫
λˆpˆi = 0, 1 ≤ i ≤ n.
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Summing over 1 ≤ i ≤ n, we get
(4.115)
∫
λˆpˆi =
1∑n
i=1
ai
bi
∫ n∑
i=1
zipˆi.
Notice that
∑n
i=1
ai
bi
= ‖hn‖L1 which is approximately ‖h‖L1 when n is large. Since
lim supz→∞
λ(z)
z
= 0 and
∑n
i=1 zi ≥ 0, we have
(4.116) θ1
∫
λˆpˆi ≤ K
∫
λˆpˆi =
K∑n
i=1
ai
bi
∫ n∑
i=1
zipˆi ≤ 1
2
∫
V pˆi + C1/2(K),
where C1/2(K) is some positive constant depending only on K.
We claim that
∫
V (z)pˆi ≤ Hˆ(pˆi) for any pˆi ∈ Q∗e. Let us prove it. By the ergodic
theorem and Jensen’s inequality,
(4.117)∫
V (z)pˆi = lim
t→∞
Epˆi
[
1
t
∫ t
0
V (Zs)ds
]
≤ lim sup
t→∞
1
t
logEpi
[
e
∫ t
0 V (Zs)ds
]
+ Hˆ(pˆi).
Next, we will show that u ≥ 1. That is equivalent to proving∑ni=1 zibi ≥ 0. Consider
the process
(4.118) Yt =
n∑
i=1
Zi(t)
bi
=
∑
τj<t
n∑
i=1
ai
bi
e−bi(t−τj) =
∑
τj<t
g(t− τj),
where g(t) =
∑n
i=1
ai
bi
e−bit. Notice that g(t) =
∫∞
t
h(s)ds > 0. Therefore, Yt ≥ 0
almost surely and
∑n
i=1
Zi(t)
bi
≥ 0. Since Au
u
+ V = 0 and u ≥ 1, by Feynman-Kac
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formula and Dynkin’s formula,
Epi
[
e
∫ t
0 V (Zs)ds
]
≤ Epi
[
u(Zt)e
∫ t
0 V (Zs)ds
]
(4.119)
= u(Z0) +
∫ t
0
Epi
[
(Au(Zs) + V (Zs)u(Zs))e
∫ s
0 V (Zu)du
]
ds
= u(Z0),
and therefore
∫
V (z)pˆi ≤ Hˆ(pˆi) for any pˆi ∈ Q∗e. Hence,
(4.120) θ1
∫
λˆpˆi ≤ 1
2
∫
V (z) + C1/2(K) ≤ 1
2
Hˆ + C1/2(K).
Notice that
(4.121) −∞ < Γn(θ1)− 1 ≤ θ1
∫
λˆpˆi − Hˆ ≤ Γn(θ1) <∞.
Hence,
(4.122) Γn(θ1)− 1 + 1
2
Hˆ ≤ θ1
∫
λˆpˆi − 1
2
Hˆ ≤ C1/2(K),
which implies Hˆ ≤ 2(C1/2(K)− Γn(θ1) + 1) and so also,
(4.123)
∫
λˆpˆi ≤ 1
2K
∫
V pˆi+
1
K
C1/2(K) ≤ 1
K
(C1/2(K)−Γn(θ1)+1)+ 1
K
C1/2(K).
Finally, notice that since hn → h in both L1 and L∞ norms, we can find a function
g such that supn hn ≤ g and ‖g‖L1 <∞. and thus
(4.124) Γn(θ1) ≥ Γn(−K) ≥ Γg(−K),
136
where Γg denotes the case when the rate function is still λ(·) but the exciting
function is g(·) instead of hn(·). Notice that here ‖g‖L1 <∞ but may not be less
than 1. It is still well defined because of the assumption limz→∞
λ(z)
z
= 0. Indeed,
we can find λ(z) = ν + z that dominates the original λ(·) for ν > 0 big enough
and  > 0 small enough so that ‖g‖L1 < 1. Now, we have Γg(−K) ≥ Γνg(−K)
which is finite, where Γνg(−K) corresponds to the case when λ(z) = ν+z. Hence,
(4.125) sup
(λˆ,pˆi)∈Q∗e
∫
λˆpˆi ≤ C(K),
for some C(K) > 0 depending only on K.
Lemma 29. Assume that λ(·) ≥ c for some c > 0, limz→∞ λ(z)z = 0 and λ(·)α is
Lipschitz with constant Lα for any α ≥ 1. Then for any K > 0, Γn(θ) is Cauchy
with θ uniformly in [−K,K].
Proof. Let us write Hn(t) =
∑
τj<t
hn(t− τj). Observe first, that for any q,
(4.126) exp
{
q
∫ t
0
log
(
λ(Hm(s))
λ(Hn(s))
)
dNs −
∫ t
0
(
λ(Hm(s))
q
λ(Hn(s))q−1
− λ(Hn(s))
)
ds
}
is a martingale under Pn. By Ho¨lder’s inequality, for any p, q > 1 with
1
p
+ 1
q
= 1,
EPm [eθNt ] = EPn
[
eθNt
dPm
dPn
](4.127)
= EPn
[
eθNt−
∫ t
0 (λ(Hm(s))−λ(Hn(s)))ds−
∫ t
0 log(
λ(Hn(s))
λ(Hm(s))
)dNs
]
≤ EPn
[
epθNt−p
∫ t
0 (λ(Hm(s))−λ(Hn(s)))ds
]1/p
EPn
[
eq
∫ t
0 log(
λ(Hm(s))
λ(Hn(s))
)dNs
]1/q
.
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By the Cauchy-Schwarz inequality,
EPn
[
eq
∫ t
0 log(
λ(Hm(s))
λ(Hn(s))
)dNs
]1/q
≤ EPn
[
e
∫ t
0
(
λ(Hm(s))
2q
λ(Hn(s))2q−1
−λ(Hn(s))
)
ds
] 1
2q
(4.128)
≤ EPn
[
e
1
c2q−1L2q
∫ t
0
∑
τ<s |hm(s−τ)−hn(s−τ)|ds
] 1
2q
≤ EPn
[
e
1
c2q−1L2q‖hm−hn‖L1Nt
] 1
2q
.
We also have
(4.129) EPn
[
epθNt−p
∫ t
0 (λ(Hm(s))−λ(Hn(s)))ds
]1/p
≤ EPn [epθNt+pL1‖hm−hn‖L1Nt]1/p .
Therefore, by Lemma 28 and the fact Γn(0) = 0 for any n, we have
Γm(θ)− Γn(θ)
(4.130)
≤ 1
p
Γn (pθ + pL1m,n) +
1
2q
Γn
(
L2qm,n
c2q−1
)
− Γn(θ)
≤ C(K)L1m,n + C(K)
2q
· L2qm,n
c2q−1
+
1
p
Γn(pθ)− 1
p
Γn(θ) +
(
1− 1
p
)
|Γn(θ)|,
≤ C(K)L1m,n + C(K)
2q
· L2qm,n
c2q−1
+
C(K)(p− 1)K
p
+
(
1− 1
p
)
C(K)K,
where m,n = ‖hm − hn‖L1 . Hence,
(4.131) lim sup
m,n→∞
{Γm(θ)− Γn(θ)} ≤ 2
(
1− 1
p
)
C(K)K,
which is true for any p > 1. Letting p ↓ 1, we get the desired result.
Remark 6. If λ(·) ≥ c > 0 and limz→∞ λ(z)zα = 0 for any α > 0, then, λ(·)σ is
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Lipschitz for any σ ≥ 1. For instance, λ(z) = [log(z + c)]β satisfies the conditions
if β > 0 and c > 1.
Theorem 19. Assume that λ(·) ≥ c for some c > 0, limz→∞ λ(z)z = 0 and λ(·)α is
Lipschitz with constant Lα for any α ≥ 1.
(4.132) lim
t→∞
1
t
logE[eθNt ] = Γ(θ) = lim
n→∞
Γn(θ),
for any θ ∈ R.
Proof. By Lemma 29, Γn(θ) tends to Γ(θ) uniformly on any compact set [−K,K].
Since Γn(θ) is Lipschitz by Lemma 28, it is continuous and the limit Γ is also
continuous. Let n = ‖hn − h‖L1 ≤ . As in the proof of Lemma 29, for any
θ ∈ [−K,K], p, q > 1, 1
p
+ 1
q
= 1, we get
lim sup
t→∞
1
t
logE[eθNt ](4.133)
≤ Γn(θ) + C(K)L1n + C(K)
2q
· L2qn
c2q−1
+ 2
(
1− 1
p
)
C(K)K.
Letting n → ∞ first and then p ↓ 1, we get lim supt→∞ 1t logE[eθNt ] ≤ Γ(θ).
Similarly, for any p′, q′ > 1 with 1
p′ +
1
q′ = 1,
Γn(θ) ≤ lim inf
t→∞
1
pt
logE[e(pθ+pL1n)Nt ] + lim inf
t→∞
1
2qt
logE
[
e
L2qn
c2q−1Nt
]
(4.134)
≤ lim inf
t→∞
1
pp′t
logE[epp′θNt ] + lim inf
t→∞
1
pq′t
logE[eq′pL1nNt ]
+ lim inf
t→∞
1
2qt
logE
[
e
L2qn
c2q−1Nt
]
.
Since we can dominate λ(·) by the linear function λ(z) = ν + z in which case the
limit of logarithmic moment generating function Γν(θ) is continuous in θ, we may
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let n→∞ to obtain
(4.135) Γ(θ) ≤ lim inf
t→∞
1
pp′t
logE[epp′θNt ].
This holds for any θ and thus
(4.136) lim inf
t→∞
1
t
logE[eθNt ] ≥ pp′Γ
(
θ
pp′
)
.
Letting p, p′ ↓ 1 and using the continuity of Γ(·), we get the desired result.
Finally, let us prove Theorem 18.
Proof of Theorem 18. For the upper bound, apply the Ga¨rtner-Ellis Theorem. Let
us prove the lower bound. Let B(x) denote the open ball centered at x with radius
 > 0. By Ho¨lder’s inequality, for any p, q > 1 with 1
p
+ 1
q
= 1,
(4.137) Pn
(
Nt
t
∈ B(x)
)
≤
∥∥∥∥dPndP
∥∥∥∥
Lp(P)
P
(
Nt
t
∈ B(x)
)1/q
.
Therefore, letting t→∞, we have
sup
θ∈R
{θx− Γn(θ)} = lim
t→∞
1
t
logPn
(
Nt
t
∈ B(x)
)
(4.138)
≤ 1
pp′
Γ(pp′L1n) +
1
2pq′
Γ
(
L2pq′n
c2pq′−1
)
+
1
q
lim inf
t→∞
1
t
logP
(
Nt
t
∈ B(x)
)
,
where n = ‖hn − h‖L1 . Hence, letting n→∞, see that
(4.139)
1
q
lim inf
t→∞
1
t
logP
(
Nt
t
∈ B(x)
)
≥ lim sup
n→∞
sup
θ∈R
{θx− Γn(θ)}.
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Since Γn(θ)→ Γ(θ) uniformly on any compact set K,
(4.140) sup
θ∈K
{θx− Γn(θ)} → sup
θ∈K
{θx− Γ(θ)},
as n → ∞ for any such set K. Notice that λ(·) ≥ c > 0 and recall that the limit
for the logarithmic moment generating function with parameter θ for a Poisson
process with constant rate c is (eθ − 1)c. Hence
(4.141) lim inf
θ→+∞
Γn(θ)
θ
≥ lim inf
θ→+∞
(eθ − 1)c
θ
= +∞,
which implies that supθ∈R{θx− Γn(θ)} → supθ∈R{θx− Γ(θ)}. Therefore,
(4.142)
1
q
lim inf
t→∞
1
t
logP
(
Nt
t
∈ B(x)
)
≥ sup
θ∈R
{θx− Γ(θ)}.
Letting q ↓ 1, we get the desired result.
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Chapter 5
Asymptotics for Nonlinear
Hawkes Processes
In the existing literature of on nonlinear Hawkes processes, the usual assump-
tion is that λ(·) is α-Lipschitz, h(·) is integrable and α‖h‖L1 < 1. But how about
other regimes? How do the asymptotics vary in different regimes? This is the
question we would try to answer in this chapter.
We divide the nonlinear Hawkes process into the following regimes.
1. limz→∞
λ(z)
z
= 0. This is the sublinear regime. In this regime, if we assume
that λ(·) is α-Lipschitz, ‖h‖L1 < ∞ and α‖h‖L1 < 1, then there exists a
unique stationary version of the nonlinear Hawkes process. The central limit
theorem and large deviations for this regime are proved in Zhu [114], [112]
and [113]. On the contrary, if we assume that ‖h‖L1 =∞, then, there is no
stationary version. Figure 5.1 illustrates λt in this case. We will obtain the
time asymptotics for λt in Section 5.1.
2. limz→∞
λ(z)
z
= 1 and ‖h‖L1 < 1. This is the sub-critical regime. In this
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regime, if we assume that λ(·) is α-Lipschitz and α‖h‖L1 < 1, then there ex-
ists a unique stationary version of the nonlinear Hawkes process, see Bre´maud
and Massoulie´ [14]. The central limit theorem is proved in Zhu [114]. Figure
5.3 illustrates λt in this case. We will summarize some known results about
the limit theorems in Section 5.2.
3. limz→∞
λ(z)
z
= 1 and ‖h‖L1 = 1. This is the critical regime. This regime is
very subtle. We will show in Section 5.3 that in some cases, there exists a
stationary version of the Hawkes process. In some other cases, it does not
exist. In particular, when λ(z) = ν + z and
∫∞
0
th(t)dt < ∞, we will prove
that NtT
T 2
→ ∫ t
0
ηsds, where ηs is a squared Bessel process. N [T, T +
t
T
] will
converge to a Po´lya process as T → ∞. Figure 5.4 illustrates the behavior
of λt in this case. When h(·) has heavy tails, i.e.
∫∞
0
th(t)dt = ∞, we will
prove that the time asymptotic behavior is different from the light tail case.
4. limz→∞
λ(z)
z
= 1 and ‖h‖L1 > 1. This is the super-critical regime. We will
prove in Section 5.4 that λt grows exponentially in t in this regime, which is
consistent with what we can see in Figure 5.5.
5.
∑∞
n=0
1
λ(n)
< ∞. This is the explosive regime. In Section 5.5, we will first
provide a criterion for the explosion and non-explosion for nonlinear Hawkes
process. Then, we will study the asymptotic behavior of the explosion time.
Figure 5.6 illustrates the explosion of a finite time.
Notice that if ‖h‖L1 = ∞ and limz→∞ λ(z)z = α > 0, then one is in the super-
critical regime and we will see that λt grows exponentially; this is discussed Section
5.4. If ‖h‖L1 = ∞ and
∑∞
n=0
1
λ(n)
< ∞, then one is in the explosive regime to be
discussed in Section 5.5.
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We will launch a systematic study of the time asymptoics for Hawkes process in
different regimes. We will study the sublinear regime, sub-critical regime, critical
regime and super-critical regime in Sections 5.1, 5.2, 5.3, 5.4 respectively. Finally,
in Section 5.5, we will provide a criterion for explosion and non-explosion for
Hawkes process and obtain some asymptotics for the explosion time.
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Figure 5.1: Plot of intensity λt for a realization of Hawkes process. Here h(t) =
(t+ 1)−
1
2 and λ(z) = (1 + z)
1
2 .
0 5 10 15 20 25 30
0
2
4
6
8
10
Figure 5.2: Plot of intensity λt for a realization of Hawkes process. Here h(t) =
4
(t+1)3
and λ(z) = (1 + z)
1
2 . In this case, ‖h‖L1 < ∞ and λ(·) is sublinear and
Lipschitz. It will converge to the unique stationary version of the Hawkes process.
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Figure 5.3: Plot of intensity λt for a realization of Hawkes process. Here h(t) =
1
(t+1)3
and λ(z) = 1+z. In this case, ‖h‖L1 = 12 < 1. It is in the sub-critical regime.
This is a classical Hawkes process and it will converge to the unique stationary
version of the Hawkes process.
5.1 Sublinear Regime
In this section, we are interested in the sublinear case limz→∞
λ(z)
z
= 0. If
‖h‖L1 < ∞ and λ(·) is α-Lipschitz and α‖h‖L1 < 1, then, as Bre´maud and Mas-
soulie´ [14] proved, there exists a unique stationary Hawkes process. Recently,
Karabash [63] relaxed the Lipschitz condition and proved the stability result for a
wider class of λ(·). Let P and E denote the probability measure and expectation
for stationary Hawkes process. Then, by ergodic theorem, we have the law of large
numbers,
(5.1)
Nt
t
→ µ = E[N [0, 1]], as t→∞.
The central limit theorem and large deviations have already been discussed in
Chapter 2, Chapter 3 and Chapter 4.
If ‖h‖L1 = ∞, then there is no stationary version of Hawkes process and λt
tends to ∞ as t → ∞. This is the case we are going to study for the rest of
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Figure 5.4: Plot of intensity λt for a realization of Hawkes process. Here h(t) =
2
(t+1)3
and λ(z) = 1 + z. In this case, ‖h‖L1 = 1,
∫∞
0
th(t)dt <∞ and λ(·) is linear.
It is therefore in the critical regime. From the graph, we can see that λt grows
linearly in t, which will be proved in this chapter. Indeed, we will prove that N·T
T 2
converges to
∫ ·
0
ηsds as T →∞, where ηs is a squared Bessel process.
the subsection. We are interested the time asymptotic behavior of the nonlinear
Hawkes process in this regime.
Let us first make a simple observation. Assume that λ(z) ↑ ∞ as z → ∞.
Then, assuming ‖h‖L1 =∞, we have λt →∞ as t→∞ a.s. This can be seen by
noticing that
∫ t
0
h(t − s)N(ds) → ∞ a.s. if ‖h‖L1 = ∞, where Nt follows from a
standard Poisson process with constant rate λ(0).
Let us prove a special case first.
Proposition 1. Assume that h(·) ≡ 1 and λ(z) = γ(ν + z)β, where γ, ν > 0 and
0 < β < 1. Then,
(5.2)
λt
t
β
1−β
→ γ 11−β (1− β) β1−β ,
in probability as t→∞.
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Figure 5.5: Plot of intensity λt for a realization of Hawkes process. Here h(t) =
3
(t+1)3
and λ(z) = 1 + z. In this case, ‖h‖L1 = 32 > 1 and it is in the super-critical
regime. We expect that λt would grow exponentially in this case.
Proof. For α > 0,
dλ
1
α
t =
[
λ(ν +Nt + 1)
1
α − λ(ν +Nt) 1α
]
dNt(5.3)
=
[
γ
1
α (ν +Nt + 1)
β
α − γ 1α (ν +Nt)
β
α
]
dNt
=
[(
λ
1
β
t + γ
1
β
) β
α
− λ
1
α
t
]
dNt.
Let α = β
1−β . We have
(5.4)
λ
1−β
β
t =
∫ t
0
[
(λ
1
β
s + γ
1
β )1−β − (λ
1
β
s )
1−β
]
λsds+
∫ t
0
[
(λ
1
β
s + γ
1
β )1−β − (λ
1
β
s )
1−β
]
dMs.
Since λt →∞ a.s. as t→∞, by the bounded convergence theorem,
(5.5)
1
t
∫ t
0
E
{[
(λ
1
β
s + γ
1
β )1−β − (λ
1
β
s )
1−β
]
λs
}
ds→ (1− β)γ 1β ,
as t → ∞. It is not difficult to see that 1
t
∫ t
0
[(λ
1
β
s + γ
1
β )1−β − (λ
1
β
s )1−β]dMs → 0 in
probability as t→∞. Hence, λ
1−β
β
t
t
→ (1− β)γ 1β in probability as t→∞.
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Figure 5.6: Plot of intensity λt for a realization of Hawkes process. Here h(t) =
1
(t+1)3
and λ(z) = (1 + z)
3
2 . This is in the explosive regime. The plot is a little bit
cheating because it is impossible to “plot” explosion. Nevertheless, you can think
it as an illustration. It “appears” that the process explodes near time t = 6.
Remark 7. Assume that h(t) = (t + 1)δ, δ > −1 and λ(z) = γ(ν + z)β, where
γ, ν > 0 and 0 < β < 1. We conjecture that
(5.6)
λt
tα
→ γ 11−βB(δ, α) β1−β ,
as t→∞ a.s., where α = (1+δ)β
1−β and B(δ, α) =
∫ 1
0
uδ(1− u)αdu.
5.2 Sub-Critical Regime
In this section, we review some known results about the limit theorems in the
sub-critical regime. We say the Hawkes process is in the sub-critical regime if
limz→∞
λ(z)
z
= 1 and ‖h‖L1 < 1. If we further assume that λ(·) is α-Lipschitz and
α‖h‖L1 < 1, then Bre´maud and Massoulie´ [14] proved that there exists a unique
stationary Hawkes process. In this regime, we also have the law of large numbers
and the central limit theorem just as in Section 5.1. For the case when λ(·) is
nonlinear, we refer to the review in Section 5.1 for the law of large numbers and
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central limit theorem.
In particular, when λ(z) = ν+ z and ν > 0, we have explict expressions for the
law of large numbers, central limit theorem and large deviation principle. They
are well known in the literature.
The ergodic theorem implies the following law of large numbers,
(5.7)
Nt
t
→ ν
1− ‖h‖L1 , as t→∞ a.s.
Bordenave and Torrisi [11] proved a large deviation principle for (Nt
t
∈ ·) with the
rate function
(5.8) I(x) =

x log
(
x
ν+x‖h‖L1
)
− x+ x‖h‖L1 + ν if x ∈ [0,∞)
+∞ otherwise
.
Bacry et al. [2] proved a functional central limit theorem, stating that
(5.9)
N·t − ·µt√
t
→ σB(·), as t→∞,
on D[0, 1] with Skorokhod topology, where
(5.10) µ =
ν
1− ‖h‖L1 and σ
2 =
ν
(1− ‖h‖L1)3 .
When λ(·) is nonlinear and sub-critical, the central limit theorem has been
obtained in Chapter 2.
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5.3 Critical Regime
In this section, we are interested in the critical regime, i.e. limz→∞
λ(z)
z
= 1
and ‖h‖L1 = 1. This regime is very subtle. In some cases, there exists a stationary
version of Hawkes process whilst in some cases there does not. For example,
Bre´maud and Massoulie´ [15] proved that
Proposition 2 (Bre´maud and Massoulie´). Assume λ(z) = z, ‖h‖L1 = 1 and
(5.11) sup
t≥0
t1+αh(t) ≤ R, lim
t→∞
t1+αh(t) = r,
for some finite constants r, R > 0 and 0 < α < 1
2
. Then, there exists a non-trivial
stationary Hawkes process with finite intensity.
Bre´maud and Massoulie´ considered only the linear Hawkes process in their
paper [15]. If you allow nonlinear rate function, you get a much richer class of
Hawkes processes and in some cases, there still exists a stationary Hawkes process.
It is much easier to work with the exponential case, i.e. when h(t) = ae−at and
‖h‖L1 = 1.
The lecture notes by Hairer [47] provides a sufficient condition for which there
exists an invariant probability measure. Let L be the generator of a Markov
process. If there exists V ≥ 1, continuous, with precompact sublevel sets and
some function φ : R+ → R+ strictly concave, increasing, with φ(0) = 0, and
φ(x) → ∞ as x → ∞ and LV ≤ K − φ(V ) for some K > 0, then there exists an
invariant probability measure.
Proposition 3. Assume h(t) = ae−at, a > 0 and λ(z) = z−ψ(z) + ν, where ψ(z)
is positive, increasing, strictly concave and ψ(z)→∞ and ψ(z)
z
→ 0 as z →∞. If
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also λ(z) is strictly positive. Then there exists an invarint probability measure.
Proof. Let V (z) = z + 1 and φ(V ) = a(ψ(V ) − ψ(0)). Then φ : R+ → R+
is increasing and strictly concave, φ(z) → ∞, and φ(0) = 0. Recall that the
generator is given by
(5.12) Af(z) = −az∂f
∂z
+ λ(z)[f(z + a)− f(z)].
Hence, we have
(5.13) AV + φ(V ) = −ψ(z)a+ aψ(z + 1)− aψ(0) + aν ≤ aψ(1)− 2aψ(0) + aν.
We can generalize our result to the much wider class of h(·) when h(·) is a
sum of exponentials: h(t) =
∑d
i=1 aie
−bit, where bi > 0 and ai > 0, 1 ≤ i ≤ d.
Write Zi(t) =
∑
τ<t aie
−bi(t−τ). Then Zt =
∑d
i=1 Zi(t) and (Z1(t), . . . , Zd(t)) is
Markovian with the generator
(5.14) Af = −
d∑
i=1
bizi
∂f
∂zi
+λ
(
d∑
i=1
zi
)
· [f(z1 + a1, . . . , zd + ad)− f(z1, . . . , zd)] .
We have the following result.
Proposition 4. Assume h(t) =
∑d
i=1 aie
−bit, bi > 0 and ai > 0, 1 ≤ i ≤ d and
‖h‖L1 =
∑d
i=1
ai
bi
= 1. Also assume that λ(z) = z−ψ(z)+ν, where ψ(z) is positive,
increasing, strictly concave and ψ(z) → ∞ and ψ(z)
z
→ 0 as z → ∞ and λ(z) is
strictly positive. Then, there exists an invariant probability measure.
Proof. Let V =
∑d
i=1
zi
bi
+ 1 and φ(V ) = ψ(min1≤i≤d biV )− ψ(0). Then φ : R+ →
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R+ is increasing and strictly concave, φ(z) → ∞ as z → ∞ and φ(0) = 0. Using
the concavity and monotonicity of ψ(·), we have
AV + φ(V )(5.15)
= −ψ
(
d∑
i=1
zi
)
+ ψ
(
min
1≤i≤d
bi
d∑
i=1
bi
zi
bi
+ min
1≤i≤d
bi
)
− ψ(0) + ν
≤ −ψ
(
min
1≤i≤d
bi
d∑
i=1
zi
bi
)
+ ψ
(
min
1≤i≤d
bi
d∑
i=1
bi
zi
bi
+ min
1≤i≤d
bi
)
− ψ(0) + ν
≤ ψ
(
min
1≤i≤d
bi
)
− 2ψ(0) + ν.
Remark 8. The following ψ(z) satisfies the assumptions in Proposition 4 for suf-
ficiently large ν > 0.
(i) ψ(z) = (c1 + c2z)
α, where c1, c2 > 0 and 0 < α < 1.
(ii) ψ(z) = log(c3 + z), where c3 > 1.
Remark 9. Let µ be the invariant probability measure for (Z1(t), . . . , Zd(t)) in
Prosposition 4. Then, we have
∫
ψ
(
min1≤i≤d bi
∑d
i=1
zi
bi
+ 1
)
µ(dz) <∞.
Indeed, when h(·) may not be exponential or a sum of exponentials, we have
the following result.
Theorem 20. Assume λ(z) = ν + z − ψ(z), where ψ(·) : R+ → R+ satisfies
limz→∞ ψ(z) = ∞ and limz→∞ ψ(z)z = 0 and also λ(z) is increasing. Also assume
that ‖h‖L1 = 1. Then there exists a stationary Hawkes process satisfying the
dynamics (1.2).
Proof. The proof uses Poisson embedding and follows the ideas in Bre´maud and
Massoulie´ [14]. Consider the canonical space of a point process on R2 in which
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N is Poisson with intensity 1. Let λ0t = Z
0
t = 0, t ∈ R and let N0 be the point
process counting the points of N below the curve t 7→ λ0t , i.e. N0 = ∅. Define
recursively the processes λnt , Z
n
t and N
n, n ≥ 0 as follows.
λn+1t = λ
(∫ t
−∞
h(t− s)Nn(ds)
)
, Zn+1t =
∫ t
−∞
h(t− s)Nn(ds), t ∈ R,
(5.16)
Nn+1(C) =
∫
C
N(dt× [0, λn+1t ]), C ∈ B(R).
By our construction, λnt is an FNt -intensity of Nn (see Bre´maud and Massoulie´
[14]). Since λ(·) is increasing, the processes λnt , Znt and Nn are increasing in n
Thus, the limit processes λt, Zt, N exist. Since λ
n
t , Z
n
t are stationary in t and
increasing in n, we have
(5.17) Eλn+10 = ν + E[λn0 ]
∫ ∞
0
h(t)dt− Eψ(Zn+10 ) ≤ ν + Eλn+10 − Eψ(Zn+10 ).
Therefore, by Fatou’s lemma, E[ψ(Z0)] ≤ ν < ∞. Thus, ψ(Zt) is finite a.s. Since
limz→∞ ψ(z) = ∞, Zt is finite a.s. and thus λt is finite a.s. N , which counts the
number of points of N below the curve t 7→ λt, admits λt as an FNt -intensity. The
monotonicity implies
(5.18) λnt ≤ λ
(∫ t
−∞
h(t− s)N(ds)
)
, λt ≥ λ
(∫ t
−∞
h(t− s)Nn(ds)
)
.
Letting n→∞, we complete the proof.
Remark 10. The following ψ(z) satisfies the assumptions in Theorem 20.
(i) ψ(z) = (c1 + c2z)
α, where c1, c2 > 0, 0 < α < 1, ν > c
α
1 and αc
α−1
1 c2 < 1.
(ii) ψ(z) = log(c3 + z), where 1 < c3 < e
ν.
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Next, let us consider the critical linear case, i.e. λ(z) = ν + z, ν > 0 and
‖h‖L1=1. We also assume that m :=
∫∞
0
th(t)dt < ∞. There is no stationary
Hawkes process in this regime and in the rest of this subsection, we will try to
understand its time asymptotics.
First, let us prove a lemma concerning the expectations of λt and Nt.
Lemma 30. Assume λ(z) = ν+ z, ν > 0 and ‖h‖L1=1 and m =
∫∞
0
th(t)dt <∞.
We have
(5.19) lim
t→∞
E[λt]
t
=
ν
m
, lim
t→∞
E[Nt]
t2
=
ν
2m
.
Proof. Since
(5.20) λt = ν +
∫ t
0
h(t− s)dNs,
taking f(t) = E[λt], we get
(5.21) f(t) = ν +
∫ t
0
h(t− s)f(s)ds = ν +
∫ t
0
h(s)f(t− s)ds.
Taking the Laplace transform on both sides of the equation, it is easy to see that
the Laplace transform fˆ of f is given by
(5.22) fˆ(σ) =
ν
σ(1− hˆ(σ)) ∼
ν
m
1
σ2
, as σ ↓ 0,
since hˆ(0) = 1 by ‖h‖L1 = 1 and 1−hˆ(σ)σ ∼ −hˆ′(0) = m. By a Tauberian theorem,
(see Chapter XIII of Feller [38]), we get f(t)
t
→ ν
m
as t→∞. Using the simple fact
that E[Nt] =
∫ t
0
f(s)ds, we complete the proof.
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Theorem 21. Assume λ(z) = ν + z, ν > 0 and ‖h‖L1 = 1, m =
∫∞
0
th(t)dt <∞
and h(·) Lipschitz. We have the following asymptotics.
(i) As T →∞, on D[0, 1],
(5.23)
NtT
T 2
→
∫ t
0
ηsds,
where ηt is a squared Bessel process, i.e.
(5.24) dηt =
ν
m
dt+
1
m
√
ηtdBt, η0 = 0.
(ii) limT→∞N
[
T, T + t
T
]
= P (t), where P (t) is a Po´lya process with parame-
ters 1
2m2
and 2νm.
Remark 11. The fact that a squared Bessel process arises in the limit of a critical
linear Hawkes process is not a surprise. It is well known that a critical branching
process after certain scalings will converge to a squared Bessel process in the limit.
This was discovered by Wei and Winnicki [105].
Remark 12. Before we proceed to the proof of Theorem 21, let us recall that a
Po´lya process with parameters α and β is a point process defined as the following.
Generate a positive random variable ξ, with Gamma distribution of parameters α
(shape) and β (scale). Conditional on ξ, P (t) is a Poisson process with intensity ξ.
The marginal distribution of P (t) is negative binomial and unlike the usual Poisson
process, Po´lya process has dependent increments. The covariance of the increments
can be computed explicitly as Cov(P (t + δt)− P (t), P (t)) = t · δt · αβ2. Peng and
Kou [92] used Po´lya process to model clustering effects in the credit markets.
Proof of Theorem 21. (i) Let H(t) :=
∫∞
t
h(s)ds. Then, we have H(0) = 1 and
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∫∞
0
H(t)dt =
∫∞
0
th(t)dt = m. Let Mt := Nt −
∫ t
0
λsds. Let us integrate λs =∫ s
0
h(s− u)N(du) + ν over 0 ≤ s ≤ tT . We get
(5.25)
∫ tT
0
λsds =
∫ tT
0
∫ s
0
h(s− u)dMuds+
∫ tT
0
∫ s
0
h(s− u)λududs+ νtT.
Rearranging the equation and dividing by T , we get
(5.26)
1
T
[∫ tT
0
λsds−
∫ tT
0
∫ s
0
h(s− u)λududs
]
=
1
T
∫ tT
0
∫ s
0
h(s−u)dMuds+νt.
Fubini’s theorem implies that
(5.27)
1
T
[∫ tT
0
λudu−
∫ tT
0
(∫ tT−u
0
h(s)ds
)
λudu
]
=
1
T
∫ tT
0
(∫ tT−u
0
h(s)ds
)
dMu + νt.
By the definition of H(·), this is equivalent to
(5.28)
∫ t
0
TH(tT − uT )λuT
T
du =
MtT
T
+ νt+
1
T
∫ t
0
TH(tT − uT )d
(
MuT
T
)
.
MtT
T
is a martingale and the tightness can be easily established. Furthermore, we
have
(5.29) sup
T>0
E
[(
MtT
T
)2]
= sup
T>0
1
T 2
E
[∫ tT
0
λsds
]
<∞,
since E[λt] ≤ Ct for some C > 0 by Lemma 30. This implies that the limit of MtTT
is also a martinagle.
Moreover, NtT
T 2
and
∫ t
0
λsT
T
ds are both tight. To see this, since Nt and λt are
nonnegative, we can think of
(
d
(
NtT
T 2
)
, 0 ≤ t ≤ 1) and (λtT
T
dt, 0 ≤ t ≤ 1) as two
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measures. But by Lemma 30, we know that there exist some positive contant
C > 0, such that
(5.30) E
[
NT
T 2
]
≤ C and E
[∫ 1
0
λsT
T
ds
]
≤ C,
uniformly in T > 0. Therefore,
(
d
(
NtT
T 2
)
, 0 ≤ t ≤ 1) and (λtT
T
dt, 0 ≤ t ≤ 1) are
tight in the weak topology. Hence, their distribution functions NtT
T 2
and
∫ t
0
λsT
T
ds
are tight in D[0, 1] equipped with the Skorohod topology. Let us say that MtT
T
→ βt,
NtT
T 2
→ ψt and
∫ t
0
λsT
T
ds → φt as T → ∞. Since the jumps of NtTT 2 are uniformly
bounded by 1
T 2
which goes to zero as T →∞, we conclude that ψt is continuous.
Similarly, βt and φt are continuous. Moreover, the difference
(5.31)
NtT
T 2
−
∫ t
0
λsT
T
ds =
MtT
T 2
,
is a martingale and by Doob’s martingale inequality, for any  > 0,
(5.32) P
(
sup
0≤t≤1
∣∣∣∣MtTT 2
∣∣∣∣ ≥ ) ≤ 4T 4E
[∫ tT
0
λsds
]
→ 0,
as T → ∞. Therefore, ψt = φt. Let us denote TH(·T ) by HT , M·TT by MT
and
∫ ·
0
λsT
T
ds by ΛT . For any smooth function K(·) supported on R+, taking the
convolutions of the both sides of (5.28), we get
(5.33) K ∗HT ∗ ΛT = K ∗MT +K ∗ (ν·) + 1
T
K ∗HT ∗MT .
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Letting T →∞, using the fact that ∫∞
0
H(t)dt =
∫∞
0
th(t)dt = m, we get
(5.34) m
∫ t
0
K(t− s)dφs =
∫ t
0
K(t− s)(βs + νs)ds.
Since this is true for any K, we get dφt
dt
= βt
m
+ ν
t
. Finally,
(5.35)
(
MtT
T
)2
−
∫ t
0
λsT
T
ds
is a martingale and if we let T →∞, we conclude that β2t −φt is a martingale. Let
ηt :=
dφt
dt
. We have proved that NtT
T 2
→ ∫ t
0
ηsds weakly on D[0, 1] equipped with
Skorohod topology and ηt is a squared Bessel process,
(5.36) dηt =
ν
m
dt+
1
m
√
ηtdBt, η0 = 0.
(ii) N [T, T + t
T
] has the compensator
∫ T+ t
T
T
λsds. Observe that
∫ T+ t
T
T
λsds =
T 2
∫ 1+ t
T2
1
λsT
T
ds→ η1t as T →∞, where η1 has a Gamma distribution with shape
1
2m2
and scale 2νm.
Now let us consider the case when h(·) has heavy tail, i.e. ∫∞
0
th(t)dt = ∞.
Let us first prove the following lemma.
Lemma 31. Assume that
(5.37) 1−
∫ t
0
h(s)ds =
∫ ∞
t
h(s)ds ∼ t−α, 0 < α < 1.
Then,
(5.38) lim
t→∞
E[λt]
tα
= ν · sin piα
piα
, lim
t→∞
E[Nt]
t1+α
=
ν
Γ(1− α)Γ(2 + α) .
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Proof. The Tauberian theorem of Chapter XIII of Feller [38] says that
(5.39) 1− hˆ(σ) ∼ Γ(1− α)σα, σ → 0+.
Let E[λt] = f(t). This implies that
(5.40) fˆ(σ) =
ν
σ(1− hˆ(σ)) ∼
νσ−1−α
Γ(1− α) , σ → 0
+,
which again by a Tauberian theorem (Theorem 2 of Chapter XIII.5 of Feller [38])
implies
(5.41)
∫ t
0
f(s)ds ∼ ν
Γ(1− α)Γ(2 + α)t
1+α, t→∞.
Hence,
(5.42) E[Nt] =
∫ t
0
E[λs]ds =
∫ t
0
f(s)ds ∼ ν
Γ(1− α)Γ(2 + α)t
1+α, t→∞.
Since E[λt] = ν +
∫ t
0
h(t− s)dE[Ns], it is easy to check that
(5.43) E[λt] = f(t) ∼ ν
Γ(1− α)Γ(1 + α)t
α = ν · sin piα
piα
· tα, t→∞.
We obtain the following law of large numbers.
Theorem 22. Assume that
∫∞
t
h(s)ds ∼ 1
tα
, 0 < α < 1. Then,
(5.44)
Nt
t1+α
→ ν
Γ(1− α)Γ(2 + α) and
λt
tα
→ ν · sin piα
piα
, a.s. as t→∞.
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Proof. Let Xt = Nt − E[Nt]. Then, Xt satisfies (see Bacry et al. [2])
(5.45) Xt = Mt +
∫ t
0
ψ(t− s)Msds,
where Mt = Nt −
∫ t
0
λsds and ψ =
∑
n h
∗n. Then, by Doob’s maximal inequality,
it is not hard to see that
E
[(
Nt − E[Nt]
t1+α
)2]
≤ 1
t2+2α
E
[
sup
s≤t
M2s
](
1 +
∫ t
0
ψ(t− s)ds
)2
(5.46)
≤ C
t2+2α
t1+α(tα)2 → 0,(5.47)
as t→∞ since 0 < α < 1. Hence, as t→∞,
(5.48)
Nt
t1+α
→ ν
Γ(1− α)Γ(2 + α) , in L
2 as t→∞.
To show the almost sure convergence, we need only to show that 1
t
sups≤tMs → 0
a.s. as t→∞. Define Yt =
∫ t
0
1
1+s
dMs. Then by Lemma 31,
(5.49) sup
t>0
E[Y 2t ] =
∫ ∞
0
E[λs]
(1 + s)2
ds <∞.
By the martingale convergence theorem, Yt → Y∞ a.s. as t→∞. It follows that
(5.50)
Mt
t+ 1
= Yt − 1
t+ 1
∫ t
0
Ysds→ 0,
a.s. as t → ∞. From here, it is easy to show that 1
t
sups≤tMs → 0 a.s. Finally,
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since λt = ν +
∫ t
0
h(t− s)N(ds), we conclude that
(5.51)
λt
tα
→ ν · sin piα
piα
, a.s. as t→∞.
5.4 Super-Critical Regime
In this section, we are interested in the super-critical regime, i.e. limz→∞
λ(z)
z
=
1 and ‖h‖L1 > 1. First, let us compute the asymptotics for the expectations. Let
θ > 0 be the unique positive number such that
∫∞
0
e−θth(t)dt = 1. θ is sometimes
referred to as the Malthusian parameter in the literature. Let us also define
(5.52) h(t) = h(t)e−θt, m =
∫ ∞
0
th(t)e−θtdt.
Clearly under our assumptions 0 < m <∞ and ‖h‖L1 = 1.
Lemma 32. (i) Assume λ(z) = ν + z, ν > 0 being a constant. Then,
(5.53) lim
t→∞
E[λt]
eθt
=
ν
θm
.
(ii) Assume limz→∞
λ(z)
z
= 1 and let λ(·) be bounded below by a positive con-
stant. Then,
(5.54) lim
t→∞
1
t
logE[λt] = lim
t→∞
1
t
logE[Nt] = θ.
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Proof. (i) Let f(t) = E[λt]. We have
(5.55)
f(t)
eθt
=
ν
eθt
+
∫ t
0
h(t− s)e−θ(t−s)f(s)
eθs
ds =
ν
eθt
+
∫ t
0
h(t− s)f(s)
eθs
ds
Taking Laplace transform, we get
(5.56) ̂f(t)e−θt(σ) =
ν
θ(1− hˆ(σ))
∼ ν
θm
· 1
σ
,
as σ ↓ 0. By the Tauberian theorem, we have
(5.57) lim
t→∞
E[λt]
eθt
=
ν
θm
.
(ii) is a direct consequence of (i).
This is consistent with the exponential case when h(t) = ae−bt and a > b. We
have
(5.58) E[λt] = − νb
a− b +
νa
a− be
(a−b)t, E[Nt] = − νbt
a− b +
νa
(a− b)2 (e
(a−b)t − 1).
Indeed, in the exponential case, θ = a− b and
(5.59) d(Zte
−(a−b)t) = e−(a−b)tdZt + Ztde−(a−b)t = −aZte−(a−b)tdt+ ae−(a−b)tdNt.
Let Yt = Zte
−(a−b)t. We have
(5.60) dYt = −aYtdt+ ae−(a−b)tdNt = νae−(a−b)tdt+ ae−(a−b)tdMt.
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If we assume that N(−∞, 0] = 0, then Z0 = 0 and
(5.61) Yt =
∫ t
0
νae−(a−b)sds+ a
∫ t
0
e−(a−b)sdMs.
Clearly,
∫ t
0
νe−(a−b)sds→ νa
a−b and
∫ t
0
ae−(a−b)sdMs is a martingale and
(5.62) sup
t>0
E
[(∫ t
0
e−(a−b)sdMs
)2]
=
∫ ∞
0
e−2(a−b)sE[λs]ds =
ν(2a− b)
2(a− b)2 <∞.
Therefore, by the martingale convergence theorem, there exists some W in L2(P)
such that
(5.63)
λt
e(a−b)t
→ νa
a− b + aW,
as t→∞. The convergence is a.s. and also in L2(P).
For the general h(·) such that ‖h‖L1 > 1, we may even consider the case when
‖h‖L1 =∞. For instance, if we assume that h(·) is decreasing and continuous and
then h(·) is bounded and all the arguments for the case 1 < ‖h‖L1 < ∞ would
work for the case ‖h‖L1 =∞ as well.
Theorem 23. Assume λ(z) = ν + z, ν > 0. We have,
(5.64)
λt
eθt
→ ν
θm
+
W
m
, a.s. as t→∞,
where W =
∫∞
0
e−θtdMt.
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Proof. It is not very hard to observe that
λt
eθt
=
ν
eθt
+
∫ t
0
h(t− s)
eθt
dMs +
∫ t
0
h(t− s)
eθt
λsds(5.65)
=
ν
eθt
+
∫ t
0
h(t− s)e−θ(t−s)
(
dMs
eθs
)
+
∫ t
0
h(t− s)e−θ(t−s) λs
eθs
ds
=
ν
eθt
+
∫ t
0
h(t− s)dM s +
∫ t
0
h(t− s) λs
eθs
ds.
Taking Laplace transform, we get
λ̂te−θt(σ) =
ν
θ+σ
+ hˆ(σ)
∫∞
0
e−σtdM t
1− hˆ(σ)
=
ν
θ+σ
+ hˆ(σ)
∫∞
0
e−(σ+θ)tdMt
1− hˆ(σ)
(5.66)
∼
ν
θ
+W
m
· 1
σ
,
as σ ↓ 0, where W = ∫∞
0
e−θtdMt. Notice that W is well defined a.s. because∫ t
0
e−θsdMs is a martingale and
(5.67) sup
t>0
E
[(∫ t
0
e−θsdMs
)2]
=
∫ ∞
0
e−2θsE[λs]ds <∞
by Lemma 32. Hence, by the Tauberian theorem, we conclude that, as t→∞,
(5.68)
λt
eθt
→ ν
θm
+
W
m
. a.s.
Corollary 1. Nt
eθt
→ ν
θ2m
+ W
θm
a.s. as t→∞.
Proof. Let Mt = Nt −
∫ t
0
λsds. Then, since Mt is a martingale and E[M2t ] =∫ t
0
Eλsds ≤ Ceθt for some C > 0, it is easy to see that Mteθt → 0 a.s. as t→∞. On
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the other hand,
(5.69)
1
eθt
∫ t
0
λsds =
∫ t
0
e−θ(t−s)
λs
eθs
ds→ 1
θ
[
ν
θm
+
W
m
]
,
by Theorem 23. Hence, we get the desired result.
Remark 13. It would be interesting to study the properties of W defined in The-
orem 23. Observe that
E
[
e−σ
∫ t
0 e
−θsdMs
]
= E
[
e−σ(
∫ t
0 e
−θsdNs−
∫ t
0
∫ s
0 h(s−u)N(du)e−θsds)
]
e
σ
θ
ν(1−e−θt)(5.70)
= E
[
e−σ
∫ t
0(e−θs−
∫ t
s h(u−s)e−θudu)N(ds)
]
e
σ
θ
ν(1−e−θt)
= E
[
e−σ
∫ t
0 e
−θsH(t−s)N(ds)
]
e
σ
θ
ν(1−e−θt),
where H(t) =
∫∞
t
h(s)ds. Hence,
(5.71) E[e−σW ] = e
σν
θ lim
t→∞
eν
∫ t
0 gt(s)ds,
where gt(s) = exp
{− σ
eθt
eθsH(s) +
∫ s
0
h(s− u)gt(u)du
}− 1.
5.5 Explosive Regime
In this section, we will provide an explosion, non-explosion criterion for non-
linear Hawkes processes, together with some asymptotics for the explosion time in
the explosive regime. Let τ` = inf{t > 0 : λt ≥ `}. The quantity
(5.72) lim
`→∞
P(τ` ≤ t) = F (t) = P(τ ≤ t),
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is defined as the distribution function of the explosion time τ . We say there is
no explosion if F ≡ 0, otherwise there is explosion. For a short introduction to
explosion, non-explosion, we refer to Varadhan [109].
Next, we provide an explosion, non-explosion criterion for nonlinear Hawkes
processes. The proof is based on a well known result for the explosion, non-
explosion criterion for a class of point processes which can be found in the book
by Kallenberg [61].
Theorem 24 (Explosion, Non-Explosion Criterion). Assume that λ(·) is increas-
ing and that h(·) is integrable and decreasing, then there is explosion if and only
if
(5.73)
∞∑
n=0
1
λ(n)
<∞.
Proof. Observe that, for any T > 0,
(5.74) Ph(T )(τ ≤ T ) ≤ P(τ ≤ T ) ≤ Ph(0)(τ ≤ T ),
where Ph(0) denotes the probability measure for the point process such that initially
the rate function is λ(0) and after nth jumps, the rate function becomes λ(nh(0));
Ph(T ) is defined similarly. It is well known that the point process with intensity
λ(Nt−) is explosive if and only if
(5.75)
∞∑
n=0
1
λ(n)
<∞.
For the details and proof of the above result, we refer to Kallenberg [61]. But it is
clear under our assumptions that
∑∞
n=0
1
λ(n)
< ∞ if and only if ∑∞n=0 1λ(cn) < ∞,
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where c > 0 is any positive constant. Therefore, there is explosion if and only if
(5.76)
∞∑
n=0
1
λ(n)
<∞.
Evaluating the exact probability distribution of the explosion time τ , i.e. P(τ ≤
t), is hard and almost impossible. Nevertheless, one can still study its asymptotic
behavior, i.e.
(i) P(τ ≥ t) for large time t;
(ii) P(τ ≤ ) for small time .
In the rest of this section, we will use Proposition 5 to answer (i) and Proposi-
tion 6 to answer (ii).
Proposition 5. Under the assumptions of Theorem 24 satisfying the explosion
criterion, we have
(5.77) lim
t→∞
1
t
logP∅(τ ≥ t) = inf
t>0
1
t
logP∅(τ ≥ t) = −σ,
where 0 < σ <∞.
Proof. For a nonlinear Hawkes process with empty history, i.e. N(−∞, 0] = 0, we
have
(5.78) P∅(τ ≥ t+ s) = P∅(τ ≥ t+ s|τ ≥ s)P∅(τ ≥ s) ≤ P∅(τ ≥ t)P∅(τ ≥ s).
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Therefore, logP∅(τ ≥ t) is sub-additive and we know that
(5.79) lim
t→∞
1
t
logP∅(τ ≥ t) = inf
t>0
1
t
logP∅(τ ≥ t) = −σ
exists. And we also know that 0 < σ < ∞. For example, it is easy to see that
σ ≤ λ(0). That is because P∅(τ ≥ t) ≥ P∅(N [0, t] = 0) = e−λ(0)t. To see that
σ > 0, choose M large enough so that P(τ ≥M) < 1 and then σ ≥ − 1
M
logP(τ ≥
M) > 0.
Remark 14. Indeed, in the Markovian case, we can say something more about σ
defined in Proposition 5. When h(t) = ae−bt, Zt =
∑
τ<t ae
−b(t−τ) is Markovian
and by noticing that
(5.80) exp
{
f(Zt)− f(Z0)−
∫ t
0
Aef
ef
(Zs)ds
}
is a martingale and that Nt explodes if and only if Zt explodes, we have
(5.81) lim
t→∞
1
t
logP∅(τ ≥ t) = −σ,
where σ is the principal eigenvalue for
(5.82) Au = −σu, u ≥ 1.
Note that here you have to choose the test function u ≥ 1 rather than u ≥ 0.
Proposition 6. Assume that λ(z) = γzk+δ, where γ, δ > 0 and k > 1. According
to Theorem 24, it is in the explosive regime. We have the following asymptotics
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for small time .
(5.83) lim
→0

1
k−1 logP(τ ≤ ) = C
k
k−1
k (k
− 1
k−1 − k− kk−1 ),
where Ck =
∫∞
0
log
(
γykh(0)k
γykh(0)k+1
)
dy.
Before we proceed, let us first quote de Bruijn’s Tauberian theorem from the
book by Bingham, Goldie and Teugels [9], which will be used in the proof of
Proposition 6.
Theorem 25 (de Bruijn’s Tauberian theorem). Let µ be a measure on (0,∞)
whose Laplace transform M(λ) :=
∫∞
0
e−λxdµ(x) converges for all λ > 0. If α < 0,
φ ∈ Rα(0+), i.e. φ(λt)/φ(t) ∼ λα as t ∼ 0+, put ψ(λ) := φ(λ)/λ ∈ Rα−1(0+),
then, for B > 0,
(5.84) − log µ(0, x] ∼ B
φ¯(1/x)
, x→ 0+,
if and only if
(5.85) − logM(λ) ∼ (1− α)
(
B
−α
) α
α−1 1
ψ¯(λ)
, λ→∞.
Here, φ¯(λ) := sup{t : φ(t) > λ} and similarly for ψ¯.
Proof of Proposition 6. First, let us observe that since we are considering the event
{τ ≤ } for  > 0 very small. It is sufficient to consider the point process with
intensity λ(h(0)Nt−) at time t.
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To apply de Bruijin’s Tauberian theorem, notice that
(5.86) − logM(σ) = −
∞∑
i=0
log
(
λ(ih(0))
λ(ih(0)) + σ
)
.
Recall that λ(z) = γzk + δ, where γ, δ > 0 and k > 1. Then,
− logM(σ) = −
∞∑
i=0
log
(
γikh(0)k + δ
γikh(0)k + δ + σ
)
(5.87)
≥ −
∫ ∞
1
log
(
γxkh(0)k + δ
γxkh(0)k + δ + σ
)
dx
= −σ1/k
∫ ∞
1/σ1/k
log
(
γσykh(0)k + δ
γσykh(0)k + δ + σ
)
dy
∼ −σ1/k
∫ ∞
0
log
(
γykh(0)k
γykh(0)k + 1
)
dy, as σ →∞.
Similarly,
− logM(σ) ≤ −
∫ ∞
0
log
(
γxkh(0)k + δ
γxkh(0)k + δ + σ
)
dx(5.88)
∼ −σ1/k
∫ ∞
0
log
(
γykh(0)k
γykh(0)k + 1
)
dy as σ →∞.
Now let Ck =
∫∞
0
log
(
γykh(0)k
γykh(0)k+1
)
dy, φ(t) = t1−k, ψ(t) = t−k and α = 1 − k < 0.
Then φ¯(1/) = (1/)−
1
k−1 and ψ¯(σ) = σ−
1
k . To apply the theorem, we need to solve
B such that
(5.89) (1− α)
(
B
−α
) α
α−1
= k
(
B
k − 1
) k−1
k
= Ck,
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for B = (k − 1)(Ck/k) kk−1 . Therefore,
(5.90) lim
→0

1
k−1 logP(τ ≤ ) = C
k
k−1
k (k
− 1
k−1 − k− kk−1 ).
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Chapter 6
Limit Theorems for Marked
Hawkes Processes
6.1 Introduction and Main Results
6.1.1 Introduction
We consider in this chapter a linear Hawkes process with random marks. Let
Nt be a simple point process. Nt denotes the number of points in the interval [0, t).
Let Ft be the natural filtration up to time t. We assume that N(−∞, 0] = 0. At
time t, the point process has Ft-predictable intensity
(6.1) λt := ν + Zt, Zt :=
∑
τi<t
h(t− τi, ai),
where ν > 0, the (τi)i≥1 are arrival times of the points, and the (ai)i≥1 are i.i.d.
random marks, ai being independent of previous arrival times τj, j ≤ i. Let
us assume that ai has a common distribution q(da) on a metric space X. Here,
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h(·, ·) : R+ × X → R+ is integrable, i.e. ∫∞
0
∫
X h(t, a)q(da)dt < ∞. Let H(a) :=∫∞
0
h(t, a)dt for any a ∈ X. We also assume that
(6.2)
∫
X
H(a)q(da) < 1.
Let Pq denote the probability measure for the ai’s with the common law q(da).
Under assumption (6.2), it is well known that there exists a unique stationary
version of the linear marked Hawkes process satisfying the dynamics (6.1) and
that by ergodic theorem, a law of large numbers holds,
(6.3) lim
t→∞
Nt
t
=
ν
1− Eq[H(a)] .
This chapter is organized as follows. In Section 6.1.2, we will introduce the main
results of this paper, i.e. the central limit theorem and the large deviation principle
for linear marked Hawkes processes. The proof of the central limit theorem will be
given in Section 6.2 and the proof of the large deviation principle will be given in
Section 6.3. Finally, we will discuss an application of our results to a risk model
in finance in Section 6.4.
6.1.2 Main Results
For a linear marked Hawkes process satisfying the dynamics (6.1), we have the
following large deviation principle.
Theorem 26 (Large Deviation Principle). Assume the conditions (6.2) and
(6.4) lim
x→∞
{∫
X
eH(a)xq(da)− x
}
=∞.
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Then, (Nt/t ∈ ·) satisfies a large deviation principle with rate function,
Λ(x) :=

inf qˆ
{
xEqˆ[H(a)] + ν − x+ x log
(
x
xEqˆ [H(a)]+ν
)
+ xEqˆ
[
log dqˆ
dq
]}
x ≥ 0
+∞ x < 0
=

θ∗x− ν(x∗ − 1) x ≥ 0
+∞ x < 0
,
where the infimum of qˆ is taken overM(X), the space of probability measures on X
such that qˆ is absolutely continuous w.r.t. q. Here, θ∗ and x∗ satisfy the following
equations
(6.5)

x∗ = Eq
[
eθ∗+(x∗−1)H(a)
]
x
ν
= x∗ + xνE
q
[
H(a)eθ∗+(x∗−1)H(a)
] .
Theorem 27 (Central Limit Theorem). Assume limt→∞ t1/2
∫∞
t
Eq[h(s, a)]ds = 0
and that (6.2) holds. Then,
(6.6)
Nt − νt1−Eq [H(a)]√
t
→ N
(
0,
ν(1 + Varq[H(a)])
(1− Eq[H(a)])3
)
,
in distribution as t→∞.
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6.2 Proof of Central Limit Theorem
Proof of Theorem 27. First, let us observe that
∫ t
0
λsds = νt+
∑
τi<t
∫ t
τi
h(s− τi, ai)ds(6.7)
= νt+
∑
τi<t
H(ai)− Et,
where the error term Et is given by
(6.8) Et :=
∑
τi<t
∫ ∞
t
h(s− τi, ai)ds.
Therefore,
Nt −
∫ t
0
λsds√
t
=
Nt − νt−
∑
τi<t
H(ai)√
t
+
Et√
t
(6.9)
= (1− Eq[H(a)])Nt − µt√
t
+
Eq[H(a)]Nt −
∑
τi<t
H(ai)√
t
+
Et√
t
,
where µ := ν
1−Eq [H(a)] . Rearranging the terms in (6.9), we get
(6.10)
Nt − µt√
t
=
1
1− Eq[H(a)]
[
Nt −
∫ t
0
λsds√
t
+
∑
τi<t
(H(ai)− Eq[H(a)])√
t
− Et√
t
]
.
It is easy to check that Et√
t
→ 0 in probability as t → ∞. To see this, first
notice that E[λt] ≤ ν1−Eq [H(a)] uniformly in t. Let g(t, a) :=
∫∞
t
h(s, a)ds. We have
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Et =
∑
τi<t
g(t− τi, ai) and thus
E[Et] =
∫ t
0
∫
X
g(t− s, a)q(da)E[λs]ds(6.11)
≤ ν
1− Eq[H(a)]
∫ t
0
∫
X
g(t− s, a)q(da)ds
=
ν
1− Eq[H(a)]
∫ t
0
Eq[g(s, a)]ds.
Hence, by L’Hoˆpital’s rule,
lim
t→∞
1
t1/2
∫ t
0
Eq[g(s, a)]ds = lim
t→∞
Eq[g(t, a)]
1
2
t−1/2
(6.12)
= lim
t→∞
2t1/2
∫ ∞
t
Eq[h(s, a)]ds = 0.
Hence, Et√
t
→ 0 in probability as t→∞.
Furthermore, M1(t) := Nt−
∫ t
0
λsds and M2(t) :=
∑
τi<t
(H(ai)−Eq[H(a)]) are
both martingales.
Moreover, since
∫ t
0
λsds is of finite variation, the quadratic variation of M1(t)+
M2(t) is the same as the quadratic variation of Nt + M2(t). And notice that
Nt +M2(t) =
∑
τi<t
(1 +H(ai)− Eq[H(a)]) which has quadratic variation
(6.13)
∑
τi<t
(1 +H(ai)− Eq[H(a)])2.
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By the standard law of large numbers, we have
1
t
∑
τi<t
(1 +H(ai)− Eq[H(a)]) = Nt
t
· 1
Nt
∑
τi<t
(1 +H(ai)− Eq[H(a)])2
(6.14)
→ ν
1− Eq[H(a)] · E
q
[
(1 +H(a)− Eq[H(a)])2]
=
ν(1 + Varq[H(a)])
1− Eq[H(a)] ,
a.s. as t→∞. By a standard martingale central limit theorem, we conclude that
(6.15)
Nt − νt1−Eq [H(a)]√
t
→ N
(
0,
ν(1 + Varq[H(a)])
(1− Eq[H(a)])3
)
,
in distribution as t→∞.
6.3 Proof of Large Deviation Principle
6.3.1 Limit of a Logarithmic Moment Generating Function
In this subsection, we prove the existence of the limit of the logarithmic moment
generating function limt→∞ 1t logE[e
θNt ] and give a variational formula and a more
explicit formula for this limit.
Theorem 28. The limit Γ(θ) of the logarithmic moment generating function is
(6.16) Γ(θ) = lim
t→∞
1
t
logE[eθNt ] =

ν(f(θ)− 1) if θ ∈ (−∞, θc]
+∞ otherwise
,
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where f(θ) is the minimal solution to x =
∫
X e
θ+H(a)(x−1)q(da) and
(6.17) θc = − log
∫
X
H(a)eH(a)(xc−1)q(da) > 0,
where xc > 1 satisfies the equation x
∫
XH(a)e
H(a)(x−1)q(da) =
∫
X e
H(a)(x−1)q(da).
We will break the proof of Theorem 28 into the proof of the lower bound, i.e.
Lemma 34 and the proof of the upper bound, i.e. Lemma 35.
Before we proceed, let us first prove Lemma 33, which will be repeatedly used.
Lemma 33. Consider a linear marked Hawkes process with intensity
(6.18) λt := α + βZt := α + β
∑
τi<t
h(t− τi, ai),
and βEq[H(a)] < 1, where the ai are i.i.d. random marks with the common law
q(da) independent of the previous arrival times, then there exists a unique invariant
measure pi for Zt such that
(6.19)
∫
λ(z)pi(dz) =
α
1− βEq[H(a)] .
Proof. The ergodicity of Zt is well known. Let pi be the invariant probability
measure for Zt. Then
(6.20)
∫
λ(z)pi(dz) = α + β
∫
X
∫ ∞
0
h(t, a)dtq(da)
∫
λ(z)pi(dz).
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Lemma 34 (Lower Bound).
(6.21) lim inf
t→∞
1
t
logE[eθNt ] ≥

ν(f(θ)− 1) if θ ∈ (−∞, θc]
+∞ otherwise
,
where f(θ) is the minimal solution to x =
∫
eθ+H(a)(x−1)q(da) and θc is defined in
(6.17).
Proof. The intensity at time t is λt := λ(Zt) where λ(z) = ν + z and Zt =∑
τi<t
h(t − τi, ai). We tilt λ to λˆ and q to qˆ such that by Girsanov formula the
tilted probability measure Pˆ is given by
(6.22)
dPˆ
dP
∣∣∣∣
Ft
= exp
{∫ t
0
(λ(Zs)− λˆ(Zs))ds+
∫ t
0
log
(
λˆ(Zs)
λ(Zs)
)
+ log
(
dqˆ
dq
)
dNs
}
.
Let Qe be the set of (λˆ, qˆ, pˆi) such that the marked Hawkes process with intensity
λˆ(Zt) and random marks distributed as qˆ is ergodic with pˆi as the invariant measure
of Zt.
By the ergodic theorem and Jensen’s inequality, for any (λˆ, qˆ, pˆi) ∈ Qe,
lim inf
t→∞
1
t
logE[eθNt ](6.23)
≥ lim inf
t→∞
Eˆ
[
1
t
θNt − 1
t
∫ t
0
(λ− λˆ)ds− 1
t
∫ t
0
[
log(λˆ/λ) + log(dqˆ/dq)
]
λˆds
]
=
∫
θλˆpˆi(dz) +
∫
(λˆ− λ)pˆi(dz)−
∫∫ [
log(λˆ/λ) + log(dqˆ/dq)
]
λˆqˆpˆi(dz).
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Hence,
lim inf
t→∞
1
t
logE[eθNt ]
(6.24)
≥ sup
(λˆ,qˆ,pˆi)∈Qe
{∫
θλˆpˆi +
∫
(λˆ− λ)pˆi −
∫∫ [
log(λˆ/λ) + log(dqˆ/dq)
]
λˆqˆpˆi
}
.
≥ sup
(Kλ,qˆ,pˆi)∈Qe
∫ [(
θ − Eqˆ[log(dqˆ/dq)]) λˆ+ λˆ− λ− λˆ log (λˆ/λ)] pˆi
≥ sup
0<K<Eqˆ [H(a)]−1,(Kλ,qˆ,pˆi)∈Qe
∫ [(
θ − Eqˆ[log(dqˆ/dq)])+ 1− 1
K
− logK
]
λˆpˆi
= sup
qˆ
sup
0<K<Eqˆ [H(a)]−1
[(
θ − Eqˆ[log(dqˆ/dq)])+ 1− 1
K
− logK
]
· Kν
1−KEqˆ[H(a)] ,
where the last equality is obtained by applying Lemma 33. The supremum of qˆ is
taken over M(X) such that qˆ is absolutely continuous w.r.t. q. Optimizing over
K > 0, we get
lim inf
t→∞
1
t
logE[eθNt ]
(6.25)
≥

supqˆ ν(fˆ(θ)− 1) if θ ∈
(−∞,Eqˆ [log dqˆ
dq
]
+ Eqˆ[H(a)]− 1− logEqˆ[H(a)]]
+∞ otherwise
,
where fˆ(θ) is the minimal solution to the equation
x = eθ+E
qˆ [log(dq/dqˆ)]+Eqˆ [H(a)](x−1)(6.26)
≤ Eqˆ
[
eθ+H(a)(x−1)
dq
dqˆ
]
=
∫
eθ+H(a)(x−1)q(da).
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The last inequality is satisfied by Jensen’s inequality; the equality holds if and only
if
(6.27)
dqˆ
dq
=
eH(a)(x−1)
Eq[eH(a)(x−1)]
.
Optimizing over qˆ, we get
(6.28) lim inf
t→∞
1
t
logE[eθNt ] ≥

ν(f(θ)− 1) if θ ∈ (−∞, θc]
+∞ otherwise,
where θc is some critical value to be determined. Let
(6.29) G(x) = eθ
∫
eH(a)(x−1)q(da)− x.
If θ = 0, then G(x) =
∫
eH(a)(x−1)q(da) − x satisfies G(1) = 0, G(∞) = ∞ (by
(6.4)) and G′(1) = Eq[H(a)]− 1 < 0 which implies minx>1G(x) < 0. Hence, there
exists some critical θc > 0 such that minx>1G(x) = 0. The critical values xc and
θc satisfy G(xc) = G
′(xc) = 0, which implies
(6.30) θc = − log
∫
H(a)eH(a)(xc−1)q(da),
where xc > 1 satisfies the equation x
∫
H(a)eH(a)(x−1)q(da) =
∫
eH(a)(x−1)q(da).
It is easy to check that indeed, for dq∗ = e
H(a)(x∗−1)
Eq [eH(a)(x∗−1)]dq,
(6.31)
Eq∗
[
log
dq∗
dq
]
+ Eq∗ [H(a)]− 1− logEq∗ [H(a)]) = − log
∫
H(a)eH(a)(x∗−1)q(da).
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Lemma 35 (Upper Bound).
(6.32) lim sup
t→∞
1
t
logE[eθNt ] ≤

ν(f(θ)− 1) if θ ∈ (−∞, θc]
+∞ otherwise
,
where f(θ) is the minimal solution to x =
∫
eθ+H(a)(x−1)q(da) and θc is defined in
(6.17).
Proof. It is well known that a linear Hawkes process has an immigration-birth
representation. The immigrants (roots) arrive via a standard Poisson process
with constant intensity ν > 0. Each immigrant generates children according to
a Galton-Watson tree. (See for example Hawkes and Oakes [54] and Karabash
[63].) Consider a random, rooted tree (with root, i.e. immigrant, at time 0) as-
sociated to the Hawkes process via the Galton-Watson interpretation. Note the
root is unmarked at the start of the process so the marking goes into the expec-
tation calculation later. Let K be the number of children of the root node, and
let S
(1)
t , S
(2)
t , . . . , S
(K)
t be the number of descendants of root’s k-th child that were
born before time t (including k-th child if an only if it was born before time t).
Let St be the total number of children in tree before time t including root node.
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Then
FS(t) := E[exp(θSt)](6.33)
=
∞∑
k=0
E[exp(θSt)|K = k]P(K = k)
= exp(θ)
∞∑
k=0
P(K = k)
k∏
i=1
E
[
exp
(
θS
(i)
t
)]
= exp(θ)
∞∑
k=0
E
[
exp
(
θS
(1)
t
)]k
P(K = k)
= exp(θ)
∞∑
k=0
∫
X
[(∫ t
0
h(s, a)
H(a)
FS(t− s)ds
)k
e−H(a)
H(a)k
k!
]
q(da)
=
∫
X
exp
(
θ +
∫ t
0
h(s, a)(FS(t− s)− 1)ds
)
q(da).
Now observe that FS(t) is strictly increasing and hence must approach to the
smaller solution x∗ of the following equation
(6.34) x =
∫
X
exp [θ +H(a)(x− 1)] q(da).
Finally, since random roots arrive according to a Poisson process with constant
intensity ν > 0, we have
(6.35) FN(t) := E[exp(θNt)] = exp
[
ν
∫ t
0
(FS(t− s)− 1)ds
]
.
But since FS(s) ↑ x∗ as s→∞ we obtain the main result
(6.36)
1
t
logFN(t) = ν
1
t
[∫ t
0
(FS(s)− 1) ds
]
−→
t→∞
ν(x∗ − 1),
which proves the desired formula. Note that x∗ =∞ when there is no solution to
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(6.34). The proof is complete.
6.3.2 Large Deviation Principle
In this section, we prove the main result, i.e. Theorem 26 by using the Ga¨rtner-
Ellis theorem for the upper bound and tilting method for the lower bound.
Proof of Theorem 26. For the upper bound, since we have Theorem 28, we can
simply apply Ga¨rtner-Ellis theorem. To prove the lower bound, it suffices to show
that for any x > 0,  > 0, we have
(6.37) lim inf
t→∞
1
t
logP
(
Nt
t
∈ B(x)
)
≥ − sup
θ∈R
{θx− Γ(θ)},
where B(x) denotes the open ball centered at x with radius . Let Pˆ denote the
tilted probability measure with rate λˆ and marks distributed by qˆ(da) as defined
in Lemma 34. By Jensen’s inequality,
1
t
logP
(
Nt
t
∈ B(x)
)
(6.38)
≥ 1
t
log
∫
Nt
t
∈B(x)
dP
dPˆ
dPˆ
=
1
t
log Pˆ
(
Nt
t
∈ B(x)
)
− 1
t
log
[
1
Pˆ
(
Nt
t
∈ B(x)
) ∫
Nt
t
∈B(x)
dPˆ
dP
dPˆ
]
≥ 1
t
log Pˆ
(
Nt
t
∈ B(x)
)
− 1
Pˆ
(
Nt
t
∈ B(x)
) · 1
t
· Eˆ
[
1Nt
t
∈B(x) log
dPˆ
dP
]
.
By the ergodic theorem,
(6.39) lim inf
t→∞
1
t
logP
(
Nt
t
∈ B(x)
)
≥ − inf
0<K<Eqˆ [H(a)]−1
(Kλ,qˆ,pˆi)∈Qxe
H(λˆ, qˆ, pˆi).
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where Qxe is defined by
(6.40) Qxe =
{
(λˆ, qˆ, pˆi) ∈ Qe :
∫
λˆ(z)pˆi(dz) = x
}
.
and the relative entropy H is
(6.41) H(λˆ, qˆ, pˆi) =
∫
(λ− λˆ)pˆi +
∫
log(λˆ/λ)λˆpˆi +
∫∫
log(dqˆ/dq)qˆλˆpˆi.
By Lemma 33,
inf
0<K<Eqˆ [H(a)]−1,x= νK
1−KEqˆ [H(a)] ,(Kλ,qˆ,pˆi)∈Qe
H(λˆ, qˆ, pˆi)(6.42)
= inf
K= x
xEqˆ [H(a)]+ν ,(Kλ,qˆ,pˆi)∈Qe
{
1
K
− 1 + logK + Eqˆ
[
log
dqˆ
dq
]}∫
λˆpˆi
= inf
qˆ
{
Eqˆ[H(a)] +
ν
x
− 1 + log
(
x
xEqˆ[H(a)] + ν
)
+ Eqˆ
[
log
dqˆ
dq
]}
x
= inf
qˆ
{
xEqˆ[H(a)] + ν − x+ x log
(
x
xEqˆ[H(a)] + ν
)
+ xEqˆ
[
log
dqˆ
dq
]}
.
Next, let us find a more explict form for the Legendre-Fenchel transform of Γ(θ).
(6.43) sup
θ∈R
{θx− Γ(θ)} = sup
θ∈R
{θx− ν(f(θ)− 1)},
where f(θ) = Eq[eθ+(f(θ)−1)H(a)]. Here,
(6.44) f ′(θ) = Eq
[
(1 + f ′(θ)H(a))eθ+(f(θ)−1)H(a)
]
.
So the optimal θ∗ for (6.43) would satisfy f ′(θ∗) = xν and θ∗ and x∗ = f(θ∗) satisfy
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the following equations
(6.45)

x∗ = Eq
[
eθ∗+(x∗−1)H(a)
]
x
ν
= x∗ + xνE
q
[
H(a)eθ∗+(x∗−1)H(a)
] ,
and supθ∈R{θx− Γ(θ)} = θ∗x− ν(x∗ − 1).
On the other hand, letting dq∗ = e
(x∗−1)H(a)
Eq [e(x∗−1)H(a)]dq, we have
(6.46) Eq∗ [H(a)] =
Eq
[
eθ∗+(x∗−1)H(a)
]
Eq [e(x∗−1)H(a)]
=
1
x∗
− ν
x
,
and Eq∗ [log dq∗
dq
] = (x∗ − 1)Eq∗ [H(a)]− logEq[e(x∗−1)H(a)], which imply
lim inf
t→∞
1
t
logP
(
Nt
t
∈ B(x)
)
(6.47)
≥ − inf
qˆ
{
xEqˆ[H(a)] + ν − x+ x log
(
x
xEqˆ[H(a)] + ν
)
+ xEqˆ
[
log
dqˆ
dq
]}
≥ −
{
xEq∗ [H(a)] + ν − x+ x log
(
x
xEq∗ [H(a)] + ν
)
+ xEq∗
[
log
dq∗
dq
]}
= θ∗x− ν(x∗ − 1) = sup
θ∈R
{θx− Γ(θ)}.
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6.4 Risk Model with Marked Hawkes Claims Ar-
rivals
We consider the following risk model for the surplus process Rt of an insurance
portfolio,
(6.48) Rt = u+ ρt−
Nt∑
i=1
Ci,
where u > 0 is the initial reserve, ρ > 0 is the constant premium and the Ci’s
are i.i.d. positive random variables with the common distribution µ(dC). Ci
represents the claim size at the ith arrival time, these being independent of Nt, a
marked Hawkes process.
For u > 0, let
(6.49) τu = inf{t > 0 : Rt ≤ 0},
and denote the infinite and finite horizon ruin probabilities by
(6.50) ψ(u) = P(τu <∞), ψ(u, uz) = P(τu ≤ uz), u, z > 0.
By the law of large numbers,
(6.51) lim
t→∞
1
t
Nt∑
i=1
Ci =
Eµ[C]ν
1− Eq[H(a)] .
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Therefore, to exclude the trivial case, we need to assume that
(6.52)
Eµ[C]ν
1− Eq[H(a)] < ρ <
ν(xc)− 1
θc
,
where the critical values θc and xc = f(θc) satisfy
(6.53)

xc =
∫
R+
∫
X e
θcC+H(a)(xc−1)q(da)µ(dC)
1 =
∫
R+
∫
XH(a)e
H(a)(xc−1)+θcCq(da)µ(dC)
.
Let us first assume that the claim sizes following light tails, i.e. there exists
some θ > 0 such that
∫
R+ e
θCµ(dC) <∞.
Following the proofs of large deviation results in Section 6.3, we have
(6.54) ΓC(θ) := lim
t→∞
1
t
logE
[
eθ
∑Nt
i=1 Ci
]
=

ν(x− 1) if θ ∈ (−∞, θc]
+∞ otherwise
,
where x is the minimal solution to the equation
(6.55) x =
∫
R+
∫
X
eθC+(x−1)H(a)q(da)µ(dC).
Before we proceed, let us quote a result from Glynn and Whitt [43], which will
be used in our proof Theorem 30.
Theorem 29 (Glynn and Whitt [43]). Let Sn be random variables. τu = inf{n :
Sn > u} and ψ(u) = P(τu <∞). Assume that there exist γ,  > 0 such that
(i) κn(θ) = logE[eθSn ] is well defined and finite for γ −  < θ < γ + .
(ii) lim supn→∞ E[eθ(Sn−Sn−1)] <∞ for − < θ < .
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(iii) κ(θ) = limn→∞ 1nκn(θ) exists and is finite for γ −  < θ < γ + .
(iv) κ(γ) = 0 and κ is differentiable at γ with 0 < κ′(γ) <∞.
Then, limu→∞ 1u logψ(u) = −γ.
Remark 15. We claim that ΓC(θ) = ρθ has a unique positive solution θ
† < θc.
Let G(θ) = ΓC(θ)− ρθ. Notice that G(0) = 0, G(∞) =∞, and that G is convex.
We also have G′(0) = E
µ[C]ν
1−Eq [H(a)]−ρ < 0 and ΓC(θc)−ρθc > 0 since we assume that
ρ < ν(f(θc)−1)
θc
. Therefore, there exists only one solution θ† ∈ (0, θc) of ΓC(θ†) = ρθ†.
Theorem 30 (Infinite Horizon). Assume all the assumptions in Theorem 26 and
in addition (6.52), we have limu→∞ 1u logψ(u) = −θ†, where θ† ∈ (0, θc) is the
unique positive solution of ΓC(θ) = ρθ.
Proof. Take St =
∑Nt
i=1Ci − ρt and κt(θ) = logE[eθSt ]. Then limt→∞ 1tκt(θ) =
ΓC(θ)−ρθ. Consider {Snh}n∈N. We have limn→∞ 1nκnh(θ) = hΓC(θ)−hρθ. Check-
ing the conditions in Theorem 29 and applying it, we get
(6.56) lim
u→∞
1
u
logP
(
sup
n∈N
Snh > u
)
= −θ†.
Finally, notice that
(6.57) sup
t∈R+
St ≥ sup
n∈N
Snh ≥ sup
t∈R+
St − ρh.
Hence, limu→∞ 1u logψ(u) = −θ†.
Theorem 31 (Finite Horizon). Under the same assumptions as in Theorem 30,
we have
(6.58) lim
u→∞
1
u
logψ(u, uz) = −w(z), for any z > 0.
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Here
(6.59) w(z) =

zΛC
(
1
z
+ ρ
)
if 0 < z < 1
Γ′(θ†)−ρ
θ† if z ≥ 1
Γ′(θ†)−ρ
,
ΛC(x) = supθ∈R{θx − ΓC(θ)} and θ† ∈ (0, θc) is the unique positive solution of
ΓC(θ) = ρθ, as before.
Proof. The proof is similar to that in Stabile and Torrisi [102] and we omit it
here.
Next, we are interested to study the case when the claim sizes have heavy tails,
i.e.
∫
R+ e
θCµ(dC) = +∞ for any θ > 0.
A distribution function B is subexponential, i.e. B ∈ S if
(6.60) lim
x→∞
P(C1 + C2 > x)
P(C1 > x)
= 2,
where C1, C2 are i.i.d. random variables with distribution function B. Let us
denote B(x) := P(C1 ≥ x) and let us assume that E[C1] <∞ and define B0(x) :=
1
E[C]
∫ x
0
B(y)dy, where F (x) = 1 − F (x) is the complement of any distribution
function F (x).
Goldie and Resnick [44] showed that if B ∈ S and satisfies some smoothness
conditions, then B belongs to the maximum domain of attraction of either the
Frechet distribution or the Gumbel distribution. In the former case, B is regularly
varying, i.e. B(x) = L(x)/xα+1, for some α > 0 and we write it as B ∈ R(−α−1),
α > 0.
We assume that B0 ∈ S and either B ∈ R(−α−1) or B ∈ G, i.e. the maximum
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domain of attraction of Gumbel distribution. G includes Weibull and lognormal
distributions.
When the arrival process Nt satisfies a large deviation result, the probability
that it deviates away from its mean is exponentially small, which is dominated
by subexonential distributions. By using the techniques for the asymptotics of
ruin probabilities for risk processes with non-stationary, non-renewal arrivals and
subexponential claims from Zhu [118], we have the following infinite-horizon and
finite-horizon ruin probability estimates when the claim sizes are subexponential.
Theorem 32. Assume the net profit condition ρ > E[C1] ν1−Eq [H(a)] .
(i) (Infinite-Horizon)
(6.61) lim
u→∞
ψ(u)
B0(u)
=
νE[C1]
ρ(1− Eq[H(a)])− νE[C1] .
(ii) (Finite-Horizon) For any T > 0,
lim
u→∞
ψ(u, uz)
B0(u)
(6.62)
=

νE[C1]
ρ(1−Eq [H(a)])−νE[C1]
[
1−
(
1 +
(
ρ(1−Eq [H(a)])−νE[C1]
ρ(1−Eq [H(a)])
)
T
α
)−α]
if B ∈ R(−α− 1)
νE[C1]
ρ(1−Eq [H(a)])−νE[C1]
[
1− e− ρ(1−E
q [H(a)])−νE[C1]
ρ(1−Eq [H(a)]) T
]
if B ∈ G
.
6.5 Examples with Explicit Formulas
In this section, we discuss two examples where an explicit formula exists.
Example 1 is about the exponential asymptotics of the infinite-horizon ruin
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probability whenH(a) and the claim size C are exponentially distributed. Example
2 gives an explicit expression for the rate function of the large deviation principle
when H(a) is exponentially distributed.
Example 1. Recall that x is the minimal solution of
(6.63) x =
∫
R+
∫
X
eθC+(x−1)H(a)q(da)µ(dC).
Now, assume that H(a) is exponentially distributed with parameter λ > 0, then,
we have
(6.64) x = Eµ[eθC ]
λ
λ− (x− 1) ,
which implies that
(6.65) x =
1
2
{
λ+ 1−
√
(λ+ 1)2 − 4λEµ[eθC ]
}
.
Now, assume that C is exponentially distributed with parameter γ > 0. Then,
(6.66) x =
1
2
{
λ+ 1−
√
(λ+ 1)2 − 4λ γ
γ − θ
}
.
The infinite horizon probability satisfies limu→∞ 1u logψ(u) = −θ†, where θ† satis-
fies
(6.67) ρθ† = ν
(
1
2
{
λ+ 1−
√
(λ+ 1)2 − 4λ γ
γ − θ†
}
− 1
)
,
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which implies
(6.68)
2ρθ†
ν
+ 1− λ = −
√
(λ+ 1)2 − 4λγ
γ − θ† ,
and thus
(6.69)
ρ2
ν2
(θ†)2 +
ρθ†
ν
(1− λ) = λ− λγ
γ − θ† =
−λθ†
γ − θ† .
Since we are looking for positive θ†, we get the quadratic equation,
(6.70) ρ2(θ†)2 − (ρ2γ − ρν(1− λ))θ† − (ρνγ(1− λ) + λν2) = 0.
Since ρ > E
µ[C]ν
1−Eq [H(a)] =
νλ
γ(λ−1) , we have ρνγ(1− λ) + λν2 > 0. Therefore,
(6.71) θ† =
(ρ2γ − ρν(1− λ)) +√(ρ2γ − ρν(1− λ))2 + 4ρ2(ρνγ(1− λ) + λν2)
2ρ2
.
Example 2. Now, let H(a) be exponentially distributed with parameter λ > 0. We
want an explicit expression for the rate function of the large deviation principle for
(Nt/t ∈ ·). Notice that,
(6.72) Γ(θ) =

ν
(
1
2
{
λ+ 1−√(λ+ 1)2 − 4λeθ}− 1) for θ ≤ log ( (λ+1)2
4λ
)
+∞ otherwise
.
To get I(x) = supθ∈R{θx − Γ(θ)}, we optimize over θ and consider x = Γ′(θ).
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Evidently,
(6.73) x+
1
2
ν(−4λ)eθ 1
2
√
(λ+ 1)2 − 4λeθ = 0,
which gives us
(6.74) θ = log
(
−2x2 + x√4x2 + ν2(λ+ 1)2
λν2
)
,
whence,
(6.75)
I(x) =

x log
(
−2x2+x
√
4x2+ν2(λ+1)2
λν2
)
−ν
(
1
2
{
λ+ 1− −2x+
√
4x2+ν2(λ+1)2
ν
}
− 1
)
if x ≥ 0
+∞ otherwise
.
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