Alternative analysis generated by a differential equation by Khukhunashvili, Z.Z. & Khukhunashvili, Z.V.
Alternative Analysis Generated by a
Differential Equation
Z. Z. Khukhunashvili, V. Z. Khukhunashvili
Department of Mathematics and Computer Science,
Tougaloo College, Tougaloo, MS 39149
Department of Mathematics, Tbilisi State University,
Tbilisi, Georgia
September, 2002
Abstract
It was shown in [1] that for a wide class of differential equations
there exist infinitely many binary laws of addition of solutions such that
every binary law has its conjugate. From this set of operations we extract
commutative algebraic object that is a pair of two alternative to each
other fields with common identity elements.
The goal of the present paper is to detect those mathematical con-
structions that are related to the existence of alternative fields dictated by
differential equations. With this in mind we investigate differential and
integral calculus based on the commutative algebra that is generated by
a given differential equation. It turns out that along with the standard
differential and integral calculus there always exists an isomorphic alter-
native calculus. Moreover, every system of differential equations generates
its own calculus that is isomorphic (or homomorphic) to the standard one.
The given system written in its own calculus appears to be linear.
It is also shown that there always exist two alternative to each
other geometries, and matrix algebra has its alternative isomorphic to the
classical one.
§1. Double Field
In [1] we showed that every quasilinear system of equations has a corre-
sponding system of linear homogeneous equations, and their algebro-geometric
structures are isomorphic (a discrete fiber of the space of solutions of a nonlinear
equation is considered as a single element). The linear system is diagonalizable.
1. Under these circumstances, we can simplify the problem and study those
algebraic operations that arise in linear equations. We consider one-dimensional
linear equation in the complex plane:
dw
dt
= Aw, (1.1)
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where A - is a given complex number, and t - a real variable. By W we denote
the space of solutions of (1.1). We concentrate on commutative groups. Assume
that w1, w2 are nonzero elements of W . In [1] it was shown that in the space
of solutions there always exist two alternative to each other groups with binary
operations:
w1+˙w2 = w1 + w2 (1.2)
and
w1+¨w2 =
(
w−11 + w
−1
2
)−1
. (1.3)
In the future (1.3) will be called an alternative summation. The mutually con-
jugate identity elements are w = 0 and w = ∞. The following is easily derived:
w+˙0 = 0, w+˙∞ = ∞, (1.4)
and
w+¨∞ = w, w+¨0 = 0. (1.5)
In these groups w and −w are opposite elements.
From (1.4) and (1.5) the identity elements w = 0 and w = ∞ unite the
alternative commutative groups (1.2) and (1.3) into a single algebraic object.
It is important to note that w = 0 and w = ∞ play equal roles in the obtained
algebra.
From (1.1) we see that if w is a solution, then aw is also a solution where
a is an arbitrary complex number. The distributive property can be obtained
from (1.1-4):
a
(
w1+˙w2
)
= aw1+˙aw2, (1.6)
a
(
w1+¨w2
)
= aw1+¨aw2.
So we have arrived at the commutative algebra acting in W .
2. Now let us put aside the equation (1.1) for a moment, and think of W as
a set of all complex numbers plus a point at infinity. We introduce operations
(1.2-3) on W . Elements 0 and ∞ satisfy (1.4-5), and we also assume that the
standard complex multiplication in W together with the distributive property
is valid:
w1
(
w2+˙w3
)
= w1w2+˙w1w3, (1.7)
w1
(
w2+¨w3
)
= w1w2+¨w1w3.
If operation (1.3) is removed, then W becomes the standard complex field. If
instead operation (1.2) is removed , then W will be isomorphic to the complex
field. We call these two objects alternative fields.
Therefore (1.1) generates an algebraic object consisting of two alterna-
tive fields that act (alternatively) in W . We call this object a double field.
The existence of the double field is not an exclusive property of (1.1),
and it will be shown below that double fields arise for a wide set of differential
equations.
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3. Within the frames of this work it would be superfluous to discuss an
importance of differential equations for the description of physical phenomena.
We only point out that an equation carries a law of motion of a described phe-
nomenon. But then we have to admit that algebraic properties of the differential
equation reflect the properties of the phenomenon itself at least within the pre-
cision limits of the mathematical model. It follows that the differential and
integral calculus that arise in continuous processes should be constructed on
the base of a double field in order for the mathematical picture to be complete
and agreeable to the laws of motion of the phenomenon.
§2. Differential Calculus
Our task is to construct differential calculus based on algebra (1.2-7) with-
out leaving its frameworks. To do that, we consider a set L of sufficiently smooth
complex-valued functions defined in some neighbourhood of a given point in the
set R of real numbers. We restrict to functions that in the neighbourhood may
have only isolated zeros and singularities.
1. We know that the derivative of a function f (t) ∈ L, t,t0 ∈ R, is defined
as:
lim
t→t0
1
t− t0
(f (t)− f (t0)) = f
′ (t0) . (2.1)
Note that the function under the limit sign is formed using algebraic operations
(1.2) and (1.7).
2. By analogy with (2.1), using (1.3), we can consider the difference
F
(
tˆ
)
−¨F
(
tˆ0
)
, where F
(
tˆ
)
∈ L is a given function in the neighbourhood of
tˆ0 ∈ R. This difference can be written as:
F
(
tˆ
)
−¨F
(
tˆ0
)
=
F
(
tˆ
)
· F
(
tˆ0
)
F
(
tˆ0
)
− F
(
tˆ
) .
Applying the mean theorem, we obtain:
lim
tˆ→tˆ0
F
(
tˆ
)
−¨F
(
tˆ0
)
1
tˆ
−¨ 1
tˆ0
=
1(
1
F(tˆ)
)′
tˆ=tˆ0
. (2.2)
Here we used operations (1.3) and (1.7).
3. To simplify the presentation and fix the notation, we introduce the
following
Definition 2.1 If two magnitudes A and B satisfy A ·B = 1, then we call
them algebraically conjugate or a-conjugate magnitudes.
The relations
t · tˆ = 1,
f(t) · fˆ(tˆ) = 1. (2.3)
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imply that t, tˆ and f(t), fˆ(tˆ) by definition are a-conjugate magnitudes.
In (2.2) let us put
F (tˆ) = f(t), (2.4)
where t and tˆ are related as (2.3). But since f(t) and fˆ(tˆ) are a-conjugates, we
derive:
fˆ(tˆ) =
1
f(t)
=
1
F (tˆ)
. (2.5)
The following is clear
1
tˆ
−¨
1
tˆ0
= t−¨t0. (2.6)
Taking into account (2.4-6) it immediately follows from (2.2) that
lim
t→t0
1
t−¨t0
(
f(t)−¨f(t0)
)
=
1
fˆ ′(tˆ0)
. (2.7)
We denote the limit of the left-hand side of this equality as
f (!)(t0) = lim
t→t0
1
t−¨t0
(
f(t)−¨f(t0)
)
. (2.8)
The conclusion is that the function f(t) at the same point t has two
alternative derivatives (2.1) and (2.8). The term ”alternative” is a consequence
of algebra (1.2-7).
Definition 2.2 In the future (2.1) will be called a standard derivative and
(2.8) an alternative derivative.
From (2.7-8) it immediately follows that:
f (!)(t) · fˆ
′
(tˆ) = 1. (2.9)
In other words, if f(t) and fˆ(tˆ) a-conjugate functions, i.e. satisfy (2.3), then
the corresponding derivatives are also a-conjugate functions.
4. Let us study properties of alternative derivatives.
a) Let f(t) = c = const. From (2.9) it follows that:
c(!) =
1
cˆ′
=
1
0
= ∞, (2.10)
where c · cˆ = 1.
b) For the function c · f(t) we have:
(c · f(t))(!) =
1(
cˆ · fˆ(tˆ)
)′ = 1
cˆ · fˆ ′(tˆ)
= c · f (!)(t),
i.e.
(c · f(t))
(!)
= c · f (!)(t), (2.11)
where c · cˆ = 1.
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c) If f(t), fˆ(tˆ) and g(t), gˆ(tˆ) are a-conjugate functions respectively,
then f(t)+¨g(t) and fˆ(tˆ)+˙gˆ(tˆ) are also a-conjugate. Obviously
f(t)+¨g(t) =
1
1
f(t) +
1
g(t)
=
1
fˆ(tˆ) + gˆ(tˆ)
.
Based on (2.9), we can obtain:
(
f(t)+¨g(t)
)(!)
= f (!)(t)+¨g(!)(t). (2.12)
It is worth mentioning that the following equalities do not hold:
(f(t) + g(t))(!) = f (!)(t) + g(!)(t)
and (
f(t)+¨g(t)
)′
= f
′
(t)+¨g
′
(t).
d)
(f(t) · g(t))(!) = f (!)(t) · g(t)+¨f(t) · g(!)(t). (2.13)
e) (
f(t)
g(t)
)(!)
=
f (!)(t) · g(t)−¨f(t) · g(!)(t)
g2(t)
. (2.14)
f) Taking into account (2.9) one can write the alternative derivative for
the composite function:
(f (ϕ (t)))
(!)
=
1(
fˆ
(
ϕˆ
(
tˆ
)))′ = 1fˆ ′ (ϕˆ (tˆ)) ϕˆ′ (tˆ) · = f (!) (ϕ (t)) · ϕ(!) (t) ,
i.e.
(f (ϕ (t)))
(!)
= f (!) (ϕ (t)) · ϕ(!) (t) . (2.15)
Example 2.1
a)
(tα)(!) =
1
αtˆα−1
=
1
α
tα−1.
Then
(tα)
(!)
=
1
α
tα−1.
b) (
at
)(!)
=
1(
a−
1
tˆ
)′ = tˆ2
a−
1
tˆ ln a
=
at
t2 ln a
,
so (
at
)(!)
=
at
t2 ln a
.
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In particular a = e, so then:
(
et
)(!)
=
1
t2
et.
5. Using relations (2.9), it is easy to find higher order derivatives:
(f (t))
(!n)
=
1
fˆ (n)
(
tˆ
) . (2.16)
6. We define the differentiability of a function in a standard way. Function
f (t) is called alternatively differentiable at a point t0, if the increment of the
function
∆ˆf (t0) = f (t) −¨f (t0) (2.17)
in some neighbourhood of this point can be presented in the form:
∆ˆf (t0) = A∆ˆt+¨ω
(
∆ˆt
)
∆ˆt, (2.18)
where
∆ˆt = t−¨t0. (2.19)
In (2.18) the term ω
(
∆ˆt
)
is infinitely large when ∆ˆt →∞. If we divide (2.18)
by ∆ˆt and take a limit, we will have:
lim
∆ˆt→∞
∆ˆf (t0)
∆ˆt
= lim
∆ˆt→∞
(
A+¨ω
(
∆ˆt
))
= A.
Thus from this and (2.8) relations we conclude:
A = f (!) (t0) (2.20)
Now we define a differential of a function.
Definition 2.3 An alternative differential of a function is the first term in
the right hand side of (2.18), and it is denoted by
dˆf (t) = f (!) (t) dˆt. (2.21)
From this equality it follows that:
dˆf (t)
dˆt
= f (!) (t) . (2.22)
Obviously
∆tˆ = tˆ− tˆ0 =
1
t
−
1
t0
=
1
t−¨t0
=
1
∆ˆt
. (2.23)
So we can write:
dˆt =
1
dtˆ
.
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From(2.9) and (2.21) we have:
dˆt · dtˆ = 1,
dˆf (t) · dfˆ
(
tˆ
)
= 1. (2.24)
7. Recall the Taylor formula
f (t) = f (t0) +
f
′
(t0)
1!
(t− t0) + · · ·+
f (n) (t0)
n!
(t− t0)
n
+ Rn, (2.25)
where the remainder can be written as:
Rn =
f (n+1) (ξ)
(n + 1)!
(t− t0)
n+1
. (2.26)
Using (2.3) and (2.25), we obtain:
f (t) = 1/(fˆ
(
tˆ0
)
+
fˆ
′
(
tˆ0
)
1!
(
tˆ− tˆ0
)
+ · · ·+
fˆ (n)
(
tˆ0
)
n!
(
tˆ− tˆ0
)n
+
fˆ (n+1)
(
ξˆ
)
(n + 1)!
(
tˆ− tˆ0
)n+1
).
From (2.16) and (2.23), it follows that
f (t) = 1/(
1
f (t0)
+
1
1!
1
f (!) (t0)
1(
t−¨t0
) + · · ·+ 1
n!
1
f (!n) (t0)
1(
t−¨t0
)n +
1
n!
1
f (!(n+1)) (ξ)
1(
t−¨t0
)n+1 ).
Or
f (t) = f (t0) +¨1! · f
(!) (t0) ·
(
t−¨t0
)
+¨ · · · +¨n! · f (!n) (t0) ·
(
t−¨t0
)n
+¨ (2.27)
(n + 1)! · f (!(n+1)) (ξ) ·
(
t−¨t0
)n+1
,
where ξ and ξˆ are related as ξ · ξˆ = 1.
Thus we conclude that for any smooth function f (t) at point t0, there
is an alternative expansion (2.27) along with the standard Taylor expansion
(2.25).
Example 2.2 Suppose
f (t) = t2. (2.28)
We can expand this function at point t0 = 1 according to the alternative Taylor
formula (2.27). From example a) it follows that:
(
t2
)(!)
|t=1 =
1
2
t|t=1 =
1
2
,
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(
t2
)(!2)
|t=1 =
1
2
, (2.29)
(
t2
)(!n)
|t=1 = ∞, for n > 3.
But then from (2.27) and (1.5) we have:
f (t) = 1+¨
1
2
(
t−¨1
)
+¨
2!
2
(
t−¨1
)2
. (2.30)
Easy transformations show that the right hand side identically coincides with
t2, that agrees with (2.28). If we restrict ourselves to (2.30) terms, we obtain
y = 1+¨
1
2
(
t−¨1
)
,
or
y =
t
2− t
. (2.31)
8. The conducted study shows that the construction of the standard dif-
ferential calculus is restricted to the field (1.2), (1.4), (1.71) of the double field
(1.2-7), whereas the one of the alternative differential calculus - to the field
(1.3), (1.5), (1.72). The identity element 0 plays an essential role in the stan-
dard calculus also by announcing its conjugate identity ∞ a singular number.
In the alternative calculus 0 and ∞ exchange their roles.
We saw that both standard and alternative calculus have the same prop-
erties. Therefore if we consider them as algebraic objects, then there should be
an isomorphic relation between them. Some kind of relativity of calculus arises.
§3. Integral Calculus
1. Let a continuous function f (t) be defined on [a, b]. Perform a partition of
[a, b] into n parts: a = t0 < t1 < · · · < tn = b. Recall that the usual Cauchy
integral on [a, b] is defined as a limit of the partial sum
n∑
k=1
f (ξk) ∆tk, (3.1)
when max
k
|∆tk| → 0, where ξk ∈ [tk−1, tk], and
∆tk = tk − tk−1. (3.2)
So
lim
max
k
|∆tk|→0
n∑
k=1
f (ξk) ∆tk =
b∫
a
f (t) dt. (3.3)
2. Let us form the alternative partial sum based on (1.3):
n
• •∑
k=1
f (ξk) ∆ˆtk, (3.4)
EJQTDE, 2003 No. 2, p. 8
where
∆ˆtk = tk−¨tk−1. (3.5)
If the limit of (3.4) when min
k
∣∣∣∆ˆtk∣∣∣→∞ exists, we call it an alternative integral
of f (t) on [a, b]:
lim
min
k
|∆ˆtk|→∞
n
• •∑
k=1
f (ξk) ∆ˆtk =
b
• •∫
a
f (t) dˆt. (3.6)
3. Rewrite (3.4) as follows:
n
• •∑
k=1
f (ξk) ∆ˆtk =
(
n∑
k=1
1
f (ξk)
1
∆ˆtk
)−1
.
Using (2.3) and (2.23) we obtain:
n
• •∑
k=1
f (ξk) ∆ˆtk =
(
n∑
k=1
fˆ
(
ξˆk
)
∆tˆk
)−1
.
Obviously, min
k
∣∣∣∆ˆtk∣∣∣→∞ implies max
k
∣∣∆tˆk∣∣→ 0. But then
b
• •∫
a
f (t) dˆt =


bˆ∫
aˆ
fˆ
(
tˆ
)
dtˆ


−1
, (3.7)
where a · aˆ = 1, b · bˆ = 1. From this we immediately conclude that integrals
b
• •∫
a
f (t) dˆt and
bˆ∫
aˆ
fˆ
(
tˆ
)
dtˆ are a-conjugate numbers.
4. Consider the function:
F (t) =
t
• •∫
a
f (τ ) dˆτ , (3.8)
and introduce
Fˆ
(
tˆ
)
=
tˆ∫
aˆ
fˆ (τ ) dτ , (3.9)
where t · tˆ = 1. Then it follows from (3.7) that
F (t) · Fˆ
(
tˆ
)
= 1. (3.10)
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Let us take the alternative derivative of (3.8). Using (2.9), we obtain:
F (!) (t) =


t
• •∫
a
f (τ) dˆτ


(!)
=
1
Fˆ ′
(
tˆ
) = 1
fˆ
′
(
tˆ
) .
But since f (t) · fˆ
(
tˆ
)
= 1, finally we have
F (!) (t) =


t
• •∫
a
f (τ ) dˆτ


(!)
= f (t) . (3.11)
So we showed that F (t) is an alternative antiderivative of f (t).
5. From (3.9) it follows that
bˆ∫
aˆ
fˆ (τ ) dτ = Fˆ
(
bˆ
)
− Fˆ (aˆ) . (3.12)
But then from (3.7) and (3.10) we have:
b
• •∫
a
f (τ ) dˆτ =
(
Fˆ
(
bˆ
)
− Fˆ (aˆ)
)−1
=
[
(F (b))
−1
− (F (a))
−1
]−1
.
Or finally
b
• •∫
a
f (τ) dˆτ = F (b) −¨F (a) . (3.13)
6. Let us study properties of the alternative integral:
a) From (3.7) it immediately follows that
b
• •∫
a
c · f (t) dˆt = c ·
b
• •∫
a
f (t) dˆt. (3.14)
b) Let f (t) = f1 (t) +¨f2 (t). Using equality
f1 (t) +¨f2 (t) =
1
1
f1(t)
+ 1
f2(t)
=
1
fˆ1(tˆ) + fˆ2(tˆ)
,
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from (3.7) we derive:
b
• •∫
a
[
f1 (t) +¨f2 (t)
]
dˆt =


bˆ∫
aˆ
[
fˆ1(tˆ) + fˆ2(tˆ)
]
dtˆ


−1
=


bˆ∫
aˆ
fˆ1(tˆ)dtˆ +
bˆ∫
aˆ
fˆ2(tˆ)dtˆ


−1
=




b
• •∫
a
f1(t)dˆt


−1
+


b
• •∫
a
f2(t)dˆt


−1

−1
=
b
• •∫
a
f1(t)dˆt+¨
b
• •∫
a
f2(t)dˆt.
Or
b
• •∫
a
[
f1 (t) +¨f2 (t)
]
dˆt =
b
• •∫
a
f1(t)dˆt+¨
b
• •∫
a
f2(t)dˆt. (3.15)
7. Consider
b
• •∫
a
f (t) · g(!) (t) dˆt.
Using (2.3), (2.9) and (3.7), we obtain:
b
• •∫
a
f (t) · g(!) (t) dˆt =


bˆ∫
aˆ
fˆ
(
tˆ
)
· gˆ
′ (
tˆ
)
dtˆ


−1
.
Integrating the right hand side by parts:
b
• •∫
a
f (t) · g(!) (t) dˆt =

fˆ (bˆ) · gˆ (bˆ)− fˆ (aˆ) · gˆ (aˆ)−
bˆ∫
aˆ
fˆ
′ (
tˆ
)
· gˆ
(
tˆ
)
dtˆ


−1
,
or equivalently:
b
• •∫
a
f (t) · g(!) (t) dˆt = f (b) · g (b) −¨f (a) · g (a) −¨
b
• •∫
a
f (!) (t) · g (t) dˆt. (3.16)
In particular if we put f (t) ≡ 1 in (3.16), then taking into account
f (!) (t) = ∞, it is easy to see that
b
• •∫
a
g(!) (t) dˆt = g (b) −¨g (a) . (3.17)
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8. Let t = ϕ (τ), where a = ϕ (α), b = ϕ (β). ϕ (τ ) is differentiable and
monotone function. It is easy to see that
b
• •∫
a
f (t) dˆt =
β
• •∫
α
f (ϕ (τ )) ϕ(!) (τ ) dˆτ . (3.18)
9. If function f (t) is continuous on [a, b], then the following takes place
b
• •∫
a
f (t) dˆt = f (c)
(
b−¨a
)
, (3.19)
where c ∈ [a, b].
Thus we constructed the alternative integral calculus based on algebra
(1.3), (1.5) and (1.7). This calculus is isomorphic to the standard integral
calculus.
§4. Alternative Matrix Algebra
1. Consider a sufficiently smooth function of several variables
v = f
(
x1, . . . , xN
)
(4.1)
defined on RN . We introduce a-conjugate (to f) function fˆ
(
xˆ1, . . . , xˆN
)
, i.e.
such that:
x1 · xˆ1 = 1, . . . , xN · xˆN = 1,
f
(
x1, . . . , xN
)
· fˆ
(
xˆ1, . . . , xˆN
)
= 1. (4.2)
2. To introduce the formula of the alternative total differential of f
(
x1, . . . , xN
)
we let M =
(
x1, . . . , xN
)
and M0 =
(
x10, . . . , x
N
0
)
be points in RN . The alter-
native increment is
∆ˆv = f (x) −¨f (x0) .
Then from (4.2) we obtain:
∆ˆv =
(
fˆ (xˆ)− fˆ (xˆ0)
)−1
=
[
N∑
k=1
∂fˆ (xˆ0)
∂xˆk
(
xˆk − xˆk0
)
+ ω (xˆ− xˆ0)
]−1
,
where ω → 0, whenever xˆ → xˆ0, and there is a summation from 1 to N along
the index k. Using results of § 2, it is easy to show that (as in (2.9)) the following
takes place
∂ˆf (x0)
∂ˆx1
·
∂fˆ (xˆ0)
∂xˆ1
= 1, . . . ,
∂ˆf (x0)
∂ˆxN
·
∂fˆ (xˆ0)
∂xˆN
= 1. (4.3)
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Then
∆ˆv =
∂ˆf (x0)
∂ˆx1
∆ˆx1+¨ . . . +¨
∂ˆf (x0)
∂ˆxN
∆ˆxN +¨
1
ω
(
∆ˆx
) , (4.4)
where
∆ˆxk = xk−¨xk0 , ∆xˆ
k = xˆk − xˆk0 .
Definition 4.1 First N terms in (4.4) are called the alternative total dif-
ferential of the function (4.1):
dˆf =
∂ˆf
∂ˆxkˆ
dˆxkˆ, (4.5)
where the alternative summation takes place along the repeated indices kˆ.
In the future we assume that the usual summation is performed along
the repeated indices. If these indices have the sign ˆ , then the alternative
summation is performed instead.
3. Let us now consider N functions of N variables:
yk = fk
(
x1, . . . , xN
)
, (4.6)
(k = 1, . . . , N) .
The alternative differentials are
dˆyk =
∂ˆfk (x)
∂ˆxıˆ
dˆxıˆ, (4.7)
(k = 1, . . . , N) .
Let
xi = ϕi
(
t1, . . . , tN
)
, (4.8)
(i = 1, . . . , N) .
Then obviously (4.7) will be
dˆyk =
∂ˆfk
∂ˆxıˆ
·
∂ˆϕıˆ
∂ˆtˆ
dˆtˆ. (4.9)
It follows that
∂ˆfk
∂ˆtj
=
∂ˆfk
∂ˆxıˆ
·
∂ˆϕıˆ
∂ˆtj
. (4.10)
4. Consider matrices A, B, C with matrix elements ∂ˆf
k
∂ˆxi
, ∂ˆϕ
k
∂ˆti
, ∂ˆf
k
∂ˆti
respec-
tively. Then (4.10) will become
C = A·ˆB, (4.11)
where matrix elements cki are computed as follows:
cki = a
k
ˆ · b
ˆ
i
(
= ak1 · b
1
i +¨ · · · +¨a
k
N · b
N
i
)
, (4.12)
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and we call (4.12) the alternative matrix multiplication.
5. To investigate matrix algebra based on operations (1.3), (1.7), we deter-
mine how the matrices based on the alternative algebra are added.
Let
Qk (x) = fk (x) +¨gk (x) , (4.13)
k = (1, . . . , N),
where
fk (x) , gk (x) ∈ LN , x ∈ RN .
Since dˆQk (x) = dˆfk (x) +¨dˆgk (x), the expanded form can be written as:
∂ˆQk (x)
∂ˆxıˆ
dˆxıˆ =
∂ˆfk (x)
∂ˆxıˆ
dˆxıˆ+¨
∂ˆgk (x)
∂ˆxıˆ
dˆxıˆ, (4.14)
k = (1, . . . , N).
In the right hand side of (4.14) we can factor dˆxıˆ. Because x1, . . . , xN are
independent variables, their differentials are also independent. Then we can set
the coefficients of dˆxıˆ in the left and right hand sides equal to each other.
Fixing the notation
Aki =
∂ˆfk (x)
∂ˆxi
, Bki =
∂ˆgk (x)
∂ˆxi
, Cki =
∂ˆQ (x)
k
∂ˆxi
, (4.15)
we obtain:
Cki = A
k
i +¨B
k
i ,
or in matrix form
C = A+¨B. (4.16)
To prove the distributive law
A·ˆ
(
B+¨C
)
= A·ˆB+¨A·ˆC,
for matrices A, B, C, let
Q = Q (p (x)) , (4.17)
where
Q (p (x)) , f (x) , g (x) ∈ LN , p (x) = f (x) +¨g (x) , x ∈ RN .
Using dˆpi = dˆf i (x) +¨dˆgi (x) and differentiating (4.17), we have:
dˆQk =
∂ˆQk
∂ˆpıˆ
dˆ
(
f ıˆ+¨gıˆ
)
=
∂ˆQk
∂ˆpıˆ
(
dˆf ıˆ+¨dˆgıˆ
)
, (4.18)
k = (1, . . . , N).
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i.e.
dˆQk =
∂ˆQk
∂ˆpıˆ
dˆf ıˆ+¨
∂ˆQk
∂ˆpıˆ
dˆgıˆ, (4.19)
k = (1, . . . , N).
Express dˆf ıˆ and dˆgıˆ via dˆxıˆ. Then from (4.18) and (4.19) we obtain
∂ˆQk
∂ˆpıˆ
(
∂ˆf ıˆ
∂ˆxˆ
+¨
∂ˆgıˆ
∂ˆxˆ
)
dˆxˆ =
(
∂ˆQk
∂ˆpıˆ
∂ˆf ıˆ
∂ˆxˆ
+¨
∂ˆQk
∂ˆpıˆ
∂ˆgıˆ
∂ˆxˆ
)
dˆxˆ.
From independence of x1, . . . , xN and from
Aij =
∂ˆf i
∂ˆxj
, Bij =
∂ˆgi
∂ˆx
, Cki =
∂ˆQk
∂ˆpi
,
we derive:
Ckıˆ ·ˆ
(
Aıˆj+¨B
ıˆ
j
)
= Ckıˆ ·ˆA
ıˆ
j+¨C
k
ıˆ ·ˆB
ıˆ
j ,
or in matrix form:
C ·ˆ
(
A+¨B
)
= C ·ˆA+¨C ·ˆB.
6. We now introduce the identity matrix. Let
A·ˆdˆx = dˆx,
or in the expanded form:
ak1 dˆx
1+¨ . . . +¨akN dˆx
N = dˆxk. (4.20)
If xˆk are conjugates, xˆk = 1
xk
, (k = 1, ...N),then (4.20) will have the form:
(
1
ak1
dxˆ1 + . . . +
1
akN
dxˆN
)−1
=
1
dxˆk
,
or
1
ak1
dxˆ1 + . . . +
1
akN
dxˆN = dxˆk .
This equality for derivatives dxˆk will be satisfied if
1
aki
= δki = {
1, k = i,
0, k 6= i .
Thus the a-conjugate identity matrix is:
aki = δˆ
k
i = {
1, k = i,
∞, k 6= i .
(4.21)
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We denote this matrix by 1ˆ. It is easy to verify that:
1ˆˆ·A = A·ˆ1ˆ =A. (4.22)
Definition 4.2 If the matrices A and B satisfy
A·ˆB = 1ˆ, (4.23)
then we call them alternatively inverse matrices.
Therefore the conjugate commutative group (1.3) and (1.5) generates the
alternative matrix algebra isomorphic to the standard one.
§5. Alternative Geometry
1. Consider N -dimensional space RN with zero curvature. Let xν be co-
ordinates. As we know the change of coordinates is performed by the linear
transformation:
x¯ν = aντx
τ + aν , (5.1)
where the matrix A (= aντ ) is not singular.
Choose two points M ∈ RN and M0 ∈ R
N with coordinates xν and xν0
respectively. The distance between these points is defined as:
ds2 = g˚ντdx
νdxτ , (5.2)
where
dxν = xν−˙xν0 = x
ν − xν0 , (5.3)
and g˚ντ is a metric tensor. Since R
N is of zero curvature, metric tensor g˚ντ is
constant.
2. From (5.3) and §4, we can write:
dx¯ν = aντdx
τ . (5.4)
In order for the tranformations (5.1) and (5.4) to preserve the metric (5.2), the
matrix of coordinate change A has to be orthogonal:
g˚ντa
ν
σa
τ
µ = g˚σµ. (5.5)
The set of all orthogonal matrices forms a noncommutative group.
3. We define the differential dxν in the form of (5.3). But a differential
equation dictates the existence of the alternative algebra (1.3). Thus along with
dxν there exist the alternative differentials:
dˆxν = xν−¨xν0 . (5.6)
As it follows from the above in this case the transformations (5.1) and (5.6)
will not be compatible.
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To reach the compatibility of (5.6) with the coordinate change, we in-
troduce a-conjugate coordinates xˆν that are related to xν as follows:
xˆν =
1
xν
. (5.7)
Then from (5.1) we find:
xˆν = aˆνσˆxˆ
σˆ+¨aˆν , (5.8)
where
aˆνσ =
1
aνσ
, aˆν =
1
aν
. (5.9)
Recall that the alternative summation is performed along the indices σˆ.
4. It follows from (5.7) that:
dˆxˆν =
1
dxν
. (5.10)
Then the metric (5.2) will be:
ds2 = g˚ντ
1
dˆxˆν
1
dˆxˆτ
,
or
dˆsˆ2 =
o
gˆνˆτˆ dˆxˆ
νˆ dˆxˆτˆ , (5.11)
where
o
gˆντ =
1
g˚ντ
. (5.12)
As for dˆsˆ and ds, they are related by the equality
dˆsˆ · ds = 1. (5.13)
Let us go back to subsection 1. Let xν be coordinates in RN . Two
geometries arise depending on how we define the differentials of coordinates xν .
a) If dxν = xν−˙xν0 = x
ν − xν0 , the metric has the form (5.2),
and the group of coordinate changes becomes (5.1) with imposed orthogonality
condition (5.5).
b) If dˆxν = xν−¨xν0 , then the metric becomes:
dˆs2 =
o
gˆνˆτˆ dˆx
νˆ dˆxτˆ , (5.14)
where g˚ντ and
o
gˆντare related to each other by (5.12). It should be mentioned
that (5.2) and (5.14) are written in the same coordinate system. In this case
the coordinate change will be:
x¯ν = bνσˆx
σˆ+¨bν . (5.15)
The orthogonality condition becomes:
o
gˆνˆτˆ b
νˆ
σb
τˆ
µ =
o
gˆσµ. (5.16)
Thus differential equations point out the existence of two alternative and
isomorphic geometries in the space. We will call them the alternative geometries.
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§6. Double field in nonlinear equations
We will construct an algebra generated by a system of nonlinear equations
and study the properties of mathematical objects defined and built on the base
of this algebra.
Let the following system of N complex autonomous differential equa-
tions be defined:
duk
dt
= F k
(
u1, . . . , uN
)
,
(k=1,...,N).
(6.1)
Like in [1], we assume that F k
(
u1, . . . , uN
)
are defined and smooth everywhere
in their domains, and F (u) as a vector field can have only isolated zeros and
infinities. t is an independent real variable.
In [1] it was shown that the space J of solutions of (6.1) is a discrete
fiber bundle [2]. The base space is W - space of solutions of the system of linear
equations (1.13) [1]. The projection is the mapping expϕ : J → W , where
ϕ (u) are characteristic functions [1] of (6.1). ϕ (u) is short for ϕk
(
u1, . . . , uN
)
,
(k = 1, . . . , N). Inverse mapping ϕ−1 (ln) generates the discrete fibers of the
space J .
We introduce a smooth dicrete fiber manifold P, elements of which are
arbitrary, sufficiently smooth functions of the real independent variable t. Let
the base space be a smooth N -dimensional manifold BN , the projection be the
same mapping as in the discrete fiber bundle J , i.e. exp ϕ : P → BN , and the
structure group that acts in discrete fibers of P be the same group D that acts
in discrete fibers J [1].
1. First we extend the binary operations (1.9) [1] and (1.11) [1] to the
elements of P as follows:
f1+˙
ϕ
f2 = ϕ
−1
(
ln
[
expϕ (f1) +˙ exp ϕ (f2)
])
, (6.2)
f1+¨
ϕ
f2 = ϕ
−1
(
ln
[
expϕ (f1) +¨ exp ϕ (f2)
])
, (6.3)
where f1, f2 ∈ P . In the right hand sides of (6.2-3) operations ”+˙” and ”+¨” are
the same as (1.2-3).
Note that in (6.2-3) as well as further we use the compact notation. For
example, (6.2) in an expanded form is:(
f1+˙
ϕ
f2
)k
=
(
ϕ−1
)k
(ln
[
exp ϕ1
(
f11 , . . . , f
N
1
)
+˙ expϕ1
(
f12 , . . . , f
N
2
)]
, . . . ,
ln
[
expϕN
(
f11 , . . . , f
N
1
)
+˙ exp ϕN
(
f12 , . . . , f
N
2
)]
),
k = (1, . . . , N).
The identity and conjugate identity elements in P are e and h [1]:
f+˙
ϕ
e = f, f+˙
ϕ
h = h, (6.4)
f+¨
ϕ
e = e, f+¨
ϕ
h = f,
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where f is an element of P . Recall that e and h are singular points of the vector
field F (u).
In [1] every u ∈ J has its inverse in algebra (1.9) [1], (1.11) [1]. We
extend the notion of inverse for all elements of manifold P and introduce the
following
Definition 6.1 If the following equalities hold
f+˙
ϕ
f˜ = e, f+¨
ϕ
f˜ = h, (6.5)
then f˜ ∈ P is called a ϕ-inverse of f ∈ P in algebra (6.2-4).
Let us study some aspects of the inverse of f ˜. Based on (1.18) [1], the
following immediately takes place:
ϕ (e) = −∞, (6.6)
ϕ (h) = +∞.
From (6.2) and (6.5) we have that:
exp ϕ (e) = expϕ (f) + exp ϕ
(
f˜
)
.
Taking into account (6.6), we can write:
exp ϕ
(
f˜
)
= − expϕ (f) = exp (ϕ (f) + ipi) .
Then
f˜ = ϕ−1 (ϕ (f) + ipi) . (6.7)
Same way we can conclude (6.7) for (6.3).
In the future instead of f1+˙
ϕ
f˜2 we use the notation:
f1−˙
ϕ
f2.
Then (6.7) implies:
f1−˙
ϕ
f2 = ϕ
−1
(
ln
[
expϕ (f1) −˙ exp ϕ (f2)
])
, (6.8)
f1−¨
ϕ
f2 = ϕ
−1
(
ln
[
expϕ (f1) −¨ exp ϕ (f2)
])
. (6.9)
2. Let us go back to (1.13) [1], where matrix b is diagonal. Then if w (t) =(
w1 (t) , . . . , wN (t)
)
is a solution of (1.13) [1], then
c˚ · w (t) =
(˚
c1 · w1 (t) , . . . , c˚N · wN (t)
)
,
where c˚k, (k = 1, . . . , N) are arbitrary constants (˚c =
(˚
c1, . . . , c˚N
)
can be thought
as elements of BN ), is also a solution of the same equation. But because of
ϕ−1 (ln) : W → J we conclude that ϕ−1 (ln (˚c · w)) ∈ J .
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Since c˚ ∈ BN , clearly
c = ϕ−1 (ln (˚c)) (6.10)
will be an element of P . Using (6.10), the solution ϕ−1 (ln (˚c · w)) ∈ J has the
form: ϕ−1 (ln (exp [ϕ (c) + ϕ (u)])). For simplicity of notation we introduce
c u = ϕ−1 (ϕ (c) + ϕ (u)) , (6.11)
where c, u, c u are elements of P. Then the operation
f1  f2 = ϕ
−1 (ϕ (f1) + ϕ (f2)) , (6.12)
will be called a ϕ - product in P .
3. ϕ-product has the following properties.
a) From (6.12) it follows that it is commutative
f1  f2 = f2  f1.
b) To prove associativity:
f1  (f2  f3) = ϕ
−1 (ϕ (f1) + ϕ (f2  f3)) = ϕ
−1 (ϕ (f1) + ϕ (f2) + ϕ (f3)) =
ϕ−1 (ϕ (f1  f2) + ϕ (f3)) = (f1  f2) f3.
c) Distributivity:
g 
(
f1+˙
ϕ
f2
)
= g  f1+˙
ϕ
g  f2 (6.13)
where f1, f2, f3 ∈ P .
To prove (6.13) we use (6.2), (6.12):
g 
(
f1+˙
ϕ
f2
)
= ϕ−1
(
ϕ (g) + ϕ
(
f1+˙
ϕ
f2
))
=
ϕ−1
(
ln expϕ (g) + ln
(
exp ϕ (f1) +˙ expϕ (f2)
))
=
ϕ−1
(
ln
[
exp (ϕ (g) + ϕ (f1)) +˙ exp (ϕ (g) + ϕ (f2))
])
=
ϕ−1
(
ln
[
expϕ (g  f1) +˙ exp ϕ (g  f2)
])
=
g  f1+˙
ϕ
g  f2.
Same way can be proved that
g 
(
f1+¨
ϕ
f2
)
= g  f1+¨
ϕ
g  f2 (6.14)
d) The following are easy to check:
e f = e, (6.15)
h f = h,
EJQTDE, 2003 No. 2, p. 20
where e, h ∈ P are the identity and conjugate identity elements, and f ∈ P .
The first equality, for example, follows from (6.6) and (6.12), so we have
e f = ϕ−1 (ϕ (e) + ϕ (f)) = ϕ−1 (−∞) = e.
4. Let us study the identity element of the operation (6.12). Consider the
ϕ-product of two elements from P :
E  f = ϕ−1 (ϕ (E) + ϕ (f)) .
If we demand
ϕ (E) = 0,
then for any f ∈ P :
E  f = ϕ−1 (ϕ (f)) = f. (6.16)
This means if there exists a solution of ϕ (E) = 0, then E ∈ P plays the role of
the unit element of the ϕ-product (6.12).
5. To study the inverse operation of ϕ-product, let us consider elements
f, f− ∈ P , that satisfy the following:
f  f− = E. (6.17)
Using ϕ (E) = 0 and (6.12) we have:
ϕ (f) + ϕ
(
f−
)
= 0. (6.18)
Of course, here we assume that element E ∈ P exists, and equation (6.18) is
solvable for f− ∈ P . Then from (6.18) we find:
f− = ϕ−1 (−ϕ (f)) . (6.19)
In the future the element f− ∈ P will be called ϕ-inverse element for f .
We fix the notation for the ϕ-product of elements f, g− ∈ P :
(ϕ)
f
g
≡ f  g− = ϕ−1
(
ϕ (f) + ϕ
(
g−
))
.
Since ϕ (g−) = −ϕ (g), finally obtain:
(ϕ)
f
g
= ϕ−1 (ϕ (f)− ϕ (g)) . (6.20)
The operation (6.20) is inverse of (6.12). We call it ϕ-relation for elements f
and g in P .
By analogy with (6.15) it is easy to prove the following property:
(ϕ)
f
e
= h, (ϕ)
f
h
= e. (6.21)
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6. In §2 a-conjugate functions arose in the construction of the differential
calculus satisfying conditions (2.3). By the same token we can introduce a-
conjugate functions in the discrete fiber manifold P .
Definition 6.2 If f (t),
ϕ
fˆ
(
tˆ
)
∈ P satisfy
t · tˆ = 1, (6.22)
f (t)
ϕ
fˆ
(
tˆ
)
= E,
where E ∈ P is the unit element of ϕ-product, then f (t) and
ϕ
fˆ
(
tˆ
)
will be
called a-conjugate functions in P .
From (6.18) we can write:
ϕ (f (t)) + ϕ
(
ϕ
fˆ
(
tˆ
))
= 0. (6.23)
The existence of
ϕ
fˆ
(
tˆ
)
∈ P for given f (t) ∈ P follows from (6.19).
Let g (t) , gˆ
(
tˆ
)
∈ BN be projections of functions f (t),
ϕ
fˆ
(
tˆ
)
∈ P respec-
tively, i.e.
g (t) = exp ϕ (f (t)) , gˆ
(
tˆ
)
= exp ϕ
(
ϕ
fˆ
(
tˆ
))
. (6.24)
Let us form a product of g (t) · gˆ
(
tˆ
)
. In the coordinate notation
gk (t) · gˆk
(
tˆ
)
= exp ϕk (f (t)) · exp ϕk
(
ϕ
fˆ
(
tˆ
))
,
(k = 1, . . . , N) ,
where no summation is performed along the index k. From (6.23) it follows
that:
t · tˆ = 1,
gk (t) · gˆk
(
tˆ
)
= 1, (6.25)
(k = 1, . . . , N) .
Thus we conclude that if f (t),
ϕ
fˆ
(
tˆ
)
are a-conjugate functions in P, then
their projections g (t) , gˆ
(
tˆ
)
on the base space BN are a-conjugate functions in
the sense of §2.
Example 6.1 For the equation
du
dt
= sin u the characteristic function is
[1]:
ϕ (u) ≡ ln tg
u
2
= t + c. (6.26)
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In [1] we have shown that the alternative additive operations (6.2-3) are:
f1+˙
ϕ
f2 = 2arctg
(
tg
f1
2
+ tg
f2
2
)
+ 2pim,
f1+¨
ϕ
f2 = 2arcctg
(
ctg
f1
2
+ ctg
f2
2
)
+ 2pim,
with the identity and conjugate identity elements
e = 2pim, h = pi + 2pim.
From (6.12) we can find the ϕ-product:
f1  f2 = 2arctg
(
tg
f1
2
· tg
f2
2
)
+ 2pim.
The unit element is
E =
pi
2
+ 2pim.
For the ϕ-relation we have
(ϕ)
f1
f2
= 2arctg
(
tg
f1
2
· ctg
f2
2
)
+ 2pim,
and the ϕ-inverse element f− of f is:
f− = 2arctg
(
ctg
f
2
)
+ 2pim.
Thus a differential equation via its characteristic function ϕ introduces
the discrete fiber bundle. Moreover, it generates an algebraically closed com-
mutative object that acts in the discrete fiber manifold P .
To decipher this result let us return to the mapping ϕ−1 (ln) : BN → P .
Recall that it was found in [1], and it mapped the space W of solutions of
linear equations (1.13) [1] to the space J of solutions of (6.1). But (1.13) [1] is a
diagonalizable system of N equations. Then it follows from §1 that the double
field arises for every component. In other words the base space BN contains
N double fields and each of them, generally speaking, acts independently from
the other on the corresponding coordinates of BN . The mapping ϕ−1 (ln) maps
these double fields into the manifold P . The algebraic object which arises and
acts in P is homomorphic (isomorphic) to the double fields. We leave open
the question about irreducible representations. One of the representations of
the double field is described in subsections 1-5. In the future we call it ϕ-
representation of the double field or ϕ-double field.
We already saw that the characteristic function ϕ takes infinite value at
the identity elements e and h. Many key topological properties of the space of
solutions of (6.1) seem to hide in the neighborhoods of these elements. However
at this point we allow ourselves not to consider them but stress out that these
properties are clearly no less important for the completeness of the theory than
algebraic ones.
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§7. Differential calculus based on ϕ-double field
1. Based on (6.8) the increment of function f (t) ∈ P is:
ϕ
∆f = f (t) −˙
ϕ
f (t0) = ϕ
−1
(
ln
[
exp ϕ (f (t)) −˙ expϕ (f (t0))
])
. (7.1)
The mean value theorem implies
exp ϕk (f (t))− exp ϕk (f (t0)) =
d
dt
exp ϕk (f (ξ)) ∆t, (7.2)
(k = 1, . . . , N) ,
where ∆t = t− t0, ξ ∈ (t0, t). By substituting (7.2) in (7.1) we find:
ϕ
∆f = ϕ−1
(
ln
[
d
dt
expϕ (f (ξ)) ∆t
])
. (7.3)
Let T ∈ BN be an element that has all its coordinates equal to the
independent variable t. Let
τ = ϕ−1 (ln T ) , (7.4)
where τ ∈ P , T = (t, . . . , t) ∈ BN . Then
ϕ
∆τ = τ−˙
ϕ
τ 0. From(7.1) and (7.4) we
derive:
ϕ
∆τ = ϕ−1 (ln ∆T ) = ϕ−1 (ln ∆t, . . . , ln ∆t) . (7.5)
Clearly
ϕ
∆τ ∈ P . After simple calculations, (6.20) together with (7.3) and (7.5)
implies:
(ϕ)
ϕ
∆f
ϕ
∆τ
= ϕ−1
(
ln
[
d
dt
expϕ (f (ξ))
])
. (7.6)
Since the given fucntions are sufficiently smooth, the limit of the right hand side
of (7.6), when t → t0, exists. Let us denote it by
f
(ϕ)
t (t0) = lim
t→t0
(ϕ)
ϕ
∆f
ϕ
∆τ
,
or finally:
f
(ϕ)
t (t) = ϕ
−1
(
ln
[
d
dt
expϕ (f (t))
])
. (7.7)
In the future we will call (7.7) the ϕ-derivative of the function f (t) ∈ P
based on the algebraic operation (6.2).
2. It is easy to prove the analog of the mean value theorem in algebra (1.3):
F (t) −¨F (t0) = F
(!) (ξ)
(
t−¨t0
)
, (7.8)
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where ξ ∈ (t0, t).
To study the derivative based on the algebraic operation (6.3), we form
the increment of function f (t) ∈ P using (6.9):
ϕ
∆ˆf = f (t) −¨
ϕ
f (t0) = ϕ
−1
(
ln
[
exp ϕ (f (t)) −¨ exp ϕ (f (t0))
])
.
From (7.8) we have:
ϕ
∆ˆf = ϕ−1
(
ln
[
dˆ
dˆt
expϕ (f (ξ)) ∆ˆt
])
, (7.9)
where dˆ
dˆt
is the operator of the alternative derivative (2.22), and ∆ˆt = t−¨t0.
Taking into account (6.9), the increment for (7.4) will have the form:
ϕ
∆ˆτ = τ −¨
ϕ
τ 0 = ϕ
−1
(
ln ∆ˆT
)
= ϕ−1
(
ln ∆ˆt, . . . , ln ∆ˆt
)
. (7.10)
Taking ϕ-relation of (7.9) and (7.10), we obtain:
(ϕ)
ϕ
∆ˆf
ϕ
∆ˆτ
= ϕ−1
(
ln
[
dˆ
dˆt
expϕ (f (ξ))
])
.
Then the limit, when t → t0, is:
f
(!ϕ)
t (t) = ϕ
−1
(
ln
[
dˆ
dˆt
exp ϕ (f (t))
])
. (7.11)
In the future we will call (7.11) an alternative ϕ-derivative.
3. Let us study some properties of ϕ-derivatives.
a) Let c = const. ∈ P , e - the identity element of ϕ-double field. Then
(c)
(ϕ)
= e. (7.12)
It follows from (7.7) that
(c)
(ϕ)
t = ϕ
−1
(
ln
[
d
dt
exp ϕ (c)
])
= ϕ−1 (ln 0) = ϕ−1 (−∞) = e.
b) If f1, f2 ∈ P , (
f1+˙
ϕ
f2
)(ϕ)
= f
(ϕ)
1 +˙
ϕ
f
(ϕ)
2 . (7.13)
By the definition of ϕ-derivative(
f1+˙
ϕ
f2
)(ϕ)
= ϕ−1
(
ln
[
d
dt
exp ϕ
(
f1+˙
ϕ
f2
)])
,
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and, using (6.2) in the right hand side, we obtain
(
f1+˙
ϕ
f2
)(ϕ)
= ϕ−1
(
ln
d
dt
[
exp ϕ (f1) +˙ expϕ (f2)
])
. (7.14)
On the other hand, again from (6.2) we have:
f
(ϕ)
1 +˙
ϕ
f
(ϕ)
2 = ϕ
−1
(
ln
[
exp ϕ
(
f
(ϕ)
1
)
+˙ expϕ
(
f
(ϕ)
2
)])
.
Then, by definition (7.7) for elements f
(ϕ)
1 and f
(ϕ)
2 in the right hand side we
can write
f
(ϕ)
1 +˙
ϕ
f
(ϕ)
2 = ϕ
−1
(
ln
[
d
dt
exp ϕ (f1) +˙
d
dt
expϕ (f2)
])
. (7.15)
Comparing (7.14) and (7.15), we arrive at (7.13).
The same way we can show that the following properties are true:
c)
(f1  f2)
(ϕ)
= f
(ϕ)
1  f2+˙
ϕ
f1  f
(ϕ)
2 , (7.16)
d) (
(ϕ)
f1
f2
)(ϕ)
= (ϕ)
f
(ϕ)
1  f2−˙
ϕ
f1  f
(ϕ)
2
f2  f2
(7.17)
The alternative ϕ-derivative has the analogous properties:
a)
(c)
(!ϕ)
= h, c = const.,
b) (
f1+¨
ϕ
f2
)(!ϕ)
= f
(!ϕ)
1 +¨
ϕ
f
(!ϕ)
2 ,
c)
(f1  f2)
(!ϕ)
= f
(!ϕ)
1  f2+¨
ϕ
f1  f
(!ϕ)
2 ,
d) (
(ϕ)
f1
f2
)(!ϕ)
= (ϕ)
f
(!ϕ)
1  f2−¨
ϕ
f1  f
(!ϕ)
2
f2  f2
.
4. It is easy to show that the ϕ-derivative and alternative ϕ-derivative of
higher order have the form:
f (nϕ) = ϕ−1
(
ln
dn
dtn
expϕ (f)
)
,
f (!nϕ) = ϕ−1
(
ln
dˆn
dˆtn
exp ϕ (f)
)
.
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5. Let us study the existence of ϕ-differential. First we prove that if
g1, g2 ∈ B
N , then
ϕ−1
(
ln
[
g1+˙g2
])
= ϕ−1 (ln g1) +˙
ϕ
ϕ−1 (ln g2) . (7.18)
From (6.2) for the right hand side we have:
ϕ−1 (ln g1) +˙
ϕ
ϕ−1 (ln g2) =
ϕ−1
(
ln
[
exp ϕ
(
ϕ−1 (ln g1)
)
+˙ exp ϕ
(
ϕ−1 (ln g2)
)])
=
ϕ−1
(
ln
[
g1+˙g2
])
.
We form the increment (7.1) for the function f (t) ∈ P . Since the func-
tions under consideration are sufficiently smooth, and if ∆T = (∆t, . . . , ∆t) ∈
BN , ω (∆t) =
(
ω1 (∆t) , . . . , ωN (∆t)
)
∈ BN , and ωk (∆t), (k = 1, . . . , N) are
infinitely small with respect to ∆t, we can write:
ϕ
∆f = ϕ−1
(
ln
[
d
dt
exp ϕ (f (t0)) ∆T +˙ω (∆t) ∆T
])
. (7.19)
Then from (7.18) for (7.19) it follows that:
ϕ
∆f = ϕ−1
(
ln
[
d
dt
exp ϕ (f (t0)) ∆T
])
+˙
ϕ
ϕ−1 (ln [ω (∆t) ∆T ]) = (7.20)
ϕ−1
(
ln
d
dt
exp ϕ (f (t0)) +˙ ln ∆T
)
+˙
ϕ
ϕ−1 (ln ω (∆t) + ln ∆T ) .
Taking into account (7.5), (7.7), the equality
ln ω (∆t) = ϕ
(
ϕ−1 (ln ω (∆t))
)
,
and using (6.12), (7.20) will have the form:
ϕ
∆f = f
(ϕ)
t (t0)
ϕ
∆τ +˙
ϕ
ϕ−1 (ln ω (∆t))
ϕ
∆τ . (7.21)
As one would expect, when ∆t → 0,
ϕ
∆τ → e and ϕ−1 (ln ω (∆t)) → e.
Definition 7.1 The first term of (7.21) by analogy with the standard differ-
ential calculus will be called the ϕ-differential of the function f (t) ∈ P and be
denoted by dϕf :
dϕf = f
(ϕ)
t  dϕτ , (7.22)
where dϕτ = ϕ
−1 (ln dt, . . . , ln dt) ∈ P .
If dˆϕτ = ϕ
−1
(
ln dˆt, . . . , ln dˆt
)
∈ P,the alternative ϕ-differential will be
dˆϕf = f
(!ϕ)
t  dˆϕτ . (7.23)
EJQTDE, 2003 No. 2, p. 27
Since dϕτ , dˆϕτ ∈ P , the equalities (7.22-23) can be written as:
(ϕ)
dϕf (t)
dϕτ
= f
(ϕ)
t (t) , (ϕ)
dˆϕf (t)
dˆϕτ
= f
(!ϕ)
t (t) . (7.24)
6. Let f (t),
ϕ
fˆ
(
tˆ
)
∈ P be a-conjugate functions (in the sense of § 6). Then
(6.22-25) are true.
From (6.24) we can write the alternative ϕ-derivative (7.11) as follows:
f
(!ϕ)
t (t) = ϕ
−1
(
ln
[
dˆ
dˆt
g (t)
])
.
But because of (6.25), from (2.9) we obtain:
f
(!ϕ)
t (t) = ϕ
−1
(
ln
[
1
d
dtˆ
gˆ
(
tˆ
)
])
. (7.25)
Then (7.7) implies
ln
[
1
d
dtˆ
gˆ
(
tˆ
)
]
= −ϕ

(ϕfˆ (tˆ)
)(ϕ)
tˆ

 . (7.26)
Equalities (7.25-26) immediately lead to
ϕ
(
f
(!ϕ)
t (t)
)
+ ϕ


(
ϕ
fˆ
(
tˆ
))(ϕ)
tˆ

 = 0,
which is the same as
f
(!ϕ)
t (t)
(
ϕ
fˆ
(
tˆ
))(ϕ)
tˆ
= E. (7.27)
Thus by analogy with §2, we conclude that if f (t) and fˆ
(
tˆ
)
are a-
conjugate elements of manifold P, then their alternative derivatives are also
a-conjugate elements in P.
As in (2.24), we can show that the following is true:
dˆt · dtˆ = 1 (7.28)
dˆϕf (t) dϕ
ϕ
fˆ
(
tˆ
)
= E
7. Let us return to (7.7) that computes the ϕ-derivative. From (7.7) it
follows that the given function f (t) ∈ P is projected on the base space BN :
g (t) = exp [ϕ (f (t))] ,
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where g (t) ∈ BN . But since BN arose from the space of solutions of equation
(1.13) [1] which is a collection of N equations (1.1), we can differentiate g (t) by
the rule described in § 2. This takes place in (7.7). Next from (7.7) it follows
that the obtained derivative g
′
(t) ∈ BN is mapped to the fiber manifold P
under the mapping ϕ−1 (ln):
g
′
(t)
ϕ−1(ln)
→ f
(ϕ)
t (t) ∈ P.
By analogy the alternative ϕ-derivative can be found from (7.11).
Therefore if we consider ϕ-differential calculus with its properties as
an algebraic object, the mapping exp (ϕ) establishes homomorphic relations
between this object and the standard and alternative differential calculus.
8. What will the equation (6.1) look like if written in ϕ-differential calculus
that it generates? To see this, we consider the characteristic function [1]:
ϕ (u) = bt + c, (7.29)
where b, c ∈ BN are constants. Recall that u ∈ P is a solution of (6.1).
If we differentiate (7.29) with respect to t and substitute the result into
(7.7), we obtain:
u
(ϕ)
t = ϕ
−1
(
ln
d
dt
expϕ (u)
)
= ϕ−1 (ln [b expϕ (u)]) . (7.30)
Since b ∈ BN , it can be represented as
b = exp ϕ (B) ,
where B ∈ P . Then using (6.12) and (7.24), from (7.30) one finally derives:
(ϕ)
dϕu
dϕτ
= B  u (7.31)
9. Equation (6.1) is written in the standard differential calculus that arises
from one-dimensional linear equation (1.1). Written in its own algebra the
equation (6.1) has the form (7.31).
Let us return to τ ((7.4)) that arises during the construction of the
differential calculus in the fiber manifold P . Looking at (7.21-23) we conclude
that the increment of the function f ∈ P is proportional to the increment of
the variable τ ∈ P . The rate of change of function f is equal to the relation
of differentials of f and τ . Therefore if t in (6.1) plays the role of time, then
probably it will not be very far from the truth to interpret the multi-component
object τ as inner times of the phenomenon described by the equation (6.1). As
for t, it is an inner time for the equation (1.1) and an outer time for (6.1).
It has to be noted that along with t there is the a-conjugate time tˆ, satis-
fying the equality (2.3). By analogy there exists the conjugate multi-component
object τˆ , satisfying the following:
τ  τˆ = E,
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where E ∈ P is the unit element of the ϕ-product.
Example 7.1
a) Consider the equation:
du
dt
= u (1− u) .
The characteristic function is:
ϕ (u) = ln
u
1− u
= t + c.
Compute the ϕ-product of u (t):
(ϕ)
dϕu
dϕτ
= ϕ−1
(
ln
d
dt
exp ϕ (u)
)
=
ϕ−1
(
ln
(
exp ϕ (u)
dϕ
dt
))
= ϕ−1 (ϕ (u)) = u.
Finally we get:
(ϕ)
dϕu
dϕτ
= u.
From (7.4) we find the inner time
τ =
t
1 + t
, τˆ =
tˆ
1 + tˆ
,
where t · tˆ = 1.
b) Let
du
dt
= sin u.
The characteristic function is (6.26). Then
(ϕ)
dϕu
dϕτ
= u.
The inner times are:
τ = 2arctg t + 2pim,
τˆ = 2arctg tˆ + 2pim,
where t · tˆ = 1. From this equality it follows that every leaf has its own inner
time.
Summary
The found complexes of the alternative integral and differential calculus,
their representations, the rise of multi-component inner times, the existence of
two geometries that are alternative to each other, are the direct consequence of
the algebraic properties of differential equations. We can hardly avoid taking
them into account without proper justification and violation of the complete
mathematical picture.
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