Introduction
In recent years, the demise of the Bretton Woods agreement and the development of models of international trade with imperfect competition have led researchers to examine empirically how product prices respond to fluctuations in exchange rates. 1 In an important paper, Feinberg (1989) studied the industry determinants of exchange rate pass-through into domestic prices for the U.S.
Subsequently, Yang (1997) and Lee (1997) examined the pass-through into import prices for the U.S. and Korea, respectively. More recently, we (Kardasz and Stollery 2001) dealt with passthrough into both prices for a broad sample of Canadian manufacturing industries using a twostage procedure. In the first stage we estimated pass-through elasticities by regressing domestic and import prices against the exchange rate and a number of control variables, the most important of which is the price in the matching U.S. industry or industries. Using annual data for the period from 1971 to 1989, satisfactory estimates of the elasticities were obtained for 31 industries at the L-level (essentially the 3-or 4-digit SIC level) of industry aggregation. In the second stage, the inter-industry variation in these elasticities was examined in a cross-section analysis.
The present study extends our earlier work by first dividing the total price effect of exchange rate changes into two components, which we call the direct and indirect effects, and then by separately analyzing the industry-level determinants of elasticities measuring these two effects for both domestic and imported goods. In a model where domestic and import prices are simultaneously determined, the direct effects occur because the exchange rate is a determinant of the marginal cost of imports, expressed in domestic currency. The indirect effects, on the other hand, originate with the impact of the exchange rate on the prices of both domestically produced and imported materials used by domestic producers, and hence on their marginal costs.
-2-This paper was motivated by a finding in our earlier study which proved to be robust, namely that the (total) domestic pass-through elasticity increases across industries with a variable measuring the responsiveness of domestic costs to the exchange rate. This result suggests that the exchange rate has an indirect effect on domestic prices that is important in at least some Canadian manufacturing industries. However, it does not provide any indication of the relative contribution of the direct and indirect effects to the total pass-through elasticities.
The rest of this paper is organized as follows. In section 2 we present a simple conceptual framework. In section 3 we describe the estimation at the industry level of a threeequation model which yields separate estimates of the direct and indirect pass-through elasticities for both domestic and imported goods. In section 4 we attempt to explain the inter-industry variation in these elasticities. Our conclusions appear in section 5.
A Simple Conceptual framework
We assume that international arbitrage is not possible and that unit costs do not vary with output.
These assumptions allow the behaviour of firms in the domestic market to be examined in isolation. In addition, we imagine that the prices of domestic and foreign goods in this market (P d and P m ) are determined by representative domestic and foreign firms whose products are differentiated.
The profit functions (in domestic currency) of the representative firms are
where Q i ( ) represents the demand functions, P is the general price level (the price of "all other" goods), and Y is nominal income. C d , the unit cost of domestic producers, depends on the price of their material inputs (P mat ) and this, in turn, depends on E, the nominal exchange rate (the domestic currency price of foreign currency), i.e., C d = C d (P mat (E)). For simplicity, other determinants of P mat and C d are suppressed until the following section. In contrast, C m , the unit cost of imports, equals , where is the unit cost of foreign firms in foreign currency.
-3-Given the assumption that the demand functions are homogeneous of degree zero, we can perform the rest of the analysis in terms of real prices, costs and income. The best-response functions of the two firms can be written as
and p m = p m (p d , e , , y)
where p d , p m , p mat and y represent the corresponding nominal variables deflated by P, e is the real exchange rate defined as EP* / P where P* is the foreign price level in foreign currency, and = / P*.
A change in e has direct effects on both p d and p m which originate with the response of p m to e in equation (3). In contrast, the indirect effects arise from the impact of e on p mat and thereby p d in equation (2). Using Cramer's rule, the total effects of a change in e on both prices can be written in terms of elasticities as follows:
where 0 
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The Input-Output Division distinguishes between 94 L-level manufacturing industries. Twenty of these industries were dropped from our study because of the difficulties associated with matching Canadian and U.S. data. Another industry (asphalt roofing) was dropped because the import price series appeared to be unreliable.
-4- as natural logarithms. Prior to estimation, these variables were checked for unit roots using Phillips-Perron tests. For most of the variables, the null hypothesis of a unit root could not be rejected at the conventional 5% level of significance. However, finding cointegrating relationships in a system where p d and p m are simultaneously determined requires using the method developed in Johansen (1995) which, given the large number of industries under consideration, is clearly beyond the scope of the present study. Consequently, we differenced the data, and then checked for stationarity using the KPSS test with stationarity as the null. The one -5-industry (office, store and business machine industry) which failed this test was deleted from our data set. Since unit roots have low power and since differencing a stationary series creates an MA(1) component (Maddala and Kim, 1998, p.13) , the price equations were estimated allowing for MA(1) errors.
Assuming that the resulting price equations are linear, they can be written as follows:
) ln p mat = ( 0 + ( 1 ) ln e + ( 2 ) ln p matu + ( 3 y err (8) Equations (6) and (7), which satisfy the rank and order conditions for identification, were estimated using 2SLS with the lagged exogenous variables as instruments. Equation (8), on the other hand, was estimated using OLS since all of its explanatory variables are exogenous.
Satisfactory results for all three price equations were obtained for thirty-seven industries.
These regressions are reported in Tables A1 to A3 . turned out to be negative but insignificant in three of these industries (meat and meat products, veneer and plywood, and sash, door and other millwork), as did (fruit and vegetables, copper rolling, casting and extruding, and hardware, tools and cutlery). These coefficients were set equal to 0 for the purposes of calculating the pass-through elasticities presented in Table 2 .
Summary statistics relating to these elasticities appear in imports, about 73% of the direct elasticities exceed 0.4 while 84% of the indirect elasticities are less than 0.2. Taken together, these results indicate that, at least for our sample of thirty seven industries, the direct and indirect effects of exchange rate changes are about of equal importance for domestic goods, whereas the direct effect is clearly dominant for imports.
-6-When combined, the direct and indirect elasticities yield average total pass-through elasticities of 0.324 for domestic goods and 0.588 for imports. These values are more than double those obtained in our early study (0.125 and 0.255, respectively) . There are at least three possible explanations for these differences. First, the estimates in the present study are based on a longer time period (1963-95 versus 1972-89) . Second, less than half of the industries (specifically, sixteen out of a total of thirty-one in the previous paper and thirty-seven in the current one) are common to both studies. Goldberg and Knetter (1997, p.44) , is the mean value of this elasticity found in studies for the U.S.
We now turn to the second stage of our empirical analysis, an examination of the interindustry variation in the pass-through elasticities we have estimated.
Determinants of the pass-through elasticities
For our sample of thirty-seven Canadian manufacturing industries, the simple correlations between the direct and indirect elasticities are -0.173 for domestic goods and -0.386 for imports.
These low correlations support the view that (our estimates of) the direct and indirect elasticities are distinct variables that need to be examined separately. However, to facilitate comparison with
earlier studies, we also analyze the determinants of the total domestic and import elasticities.
The independent variables include three elements of market structure which are standard for an open economy like Canada's: concentration which we measure by the Herfindahl index -7-(H), the (domestic) tariff (TF) which we supplement by a dummy variable (NTB) to take account of non-tariff barriers, and product differentiation. To these variables, we add the import share (MSR) and a regional dummy variable (REGD). As argued by Feinberg (1989 , 507), Yang (1997 and Kardasz and Stollery (2001, 730-31) , the import share is an observable variable which influences the demand elasticities of domestic and foreign firms and thereby the passthrough elasticities. We use REGD to proxy natural barriers to trade since markets become localized when transport costs and related factors such as product perishability are sufficiently important to limit the area served by a producing entity.
Estimates of the elasticity of substitution between domestically produced and imported goods in the Canadian market have been calculated by Létourneau and Lester (1988) .
Conceptually, this variable appears to be a good measure of product differentiation for the purposes of this study. Unfortunately, it is available for only eighteen of the thirty-seven industries in our sample. In empirical studies of industrial organization, it is common to proxy product differentiation by the advertising-sales ratio. However, this practice appears to be questionable, given the expectation that advertising expenditures depend not only on the extent of product differentiation but also on other factors such as price-cost margins and, in the case of oligopolistic industries, strategic considerations. In the end, we decided to measure product differentiation by a dummy variable (PDIF) which is based on the industry taxonomy developed by the OECD and employed by Baldwin and Rafiquzzaman (1995) and by Martins et al (1996) .
All of the explanatory variable discussed so far apply to all three foreign elasticities and to the domestic elasticities provided they refer to the prices of domestically produced goods sold in the domestic market (p d ). However, as noted earlier, the available data, and hence the domestic pass-through elasticities we have estimated, refer to the prices of domestically produced goods whether sold at home or aborad (p d ). p d can be viewed as being a weighted average of p d and the export price (p x ), both of which are unobserved, with the weights depending on the export share (x):
Consequently, we add the export share in 1981 (XSR) as a determinant of the (observed) domestic elasticities since there is no reason to expect the exchange rate effects on p d and p x to be equal.
From equations (4) and (5), it can be seen that the indirect elasticities (, dI and , mI ) depend on the responsiveness of the price of materials to the exchange rate (, mate ) and on the responsiveness of the domestic price to the price of materials (M ln p d / M ln p mat ). To take account of these two factors, we include the estimated value of , mate and the (domestic) ratio of materials to the value of output (MASR) as determinants of the indirect and total elasticities. Linear and, as described below, non-linear versions of the six pass-through elasticity equations were estimated using OLS with the HETCOV option in the SHAZAM econometrics software package. This option corrects the standard errors of coefficients for heteroskedasticity using White's heteroskedastic-consistent covariance matrix.
As can be seen from equations (4.1) and (4.10) in Table 4 , there is a significant inverse relationship between the two direct elasticities ( and ), on the one hand, and MRS, NTB and REGD, on the other. In addition, increases with PDIF.
Some years ago, Harry Bloch (1974) found that the effects of concentration and the tariff on prices in Canadian import-competing industries are interdependent. For this reason, we added the interactive term H*TF to the list of explanatory variables. The coefficient on this variable proved to be positive and significant in equation (4.2), implying that increases with H and TF and, furthermore, that the marginal effects of each of these variables on increases with the level of the other. In other words, the same increase in concentration (the tariff) leads to an increase in which is larger in industries where the tariff (concentration) is high than where it is low.
-9-In our preferred regressions for the indirect elasticities ( and ), and MASR enter multiplicatively, a specification which seems to be consistent with the chain of causation associated with the indirect effect. The determinants of the indirect elasticities in equations (4.5) and (4.14) are quite similar. Specifically, the coefficients on H, TF, H*TF, NTB, PDIF and *MASR all have the same signs and are statistically significant in both equations. In fact, the only material differences between these equations occur with respect to XSR, which has a significant effect in (4.5) but does not appear in (4.14), and REGD, whose coefficient is significant only in (4.14).
In these equations, the derivatives of and with respect to H increase with TF and they are negative when TF is less than 10.021 and 9.672, respectively, and positive otherwise.
These conditions are satisfied in 29 or 78% of the industries in our sample. Similarly, the derivatives with respect to TF increase with H and they are negative when H is less than 0.083 and 0.102, respectively, and positive otherwise. The first condition holds for 16 (43% of the total) industries; the second, for 21 (57%). In sum, while increases in concentration lower the indirect elasticities in most (but not all) of our industries, the effects of tariff increases are more mixed.
As might be expected, the regression results of the total elasticities ( and ) reflect those of the corresponding direct and indirect elasticities. The primary reason for reporting these results is to facilitate comparison with earlier studies, all of which deal with total elasticities. Not surprisingly, the present paper is most closely related to our 2001 study. However, it is also related to those by Feinberg (1989 ), Yang (1997 and Lee (1997) referred to in the introduction to this paper.
Our earlier study leads to three important conclusions. Using our current notation, the first is that increases with * MASR and XSR. The present paper is consistent with that result and also with Feinberg's conclusion that the exchange rate has a larger impact on domestic -10-prices in U.S. manufacturing industries with a heavy reliance on imported inputs. The second conclusion of our earlier study is that increases with the rate of price protection, which takes account of tariff and non-tariff barriers to trade, and with MSR. From equation (4.17), it follows that increases with TF when H exceeds 0.151, which is the case for only 12 of our industries.
Furthermore, the coefficients on MSR and NTB are negative and significant, not positive. By and large, then, our present results do not support the second conclusion of our earlier paper. The third conclusion of that study is that the impacts on and of two variables which can be treated as measures of product differentiation, the elasticity of substitution between imported and domestic goods and the advertising-sales ratio, are not robust. The present study provides a plausible explanation for this finding: since PDIF affects the direct and indirect elasticities in opposite directions, a variety of results become possible when total effects are considered, depending on equation specification, time period of analysis and industry sample.
Feinberg (1989) finds that the capital-sales ratio is a significant determinant of the total domestic pass-through elasticity in U.S. manufacturing. When we added the capital-output ratio (KQR) to our regressions, it turned out to be significant for both direct elasticities and for the total domestic elasticity. However, in contrast to Feinberg, we find that capital intensity has a positive effect on exchange rate pass-through.
Yang (1997) and Lee (1997) analyze the determinants of the total import elasticity for U.S. and Korean manufacturing, respectively. Yang finds that this elasticity decreases with the capital-to-labour ratio. However, when we added this variable to our regressions in lieu of KQR, it proved to be insignificant. Lee's main result is that concentration reduces the import elasticity.
In contrast, we find that decreases with H in only the six industries where the tariff is less than 2.10.
Thus, some of our current results, especially those relating to the role played by *MASR, appear to be consistent with those of earlier studies. At the same time, however, -11-there are a number of inconsistencies. This study suggests two possible explanations for the disagreements. First, by focusing on total pass-through, earlier studies may have aggregated effects which work in opposite directions. Second, the relationship between pass-through elasticities, on the one hand, and concentration and the tariff, on the other, may be more complex than previously considered in earlier studies. 
