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Abstract 
This thesis concerns the development of motion estimation and segmentation techniques for current and 
near-future video compression systems. The prevailing block-matching algorithm finds the closest 
match between pixels in a current block with a block of pixels located in a previous frame within a 
neighbourhood of current blocks' location. The matching criterion commonly used is the sum-of- 
absolute-difference (SAD) and the motion vector of the current block is the offset from the current 
block which gives the minimum SAD. Although BMA via SAD minimization is very simple to 
implement and can readily be implemented on real-time embedded systems, it is not without its 
drawbacks. The two main ones are the lack of sub-pixel resolution without interpolating the reference 
frames, and the inability to estimate vectors at motion boundaries and areas of little texture. This thesis 
extends the method from simple minimization of SAD with the introduction of the SAD-map; the 
distribution of SAD values over a search range of offset is considered instead. Using this distribution, 
sub-pixel motion vector can be evaluated by models without actually interpolating reference frames. 
This interpolation-free sub-pixel refinement achieves within 75% of the performance achievable by 
actual interpolating the reference frame. A novel reliability measure and a smoothness constraint are 
proposed and applied in a novel queue-based block matching algorithm (QBMA). QBMA produces a 
field both lower in entropy for better compression, and a more natural field better suited for global 
motion estimation (GME) and motion segmentation. 
To further improve the coding efficiency in motion estimation, another concept introduced is the global 
motion estimation which (i) provides a more compact representation of the motion field; and (ii) allows 
the reference frame to be warped, which represents a better match to the input frame than the original 
reference frame. The former property reduces the motion vector field information, thus reducing the 
number of bits required to code the motion vectors. The latter reduces the displaced frame difference 
energy, thus lessening the number of bits required to code the residue at any specified quality. Two 
novel methods are introduced which are suitable for real-time applications, one based on iterative 
regression (SAD-based iterative regression GME, SIRGME) and the other based on the Hough 
Transform (HT) called the progressive Hough-transform GME (PHGME). The SIRGME algorithm can 
be readily adopted in DSP-based algorithm for real-time applications; with the motion vector field 
obtained by QBMA and the use reliability based on the distribution of SAD-map, the global motion 
obtained by SIRGME offers a more accurate initial estimate. This improves the chances of reaching the 
global minimum, and the rate of convergence of SIRGME. With the much superior robustness towards 
outliers, using Hough Transform for GME provides a much more accurate estimate of the motion 
vector field. The high complexity in HT is alleviated greatly in the proposed PHGME via various 
progressive optimization techniques, bringing it a step closer to real-time implementation. 
-i- 
Although global motion estimation offers great improvements in motion estimation, especially in 
scenes dominated by a single global motion, scenes exist where more than one motion dominates. The 
concept of global motion is further extended to motion segmentation, which is viewed as partitioning a 
picture into several regions, each with its own global motion parameters. Global motion estimation 
becomes a special case of motion segmentation with a single segment. The main problem of motion 
segmentation is complexity and robustness. The Expectation-Maximization (EM) algorithm augmented 
by various simplification methods (Adaptive EM segmentation, AEMS) is introduced into the motion 
segmentation framework for reduced complexity. The Hough-transform is further incorporated into the 
EM algorithm as an initialization step to introduce robustness; and a simplifying segment merging 
algorithm is used to reduce the bitrate for segmentation information, together with the pre- and post- 
processing steps. The resulting proposed method, Pre/Post- AEMS (PPAEMS), offers a further 
reduction in bit rate at reduced complexity and improved robustness. 
The algorithms proposed throughout this thesis are based on the SAD-map and its accompanying 
concepts; these algorithms are computationally tractable and are highly parallel in nature; a sub-pixel 
modelling algorithm is also proposed which circumvents the resolution problem of block-matching 
without frame interpolation. The accompanying improvements to the EM algorithm and HT are also 
low-complexity and entails reasonable memory requirements. Consequently, the algorithms proposed 
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As communication bandwidth and storage technologies advanced into the twenty-first century, 
numerous real-time applications, deemed too complex in the past, have become common-place. 
Amongst these applications, digital video is the undisputed leader in terms of the pace at which it has 
been assimilated into everyday use and the breath and extent of its influence. Video surveillance, 
Digital TV, DVDs and video-phones are but a few examples of its numerous applications. 
The advantages of using digital over analog video are in large extent similar to that of all other media. 
Digital signals are more robust to transmission noise and storage of digital data allows perfect 
reconstruction; that is, no degradation in quality when digital video is copied. Various digital media can 
be meshed together to provide a richer user experience for the entertainment and education industry. 
Encryption technology also allows security and anonymity in the media which is not possible in its 
analog counterpart. Perhaps, most important of all is the possibility of processing digital video in 
increasing variety of ways. Error-resilience and video compression are the two most prevalent 
processing. Digital video compression is the main focus of this thesis. 
Digital video compression owes its success much to the fact that it exhibits high redundancy within 
individual frames as well as high similarity between neighbouring frames. These redundancies, when 
effectively exploited, can lead to a substantial reduction in the bit-budget for representing the video 
sequence. To ensure interoperability and minimize time to market, various video coding standards have 
been proposed. Examples include the ITU's H. 263, used in video-communications applications, and 
MPEG-2 used in DVDs and digital TV. 
Whereas intra-frame redundancies are mainly reduced by transform coding, the inter-frame 
redundancies can be effectively removed by motion estimation. Block matching algorithms are used 
extensively for motion estimation in all video compression standards due to their low complexity. 
However, many pixel-based algorithms exist, which are more robust to noise and produce more 
accurate motion field. These methods, like that proposed by Horn and Schunck [Hor-81], are 
computationally intractable and cannot be readily adopted by digital signal processing and hardware 
designers. This thesis tries to bridge this implementation gap by efficiently integrating some of the 
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more complex algorithms and concepts into the simple block matching framework. This would improve 
the capability of existing video coding systems to estimate motion fields more efficiently and robustly. 
In addition, more complex methods of motion estimation, such as global motion estimation and motion 
segmentation, can provide higher compression and should be adopted and used in the next generation 
of video coding standards. Existing algorithms related to these methods are too complex to be 
implemented real-time. Two particular algorithms, the Hough Transform and the Expectation- 
Minimization estimation are investigated, simplified and embodied into the global motion estimation 
and motion segmentation process. 
1.2 Research Objectives 
Motion-related processing in video coding systems usually involves a direct block matching algorithm 
(BMA), which is both computationally tractable and effective. The main drawbacks are the lack of 
floating-point sub-pixel resolution and artificial discontinuities due to the aperture problem. One of the 
research objectives of this thesis is to find means of mitigating these problems by adopting existing, 
more complex methods and reducing their complexities to make them realizable in real-time coding 
systems. The proposed framework makes use of the SAD (sum-of-absolute-difference) distribution 
(termed the SAD-map) to derive a few new concepts, leading to the Queue-based BMA (QBMA). 
The motion vector field representation constitutes a large proportion of the bit budget in state-of-the art 
video coding systems and in low bit-rate applications where the residual texture information is highly 
quantized. The second aim of this thesis' work entails finding more compact representations of this 
field. As a result, novel methods of global motion estimation (GME) and motion segmentation 
(MotSeg) are used on the QBMA vector field. In particular the Hough Transform (HT) and 
expectation-minimization (EM) are utilized in this thesis to reduce complexity and improve robustness 
of GME and MotSeg. 
The main thrust of this thesis is to attempt to tackle the decade-old problem of BMA-based motion 
estimation from a different angle, based on more robust and sophisticated algorithms. The main targets 
include: 
" Reduce complexity and processing time. 
" Improve the quality of the motion vector field by the block matching algorithm (BMA) 
" Provide a more compact representation of the motion vector field through global 
motion estimation (GME) and motion segmentation (MotSeg). 
" Provide an improved warped version of the reference frame which better matches the 
input frame for multiple-pass BMA. 
The main aim is to provide the intra-coder (texture coding) with the displaced frame difference (DFD) 
(or textural residual) containing the little entropy as possible. The principal concern in this thesis is 
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lossless inter-frame processing. It is believed that providing a lowest entropy residual to the texture 
coder and quantizer is crucial to having a good rate-distortion curve as the amount of information to 
start with is minimized. Another part of the thesis is concerned with removing redundancy in the 
motion vector field without affecting the textural entropy. This is not related to the rate-distortion 
optimization problem, but is aimed at reducing the overhead of coding the motion information which 
constitutes a higher proportion of the bit budget in recent coding standards where block sizes get 
smaller and target bit-rates get lower. 
1.3 Thesis Structure 
The thesis documents the result of three main areas of author's research work. Chapter 2 lays down the 
basics of digital video and introduces the necessary nomenclatures required in subsequent chapters. 
Chapter 3 and 4 feature the local motion estimation, in particular the block matching algorithm (BMA). 
Chapter 3 provides some historical and theoretical backgrounds on motion estimation; chapter 4 
introduces the novel approach to BMA which facilitates the introduction of smoothness constraint on 
the motion vector field, without degrading the predictive capability of motion estimation. The SAD- 
map is introduced which forms the basis of the Queue-based BMA, QBMA. In addition, a novel 
reliability measure is introduced which out-performs other measures in terms of registering how well a 
block's motion vector is estimated. The chapter also introduces a novel means of circumventing the 
lack of motion vector resolution in BMA without frame interpolation. The combined QBMA and sub- 
pixel modelling will be used in algorithms proposed in subsequent chapters. 
In chapters 5 and 6, motion estimation is given a global prospective. Chapter 5 begins by introducing 
the advantages of global motion estimation and reviewing some of the solution common to this 
problem. The traditional regression-based global motion estimation (GME) method is improved with 
the use of SAD-map. Termed the SAD-map-based iterative regression GME (SIRGME), this novel 
method provides a more compact motion vector field than the traditional GME (TGME). Chapter 6 
introduces another approach to GME, using the Hough Transform (HT). The thesis introduces the 
PHGME which introduces robustness to SIRGME without imposing excessive processor and memory 
requirements to the video coder. 
The theory used in global motion estimation is extended into motion segmentation in chapter 7. The 
expectation-maximization (EM) algorithm is introduced and adopted in motion segmentation. The 
SAD-map is again used as the input to the EM-based motion segmentation. The Hough transform is 
also used to provide an initial estimate of the segmentation and the parameters. The combination of 
SAD-map, HT and EM is shown to provide a low-complexity solution to the usually computationally 
intractable problem. 
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All algorithms described in chapters 4 to 7 are applied in simulations performed on an 850MHz 
Pentium 3 Laptop with 512 Mbytes of RAM. The thesis ends with Chapter 8, which provides some 
useful conclusions drawn from the simulations and observations on the algorithms described in the 
preceding chapters. This final chapter also gives some recommendations for future work. 
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Basics of Digital Video 
This chapter lays down the necessary ground work for succeeding chapters. First the basic 
nomenclature of digital video is used in this thesis. Terms and representation required for the following 
chapters are defined, followed by the common formats and parameters pertaining to digital video. Next, 
the statistical depictions of digital video are discussed and how redundancies can be exploited is 
investigated. For completeness, the common video compression standards, namely H. 261, H. 263, 
H. 264, MPEG-1,2 and 4, are briefly introduced. 
2.1 Anatomy of Digital Video 
2.1.1 Digital Video Representation 
A digital image is both discrete and quantized. It is a discrete spatial distribution of intensity /(x, y) 
where xE 10,1,..., W- I} and yE {0,1,..., H -1}, W and H being the number of horizontal pixels and 
vertical lines in the image respectively. Each pixel can only take values from a quantized set of values. 
The extent with which these values can take depends on the number of bits, B, used in the imaging 
system. The common values are B=8 ( IE {0,1,..., 255}) or B=10 (1 E {0,1,..., 1023}). A digital 
video sequence as illustrated in Figure 2.1 is a sequence of digital images whose pixel values vary with 
time, t. It can be represented as 1(x, y, t) where tE {0,1,..., T -1}, T being the number of images in the 
sequence, or a contiguous part of a long sequence of interest. In real time applications T may be 
infinite. Hence a grey-scale digital image is a mapping single-valued mapping of 3 independent 
variables: 
1: [0, bV-1]x[O, H-1]x[O, T-1]-x[0,28-11 Eq2-1 
By using the position vector representation p= (x, y) and putting the emphasis of t at the frame level 
instead of the pixel level, the following representations of an image sequence are interchangeable: 
1(p, r)=1, (P) Eq2-2 
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Figure 2.1 Graphical depiction of a video sequence 1(x, y, t). 
2.1.2 Colour Representation 
Colour video sequences are collections of 3 mappings (refer to Eq 2-1) which depend on the colour 
system used. The common colour component systems are the RGB and the YCbCr; others include the 
YIQ, YUV and HSI. The RGB system represents the colour images in the intensities of the 3 primary 
colours red, green and blue. 
R: [o, W -1]x [0, H -1]x [O, T -1]x [0,28 -1] Eq 2-3 
G: [0, W-1]x[o, H-1]x[o, T-1]-4[o, 28 -1] 
B: [0, W-1]x[o, H-1]x[0, T-11-*[0,2B -11 
However, the digital video industry frequently uses the YCbCr system that represents colour images as 
one luminance component Y and two chrominance (colour difference) components, Cb and C, The 
conversion between these two colour systems can be represented as the following matrix equation: 
Y 0.299 
Cb - 2B-1 =-0.147 
C, - 28-1 0.615 
0.587 0.114 R 
- 0.289 0.436 G 
-0.515 -0.100 B 
Eq 2-4 
The natural colour differences varies as signed integers between 
[2 e-I 2B-1-11, the 2 8-1 offsets in Eq 
2-4 causes Cb and Cr to take up unsigned values in the range 0,28 -1]. Representing video in 
luminance and chrominance components can be traced back to the analog video broadcast industries, 
where chrominance information is added to the black and white television signals for compatibility. 
The human visual system is more sensitive to the luminance variation than the chrominance variation, 
so the Cb and C, components can be sub-sampled without apparent loss in the subjective video quality. 
A few chrominance sub-sampling spatial schemes are commonly used, these include the 4: 1: 1 system, 
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4: 2: 2 system and the 4: 2: 0 system. Figure 2.2 illustrates the relative distribution of the luminance and 
the chrominance pixels: 
X Pixel Cb and Cr information 0 Pixel with only Y information 
0 oxo 0 0 oxo 0 
o oxo o o oxo o 
o oxo o o oxo o 
0 oxo 0 0 oxo 0 
(a) 4: 1: 1 
oxo oxo oxo oxo 
oxo oxo oxo oxo 
oxo oxo oxo oxo 
oxo oxo oxo oxo 
(b) 4: 2: 2 
OXO 00 OXO 0x0 x 
0000 0000 
OXO 00 0x0 0x0 
x 00000000 
(C) 4: 2: 0 
Figure 2.2 Distribution of Y, Cb and Cr pixels in various colour sub-sampling formats. 
2.1.3 Common Video Formats and Applications 
The International Consultative Committee for Radio Recommendation 601 (CCIR-601) defines digital 
video format for the exchange and storage of digital formats. As a legacy of analog video, two size 
formats and refresh rates are used, the 525/60 of NTSC system uses 720x480 pixels at 30 frames per 
seconds (fps) and the 625/50 or PAL system uses 720x576 pixels at 25 frames per second. Pixel rates 
are both set at 13.5 MHz; a colour space of YCbCr at 4: 2: 2 is used. All pixel data are quantized to 8 bit- 
wide code. The Y component has its value clipped between 16 and 235, with 16 representing total 
darkness and 235 representing full-scale brightness. As Cr and Cb components are difference values, 
they are zero-offset with the value 128 and the clipped between 16 and 240 with a value of 128 
representing zero colour difference. Values not in the range are used for synchronisation purposes. 
To cater for applications with lower video quality, CCIR-601 recommends the SIF format 
(352x288@25fps, 352x240@30fps) and the QSIF format (176xI44@25fps, 176x120@30fps), both 
with 4: 2: 0 chrominance sub-sampling. 
To accommodate transferring sequences between the CCIR-601 formats, a family of Common 
Intermediate Formats (CIF) is proposed and widely used in the video processing community. The 
format adopts the 625/50 resolutions as illustrated in Table 2.1 and the 525/60 refresh rate of 30 fps. 
Like SIF, CIF uses the 4: 2: 0 YCbCr colour space. 
-7- 
Chapter 2: Basics of Digital Video 
Table 2.1 Resolution of various members of the CIF family. 
Luminance Chrominance 
Pixels per line Lines per frame Pixels per line Lines per frame 
SQCIF 128 96 64 48 
QCIF 176 144 88 72 
CIF 352 288 176 144 
4CIF 704 576 352 288 
16CIF 1408 1152 704 576 
In this thesis, three typical types of video sequences are considered. The first type is used in low- 
complexity mobile video communication applications where the user is less demanding on the quality 
but is more sensitive to the delays. The target bit rate of such system would typically be below 100 
kbps. The typical resolution of such applications would be that of the QCIF format. To reduce 
processing times and bit-rates, a frame rate of 10 fps is used (based on skipping 2 frames out of the 
assumed 30 fps input sequence). The second application is for transmission of video via Wireless LAN 
in home, office or public premises. The quality requirements are higher and off-line processing may be 
possible; the typical bit-rate of this application ranges from 500 kbps to 24 Mbps. The video format 
would likely be CIF@30 fps. The third application is video surveillance in personal home and public 
places. The requirement of this application is more scalable, depending on whether the video stream 
needs to be transmitted or stored; however, for obvious reasons, video compression has to be done real- 
time. In these two cases the QCIF@10fps and CIF@30 fps are also reasonable formats. In summary, 
simulations in subsequent chapters will be based on the two stated sizes and frame rates typical to the 
three applications mentioned above. 
2.2 Characteristics and Quantitative Measures of Digital Video 
2.2.1 Statistical Characteristics of Digital Video 
The two most important forms of redundancy in image signals are statistical redundancy and subjective 
redundancy [Has-98]. We represent the amount of redundancy as the reduction in entropy in the video 
data. We first define various entropies and illustrate how statistical redundancies exploited in video 
coding. The amount of information carried by an image can be represented by its entropy [Sha-48] as 
defined as: 
-8- 
Chapter 2: Basics of Digital Video 
H(1)=p, log iP, Eq 2-5 
P; = P(1(x, y, t) = i) iE [0... 28 ) 
If an image data is fully random, its entropy will be close to B bits; the lower the entropy value, the less 
random the data. Correlation amongst pixel values can be indicated by the difference equations along 
its x- and y- axes: 
1ý, (x, y, t)=1(x, y, t)-I(x-1, y, t) 
I,. (x, y, t)=1(x, y, t)-1(x, y-1, t) 
Eq 2-6 
On the other hand, the entropy of the derivative with respect to time defined below, gives an indication 
of how much the images change in time. It is commonly known as the frame difference (FD). 
i(x, y, t)=r(X, y, t)-i(x, y, t-1) Eq 2-7 
Another form of temporal entropy deals with moving objects. Pixels belonging to a stationary object 
will not change pixel intensities between two frames. Pixels belonging to a moving object change their 
pixel location from frame to another. The displaced-frame difference (DFD) of a pixel at (x, y) is 
defined as the difference between the pixel value of the current frame and a corresponding pixel at 
location (x + it, y- v) of a previous frame. 
DFD(x, y, t; u, v)=1(x, y, t)-I(x+u, y+v, t-1) Eq2-8 
The vector v= (u, v) is the displacement of pixel (x, y) due to object motion. The set of motion 
vectors (u, v) within a picture is collectively known as the motion vector field and process of finding 
(u, v) is commonly known as motion estimation. 
In order to reconstruct a picture with motion estimation, the DFD information alone is insufficient; 
information about the motion (u, v) is also required. Hence the last entropy to be defined, called the 
motion vector entropy, is the amount of information carried by the motion vector field. A picture with a 
uniform motion (say panning by a camera) would contain very low entropy than a picture with many 
independently objects moving in different directions. 
The entropies of three QCIF sequences are examined: AKIYO, FOREMAN and STEFAN. The plots 
are presented in Figure 2.3, Figure 2.4 and Figure 2.5, with the three pictures depicting the first, middle 
and last frames of each sequence. The entropies and the key used are listed below: 
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" FI(I) PI yclcntrohy. ll(l) 
" H(1y+1v) spatial den ativc entrop . 
/l (l )+ ii (l 
" Il(I') - Brame difference entropy. 
" FI(I)Fl)+N1V') - comhined entropy of displaced frame difference and motion vector 
field. //(/)/-1))+ //(%, ) 
As indicated in the figures. pixel entropies of' both sequences are around 7 hits. which means a possible 
reduction 01' 12.5 can he achieved by simply losslessly compressing the ram image sequence. The 
entropies cif the spatial partial derivatives of all three sequences are lower (4.2.5.0 and 6.0 hits 
reshectivelyl. indicating a strong correlation amongst neighbouring pixels. this redundancy can he 
remo'ed by predictive coding vv ithin the frne. car commonly known as Intra-Coding. 
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Frame Number 
H(I) ------- H(Ix+Iy) H(I') H(DFD+MV) 
Figure 2.3 Entropies of AKIYO. QCIF sequence. 
The entropies of the FI) and 1)FI)+NIV vary interestingly amongst the three sequences. AKIYO. Q('IF 
sequence is relatively static and hence simple frame differencing can remove a lot of inter-frame 
redundancies: motion estimation does reduce the entropies further. but not by much. Both F! ) and [)FU 
reduce the temporal redundancies Of the sequence: prediction of this sort is termed as Inter-('acing. 
Both FO REMAN. Q('IF and STEFAN sequences have a fast moving objects and simple frame 
differencing does not necessarily outperform Infra-('odim-, schemes. Motion estimation reduces the 
entropy by a substantial anion lt. 









0 50 100 150 200 250 300 
Frame Number 
H(I) ----- H(Ix+Iy) H(I') H(DFD+MV) 
Figure 2.4 Entropies of FO REMAN. QUIF sequence. H(I) = pixel entropy. 
II(Ix+ly)= partial derivative entropy; H(I')=temporal derivative entropy; 
H(UFD+N1V')=entropies of UFU and displacements. 
An interesting observation can he made with the STEFAN. Q)('IF sequence - in certain frames (around 
h-ainies IUO and 190) H(DFD+MV) is higher than H(Ix+Iy). implying that motion estimation is no 
better than simple Intra-Coding. In fact. this is the case in parts of all frames and is more dominant in 
tlic mcntioned firanmes. The motion failure can he due to: 
" The motion is too large to he estimated. 
" The notion does not exist due to prcý iously occluded regions 
"F he motion is too complex to he estimation accurately enough. e. g. objects undergoing 
cvpansion and distortion 
" Object not present in the previous scenes appearing in current frame. 
Re, 
-, aid! c ý, of the reason. 
in order to achieve k, ood compression efficiency. aný video compression 
systems should have the mechanism to change het een Inter- and Intra-Coding adaptively in different 
reCionS u1' a trams. 
Entropies of Foreman. Qcif @ 10 fps 
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I iýýurr 2. ý Entropies of S'IT'FAN. Q('IF Scyucncc. Ii(I) = pixel cnhrehý. 
II Iý+R )= partial den ative entropy: 1](I')=temporal den vativ, e entropy: 
Ih 1)Fl)+\IV)=entropies of' I)FI) and dikpIarrmcnts. 
The entropv ul the temporal derivative. on the other hand. is very different in AKIYO and STEFAN 
sequences. The : AKfl-O sequence demonstrates a much loss er 1I(1 ). as evidenced by the relatisely 
static nature of the sequence. STEFAN. a typical sports sequence. c\hihits a much more dynamic inter 
frame activ itv. Both sequences. however, can still he compressed further by e. xploitin(, this inter-Imame 
redundanc\. 
?. 2.? Video lit Rates and Compression Ratio 
-I he amount of data is mcasurcd in hits. ich is the number of binary symbols rcyuired to represent 
the data. The folIový inL, hit rates are commonly used to represent v ideo data: 
" Bits per frame (hpf) 
" I3its per piyel (hpp) 
" lilts per second (bps) 
,I he C" 'C nee of aII rumhres 
icm is thruvv ing data a may. If' the data to he discarded are purely redundant 
and is required for complete cOIl t ruction. the Compression is termed Iossiess compression: if quality is 
reduced as a result of the compression. the process is known as Iossý compression. The effectiveness of 
a compression scheme Is indicated h\ its "compression ratio. " \s hirh is determined h\ Ali' idine (he 
- l-- 
50 100 150 200 250 300 
Frame Number 
H(I) ----- H(Ix+Iy) H(P) H(DFD+MV) 
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amount of data to begin with by the amount of data after compression. Through the removal of 
redundancies and sometimes at the expense of fidelity, a compression system reduces the entropy of the 
video data, thus reducing the bit-rates required to store or transmit the bit stream. To have some idea of 
the compression ratio required in common application, we refer to Table 2.2 (raw bit rates of some 
common video formats) and Table 2.3 (typical target bit-rate required by current communications and 
storage system). 
Table 2.2 Raw bit rates of popular formats. 
Format Size Colour Frame Bit Rates 
Name Format format Rate Per frame Per pixel Per sec. 
HDTV 1280x720 4: 2: 2 60 fps 18.432 Mbpf 20 bpp 1.1 Gbps 
CCIR601(PAL) 720x576 4: 2: 2 25 fps 6.6 Mbpf 16 bpp 166 Mbps 
CIF 352x288 4: 2: 0 29.97 fps 1.2 Mbpf 12 bpp 36.5 Mbps 
QCIF 176x144 4: 2: 0 29.97 fps 0.304 Mbpf 12 bpp 9.1 Mbps 
For a HDTV system requiring a 20 Mbps to transmit its 600 Mpbs raw-video content, the compression 
system needs a compression ratio of 30: 1. In a video-phone application, a typical video requires a QCIF 
format at 10 frames per second (fps), which results in a raw bitrate of 3 Mbps; at a channel capacity of 
24 kbps, the encoder needs to be compressing at a rate of 125: 1. 
Table 2.3 Bit rates of popular applications. 
Application Bit rate 
POTS Videophone 10-25 kbps 
ISDN Video Conferencing 384 kbps 
VideoCD 1.5 Mbps 
DVD 2-10 Mbps 
WLAN video 0.1-10 Mbps 
HDTV 20 Mbps 
2.2.3 Reconstruction Fidelity 
If data is compressed without any loss, perfect reproduction is possible; however, the compression 
process for video data is usually lossy in nature. As compression ratio increases, reconstructed data 
bear less resemblance to the original. An objective measure commonly used to represent the amount of 
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degradation is the meaty square error (MSE) between the reproduced and original image (I' and l 
respecti\cIý ): 
n rn -i Ec 9 
r11SE(1. l'ý= 
ýý(iý. 
r. Y. t)-l (-r. Y. t)I 
- 
Another measure of fidelity is the peak signal to noise ration (PSNR): 
MSI: (l. l') 
Eq 2-10 
As PSNR provides a positive measure to I delity and its logarithmic scale provides a more consistent 
indication of perceived picture quality. it is vcry widely used indeed. In Figure 22.6. the number of 
hits 
to represent an image of the Q('IF . 
AKIYO sequence is progressively reduced. The effect is similar to 
removal of least significant hits by quantization. A PSNR value in the ran., -, e of 
30 to 50 d13 is present 
IIt tIc distortion tee the original image. and 'aloe below 25 dII becomes quite intolerable. 
Figure 2.6 PSNR of images quantized at different hits 
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(a) 6 hits: MSE = 3.52 (h) 5 hits: MSE = 16.6: (c) -l hits: MSE = 8ä. I: 
P'AR = 4'. 7 (113. I'ti\R - ;, t) dill iýýý ýý ,, " ! j; 
PSNR= 11.7 dB 
d) 3 hit,,: NISE_ 322. I: 
PSNR = 23.1 dB 
1601.7: 
NSNR = I0 .1 dB 
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It should be noted that quantitative measures like MSE and PSNR provide a tangible measure of the 
amount of distortion brought about by the compression system; they do not take into consideration on 
how the viewers' response towards the distorted image. More subjective measures like the mean 
opinion scores are one of the recent attempts to incorporate subjectivity into the distortion 
measurements [Wan-021. 
2.2.4 Rate-distortion Theory 
The contribution of Shannon's theoretical analysis of the relationship between fidelity and coding rate 
has expedited the progress of research in video compression techniques. As Figure 2.7 illustrates, the 
PSNR increases with bit-rate while MSE decreases with bit-rate. 









Rate-Distortion Plot of AIQYO. QCIF 
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Figure 2.7 Rate-Distortion plots of AKIYO. QCIF with quantization by bit truncation. (a) uses 
distortion in terms of MSE; (b) uses fidelity measure (PSNR). 
A direct use of R-D plot is to estimate the performance of a coding scheme. Take the simple algorithm 
of bit truncation used in Figure 2.7 for example. In order to achieve a PSNR of 30 dB we need 
approximately 4 bits per pixel. Another use of R-D plot is for comparison performances of difference 
coding schemes. In Figure 2.8, we compare two schemes - (a) is bit-truncation as in Figure 2.7; and (b) 
the bit-truncation of frame difference. The R-D curve of (b) lies entirely above that of (a), indicating a 
(b) is a more superior coding scheme. At 4 bits/pixel (bpp), say (b), an improvement of 11 dB over (a) 
can be achieved. 
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R-D Plot of AKIYO. QCIF from (a) pixel quantization & (b) 








L- -A - (a) PSNR -D-- (b) PSNR(FD) 0 ýý T1Ip 
012345678 
Bits/Pixel 
Figure 2.8 Rate-Distortion plots of AKIYO. QCIF of two simplistic coding 
schemes: (a) uses simple bit truncation of original image; (b) bit truncation of 
frame difference. 
2.3 Video and Image Compression 
Compression in general involves removing redundancies from the actual data. If the removal entails no 
loss in information from the original data, actual reconstruction can be carried out to recover the 
original data. This type of compression is termed lossless compression. Video data has abundance of 
redundancy to be exploited both spatially within a frame and temporally across frames. Whenever this 
redundancy is fully exploited but the amount of information is still too large to be either transmitted or 
stored, lossy compression is required to bring the bit-rate further down at the expanse of quality. As a 
result of lossy compression, the original video can only be recovered partially, thus reducing the quality 
of the video. How this quality is compromised with the bit-rate using different schemes is studied in the 
field of rate-distortion theory. This section describes the various classes of compression techniques 
used for video compression. 
2.3.1 Entropy Coding: Lossless Compression 
Since the beginning of the nineteen-eighties, the first-generation compression systems had based their 
techniques on lossless compression [Rei-971. They are also called entropy coding, as the main target is 
to allocated longer code lengths to less probable data to lower the overall bit rate to the towards the 
- 16 - 
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theoretical minimum, its entropy. Lossless processes have relatively low compression ratios, typically 
in the order of 2: 1. Three most widely used entropy codes: 
" Huffman coding 
" Arithmetic coding 
" Run-length coding 
2.3.1.1 Huffman coding 
The Huffman code (accredited to D. A. Huffman, 1952) is a prefix code which assigns codes of 
different lengths based on the a priori probabilities of the data. 
A typical binary Huffman coding process is as follows: 
1. Obtain a large enough of training data and form a histogram p(i) where i is the pixel value and 
p(i) is the probability of occurrence of i. 
2. Arrange the probabilities in ascending order. 
3. Merge the two codewords with the lowest probabilities to form a new aggregate code with the 
new probability as the sum of the probabilities of the two original codewords. 
4. Repeat the merging process until all codewords are merged. 
5. Build each codeword by splitting the aggregates in the reversed order, adding a one and a zero to 
each split. 
The resulting code has codewords whose length is [p(i)1 where r"1 denotes the integer ceiling. Hence 
Huffman coding is only optimal if the data probabilities are powers of 1/2, that is 1/4,1/8 and so on. In 
other cases, an alternative coding scheme, the arithmetic coding, can provide a more optimum 
compression rate. 
2.3.1.2 Arithmetic Coding 
In contrast to the Huffman codes which work with integer numbers, Arithmetic codes make use of 
progressively small intervals of a floating point number to represent a sequence of symbols, thus 
resulting fractional bits representation. 
As an illustration, take 4 symbols (a, b, c, d} with probabilities 10.1,0.2,0.3,0.4}, the sequence 
"ddcab" can be coded as a floating point number within the range (0.93736,0.93808). 






Figure 2.9 An illustration of arithmetic coding. 






If we choose to represent the floating by 4 bits, we can code "ddcab" as 11111) 
(I +4+8+ 16 =0.9375). 
Requiring just 4/5 = 0.8 bits per symbol. 2 
2.3.1.3 Run-length Coding 
For data sequences with a majority of zeros populated sparsely by non-zero values as depicted below, a 
useful compression scheme is run-length coding. 
{12,0,0,0,0,34,0,0,0,0,0,0,0,0,0,0,0, - 20,10,0,0,0,0,0,0,0,0,01 Eq 2-11 
u 
«12,4). (34,11), (-20,0), (1,10) } 
The run-length code system represents the sequence as value-run pairs (v, r) where v denotes the value 
of the non-zero value and r denotes the number of running zeros following v. Assuming same number 
of bits are used to represent v and r as the original data, a compression ratio of 8/28=0.2857. 
As lossless coding does not remove any video data in order to achieve compression, the decompressed 
image can be fully recovered. However such lossless compression alone is not enough for video data to 
be transmitted in most of the current communications channels. Lossy video compression systems use 
lossless techniques where they can, but the major part of bit savings come from discarding data. A 
video sequence to be processed is separated into two general groups of data. One group, containing all 
the important information, is transmitted losslessly; the other group, with all the less crucial 
-18- 
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information, will have selected bits discarded. As the decompressor receives a truncated version of the 
original data, the reconstructed video can only bear a close resemblance to the original sequence. How 
much is the fidelity of the decompressed video depends largely on the nature of the input video 
sequence, the allocated bit budget and the efficiency of the compression algorithms. The following 
sections discuss the various means to remove redundancies of the video data to achieve much higher 
compression ratios. 
2.3.2 Perceptual Coding 
All second-generation techniques [Rei-97] make use of some properties of the human visual system 
(HVS) in the compression algorithms in order to achieve higher compression ratios while still 
maintaining acceptable image quality. Perceptual coding takes advantage of the non-uniformity 
between the perceptual quality of images and the amount of data required to represent them. Lossy 
compression systems take the characteristics of our eyes into account. A HVS is commonly modelled 
as a low-pass filter, a logarithmic nonlinearity, and a multi-channel signal-sharpening high-pass filter 
[Rei-97]. Four properties of the HVS are listed below: 
0 Non-linearity of intensity sensitivity - the sensitivity reduces as the background 
intensity increases. 
" Non-separableability of temporal and spatial sensitivity - the threshold sensitivity 
depends on both the spatial and temporal frequencies. In fact, for regions with high 
spatial frequency, the HVS resembles a low-pass filter; for uniform regions, the 
response is essentially band-pass in nature. 
0 Directional anisotropy - the eye is more sensitive to horizontal and vertical frequencies 
than in the oblique directions, with minimum decreased by about 3 dB around 45°. 
0 Spatial and temporal masking effect - sensitivity is reduced in the neighbourhood of 
regions with large intensity variations. 
By exploiting the above properties, lossy schemes exploit our reduced ability to see detail immediately 
after a picture change, on the diagonal or in moving objects. Unfortunately, the latter doesn't yield as 
much of a savings as one might first think, because we often track moving objects on a screen with our 
eyes. 
In addition to the response to intensity, another property of the HVS is concerned with colour response 
- the perception of fine colour details is limited compared with that of intensity. Hence chrominance 
resolution can be reduced by factors of two, four, eight or more, depending on the application. This 
gives rise to the 4: 2: 0,4: 2: 2 and 4: 1: 1 subsampling schemes discussed in previous section. 
- 19 - 
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2.3.3 Transform Coding 
ý'I I)Hii. il \ iJcýý 
Video COnthrc. Sian also relics heaviI. rin the correlation hei een adjacent pixels. The spatial 
differential entropy in the pre ions section re\eals a substantial aniount of spatial redundancy. 
Predictive coding encodes pixel \alues in terms of' the difference between the current pixel value and a 
predicted 'aloe from the causal neighbourhood. Another \\a), of removing spatial reclunclanc is by 
transiormiIli the piycl data into another domain ýv hose coelticients are distributed more favourably for 
compression. The distribution can hale lower entropy. or the energ can he compacted in just a feýý 
coefficients.. common transform used in v ideo coding is the Discrete Cosine ranslortn (I)('T). 
Predirti'e coding, relies on makint an estimate of the cun-ent pixel from the previous values for that 
location and other neighbouring areas. The rules of this prediction are intrinsic to the encoder and 
decoder system and are hence knovk n a-priori to the decoder. For any new pixel, the encoder need only 
send the difference Or error 'aloe between what the rules would have predicted and the actual value of 
the ne\\ element. The more accurate the prediction. the less data needs to he sent. 
I` 
s 
(a) l, i 
Figure 1. IU A frame in FORFyI. AN. Q('IF sequence (a) and inagil it tide of' 
its tivS Klock U('T coefficients (h). Entropies ot'(a) and (h) are 7.229 hits 
and 4.87 hits respectively. 
From Figure 2.10. the D( 'T energies are compacted into the Iow frequency coefficients. It is also noted 
that the oblique edyges in the top background manifest as blocks with nun-zero higher frequencies 
coefficients. Coefficients at the lo er right portions of the picture are more sparsely distributed as there 
is more 'ariation in the pi\el data around the region. Since it major part Of the picture is uniform and 
pixels do not change abruptly. transform coefficients are very compact. A comparison of entropies 
hetýýeen pixel data and the transform coefficients in Figure 2.10 shovNs it reduction of apprurinrttelv 
2.42 hit,, hý D ("F. 
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2.3.4 Motion Estimation and Compensation 
-1 hw n otiou ()I, ohjcct- or the camera from one frame to the next complicates predictive coding. but it 
also opens up new compression possibilities. Fortunately, moving objects in the real world are 
some hat predictable. They tend to move vv ith inertia and in a continuous fashion. By finding 
correspondence of the regions between frames. predictive coding can he applied in the temporal 
domain. The process is typified by finding the apparent motion of objects in the scene. hence the term 
motion estimation. Motion estimation has been known to he the main contributor to the large 
compression ratio of video coders. The doýv n side of motion-compensated compression is the inter- 
frame dependenc 
. 
Effects of errors induced in one frame gets propagated to subsequent frames. As a 
result. independentlv coded pictures must he used at regular intervals to remove such dependencies. 
The correspondence between Mo or more frames in the picture sequences are widely exploited in both 
ý ideo compression and analysis applications. In video compression. frame differencing (FD) is the 
simplest means to remove temporal redundancy to achieve higher compression ratios. However. inter- 
frame relation between co-located pixels only holds if the objects remain stationary; object motion 
reduces this inter-frame correlation. A better alternative to simple frame-differencing is motion 
estimation: hx matching each pixel with a neighbouring pixel from other frames ývhich gives the best 
match. a displacement is found and the resulting residue is the difference between the current pixel and 
the hest-matched pixel from another frame. The collection of displacements from all pixel is termed as 
the displacement field or motion vector field (MVF); the resulting pixel residues form the displaced 
frame difference (DFI)). The dense MVF requires a fair amount of hits to code; it is commonly 
replaced by a sparse version in vvhich groups of pixels are represented by a single motion sector as 
depicted in Figure I. 1 1. 
ýIt) the 
---------------------- ---- ----------------- ---------------------- ---------------------- --- ----------------- ---------------------- 
---- ----------------- ------ ---- ------------ ------------- 
---- ----------------- ---------------------- ---------------------- ---------------------- -- ------------------- ----------------- ---------------------- ---------------------- ---- ----------------- 
(C) 
} iýýure ?. l I An illustration of advantage of IocaI motion estimation anal displaced frame difference: 
(a) shows an absolute traure difference (IFI)I); (b) shows the absolute displaced frame difference 
(jI)FDj) and (c) shmvs the motion vector field. Comparison of'(a) and (h) rcvealti that motion 
estimation reduces inter-frame redundancy better than simple franc diiferencing. 
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The DFD in (b) shows a marked reduction in the residual energy compared with the FD in (a). The ship 
at the left hand side is correctly predicted by motion estimation. This thesis is mainly concerned with 
improvements on existing motion estimation algorithms and proposal of novel algorithms for 
representing such fields. In additional a better match can be obtained by `warping' the reference frame, 
either by a single motion parameter (as in global motion estimation) or a few parameters, each on a 
separate region (as in motion segmentation). The warping of the reference frame gives a better 
predictor and hence reduces residual entropies. 
2.3.5 Quantization - Lossy Compression 
When perceptual redundancy and all statistical redundancies (spatial, temporal and those due to 
distribution of the codewords) have been fully exploited, the only means of further compression is to 
remove some information by means of quantization. In general, quantization is the process where a set 
of data is represented by a reduced set of symbols. As a result of quantization, a range of data symbols 
are represented as a single symbol and consequent reproduction would only yield an approximation of 
the original data. It is this approximation that accounts for distortion caused by quantization. 
We have cited earlier an example of quantization, which is the reduction of least significant bits in pixel 
value. Quantization where a single data value is coded as a symbol representative of a range of values 
is called scalar quantization. A representative scalar quantization scheme is the linear quantization 
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Figure 2.12 Quantizer transfer function, where x-axis is the input and y-axis is the 
representative value. (a) Linear quantization; (b) Non-linear quantization (exponential) 
-22- 
Chapter 2: Basics of Digital Video 
As illustrated in Figure 2.12, scalar quantization converts a single data value to its corresponding 
quantized value. Vector quantization, on the other hand, maps a group of data into a vector and assigns 
another vector from a reduced set of code vector which best matches the original vector. An example of 
vector quantization is colour quantization as shown below where Cb and C, are quantized jointly. 
After describing the general classes of compression techniques, the next section summarizes the past 
and state-of-the-art compression standards commonly used in the industry. 
2.4 Video Compression Standards 
Standardized coding for system inter-operability is the main necessity for widespread deployment of 
video communication and storage services (Has-941. Since the dawn of digital video processing in the 
nineteen-seventies, ISO/IEC and ITU has proposed various compression standards. These standards 
undergo substantial changes due to the technological advancements which provide ever-increasing 
processing power required by the video processors, and the rapid changes in demands from the, mass- 
consumer, military and medical sectors. Table 2.4 gives a summary of what these standards are and 
what applications they are targeted at: 
Table 2.4 Various video coding standards and their applications. 
Standard Date/Author Resolution Supported Data Rates Applications 
H. 261 1990, ITU QCIF, CIF 40 Kbps -2 ISDN-based video 
Mbps conferencing 
MPEG-I 1993, 352x240,352x288 <1.5 Mbps VideoCD 
ISO/IEC 
H. 263 1995, ITU SQCIF, QCIF, CIF, <2 Mbps, VLBR video over 
4CIF, 16CIF more effective POTS, GSM, video 
at <64 Kbps conferencing, 
MPEG-2 1994, 720x576 or below <15 Mbps DVD 
ISO/IEC 
MPEG-4 1998, Highly scalable Highly Digital television, 





H. 264 TBD, ITU Highly scalable Highly Next generation 
scalable codec for all 
purposes. 
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2.4.1 The generic Encoder 




T= Transform Coder 
Q= Quantiser 
Q'' = Dequantizer 
T'' = Inverse Transform 
FS = Frame Store 
ME = Motion Estimator 
MC = Motion Compensator 
E= Serializer + entropy coder. 
Key (sicinals): 
i= input frame 
e= displaced frame diff (DFD) 
p= predicted frame 
e= reconstructed DFD 
r= reconstructed frame 
s= partitioning information 
b= bit-stream 
v= motion vector field 
c= quantized coefficients 
Figure 2.13 The generic framework of video compression system. 
In the typical video encoder, the input frame i is partitioned into manageable blocks in the partitioning 
functional block P for further processing. Usually the luminance picture is partitioned into 16x16 
blocks. Taking the mandatory 4: 2: 0 format supported by all standards, the two chrominance frames 
have partitions of 8x8 blocks. The luminance block is commonly subdivided further into four 8x8 sub- 
blocks. Along with the two chrominance blocks, the six blocks forms the basic coding structure of the 
typical encoder, usually called the Macro-block, as shown in Figure 2.14. 
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Cb Cr 
Figure 114 An illustration of a macrohlock. The left-most picture shows a Q('IF-4:?: O picture 
pit rtitioncd into I6y 16 arrays of macroblocks. One macroblock consists of lour luminance(Y) 
block-, and 2 chrominance (CI, and (', ) blocks. sequenced in the numbered order. 
Rcdundancv 'v ithin a frame is reduced by transtiwm coding. usually with the 8x8 discrete cosine 
transform D('T. although the discrete "a' elet transform (DWT) and the 4x4 integer-hased Hadamard 
transform is gaining popularity in the more recent standards (MPEG-4 and H. 2'164 respectively). 
Due to 
the high correlation of neighbouring pixels, representing, pixel information within a block in the 
frequency domain has the adxantage that the majority of the high frequency coefficients will he zero. 
liv suitably scanning the coefficients in ascending order of component frequency (a zigzag scan). a 
string of running zeroes interrupted occasional lv by a non-zero number can he obtained. The string can 
then he easily encoded (usually run-length coding follossed by entropy coding). as in the functional 
block E of Figure 2'. 
13. Higher compression rates can be achieved if the coefficients are quantized 
before seriali/inc. hick creates more zero-runs and smaller non-zero values. This is the lossy 
compression carried out in block Q. The combined operation of 7', Q and E is illustrated in Figure 2.15. 
The T' and Q' blocks are the counter part of T and Q respectively, whose purpose is to reconstruct the 
block t` Much is the exact copy of what the decoder produces. Due to the quantizer. the reconstructed 
si<-mal ý is a distortion of the original input signal e. 
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Image Data 
141 130 165 190 189 187 120 162 
125 140 200 199 188 188 143 190 
174 164 194 189 183 182 145 209 
224 191 161 175 195 189 153 207 
211 213 212 216 225 221 206 217 
209 216 222 223 221 214 209 208 
209 209 208 213 213 200 200 205 
215 211 207 215 213 206 207 210 
T 
DCT Coefficients 
1547 -5 -41 -14 43 -27 39 -13 
-164 -24 -41 -16 21 -15 43 -12 
-49 -12 -40 -13 -4 11 5 -1 
22 -2 -31 7 -12 6 -8 1 
-1 8 15 33 12 -5 -5 -6 
-32 19 23 21 19 -7 0 -4 
4 6 2 0 1 2 2 -1 




193 0 -1 0 1 -1 1 0 
-5 -1 -1 -1 1 0 1 0 
-2 0 -1 0 0 0 0 0 
1 0 -1 0 0 0 0 0 
0 0 0 1 0 0 0 0 
-1 1 1 1 1 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 




{[193], (1, -5), (0, -2), (0, -1), (0, -1), (1, -1), (1,1), (2, -1) ... 
Figure 2.15 An illustration of DCT, quantization, zigzag scan and run-length coding. 
The remaining three blocks, the frame-store (FS), the motion estimator (ME) and the motion 
compensator (MC) are involved with removing inter-frame redundancy. The frame store acts as a 
memory storage for previous reconstructed frames r, which is used as reference frames for motion 
estimation in block ME. The ME block takes the current block s, and compares the surrounding of the 
reference frame for the best match. The relative location of this best match with respect to the location 
of the current block forms the motion vector information, v. The motion compensator MC, extract the 
v-displaced block from the reference frame to form the predictor block, p. The predictor block is 
subtracted from the input block to form the displace frame difference e, which is fed into the transform 
coder (T) and the whole process repeats. In the case of intra-coding, p is set to zero so e is simply the 
input block. 
The following sections describe briefly the historical and functional aspects of various coding 
standards. 
2.4.2 H. 261 
The H. 261 standard was the first video compression standard recommended by the International 
Telecommunication Union (ITU) for videoconferencing applications over the ISDN [ITU-931. The 
main framework used in H. 261 is identical to that shown in Figure 2.13 and has been used throughout 
succeeding video coding standards up until now. The standard supports coding pictures in the CIF and 
QCIF formats and the basic coding structure is the Macro-block. H. 261 has been used in the last two 
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decades of the twentieth century. It has since been slowly superseded by the newer, more efficient 
standards - H. 262 (MPEG-2) and H. 263 standards. 
2.4.3 MPEG-1 
The H. 261 video compression standard is targeted at applications for real-time communications. About 
the same time H. 261 was standardized, the Moving Pictures Expert Group (MPEG) from ISO was 
drafting a similar standard for off-line processing of video and audio data for storage in the 
entertainment applications. The result is the MPEG-I standard in the early nineties. MPEG-I and the 
subsequent MPEG-2 and MPEG-4 standards are multi-part standards; they encompass audio, video, 
system and other parts. We shall focus on the video coding part. Essentially, the coding MPEG-1 
standard is similar to the H. 261 standard. As MPEG-I has to cater for the entertainment field, it must 
take formats compatible with both analog sources like NTSC and PAL, which makes the SIF formats a 
natural choice. 
The MPEG-1 standard (formally known as ISO/IEC 11172) [MPE-93] provides superior compression 
to the H. 261 standard with the some additional features. One major improvement is an addition of the 
bi-directionally predicted frame (B-frame) in which the current frame can be predicted from a previous 
and future frame. This implies a delay in between the reconstruction and display at the decoder, 
because the decoded sequence is not necessarily the display sequence (see Figure 2.16). Nevertheless, 
this is not a major disadvantage in playback applications considering the amount of compression 
deliverable by B-frames. 
Picture decoded order: 
ýj 
1 
Picture display order: IBBP 
Figure 2.16 Difference in the picture decoded order and the display order 
due to B-frame coding in MPEG-1. 
In the mass consumer market, MPEG's attempt of standardizing VHS-quality VideoCD via MPEG-I 
standard has shown limited success, particularly in the low-end markets which is more tolerant to the 
blocking artefacts brought about by the block-based discrete cosine transform (DCT) and quantization. 
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It is its successor, MPEG-2, which makes cinematic experience possible in homes through DVDs by 
providing a more options in input formats and more sophisticated compression algorithms, as shown 
below. 
2.4.4 MPEG-2 
MPEG-2 [MPE-95] was produced in collaboration with ITU-T (which also published it as the H. 262 
standard). MPEG-2 is intended to provide compression for studio-quality video applications like digital 
broadcasting, DVD (digital versatile disks) and video-on-demand over ATM (Asynchronous Transfer 
Mode) networks. The standard was originally designed for high-quality encoding of interlaced video on 
standard TV with bit rates around 4 to 9 Mbps. MPEG then proceeds to draft the MPEG-3 standards for 
high-density TV (HDTV). The group later realised MPEG-2 is equally capable of handling such 
applications. MEPG-3 was subsequently disbanded with all the works absorbed into MPEG-2. 
The main contribution of the MPEG-2 is the facility for video formats compatible with the analog 
formats (NTSC, PAL, SECAM, etc). All three colour sampling formats of 4: 2: 0,4: 2: 2 and 4: 4: 4 are 
supported. Furthermore, both interlaced and progressive video are possible; motion estimation can be 
field-oriented for better compression. 
Another important addition is the concept of scalability. In the scalability mode, each picture is sent in 
two layers: 
1. Basic layer which carries essential data to reconstruct a low-quality picture. 
2. Enhanced layer which carries additional information to improve the visual quality of current 
picture. 
With scalability mode, it is possible for a basic decoder to extract a lower rate bitstream which will 
reproduce a lower quality image, while allowing an advanced decoder to receive the full resolution, 
high quality picture. 
2.4.5 H. 263/H. 263+ 
At the same time ITU-T continues to improve its video-conferencing compression techniques to cater 
for the rates for the POTS networks, which brings about the H. 263 standard [Rij-961 [ITU-98], 
subsequent improvements lead to the version 2 of the standard that provides more options and wider 
range of applications. It is commonly known as the H. 263+ standard. The objective for H. 263 and 
H. 263+ was to provide significantly better quality then its predecessor H. 261 for real-time transmission 
on networks with data rates below 64 kbps such as the PSTN and the GSM [Kar-96]. 
The basic building block of the H. 263 encoder is similar to that of the H. 261. Refer to [ITU-98] for a 
detailed description of the semantics of the bit-stream. 
-28- 
Chapter 2: Basics of Digital Video 
Motion compensation is done with reference to the previous frame and vectors are represented at half- 
pixel resolution. Motion compensation at 'h-pixel resolution is by frame interpolation with the ['/a, '/z, 
'/a] bilinear filter. The VLC uses a novel 3-dimensional (LAST, RUN, LEVEL) run-length codes. 
In addition to the basic coder specifications, the H. 263+ standard provides various optional schemes to 
improve coding efficiencies at the expense of higher processing resource requirements. These options 
include the possibility of coding motion vectors outside the reference picture, overlapping of motion 
compensated blocks to reduce blocking artefacts. A new partitioning syntax called the slice is used to 
enable a more region-based approach to video coding. 
Compared with the MPEG-2 standard, H. 263+ provides a much more sophisticated scalability controls 
(spatial, temporal, and SNR scalabilities). The H. 263+ is also better suitable to provide error resilience 
to noisy transmission channel and heterogeneous networks. 
2.4.6 MPEG-4 
The MPEG group designs MPEG-4 [Per-00] [Ava-00] to allow the user to interact with the objects in 
the scene within the limits set by the author. It also brings multimedia to low bit-rate networks [Sik-97] 
[ISO-981. MPEG-4 uses media objects to represent aural, visual or audiovisual content. Media objects 
can be synthetic like in interactive graphics applications or natural like in digital television. These 
media objects can be combined to form compound media objects. MPEG-4 multiplexes and 
synchronizes the media objects before transmission to provide. MPEG-4 organizes the media objects in 
a hierarchical fashion where the lowest level has primitive media objects like still images, video 
objects, and audio objects. MPEG-4 has a number of primitive media objects that can be used to 
represent 2 or 3-dimensional media objects. MPEG-4 also defines a coded representation of objects for 
text, graphics, and synthetic sound, talking synthetic heads. 
The visual part of the MPEG-4 standard describes methods for compressing images and videos, 
compressing textures for texture mapping of 2-D and 3-D meshes, compressing implicit 2-D meshes, 
and compressing time-varying geometry streams that animate meshes. It also provides algorithms for 
random access to all types of visual objects as well as algorithms for spatial, temporal and quality 
scalability, content-based scalability of textures, images and video. Algorithms for error robustness and 
resilience in error prone environments are also part of the standard. For synthetic objects MPEG-4 
specifies parametric descriptions of human face and body, parametric descriptions for animation 
streams of the face and body. MPEG-4 also describes static and dynamic mesh coding with texture 
mapping, texture coding with view dependent applications. MPEG-4 supports coding of video objects 
with spatial and temporal scalability. Scalability allows decoding a part of a stream and construct 
images with reduced decoder complexity (reduced quality), reduced spatial resolution, reduced 
temporal resolution, or with equal temporal and spatial resolution. UNIVERSfl)' 
OF BRISTOL 
LIBRARY' 
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2.4.7 H. 264/MPEG-4 Part 10/AVC 
After finalising the original H. 263 standard for video telephony in 1995, the ITU-T Video Coding 
Experts Group (VCEG) started work on a "short-term" effort to add extra features to H. 263 (resulting 
in Version 2 or H. 263+). At the same time, a "long-term" effort is underway to develop a new standard 
for low bit rate visual communications called "H. 26L" standard, offering significantly better video 
compression efficiency than previous ITU-T standards. In 2001, the ISO MPEG recognised the 
potential benefits of H. 26L and the Joint Video Team (JVT) was formed, including experts from 
MPEG and VCEG. JVT's main task is to develop the draft H. 26L "model" into a full International 
Standard. The outcome will be two identical) standards: ISO MPEG4 Part 10 of MPEG4 and ITU-T 
H. 264. The "official" title of the new standard is Advanced Video Coding (AVC); however, it is widely 
known by its old working title, H. 26L and by its ITU document number, H. 264 [Wei-03] [JVT-02] 
[Ric-www]. 
Common to earlier standards (such as MPEG1, MPEG2 and MPEG4), the H. 264 draft standard does 
not explicitly define a codec. Rather, the standard defines the syntax of an encoded video bitstream 
together with the method of decoding this bitstream. The basic functional elements (prediction, 
transform, quantization, entropy encoding) are little different from previous standards (MPEG1, 
MPEG2, MPEG4, H. 261, H. 263); the important changes in H. 264 occur in the details of each 
functional element. The main improvements relevant to real-time applications include: 
" 4x4 luma prediction modes - encodes INTRA 4x4 blocks by predictors of surrounding 
blocks. 
" Variable block-size motion estimation - allows 16x16,8x16,16x8,8x4,4x8,4x4 
based motion estimation to better match blocks to true regions. 
" 4x4 residual transform and quantization - integer-based joint transforms and 
quantization scheme to reduce processing requirements. 
" Sub-pixel resolution motion estimation - allows 1/2-pixel and 1/4-pixel motion 
estimation for better temporal prediction. 
Other features like B pictures and block-based multiple reference frames prediction are not feasible for 
real-time implementation and will not be discussed here. The reader can consult [JVT-02] for the full 
description of the coding standard. 
2.5 Video and Image Segmentation 
Other than MPEG-4, all prevailing video coding standards are based on partitioning frames into regular 
square grids. The historic H261 started the trend by introducing the macroblock concept where a 
picture is partitioned into 16x16 blocks and coded in a raster-scan order. MPEG-1 and MPEG-2 adopts 
the paradigm and H. 263 started out similarly. A higher layer of coding is the GOB (group of blocks) 
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where macroblocks are grouped sequentially into horizontal strips. Other segmentation coding 
techniques have been extensively proposed and researched. They include quad-tree decomposition, 
edge-line coding and region adjacency graph coding. However, these methods are yet to be 
incorporated into any standards due to complexity issues and are generally application-specific. The 
state-of-the art till date remains at improving the macroblock structure: 
" Coding of macroblock-based slices in arbitrary order. 
" Alpha coding within a macroblock to represent different layers within a macroblock. 
Despite being included in the standards, the MPEG-4 segmentation is rarely used in real-time coding 
applications. Until the complexity issues can be solved, simple segmentation of regular slices and GOB 
will prevail. On the H. 264 front, main research efforts are spent on improving compression efficiencies 
in the macro-block level and segmentation coding has not been included. This provides an interesting 
area of research in the near future. 
2.6 Summary and Comments 
This chapter has reviewed the basic concepts of video coding together with a survey of current 
standards. It has explained the major issues associated with various sources of redundancies, and 
highlighted how these redundancies can be removed. 
The main thrust of this thesis is to find ways to remove temporal redundancies by means of motion 
estimation and segmentation. The target is to provide the intra-coder (texture coding) with the displaced 
frame difference (DFD) (or textural reside) containing the least entropy. The principal concern in this 
thesis is lossless inter-frame processing. It is believed that providing a lowest entropy residual to the 
texture coder and quantizer is crucial to having a good rate-distortion curve as the amount of 
information to start with is minimized. Another part of the thesis is concerned with removing 
redundancy in the motion vector field without affecting the textural entropy. This is not related to the 
rate-distortion optimization problem, but is aimed at reducing the overhead of coding the motion 
information which constitute a higher proportion of the bit budget in recent coding standards where 
block sizes get smaller and target bit-rates gets lower. 
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The common notion of video as a sequence of images is an incomplete one. It fails to reflect the fact 
that the consecutive images in a sequence are highly correlated with each other most of the time. This 
correlation results in a high inter-image or inter-frame redundancy. By exploiting these redundancies, 
video sequences can be much more highly compressed than a collection of independent images. Motion 
estimation is the general term referring to the matching of pixels or groups of pixels between two or 
amongst more frames to remove these redundancies for coding purposes. On the other hand, motion 
estimation is also a low-level analysis tool to extract and track moving objects from a video sequence. 
Local motion estimation (LME) refers to a group of algorithms where pixels or small groups of 
neighbouring pixels are matched to produce a map of correspondences between two or more frames. 
This is in contrast with global motion estimation (GME), where a frame is motion estimated as a whole, 
or as a segmentation of a few large regions which is deemed to have been transformed and moved as a 
contiguous entity. This chapter and the next (3 and 4) focus on local motion estimation whilst in the 
following two chapters (5 and 6), global motion estimation is discussed. 
Chapter 3 will be dedicated to basic principles and prior art, where different approaches to LME will be 
discussed. One method in particular, the block matching algorithm (BMA in short), will be singled out 
as an algorithm of choice due to its ease of implementation and computational tractability. In chapter 4, 
a few novel insights into BMA will be presented. New algorithms of BMA that incorporate elements 
from other motion estimation approaches will also be introduced. 
3.1 Basic Principles of Motion Estimation 
Motion estimation is the determination of the correspondence between pixels in one picture and pixels 
in another. In this thesis, we focus on estimating the motion of current frame I(x, y, t) with respect to 
the immediate previous frame I (x, y, t -1) . Alternative schemes of using multiple reference frames and 
bidirectional prediction using future as well as previous frames can be easily adapted. The fundamental 
principle behind motion estimation is that pixel intensity 1(x, y, t) within an object does not change as 
the object moves. This is translated into the following differential equation: 
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dl (x, y, t) 0 
Eq 3-1 
dt 
Taking partial derivatives in Eq 3-1 results in the optical flow equation (OFE) first used by Horn and 
Schunck [Tek-95] [Hor-811: 
al dx al dy a! 
_ ... 
(a) Eq 3-2 
at dt ay dt at 
I. 
ru+I,, v+! =0 ... 
(b) 
v/. p+1 -0 ... (C) 
v! "v+i=o ... (d) 
In Eq 3-2 (b), (u, v) denotes the motion vector components; !x. 1, and I are the partial derivatives of 
/(x, y, t) with respect to the horizontal spatial, vertical spatial and temporal variables respectively. The 
dots in Eq 3-2 (c) represent partial derivatives with respect to t, and p represents pixel co- 
ordinate (x, y). Hence the derivative of p is the motion vector v in Eq 3-2 (d). The problem of motion 
estimation is thus the evaluation of v(p) for each p in which Eq 3-2 is satisfied. 
Empirically, a pixel (moving or stationary) seldom maintains constant intensity across frames. Hence, 
the right hand side of Eq 3-1 is seldom zero. The reasons are many-fold. They include: 
" Impulsive noise caused by the image capture process. 
" Change in illumination on the object. 
" Shadow cast on the object by other moving objects. 
0 Change in exposure settings of the capturing device. 
Due to these errors, an alternative approach is to derive a discrete form for the left-hand-side of Eq 3-1, 
arriving at the equation for displaced frame difference (DFD) [Net-79] [Wal-84] [Tek-95]: 
e(p, t) =1(p, t) -I (p - v(p, t), t -1) 
Eq 3-3 
With Eq 3-3, the expression v(p) suggests a velocity as a function of location, thus forming the motion 
vector field. Then motion estimation is achieved by minimizing a specified norm Ile(p, t)II : 
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Eq 3-4 
v(p, t) =argminll/(p, t) - I(p - u, t -1)II 
U 
Pixel-based minimization of Eq 3-4 usually produces poor results due to the sensitivity of the algorithm 
towards noise. Current and past video compression standards [ITU-93] [ITU-98] [MPE-93] [MPE-95] 
adopt a blocked-based minimization (block matching algorithm, BMA), thus producing a sparse motion 
vector field, which is both computationally tractable and robust. 
Instead of minimizing the DFD norm, we can find the best match of the neighbourhood of (x, y) in 
frame t with a displaced neighbourhood in frame t-I by means of the correlation function: 
C(x, Y, &, DY, tl, t, --)= I(i, J, ti)I(i-Ax, J-DY, t-) 
Eq 3-5 
(., l)EN(x, T) 
N(x, y) is the set of points in a pre-defined neighbourhood of (x, y) including (x, y) itself. The motion 
vector (u, v) at location (x, y) would be the (Ax, Ay) pair which produces the highest correlation or best 
match according to some similarity measure: 
<u, v >= arg max C(x, y, Ox, Ay, t, t -1) 
nr4y) 
Eq 3-6 
Variations of Eq 3-6 has been used in several motion estimation algorithms based on the spatial 
frequency domain of (x, y, t), which has been claimed to be more precise in locating the vectors and is 
more robust towards noise due to variation in lighting conditions [For-021. 
Next, we introduce statistical methods for motion estimation. These methods find the motion vector 
fields V ={v(p); E A}where A denotes the set of pixels in the frame, or the frame lattice. Given the 
current and previous frame in as intensity fields (I, and I, _, 
) using maximum a-posteriori probability 
(MAP) estimation, a widely used Bayesian method [Leo-99] is given by: 
P(V I it 'I f-I 
)- P(I, IV, I, -, 
)P(v 
P(I, I I, -ý 
) 
Eq 3-7 
The left hand side is the a posteriori probability, the probability of a certain motion vector field V, 
given the current frame and the previous frame. The first term in the numerator of the right-hand-side 
of Eq 3-7 is the likelihood of V giving rise to I,. The second term is the a-priori probability of the 
motion vector field, V, denoting how likely V is to occur, this is usually based on some spatial 
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distributional properties of the field. Motion estimation is the maximization of this MAP with respect to 
all or a subset of the V configurations. As the denominator in Eq 3-7 is independent of V, the MAP 
estimation can be simplified to: 
Eq 3-8 V =arg max p(U i I, arg max p(I, I U, I, _, 
)p (U I I, 
_, all u all U 
Note that V is a candidate of the whole motion vector field configuration, not an individual motion 
vector. The various motion estimation algorithms based on Bayesian methods vary in how the 
likelihoods and the priors are modelled. Regardless of the models chosen, maximization through a full 
search of the whole configuration space is too computationally intensive; various methods of sub- 
optimal search will be discussed in a subsequent section of this chapter. 
All methods described above are applicable to pixel based algorithms, giving rise to a dense motion 
vector field. They are useful for extracting objects for advanced object-based coding, but the dense 
motion vector field needed as side information for coding proves to be too excessive to be transmitted 
or stored in video compression systems. The alternative for general video coding is to sub-sample the 
vector field and transmit the sparse motion vector field instead. This gives rise to region-based motion 
estimation. 
The simplest form of region-based matching method uses N, x N2 non-overlapping rectangular blocks 
(square blocks are a special instance where N, = N2 = N) from 1(x, y, t)and finds a block with the 
neighbourhood in 1(x, y, t -1) with the best match, each neighbourhood block is characterised by the 
offset (O&, Dy) between the neighbouring block and the current block, and the collection of search 
offsets forms the search window. Typical search window is the rectangular range 
[- R, Rf where R is a 
positive integer. This method results in a sparse CxR motion vector field from aWxH picture, 
where C=W/N, and R=H/ N2 . 
The block matching algorithm (BMA) is used in virtually all video 
compression standards like MPEG1, MPEG2, MPEG4, H. 261, H. 263 and H. 264. 
< ti, v >* = arg min 
N, -IN -I Eq 3-9 
<u. V>r=w vtj . r=o 
III(cN, +x, rN, + y, t)-1(cN, +x+tu, rN2 +y+v, t-1)11 
Different BMA methods vary according to their: 
" Matching criteria - the cost function 
II"II, examples include sum-of-squared-difference 
(SSD), sum-of-absolute-difference (SAD), correlation-related measure, etc. 
" Search strategies - the set of motion vectors to be searched, and the sequence of the 
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search procedure, examples are the full search [Bru-01], fast-full-search [Kog-81], 
three-step-search [Iai-81], 2-D logarithmic search [Sri-85], one-at-a-time-search [Li- 
94], new-three-step-search [Liu-96], block-based gradient descent search [Orc-941, etc. 
0 Block sizes - the values of N, and N2, for instance 4x4 pixels, 8x8 pixels, 16x16 pixels, 
and varying block-sizes. 
Extending BMA beyond regular blocks results in variable-block sized BMA and region-based motion 
estimation. The former usually involves quad-tree decomposition; the latter involves motion 
segmentation, which will be elaborated in later chapters. 
The next section provides a detailed study of the prior art to these motion estimation methods. 
3.2 Existing Methods of Estimating Local Motion 
3.2.1 Methods using Optical Flow Equation 
The optical flow equation (OFE) of Eq 3-2 contains 2 variables u and v for each pixel, requiring 
additional constraints if it were to be solved. The standard approach for handling this ill-conditioned 
problem is to assume that the motion vector field obeys certain spatial pattern constraint. Solution of 
the optical flow equation then involves the minimization of the combined effects of the OFE and a 
regularization term E, 
(u, v): 
E(x, y) = 
[1x (x, y)Ii(x, y) + 1,, (x, y)v(x, y) + 1, (x, y)i 
Eq 3-10 
+ aEs [u(x, y), v(x, y)] 
The value of ais used to adjust the relative weights of the OFE term and the constraint term. 
The most common formulation of ES is the first-order, or membrane, model [Tek-95]. This is based on 
the assumption that motion of individual pixels do not vary significantly across the region: 
17 E? (u, v)= IIOciII + IIvv! 12 Eq 
3-11 
all 2+ all 
'+ 






In their classic paper, Horn and Schunck [Hor-81] used the following iterative equations to 
minimize E(x, y): 
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It 
k+l 
_<! [k >-I r['C 
<itk >+IC <vk >+1Eq 3-12 
a2+12+12 
k+I k 
-I r[I. r <uk >+IV <vk >+I v _< > 
a2+I +I? 
In Eq 3-12, k is the iteration step number, <uk > and <vk > the neighbourhood averages of itk and vk 
The smoothness measure imposed by Horn and Schunck's method tends to blur out true motion 
boundaries and does not help in determining previously occluded regions. Nagel and Enkelmann [Nag- 
86] proposed the concept of directional smoothness constraints, which weighs the motion vector 
smoothness constraint according to the texture edges. 
Eq 
Eis (u, v+ = (VuT W(Vu)+ (VvT W(Vv) 
q 
3.2.2 Pei-Recursive Methods with Displaced Frame Difference 
The pel-recursive method aims to minimizing the energy of displaced frame difference in Eq 3-4: 
e2(x, y, t)=[I(x, y, t)-1(x-u(x, Y), Y-v(x, Y), t-1)1 
Eq 3-14 
There are two common approaches - the steepest-descent method and Newton-Raphson method [Pre- 
021. The steepest-descent method moves the candidate estimator away from the direction of the 
gradient, as in Eq 3-15. The equation is a pixel-wise expression with u is the motion vector (u, v) and 
E(u) has its implicit variable x, y, t for clarity; k is the iteration number. The value of a is chosen to be 
small enough to prevent oscillation, yet large enough to ensure rapid convergence. 
Uk+º =uk aVuE(u) Iuk 
aE 




The Newton-Raphson method is used to find the root of E'(u) = 0: 
Eq 3-15 
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Netravali and Robbins [Net-79] first used the steepest descent method by replacing the gradient term 
with a calculable form: 
vk+1(P)=vk(P)-E[I(p, t)-/(p-Vk(P), t-1)]c7 1(p-Vk(P), t-1) 
Eq 3-17 





Cafforio and Rocca [Caf-83} used an improved version of Eq 3-18 by adding a constant term to prevent 
division by zero: 
1 Eq 3-19 
E 
lIvJ(_ , t-111' +, 7' 
3.2.3 Bayesian Methods 
As discussed in the last section, motion estimation can be viewed as finding the motion vector field 
modelled as a random field which gives rise to the maximum a-posteriori probability given the current 
and previous frames. Bayesian methods are composed of two parts: 
1. Modelling of the likelihood and the a priori fields. 
2. Maximization of the MAP which is expressed as the product of the likelihood and prior fields. 
In its simplest form, the likelihood field is modelled by assuming that the change in the intensity of the 
pixel along the true motion trajectory is due to observation noise. By assuming this noise to be a zero 
mean Gaussian distribution with variance o`' identically and independently distributed across all pixels, 
we arrive at the likelihood model [Tek-95], in terms of the displaced frame difference: 
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Ey ; -? O 
exp 
II(p. il-/(p-v(p). r-lr 
To model the prior prohahilit%. we First observe that in most scenes motion is the result of movements 
of rigid objects. The motion field within each object should he quite uniformly changing. if not similar. 
I lence. it is usual to impose a smoothness constraint to the motion vector field. which assumes that 
motion vector fields are smooth except at object boundaries. Based on this assumption. the motion 
vector field prior can he modelled as a Markov random field ILi-OOl. A Markoy random field is it 
random field whose probability of a site (in the case of- motion vector field. the prohability of a pixel 
having a certain notion vector) is conditional upon [he close vicinity (neighbourhood) of the site. as 
illustrated in Figure 3.1. 
AP erv S Current Pixel 
0 Neighbouring Pixels 
0 Other Pixels 
ýO ý 
ý-ý ß C3-º 
P(v(") lallv(Q)&v(O)) 
O =P(v(e)lall v(O)) 
I An illustration of motion vector field modelled as a Markov random field. 
The conditional probability of current pixel given other pixels is fully determined by the 
conditional probability of current pixel uiven its neighbouring pixels. 
Dropping the intrinsic t variable to always refer to the current Frame, the conditional probability of 
current pixel %(p) is based on a neighbourhood system 1/(p) such that: 
pL 1/(p) 
Vp. gE .ý 1/(p)E i 11((I)E PI 
Common neighbourhood systems are the 4-neighbour system i1-, and 8-neighbour system tls: 
fxl 3-2I 
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Figure 3.2 4-neighbour and 8-neighbour systems. 
A Markov random field (in this case the motion vector field V= (v (p): pE A }) is defined as: 
p(v(p) I {v(9): 9(=- A/{p)})= p(v(p)171(p)) Eq 3-22 
A Markov random field specified in terms of conditional probabilities is not of much use since the 
configuration probability, p(V = {v(p) :pe A}) is required for MAP estimation. This is circumvented 







U(V) = IV(c; V) 
(EC 
In Eq 3-24, Z is the partition function which normalizes p(V) to make it a probability measure. C is the 
collection of cliques of the neighbourhood system, defined as the set of neighbouring pixels. For 
instance the clique of a 4-neighbour system can be a pixel, or a pair of neighbouring pixels; no 3 pixels 
can form a clique in 4-neighbour system. The term V(c; V) evaluates into a real number representing 
the "energy" of the clique -a higher energy lowers the probability p(V). We can now define quote and 
example of a prior probability of the motion vector field in terms of a GRF, using the difference 
between neighbouring motion vectors as clique energy and a 4-neighbour system: 
ex - p(V I I, -1)= 
i IIv(p) - v(q)ll 
all 1 p. q pe. %. ge A. psq ) 
Eq 3-24 
Finally motion estimation by Bayesian MAP methods is expressed as Eq 3-25 by substituting Eq 3-20 
and Eq 3-24 into Eq 3-8. 
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V =argmaxp(UII,, I, _, 
)=arg maxp(I, JU, I, _, 
)p(UII, 
_, 
) Eq 3-25 
auu auu 
=argmin 
[J(P, t)-! (P 
2- 




Finding the optimal configuration is a highly complex task; this has been, and still is a vast area of 
research. In summary, the various algorithms can be categorized into two main groups - simulated 
annealing and deterministic annealing. 
Simulated annealing [Kir-831 involve a class of stochastic relaxation techniques called the Monte Carlo 
methods. The process starts with perturbing an initial configuration, and comparing the probability of 
the perturbed field with the original field, if the new probability is higher, the new field is accepted and 
the process repeats. If the new probability is lower, the perturbed field is not immediately discarded; it 
has a certain probability of being selected, which is dependent on a "temperature" value. The iteration 
continues for a pre-determined number of steps, after which the temperature value is reduce, thus 
decreasing the chances of accepting any less likely configurations. This whole process eventually 
reaches a stable condition with the final field converging to an optimal result. Two popular schemes of 
relaxation are the Metropolis algorithm and the Gibbs sampler [Gem-84]. 
In contrast to simulated annealing, deterministic annealing methods [Ros-98] do not accept less likely 
configurations. This makes deterministic annealing methods converge fast, but with an increasing risk 
of reaching a local minimum. Hence it is very important to have a good initial guess before the 
deterministic annealing process begins. Typical examples of deterministic annealing include Iterative 
Conditional Modes (ICM) [Bes-86], Mean Field Annealing (MFA) [Abd-92] [Zha-93] and Highest 
Confidence First (HCF) [Cho-90]. 
3.2.4 Region-Based Matching Methods 
Region-based matching methods are purely heuristic approaches to motion estimation. A typical 
example is the block matching algorithm (BMA) used in all video coding standards. Other methods 
include phase correlation, motion modelling and quad-tree-based split and merge matching. This thesis 
focused on some novel approaches to BMA and aims at exploiting the speed of this method to segment 
video sequences into more natural regions, so video can be compressed at a higher level. 
Some of the issues which will not be covered in detail but are worth mentioning in the section are the 
overlapped block motion estimation and the multiple reference frame based motion estimation. 
BMA methods usually produce residual images which contain very sharp edges. This is partly due to 
block-boundaries as well as the motion failure in uncovered regions. These sharp edges carry a wide 
range of spatial frequencies which, when transformed, require a lot more bits to code. To mitigate this 
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etfect. the mcrlappcd block motion compensation (()ßM(') IKuo-98I ILec-99I ITao-971 is used (in 
I1.263 ). 'ý hieb av cra_gcs hiyel values from the motion due to current block and the neighhouring block. 
As illustrated in Figure 3.3. the displaced frame difference with OBMU (h) has softer edges compared 
with traditional motion compensation (a). OBM(' has been proved to improve coding efficiencies by 
removing, sharp edge,, thus reducing high frequency components. The framework laid out in this thesis 
can utilise ()BM(' directly without much difficulty and will he left as future work to he done heyond 
the scope of this thesis. 
(c) 
Figure 3.3 An illustration of ad%antage of using overlapped block motion compensation (()BM(') 
with I3N'IA: (a) shoes a I)FI) from normal BMA: (h) shows a I)FD from BMA with OfiMC and 
(c) shovvs the motion vcctor field. Comparison of (a) and (h) revcals that UFD in (h) has less 
sharper ed(-, e. A higher mean-squared-errors IMSE) in (a) reinforces the point. 
As an object moves across a static background. different regions are uncovered and occluded. 
Uncovered background regions in the current frame may not find it match with the immediate previous 
frames. as illustrated in Figure 1.4. By using multiple reference frames. the matching process can he 
carried out across a multitude of past frames. This has been shown to be effective in scenes with 
multiple mov iffii objects of small areas. Hmýever. the process is very memory-intensive and introduces 
significant computational load to the video encoder. As this method is a logical extension from single 
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Fil-'urc 3.4 Illustration of sotv ing, occlusion problem with multiple reference frames. 
3.3 Some Considerations in Motion Estimation 
3.3.1 Occlusion Problem 
Rc,, iiJlc"ý, of tliC mc1h(Lk u. Cd to sOIvC the inootion estimation problem. it is usual! assumed that the 
motion at the particular hivel or region does eist. 'i'bis is not necessarily the rase in a rre\i0usly 
occluded background region repealing itself as a mýwinýg foreground object moves. Motion vectors 
found in these uncovered regions are meaningless. at best. From the coding joint o1 \ ievv such motion 
vectors siml)IN Points to the region in the reference frame vv hich produces the best predictor: fur motion 
segmentation and global motion estimation. such spurious deviation from true motion tend to sway 
estimates aý\ay from the true solution. As such. an attempt has to he made in the next-ocnerat loll 
coding techniques to rem&)Ve them from the estimatiom process. The use multiple reference frunms as 
describe in the pre ious section is practical approach to alleviate this problem. provided there is enough 
memory and processing resources. 
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Frame t-2 (good match) Frame t-1 (unmatched) Frame t(uncovered area) 





Frame Land motion vector field of two 
objects and an uncovered region 
Figure 3.5 Illustration of motion vectors in uncovered region. 
3.3.2 Aperture Problem 
A Lonnplcnicntan hl(l ICnI t)) (, L'L'lwiuit is the aperture hrtthIent. In the fOrnicr. there is no nicaningglul 
solution to motion estimation. whereas in the latter. there is more than one solution. l)ue to the lack of 
texture and also due to the fact that motion along the direction normal to the intensity gradient cannot 
he estimated. real motion may not he found. as shown in Figure 3.0. The white square foreground is 
moving in the north-east direction. a moving corner contained in block 13 allows motion to he estimated 
accurately. On the other hand. block A has only a horizontal edge. which makes the horizontal 
component cat the motion impossible to he estimated; similarly the vertical component of the motion in 
block (' cannot he estimated without ambiýýuity. 
A Ambiguous motion 
vector: Solid Arrow 
estimated by OFE 




C Ambiguous motion 
vector: Solid Arrow 
estimated by OFE, 
others by BMA. 
Fiaurc 3.6 Illustration of aperture problem with motion estimation. 
The wroiie choice of motion rector may not he a serious problem insofar as the estimated'ector results 
in the hest niatch instead of the true match hirh may he not he the optimal one due to noise corruption 
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Frame t-1 and motion of two objects 
True motion 
('Kapier ;: Local Motion Estimation 
or a change in local intensity (an examplc would he an object moving into the shadow of another). 
However. such deviants from the 'I-11uund truth' often lead to discontinuities in the motion vector field. 
rLyuiring more hits to code in a predictive coding system. 
3.3.3 Varying Block-size for BMA 
cl, is, ic hohle,,, pertaining to 13M, ß and other region-hased motion estimation algorithms is the 
choice of block size or area of a region. On the one hand, block sizes are to he made large enough so 
that an accurate sector can he estimated in the presence of small 'noisy' regions; larger block sizes 
usually include more texture so that the vector found by block matching is more indicative of the 
motion of the region as a Mhole. On the other hand. choosing too large a size increases the risks of 
hav inL1 the multiple moving objects vw ithin a single block. This is frequently referred to as the general 
aperture problem. where the choice of v%indows sizes involves getting enough texture for an accurate 
estimate Mhilst making, sure the size is not too large to include multiple moving objects. 
Figure 3.7 sho sa typical segmentation of a I3MA using varying block size to compromise between 
having enough texture to have a robust estimate and containing multiple ohjects. This method has also 
been used in'arious rate-distortion optimization schemes to jointly optimize the amount of residue and 
the amount of side information needed for partitioning and motion vectors. 
  
Figure 3.7 Typical quad-tree segmentation resulting from 
v arv inu, Klock size according to compromising bem een 
robustness and multiple objects. 
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3.4 Summary 
This chapter begins with the basic principle behind motion estimation. The problem can be expressed 
as the solution to the optical flow equation, the matching of regions according to certain cost function 
or similarity measure, or the maximization of the a posteriori probability that a motion vector field 
occurs as a result of the two frames subject to certain prior probability constraints. Based on these 
principles, a few LME methods are reviewed. These include methods using OFE, the pel-recursive 
methods, Bayesian methods and the region-based matching methods. 
The first three categories have traditionally been confined within academic fields; in practical situations 
these solutions require large complex systems and usually entail off-line processing. Real-time LME 
like video compression and motion detection uses region-based methods almost exclusively. In 
particular, the block-based matching (BMA) approach is used in all known video compression 
standards because it is computationally light-weight and conceptually simple. However, BMA is 
sometimes plagued with problems like the generalized aperture problem. In the next chapter, we 
introduce a few novel modifications to the traditional BMA method which brings about improvements 
in computation times, estimation accuracies and precisions. The next chapter also shows how elements 
from the first three LME methods can be incorporate into BMA in real-time to evaluate a motion vector 




Novel Approaches to BMA 
In the previous chapter, various local motion estimation methods were discussed. Amongst the methods 
discussed, the Block Matching Algorithm (BMA) is touted as the basic motion estimation algorithm of 
choice in video coding standards, and is also the most plausible candidate for real-time picture 
sequence analysis in machine vision. Its computational simplicity makes it ideal for real-time video 
compression and analysis. Research in the past has focused on fast search algorithms to find sub- 
optimum solutions to the minimization problem. As hardware and processor speed increases, 
algorithms performing full search has been made possible. 
However, memory requirements and bandwidth has become the new bottleneck for most processing 
systems. As opposed to other local motion estimation methods, motion vectors resulting from BMA 
suffers from the lack of sub-pixel resolution; in order to achieve sub-pixel resolution for the vectors, 
reference pictures are usually interpolated to the desired sub-pixel level and motion is then estimated 
based on these interpolated pictures, Sub-pixel estimation in BMA are known to bring about substantial 
compression improvements, but interpolation of reference frames usually entails large memory storages 
and substantial processor time is spent on memory access. Access to these large interpolated frames 
increases memory bandwidth, which tends to stall most processing systems as pipelines are broken. The 
next section introduces a sub-pixel estimation of BMA without interpolation. This is done by modelling 
the distortion space around the integer-pixel-based minimum point. 
Subsequent sections of this chapter introduce a new way of calculating a motion vector field. As 
opposed to the traditional raster scan method, the new algorithm uses a novel queue-based approach 
which processes `reliable' blocks first. Subsequent less reliable blocks have an additional smoothness 
constraint tagged to their minimization objective. This new algorithm involves introducing a new 
reliability measure to a BMA, adding a smoothness constraint term into the minimization problem 
similar to the Horn and Schunck formalization, and a queue-based approach similar to HCF [Cho-90] 
of the deterministic annealing method. It introduces a better smoothness constraint which can either be 
used to produce a more natural field for motion segmentation, or to reduce the entropy of the 




Novel Approaches to BMA 
4.1 Interpolation-free Sub-pixel Estimation for BMA 
A popular ntethod OI motion estimation in video coding system. Block Matching Ah orithms I f3MA ) 
offers speed and robustness vv here other piyel-teased methods cannot. One short-fall of BMA is the fact 
that ýOth the original reference frone. motion vectors can only have integer resolution. Motion 
estimation at sub-pixel resolution provides more efficiency tor BMA. thus reducing the residual 
displaced frame difference. As sho n in Figure 4.1. the DFD energy reduces gradually as motion 
estimation (BMA at SyS blocks) is carried out at increasing sub-pixel resolution. 
a) I-ull-1)1vLCl (1I31 (h) I/_'-pIycI iI'SNR=,?. S (IH) (c) I/4-piycl WS NR=., O. Ud10 
, di I, S-pivcl(I'SNR=i9.5dB) (c) i/16-pixel(F'SNR=39.6dB) 
Figure 4.1 Illustration u1 the benefits Of sub-pixel motion estimation. There is a gradual reduction in 
the hWh-enern pixels in the displaced frame difference (DFD) as sub-pixel resolution increases. as 
quantified by the PSNR. 
Suh-hiycl resolution can he found via interpolating fractional pixel values. This is used in major video 
coding standards (Flt'-o)J 1ITU-98I IMPE-93I IMPE-951. where pixels are represented at 1/2-pixel 
resOlutiom for the Iuminanre Component and I/4-pixel resolution for the Chrommalice components. 
11.261 ailsO a111011', I/4 -pixel motion estimation (1/8 resolution was proposed at one time. but 
was suhseiluentIy dropped due to its associated computational load and lack of substantial coding 
improvements o'er that achieved by I/4-pixel resolution). Motion estimation in such cases requires a 
pre-processing step tu interpolate the reference frame. Interpolated frames require memory to store 
them. Table 4.1 sh0"s the . rammt of memory required to store these interpolated frames In embedded 
syster»s with \ LSI and I)SP inihlementation. such quantities of menuory, may not he justifiahle; even it 
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such memory can be added as secondary storage area, which are usually much slower, data transfer 
between the memory and the VLSI/DSP devices can greatly impact performance. Hence sub-pixel 
refinement with interpolated reference frames is usually not used in real-time mobile solutions. In 
applications like motion segmentation and global motion estimation where an optimal solution is to be 
obtained iteratively, motion vectors at sub-pixel resolution are very crucial to ensure rapid convergence 
and convergence to the true minimum. 
Table 4.1 Memory requirements in (bytes) for storing reference pictures. 
Original Picture 
1/2-pel interpolated 
1 4-pel interpolated Picture Picture 
QCIF 38 kB 152 kB 608 kB 
CIF 152 kB 608 kB 2.43 MB 
To date, there has not been systematic research on methods for estimating sub-pixel values without 
prior interpolation of the reference frame. An exception is motion estimation in the DCT domain [Koc- 
96] [Koc-98], where sub-pixel processing is intrinsic in the phase estimation in the frequency domain. 
However adopting such algorithms requires a complete change of the video coding structure common 
to all standards. There have also been investigations into how sub-pixel locations can be searched 
efficiently [Pan-02], but these are done by actually interpolating the frame itself during every search 
points. The following sections introduce a sub-pixel motion estimation method within the common 
video coding structure depicted in Figure 2.13. In practice, the results of sub-pixel motion estimation 
without using the interpolated reference frame would never be better than those actually the using 
interpolated frames (referred from here onwards as the `FuilSub' method). What we aim for is to 
reduce processing time while achieving results as close to that achievable by the FullSub method as 
possible. The scheme will be very useful to applications where interpolation is not feasible due to the 
real-time constraint imposed by either physical memory access and/or processor power. A similar 
method can be found in [Dan-03] which uses one of the models we proposed. As will be made clear 
later the model proposed by Dante and Mike is straight-forward but does not provide a better estimate 
to the sub-pixel motion vector in PSNR sense. The subsequent sections propose a better model which is 
computationally less intensive and provides a better sub-pixel estimation of the motion vectors. 
4.1.1 Model Description 
This thesis proposes an interpolation-free sub-pixel motion estimation algorithm. Integer-based BMA is 
used to estimate the motion vector of each block at integer-pixel resolution. Then the SAD's of the 
candidate motion vector and its surrounding 8 neighbours in the motion vector space are assumed to be 
parabolically distributed along the x- and y-axes, as described in Eq 4-1 [Giu-99]: 
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S(x, y)=Ax2 +By2 +Cxy+Dx+Ey+F Eq 4-1 
Where S(x, y) is the SAD at co-ordinates (x, y) . The x- and y- ordinates are centred at the motion 
vector at integer-pixel resolution and vary between -1 and 1. A, B, C, D, E and F are the parameters 
whose values are to be estimated for each block. 
To arrive at Eq 4-1, we start with the second order Taylor's expansion of S(x, y) around the minimum 
at integer-pixel resolution (xo, yo) 
a2S a2S Eq 4-2 
S(x, Y) = S(xo, Yo) +a 
aS x- xo +x - xo 
r 
ax2 axay x- xo -- ör ay Y-Yo Y-Yo aiS ai S Y-Yo 
axay aye 
Simplifying Eq 4-2 and replacing 
Ox= x: 
AY Y-xo - Yo 
scx, Yý=s(xo, Yo>+s(nx)+s(oY)+a2s(dYr+a's((y +2 als (&XAY) 
Eq 4-3 
ar ay axe aY2 MY 
Changing the reference grid to centre at (x0, yo) , (Ax, Ay) becomes (x, y) and Eq 4-3 translates into Eq 
4-1 
To obtain the minimum point of the model in the (-1, +1)x(-1, +1) area, we can either: 
1. Evaluate the extremum location via the partial derivatives of Eq 4-1; or 
2. Evaluate each and every candidate points at the desired sub-pixel resolutions and find the 
minimum. 
We chose the second approach because: 
1. The first approach may result in non-minimum point or a minimum point beyond the ±1 window; 
2. Direct evaluation of candidate points yields results faster by avoiding division operations. 
Hence with the model parameters found for each block, the SAD of eight half-pixel candidates (±1/2, O), 
(±y2, ±y2), (0, ±1/z) are evaluated according to Eq 4-1 for half pixel accuracy in H. 263 and an additional 
40 candidates at quarter-pixel resolution for H. 264. 
To model the SAD distribution around the integer minimum point, nine points can be used - the point 
at which the minimum SAD occurs at integer pixel (0,0), and its neighbouring eight points (1,0), (1,1), 
(0,1) (-1,1), (-1,0) (0, -I) and The points are indexed as shown in the Figure 1. Point 8 is 
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the minimum point in the integer-pixel resolution block matching cost function of the current block. 
Even-numbered points are called the near-neighbours of point 8 and the remaining ones its far- 
neighbours. 
Pixel co-ordinates with respect to centre pixel: 
Pixel 8: (0,0) Pixel 2: (0,1) Pixel 5: (-1, -1) 
Pixel 0: (1,0) Pixel 3: (-1,1) Pixel 6: (0, -1) 
Pixel 1: (1,1) Pixel 4: (-1,0) Pixel 7: (-1,1) 
Centre pixel: Pixel 8 
Near neighbours: Pixels 0,2,4,6 
Far neighbours: Pixels 1,3,5,7 
Figure 4.2 Illustration of neighbouring pixel indices. 
Eq 4-4 shows the SAD values and their respective co-ordinates of the nine observation points. With a 
system of 6 variables and 9 equations, we explore the following three models that can be adopted to 
evaluate the parameters: 
1. Near-neighbours model (NNM) 
2. Complete-system model (CSM) 






S5=S( 1, -1)=A+B+C-D-E+F 
S6=S(0, -1)=B-E+F 
S7 =S(1, -1)=A+B-C+D-E+F 
S8 = S(0,0)= F 
4.1.1.1 Near-neighbours Model 
Eq 4-4 
In this model, C is set to zero and the remaining parameters are solved using S8 and its 4 near- 
neighbours, as illustrated in Eq 4-5. 
This model assumes S varies with x and y independently. It is the simplest model to implement and is 
ideal in cases where the minimum is less well defined and the block does not contain a strongly 
directional pattern. Moreover, the true minimum point is guaranteed to occur within the fractional-pixel 
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range. However this minimum point is constrained within the [-0.5,0.5] range, which makes it 
unsuitable to locate true minimum points which lie beyond this [-0.5,0.5] window. 
A=-S8+I(So+S4) ; B=-S8+I(S2+S6) ; C=0 
Eq4-5 
D=! (Sp-S4) ; E=I(S2-S6) ; F=S8 
4.1.1.2 Complete-System Model 
In this model, one of the far-neighbours with the lowest SAD value is added to the NNM solution set to 
form a complete system of equations. The model parameters A, B, D, E and F have the same value as 
those found in Eq 4-5; the remaining parameter C is chosen from the set of {C1, C3, C5, C7 } where Ck is 
the value of C found with the complete system of equation using points 0,2,4,6,8 and k. Then the 
value of C is chosen using Eq 4-6, where Ski is the estimate of S, using Eq 4-4 with parameter 
set {A, B, Ck , D, E, 
F}. This model determines which of the far-neighbours best fits the model and 
ignores the other 3, thus removing the effects of outliers. Its complexity is similar to that of the NNM 
and also guarantees the existence of a minimum point. 
C= arg min I IS; - 
Sj, I Eq 4-6 
k=I, 3,5,7 , =1,3,5,7 
4.1.1.3 Over-complete-System Model 
The OSM model uses all 9 points to form an over-complete equation system depicted in Eq 4-7. To 
solve the system of equations, the least squares method of pseudo-inverse is used, giving the solution in 
Eq 4-8. This method is most complex and tends to produce a `flatter' model, which makes the location 
of the minimum point less defined. As one or more observation points may not necessary lie on the 
modelled surface, this can produce a saddle-point instead of a minimum point. An added disadvantage 
is the excessive use of multiplication and division in the matrix operations, which may not be feasible 
in real-time applications. 
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So 1 0 0 1 0 1 
S, 1 1 1 1 1 1 
A 
SZ 0 1 0 0 1 1 
B 
S3 1 1 -1 -1 1 1 C 
S4 = 1 0 0 -1 0 1 D 
S5 1 1 1 -1 -1 1 EE 
S6 0 1 0 0 -1 1 F 
S7 1 1 -1 1 -1 1 
s8 0 0 0 0 0 1 
A -6 6 -12 6 6 6 -12 6 -12- 
B -12 6 6 6 -12 6 6 6 -12 
C 1 0 -9 0 -9 0 9 0 -9 0 
D 36 6 6 0 -6 -6 -6 0 6 0 
E 0 6 6 6 0 -6 -6 -6 0 
F 8 -4 8 -4 8 -4 8 -4 20 
4.1.2 Comparison of the Three Sub-pixel Models 
Novel Approaches to BMA 
Eq 4-7 









To illustrate the actual distribution of the SAD values obtained by actual interpolated reference frame 
and that estimated by the three models, frame 200 of FOREMAN. QCIF is motion-estimated with frame 
197 as a reference frame. 5 sample blocks from Figure 4.3 are extracted and their SAD-maps shown in 
Figure 4.4. To better show the SAD-distribution, estimations are done at 1/8-pixel resolution. 
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I iý-urc 4.3 Frame '_OO of FOREMAN. QCIF and 5 numbered blocks 
used to iilu', tratc the sub-pixel SAU distribution around the candidate 
integer-pixel motion vector 
The NNM's inahility to model an asymmetric SAL) distribution is evident from Figure 4.4. 
Furthermore. the possible solutions to Eq 4-5 are restricted to the 1-0.5.0.51 ranlge: hence NNM tends to 
under-estimate the absolute value of the sub-pixel minimum point. C'SM and OSM provide a better 
SAM) model and it more accurate estimate of the minimum point. The OSM output tends to produce a 
-Ilatter' surface due to the a'eraýgin'l eifert of the over-complete system. It is also more prone to outlier 
effects that stray the result away from the actual minimum (blocks 3.4). Under extreme cases the 
model produces a saddle point instead of a minimum point (block 4). CSM. on the other hand. sorts out 
the set of ncighhours that are most likely to produce a better estimate and reject the others. which are 
deemed outliers. This process actually produces much better results, as will he shown in the simulation 




(values in 1/8-pixel units) 
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Novel Approaches to f3MA 
131k F Suh-IpiXeI neaps at 1/8-pixel resolutions 
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ýI I t. ýI j Icº. tl I-L-31 1-I. -21 
Figure 4.4 The 1/8-pixel SAD distribution around the integer-resolution motion vectors 
of the 5 blocks. Second column is the SAl) map found from the actual interpolated 
reference frame: The ; numbers below each IMIP denotes the horizontal and vertical 
conlpOnelits of' the fractional motion vcctor at 1/8-pixel units 
4.1.3 Simulation Results 
This section compares the hcrfurmance of the 3 models. The simulations are carried out on 2 types of 
sequences. The OCIF sequences at 10 frames per second (f-psl are tvpical of real-time hand-held 
deices Much \\ill be most likely to benefit from the proposed al`'orithm clue tu power and sue 
constraints: the CIF sequences at 310 fps are popularly used within the video streaming Community 1,01, 
ireiess channels. S standard test sequences of varying ro, mhle\ities arg used. Prim to all sub-pixel 
refinement algorithms. a full-search RNI. \ is carried out \5 ith a search %ý hicl ,w of 15 pixels to locate the 
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motion vector at integer-pixel resolution. In order to see the effect of block size of the I3MA has on the 
effectiveness of the algorithms. simulations are carried out with 3 sires: 16x l6 blocks (basic 
macwhlock size of all pievailing coding standards). k8 blocks (used in both H. 264 and the advanced 
rersion of H. 26, ) and 4\4 blocks (the smallest block size offered in the H. 264 standards). To he in line 
ith the new H. 264 Standard. sub-pixel estimation is done at '%4-pixel resolution. 
Sub-pixel 'alues in FuliSub are obtained from bilinear interpolation of neighbouring, integer-pixel 
aluCs. Various interpolation filters have been evaluated which use longer titter length ITri-011. but to 
minimiLC COmputatiunal load. a simple bilinear interpolation is used (Figure 4.5). 
dx 
Integer pixel location poo PoO 
O: Fractional-pixel location of interest 
dY P=(X Y); I 5(P) = (1-6) (1-dy) S(POo) 
O 
Pu P 
P0. = X141, Io=(. 
_ xi, 
LYi+1l) + 5(pio) ) 
Pio Pu = (. x1+1, 'ý Y, +1) 
(ý (ý 
Fil-'urc 4.5 Illustration of bilinear interpolation of pixel p (x. ý) from its 4 neighhýýurin" 
intc er-pixels. The fractional values of (1k and clv are measurement from the top-left 
neiuhhour, and the Lid operation returns the largest integer less then ii. 
Figure 4.6 and Figure 4.7 shovv the performances of the three suh-pixel models for Q('IF01' IOfps and 
('IF@ 3Ofps sequences respectively. Across all sequences, there is a strong indication that all suh-pixel 
models work fairly ýv ith 16x 16 blocks than with 4x4 blocks. The main reason for this is because the 
SA[) distribution is smoother in larger block size and hence the quadratic model offers a better fit 
statistically. There is also a strong indication that the M er-complete system model (OSM) is the worst- 
performing of the three models. In some instances, the model even fairs worse than the integer- 
resolution sectors. The best Performing model is the complete system model (('SM) where 5 
neighbouring points are selected to form a complete equation system. This model works better as it 
removes the possibilities of noise, which tends to corrupt the results obtained from OSM algorithm. 
NNM, on the other hand. stands between the other two models. It is not as sensitive to noise as the 
OSM. but unlike the ('SM. it cannot model asymmetric distrihution. 
In conclusion. from our three algorithms. C'SM offers the best estimate of the sub-pixel motion vectors 
in terms of PSNR of the predicted frame. The model provides approximately 5()`7 to 75 of the 
improvement achievable by interpolated reference frame for block sizes of 8tH and IOxIb. Suh-pixel 
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Figure 4.6 l3ar charts shoM in(y the improvcments of various sub-pixel model over integer-based 
I3MA. Sequences are Q('11. at IO fps "SM-e: (top) 4x4 blocks (middle) 8x8 blocks and (bottom) 
10 y 16 blocks. 
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PSNR Improvement of Various Sub-Pixel Models Over 
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Fiturc 4.7 liar chains slio\\ inu the imrn cillents of various sub-pixel model cover integer-hased 
Seclucnccs are ('IF at ;O tps using: (top) 4x4 blocks (middle) Sxfi blocks and (bottom) I(, y 16 
blocks. 
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To illustrate 110%\ PSNR \ýu-ies across the frames. a sample sequence of FORE i's 
shomn in Fi, -, ure 
4.8. Despite the cluttered appearance of the graph. one observation stands out - the 
PSNR lines of all three model lies closer to the FuliSuh line than the NoSub line - indicating a more 
than 5O( imhrovC neat Over integer-pixel-based motion estimation. 
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Frame Number 
. 
ti NSNR of'hrcdictcd frame of FOREMAN sequence using various sub-pixel models. I imurc 4 
In terms of the processing time required. the simulation times were averaged oxer all sequences and 
tabulated in Table 4.2. Sub-pixel refinement by all three models took approximately the same time to 
process. Full suh-pixel refinement via frame interpolation took an average of 18-33 times the duration 
of the model-based algorithms. Coupled with the large memory required to store the interpolated 
frames. the interpolation-free algorithms are preferred in real-time applications where. processing power 
is limited and ºllemor\ resources are Scarce. 
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Table 4.2 Average processing time per frame for various sub-pixel (1/4-pixel) 
motion vector estimation algorithms in milliseconds. 
FullSub NNM CSM OSM 
QCIF@ 10fps, 4x4 block 256.2 13.6 14.1 13.3 
QCIF@ 10fps, 8x8 block 151.3 5.6 5.7 5.5 
QCIF@ 10fps, 16x 16 block 124.2 3.6 3.6 3.5 
CIF@30fps, 4x4 block 1027.7 55.0 58.2 55.7 
CIF@30fps, 8x8 block 608.4 23.0 23.8 23.1 
CIF@30fps, 16x16 block 497.4 14.5 14.6 14.5 
4.1.4 Conclusions and Recommendations 
From the simulation results, it is evident that interpolation-free methods give a marked savings in 
processing time. Due to its ability to model asymmetric distribution and its robustness towards noise, 
CSM is preferred over NNM and OSM. From the observation that 4x4 blocks has less gain over 8x8 
and 16x16 blocks, it is recommended that CSM-based sub-pixel refinement be carried out on 8x8 
blocks, and when 4x4 blocks are required (as in the case of H. 264 compression), a small region around 
the current 8x8 displaced block in the reference frame be interpolated and used for sub-pixel 
refinement. Further reduction in complexity can be achieved if, instead of carrying out model-based 
sub-pixel refinement at integer-pixel resolution, the initial full search algorithm stops at a coarser 
resolution. For instance, we can conduct a full search to double-pixel resolution and then use CSM to 
provide further refinement. In addition, with the help of OSM, we can estimate how reliable the model 
parameters are from the mean square error of the solution to Eq 4-7. Then adaptive sub-pixel 
refinement can be performed using either frame interpolation or model-based estimation. 
The proposed sub-pixel estimation method works in the SAD space. The main motivation behind 
working with this space is that most existing software- and hardware-based video coding systems use it. 
It is straight-forward to migrate the whole algorithm to other error space like mean-square-error or even 
block correlation. In the latter case, matching can even be done in the frequency domain with phase 
correlation [For-02] 
4.2 Reliability Measures for the Block-Matching Algorithm 
As motion estimation is plagued by problems of aperture and occlusion as well as other sources of 
noise, each motion vector evaluated may or may not be induced by the actual motion of the region. 
Figure 4.9 illustrates the variation of reliabilities within a frame. The frame consists of a global panning 
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motion. vNhich is picked up consistentI hy 13MA around the spectator background. The grass court 
region. howwever has eery poorly estimated motion vector due to its lack of' any texture for reliable 
motion C timatiOm. Various pipers use different means to represent how reliable a block motion vector 
is. Although the direct use of the reliability of a block may not he apparent in video compression 
systems. it will he used later in the setting of priority-queue-hosed motion estimation. 
--------- 
---------------- 




Figure 4.9 An illustration of monism estimation accuracies of difTerent region. The frame 
consists of a global panning motion, which is picked up consistently by 13MA around the 
spectator hackground. The grass court region. however has very poorly estimated motion 
vector due to its lack of any texture for reliable notion estimation. 
4.2.1 Common Reliability 'Measures 
In I\Van-001. Wang, et al classifies confidence measures into (il spatial; (ii) temporal and (iii) texture 
confidence measures. The first two make use of the properties of the motion vector field. Spatial 
reliahility refers to the smoothness of the motion vector field; it measures how similar the motion 
vector of- the current block is compared to its neighbours'. This is in line with the assumption that 
motion vector fields are piece-wise smooth. but this measure is not accurate at object boundaries. 
cnipo ral rctiahility is based on the postulate that motion vectors do not change rapidly mill time. 
Ho ever. in sequences vw ith Iovv frame rate or containing fast mov ing objects, the measure is entirely 
useless. 
('onvcrseIv. tCytUle rcIiahilit.. is more useful irid different 'crsioms have appeared in the literature. 
Texture reliahiIitv is hascd on the assumption that uniform regions produce had solutions to thk' local 
optical flue equations. IIlil-O 1I uses 
intensiv derk atives as a fist and simple means to estimate the 
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reliability of the BMA vector. [Wan-00] uses a subset of the AC coefficients from the DCT transform 
to denote texture. In their paper, uniform regions like sky and pavements can be marked out as 
unreliable motion field regions. [Yos-97] uses a more complicated version of texture capable of 
identifying "flat", "non-flat" and "edged" blocks and assign them appropriate reliability values. 
Another class of reliability makes use of the results of BMA. Recall that BMA is the process of 
minimizing a block mismatch measure, say the sum-of-absolute-difference (SAD). The motion vector 
is then the displacement such that the SAD is minimized. This minimum value, SAD,,,;,,, would be a 
good indicator of how well the displaced block matches with the current block. Many papers used 
similar measures (e. g. [He-01]) as weights in various algorithms using robust statistics. [Hil-01] 
weighted the SAD,,,;,, with the average SADmi,, 's of its neighbours. A recent paper by Patras and 
Hendriks [Pat-02] provides a deeper insight into the SAD distribution. They use the common 
assumption that the displaced frame difference is Laplacian distributed and represents reliability as how 
close the SAD distribution matches that of a Laplacian distribution. 
Three reliability measures were investigated in their ability to representation the confidence level of the 
associated motion vector of block k: 
R1 (k)= 
, 
i. c(P) +(p) ... (a) 
Eq 4-9 
PE Bk 
R(kl -1 2l/ 1+SADmin (k) ... 
(b) 
R3 (k) 
1+ YIlVk -vJD 
ýýý 
JENA 
The measures in Eq 4-9 are examples of the three classes of reliability measures: 
1. R, - texture reliability, where Bk is the set of points in block k. 
2. R2 - reliability based on minimum SAD using BMA. 
3. R3 - spatial reliability based on motion smoothness, where Nk is the indices of the neighbouring 
blocks of block k and vk is the motion vector of block k. 
To illustrate the effectiveness of the three reliability measures, Figure 4.10 shows a frame from three 
QCIF test sequences. The second, third and fourth columns represents R,, R2 and R3 respectively. The 
texture reliability reflects the activity of each block, but has no direct link to the quality of the motion 
vector. The hard-hat region in FOREMAN. QCIF and the floor area in HALL. QCIF reflect correctly the 
incapability of BMA to estimate motion correctly in uniform regions. However, the edges in the top 
background of FOREMAN. QCIF provide good texture but motion estimated in this region is unreliable 
due to aperture problems. The texture reliability fails to pick up such problems. The SAD,,,,,, measure is 
very effective in identifying motion failures due to occlusion problems, as evident in the moving mask 
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of the ship in C'OAST. QCIF. rcvcaling background as it travels along the horizontal direction. I Inifbrm 
re, -ions. on the other hand. cannot he picked up as unreliable regions when a perlect match can he 
found las in the hard-hat in FOREVIAN. Q('IF). The motion smoothness measure is not very effective 
in identifv ing huch occlusion and aperturc prohlems. 
lý 
0 ,... 









Figure 4. IU Reliability measures. Column (a) denotes the current input picture; column (h) 
represents texture reliability (R1); (c) is the results of the SAD...... (R, ): (d) represents the spatial 
motion smoothness (R; l. The higher the intensity of the pluck, the Luger the reliability measure. 
In the next section. a novcl reliahility measure is introduced. which makes use of the distribution of' the 
SAI) value vvithin the nu)tion vector space. In contrast with the texture measure. the new reliability 
measure is directly linked with the BMA; the new measure is different from the SAU,,,,,, measure as it 
looks at the distribution of' the SAD values instead of a single point. The novel measure has the 
advantau, e of hoth previous measures "s ithout their respective short falls. 
4.2.2 Novel Reliability Measure, Motion Candidacy Spread 
of all reliahilitv mcaS1II. C mentioned ahove. tevtin'e reliahility and SAI),,, are the most widely used. 
Texture reliability assumes a direct relation hetýveen intensity variance with the accuracy of motion 
estimation. Although algorithms applying such relationship have reportedly produced good estimation 
results. the relationship is artificial. The SAU,,,,,, measure uses the result of BMA and hence iti ýl better 
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reliability measure. IIovvevcr. two blocks with equal SAI)II,, may not necessarily proside equal 
ronfidcncc level in terms of motion cstiination. 
Before the new reliability measure is introduced. the principle of block matching is revisited. This time 
vvc focus not on the minimization of SAD valuc. but expressing the SAD as a function Of' the motion 
vector v, = (It. i) E SW . where 
51V = 
1- L. I. ]x I- L. L 1: LE /'. SWL' is referred to is the search window of 
the 13MA operation while L is the search range. 
An illustration of 13MA is shown in Figure 4.11. The variable k is used to represent some 
lexicographical index of the set of blocks in the current image and B4 the set of' points in block k. The 
index usualI v follows the order of the raster scan from the top-left corner of the Mime. and will be 
refen-ed to as the block address. Traditional 13MA is the direct process of finding the minimum point in 
the SAL) distribution in the right-most graph of Figure 4.11 (called the SAD-map of block h1. This 
minimum clue point N, k _(ºr,. i', ) is the motion vector and the minimum SAI) value will he referred 
to US S', ofblockk 
Q ivi 
Input frame partitioned into blocks 
Xk, A Uti VF 
Input Block, Bk 
Reference Search Window Block 
Fil-'tn'e 4.11 Illustration of BMA viii minimization of SAL) distribution. 
U 
The proposed reliability measure is based on finding a set of vectors which are potential motion vectors 
for each block. instead of a single minimum point. The set has to meet a few conditions: 
I. The set must not he empty. That is. at least the global minimum within the block has to he a 
member of the candidate set. 
The set must contain the global minimum point. 
,. The cardinal of the set must he able to vary according to the SAD-map. 
\ IV" intuitive selection schemes are considered: 
" ('I = 
{v : S(. ') < ft, - Rio, . 
Ri > 01, "therc it, and o are the distribution mean und 
standard dcýiation of the SAI)-snap, respectivclv. 
ý'2 _ 
ýý 
: S(%, ) R, hercentiheof H(S)j. "here II(. )is the histogram of the SAD-map. 
Mn w. m 
- (, -4 - 
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" C3={v: S(v)<_Min(S)+R[Max(S)-Min(S)J 0 <R<1} 
Figure 4.12 uses three one-dimensional SAD-maps to compare and contrast the 3 selection criteria. The 
first column is an SAD-map with 2 minimum points; the centre column is a relatively `flat' SAD-map 
while the third SAD-map has a distinct minimum point. Each candidate point is marked with a circle. 
All three criteria can detect the two minima in column 1. The short-coming of C1 is revealed in SAD- 
map 2, where there is no candidate point at all. Hence C1 is eliminated due to its failure to meet 
condition 1. Both C2 and C3 are guaranteed to produce at least one candidate, but as C2 is related to 
rank statistics, the number of candidate points is fixed. As a result C2 produces too many candidate 
points in SAD-map 3 which only has a distinct minimum. C3 is by far the best criterion. From Figure 
4.12, the threshold value in C3 adapts itself according to the SAD distribution and produces more 
accurate candidacy sets in all three cases. An added advantage was discovered from the outcome of the 
simulation results that the candidacy set is not sensitive to the value of R when R is sufficiently small 
(R<0.5) for most SAD-maps. More uniform SAD-maps are more sensitive to the R value, but in such 
cases the candidacy set is usually large, indicating that they are unreliable blocks. As we shall see later, 
the ordering of unreliable blocks amongst each other are less important. In conclusion, C3 is the best 
candidacy criterion and it will be used in the remainder of the thesis. 
Hence, with the SAD-map Sk (v) of each block k, we identify a set of candidate vectors (candidate set) 
Cand (k; R) defined as: 
Cand (k; R) _ 
{v 
E [-L, L]' : St (v) < Min(Sk) + R[Mac(Sk) - Min(Sk )]} 
Eq 4-10 
R provides a threshold below which a point is considered a good motion candidate; the threshold is 
termed as the candidacy threshold. The value of R varies from 0 to 1, defining the amount of candidate 
vectors to consider. The terms Min(') and Max(*) are the minimum and maximum values amongst Sk. 
We next define the amount of spread amongst these candidate points, called the motion candidacy 
spread (MCS): 
Eq 4-11 
Spread(k; R) = llv -ull 
r¬Cand(k; R) Lt Cand(k; R)l(v} 
The spread is essentially the sum of Euclidean distances amongst all candidate vector pairs. The sum 
has two effects: (i) more candidate vectors produce a higher spread as more pairs are computed; (ii) 
given the same number of candidate vectors, dispersed set produces a large spread. Hence, the spread 
measures how loosely the candidate vectors are distributed. The block with a low MCS is a block with 
a reliable BMA result. 
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Figure 4.12 1-dimensional 'SAD-map' comparing the merits and pit-falls of 3 candidacy criteria. 
Column 1- an SAD-map with 2 minimums. Column 2-a relatively `flat' SAD-map. Column 3- 
SAP-map with a distinctive minimum. Each row shows the 3 selection criteria C1, C2 and C3 
respectively. Solid lines show the respective threshold levels; dotted line in Cl charts is the mean, 
and the 2 dotted lines in C3 charts represents the minimum and maximum values. 
The reliability of each block is taken as the reciprocal of Sk. This reliability measure can detect 
unreliable blocks due to occlusion and aperture problems. It also identifies blocks containing multiple 
objects moving in different directions. 
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Figure 4.11 Illustration of the effect ivencss of motion candidacy spread (M('S). 
figure 4,1 3 illustrates the eflectivmess of' the nuvcl reliahility measure by MC'S. Block B contains 
multiple objects. vvhich manifests itself as small multiple disconnected candidacy regions. The spread 
measure v6thin each connected region is small: hmmer, the glohal spread, taken into consideration 
inter-region spread. becomes large. In block ('. due to the lack of texture, the minimum SAI) value is 
very small. If the SAD,, measure is used. this Klock would have been a reliable Klock. contrary to the 
observation. But the h1('S measure successfully identifies this hfock as very unreliahie. Block f) has a 
good motion spread in spite of a relativei) high SAL%. (1rohahly due to the quantization of the motion 
vector, or a change in lighting conditions): only one candidate point is identified. thus giving a zero 
\ICS. Uncovered regions like block A gives very high SAI),,,,. "hick can also he identified ýtiith our 
nC\\ measure. 
In the ncyt "ection. a yucuc-hast d LIgorithm is introduced to incorporate snlo)othness constraint into the 
BMA. Much produces a more natural motion vector i Id than the traditional I3MA. The smoothed 
motion field produces a better starting point for global motion estimation and motion segmentation', it is 
also a good alternative to ß: ßl, -\ vv ith normal raster scan. where motion vectors are predictive-coded 
causally from pre iously encoded blocks. 
4.3 Implementation of Smoothness Constraints 
In trt i[iunII Ii*\I. A. Ilk kII()n vCLtn, r' CvaIuat«l Luc the result of the minimization of SAI) neap For 
blocks %ýith little temur . the 
S: \I) distributions are relntiwly flat and more than uni \ecior may, 
produce similarly W" residues. By selecting the motion vector sirictly based on the minimum SAI) 
- 07 - 
Block C Block B 
Nmcl , pproachcs lo 13NIA 
alues. the residual cncnp mad he minimized at the expense of increasing entropy of the motion vector 
held. I3ý introducing smoothness constraints to the motion 'ector held. the coding oNerhead of the 
motion field can he reduced. In some rises. this is similar to soli ing the aperture problem. 
Traditional BM \ hui Ids Up a sparse motion Vector heId evaluating the IVA } set using. Eq 4-I2. 
(P+ V Eq 4-1? 
u//l 
I lnf'ortunateIý. some block,, are very prone to noise due to clutter, occlusion and the lack of texture. 
This results in a somevvhat erroneous motion vector map. which makes it unsuitable for image 
registration applications and incurs extra hits in coding these vectors. Smoothing via post processing 
e. (,. median filtering improves smoothness globally. but this tends to over-smooth object boundaries. 
ýq 49 -0 ýe -0 
Input field Smoothed field 
When a single vector is wrongly 
estimated (centre gray block), median 
filter can correct the discrepancy. 
Input field Smoothed field 
At real object boundaries, median filter 
can create a wrong field. 
Fi(-, ure 4. I4 Illustration how median filter can create wrongly smoothed fields. 
Other methods Of impfen cntingg global smoothness using statistical relaxation methods (c. g. simulated 
anti tling, and iterative conditional moles) produces more optimal results. but these methods are highly 
comPutAionalk intensive and are not suitable for real-time implementation. 
We propose to implement the smoothness constraint With reasonable computation complexity via a 
modified cost mcasure T (N.; N. 1, 
) vw hich adds to S, ( V) an extra penalty proportional to the amount v 
deviates from a predictor vi,. 
7ý(v: vý S4(v) +iýv-vI Eq 4-13 
]'Ile parametcr it is the IV Iativc vvei,, rht of the smoothness constraint vv iah respect to the 01-iginaI cost Sk 
TO maintain spatial sinootfutess Of the vector field. the predictor v,,, is obtained from the neighbouring 
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block. This thesis uses the 4-way conuectivity neighbourhood system. i/A as shown in Figure 3 2. Ilcnrc 
in place of'Eq 4-I2. výe use Eq 4-14 to introduce emotion smoothness to UM; A: 
v =argminT, Ey4-14 
To illustrate the effect of Eq -1-1-1 on BMA. Figure 4.15 shovýs the oriwinal SAL) map of a Mork 
ithout a distinct minimum point (left) and a modified SAU-map which is offset by the distance from 
(-2. -i). I -lie constraint introduces a distinct minimum point. which minimizes the motion residues as 
well as textural residues. In the hlocks whose SAD,,,, i, 
's have distinct minimums. the constraint ývould 













Figure 4. I5 Illustration of smoothness constraint. By constraining the flat SAL)-map towards a 
neiohhoxuin-, block ith motion vector at (-?, -5), the modified SAU-map shows a distinct 
minimum SAI) region, the minimum point produces a motiom vector closer to its neighhour's. 
It is worth mentioning that all the common video compression standards (e. g. 1-1.26; and 11? 64) codes 
motion vectors differentially based on a predictor. The predictor used in each block is usually some 
central measure (usually medium) cat' a set of motion Vectors of neighbouring blocks vvhich are already 
processed. In normal raster scanned blocks, these are the blocks to the left and above the current block. 
The detailed algorithms in selecting the Predictor set is more complicated in the standards due to 
special cases like blocks at the borders and blocks with Intra-coded neighbours which lacks a motion 
vector. Please refer to the respective standards for details. Most encoders vwuld process the block at the 
top-left corner first. then process the other blocks in raster-scan order. Motion estimation of suhseelucnt 
block,, is done in ta'. uur of the predictor deri'. cd from its processed neighbours. This constitutes a form 
of smoothness constraint. It is not difficult to ,, cc that such constraint is nOt optinmal. The first blocks 
- 09 - 
-6 -4 -2 0246 16 
Chapter 4: Novel Approaches to BMA 
being processed are the top- and left-most boundary blocks. Motion vector found from these blocks are 
known to be highly unreliable, as the `true motion' may lie beyond the picture and hence cannot be 
evaluated. Motion vectors, when subsequently used as predictor, may sway motion vector of the 
following blocks further away from the actual motion vectors. Hence, smoothness constraints should be 
implemented with a slightly more `global' perspective, without the restriction of the raster scan. The 
queue-based motion estimation discussed below does just that. A priority queue is set up in the order of 
how reliable the motion vector is. Motion of the most reliable blocks which do not need to be 
constrained by the neighbouring blocks is processed first. Subsequent blocks are then `constrained' 
according to their `processed', more reliable neighbours. The resulting motion vector field is found to 
be smoother and more natural visibly. It also carries less entropy without introducing excessive extra 
residual energies. 
4.4 Queue-Based Motion Estimation with Smoothness Constraints 
4.4.1 QBMA Description 
As explained in the previous section, implementation of a smoothness constraint in a causal manner is 
not ideal. On the other hand, global minimization of the problem via simulated and deterministic 
annealing methods can be computationally intractable. Even sub-optimal solutions like gradient- 
descent may still be too complex. In this thesis, the queue-based BMA (QBMA) method is proposed. 
This is a novel single-pass queue-based method which utilizes the concept of reliability and smoothness 
constraint described in the preceding sections. Being a deterministic and non-iterative algorithm, it is 
robust and fast convergence is guaranteed. 
Instead of performing block motion estimation in the usual raster-scan order, a priority queue is used to 
sequence the BMA process. Based on the motion candidacy spread (MCS) described above, the priority 
queue is set up in descending order of the spread measure. Using MCS to dictate the order of BMA, 
blocks with a reliable SAD-map are processed without any motion constraint. Neighbouring blocks 
which are processed subsequently will have their motion vectors constrained to their neighbouring 
blocks that have been processed. Hence unreliable blocks can peg their motion vector towards its more 
reliable neighbours. This smoothness constraint, however, preserves true motion edges as the SAD term 
dominates the smoothness constraint when there is a true object boundary. 
The algorithm is described as a flow chart in Figure 4.16: 
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QBMA N 
S*, r = min(SAv)) 
v*k = argmin SXv) 
Find S4v), Spread(k, 
R)veSWVk 
jEkj exhausted 
Done (k) = false Vk Next j 
N 
Done (j)? 
Set up Queue in 
ascending order of 
Spread (k; R) Y 
Tk = min(TA(v; v, )) 






Done (k) = true 
Finished 
Figure 4.16 The flow chart of queue-based BMA (QBMA). 
The first step in QBMA is the evaluation of the SAD map for each block of image. The SAD map is a 
distribution of SAD values with respect to motion vectors. Without reference frame interpolation, the 
SAD map can reach one-pixel resolution. If processing power is limited, SAD maps of lower resolution 
can be used. With typical test sequences, the SAD map is usually globally smooth such that a sub- 
sampled SAD map is sufficient for obtaining an accurate ranking of the blocks' reliabilities. 
As an aside, evaluation of the SAD map followed by finding the minimum location is procedurally 
equivalent to a full-search based BMA. In strictly serial computational systems, there is an optimization 
step in the full-search BMA which is not possible in SAD-map evaluation. As full-search aims at 
finding the candidate motion vector giving the minimum SAD, evaluation of SAD values of other 
vectors can stop prematurely. The moment the sum exceeds that of the minimum SAD, evaluation of 
current SAD can stop and the full-search can proceed to the next vector. With this optimization, the 
computational load of the full search algorithm would be hypothetically much lower than that required 
by the process of evaluating the SAD map. In reality, the reduction does not exist in most real-time 
applications. Firstly, most hardware-based systems are parallel in nature and SAD values are evaluated 
simultaneously; in such cases, premature exit from the summation loop is not possible. Secondly, even 
in processor-based system, the highly pipelined architectures which brings about many-fold increase in 
processing speed is very inefficient in handling conditional loops. These loops, which are used in full- 
search algorithms to test for exit conditions, break the pipeline and should be avoided. In the smaller 
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block sizes like 4x4. it vwuld he faster to evaluate the full SAI) than to check for such conditions. 
These tvvo -, i\ oil reasons 
forms the basic justification of the using the SAD-snap for I3MA. 
The SM)-map for each block is used to produce the notion candidacy spread (M('S) measure (see 
4.2.2). The A1('S serves as a reliability measure for the block's motion vector and determines the 
relative order in Mhich the blocks are processed subsequently. To facilitate the processing of blocks in 
the order of their reliahilities. a priority queue is formed: block addresses are pushed in descending 
order of the blocks' MCS. At the same time, a two-dimensional Boolean Done-map is set up. which has 
the same dimension as the blocks partition of the image. A *TRUUE' value in a location of the Done- 
map signifies that the current block has been processed. All Done-map locations are initialized to 
FALSE. and once a block is processed. the corresponding Done-map location is set to THE JE. When a 
block is being processed. the f)one-map is inspected to identify 'processed' neighhours Smoothness 
constraint as described in 4.3) is then used using the processed neighbours. 
Done map 
I Priority Queue 







Block 25 - 
No 'done' neighbours. 
Motion vector based on: 
v, 5 = arg min S25 (u) 
F F F F F F F F 
F F F F F F F F 
F F F F F F F F 
F T F T T T F F 
F F T T F F F 
F F F F F F F FI 
Block 27 - 
2 'done' neighbours - 28 and 35. 
Motion vector based on: 
VZ, = arg min 
{ S27 (u) + i.. Iu - V-'BI, 
S35 (U) + %. IU - V351 I 
Figure 4.17 An illustration of QBMA in action. Block 2> is the first block to process. It has 
no processed neighbours. hence its motion hector is found v is minimization of its SAU-map. 
When. block _17 
is being processed, two 01' ts neighbours (blocks 2$ and 35) have already 
been processed. smoothness constraint is then used with predictors from block 2$ and 35). 
will, the Combination of prio ritv queue. Dune-Nlap using M('S and smoothness comsuraint with the 
pn)ccs d ncighhours. a smooth motion Vector fickt is obtained which reduces the entropy Of the field 
ith0ut incrcasino the residue entropy. The i'ulloww ins(, section describes the Simulation results lusti13 ih g 
the use 0, f QII\1A. 
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4.4.2 QBNIA Simulations Results and Conclusions 
Results Irom Q13\IA and the traditional full-scarch 13MA (TBMA) on eight Q('IF and ('IF test 
sequences of 10-second duration are obtained from simulation. As in the previous simulation. Q('IF 
sequences are sampled at 10 fps (frames per second) and ('IF sequences at 3O f'ps; Mork sizes of' 4. K 
and 10 are used. 
Each simulation pruducCS a set of measures: 
" The residue entropy. Ekg., - measures the amount of energy left after the motion 
estimation. This is an indication of the upper limit of the number of his required to 
code the I)FI) (displaced frame difference) hefore lossy compression. It also measures 
hose good the motion vector field predicts the current frame from the previous frame; a 
larger value indicates Imý er prediction efficiency. 
" The motion vector entropy. E, i, - measures the number of' hits required to code the 
motion vectors. To have a measure consistent with Eiie,. the motion vector entropy is 
dividcd by the numher of pixels per block. giving an entropy value per pixel. This 
measure indicates the number of bits required to code the motion vector in pixel- 
resolution. It also provides an insight to the overall smoothness cif the field. 
" The total entropy. El,,, - sum of E,,,, and E1ý,,. The total entropy combines the number 
of hits required to code the residue and vector field. 
Processing time tp,,,, - average time in milliseconds required to process per frame. 
The Q13M. -\ has thw operating parameters (see Figure 4.1(x): the candidacy threshold ratio K used to 
determine the motion candidacy spread (MCS) and the smoothness constraint factor A in Eq 4-13. 
Candidacy threshold ratio R Ques of U. I. U. 3 and (15 are used. These values will produce increasing 
hunker of candidate points. and possibly the M('S. The smoothness constraint factor values (A) 
determines the importance of the smoothness constraint relative to the SAD values. As the value of ý 
increases. EK,, increases and E5º, decreases. Hence, it is expected that there will he an optinuu» value 
for each sequence "hich "ill give a minimum Ei, %clue. 
4.4.2.1 Effect of Candidacy Threshold Ratio on (1B1,1. ß 
Across the three block sizes and fire it values. simulations results from all of the (`IF and Q('IF 
sequences indicate that there is little effect of K on the total entropies. This can he attributed to two 
plain reasons. Firstl). the number of candidate points for reliable blocks are very insensitive to the 
value of R. These blocks hast a 'cry distinct Il in, 1lllt111 point in the SAI),,,. and it requires that 
R=1.0 to increase the cardinal of the set of candidacy points. Secondly. although the MCS of 
unreliable blocks are more SensitivC to the '. ariation of K. the queue-based implementation is only 
dependent on the rclativc valucs N1('S; toi he mere precise. the ranking of the Mocks' M('S lay 
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increasing the value of R, candidacy sets of unreliable blocks may change (and so do their MCS 
values), the relative reliability of the blocks remains unchanged as a whole. Hence the order in which 
the blocks are processed essentially stays the same with changing R. Of course, in some cases a few 
orders may have changed, these belong to the very unreliable blocks and they would have motion 
constrained by their more reliable neighbours. In conclusion, we have tested all sequences (with 
varying block sizes and smoothness constraint factors) using R values of 0.1,0.3 and 0.5. The total 
entropies ETa of the sequences are shown not to vary significantly with R. As a result, we can safely 
focus on other observations of our simulation using R=0.1. The independence of the entropies on the R 
value makes a strong case for MCS as a reliability indicator. 
4.4.2.2 Effect of Smoothness Constraint Factor on QBMA 
In contrast to the invariant property of the compression efficiency with the candidacy threshold ratio, 
the former does vary with smoothness constraint factor (A). This section explores the combined effect 
of the smoothness constraint factor, block size, image size on motion estimation across the various test 
sequences. The Efficiency of QBMA is measured by the reduction of total entropy (the sum of motion 
vector entropy and residue entropy) 
Firstly, the general trend of coding efficiency against changing smoothness constraint factor (A in Eq 
4-13) is investigated. An example is illustrated in Figure 4.18. Coding efficiency of the QBMA is 
represented by the reduction of total entropy with QBMA using a particular A value with respect to that 
achieved by traditional full search BMA. The reduction in total entropy is represented as AET . 
Henceforth, the chart will be referred to as A- AET curve. A few salient points need to be pointed out. 
Firstly, the A- AET curve passes through the origin. At A=0, the smoothness constraint factor is not 
used and QBMA degenerates to the full-search BMA, thus the entropy is simply the entropy of the 
BMA, hence LET =0. Secondly, a positive value of DET indicates an improvement of QBMA coding 
efficiency over BMA; a negative value indicates that with current A value, the total entropy achieved by 
QBMA is higher than that achieved by BMA. Figure 4.18 shows the typical shape of aA- DET curve. 
It is generally convex and increases from the origin and peaks at a certain A value. After the turning 
point, the curve becomes decreasing. At some point, the curve crosses the horizontal axis and becomes 
progressively negative. The part of the 
A- AET curve with positive curve represents the values of A 
giving increasing efficient QBMA results; within this range motion vector entropy can be reduced by 
more smoothing without introducing excessive residue. After the maximum point, increasing 
A causes 
the QBMA to produce a larger increase in the residue entropy than the decrease in motion entropy. As 
the A-EET curve crosses the x-axis, QBMA `over-smooth' the field and becomes less efficient than 
BMA. Hence, QBMA operates best at the maximum point, but this point varies with numerous factors, 
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amongst which includes block sizes, picture sizes and picture content. A more realistic target would be 
to ensure that QBMA operates within the region of the A- AET curve where it remains positive. 
0.008 
Variation of Entropy Efficiency with Smoothness Factor 














Figure 4.18 Chart showing variation of coding efficiency of QBMA with respect to smoothness 
constraint factors. Coding efficiency of the QBMA is represented by the reduction of total entropy 
with QBMA using a particular A value with respect to that achieved by traditional full search BMA. 
The remaining part of this section determines how this desirable operating region varies with different 
sequences, picture sizes and block sizes. 
4.4.2.3 Effect of Picture Size on QBMA 
First, the effect of picture size on the A- AET curve is investigated. Figure 4.19 depicts 4 charts each 
containing 2A- DEr curves of QBMA results on CIF and QCIF versions of the same sequence using 
the same block size. Note that the ranges of A used in the simulations of 4x4 blocks, 8x8 blocks and 
16x16 blocks are different. Specifically, the ranges are 
[0,4], [0,16] 
and 0,64] respectively. This 
range was selected as a result of a preliminary simulation with a coarse set of values 
{0.0,0.25,1.0,4.0,16.0,64.0}on all three block sizes. It is evident from Figure 4.19 that the peak 
values of the A- AET curves vary amongst the charts. On the other hand, the CIF and QCIF curves in 
the same chart peak approximately within similar regions. This forms the premise that a single 
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favourable operating range exists in both CIF and QCIF pictures of the same sequence, provided the 
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Figure 4.19 Four charts depicting the variation of QBMA efficiency with smoothness constraint 
factor of the same sequence at different picture sizes (CIF@ 30fps and QCIF@ 10fps). 
4.4.2.4 Effect of Block Size on QBMA 
Having determined that the operating range of A in QBMA is similar in CIF and QCIF of the same 
sequence, we next explore how this range changes across different block sizes. Figure 4.20 shows four 
charts, each containing three A- DETcurves of applying QBMA on selected QCIF and CIF sequences 
with varying block sizes. As expected all curves exhibit a similar convex shape. In all four charts, 
the A- DET curves belonging to the largest block size (16x16) are flatter than the rest; at the same 
time, they show much lower peaks, indicating QBMA produces less coding gain compared with 8x8 
blocks and 4x4 blocks. This is due to the fact that larger blocks contains more structure for the 
-76- 
Chapter 4: Novel Approaches to BMA 
traditional full search BMA to produce a better match, thus is less susceptible to the aperture problem. 
Hence the smoothness constraint has less effect on motion vector field. 
On the other hand, all four charts in Figure 4.20 show that the A- DET curves belonging to the smallest 
block size (4 x 4) have higher peaks but narrower range with possible DET values. It can hence be 
deduced that QBMA brings more coding gain when block sizes are small; however, care must be taken 
in selecting .A to ensure 
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Figure 4.20 Four charts depicting the variation of QBMA efficiency with smoothness constraint 
factor of the same sequence using different block sizes (4 x 4,8 x 8,16 x 16). 
In conclusion, the variation of A-LET curves with block sizes can be summarised in Figure 4.21. As 
block size increase, the A-AET curve stretches rightwards and is compressed vertically. As a result, 
the range of 4 values which produce positive iET (depicted as Rwhere 11 is 4,8, or 16 in Figure 
4.21) grows and the peak coding gain () drops and the optimal operating value of A shifts to 
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the right. As AX changes with block sizes, it is essential that a meaningful relationship be established. 
This decision will be postponed until the next section, where we explore how A- DET curves changes 
across different pictures. 
A Er . iý- optimal A value of nxn block E,, 
 - maximum coding gain by nun block 
4x4 Rýý - operating range ofd. in nxn QBMA. 
8x8 
........ q........ .... 16 x 16 
16 ...... .... 
,t Obervations: A 4z4 'k A 8x8 N 16x16 Ä4i4 < AS. 8 < 216.16 
'"k X4.4<R8.8<R16.16 
R4A "' E4.4 > E8.8 > E16.16 
R&, B ' 10 
R1646 
Figure 4.21 An illustration of a typical A-DEr curves with different block sizes. 
4.4.2.5 QBMA Efficiencies for different Test Sequences 
So far we have determined that the QBMA performance on a picture is essentially independent on the 
size of the picture, and the operating range increases with increasing block size, while peak efficiency 
reduces as block size increases. The last part of this section explores how A- AET curves vary across 
different test sequences. Figure 4.22 shows six charts, each containing eight A-AET curves from the 
QBMA of the eight sequences. Although each curve within a chart peaks and crosses the x-axis at 
different values of A values, there is a common range where all the curves stay positive, indicating that 
a common operating range can be identified. Hence, even though the value of the smoothness 
constraint factor (A) at which QBMA produces optimal result is dependent on the sequence, we can 
find a sub-optimal value which provides acceptable coding gain for all the sequences. The maximum X 
value where each curve remains positive is shown in Table 4.3. The cells with the `>' sign indicates 
that the positive range is beyond the simulation range. It can be observed that the variation of this range 
is most markedly across block sizes than across the sequences and picture sizes. By choosing the 
smallest range for each block size, it is decided that the following smoothness constraint value be used: 
" For 4x4 block. = 0.25. 
" For 8x8block, A= 1.0A=1.0. 
9 For 16x16block, A=4.0A=4.0. 
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To summarise, QBMA will be used with candidacy ratio R=0.1 and smoothness constraint factor A= 
11.0,2.0,4.0} depending on which block size is used. This setting would offer an improvement in 
coding efficiency over traditional BMA for any generic natural video sequences. 
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Figure 4.22 Six charts depicting the variation of QBMA efficiency with smoothness constraint 
factor over different test sequences. 




Chapter 4: Novel Approaches to BMA 
Table 4.3 The A value beyond which QBMA becomes less efficient then BMA. 
Image size QCIF CIF 
Block size 
Sequence 4x4 8x8 16x 16 4x4 8x8 16x 16 
Akiyo > 4.0 > 16.0 16.0 2.5 3.0 > 64.0 
Bus >4.0 > 16.0 >64.0 >4.0 > 16.0 >64.0 
Coast 1.75 10.0 > 64.0 3.25 15.0 > 64.0 
Foreman 3.75 > 16.0 > 64.0 3.25 14.0 44.0 
Hall 1.75 12.0 32.0 0.5 2.0 8.0 
Mobile > 4.0 > 16.0 > 64.0 > 4.0 > 16.0 > 64.0 
Stefan 1.0 1.0 4.0 0.25 2.0 4.0 
4.4.2.6 Performance of the Finalized QBMA 
Finally, the overall performance of QBMA under the preset candidacy ratio and smoothness constraint 
factor values is compared. Figure 4.23 and Figure 4.24 shows charts comparing the entropies achieved 
by BMA and QBMA of QCIF and CIF sequences respectively. The top charts show the entropies of the 
motion vector fields. Throughout all the sequences QBMA produces less motion entropies, due to the 
smoothness constraint. From middle graphs indicates the increase in residue entropy due to this 
smoothing. This is natural as the residual obtained from QMBA is not optimal in the SAD sense. The 
combined entropies are shown in the bottom charts. They show that the total entropies of all the 
sequences are improved by QBMA. 
In terms of processing times, Figure 4.25 shows that for both CIF and QCIF sequences, QBMA does 
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Figurc 4.; ('hart,, comparing the performance of Qf3MA and 13MA of' Q('IF sequences with block 
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Figure 4.25 Charts comparing the processing times of QBMA and BMA of test sequences. Top: 
QCIF sequences (block size of 4x4); bottom: CIF sequences (block size ofW). 
From the perspective of image registration, a comparison of the motion fields generated by the Q13MA 
and BMA are shown in Figure 4.26, Figure 4.27 and Figure 4.29. It can be seen that a much more 
natural vector field is achieved via QBMA. The motion field obtained by QBMA follows more closely 
the natural segmentation of the objects in the scene. Hence it is also possible to use the algorithm for 
motion segmentation. The water waves in coast guard sequence, the background in the table tennis 
sequence and the floors and walls in the hall sequence all pose serious aperture problem to I3MA. 
which is alleviated by QBMA. 
All in all, Q13MA can bring about a Bitrate reduction of 0.05 bpp for QCIF(a; I Ofps sequences and 0.004 
bpp for CIF(u30fps sequences. This translates to a hit-rate reduction of about 12kbps tier both cases. 
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Figure 1.27. Frame 33 of FAHLE. Q('IF. (a) Input; (h) I3MA field; (r) QBMA field. 
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Figure 4.218. Frame 45 of HALL. Q('IF. (a) Input: (h) BMA field: (c) QBMA field. 
4.5 Conclusions and Recommendations 
This chapter proposed sonic 110'Cl ahhroach« 
tu nu, tiun estimation h\ the block-matching ak-, orithin 
(BMAI. The intcrpolation-free suh-pi\eI estimation remo es the need to process and sture interpolated 
frames in order to estimate numn sectors 
to sub-pixel resolutions. Other than tier coding purposes. 
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motion vector fields can also be used as a precursor to global motion estimation and motion 
segmentation. These applications also benefit from a motion vector field with a higher resolution. 
The SAD-map is introduced as an alternative approach to block matching. A reliability measure is 
introduced which is based on the distribution of the SAD values. A candidate set is identified and their 
spread is used as an indication of how reliable motion vector from the block is. This reliability measure 
is more indicative than the measures based on texture, a single minimum SAD value, or the local 
spatial smoothness of the vector field. This reliability measure is then used in setting up the priority 
queue in the QBMA algorithm. Other than its use in QBMA, the reliability measure will also be used 
subsequently as weights for regressive methods for global motion estimation, which will be discussed 
in later chapters. 
The thesis also proposed an alternative approach to BMA, the QBMA, which reduces entropy of the 
motion vector field by introducing a smoothness constraint and changing the order in which the blocks 
are processed. In contrast to traditional BMA, processing order is sequential according to raster 
scanning of the blocks within the picture. QBMA is shown to produce a smoother and more natural 
motion vector field, and achieve lower combined entropy of motion vectors and residues. The 
algorithm used in QBMA can be considered a form of statistical relaxation - in classical stochastic 
relaxation (e. g. simulated annealing and deterministic ICM), motion vector fields are viewed as an 
integral observation space and the process of finding a stable state involves numerous iterative steps of 
finding out which configuration produces the lowest `energy'. The whole process typically requires 
several seconds or even minutes of processing time on a normal desktop PC. In QBMA, on the other 
hand, relaxation is done by processing more reliable or `confident' blocks first, and imposes 
smoothness constraints only on those less reliable blocks, based on information from their more reliable 
neighbours. This is a special case of deterministic annealing called Highest Confidence First (HCF) 
[Mei-97] algorithm does not require any iterative algorithms. As it is a single pass algorithm, the 
processing time is a several orders of magnitude 
lower than the other annealing methods and is very 
well-suited for real-time applications. 
In conclusion, the reduction in overall entropy brought about by QBMA makes it a suitable substitute 
to full-search BMA. As memory and processing requirements for QBMA are not excessively larger 
then BMA, it is ideal for real-time applications, even in embedded systems. The smoothed field is also 
a precursor to good block-based motion segmentation algorithms to be discussed in subsequent 
chapters. 
A major area for improvement 
for the current implementation of QBMA is the choice of smoothness 
constraint factor. Currently, 
QBMA offers sub-optimal improvement over BMA because the 
smoothness constraint factor 
is constant throughout a particular sequence. Future work involves finding 
a means of adapting the values to the content and perhaps the 
factor can be changed from one block to 
another by analyzing the textural and temporal variation 
in the neighbourhood of the current block. 
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Furthermore, QBMA can be used jointly with the sub-pixel models to produce a smooth motion vector 
field at sub-pixel resolution. Lastly, processing time and memory requirements can be further reduced 
by means of reducing the resolution of the SAD-map (say, to 2-pixel steps instead of 1-pixel step) and 
then by applying sub-pixel models to achieve higher resolution. 
In the following chapters, various issues global motion estimation and motion segmentations will be 
investigated and new algorithms based on QBMA and related works will be proposed. 
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Global Motion Estimation 
The previous two chapters focused on the acquisition of the motion vector field from two consecutive 
frames. This and the following chapters are devoted to the means of analysing the field and 
representing it in a more compact form. 
At times, a large part of a motion vector field is attributed to a single motion. In Figure 5.1, the frame 
from the table tennis sequence with a camera zoom factor of 1.06 creates a substantial number of non- 
zero vectors (see Figure 5.1 (a)); instead of representing the field as individual vectors as in Figure 5.1 
(a), the field can be represented as the sum of a single zoom factor parameter Figure 5.1 (b) and the 
residual vector field Figure 5.1 (c). This is a much more compact representation of the motion field. As 
we shall see later, the number of global motion parameters depends on the global motion model. 
Essentially it ranges from a pure translational model (2 parameters), through the affine model (6 
parameters), to the more complicated 12-parameter parametric model. The number of bits required to 
code these parameters are usually much less than that required encoding the whole field of vectors. 
Instinctively, this method of representing the field may not yield significant coding gain when there is 
only apparent translational motion (induced by camera pan and tilt), as motion vectors of such a field 
can be differentially coded. However, such fields can still benefit from a `global' representation. In 
most cases, the motion vectors are quantized individually and due to a range of noise sources, each 
vector may be perturbed from its original value and the quantized field is rarely `uniform'. As an 
example, consider a scene with a pan-factor of 3.25. When motion vectors are coded to half-pixel 
resolution (as in H. 263), some vectors will be coded as 3.0 and others as 3.5; even with predictive 
coding, differential vectors of ±0.5 and ±1.0 still exist and this requires extra bits to code. A global 
representation averages out these perturbations and since only one set of global parameter is required 
for the whole field, we can afford to code it at a higher resolution, thus producing fewer residues. 
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Figure 5.1 An example of global motion: (a) a vector field caused mainly by a camera zoom; (h) 
vectors caused hý the pure zoom factor and (c) the remaining vector after suhtrtcting «lokal motion 
from the original field. The residual field is much more compact than the original field and takes 
fewer hits to code. 
Detailed scrutiny of (r) in Figure 5.1 FCvcals that global motion is not cntircly eliminated. Ihr errors in 
the ioum parameter are caused h\ 
" The vectors component due to local motion. for instance. the takle tennis hat. 
" hie vectors arising from uncovered regions: for instance. the area below the hat, that is 
ah"ent fr0n1 the hrev ions frame; motion estimated in this region is nicaningless and in 
most cases unpredictable. 
" The inaccuracy of the local motion estimation itself. like the shirt of the player. 
V'Lu iou" ýýIuhal nuxiOil estimation mcthods hin e been proposed to remove such naccurºries. The 
remainder of this chapter discusses the principles behind Iohal mOtiom estimation, e\istin`* 
methods and presents a no ei algorithm using Hough transform. 
5.1 (illohal Motion Models and Parameters 
Global motion or sometimes referred to as dominant notion) is the apparent motion (t a sequence glue 
to the nw'ement of the camera Par-ß)4I. Consider a point P= (X. Y. Z) in the scene captured at time t. 
taking reference from the focal point O Ot the moving camera With the z-axis along, the focal axis. Then 
the corresponding point on the image plane (. V. ) at focal length (, - = F) would he related to the fecal 
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The camera motion can be modelled by 2 matrices due to the 3 angles of rotation and translation in 
three independent directions: in terms of the tilt (a), the pan (A, the rotation along focal axis (y) and 
the displacements along x, y and z axes respectively, tr , ty , t, . 
Camera motion causes a point 
P=(X, Y, Z) to be displaced to a new point P'= (X', Y', Z') with respect to 0. The relationship is 
given as [Tek-95]: 
X' 1 0 0 cosß 0 -sing cosy siny 0X tr Eq5-2 
Y, = 0 Cosa sina 0 10 -sing cosy 0Y+ 
Z' 
-0 
sin a cosa sin ß 0 cos, 8-- 0 1--Z- t_ 
r r2 r13 X ti 
= r21 r2, r23 Y + t, 
r3I r3z '3 Z t3 
Where 
r =cosycosß 
r12 =sin ycosß 
r, 3 =-sing 
r,, =-sinycosa+cosysinßsina 
r =cosycosa+sinysinßsina 
r, 3 =cosßsina 
rr, =sinysina+cosysinßcosa 
r32 = -cos ysin a+ sin ysinßcosa 
r33 =cosßcosa 
t, = t, 
t2 =ty 
t3 = t: 
In addition to the camera motion, the projected image may also be changed because of the variation in 
focal length, resulting in a zoom factor. Denoting the zoom factor as f, this gives a new focal lengthfF, 








Combining Eq 5-1, Eq 5-2 and Eq 5-3, we form a relationship between (x, y) and (x', y') with respect to 
the parameters F, f, aß Y t.,, i, and t- as: 
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x'= fF 
r1x+r, y+F(ri., +t, /Z) Eg5-4 
r-4ix+ r32y+ F(r31 +t31 Z) 
y, _ f. F, 
r,, x+ry+F(r, 3 f12 /Z) 
r3, x + r32y + F(r33 + t3 /Z) 






Psx + P4 Y+ Ps 
p6x+ ply+1 
Eq 5-5 
A further assumption that point P lies sufficiently far away from the camera reduces the denominators 
in Eq 5-4 to constants (the x- and y-dependent terms are much smaller than the term with F). This 
assumption is similar to the orthographical projection, producing the affine motion model: 
x'= mox+in, y+mi 
y'=1713X+ilyy+1715 
Eq 5-6 
A less frequently used model assumes the translational components of the camera motion (tr, t,, and t_) 
are negligible (this is not uncommon in cases where the camera is fixed, as in most surveillance 
cameras and web-cams used for video conferencing). Coupled with the assumption that the rotational 
angles are small enough to replace their trigonometric functions with first order approximations, Eq 5-4 
can be simplified to: 
Eq 5-7 
x'=f(x+}y-f x2+ xy-ßFl 
y'= fr-yx+y-Axy+ay2+aFJ 
With a further assumption that the focal length is sufficiently larger (the case for very narrow-angled 
images) [Par-94], Eq 5-7 reduces to: 
x'=f(x+YY-/5F')=9ox+91y+q2 Eq5-8 
y'= j(-}x+ y+aF)=-q1x+q0Y+93 
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Eq 5-8 is a 4-parameter motion quasi-affine model where qo indicates the field divergence, q, 
represents the field curl, q2 represents the x-displacement and qz represents the y-displacement. Further 
assumptions can reduce Eq 5-8 to a zoom-translational model (q, = 0) or a pure translational model (go 
=q2=0). 
Besides the above, other models have been used which are not directly derived from the 2-dimensional 
projection of 3-dimensional objects. For example, we can have another 8-parameter bilinear model (Eq 
5-9) or the 12-parameter parabolic model (Eq 5-10) [Saw-95]: 




The common global motion model is summarized in the following table: 





x'= ro +rix+r, y+r3x2 +r4xy+rsy2 
Parabolic 12 
y'= r6 +r7x+r8y+r9x2 +rioxy+rI1yz 
x'=bo+b, x+b, y+b3xy 
Bilinear 8 
y'= b4 +bsx+b6y+b, xy 





Affine 6 x'=mox+nt, y+m2 ; y'=m3x+ m4 y+n15 
Quasi-affine 4 x'=qox+qly+q2; y'=-qlx+qoy+q3 
Zoom-Translational 3 x'= qox+q2 ; y' = goy +93 
Translational 2 x'=x+q,; y'=y+q3 
Amongst the available models, the 3-parameter [Eis-91] [)oz-971 [Tse-91] and 4-parameter [Heu-99] 
[Hil-99] [Nic-91] [Giu-99] [Smo-00a] [Rat-99] models have been the most frequently used in real-time 
processing in the past. As processors power 
has increased, the 6-parameter affine model has gained 
great popularity in recent years [Lin-99] 
[Zha-98] [Xio-97] [He-01] [Wan-97] [Kel-03] [Smo-00b] 
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[Ste-99], whereas the 8-parameter perspective model is widely used in offline applications, in cases 
where non-linear deformation cannot be ignored [Kim-99a]. The bilinear model is useful in coding 
parameters and is currently used in the H. 263+ standard [ITU-98]. The parabolic model [Saw-95] is 
used for precision global motion estimation for long-term background sprite coding. Other algorithms 
make use of multiple models with increasing complexity to improve convergence speed [Duf-00] 
[Smo-99]. 
5.2 Use of Global motion Estimation 
After global motion parameters have been found, it can be applied to numerous applications. As 
mentioned at the start of this chapter, motion vector field can be made more compact by representing a 
sparse vector field by the global motion vector itself, plus a residual motion field, which is the 
difference between the local motion vector and the local vector resulting from the global motion. As 
seen in Figure 5.1, the residual motion vector field is more uniform and has lower entropy. To provide 
an insight quantitatively, the combined entropy (residue + motion) in the left panel of Figure 5.1 is 
3.61143 bits per pixel (bpp); that in the right panel is 3.4183 bpp. As texture residue is the same in both 
cases, the difference in entropy is due to that of the motion vectors. Hence, there is a reduction of about 
0.2 bpp. However, we have to add the number of bits required to represent the global motion 
parameters. Using the H. 263+ convention of representing global motion vectors, where the parameters 
are transmitted as 4 motion vectors and assuming a dynamic range of 256 for each component, the 
global motion information can be estimated at 256*8 = 2048 bits per frame. With a QCIF picture, this 
is equivalent to 2048/ (176*144) = 0.08 bpp, a minute fraction of the original reduction in entropy. 
Hence, global motion estimation can reduce bit rates by providing a more compact representation of the 
original field. Alternatively, GME can be used in Reference Picture Resampling option of H. 263+, 
where the reference picture is "warped' according to the motion parameters. Figure 5.2 illustrate an 
instance, albeit an extremely exaggerated one, of a warping operating. In warping applications, the 
purpose of global motion estimation is to find the best parameter such that the warped version of the 




, ýi . _... 
0 
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GIuhal Mution I: difiation 
(h) 
I 
Figure 5.2 An example of warping. (a) Original image; (h) corresponding 
warped image according to the perspective model. 
There are two issues to he addressed regarding warping operation. Firstly. warped pixels are usually not 
located on the integer _, rid hence suh-pixel interpolation has to he carried out. This is done by usino the 
bilinear interpolation as depicted in Figure 4.5. Secondly, warped pixels may lie heyond the image 'rid. 
The pixel is then replaced by the pixel along the picture border nearest to the warped pixel. 
The warped reference image is a better match to the input image. as can he seen from the difference 
images in Figure 5.:. IIcnce. if instead of performing motion estimation based on the original reference 
frame. motion estimation can he done using a warped version of' the reference frame. As the warped 
reference is better matched \ý ith the input image, the resulting motion estimation ý\ ill produce less 
residue entropy, as \ýehI as less nwtion entropy. ('lose inspection of the two difference frame in Figure 
5.3 reveals that most areas in (h) has lower energy than (a) except in moving regions of' he foreground 
objects; hence the use of global motion vw ill he restricted to sequences with small moving objects 
against a dominant background. lt may not he efficient when two or more objects have similar sizes 
moving independently. Hoývýever. this may not he an issue if there is a fall hack scheme where the non- 
warped versions can he used when appropriate. 
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(A) (h) 
Figure 5.; I)iIterencc images (a) hethvecn current and reference images; (h) between current 
image and a vvarpcd version of the reference. As (h) has lower energy. 13MA usino the 
%Narped reference produces less residue in addition to Ioýrer motion vector c'nh-Opy. 
Once global motion has been found. a global motion field can he generated. which is used to compare 
with the original motion field. Regions containing mop in, " foreground have motion vectors distinctly 
different from that caused by the global motion. Hence by comparing the local and global motion 
vectors. nosing foregrounds can he extracted, as in Figure 5.4. The i-oreground/hackoround 
segmentation has mann uses. The foreground can he coded at higher quality or in error resilient 
applications foreground segments can he more heav il} protected by better channel codes. Object 
segmentation and tracking are also simplified as background is eliminated li-om the extraction and 
tracking process. 
%bang.. 
Figure 5.4 \Io%ing foreground extracted from comparing 
iIohal motion ýectcrs and local motion vectors. 
- 
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5.3 Existing Global Motion Estimation Techniques 
In a more general term, global motion estimation is the process of attributing the apparent difference 
between two or more frames in a picture sequence to a single motion described by a predefined model. 
Categorically, there are two approaches to global motion estimation: 
" Direct methods 
" Indirect methods 
Direct methods use spatial gradient within an image and its temporal gradients with respect to another 
reference image to find a correspondence between the two images. This correspondence is usually 
evaluated based on the Taylor series expansion of the image space. The indirect methods use motion 
vectors to estimate the global motion parameters, usually through regression or gradient-descent 
algorithms. The name `indirect' is attributed to the fact that a motion vector field is required and it is 
the field which is used to estimation the motion, not the images themselves. As in the direct methods, 
both regression and gradient descent algorithms can be used. The following sections discuss the various 
methods and algorithms in more detail. 
5.3.1 Indirect Regression Methods with Motion Vector Fields 
When camera motion is the dominant cause of apparent motion between two frames, least-squares 
methods [Pre-021 can be used to estimate the parameters. Taking the affine model as an illustration, the 
motion vector [u, v] can be expressed as: 
rxy' 'x +tt 
yv 
Eq 5-11 
By replacing the parameters 
{mo, ni,, r2, m3, m4, m5} in Eq 5-6 by an alternative parameter set 
{a0, a1, a2, a1, a4, a5I with the relationships: 
ao =mo -1; 
a2 = n13 ; 
a4=7712; 
a1 _ in, 
a3 =1774 -1; 
aS = m5 
Eq 5-12 
Eq 5-6 can be than expressed in an alternative form: 
Fu ao al x a4 
V a2 a. y a5 
Eq 5-13 
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[ii] 
In Eq 5-13, the [ao a3 a2 a1 a4 asl parameter vector is the model to be evaluated and is the motion 
v 
vector observed at location . 
By re-arranging terms we arrive at: 
Y 
X 
ao Eq 5-14 
a, 








pairs from a dense or sparse motion vector field, Eq 5-14 is used to form an 
Lv! Y, 
over-complete equation system: 
XI y, 001 0aa III 
Eq 5-15 
a 
00x, y, 011 vi 
a, 
XI yi 0010n= it, Pa =q 
00x, Y2 01; v, 
a4 
a5 
The parameter vector a= 
[a0 a, a2 a3 a4 as T can be found by means of a least-squares method: 
a= (PTP)-I PTq Eq 5-16 
Using the above arguments of expressing the affine model in the Pa =q form, similar expressions can 
be obtained for other models. With the exception of the perspective model, the q vectors are expressed 
in terms of motion vectors. Table 5.2 shows equation sets for all the models described in Table 5.1 
reformatted in the Pa =q form, with all parameters represented by a= 
[a0 a, "" "T : 
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Table 5.2 List of global motion estimation equations for least mean square solution. 
Model Name Model Equation 
ao 
u 1x y x2 xy y2 0000 00 a, Parabolic _ [ ][ Z 2 v 00 00 001xyx xy y 
Lai I _j 
ao 
u I xy xy 000o a, 
Bilinear 
] IV 
=[ 0 0001xy xy 
ao 










u xy10 a, 
Quasi-affine 
I ]=[ 
V -Y x01 a2 
a3 




The solution to Eq 5-16 as used in [Eis-91] and [Rat-99] is very sensitive to outliers. Inaccuracies arise 
due to motion failure and local motion of moving regions can render the solution meaningless. A 
common remedy is to apply robust statistics 
[Pre-02] to reduce the influence of the outliers: 
a= (PTWP)-i PTWq 




wi 0 """ """ 0 
0 w, 
WK 0 
0 ... ... 0 WK 
Global Motion Estimation 
Eq 5-18 
In Eq 5-18, K is the cardinality of the motion vector field. Contributions from [Heu-99], [Giu-99] and 
[Kim-99a] introduce different confidence measures to reduce outliers' effects. Heuer and Kaup [Heu- 
99] used the variance of the sum-of-difference values found in block matching algorithms (BMA, 
chapter 3,4). Giunta and Mascia [Giu-99] employed the concavity of the BMA cost function around 
the motion vector as a confidence level of the current block. Conversely, Kim and Kim [Kim-99a], on 
the other hand postulate that the lack of intensity variation within a block reduces the reliability of its 
motion vector; hence, they used the spatial intensity gradient within the neighbourhood Bk as the k`h 
weight: 
Wk =Z , 
'(x, y, r)+v? I(x, y, t) 
(. r. y)EB 
Eq 5-19 
An iterative process can be employed where a subsequent iteration n uses Eq 5-17 to refine a" based on 
the previous global motion field q'-'. The process continues until a convergence limit or a fixed number 
of iterations are reached. Let Ek" denote the estimation error of the k"' motion vector in the motion 
vector field at the n`" iteration. Then: 
Ek =l uk - Ilk 
J+ IVk 
- Vk 
I Eq 5-20 




where w is a non-increasing function of e.. w(E 
), thus reducing the nth observation's contribution to 
the least square estimation. Various regression methods differ in the choice of function w("), sometimes 
referred to as the M-estimator. 
In [Smo-00al, Smolic et. al. used the Tukey biweight as the M- 
estimator: 
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where c is the tuning constant. Xiong, Chiang and Zhang [Xio-97] provided an alternative weight 
measure based on the intensity difference, weighted with the inverse of spatial gradient: 
n(P) _I 
(p, t) - I(p - v(p; O), t) Eq 5-22 
IVPI(P, t)I 
IDPI(P, t)I= (I. r+(i 
This weight measure is very simple to implement, but it bears no relation to the actual reliability of the 
motion vector at the particular location. As will be seen later, this thesis proposes a more relevant 
measure which provides more relevant weights according to the reliability of the local motion vector. 
5.3.2 Indirect Gradient Descent Methods using Motion Vector Field 
An alternative means of solving the global motion estimation problem using a motion vector field 
involves the use of gradient descent methods. Defining 'Pk :k =1... K} as the set of observation points 
with associated observed motion vector vk , and vk to be the motion vector at Pk due to a global 
motion with model parameters a related through a function: 
vk =f(Pk; a) k=1 ... K Eq 5-23 
Then global motion estimation can be envisaged as a minimization of the sum of the Euclidean 
distances between the observed and modelled motion vector fields: 
a* =arg minE2(a) Eq 5-24 
a 
N 
E2(a) = EIIVk -f (Pk; a)ll2 
i=l 
Solving this equation using least-squares methods leads to the regression method described in the 
previous section. Alternatively, the problem can also 
be solved via iterative gradient descent methods. 
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Similar to pel-recursive methods in local motion estimation (differing only in the dimensionality of the 
variable to be optimized), we can use the steepest descent method: 
a,. +, = a - aVeE(a) 







Or the Newton-Raphson method: 
aý+ý = an - H-'va E(a) 
a2E a2E 
aa, 2 as aa2 
a2Ea2E 
H= aa, aa, aa, 2 
a2E 2E 








The value p in Eq 5-25 and Eq 5-26 is the number of global motion parameters, which depends on the 
motion model used (see Table 5.1 and Table 5.2). Local motion estimation aims at finding the it and v 
components of each pixel whereas in global motion estimation, the minimization target is the p 
parameters in the global motion vector space. 
In [Par-94], Park et al use the Levenberg-Marquart method [Pre-02] to solve the problem numerically 
with a three-parameter model; good estimation results are achieved, although they do not show how it 
can be used in video coding applications. The global approach proves to be sensitive to outliers due to 
aperture and occlusion problems. Robust statistics can again be used to reduce the influence of outliers. 
Kim and Kim [Kim-99b] use outlier rejection ratios to eliminate pixels from the E(")calculations. In 
addition to introducing robustness, their method reduces the amount of computation per iteration and 
they obtain good results when their algorithm 
is incorporated into an H. 263 codec. 
5.3.3 Gradient Descent with Inter-frame Direct Methods 
In direct methods of global motion estimation, motion parameters are evaluated by minimizing the 
intensity of the image with respect to a warped version of the reference frame. Recalling Eq 3-14 in 
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pel-recursive methods, the energy term E(")at any point p= [x yf is dependent on the motion vector 
at that point v(p, t): 
E(p, t) = [I(p, t) - I(p - v(p, t), t -1)ý Eq 5-27 
For global motion estimation, the motion vector field is a function of position and parameter vector a: 
E(p, t; a) = [I(p, t) -I (p - v(p, t; a), t -1)f Eq 5-28 
The form of v(p, t; a) depends on the motion model as specified in Table 5.2. Global motion estimation 
then entails the minimization of the total residual energy with respect to a: 
a'(t)=argmin [I(p, t)-l(p-v(p, t; a), t-1)1 Eq 5-29 
ap 
In terms of global motion estimation, a more general form of Eq 5-28 and Eq 5-29 is required. The 
E(") term has to be expressed in terms of displaced frame difference DFD as in Eq 5-30. 
DFD(p, t; a)=1(p, t) -I (p - v(p, t; a), t -1) Eq 5-30 
a`(t)=arg min [DFD(p, t; a)f 
ap 
In the following discussion, DFD(p, t; a) is referred to the values in the current frame at time t with a 
specific global motion vector a. Hence, the terms t and a are dropped from DFD(p, t; a) without the loss 
of generality. To solve Eq 5-29, Dufaux and Konrad [Duf-00] used a gradient descent method on the 8- 
parameter perspective model [ao a, ... au] to minimize the residue 
Z DFD(p) 
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_H-lb La7 Lau] 
I a2DFD2(p) 
2 aaö P 1 a2DFD2(p) 
H= 2 aaoaa, 
1 ýa2DFD2(p) 
2P aaoaa7 
2 A, d aao 
1 aDFD2(p) 












The second-order terms in II and b are computationally intractable. By ignoring higher-order terms, 
they can be approximated by their first derivatives: 
a2DFD2(p) 
_1> 
aDFD(p) aDFD(p) Eq 5-32 
Hntn 








Instead of using the squared errors as the cost to minimized, robust statistics can be used to reduce the 
effects of outliers in gradient descent methods by means of M-estimators. By replacing DFD(p) with a 
simple truncated quadratic M-estimatorp(DFD) with a fixed threshold t, Dufaux and Konrad managed 
to improve the convergence rate: 
DFD2 IDFDI <_t 
p(DFD) _0 (DFDI >t 
Eq 5-33 
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p(DFD) = 
{DFD2 (DFD)' S cE 
Eq 5-34 
0 (DFD)2 > cE 
E= DFD(p) 
pER 
To further reduce computational load and the adverse effects of untextured regions, pixels with spatial 
gradient less than a threshold are removed from the minimization process. 
The use of M-estimators is also introduced in [He-01] [Saw-95]. Yuwen He et al [He-01] conducted an 
extensive survey on the performance of using Eq 5-32 on direct methods of global motion estimation in 




v =1.253 E(DFD) 
5.3.4 Regression with Inter-frame Direct Methods 
Direct methods can also be approached using the data conservation principles 
11(x, y) Eq 5-36 
-1(X, y) Lv(x, y) 
Where !r (x, y) ,1 , 
(x, y) and 1(x, y) are the spatial and temporal gradient, and u (x, y), v(x, y) are the 
motion vector components. Taking the affine model to replace the motion vector components, Eq 5-36 
is reformulated by: 
[x1. 
r(x, y) ylX(x, 
y) XI,. (x, y) yl,. (x, y) l. r(x, y) 
a0 Eq 5-37 
a, 
1 (x, Y)] 
a, 




A over-complete equation system can then 
be obtained by cascading all the observation 
setslr, y, l, (z, yýl,. 
(x, Yi(x, Y)}: 




X>>x. i Yi'. ,i 
x111.1 YI1v, I 'aa 'y. 
a, 
i 
n= x21.,. i Y2' .2X2 
Y21 
,2 
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i, 
o= i2 
Regression is then used to find the value of a which minimize the squared errors: 
Eq 5-38 
]Ra =0=a= 
(IITII)h HT© Eq 5-39 
As in the gradient descent methods, some points may be more reliable than others; hence a weight can 
be added to each point in the form of weights 
{w, }: 
! Ha = ^0 =a= 




W= ETE =0 iv, 0 
00 
5.3.5 Robust Statistics 
Before proceeding to the next section, the use of robust statistics will be addressed. In both gradient- 
based and regression approaches, the basic rule is to minimize the cost measured as a squared error of 
either deviation of motion vectors (in indirect methods) or difference in pixel data (in direct methods). 
For simplicity and sometimes computational tractability, the basic assumption is that this error is 
Gaussian distributed. As a result the least squares algorithms are very sensitive to a large errors value. 
A single observation with a large error (called an outlier) can cause the estimated parameters to deviate 
significantly from its true value. An illustration is shown in Figure 5.5: 
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Figure 5.5. Illustration of using robust statistics for linear regression in 
line fitting application. Point set contains two outliers. Dotted line is a 
result of linear regression; solid line is found from single iteration of 
regression using the Tukey's biweight M-estimator 
The observation set is perturbed by two outliers. The two outliers cause linear regression (see Eq 5-16) 
to produce an estimated line (dotted line) which deviates from the original equation (solid line). By 
using robust statistics with weights of the Tukey's biweight M-estimator, Eq 5-17 produces the solid 
line, which coincides with the actual line. In global motion estimation, robust statistics is very crucial 
due to the presence of various sources of noise, like moving object boundaries, change in illumination 
and occlusions. Ordinary least squares method is not robust because the objective function E (t) (where 





increases infinitely when a single error value e2(t) grows. Hence, a single outlier is sufficient to divert 
the estimating process significantly. It is 
important to restrict the effect of outliers by replacing the 
square function by some function p(ek) which 
increases initially with ek and decreases rapidly. This is 
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the same function described in Eq 5-32 and Eq 5-33. This function is called the M-estimator. Various 
versions of M-estimators have been proposed in past literature and are usually described by the 
derivative tp(r)= 
r 
p(r). Common M-estimators are described in Table 5.3. The third column, w(r), 
is the version used as weights in linear regression like Eq 5-40. The measure in Table 5.3, the L7 
estimate, is used in the basic MSE-based regression. In terms of complexity, the Andrew's and Welsch 
estimates are not ideal for real-time and hardware implementation as trigonometric and exponential 
functions are used. The simpler LI, Huber and Tukey's biweight estimates were found not to provide 
the necessary robustness towards motion outliers in regression-based GME; the Cauchy estimate has 
been shown to be the most suitable estimate in GME application. The scaling factor c in the Cauchy 
estimation function is used to normalize the measure with respect to the spread of the estimate. A few 
spread measures were tried (median of absolute deviation, variance and range) and variance was found 
to be most suitable measure of c. In the following discussion, the Cauchy estimate with variance as the 
scale factor is used. 
- 107 - 
Chapter 5: Global Motion Estimation 
Table 5.3 List of M-estimators for robust statistics. 




L, sgn(r) Irl sgn(r) 
r 
r Irl-<k 2r2 
Irl<k 1 Irl<k 
Huber 
k sgn(r) r) >k 
[kfrI__k2 
Irl >k 






2 log l+[C l 1+ r 
)2 




Irl-1 (1-r2Y (rl-1 
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0 Irl>1 1 IrI>1 0 Irl>1 
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1 
sin rr rf S1 
12 (1- cos rr) 1+ 51 
1 
sin; rr Irl <-1 
L ; rr 
Andrew's 
0 rl>1 







1-ex -(r) c 
Z 
ex -c 
5.4 SAD-based Iterative Regression for GME (SIRGME) 
Of the four iterative methods discussed in the previous section, regression using motion vector flow is 
the least time consuming. Especially when a sparse motion vector field is used, processing times are 
substantially reduced compared with the gradient-based algorithms with both direct and indirect 
methods. The previous section has laid down the basic algorithm of Iterative Regression for GME 
(IRGME). Based on the use of SAD-map and its related techniques, a novel improved version of 
IRGME is proposed which gives a better estimation potential. This is termed SAD-map-based IRGME 
(SIRGME). First, the affine model 
{a0, a1, a2, a1, a4, a5} is adopted due to its linearity properties and its 
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ease of implementation. It also provides a good estimation to the sequences which we used in the 
simulation. 
For each block k with centres Pk = (xk , yk) measured in pixels from the centre of the picture, let 
vk = (uk, vk) denote the motion vector found from QBMA. For each block the motion candidacy 
spread (MCS) Spread* is used as a weight in the first iteration of the regression: 
W, o """ 0 il, W, 
0 """ 0 x, y, 1 Eq 5-42 
0 w2 """0 U2 
0 IV, 0 x2 Y2 1 ao 
= a, 
0 0 ... WK 11K 
0 0 
... WK XK YK 
1 as 
w, 0 """ 0 v, w, 0 0 x, y, 1 
o , v2 ... 0 v, 
0 w, .. 0 x, y2 1 
a2 
_ a3 
0 0 ... WK VK 







For each block, the reliability bears an inverse relation to the motion candidacy spread (MCS). The 
solution to the problem of scale [Pre-02) is provided by the spread measure. As the distribution of MCS 
is highly skewed, mean is not a good estimate; the median of the absolute deviation from the data 
median is employed instead. Hence wk in each block k in Eq 5-42 is used as the scale factor. The set 
ý0, 
i, aI, j, a2,1, a3,1, a41, a51I represents 
the initial estimate of the parameters. The solution to Eq 5-42 is 
similar to Eq 5-16. For each subsequent iteration it the global motion vector field 
(uk. 
f, vk. n) 
is 
estimated and a new weight based on the deviation of the estimation from the original motion vector 
field, mvdk,, , 
is used as the input to a robust estimate: 
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Eq 5-43 
The iterative regression is then: 
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The weight wk.,, in Eq 5-44 uses robust statistics [Pre-02] to bring down the effects of outliers. Even 
though wk in Eq 5-42 bears resemblance with tivk n the 
basic principles behind them are quite different. 
The weights wk provide the confidence level of the local motion vector, which may or may not be due 
to global motion at all. The weights tivr,,, , on the other hand, is similar to the Tukey's biweight M- 
estimator scaled by the block's observed motion vector. The additional term (top-most condition) is 






n , mvdk. n) = 
("k. 
n - Ilk 
Y+ (vk. 
n - Vk 





Another improvement based on SAD-map is the use of motion candidacy points. After each step of the 
iteration, a global motion field is generated. The standard procedure is then to compare this estimated 
field with the observation field obtained from the initial BMA or QBMA process. In the proposed 
method, the observation field is first adapted prior to this comparison. This is made possible by the 
motion candidacy set, which contains a set of motion vectors for each block. At each iteration n, the 
observed motion vector field 
{vk :k =1... K} is replaced by an adapted motion vector field 
ýV 
k. n c- 
Cand (k) :k =1... K} whose members are selected from the motion candidacy set of vectors 
which is closest to the estimated 
field: 
vk, n = arg minlly - vk, n 
11 Eq 5-46 
YECand(k) 
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The new observation field is then used to replace the original observation field in Eq 5-44. Figure 5.6 
shows the adaptation of the new observed motion vector in a block with multiple candidates. By 
shifting to a new observed motion vector which is the closest to the estimated vector, blocks with a 
large candidate set due to aperture problem can provide enough support to many parameter sets as long 
as these sets induce a motion similar to one of the members within the candidate set. The effect of this 
adaptation is similar to statistical relaxation methods which tend to bring the algorithm out of local 
minimum. 
Imvdk,,. iI V 
vkn. r - Imvdwl 
imvdk,,, I l Mulitiple candidates 
U 
i' Vkn 
Block with single candidate 
Vkml II Vk^ 
Block with multiple candidates 
Figure 5.6. Illustration of observation field adaptation. The motion vector in the 
right block is changed to the member within the candidacy set closest to the 
estimated vector. 
Termination of the iteration process is triggered when the parameters changes within the threshold 
values: 
Eq 5-47 aO, n+l - ao, n < aO, rhreahold 
h,,, 




n+1 - a5, n 
< a5, dtreshold 
We set the translational threshold values as a5., hrr, nln = a4, rnresn! e = 64.0)-1 . The other 4 thresholds 
values are related to scaling and rotation, ( ao., esliold = al., hreshold = az. the%hold = a,., nre. tho, d 
). They are 
selected so that they produce the translational threshold at the border of the picture. For QCIF 
sequences (176x144), the threshold value is set as (64.0)-'/128 = (8192.0)"', whereas for CIF sequences 
(352x288), the value of (64.0)''/256 = (16384.0)"' is used. In the rare case of a divergence, a maximum 
iteration of 16 is imposed on the algorithm. 
Single candidate 
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5.5 Simulation Results 
5.5.1 Choice of Global Motion Model 
As the number of parameters increases, the GME should better model global motion provided the 
dominant motion is not too severely masked by local motion. However, this accuracy has to be weighed 
against the complexity required to compute the model parameters. Out of the eight test sequences used 
in the previous chapters, six of them contains a global motion and some foreground moving object. 
These six sequences of both QCIF and CIF sizes (at 10 fps and 30 fps respectively) are simulated using 
the traditional regression-based global motion estimation with the seven motion models and the control 
(simple BMA): 
" NONE = local motion estimation by BMA. 
"T= translations; 
" TZ = zoom + translation; 
" TZR = quasi affine (zoom+rotation+translation); 
" AFF = affine; 
" PERS = perspective; 
" H263 = bilinear (as described in the Reference Picture Resample option of H. 263+); 
" PARA = parabolic. 
The effectiveness of a motion model is measured by the amount of motion vector field entropy reduced 
by the elimination of the global motion components. Hence the entropy of the residual motion field is 
used as an indicator of global model effectiveness, as shown in Figure 5.7. Figure 5.8 provides a 
comparison of the processing time required for various models. Figure 5.9 and Figure 5.10 depicts the 
same graph of the QCIF sequences. For the entropy plots, all models are shown to out-perform the 
BMA to different degrees. The trend of each sequence is similar in both CIF and QCIF versions. The 
BUS, MOBILE and TABLE sequences are best modelled by the 3-parameter TZ model as the sequence 
has a prominent zoom and pan component. The COAST sequence is a pure panning sequence; as a 
result, the pure T model is sufficient. In fact, more complex models are less effective due to the amount 
of noise contained in the motion vector field (attributable to the water reflection). The FOREMAN 
sequence performs equally well with all the models, except the PERS model, which due to the non- 
linear nature is where a6 and a7 are very susceptible to noise. Surprisingly, the T model seems to 
outperform the other models slightly. 
This is probably due to a panning motion towards the end of the 
sequence. AS for the STEFAN sequence, the three models (T, TZ and AFF) outperform the other 
models. 
The TZR model does not seem to perform as well as the T and TZR models. This may be due to the 
fact that all sequences tested 
have no rotational component (a, of the TZR model). Even if the 
-112- 
Chapter 5: Global Motion Estimation 
rotational component does exist, the model will still not be able to provide an accurate estimate of the 
field. This is due to the fact the most sequences do no have exact 1: 1 aspect ratio. Unlike the zoom 
factor which is invariant to the aspect ratio, the rotation component is not. A better model would be the 
affine model (AFF). Furthermore, the x- and y- component of the TZR is inseparable while the AFF 
model is. This makes AFF model slightly computationally less intensive then the TZR model. Hence 
AFF should be preferred over the TZR model. 
From the processing time plots, all models requires about same processing time (1.5 seconds for CIF 
and 0.4 seconds for QCIF sequences) except the perspective (PERS) model, which takes a substantially 
long time to process. This is mainly due to the requirement of the floating point division in the model. 
Even the PARA model which has 12 parameters takes much less time. In any case, block-based GME 
does not benefit much by using global motion models more complex then the affine (AFF) model. This 
premise only holds for applications relevant to this chapter; more accurate models may benefit other 
applications like pixel-based motion segmentation. 
Amongst the three models with the largest number of parameters (PERS, H263 and PAR), the H263 
model performs best. The bilinear nature of H263 also makes this model easy to implement and a fixed- 
point version is actually recommended in the H. 263+ standard. An added advantage is that less 
complex model (T, TZ, TZR and AFF) are special cases of the H263 model. Hence the H263 model 
can provide a common model representation for coding purposes. 
In conclusion, this thesis recommends the use of the following models in increasing complexities: 
" TZ model - for entry level applications where processing power is limited and timing 
is crucial. 
" AFF model - for applications which requires intermediate complexity. This is also the 
basic model to use for scenes with rotational motion, and for motion segmentation 
applications. 
" H263 model - for more applications with higher motion model complexity. 
Finally, all three models can be represented with the H263 model where some of the parameters are set 
to zero. 
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Figure 5.1). Prediction performance of various GME models on 0 Q)('IF@' IOi'Fs sequences 
with various block sizes: top: 4x4: centre: 8x8; hottom: I Ox 16 
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Figure 5. M. Plvice>"ing times of ariOuS GME models on 6 Q( IF@ I(Ups sequences vv itII 
arious block sizes: top: 4x4; centre: 8x8; bottom: 16x16 
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5.5.2 Effect of Block Size for BMA used in GME 
One of the considerations in BMA is the block size. Smaller block size provides better matched locally, 
but its motion vector field suffers from the general aperture problem as there is less texture to match per 
block. Large block sizes are more robust to noise, but have higher risk of having multiple objects in a 
single block. Hence compromise has to be made when selecting the block size in BMA. This is more so 
when the vector field is to be used for GME, as a wrong block size can make the whole GME result 
useless. Block sizes of 4,8 and 16 are tested CIF and QCIF test sequences to determine which block 
size is optimal. The combined entropies of the motion-compensated residues and the residual motion 
vectors are used as an indicator of compression efficiency. Figure 5.11 and Figure 5.12 show the 
combined entropies of the six sequences (QCIF and CIF respectively) using GME with different block 
sizes. 3 models as recommended in the previous section are used. It is clear from the figures that for 
QCIF sequences, block-based GME on QCIF sequences are best done with 4x4 blocks whereas CIF 
sequences benefit most with 8x8 blocks, regardless of which model being used. Henceforth, for 
subsequence simulations with QCIF sequences, BMA based on 4x4 blocks will be used; CIF sequences 
will be based on 8x8 blocks. 
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Combined Entropies (TZ Model) 
of Various Block Sizes (CIF@30fps) 
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BUS COAST FOREMAN MOBILE STEFAN TABLE 
Sequence (QCIF@10fps) 
Figure 5.11. Combined entropies of'() Q('1F( IOfps sequences with various block sizes using. T'Z 
model (top). AFF model (centre) and 1126 3 (bottom). 
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Combined Entropies (TZ Model) 
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Figure ý. I ý. ('ºmýhinýýl ýntruýic,, of b ('IF(a ; Ufhs sequences with various Klock u"inýg TZ 
model (op). AFF model (centre) and 1126; (hcfttoill). 
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5.5.3 Various Reliability Measures in Regression-based GME (RGME) 
With regression-hascd GNIE (R(iA1E). this thesis recommended the, use of M('S as the icliahilitI 
measure to improve the singlle-step regression. as depicted in Ey 5-42. To find out the merits of'a[-IOLVS 
reliability measures described in Chapter 4. simulations are conducted using the follomno measures: 
" 13MA - benchmark ýv here no GME is used. 
" NONE - no reliability measure used. 
" GRAZ) - reliability measure based on image intensity gradients. Ey 4-9(a) 
" SAI)MIN - reliability measure based on minimum SAD of the each block. Eq 4-9(h) 
" MVS - reliahilitý measure based on local smoothness of the motion vector field. ELI 
4-9(c) 
" M('S proposed reliability measure based on the motion candidacy spread (M('S). F. y 
5-42. 
Motion Entropy from regression-based GME (AFF Model) 


















Q SADMI N 
Q MVS 
Q MCS 
bus coast foreman mobile stefan table 
sequences (QCIF@10 fps) 
Figure 5.11. A chart shuvv lu g the motion entropy resulting from regression-based GME 
using different reliabilities as weights. 
Simulation results on the six Q)('IF sequence using the ýrffine model are shown in F-unire 5.13 The 
texture-hosed and minimum SAD-haled measures are poor measw-es. they sometimes produce worst 
results than the non-ýýeiehted algorithm 
does. Reliability measure based on local motion smoothness 
produces good results: the proposed 
yI('S-hasecl measure outperforms all other measures in all the 
sequences. except for t"o seyue"ces. 
('O, -\S'['. Q)('IF and STFFAN. Q('IF. The Q('I1F sequence 
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produces less smooth sequence clue to the speckle reflection of the water surface, which creates it lot oI 
noise in the motion field. the \, 1('S ýveights tends to 'over-smooth' the field, thus producing more 
motion residues. The STEFAN. QC'IF sequence. on the other hand, has many fast 1110ing components 
and motion estimation fails at such places at II) fps, and M('S is not able to create a better estimate of 
the global motion. As a vv hole, the M('S weight is a superior vveight for regression-based (iMF 
compared with the other weights used in the simulations. Subsequent simulations will he based on this 
weight measure. 
5.5.4 SAD-map Iterative Regression-based GME (SIRGMI; ) 
Usin<g the result of' the R( ME above. iteration was carried out as described in Ecq 5-44. Ihr main 


















Motion Entropies From Non-iterative and Q Non-iterative 
Iterative Regression-Based GME (QCIF) QIterative 
bus coast foreman mobile stefan table 
QCIF@10fps Sequences (4x4 blocks) 
Q Non iterative 
Q Iterative 
Motion Entropies From Non-iterative and 
Iterative Regression-Based GME (CIF) 
bus coast foreman mobile stefan table 
CIF@30fps Sequences (8x8 blocks) 
Fizure 5.14. A chart shMN ing the nwtion entropy resulting i'rum nun-iterative and iterative 
regression-hasel GME.. 
Afline model is used. Top: QCIF sequences: bottom: ('IF sequences. 
As is evident from Figure 
5.14. iterative regression reduces motion entropies OI- all tcst sequences On 
average. u IO`I pert-01-111anre can 
he expected for hoth Q('IF and ('IF', eyurncCs. The avrraIIC number 
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of iterations and iteration times for the sequences are summarised in Table 5.4. The numbers of 
iterations for all sequences are less than 11, and with about 1 millisecond processing time per iteration 
step, it is highly applicable in real-time scenarios. 
Table 5.4 Average iterations and processing time for iterative-regression-based GME 
using sparse motion vector field with QBMA. 













Bus 6.35714 6.17347 4.5 4.7651 
Coast 7.27551 6.82653 3.50671 3.83221 
Foreman 5.68367 5.30612 4.70134 4.90604 
Mobile 4.09184 4.53061 3.59396 4.05705 
Stefan 10.1939 9.2551 10.9161 10.3523 
Table 3.73469 4.32653 3.20134 3.72148 
5.5.5 Variation of GME Parameters in Test Sequences 
Lastly, this chapter presents the variation of the motion parameters throughout each test sequence. Only 
the QCIF version is presented and the affine model parameters are shown. As recommended earlier, 
this model is a compromise between complexity and accuracy of various models. Figure 5.15 to Figure 
5.20 shows the affine parameters of the six test sequences. The left charts records the four scale and 
rotation parameters {no, a1, a:, a3} whereas the right charts show the translational parameters {a4, a5}. 
For all the sequences, the scaling and rotation (along with the skew and stretch factors) lie within 
±0.08; in most cases, the values lie far below ±0.02. On the other hand, the translational parameters lie 
within ±12.0. These limits serve as a guide-line to estimate the boundary and dynamic range of use in 
the Hough Transform-based GME described in the following chapter. 
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Figure 5. I5. Aftine glohal motion parameters of BtJS. Q('IF 
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Figure 5.16. Atfine global motion parameters of ('OAS"I'. Q('IF 
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Fiiure 5.18. At'17ne global motion parameters of MOBII. I:. Q('1F 
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FiLlure 5.19. Af'fine global motion parameters of STEFAN. Q('II- 
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5.5.6 Performances of GNIE-based Displaced Inter-frame Prediction 
This section investigates h()\\ _global motion estimation ((; ME) can he used to iinprovC coding 
efficiencies. ('ollectivelR. the coding based on motion estimation is termed displaced inter-tram 
coding. The first scheme is the Queue-hased Block Matching Algorithm (QRMA). The next sehrare is 
to represent the motion vector tief with a global motion parameter set plus the remaining vector fide 
using SIRGME. The last scheme performs a two-pass motion QI3MA. The first pass QRMA produces a 
motion vector field which is used to perform SIRGME: the reference picture is then wwarpccl \601 the 
resulting parameters. The warped reference frame is used in Will to perform the second pass of OIRMA. 





















Improvement in Total Entropy of GME and WBMA over QBMA (CIF) 






Figure 5.2 1. Charts showing the improvement in combined entropies of the by two (N l; 
related coding schemes over Q13MA. See text belo\, \ for the description of' -me and whma. The 
top chart is the results of QCIF sequences; the bottom chart shows the results of the ('IF 
sequences. 
Figure 5.2 1 shows the results of the two schemes: 
umc - representation of 
QBkIA vector field with the glohal atone parameter set (from SIR(iME) 
and residual mot on vecto, rs. 
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2. wbma - two-pass QBMA, second pass performed on the warped reference frame with global 
motion parameters obtained from the first pass QBMA. 
It can be seen that both gme and wbma outperforms the basic qbma. The wbma involving 2 QMBA, 1 
SIRGME and 1 warping operations produces the least combined entropies for all QCIF and CIF 
sequences. The gme scheme marginally outperforms the basic qbma. The wbma scheme, on the other 
hand, provides much higher compression ratio at the expense of increasing complexity. The wbma 
coding system provides a better coding performance than the gme coding system in CIF sequences; the 
wbma coding systems does not appear to have as much success with the QCIF sequences. This is due to 
the fact that resolution in QCIF sequences is not fine enough to enable accurate extraction of individual 
segments. In summary, both wbma and gme can produce coding improvements of about 0.05 bits pixels 
per (bpp) in CIF@30fps and QCIF@ 10fps sequences This translate to around 1.2 kbits per QCIF frame 
and 4.8 kbits per CIF frame, or about 12 kbps improvement for the QCIF@ IOfps applications and 144 
kbps savings for CIF@30fps 
5.6 Comparison of Effectiveness GME verses Predictive Coding 
In every video coding standard, motion vectors are coded differentially by a linear prediction scheme. 
For each block, a predictor is derived from certain central measure of a set of motion vectors from its 
causal neighbours. The actual motion vector is subtracted by this predictor and the difference vector is 
entropy coded and transmitted. This section investigates the effectiveness of the linear predictive 
coding for motion vectors commonly used in H. 263, H. 264, MPEG-1, -2 and -4 in reducing motion 
entropy, which derives the predictor of each block from evaluating the median of the motion vectors 
from the 3 neighbouring blocks (left, top and top-right). 
The entropy of the different motion field is then compared with that of the residual motion vector field 
obtained from GME (the translation+zoom model is used for this comparison). Figure 5.22 shows the 
result of this comparison for both CIF and QCIF sequences. Contrary to intuition, the motion entropies 
of the predicted field are not consistently lower than that of the original vector field. That is, linear 
prediction of the motion vector field does not bring about significant reduction in entropy. In some 
cases, like COAST. QCIF and HALL. CIF, the entropies of the predicted difference vector fields are 
higher than the original field. This can be attributed to the fact that although motion vectors of 
neighbouring blocks may be correlated, the correlation is not effectively decoupled by the simple 
process of predictive coding. However, this does not mean that predictive coding of motion vector is 
not desirable. In fact, the difference vectors produced by linear prediction tend to have smaller x- and 
y- components. This simplifies the entropy code 
design; any variable length code which favours 
smaller value will suffice. 
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Figure 5.22. Charts comparing the entropies of original motion vector field (I-Im ) and the 
difference field from predictivC coding (E. pmv). Top chart shows the results of Qeiftt+ I((Ips 
sequences and bottom chart shows those of C'if@ Ofps. 
Next, the eflectiveness of GME 
in reducing Hution entropy in compared with that of predictive coding. 
Figure 5.23 compares the amount of entropy a simple translation+zoom (; ME can rcnx)%e "ith that of 
predictive coding. GME consistently out-performs predictive coding 
for all the tested ('IF and Q('IF 
sequences. It can he concluded that 
GME can deconple the spatial correlation of the motion vectors 
nuºch more effecti'ely than simple 
linear prediction can. 
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Comparison of Motion Entropy Redution by Predictive Coding 
and GME(T+Z) for QCIF@10fps Sequences (4x4 BMA) 
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Figure 5.23. Charts comparing the entropy reduction capahiIitics of predictive coding t fired t 
and global motion estimation t Seme ): with gme, the translation+zooºn (t+z) model is used I op 
chart shows the results of Q('lF@@ I(Ifps sequences and bottom chart shows those of the 
('IFC@`3Olps sequences. 
5.7 Conclusions and Recommendations 
Global motion cstintation (UNIE) pruvidcý an int[)rovcn1cnt to the Coll ion capahlity (d local 
motion estimation methods. The amount of improvement is content-dependent. but in ; general.. ýrrnes 
with a dominant moving ohiect or ramm, mm)'ement henefit insist from GNlE. GME improves video 
compression by (i) compacting the 
local motion field into a sin"Ie set of global motion parameters 
which requires er} little o erhead. and a residual motion \e for field \\hich contains less hi`gh- 
tnagnitude vectors. (iit allo 
inýý a %varped version of the reference frame to be used for local nuriion 
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prediction, which is bettered matched to the input frame than the original reference frame. Simulations 
show that global motion estimation provides a better compression ratio then local motion estimation. 
Amongst the methods of GME, the regression methods based on an initial motion vector field is the 
most tractable computationally. This method is adopted into the existing QBMA architecture and an 
iterative algorithm, which results in the proposed SAD-map-based Iterative Regression GME 
(SIRGME). The initial field produces by QBMA is a smoother version of the traditional full-search 
BMA, and is more ideal for the regression-based GME. The initial robust statistics is based on the 
motion candidacy spread (MCS) used in QBMA, which has been shown to be a superior regression 
weights. The initial regression results are then iterated with Tukey's biweight M-estimator to arrive at 
the refined global parameter sets. Comparison with the traditional regression-based GME shows the 
SIRGME is more superior in producing a more compact motion vector field. 
Although SIRGME is shown to provide a more compact vector field, the method does not perform 
optimally when the scene contains a substantial number of moving objects and/or a few moving objects 
occupying a relatively large area. In such instances, a more robust method is required to obtain the 
actual global motion parameters. The next chapter is devoted to the discussion of such a method, the 
Hough transform. A novel algorithm will be proposed which reduces tremendously the computational 
and memory requirements, which has potential in real-time and mobile video applications. 
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The Hough transform (HT) is one of the oldest robust transforms used in image analysis and computer 
vision. It has been used primarily to extract simple shapes from images. Essentially, the Hough 
Transform maps observation data from its original space into an appropriately quantized parameter 
space, and locates the most likely parameter values to through polling. Due to its robustness against 
outliers, the Hough transform has been used extensively for feature extraction and other image analysis 
in off-line processing. However, its heavy computation and large memory requirements have prevented 
it from being used extensively in real-time applications. 
In video compression, global motion estimation brings about significant coding gain in sequences with 
camera-induced apparent motion. Traditional iterative regression and gradient methods based on a 
dense optical flow field or on intensity conservation principles are computationally intensive, and do 
not perform well in presence of foreground objects moving independently. Aperture and occlusion 
problems degrade their performances further; finally, inappropriate initial conditions would sway these 
iterative algorithms towards local minimums. 
In view of the robustness of Hough transform against noise, it is very suitable for global motion 
estimation. Previous attempts [Adi-95][Bob-93][Kal-96] yielded favourable results, but were either 
based on a dense optical field or on matching a set of candidate points between two frames. These 
methods are unsuitable for video coding systems. In this thesis, a novel Hough Transform based global 
motion estimation algorithm is proposed. It relies on QBMA to obtain a globally-smooth motion vector 
field, followed by a Hough transform-based Global Motion Estimation (HGME) on the field. The side 
information from QBMA is the reliability measure of motion vector for each block (termed MCS in the 
previous chapter) which is used as a polling weight in the Hough space. In the proposed method, the 
Queue-based BMA provides a favourable sparse vector field in the form of a set of candidate points for 
polling while the Hough transform provides the robustness to outliers for the subsequent GME. The 
QBMA produces a motion vector field which is smooth within texture-less regions, yet preserves 
discontinuities at boundary blocks; the reliability measure reduces the effect of previously-occluded 
blocks on HGME. Using the proposed method, an accurate estimation of the global motion parameters 
can be produced with relatively 
low processor and memory requirements, which makes it suitable for 
real-time implementation. 
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6.1 Introduction to Hough Transform 
In this section, the basic principles behind the common problem of line detection are described; the 
process of extending the technique to the problem of global motion estimation is laid down. In the 
classical shape detection application, the classical Hough Transform maps edge points that potentially 
lie on the shapes into the shape's parameter space, which is appropriately quantized. The shapes are 
then identified and located through polling by counting how many edge points pass through the 
particular shape. The classic example is the detection of straight lines given a set of edge points. Figure 
6.1 illustrates the basic components required for detecting the simplest form of shape, the straight lines. 
X 
Figure 6.1. A figure showing the essential elements of Hough Transform-based 
line detection. The figure shows 4 edge points. 6 lines can be detected, each 
passing through 2 points. The lines are represented as the equation shown, with 
the parameters rand 0. 
Given a set of four edge points, we want to find the possible lines (edges) on which the points may lie. 
For this purpose, a straight line is defined as: 
xcos6+ysin6 =r Eq 6-1 
The (x, y) pair is the co-ordinate of the point through which the line passes; r is the length of a normal 
from the origin to this line and 0 is the orientation of r with respect to the x-axis. In an image analysis 
context, the coordinates of the points of edge segments 
(x;, y, ) are known and (r, 6) are considered 
variables. Each point 
(x, y) forms a curve on the (r, 6) plane. 
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Figure 6? Illustration of edge finding by Hough transform. (a): (r. (1) Plot Of four points. (h): ('u- 
ordinates of the four points. There are six intersections in the Ich chart (identified by the circles), 
ýv hich correspond to the six tines formed by each pair of points. 
We can see from Figure 6.1 that six possible lines can be formed amongst six possible pairs from the 
set o tour points. This corresponds to the six intersection points in Figure 0.2 (a). Mhose(r. G) CO- 
ordinates indicate the equation of the lines. Edge points lying along, a line would correspond to a point 
in the (r. 6) plane w\ here many runes intersect. In order to detect the points of" intersection. the clasoiral 
Hough Transform is implemented by quantizing the Hough space into finite intervals and each interval 
forms an accumulator hin. As each edge points 
(v, 
. v) is parsed. the accumulator bins in the furm 
ofir. 61, though which the cure of the equation: 
X, Cos t+V, sill G Fq6-2 
passes through. After all the points are parsed. lines in the images are identified as peaks in the 
accumulator hins. The classic algorithm can be summarized in the following pseudo code: 
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For each edge point (x4 y, ), 
For each quantized value for 0, Bm 
r=x; cosOm+y; sinOm 
Quantize rto r 
Increment Bin [Bm][ r] 
Next Om 
Next edge point 
Figure 6.3 Pseudo code of the class line detection by Hough Transform 
As an illustration of Figure 6.3, Figure 6.4 shows the two lines formed by joining the 8 observation 
points in Figure 6.4 (b), which manifest themselves as the two points of intersection of the Hough 
curves in Figure 6.4 (a). Figure 6.4 (c) shows the accumulator bins after the Hough Transform, both r 
and Bare quantized into 64 bins of ranges 0-16 and 0-2; r respectively. The two peaks are distinct which 
corresponds to the two lines detected. A few problems can be seen from Figure 6.4 (c). Firstly, some 
accumulators show minor peaks of value 2, which corresponds to lines joining pairs of points other 
than the 2 major lines. In real applications, the distinction between major peaks and peaks due to noise 
are sometimes not very obvious. In some cases, the number of features to extract is unknown and has to 
be determined through some threshold value set by some other means. Secondly, the values of the two 
peaks are 3 and 4, which is less than the number of points that passes through the lines (4 and 
5 
respectively). This is due to the quantization of the Hough space, which fails to keep all the intersection 
points into a precise location in the Hough space. 
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(c) 
Figure 6.4 Another illustration of edge finding by Hough transforms. (a): (r, 6) curves of eight 
points. (b): Co-ordinates of the eight points. There are two major intersections in the left chart, 
which correspond to the two lines each 
formed by more than three points. . 
(c): The accumulator 
of Hough space. Two major peaks can be detected, which corresponds to the two lines. 
As an illustration, the Hough transform 
is applied to find edges in a frame from the HALL. CIF. The 
edge diagram in Figure 6.5 (a) 
is found by Canny edge detector, which is used as the input to a Hough 
transform with 256x128 cells with the range 
[0,27t) x [0,352). Edges found in Figure 6.5 (b) match 







Figure 6.5 Illustration of edge detection by Hough transForm. (a) edge map detected by 
cannv edge detector: (h) lines detected by Hough transform: (c) Hough space (r. 0) of 
the edge map. 
Care has to he taken to select the quantization steps in the (r. F) space. When the hies are too finely 
quKºntized. an intersection point of several sinusoids may end up spreading into a I-ý% hins; comrrsely. 
when the bins are too roughly quantized. the detected lines cannot be located precisely. 
Theoretically. the Hough transform follows the principles of maximum likelihood estimation. For a 
certain ranze of quantized Hough space, each 
(v-o) is mapped into the (r. F) space and the points that 
map into the locations in the Hough space are accumulated. The accumulator can he considered as a 2- 
D histogram. The relationship hetýveel, the parameter vector (r. (, ) and an observation data a(\. \) can 
then he made by assuming that the data set 
{(v. r)} represents the complete sample of the probability 
density function (pdf) of. /'(r. () ). and then we have: 
I' Li 6-3 
I3, \1, A Basel (iAll: u, iii I I&ni Ii I rall, to In 
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By counting each accumulated bin, we are determining which bin produces the highest relative 
frequency, giving an estimate of L[(r, 8J(x, y)]. Because of its global search nature, the Hough 
transform is robust, even when there are a high percentage of errors in the data. For better accuracy in 
locating the solution, we can increase the resolution of the parameters space. However, the size of the 
accumulator increases rapidly with the required accuracy and the number of unknowns. This technique 
can be readily adopted to solve for the parameters of a global motion model. 
In some cases, the edge points are not binary value; a greyscale image when each point 
(x, y) is 
represented asg(x, y)E 
[0,1]. The greyscale value is proportional to the likelihood of that point being an 
edge point. In such case, the accumulator is incremented by the variable value g(x, y) instead of unity. 
In this form, the Hough transform is basically the discrete version of the Radon transform, typically 
used for reconstruction of three-dimensional images from two-dimensional projections, represented as: 
R(r, B)= ff g(x, y)5(xcoso+ysin9-rxcly Eg64 
Here, the delta function defines integration only over the line. As in the Hough transform, the Radon 
operator maps the spatial domain 
(x, y) to the projection domain (r, 6), in which each point 
corresponds to a straight line in the spatial domain. 
The above description illustrates the steps required to detect straight line segments from edges. More 
complicated shapes can be detected, with increasing complexity. For instance, to find circular arcs, we 
need the centres 
(x,, y,. ) and radii r of the circle, thus requiring a 3-dimensional Hough transform 
space. This is used intensively in biomedical applications to detect blood cells and to recognize other 
simple shapes in manufacturing applications. To identify arbitrary shapes, we need the generalized 
Hough transform, described analytically as 
N Eq 6-5 
H(12)=FP(X;, n) 
i=I 
1 d(X, 12): {A: f(X, A)=0)nCn :;, -O P(X, n)- 0 otherwise 
In Eq 6-5, H(f)) is the Hough transform where S2 is the parameter set whose value is to be estimated 
and {X1, X2,..., XK 
}are sets of observation points, Cn is a finite-sized cell centred at the point ) in the 
parameter space, and f (X, 
A) =0 is the parametric constraint or the relation between the observation 
points X and the parameter space 
A. In the remaining of this thesis, A shall be referred to as the Hough 
-137- 
Chapter 6: BMA-Based GME using Hough Transform 
space while X the observation space. For a straight line fitting, 11=(r, 6), X= 
(x, y) of an edge point, 
Cn is the partition (quantization) of the Hough space, and f 
() =r-x cos 6-y sin 6. 
6.2 Hough Transform-based GME (HGME) 
The advantages of using the Hough Transform for global motion estimation are obvious when we 
consider its robustness compared with other methods. A simple illustration in Figure 6.6 demonstrates 
this. We use a typical frame from the COAST. QCIF sequence where there are two dominant motions. 
The major motion is due to the panning background while the minor motion is due to the ship, as 
shown in Figure 6.7. For simplicity and graphical presentation, the translational motion model is used: 
Hough Plot of Translational Global Motion Model 
500 









Param [1] param[O] 
Figure 6.6 A plot of Hough accumulators using the translational motion model of one 
frame from the COAST. QCIF sequence. 
As is evident in Figure 6.6, the Hough transform can spot the global motion component (the higher 
peak) as well as some minor moving objects 
(lower peak) in the Hough space. A close inspection of the 
contour plot in Figure 6.7 reveals that the 
Hough Transform is more robust to noise (in this case the 
motion due to the small object) than the regressive method. 
The cross is the solution found by the 
regression. 
-138- 
Chapter 6: BMA-Based GME using-, f Iý>uýh Tran>ýýn ný 
Essentially. Hough transform is different from all optimization methods in one crucial aspect. Hough 
transform locates the desired parameters from majority polling; whereas other methods find solutions in 
the parameter space which optimize certain criteria. Milch will inevitably he influenced by 
observations points which do not arise from the true parameters. This makes 11ou0h lranSfººrm an ideal 
algorithm to extract global motion parameters from scenes containing different foreground objects 
moving independently. as long as global motion is the major contributor of the apparent notion. In the 
remaining sections. the Hough-based global motion estimation introduced in thesis will he referred to 
as HGME. 
ýºýrý 
Contour (Zoomed in) of the Hough Bins 
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(c) 
45 
Figure 6.7 Hough Transform result of frame 20I of COAST. QC'IF. (a): The frame; (h) the map motion 
vector map used for Hough Transform. (c) Contour plot of the same Hough transform toi Translational 
global motion parameters. The mo ""+-. s indicated the 2 detected -global motion 
(the major motion is the 
hackground while the minor is due to the ship. The "x" indicates the notion parameters found by 
iterative regression. 
6.3 Models, Extent and Resolution 
Let us noWW I00k at how the 
Hough transform. as descrihed in Eq 6-5. can he used in gIohal I lotion 
estimation. We use the ; -parameter zoom-translation and the (pparameter offine models fur illustration 
purposes 
-1 t)- 
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The Hough space would be Q; _ {ao, a1, a2} and 06 = {ao, a,, a2, a;, a4, a5} for the 3-parameter and 6- 
parameter models respectively. The observation space is X= {(u, v, x, y)}. 
As in previous chapters, simulations in this section use QCIF sequences (176 x 144) with 8x8 blocks. 
Simulation results in Figure 5.15 to Figure 5.20 show that the scaling and rotating parameters of c23 (ao) 
and C16 (ao, a,, a2, and a3) all lie within the range of ±1/4. Hence the extent of the Hough parameters 
space should also lie within similar ranges. To have some idea of the lowest meaningful resolution, we 
look at the sensitivity of the values of it and v to the parameters in 526. 
Au = xLao Au = yäa, Air = ßt4 
tv=x&a, Ev= yta3 Ov=&a5 
Eq 6-7 
With QBMA, motion vectors are estimated to the accuracy of integral pixel resolution, giving a 
tolerance of Z -pixel 
for zu and Lxv . 
In order to ensure that at least half the blocks would produce non- 
zero motion vectors Dao , Aa, Aa2 and 
Da3 should not be smaller than Or as indicated in Eq 6-8 
11 176 144 )Or < min 
tr > 0.01 
Eq 6-8 
We shall choose the resolution of Dao , Da' Dal and L a3 to be 
'-ýý 
, Thus arriving at a dynamic scale of 
1: 64. Similar dynamic scale foria4 andAa5 are used (Z -16 pixels). Similar rationale can be used to 
derive the accuracy of 523. 
In spite of its immunity to the effects of outliers, the 
Hough transform suffers from two major short- 
comings. Firstly, the 
Hough space is quantized, which reduces the accuracy of the parameters. 
Naturally, the accuracies can be improved by using smaller quantization steps. Secondly, doing so will 
- 140 - 
Chapter 6: BMA-Based GME using Hough Transform 
increase the memory and processor requirements many-folds. Consider the 6-parameter Hough space; 
doubling the resolution requires a 26 = 64 times increase in memory requirements for accumulator 
storage, and possibly as many times the clock cycles for processing. Hence the problem is a matter of 
comprise between accuracy and processor/memory requirements. The HGME algorithm proposed in 
this thesis has 3 novelties which improve accuracy without the expense of increased processor/memory 
requirements. The following sections describe each improvement in detail. 
6.4 Novel Approaches to HGME 
6.4.1 Sub-Bin Peak Location Refinement 
Global motion estimation by Hough transform identifies global motion parameters from the location of 
the fullest accumulator bin. Usually, the peak location where the maximum value occurs, Igo, a,,, J, is 
the centroid of the bin. In cases where there are too few bins, the estimated parameters may be too 
heavily quantized to be useful. In sub-bin peak location refinement, we propose an improvement of 
each parameter aj* by assuming that the parameters are mutually independent of each other and that the 
variation of the accumulator values can be approximated by a quadratic model within the vicinity of the 
peak bin 
As is shown in Figure 6.8, each parameter aj* can be refined to aý** by Eq 6-9 which is a continuous 
real value in the range aýý 0.5: 5 a <- any +0.5. 
Figure 6.8. Quadratic model to improve a, * estimate. 
[H(aj*+&zj)-H(a, `-&jj)lkzj` Eq6-9 
a' -a' H a. +&l +H a1* -Äz, -2H a,, " 
Another added advantage of sub-bin peak 
location refinement is related to the progressive resolution 
improvement described in the next section. Essentially, progressive resolution improvement applies an 
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additional iteration of the Hough transform within the peak bin. If the true peak lies as the boundary of 
the bin, progressive resolution improvement will still lie at the boundary of the refined space. By 
offsetting the centre point towards a better estimate of the peak location, the refined peak would be 
more likely situated around the centre of the subsequent Hough space. 
6.4.2 Progressive resolution improvements 
For each Hough space, we use a coarse-to-fine resolution approach, which is similar to the adaptive 
Hough transform [Tia-95]. As an illustration in Figure 6.9, a 2-D Hough space with 5x5 bins 
undergoing a two-pass refinement is equivalent to having 25x25 bins without incurring the added 
memory requirements. Both our 3-D and 6-D methods use the 2-pass refinement to reduce memory 
requirements. 
Figure 6.9. Illustration of resolution improvements. 
In normal circumstances, applying progressive resolution alone would be sufficient to resolve the 
location of a parameter at a higher accuracy; this is not the case when the case when the true parameter 
lies right in between two bins. As illustrated by Figure 6.10, the true peak lies at the boundary of two 
bins in the original Hough space. By applying another Hough transform with smaller quantizer step 
centred at a, * does not locate the peak as it still lies at the boundary point and may be totally missed if 
the true peak lies just outside the second Hough space. By applying sub-bin peak location refinement 
(see right column of Figure 6.10), the subsequent Hough space is centred on the peak location and this 
peak can be accurately refined. 
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Figure 6.10. Illustration of how applying sub-resolution peak location prior to sub- 
progressive resolution improvement resolves the problem of boundary peak. Left: 
with only sub- progressive resolution, the boundary peak (new aj*) cannot be 
located correctly. Right, the centre of the new Hough space is offset to where the 
peak is most likely to occur (at the boundary two bins in the original Hough space); 
the subsequence Hough transform manages to locate the true peak. 
6.43 Progressive model improvements 
The 3-parameter model requires much less memory than the 6-parameter model. Furthermore, natural 
sequences are sufficiently modelled 
by the zoom + translation model (refer to the last section of 
previous chapter). Hence our algorithm uses a 
2-step approach: ao , a4 and a5 are estimated first 
(with a3 = ao , a, = a, = 
0) using the 3-D Hough transform. Subsequently a 6-D Hough transform is 
performed to further improve the solution. 
This has been shown to reduce the complexity of the HGME 
vastly without compromising accuracy. 
As an illustration, consider 129-bin 
([-63.64]) accuracy for a 3-D and 6-D Hough transform. The 3-D 
case requires 129' =2 Mega 
bins; the 6-D transform requires a daunting 1296 z 4.6 Tera bins. Using 
state-of-art level of technology. the 
former can be implemented easily; the latter would pose a difficult 
challenge to even the most sophisticated machines 
in the years to come. By assuming that the zoom and 
translation parameters dominate the affine motion model, 
the HGME algorithm performs an initial 3-D 
Hough transform to locate the three 
dominant parameters. Subsequently, another Hough transform 
using the six-parameter model 
is centred on the three parameters found with the previous Hough 
transform and the assumed values of the remaining parameters. 
Assuming we use the same 2 Mega bins 
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of memory space from the 3-D Hough transform, we can perform an 11-bin 6-D Hough transform to 
achieve the same precision as the 129-bin 6-D transform. 
Although high precision is achieved without incurring excessive memory costs, progressive model 
improvement is based on the assumption that the affine model has limited stretch, sheer and rotational 
components (a0 = a3, a, = 0, a2 =0). This assumption usually holds in reality; however, the instances 
where this assumption is violated, the progressive resolution improvement method can be used to 
improve performance. Furthermore progressive model improvement can be extended to the bilinear, 
parabolic or the perspective model to incorporate non-linear parameters into the algorithm. 
6.4.4 Algorithm Description of PHGME 
Having described the adaptation of the Hough transform for global motion estimation improvements to 
the original Hough transform, this section concludes with the description of the basic Hough transform 
algorithm. The following pseudo-code describes the basic 6-parameter HGME: 
1. Divide the {ao, a,, a2, a3, a4, as} Hough space into 6-dimensional accumulator bins. 
2. For each observation point {x, y, u, v}: do 3-4 
3. For each ao, a1, a2, a3 quadruple: do 4 
4. Given the current values of ao, a1, a2, a3, x, y, u, v, use Eq 6-10 to find a4 and a5. Increment the 
bin [ao][ai1[a2][a3}[a4][a5]" 
5. Scan through all accumulator bins to locate the one with maximum value. The corresponding 
{ao, a, , a2, a3, a4, as}* represents the quantized value of the global motion parameter set. 
eta u ao ai x Eq 6-10 
as v a2 a3 Y 
The 3-parameter HGME is similar, with the following differences: 
Step 3 Iterating through ao only. 




ao 0 11x 
La2 v0 ao y 
Eq 6-11 
By incorporating the 3 improvements described in the previous sections into the basic Hough 
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PHGME 
Using H3: 
[-0.25, +0.25] x [-16, +16] x [-16, +16] 
1ý` 33-bin 3-D Hough Transform 
1 1" 3-D Peak Location 
2nd 33-bin 3-D Hough Transform 
2nd 3-D Peak Location 
(ab, a,, a2) * found 
Using H6: 
[ap-1/64, ab+1/64] x [a0/64, a, +1/64] x [a2-1/64, a1+1/64] 
x [a; -1/64, a3+1/64] x [a4-1, a4+1] x [a5-1, a5+1] 
1st 9-bin 6-D HT 
is' 6-D Peak Location 
2nd 9-bin 6-D HT 
1 2n0 6-D Peak Location 
{ ao, ai, az a3, a4j as} * found 
Figure 6.11. Flow chart of full PHGME algorithm. 
6.5 Simulation Results 
6.5.1 Synthetic Sequences 
In order to compare performance the proposed the Progressive Hough transform (PHGME) is used to 
detect global motion parameters in presence of moving foreground objects, synthetic motion vectors of 
increasing larger moving objects are used. 
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With the sNntbetic fields. parameters of' the (-, IobaI motion are compared with the 'ground truth' of the 
global motion present in the synthetic field. As a comparison. the results obtained from SIR( iAlI 
described in the prec ious chapter are shuww n alongside those of I'I I(iME. Three Q('IF test frames ýý It II 
increasingly larger moving objects as sliovv n in Figure 6.12 were used. 
ai 1.1 (h) 1.2 1,1 
Figure 6.1-1. Test frame vvith hack-round motion corrupted by locally nWO ug oh)ect.. (a) [. -1: ()-'. 4()'( 
background: (h) F2: 71.59'/ background, (c) F3: 49.31` background 
The affine parameters of the objects and the background (ground truths) are shown in Table 6. I. 13ýýth 
SIRGME and PHGE\1 are used to estimate the background parameter. The motion vector is Lencraled 
with 4x4 hl()cks. 
Tahlc 6.1 Motion models of objects and background. 
F-Objects 
a a, a, a, a, a; 
Background 0.050 0. O(l (1.000 0.050 1.750 ß. I2: 
Rectangle 0.025 0.00 1 0.002 0.024 0.550 0. -15( 
(Circle O. UOO -0.065 0.065 O. OOO ?? 50 1.83_ 
Triangle (1. O(1O 
L 
0.000 0.000 O. 000 5.000 1.62 
Table 6 .2 shows the 
background parameters found by both SIR( ME and PHGME methods. The 
deviation of the SIRGME parameters from the ground truth increases from FI to F3, as the proportion 
of foreground ohjects increases. On the other hand. the PlRIME parameters. deviates less from the 
ground truth. 
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Table 6.2 Motion models of objects and background. 
Objects ao al a2 a3 a4 as 
Background 0.050 0.00 0.000 0.050 -1.750 2.125 
SIRGME(F1) 0.04996 0.00000 0.00000 0.04999 -1.74998 2.12543 
PHGME(F1) 0.05001 0.00000 0.00000 0.04989 -1.74107 2.12596 
SIRGME(F2) 0.04930 -0.00019 0.00010 0.049866 -1.75592 2.12790 
PHGME(F2) 0.04997 0.00000 0.00000 0.049949 -1.75378 2.13034 
SIRGME(F3) 0.04731 -0.00055 0.00045 0.049672 -1.70290 2.13042 
PIIGME(F3) 0.05003 0.00000 0.00000 0.05003 -1.74107 2.12417 
Table 6.3 summarizes the relative performances of PHGME with respect to SIRGME. The MSE 
deviation is the sum of square errors of the background parameters from ground truth. The scaling 
parameters (ao, a,, a2, a3) are multiplied by half the picture width (88 for QCIF) prior to the addition to 
the translational factors (a4, a5). From Fl to F3, the background proportions decrease, thus increasing 
the amount of noise for GME. The MSE of the SIRGME parameters increases progressively, whereas 
those of PHGME stay relatively constant. In F1, the background occupies 92.49% of the picture area. 
Both SIRGME and PHGME produce a global motion of very high accuracies, although the SIRGME 
parameters are slightly more accurate than those found with PHGME. This is mainly due to the fact the 
quantization effect of the PHGME, restricting the accuracy of PHGME. In F2 and F3, where the 
background areas are less dominant, the PHGME produces more accurate results, showing its resilience 
towards outliers. 
Table 6.3 Accuracies of two GME algorithms to predict motion vectors in the background. 
Test Background MSE Deviation Motion Field Entropy 
Field proportion SIRGME PHGME SIRGME PHGME 
F1 92.49% 3.64x10'7 8.17x10'5 0.9211 0.9011 
F2 71.59% 9.27x10,5 4.31x10"5 3.3521 3.3242 
F3 49.31% 2.94x 10-3 1.94x 10'4 6.3047 5.2188 
In terms of a capability to compress the motion field, the entries under the `motion field entropy' 
columns of Table 6.3 show the entropy of the remaining motion vector (to 1/4 -pixel accuracies) after 
removing the global motion components. All three test fields (F1, F2 and F3) carry less entropy under 
PHGME than SIRGME, showing the superiority of PHGME in terms of vector field compression. 
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6.5.2 Standard Sequences 
Since natural test sequences lack ground truth. only the empirical method of coniparinee the rclativC 
performance hemeen SIRGME and PHGME is adopted. PHGME and SIRGME are performed on six 
('IF and QCIF sequences and the results shown in Figure 0.13. All sequences produces less motion 
entropies with PEIGME than svith SIRGME. The two GME methods have relatively equal 
performances in TABLE sequences. This is due to the fact that (i) in the first part of the sequence the 
background constitutes a major part of the scene; (ii) the remaining, part of the sequence is static. Both 
factors make both GME methods equally effective in producing an accurate paraineter set. In general. 
PI-IGME brings about a hit rate reduction of about 0.05 hpp for Q('II ((, ' IOfps and 0.02 hpp fix 
('IF@ ; Of'ps. or 121 khps and 00 kbps savings respectively. 
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CIF Sequence 
Q E. sirgme 
Q[ phgme 
Q Esrgme 
Q E. phgme, 
Fi«urc 6.1 3). Motion entropies cif six sequences from SIRGME and {'f I(. MF. lop. (1('If 
sequences; bottom: ('IF scqucnccs. PlI ME outperforms SIR(. MF I'Or all sequences 
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Figure 6.14 shovýs that the processing times required by PHGME are ahout 0.4 seconds more than that 
of SIRGME. Hence. the robustness of 1 HGME is achieved at the expense of hither hrocessinL, 
requirements. Although this additional time translates to a frame rate of a meagre I fps. the proccssin21 
time is much lover than any traditional Hough Transform algorithms (usually heyond a minute pCI 
frame). Coupled with the lose memory requirements. PI-IGME brings 1-I -hased (iME a lar(-, c step 
closer to being adopted in real-time applications. 
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Figure 6.14. Processing times of six SL'yucnccs from SIR(; ME and 1'HGMH. 'I op (1('II 
sequences. bottom: ('IF sequences. Ill IGME takes longer time than SITZ( ; MI;. 
Lastly. the main operation cif' the Hough i ransf'orm. the poilttie of accumulators. can he made parallel 
where different parts of the motimn vector field can he processed simultaneously. ('omparecl ýv ith the 
iteration-based SIRGME. PH(iME can he more easily adopted into I)SP-based in h. irdýýare-hased 
applications. 
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6.6 Conclusions 
In this chapter, a novel global motion estimation method based on the Hough transform (HGME), the 
progressive Hough-based GME (PHGME), is presented. This method uses progressively lower 
resolution and more complex parameter models to achieve robustness towards outliers while keeping 
the processing and memory requirements low. Simulation results with both synthetic pictures and 
natural sequences show that the method produces a better estimate than the SAD-map-based Iterative 
Regressive GME (SIRGME) described in the previous chapter, especially in presence of relatively 
large moving objects. The algorithm's low memory requirements and processing speed, coupled with 
its parallel nature, make it suitable for real-time applications, both on DSP processors-based and 
hardware-based systems. 
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Apparent motion in vidC( sequences can he a result of the camera flhovrnfenk. Or ()I indcpcudcl tlý 
moving ohjects. The previous two chapters dealt with video sequences With a dominant motion: for a 
sequence with several moving objects. the global motion estimation techniques may yield entirely 
meaningless results if the areas of foreground regions are skenificantly (arge. In such cases alternative 
approaches are required to segment more than two regions with uniform motions. 
NIP 
Figure 7.1. An illustration of motion SCWllCnt<<ti0n usilIl-' one 
frame from MOBILE sequence. 
The simplest approach is used for the case where no camera motion can he assumed; all regional 
motions are caused by a few moving ohjects in a static hackground. In such rase. Wowing regions are 
first extracted from a motion detection algorithm by frame clifferenrinýý. The resulting 'changed' pixels 
are then clustered into regions of uniform motion. 
As motion segmentation (MotScg) is an extension to ýgh)hal mution estimation for finding a set of 
dominant motion parameters. we can extend the olohal nx)tion estimation algorithm by successively 
finding the dominant motion from the residual nxotion vector field with its previous don inapt motion 
removed. Uue to this natural extension. the same hardware and sott are components used in global 
motion estimation can he reused to solve the motion segmentation problem, the downside is its iteratiýe 
nature makes parallel processing impossible. Another problem with this successive dominant nxotiom 
estimation is the sensitivity Ot the alp*orithm toº outliers. If the dominant motion in the pre iuus step is 
influenced by another relatively large m ing re(iun. the inaccuracy of this result tends to) pnºpapates 
down to the next iteration stop. 
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A more general approach to motion segmentation is by means of a statistical clustering on a set of 
motion vectors. This class of segmentation methods makes use of Bayesian statistics to maximize the a 
posteriori probability of a segmentation map given a motion vector field or the intensity fields of two 
pictures. Various methods vary according to the likelihood and the a-prior models of the segmentation 
map given the observed data. 
The optimization of Bayesian statistics by annealing is usually computational untenable for real-time 
applications. A common alternative is to use the more deterministic method of clustering regions with 
similar model parameters. This results in either the K-means clustering or the Expectation- 
Maximization clustering. The latter method usually produces acceptable results with reasonable 
processing complexity. 
Another class of motion segmentation uses the more heuristic split-and-merge approach to 
segmentation. This includes the variable block size motion estimation process which uses quad-tree 
decomposition by breaking big blocks into blocks of various sizes according to some motion uniformity 
criterion. The resulting quad-tree decomposition then goes through a merging process to fuse 
neighbours with similar motion which are separated by the initial partitioning. 
Essentially, motion segmentation is an extension to the global motion estimation to more than one set 
of global motion parameters. In surveillance and recognition applications, motion segmentation is an 
indispensable precursor to the object recognition and object tracking steps. In video compression, 
motion segmentation reduces the amount of side information required to represent the motion field: by 
attributing motion in individual blocks to a handful of global motion parameters, only indices to a set of 
global motion parameters are required to represent the entire motion vector field. 
In general, segmentation requires a similarity measure or distance measure between two regions. In 
image segmentation, the difference between the representative intensity levels, cluster centres or in the 
case of texture-based segmentation, weighted sum of the component differences can be used. In motion 
segmentation, how the motion of two regions resemble each other can be represented in terms of two 
distortion measures, as described in Eq 7-1. Both measures are based on the motion parameter O of 
each region R. The first distortion measure, D; (optical flow), is based on a measured optical flow or 
motion vector field, v (p), and the total difference of the vector compares to that due to the region's 
motion parameters, v, (p; Os), denotes the region's distortion. The other measure, D, (intensity), is based 
on the residual energy of the displaced frame difference (DFD) due to the motion region's parameters 
O j. Eq 7-1 describes the two measures: 
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D1(optical flow) = ZIlv(p) - vR (p; O )II Eq 7-1 
pe Rj 
D, (intensity) = EIJI, (p) - fº-i tk' - vg (p; O, )II 
pe Rj 
The next section provides an overview of various existing methods of motion segmentation based on 
these distortion measures. 
7.1 Current Motion Segmentation Techniques 
7.1.1 Foreground/Background segmentation 
The most basic goal of motion segmentation is to separate the moving foreground from either a static 
background or an apparently moving background due to camera motion [Mos-95] [Zha-97] [Jin-OOJ 
[Ben-94]. 
The simplest form of motion segmentation uses motion detection, for example, to determine if there is 
non-zero global motion. A simple frame-differencing step extracts moving regions based on residual 
energy. An adaptive threshold is then implemented. Several methods for determining optimal 
thresholding have been published [Kim-99b] [Dur-00] [Hua-02]. The changed regions are typically 
scattered in space and various merging methods have been proposed to group these isolated changed 
points into contiguous moving regions. Kim and Hwang [Kim-99b] propose a novel means of detecting 
changed regions with three edge maps using the Canny edge detection algorithm. They subsequently 
produce moving Video Object Planes (VOP, an acronym used in MPEG-4 object-based coding) using a 
logical-OR operation on horizontal VOP candidates and vertical VOP candidates, which are points 
inside the first and last edge points for each row and column respectively. Erasing mask resembling the 
morphological opening operation is used to remove small regions. The authors provide simulation 
results with the HALL sequence which shows the successful extraction of the two moving bodies. 
When a non-zero background motion is assumed, a global motion estimation step is carried out to 
identify the dominant motion in each frame. Foreground regions are then identified by either a large 
deviation of the local motion from that due to the estimation global motion [Mos-95}, or a large 
mismatch in intensity of the region and the region from the referenced frame warped according to the 
global motion model [Jin-00]. 
Foreground/background segmentation is essentially a thresholding problem. In applications with static 
camera [Kim-99b] [Hua-02], change detection techniques are used. The former used edge constancy 
measure and the latter used intensity constancy measure. In the case of sequences with global motion 
[Duf-95b] [Zha-95], the reference picture is firstly warped using the global motion parameters. The 
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warped reference frame is a better match with the input frame; subsequently motion detection can be 
performed between the input frame and the warped reference frame. Zhang [Zha-95] further improved 
the performance by making the threshold value adaptive. Jinzenji et. at. [Jin-00] aligned several warped 
frames and used rank statistic to determine the change mask. Once foreground regions are extracted, 
the can be further segmented through any methods described below. 
It is noted that in the process of regressive estimation of the global motion, outliers are usually 
identified and their influence removed from further iterations. Hence the outliers in each round of 
iterative represent a likely set of foreground regions. The confidence level of the foreground would be 
increased if we included the intersection of outliers of all iterations. 
7.1.2 Successive Dominant Motion Elimination 
The foreground/background extraction can be viewed as a process to extract the dominant motion from 
a mixture of smaller ones. This approach can be extended by first removing the region of dominant 
motion, and performing the dominant motion iteratively with the remaining regions until all regions are 
removed or the residual region cannot be attributed to a single motion. Such a process is termed 
successive dominant motion elimination, first used by Irani and Peleg in [Ira-92]. 
A typical implementation is proposed by Borshukov et. al. [Bor-97J, where a dense optical flow is 
obtained and then divided into non-overlapping rectangular blocks, and each block is assigned a 6- 
parameter affine model via regression. The block with the smallest regression error is selected and 
other blocks having similar parameter values are marked; unmarked clusters then undergo a similar 
process until all blocks are marked. K-means clustering is then used to refine the segmentation and 
parameter values. 
In [Pel-90], dominant motion estimation is found and denoted as 00 and a warped reference is 
subtracted from the input. Regions with high residues are grouped and the largest of such region goes 
through another round of global motion estimation resulting O. A novel ratio is for each pixel p defined 
as 
R(P) _ 
(1, (P)-1'-lü'-vjz (P; 01)) Eq7-2 
- II, (P) - f'-] -vg (P; 00)1 
A pixel p will be classified as background if R(p)>> 1; p is classified as foreground if R(p)<< I and p 
is unclassified when R(p)=1. After removing classified points, 01 is used as an initial estimate of the 
next iteration to find 0 and 01. By successively performing this procedure, progressively smaller 
moving objects are extracted. 
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7.1.3 Clustering with Motion Similarity Measure 
In contrast to previous methods, where the whole image is broken down into segments in a top-down 
manner, the following methods use the bottom-up method where small regions are merged according to 
a certain similarity in the regions' motion parameters. The similarity measures are based on how the 
distortion in Eq 7-1 changes before and after merging. A decrease in D, 1 from D, 1+D, implies a good 
similarity between R; and R. The typical method of region merging as outlined as: 
" Specify initial M segments. 
" Specify a target number of clusters, K. 
" Start off with M clusters; merge two adjacent clusters C; and Cj with the largest 
similarity. 
" Repeat previous step until number of clusters is reduced to K. 
" Use linear regression or other iterative methods to update the K cluster properties. 
A typical case is proposed by [Ade-94], in which a dense motion vector field is clustered via the k- 
means clustering algorithm. In their proposed method, the optical field is initially divided into square 
blocks and affine parameters within each block are estimated by the standard least-mean-squares linear 
regression technique. For each set of parameters, its regression residual error is compared with a 
prescribed threshold. Parameter sets whose residual errors are above the threshold are regarded as 
incorrect and discarded. The remaining parameter sets form the initial cluster centres for the k-means 
clustering algorithm. Adelson and Wang pointed out that the Euclidean distance of the affine-parameter 
set is not suitable for the clustering algorithm and modified the distance measure by scaling the four 
scale/rotation parameters (ao, a,, a2 and a3 of Eq 5-23) so that the a unit distance along any component 
in the parameter space corresponds to roughly a unit displacement at the picture boundaries. By using 
this distance measure, pixels are assigned to the cluster whose parameters produce a motion vector 
closest to the optical flow value. Cluster parameters are recalculated by linear regression of the new 
clusters and the assignment-regression process is iterated. 
During some steps of the iterative process, some centres may converge. When the distance between any 
two centres is less than a threshold, the two clusters are merged into a single centre, thus reducing the 
number of clusters. In this way the number of clusters is made adaptive where a small number of 
clusters are maintained while keeping the distortion small. 
Robustness of the algorithm is improved by identifying pixels whose motion cannot be adequately 
described by any cluster as outliers. The outliers are removed from future steps. The iteration stops 
when either less than a certain number of pixels are re-assigned, or the maximum iteration count is 
reached. Outlier pixels are then re-assigned by warping the images according to the global motion 
model that minimizes the intensity error between the input and reference images. In [Ngu-00], Nguen, 
Worring and Dev put emphasis on the definition of a new motion similarity measure and a novel 
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merging process through hypothesis testing. In contrast to [Ade-94] where a fixed scale is used in the 
distance measure, they proposed a similarity that took the statistical uncertainty of the respective 
parameters into account, which they claimed to be invariant to a change in the origin of the image grid. 
In their paper, the quadratic model is used and model parameters 0, _ Igo, a,, """, a7 
} of each region R, 
are found by direct methods using optical flow equation: 
Ö; = arg min S, (0) where S, (0) =I [e(p; 0)f Eq 7-3 
B pe R 
__ 
a1(P) + 
a! (P) a! (n) 
V e(p'ý) at ax ý. T + ay 
ao 
/ XI Yjx 1 x! I1+ 21 x21 +1 
a' 
La7] 
An initial region set is obtained by k-means clustering based on colour/intensity similarity. Based on 
the assumption that motion edges form a subset of colour/intensity edges, this region set forms the 
initial segmentation for the merging algorithm. 
Nguen, et. al. claimed that distance measures with constant scales like the one proposed in [Ade-94J 
have a few short-comings and proposed a measure that resembled the Mahalanobis distance. Initially, 
least-squares minimization is used to estimate the motion parameter of each input region, just to find 
out the variance of the noise robustly using Eq 7-4 where res (x) is the least-squares residual and med is 
the median function: 
a =1.48med I rLS (x)I Eq 7-4 
The standard deviation ä is then used subsequently in each iteration step where the Huber's M- 
estimator is used in place of Eq 7-3: 
0; = arg min 
1I (P) - /1-ý (P; 0) 
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The core of their merging algorithm is based on representing the likelihood of a region by a normal 
distribution of the DFD, and on using a hypothesis test of whether the likelihood of two regions are 
lowered when they are merged: 
H o: 0; =0j; H1 : O; O Eq 7-6 
The symbols ©; and O represent the motion model parameters of region i and j respectively. The test 
statistic used is the likelihood ratio: 
sup L Eq 7-7 









Two regions R, and R, are merged if A,, is below a threshold T. The significant contribution by the paper 
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. The authors noted that by using the 
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parameters of the regions prior to merging: 
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By using Eq 7-9, merging can be done rapidly. When all region pairs whose HI are rejected are merged, 
the remaining clusters undergo the standard k-means clustering algorithm to obtain the final 
segmentation and parameters. 
Prior to merging, Liu and Hayes [Liu-921 added a splitting process, arriving at a split-and-merge 
algorithm. The split procedure employed a quad-tree hierarchical data structure using a predefined 
uniformity criterion to decide if a region is to be split. The merging process is based on the output of 
the previous procedure. By the help of weighted region adjacency graph (WRAG), split regions can be 
merged across entries in the root tree by means of motion similarity defined as the distortion change 
before and after merging. Other similar method using RAG include [Stu-92], [Sch-96] and [Li-01]. 
It is also very common to incorporate colour information into the whole merging process to produce a 
joint motion/texture segmentation process. This is typified by Altunbasak et. al's paper [Alt-981. 
7.1.4 Hough Transform -based Motion Segmentation 
The Hough transform was used in the previous chapter to detect the dominant motion. It can be 
generalized as a motion segmentation tool by detecting multiple peaks in the Hough space. Adiv [Adi- 
85J first used the technique on a 6-dimensional space to detect moving regions with affine model. To 
reduce computations, the 6-D Hough space is split into two 3-D Hough space and each motion vector 
votes only once to each Hough space. A multi-resolution approach similar to that used in the previous 
chapter was adopted. A multi-pass approach is used where the transform is performed many times, each 
time eliminating votes from previously detected values. By setting a threshold for detecting motion, 
Adiv's algorithm can determine the number of segments automatically. An alternative is provided by 
Bober and Kittler [Bob-93] whereby the direct method is used in place of the indirect method based on 
optical flow. 
There is a separate approach to Hough-based motion segmentation in which edge and line features are 
matched between two frames. The correspondences between these edges can be used to poll for 
translation, zoom and rotation parameters. Different versions of Hough transforms are used in various 
papers. These include the adaptive Hough transform [Tia-95], the generalized Hough transform [Sil-98] 
and the randomised Hough transform [Kal-96]. One common step throughout different variants of this 
approach is the selection of good features points for matching and all of them are extensions of edge 
finding algorithms and is more relevant in machine recognition of good shaped objects in motion; their 
use in video coding systems is limited. 
7.1.5 Motion Segmentation by Bayesian Methods 
The Bayesian methods of segmentation search for the most probable labelling configuration given the 
motion vector field, which measures how well the current segmentation labelling explains the vector 
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field and how well the field conforms to some prior expectations. We define a label field 
z(p)E=- {0,1,..., J -1} where J is the number of segments. In its simplest form, given a motion vector 
field v(p), the a posterior probability of a segmentation Z where ZE {0,1,..., J -1}K ,K 
is the number 
of regions, given a motion vector field V can be expressed in terms of the likelihood and the prior 
probability: 
P(Z I V, I, , 1, _, 
) = 
P(V I Z, I, , I, -, 




where 1, and I, _, are the 
intensity fields of the current and previous frames respectively. This method is 
a natural extension of the Bayesian methods for global motion estimation in which the prior and 
likelihood probabilities are modelled analytically given extra constraints. Various simulated and 
deterministic annealing methods can be used to optimize the a posteriori probabilities. 
The method is typified by [Mur-871, where Murray and Buxton used simulated annealing method to 
obtain Z with Al quadratic models based on a dense optical flow V. In their paper, the likelihood 
probability is modelled according to the difference between the optical flow and the displacement 
induced by the motion parameter set, which is assumed to be Gaussian distributed with zero mean and 
variance a': 
M Eq 7-11 





0i)la (27 ) 
i=1 /C -R, 
On the other hand, the prior probability is modelled as a Gibbs distribution of clique potentials. 
Alternative to Eq 7-10, both Z and V can be simulated by direct methods with: 
_ 
P(I, I V, Z, I r-1 
)P(V I Z, I, 
-1 
)P(Z I I, 
-, 
) E9 7-12 
p(Z, V 11,31-1) All I IrJ 
This method is usually termed simultaneous motion estimation and segmentation [Cha-97), where the 
optical field, the segmentation and motion parameters are found simultaneously through MAP 
(maximum a-posteriori probability) estimation. The first conditional probability in Eq 7-12 constrains 
the motion vector field V be minimizing DFD. The second conditional probability constrains the 
motion parameters by minimizing the difference between the vectors in V and the vector field obtained 
by current segmentation Z and the motion parameters of the regions. The last term in the numerator 
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gives more priority to more uniform segmentation. The process is usually initialized by obtaining an 
optical flow and some segmentation of a regular grid. 
Chang et al [Cha-97] has used Eq 7-12 in an effective manner and combined with deterministic 
annealing methods (HCF and ICM) and obtained good results using a reasonable amount processing 
resources. In their paper, the three likelihood and prior terms are structured as exponential distributions 
which can be simplified to: 
-E(V, Zll,, i, -, 




) Eq 7-13 
U1 (I, 1 V"Z1I, 
-1) =I 
[I, (P) - it-] (P; oz(p))}2 
all p 
U2(V I Z, Ir-I) = ajw(P) -V gm 
(P; 0; (p) )l 
alip 
, BE .. 
E[v(p)-v(q)F8(z(p)-z(q)) 
allpgeN(p) 
U3 (Z I I, 
-, 
) =yE [1- 28(z(P) - z(9))] 
cllpgeN(p) 
In Eq 7-13, U, is the DFD of the current pixel and the pixel in previous frame displaced by the 
segment's motion parameters. U2 has two terms - the first term binds the current estimate of V and that 
of the segmentation and its accompanying parameter estimates; the second term implements the 
smoothness constraint of V within the segment. The Kronecker function removes the influence of 
motion boundary pixels. U3 uses potentials of two-member cliques of segmentation estimates to 
encourage contiguous regions. In order minimize E, [Cha-97) uses an iterative approach which, 
alternates the estimation of V and Z, both using deterministic annealing (HCF). 
Several other motion analysis algorithms are formulated as special cases of Eq 7-12 and Eq 7-13. 
Removing the second term of Eq 7-12 converts the problem into the classic Bayesian-based local 
motion estimation. lu [Iu-93] used the same remaining two terms, but replaced the Kronecker function 
by outlier rejection. Stiller [Sti-941 did similar omission with the aim to just provide piecewise 
smoothness constraint of the optical flow. Murray and Buxton [Mur-87] used the a and yterms in Eq 
7-13 to model the likelihood and prior probabilities respectively. Vasconcelos and Lippman [Vas-01] 
used U, and U3 with higher clique potentials and incorporate them into a empirical Bayesian 
framework. 
An interesting alternative to using the segmentation map Z, Heitz and Bouthemy [Hei-90], and J. 
Konrad and E. Dubois [Kon-92] used edges to partition regions of interest. Consequently edge 
likelihoods are used instead of segment smoothness constraints. It was claimed that the algorithm 
produces a high resemblance to the ground trut, especially near motion discontinuities. 
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Undoubtedly, simultaneously obtaining regions and vector fields in general yields better results than 
other methods; a major drawback with this method is that optimization becomes excessively more 
complicated than the already complex form of Eq 7-10. A compromise is the expectation-maximization 
(EM) algorithm which will be discussed in the following sections. The necessary theories will be laid 
out subsequently before the novel EM-based motion segmentation algorithm is introduced. Simulation 
results from both synthetic and test sequences will be analyzed. 
7.2 Motion Segmentation by Expectation-Maximization 
7.2.1 Basics of Expectation-Maximization 
Expectation-Maximization [Lai-77] is a well-known numerical algorithm for maximizing functions of 
several variables. It is commonly used to obtain a maximum-likelihood estimate of a set of parameters 
for an underlying distribution from which a given set of data is incomplete or partially observable. 
In the maximum likelihood estimation problem, let Z be an random vector whose distribution is 
conditional to the set of parameters O whose value we need to estimated given an observed instance of 
Z. Maximum-likelihood estimation states that the optimal estimator O* is one that produces the 
maximum likelihood L(O I Z) : 
L(O Z) = P(Z 1 O) 
0* =argmaxL(O Z)=argmaxp(Z O) 
00 
Eq 7-14 
Now assume that Z is not entirely observable, and is made up of two components X and Y. X is the 
part of data which is observable and Y is the other part which is either unobservable or too complex to 
be measured directly. The former is called the observed data and the latter is called the hidden data. 
Together, X and Y form the complete data such that p(Z)= p(X, Y). Now the complete-data likelihood 
becomes: 
L(O I X, 1') = p(X, YI O) = p(Z I O) Eq 7-15 
Note that L(O I X, Y) is in fact a probability function since the missing information Y is unknown, and 
hence can be modelled as a random variable. So we can think of L(O I X, Y) as a function of Y and X 
(observed data) whilst O (the parameter set whose value we want to determine) are fixed. The 
maximium likehood problem can be changed to maximize the expected value of the likehood, hence the 
name Expectation-Maximization. 
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The EM algorithm is an iterative process involving two steps. The first step finds the expected value of 
the complete-data log-likelihood Iog[p(X, Ylo)] with respect to the missing data Y given the observed 
data X and the current parameter estimate, Ö, defined as Q(O 16) 
Q(O1 0)=E. [log P(X, YI0)] Eq7-16 
If Y is discrete, Q(O (5) can be expressed as: 
Q(01 Ö) =1Iog(P(X, Y I O))! ß(1' 1 X, Ö) Eq 7-17 
ally 
Note that p(Y I X, O) is the marginal distribution of the unobserved data and is dependent on both the 
observed data X and on the current parameter estimate. The evaluation of this expectation as a function 
of 0 is called the E-step in the EM-algorithm. The second step, the M-step, is to maximize this 





The new estimated parameter set 0* is then used to perform the next E-step. These two steps are 
usually repeated until 0 converges within a given tolerance or a maximum number of steps is reached: 
Q(O 10 n-1 )= log p(X, Y I O)P(Y I X, 0"-1) Eq 7-19 
ally 
O" = arg max Q(O 1 E)"-') 
allA 
Theoretically, each iterative step is guaranteed to increase the log-likelihood and the algorithm is 
guaranteed to converge to a local maximum of the likelihood function. A modified form of the M-Step 
is to, instead of maximize Q(O 10"), find some O" such that Q(E)" 10"-') > Q(O"-' I O"-Z) . 
This 
form of algorithm is termed Generalized EM (GEM) and is also guaranteed to converge, albeit at a 
lower rate. 
Out of various EM-related problems, the mixture-density parameter estimation and the hidden Markov 
model are two commonest. We shall focus on the former in the remaining part of this chapter; in the 
next section, we shall describe how it is can be adapted in performing motion segmentation using a 
sparse motion vector field as the observable data set. 
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In Eq 7-20, each pj(XI0j) is a probability density function parameterized by 0j; a, is the mixing 
proportion. Usually X is a random vector of K independent and identically distributed (iid) random 
variables: {x, , x2,. " ", xK 
} 
K Eq 7-21 




(xk l od 
) 
k=I j=I 
And the incomplete-data log-likelihood can be expressed as: 
K 





Further assume that the mixtures are Gaussian distributions, where 0, = 
(m,, E, ), m, and E, being the 
component's mean vector and covariance matrix respectively. The conditional probability of each 
mixture component pi 
(xk I 0j )becomes: 
PJ 
(Xk 10J)- PJ 
(xk (mi, y'i)- 
I 




Where D is m, and IE, I is the matrix determinant ofEj . It is not difficult to see that the hidden data 
set is: Y= {yI, y,,.. ", yj 
}where y, =a,. The complete-data log-likelihood then becomes: 
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1orl 
logLýEiIX, Y)) =YIo¬y 
=1 




In the EM-framework, the E-step involves finding the joint probabilities of the complete data given the 
current estimate of the parameters, that is: 
q(k, i) =q(Xk, Y; )=aJpJ(Xk IOJ)=aJpi(xX- Imi, E, 
) Eq 7-25 
ai 
eXpr_ mir2: I-imp 
1 
j 2n)"IE) IJ 





Having found the set of conditional probabilities p(jlk), the M-step of the EM algorithm is used to 
update the estimates of the parameters: 




K r, IkXYXk 
-mfXYXk -MjY 
Eq 7-28 KI 
pW 
K 
l p(I k) 
k =l 
The hidden data set {a, 
} can also be found as: 
1K Eq 7-29 
ai =-Zp(jk) K k_l 
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Equations Eq 7-25 to Eq 7-29 are iterated until the parameters 1(mj, E j 
)I converges within a tolerance, 
or the number of steps is reached. 
This section derives the steps for the EM algorithm for the mixture model problem. The next section 
shows the steps to solve the problem of motion segmentation given the motion vector field. 
7.2.2 The Basic EM-based Motion Segmentation Algorithm 
Recall in the EM algorithm in finding parameters of the Gaussian mixture model in the previous 
section. Given a set of K iid observations points {x,, x2, " XK 
} which are assumed to be induced by a 
mixture of J Gaussian distributions {(mi, E, ), (mE, ý""", (m, , F"j 
)} whose mixture probabilities, 
{a,, az, """, a, } forms the hidden data set. 
To use the EM algorithm for motion segmentation, the observed data is redefined as 
{(vk 
, pk 
): k=1,2,..., K}where k is the lexicographical block index, Vk the motion vector of block k 
and Pk the position vector of the centre of block k. 
It is assumed that the motion vector of each block k is due to one of the J possible independent motion. 
Each motion is represented by a set of motion model parameters, aj . Thus the parameter set is 
{ 
1, a2, """, a j} which needs to 
be estimated by the EM algorithm. The hidden data set is the segment 
proportion of the blocks having the j`h motion parameters, 
fp(j)}. This is very similar to the mixture 
probability of the mixture model problem. In fact p(j) can be viewed as the probability that a block 
is 
moving with the motion specified by the parameter seta. In the remaining part of the section, the 
affine motion model is used to represent the motion of each component. Hence there are J set of 
parameters, aj each generating a global motion field 
jvjk :k =1... K). By using the generated global 
motion field, the probability that the observed motion vector in block k, Vk can be modelled as a 
Gaussian distribution: 










Comparison with the Gaussian mixture model reveals that Eq 7-30 is a simplified version of Gaussian 
distribution where the dimensionality is reduced to one. 
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The a-posteriori probabilities p(jlk) can likewise be calculated as: 
p(i, k)= p(j)p(k I J) Eq 7-31 
JJ 
P(k)=P(1)P(kI J)=, po, k) 
PUI k)= 






As the parameter set of the motion segmentation is significantly different from that of the mixture 
model problem, the M-step is rightfully dissimilar. It is based on the regression method as shown 
below: 
,0... WJ 0 it, 
W" l 0 ... 0 x, Y, 1 . o w,., 0 112 0 w,. 2 ... o X2 Y2 1 
aß. 0 
_ a1, 
o0 'Vi. K lK 
0 0 Wj. 
K xK YK 1 
a;. 4 
,0... w; 0 v1 w;. l 0 ... 0 X, y, 1 . 0 Iv 
j" ... 
0 V, 0 w; 2 ... 
0 x2 Y2 1 
aß. 2 
- a,., 
00... W'ViK VK 0 0 .. WJ. K XK YK 1 
aJ. 5 






,. Vk Yk 
[a1,0 
a,., a1 2 ß,. 3 a1,4 
aJ. 5 J= j a 
Lastly, the segment proportions can be evaluated with: 
1K Eq 7-33 
P(. 1)=-1: pUI k) Kk=l 
Eq 7-32 
It can be seen that Equations Eq 7-30 to Eq 7-33 constitute an iterative formulation. Given an initial set 
of segments parameters 
ý, I and segment proportions {p(j)} , the a-posteriori 
{p(jlk)} 
, joint 
{p(j, k)}probabilities can be obtained. The EM process corresponds to finding the maximum likelihood 
of the segment parameters given the motion vector field, with the segment proportions the hidden 
variable. Hence it is a probability mixture problem. Figure 7.2 shows the data dependency graph where 
each balloon is the data and the arrows represent how the data are related. The top part of Figure 7.2 
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represented by the upper balloon broken line is the E-step of the EM-based motion segmentation; the 
bottom part is the M-part. 
Expectation 
Step 
Initial {a, } ----Y----- (P (MA) 
Initial {p(ý)} --------- {p(Jl* /)} 
(v MI 
<v (A/0) 1 
Maximization 
Step 
(v*) I ºI {a, } II {P (h} 
Figure 7.2 Block Description of the Basic EM-based motion segmentation process. 
Each block n can then be assigned a segment membership 
{zk } as: 
Zk = arg max PG IV k) Eq 7-34 
jelo. i.... J-1 E 
The basic principle behind the EM-based motion segmentation is presented in this section. The 
following section provides a set of improvements are proposed to improve the basic method. 
7.2.3 Details and Improvements in EM-Based Motion Segmentation 
7.2.3.1 Similar Region Merging 
Depending on the initial parameters and starting regions, there are instances where regions with similar 
parameters are segmented into more than one segments. Hence there is a need to identify and combine 
such regions. Two sets of motion parameters are considered similar if each parameter pair produces a 
displacement less than the resolution of the motion vector component at the corners of the picture. 




j, , aj. j, , a,,. J, , a3.;, "a4 ,, a5.,, 
}" the regions are deemed to be similar and are to be merged if: 
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where sp is the scaling factors and r the similarity threshold. The translational scaling factors (s4 and s5) 
are set at 16 pixels; the other factors (so, si, s2, s; ) are dependent on the picture size. More specifically, 
these factors are themselves scaled by half the value of the picture width or picture height, which ever 
is larger. For instance, for the value used in QCIF sequences is 88 x 16 = 1048 whereas that used in CIF 
sequences is 176 x 16 = 2096. If the sum of the scaled value is less then one, we make the decision to 
merge the two segments together, as there is no difference between the fields generated by the two 
parameter sets, the two regions are merged. 
The merging process is carried out after the motion parameter estimation step. When segments js and j, 
are considered similar and to be merged, one segment is chosen arbitrarily to be merged into the other. 
For discussion purposes we shall assume j, is merged with j,. During the merging process, the following 
parameters are changed according to 
P(J, ) -> P(J1)+ P(J, ) Eq 7-36 
P(I, )-+0.0 
dk=1... K; 




This algorithm is found to be crucial in the EM-based motion segmentation as it removes redundant 
segments from the iterative process, thus speeding up the convergence rate. By using this similar region 
merging (SRM), the initial number of segments can be made arbitrarily big as they will be merged 
eventually. Of course the larger the initial number, the more iterative steps are required before the 
desired convergence tolerance is met. In the simulations below, the initial segmentation is a 4x4 
partition. 
7.2.3.2 Iteration Stopping Criteria 
As for any iterative algorithm, there should be some termination criterion. This is usually done to 
determine when the solution converges to a desired accuracy, and safe-guarded by a maximum number 
of iterations so that the process will always terminate. Some implementations also detect signs of 
divergence which brings the solution progressively away from the actual solution. 
In the proposed implementation, convergence is determined by a similar measure as that used in the 
similar region merging (SRM) algorithm described in Eq 7-35. Instead of comparing parameters 
between two segments, the parameters of every segment are compared with the corresponding 
-168- 
Chapter 7: Motion Segmentation 
parameters of the previous step. If the sums are less than unity for all the non-empty segments, 
convergence is reached and the process terminates. 
In the basic EM methods, the algorithm takes between 140 to 200 iterations before convergence, 
depending on the initial segmentation and parameters. As a safeguard, an ultimate limit to the number 
of iteration of the EM algorithm can undergo is imposed. If the number of iterations reaches 256, the 
process is terminated and the last set of model parameters and mixture probabilities are taken as the 
final estimate. 
7.2.3.3 Observation Data Adaptation via Candidate Points 
The result of motion estimation is a motion vector field, which forms the observation data set for the 
EM-process. The field itself may contain inaccuracies due to the generalized aperture problem. This 
thesis makes an improvement to the EM process by using separate fields for each segment. This is 






\I Multiple candidates 
ek (rn) e, r (n) 
Block n 
Vkm 
Figure 7.3 Diagram demonstrating adaptive changing of observation point with 
segment parameters. 
Figure 7.3 shows two blocks and the dark dot in block in shows a single candidate point. This candidate 
point is the motion vector observed in block in. This block has a good motion vector as it has only one 
single candidate motion vector. The white dots are motion vectors of this block due to the motion 
parameters of two segments, j and k. On the other hand, block n has a few candidate vectors whose 
SADs are all low enough to be qualified as motion vectors. By adaptively choosing the closest 
candidate points to the segments' motion vector as observation points, the EM motion segmentation 
algorithm can approach towards the true parameters even in the presence of the general aperture 
problem. The adaptation scheme is called candidate vector adaptation (CVA) and it will be shown to 
increase convergence rates as well as improve segmentation accuracies. 
In addition to the improvements proposed in the last section to the basic EM-based motion 
segmentation, pre-processing and post-processing algorithms are proposed to further improve the 
convergence and compression capability of the segmentation algorithm. 
Single candidate 
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To distinguish between the algorithms with and without the pre- and post-processing, the former is 
termed the Adaptive EM-based segmentation (AEMS, owing to CVA described in the previous 
paragraph). The latter is termed the AEMS with Pre- and Post-processing (PPAEMS). 
7.2.4 Segment Initialization via Hough Transform 
In AEMS, the initial segmentation is a 4x4 partition of the picture (to be shown in the following section 
on simulation results). The mixture probabilities 
{p(j)} are then initialized to 1/16 and an every 
partition is global motion estimated to obtain the initial model parameter estimates aj 
J. This is one of 
the two common practice used in iterative motion segmentation algorithms, the other being producing 
an initial partition via texture-, or colour- or simple greyscale-based segmentation. 
This thesis proposes an extension of PHGME to provide an initial estimates of {p(j)} and {aj 1. The 
process, termed successive progressive Hough Transform-based motion segmentation (SPHMS), 
involves iteratively performing a modified version of PHGME on the motion vector field obtained by 
QBMA. After each step of the iteration, the blocks whose local motions match that of the global motion 
within the PHGME resolution threshold is eliminated from the subsequent iteration. By doing so, more 
dominant segments are isolated before the less dominant ones. As each stage eliminate the current 
segments from the next estimation, processing time decreases at every stage. Furthermore, the number 
of segments is automatically identified as the observation data get exhausted. 
In contrast to the PHGME, estimation accuracy is not of paramount importance in SPHMS, as it is used 
to obtain an initial segment for subsequent segmentation algorithm; the processing time is a more 
crucial factor. Furthermore, subsequent dominant motion is more likely to be affine than 
translational+zoom. Taking these factors into consideration, SPHMS uses only 3-parameter translation- 
zoom model, and uses a small accumulator size of 9x9x9. With an iterative count of three and initial 
parameter extent of 
L+; I ±16, ±161, the final resolution of the SPHMS parameters are {± SBZ ±ä ±T' 
1. 
By applying SPHMS to obtain the initial parameters prior to AEMS, the chances of arriving at the 
global optimal result are greatly enhanced. With SPHMS, the number of iterations for AEMS to 
converge is also greatly reduced to 30-60. 
7.2.5 Insignificant Segment Elimination and Outlier Detection 
After AEMS with SPHMS pre-processing, the segmentation result typically contains around twelve to 
fourteen segments with a small set of one to four dominant segments. The remaining segments are 
insignificant and can be eliminated. The process of insignificant segment elimination (ISE) is as 
follows. Assuming there are J segments and the final mixture probabilities are{p(j): j =0,..., J -1}. 
-170- 
( haý, trr Mution Se"mentatiun 
Ihr "CLnxnt, ý %%hose mºmure pruhahilit\ is b Io' I/J are decmcd insignificant and eliminated from 
subsequent rr, tir""in I hr reniainim, , egmcnt. t, 01.111, . ionilieant i»i\turc set. SI: 
ý. In... ' II ''(i)>-ý 
Eq 7-37 
A sub quencr t)t ISt is j ssihilitý of iclentit\ ing, the small amount cif outliers \v hick do not belong to 
am m niter of S, The outlier wt O,, contains members of the ohser%ation sets (blocks O, .... 
K-1) 
hrrr hItkk" iii. 1\iniuin inL"inh r,, hip, do not b long to the significant ml\tunrc set 
OA =ýE Io. 'k - II: `A e S, } Eq 7-38 
=ar, _ma\/ ( lL) 
uýý 
The concept heluiid IS}.. S and O, are illustrated in 
S, 





iLUrý 74 I)i. iLralll demonstrating, the concepts of inswnilicunt s'`Wmcnts elimination. 
significant set and outlier set. 
7?. (0 (1ucuc-h i &d Sc; 4n1cnt. atioýn Simplification 
ýý, ý111ý111a111111 Illah 1s 1,11 her Ira-IIicnted I it 
nature. as sho% n 111 
Figure 7S KigardIt ss of Much coding schemes used. Such a fra`gll cni d 
scgnxntJIHU) mar requires cwes, i'c hits to coKlc. In this section an algorithm simifar to that of QI3MA 
IN proposed tu "miplil\ this map. In this hn, ho5ed method called queue-hased se i cntation 
silnrlificatiun 1Qtitil. a priority queue IS first set uh accotdin, e to the 'rcliahility' of, the hluck'S scgmclit 
assigns . nt. 'ReIiahlc* blocks are processed first. usthe I11y\111111111 membership principle 
represented in t: y :t \\ hen a subsequent block IS processed and a neighbouring Nock is already 
a""lý'ned .1 'e u1Wnt. the ýurrrnt membership Iwohahilitics of the current Hock are modified to weigh 
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-- ,. ýý ý. 
Figure 7.5 Segmentation map of u frame resulting from 
AEMS. 
Prior to QSS. blocks belonging to the outlier set 0k: are excluded from the process, and the membership 
probabilities of the remaining blocks are recalculated with the significant set (S1). It is noted that 
entropy of each block's nevv membership is an excellent reliability measure. Referring to Figure 7.6, 
the legt block has a more reliable segment assignment as it contains a significant peak in the mixture 
probabilities. On the other hand. the right block has no obvious peak. The entropy of the former is 
lo%ver than the lattrr's. Hence a priority queue can he set up in ascending order of the block's mixture 
entropy. In that way. 'r'eliable blocks' like the left block in Figure 7.6 can he processed First and non- 
reliable ones like the right block can modify its mixture probabilities according to its more reliable 
neighbours. 




Fiu, urc 7. ( Diagram showing the mixtures entropies of mo hlocks. The left 
block is more reliable than the rieht block. 
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IýVI'ýý"ý=ý-(1 
r42 
)p(lki )+ rk22 PVikz) 
E9 7-39 
The relative weight rte,, denotes how much influence the neighbouring block k2 has on the current 
block 41. An ideal measure of rk, k, is the Bhattacharya distance: 
rt, t. _p 
Jki P lk, 
/e S. 
Eq 7-40 
The Bhattacharya similarity measure is used to quantify the similarity between two distributions and 
varies between 0 and 1. The membership mixture of the neighbouring block is `mixed' with the current 
block's mixture; the more two the distributions resemble each other the higher the value of r, 
1k, . 
By 
comparing the revised membership of the current block with all its processed neighbours, maximum 
component is identified as the current segment: 
zk = arg max p Gjk, k') 
jeSj. k t-NA 
Eq 7-41 
In Eq 7-31, Nt stands for the set of blocks which are neighbours of block k and is above k in the priority 
queue. By means of the priority queue and the membership revision, QSS produces are less fragmented 
segmentation map. 
7.3 Simulation Results 
7.3.1 Synthetic fields 
To test the EM-based motion segmentation's accuracy, the synthetic motion vector field used in the 
previous chapter is used for ground truth comparison: a QCIF image with motion vectors based on 4x4 
blocks (Figure 6.12 and Table 6.1). 
With the proposed EM-based motion segmentation, using a starting segmentation of 16 square blocks, 
it takes six iterations to converge within accuracies of ± 8I ,± $_' 16 ,± 8846 ,± 




( 11.11 Motion se'mcntatiun 
nlap,, of 1All-hase) motion segmentation It takes 6 iterations to extract the 
4 se, -, n1Cnt coiiectl%. 
: \ý ýýi. l nt ti , nt I iýurý all tur ýý, ýntýntý pan hý accurateI identified. It should he noted that "ith 
the test %egtjrn4, e%- Lome" e"ce is not necessary as rapid. The 1'()Iloww simulation results sho\\s the 
conscrs: ener rate of the simple F: \1-s( n1entatiOf on natural , eyuellCCS anal 11M% candidate vectors 
adaptation can iinpro'e holte the Coll sereelice rate and the seenlentation accurac\. 
7.3.2 FM ('en'crtcnrc of ''Fest Sequences %%ith PP: ýIý: \1S 
lc>l `i-111illie is not as rapid as that l)f the 
sNnthetik sequence. typical frame tales around o)O to -00 
iterations to converge to a within accuracies 
of 1/u Pi\CIS. as sho\%n in figure 7.8. Figure 7.9 and Figure 7. I(1. In addition to the sloe convergence. 
the tinal sC flKnt: ºtion is rather fragmented and ma\ he imhro ed in various ýýaNs. The remaining of 
this section in%c>tigate" and discusses the steps used to imhro e the EM-hasel motion segmentation 
algorithm a, . tatcd in the preceding sections. 
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Figure 7. S. Scgmcntati map, ýýf II ha. ýý motion ,c mcntation on frame 33 of TABLE. Q('IF 
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- 170- 
1: \1 \lýýttiýý tai Standard (h) I M-MotSei ýýith (WA 
( haptrr / Motion Segmentation 
Thr _11 flt. oi n icults are , 11'10 more C flSistcnt \\ith the muvýitig toregrounds and hackground. 
Iradtn-, to a lo%kcr hit-rate requirement on the set mýntatiun map. 
As can tk , crn in Figure 7.1?. the segmentation results of the 141" iteration of the simple EM- 
ýrýnýý nt, ltlniý not .I" Itltkl as the 
, I' iteration of h\I-sgomentation with candidate vectors adaptation. 
I 
1 141 iters 











. -'. '. 
I i_urc 7. I? tic in ntation map. ()f 1 \I-haled motion scimentatioil on frame ;; of 
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f iýýue 14. Sc i cntatiun maps of L\1-hascd motion segmentation on frame 118 of 
til f: i. 1\ t, ("IF. iat \\ ith simple AE N1S. (h) ; AEMS-segmentation with SIIFIMS. Tile 
Irlt p"inrl" . ire the 
initial ýe_ýntýntatiun, and the right arc the final segmentations. 
I fic 1th1n tit I'I': \ENIS simplifies the segmentation \ý ithout incurring excessive increase in 
motion and te'turc cntmpics 
QSS 
Figure 7.1 S. Keult &t OSS on traure 20 ut l': \ULE. Q('IF. Left panel is the segmentation 
rr"ult ot ý'I'1I\1ti-: \LS and 1-1 , 011 panel is the result ul appINin"c QSS on the firmer. 
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Figure 7.10. Result of QSS on frame 6 of STEF. AN. Q('IF. Left panel is the se Tmentation 






_. }. ! Cý Li 
kgý- am E i, urr ,. Iý. Eliult (it QSS on frame 27() of N1OI31LE. Q('IF. Left panel is the segmentation 
rc. ult kit tiI'HMS : \FS and right panel is the result cif apply in`r QSS on the former. 
In flit nc\t t, "t 'L"ctiofs. 'iniulatR n results SIiO that motion vector fields can he more compactly 
represented using 1'I'. \I: \1S. The total cntrop\ of a picture can also he reduced by using multiple 
\\arhedi'ý"rýiý, ný of the reference tramcs using, parameter sets evaluated "ith the PPAEMS algorithm. 
7.3.3 Motion Compactness Capabilities of EN1-Segmentation 
the ý. OII l, lrtc I'I'. \1". \1' jl_olithiu apI, li&'1I to, the six ('IF and Q('IF test , equences to test how 
much entropy can he remu'cd from their reslectI motion vector fields. The results are depicted in 
Figure 7.18. hose le, -, end represents the algorithms: 
I. di: residual'ector fields from SIRG\IE and residual motion ýcrtc)rs; 
?. d. i1ni%: the 111011011 \ector rntroh\ h\ 1'PAEMS. 
( )thcr than I 13LF.. (II . . ill the sequence 
hehe its imm the use of I PAEMS o\ei SIRGME; all 
SCyuCnCCS produce much 
IOm'r ill t", n entropies \\ ith I'I'; \EMS than ý\ ith QI3M; \. This is mainly 
attributed toi the ahility of 
I'I': \t: \IS to produce a more accurate estimate of the parameters for each 
segment TABLE( IF. ntainl'. Ot- a single zoom factor. can he eft-cctively remo'rd by global 
motion e'timatirn. 
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( harn ýhuvý in, hic rcdLICtiOn of, motion cntrop ics hv (ýMI": anti M(IScýc. 
7.3. -1 Using Motion 
Segmentation for Reference Picture Warping 
Similar io the (ßA1E, warping reference frames provides a closer match to the input frainc. lay propitlinýt 
multiple warped versions according to the segmentation results and selecting the version hest matches 
the local regions can even provide better results. Simulations on test sequences of the PPAEMS-Q13MA 
pair are shom it alongside the plain (BMA and SIRGME-QI3MA algorithms in Figure 7.19. Miere: 
wwume: represents the conihined entropy reduction of Q13MA with warped reference Brame using 
parameters obtaicnd from PHGME; 
ý. k%svmr: represents the Combined entropy reduction of Q13MA with more than one warped 
vcrsions of the reference frame using parameters ohtaiend from PPAEMS. 
The perl rmance of PPAENIS is only marginally better then I'HGME in terms of providing a heiter 
matched reference frame for the subsequent QI3MA. The main reason is the excessive hits required to 
code the scýcmentat10" map. " hich not required in the case of-I'I1(iME. 
the performance cif PPAF\1S vý ill he more marked when a suitable compression scheme is found for 
thr 'cement i loll man- 
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7. I1). ('harts shuvv ins, the performance gained in terms of cotnhined entropies of the 
motion vector field and residual texture residue by GME (PI-I(; ME) and MotSeg (PPAEMS). 
The comparison of the residual textures and vectors a sample frame in TA[3LE. Q('IF is shown in 
f: i, ure 7.2(1. Comparison between Panels (a) and (b) shows that PPAEMS produces less notion 
residues than 
PfIGME. thus reducing motion entropy. Panel (c) shows that the multiply-warped 
reference frames reduce the texture entropies. The combined effect results in much lower entropy by 







(a) Residual'ectors after PEiGME. (h) Residual vectors after PPAEMS. 
(c) Difference in Textural Residue Reduction 
Fi, 
-, urc 
7.20. A comparison of the pcr'01111 nce of warping vvith GME (PI l(WME) and Mot Seg 
tP{',. AENIS) on T: ABLE. Q('IF: (a) is the residual motion vector field after NHGME component 
is rcnio ed: (h) is residual notion vector field after I PAEMS; (c) is Jiff-crence between the 
encr_. gv of the textural residues left after PPAEMS and PHGME- brighter regions represent 
better performance of SPHMS over SIRGME in terms of removing textural data with warping 
reference frame. 
7,4 Conclusions and Recommendations 
1n this chapter. the advantages of global motion estimation are further exploited by finding multiple 
model parameters to separate re. (ions of a frame. This is done via EM based segmentation on the 
QU 1. -- motion Neotor 
field. Hough Transform-based segmentation initialization adds robustness to the 
estimation of initial parameters and enhances the chance of the EM algorithm reaching its global 
optimum point. A queue haled segment simplitication generates a less fragmented segnmentation map, 
thus prov Ming a more natural sei*mentation and reduces the entropy of the differential segmentation 
I I) 
From Figure 7.18 and Figtnc 7.19. multiple motion segments representation can outperform that of 
global motion estimation in NO prosidin, ý a looser motion entropy and a better Hutch in the reference 
t'ranie h. v'arI, ing. The success of mOxiOýn sC11,11lentation. hovwver, is reduced due to the segmentation 
information accompanied vý ith motion seCiuentation. This additional amount of information lessens the 
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edge of motion segmentation over global motion estimation, especially when the global motion 
dominates. 
Hence, despite the great reduction in motion entropy, motion segmentation introduces the extra bit- 
budget - the segmentation map information. Unlike the motion parameters, which constitute a 
negligible portion of the overall entropy, the segmentation map is coded on a per-block basis and 
constitutes a substantial amount of information. This thesis does not explore the various possible means 
of coding this map efficiently. It is recommended that in the short future, research be made into various 
means of partition coding. 
In any case, the proposed PPAEMS method can offer a reduction of 0.15 bpp for QCIF@ l Ofps and 
0.05 bpp for CIF@30fps, or 38 kbps and 150 kbps for sequences with more than one dominant moving 
object. In addition, the motion segmentation algorithm can be readily combined with any block-texture 
based segmentation algorithm to achieve a more natural joint motion-texture segmentation framework. 
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8.1 Conclusions 
This thesis has contributed novel algorithms in three major areas of digital video processing: local 
motion estimation, global motion estimation and motion segmentation for real-time applications. The 
work involved the adaptation of the block-matching algorithms using concepts derived from pixel- 
based algorithms. The basic structure of the SAD-map is introduced and used extensively in the work 
described. Sub-pixel resolution of the local motion field is obtained without interpolating the reference 
frames by modelling the SAD distribution about the local minimum. By appropriately processing the 
SAD-map, a novel reliability measure (MCS) is introduced which is shown empirically to be a better 
indicator of the confidence level of the motion vector within the block. A priority-queue-based 
algorithm is then proposed which makes use of the reliability measure as the priority, and is called the 
queue-based BMA (QBMA). QBMA subsequently imposes a smoothness constraint that results in a 
motion vector field having lower entropy while maintaining low residue energy. The interpolation-free 
sub-pixel modelling algorithm can bring about quality improvements of >75% of that obtainable from 
actual interpolation without the extra processing and memory requirements. The QBMA can bring 
about 12 kbps bit rate reduction by adapting a smoother motion vector field without increasing the 
residue entropy significantly. 
QBMA and MCS are used in the proposed SIRGME global motion estimation to reduce the motion 
entropy further by representing the motion field as a single parameter set and residual vector field. The 
SIRGME algorithm is also shown to improve coding gain by warping the reference frame. In the 
sequences used (C[F@30fps and QCIF@10fps with typical target bitrates of 20 kbps to 9 Mbps), bit 
rate savings of 12-144 kbps were observed. Overall, average bit-rate savings between 0.1% and 1% can 
be obtained. It should be pointed out that the stated savings are information-theoretic and is not based 
on any simulations done using any specific video encoder. This is intentional by the author so as to 
provide an upper bound to the bit savings and not to peg the results to any standards which may not 
stand the trials of time. An alternative GME algorithm which is much more robust towards outliers 
based on Hough Transform is also proposed. Termed progressive Hough transform-based GME 
(PHGME), the novel algorithm introduces several adaptations to the standard Hough Transform to 
Chapter 8: Conclusions and Future Work 
reduce complexity such that PHGME is suitable for real-time application. A further 12-60 kbps savings 
can be obtained by using PHGME over SIRGME. 
In sequences with more than one dominant moving region, GME can be outperformed by segmenting 
these regions, each with their own global motion parameters. The adaptive EM-based motion 
segmentation (AEMS) makes use of QBMA fields and the SAD-map to improve the accuracies of the 
segmentation results. AEMS is further augmented by Hough Transform-based segment initialization to 
improve convergence rate and to increase the chances of converging toward the global EM minimum. 
Several segment-simplification post-processing algorithms are also proposed to reduce the entropy of 
the segmentation map. With PPAEMS, 30-150 kbps of bit-rate savings can be achieved. 
The simulations described in this thesis are carried out on an 850 MHz Pentium Laptop with 512 MB 
RAM. The simulation timings obtained show near real-time performance for QBMA, SIGME and 
PHGME (10-15 fps for QCIF and 0.5-3 fps for CIF); the real-time processing requirements of 
PPAEMS can yet be met with the simulation hardware. However, with the rate of advancements in 
processor and DSP and VHDL technologies, the author is confident that all the proposed algorithms 
can be implemented in real-time in the near future. 
8.2 Future Work 
The research work described in this thesis has been focused mainly on utilising the SAD-map concept 
in BMA to achieve higher video compression rates by reducing inter-frame redundancies. There are 
several issues yet to be tackled, and these provide a future work plan for the author. 
An important issue regarding the smoothness constraint used in QBMA is how to make the constraint 
factor adaptive to different regions of the frame. Current implementations use a constant constraint 
value which provides a good compromise amongst the test sequences. However, much can be gained if 
the factor is made variable, perhaps according to how the reliability measures are related between 
neighbouring blocks. A more global approach can be adopted which will further improve the combined 
entropies of the vector field and textural residues. A candidate for this is the mean-shift algorithm. 
Global motion estimation via the Hough Transform is extremely robust and can result in very accurate 
estimates. However the precision is limited due to quantization. Regression, on the other hand, can 
produce very high resolution. The downside is that the GME problem is highly multimodal and 
regression tends to be trapped in local optimum points. Future work will involve combining HT and 
regression to take advantage of the former's robustness and latter's precision. 
The area of motion segmentation has been, and still is, an area of immense research. Optimization- 
related work is an especially important area of research due to increasing interest in surveillance and 
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monitoring applications. Joint texture and motion segmentation is an important area of research in 
which the author has great interest. 
All the performance measurements made in this thesis were based on the hypothesis that bit-rate has a 
direct link with entropy. This premise is yet to be tested with an actual encoder system. The author, 
given enough funding, intends to implement all proposed work within an existing video coding 
standard such as H. 264. 
Due to the low complexity of the proposed QBMA, HT and EM algorithms on block-based motion 
estimation, the algorithm may be a good step for initializing pixel-based motion estimation and 
segmentation for video analysis applications requiring high accuracies. With proper funding, the 
algorithms can be extended to pixel-based applications like motion tracking and moving object 
extraction in pan-tilt-and-zoom cameras. 
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