The paper is devoted to studying the asymptotics of the family (µ ε )ε>0 of stationary measures of the Markov process generated by the flow of equatioṅ
1 0 (D) and ϑ is a spatially regular white noise. By using the large deviations techniques, we prove that the family (µ ε ) is exponentially tight in H 1−γ (D) for any γ > 0 and vanishes exponentially outside any neighborhood of the set O of ω-limit points of the deterministic equation. In particular, any of its weak limits is concentrated on the closureŌ. A key ingredient of the proof is a new formula that allows to recover the stationary measure µ of a Markov process with good mixing properties, knowing only some local information about µ. In the case of trivial limiting dynamics, our result implies that the family (µ ε ) obeys the large deviations principle.
Introduction
Let us consider the Navier-Stokes equatioṅ In this paper we study the asymptotics of the family (µ ε ) ε>0 of stationary measures of the Markov process generated by the flow of equatioṅ u + Lu + B(u, u) = h(x) + √ ε ϑ(t, x), (0. 2) where h is a function in H Here {β m (t)} is a sequence of standard Brownian motions, {e m } is an orthogonal basis in H composed of the eigenfunctions of the Stokes operator L, and {b m } is a sequence positive numbers satisfying 4) where λ m is the eigenvalue associated with e m . It is well-known that under these assumptions, the Markov family corresponding to (0.2) has a unique stationary measure µ ε attracting the law of any solution with exponential rate (see the book [8] ). We are interested in the asymptotics of the family (µ ε ) as the amplitude ε of the noise goes to zero. Let us denote by S(t) the semigroup acting on H associated to (0.2) with ε = 0, and let O be the set of ω-limit points of S(t). Thus, u ∈ O iff there is u 0 ∈ H and t k → ∞ such that S(t k )u 0 → u as k → ∞. Note that this set is precompact in H 2 (D) ∩ H 1 0 (D) since it is a subset of the global attractor A of S(t) which itself is compact in H 2 (D) ∩ H 1 0 (D) (see [1] ). Definition 0.1. We shall say that a set E ⊂ H is stochastically attracting if µ ε vanishes exponentially outside any neighborhood of E, that is we have What follows is the main result of this paper.
Theorem 0.2. Under the above hypotheses, the family (µ ε ) is exponentially tight in H 1−γ (D) for any γ > 0. Moreover, the set O of ω-limit points of S(t) is stochastically attracting. In particular, any weak limit of (µ ε ) is concentrated on the closureŌ. In the case of trivial limiting dynamics (i.e., when O is a singleton), the family (µ ε ) obeys the large deviations principle in H (and by exponential tightness, also in
Before outlining the main ideas behind the proof of this theorem, let us discuss the existing results in the literature on this subject. In the PDE setting, the study of this problem was initiated by Sowers in [10] , where the author proves the LDP for stationary measures of the reaction-diffusion equation with a non-Gaussian perturbation. This was later extended to the case of multiplicative noise by Cerrai and Röckner in [3] . Recently, Brzezniak and Cerrai [2] established the LDP for the Navier-Stokes equation with additive noise on a 2D torus. All these results cover only the case of trivial limiting dynamics, namely, the origin is the unique equilibrium of the deterministic equation (in which case the global attractor of a limiting equation is a singleton). The main ingredient here is the technique developed in [10] . In the case when the limiting equation has arbitrary finite number of equilibria, we established the LDP for the nonlinear wave equation with smooth white noise in [9] . The proof relies on the development of Freidlin-Wentzell [6] and Khasminskii [7] theories to the infinite-dimensional setting. Even though that equation is technically much more involved than the 2D Navier-Stokes equation, a crucial point in [9] is that due to the Lyapunov structure (i.e., existence of a function that decays on trajectories), we have an explicit description of the global attractor of the limiting equation. Namely, it consists of equilibrium points and joining them heteroclinic orbits.
In the present work, for the first time, the aymptotics of stationary measures is studied, when the structure of the global attractor of the deterministic equation is not known. By adapting Sowers' argument, it is possible to show that stationary measures (µ ε ) vanish exponentially outside any neighborhood of the global attractor A of S(t). Theorem 0.2 says that this decay holds true outside of a much smaller set, the set O of ω-limit points of S(t). Note that even the simple consequence that any weak limit of (µ ε ) is concentrated onŌ is new in the literature.
Let us describe in few words the main ideas of the proof. First, by developing Sowers' approach, we show that (µ ε ) satisfies the large deviations upper bound with a rate function V A (see (2.3) ) that has bounded level sets in H 1 (D) closed in H, and vanishes only on the global attractor A. This immediately implies the exponential tightness in H 1−γ (D) for any γ > 0. Moreover, this also implies the LDP in the trivial case, when the set A is a singleton. Indeed, a simple argument shows that in this case V A provides also the large deviations lower bound. The main ingredients here are the classical Foiaş-Prodi and exponential moment estimates for (0.1). We then use the exponential tightness in H 1−γ (D) to prove the most involved part of our result, that O is stochastically attracting. To this end, we apply the mixing properties of the Markov process associated with (0.2) to show that its stationary measure µ = µ ε can be recovered using only some local knowledge about µ. Finally, let us mention that this reconstruction formula is proved in an abstract setting and, we think, might be of independent interest, see Section 3.
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Notation
Given a Banach space X and a positive constant R, we shall denote by B R (X) the closed ball of radius R in X centered at the origin. If X = H, we shall simply write B R . For u ∈ H and η > 0, we write B η (u) for the open ball in H of radius η and centered at u. Similarly, for A ⊂ H, we shall denote by A η the open η-neighborhood of A in H. We denote by d(·, ·) the distance in L 2 , by (·, ·) its inner product, and by · the corresponding norm. Finally, we introduce
Note that in view of (0.4), we have H ϑ ֒→ V and the embedding is Hilbert-Schmidt (thus compact).
Notions of exponential tightness and large deviations
A family (m ε ) ε>0 of probability measures defined on a Polish space X is said to be exponentially tight in X if we have
where the infimum is taken over all compact sets K in X.
A functional I : X → [0, ∞] is called a (good) rate function on X if it has compact level sets, i.e., the set {I ≤ M } is compact in X for any M ≥ 0. The family (m ε ) ε>0 obeys large deviations principle in X with rate function I if the following two properties hold:
• Upper bound
Note that a family satisfying large deviations upper bound is exponentially tight. An important property of exponentially tight family is that from its any sequence we can extract a subsequence that obeys the large deviations principle. As a corollary, if (m ε ) is an exponentially tight family of probability measures on Y obeying large deviations in X ←֓ Y , then it obeys large deviations in Y .
In what follows, we shall say that (m ε ) is weakly exponentially tight in X if (1.1) holds with the infimum taken over all bounded sets K in X. If (m ε ) is weakly exponentially tight in a space Y that is compactly embedded in X, then it is clear that (m ε ) is exponentially tight in X.
Proof of exponential tightness and LDP
In this section, taking for granted some technical results established in the appendix, we shall prove that the family (µ ε ) of stationary measures is exponentially tight and in the case of trivial limiting dynamics obeys large deviations principle. Let us first introduce some notation. For t ≥ 0, v ∈ H and ε > 0, we shall write S ε (t)v for the solution at time
issued from v. For a trajectory u · in C(0, T ; H), we introduce the energy
Exponential tightness
To prove exponential tightness, we shall construct a function
with bounded level sets in V and closed in H that provides the large deviations upper bound for the family (µ ε ). Moreover, in the case of trivial limiting dynamics (and only then), this bound will imply the lower bound with the same function, and we get the LDP governed by (good) rate function V A . Consider the semigroup S(t) : H → H corresponding tȯ
and denote by A its global attractor. For u * ∈ H, let V A (u * ) be the minimal energy needed to reach any neighborhood of u * from the set A in a finite time:
Notice that the above limit (finite or infinite) exists, since the infimum written after the limit sign is monotone in η > 0. We shall see below that this definition readily implies the closedness of level sets of V A in H.
Proposition 2.1. Under the hypotheses of Theorem 0.2, the function V A has bounded level sets in V which are closed in H, and provides the large deviations upper bound for the family (µ ε ) in H, that is we have
In particular, the family (µ ε ) is weakly exponentially tight in V .
By adapting Sowers' approach, it is easy to show (see Section 5.2) that bound (2.4) will be established if we prove the following three properties:
• Trajectory inclusion: for any positive constants δ, δ ′ and M , there is η > 0 such that
where
• Energy inequality: for any positive constants R and η, there is T > 0 such that we have
• Weak exponential tightness in H: we have
Note that (2.7) follows directly from Theorem 2.5.5 in [8] and Chebychev inequality.
Compactness of level sets of V A .
Step 1: Let us first prove that the level sets {V A ≤ M } are closed in H. To this end, let u j * ∈ {V A ≤ M } be a sequence converging to u * in H and let us show that V A (u * ) ≤ M . By definition of V A , we need to prove that for any positive constants η and η ′ there is an initial point u 0 ∈ A, a finite time T > 0, and an action function ϕ such that
We fix j so large that u
Since V A (u j * ) ≤ M , there exist a point u 0 ∈ A, a time T > 0 and an action ϕ such that
Combining this with inequality (2.9), we infer (2.8).
Step 2: We now show that the levels sets are bounded in V , that is, for any
(2.10)
To this end, let us fix u * ∈ {V A ≤ M }. By definition of V A , there is a sequence of initial points u j 0 ∈ A, of positive times s j , and functions ϕ j ∈ L 2 (0, s j ; H ϑ ) with energy
Taking t = s j in this inequality and using the above convergence, we see that the V -norm of u * is bounded by R(M ) and thus infer (2.10).
Proof of the trajectory inclusion:
Step 1: We note that this inclusion is trivial for η = 0. To prove that it holds also for η > 0 sufficiently small, we shall apply the Foiaş-Prodi estimate for the Navier-Stokes equation. Assume that (2. 
It is easy to see that 
13) where λ > 0 and N ∈ N are some constants, and P N stands for the orthogonal projection from H to its subspace spanned by the first N eigenfunctions of the Stokes operator. Let us use inequality (2.12) together with Theorem 2.1.28 of [8] , to choose λ = λ(M) and N = N (M) such that on the interval [0,
with an absolute constant c > 0.
Step 2: Let us estimate I Tm (w m · ). By the very definition of I T , we have
where a > 1 is any constant. Using this with inequality (2.14) together with the fact that the constants λ and N depend only on M, we get
Step 3:
Combining this with inequalities (2.11) and (2.14), we arrive at a contradiction. Inclusion (2.5) is thus established. Derivation of energy inequality: As above, we proceed by contradiction. If inequality (2.6) is not true, then there are positive constants R and η such that 
for all m sufficiently large. However, since A is the global attractor of the semigroup S(t), we have
Inequality (2.6) is proved.
The LDP in the case of trivial limiting dynamics
Here we show that in the case when the global attractor is a singleton, the function V A given by (2.3) provides also a lower bound for (µ ε ) and thus governs the LDP of that family.
Let A = {û}. In view of Proposition 2.1, the family (µ ε ) is tight. Moreover, since function V A vanishes only on A, any weak limit of this family is concentrated on A = {û}. It follows that
In order to get the lower bound, it is sufficient to prove that for any u ∈ H and any positive constants δ and δ ′ , there is ε * > 0 such that we have
We may assume that V A (u) < ∞. By definition of functional V A , there is a time s > 0 and function ϕ ∈ L 2 (0, s; H ϑ ) such that
Due to continuity of S ϕ with respect to the initial point, there is η > 0 such that for v ∈ B η (û), we have S ϕ (s)v ∈ B δ/2 (u). Now using the stationarity of µ ε and Theorem 5.1, we derive
Combining this inequality with convergence (2.17) and using the portmanteau theorem, we get
for ε sufficiently small. Since δ ′ was arbitrary, this is equivalent to (2.18).
Abstract result
Here we prove a formula for recovering a stationary measure of a Markov process with some good mixing properties. This will be used in the next section to establish stochastic attractiveness of O. We first introduce some notation and terminology. Given a metric space X, we shall denote by b 0 (X) the space of bounded measurable functions on X endowed with the following convergence: we shall say that a sequence ψ n converges to ψ in b 0 (X) (or that ψ n b-converges
for any bounded set B ⊂ X.
Let (u t , P v ) t∈R+ be a Markov process in a metric space X possessing an invariant measure µ ∈ P(X). We shall say that µ is mixing in b 0 (X) if for any bounded Lipschitz continuous function ψ : X → R, there is t n → ∞ such that the sequence (P tn ψ) converges to (ψ, µ) in b 0 (X), where P t stands for the corresponding Markov operator. Note that if µ is mixing in b 0 (X) for (u t , P v ), then it is the unique invariant measure of that process.
Let us be given a Markov process (u t , P v ) t≥0 and a family of F t -stopping times {τ (v)} v∈X , where F t is the filtration generated by u t . We shall say that condition (A) is fulfilled for (u t , P v ) t≥0 and {τ (v)} v∈X if we have the following.
• The process (u t , P v ) t∈R+ is defined on a Polish space X and possesses an invariant measure µ ∈ P(X) that is mixing in b 0 (X). Moreover, we assume that for any compact set K ⊂ X, any T > 0 and η > 0 there is a bounded set B ⊂ X such that
• The family {τ (v)} v∈X satisfies
for any compact set K ⊂ X. Moreover, the map τ : (ω, v) → τ ω (v) is measurable from the product space Ω × X to [0, ∞].
For any δ > 0, ψ ∈ b 0 (X) and v ∈ X, introduce the operator
Note that thanks to the measurability of τ , R δ ψ is measurable from X to R. Indeed, we have
where u t (v) stands for the trajectory issued from v. The Fubini-Tonelli theorem allows to conclude.
The following proposition is the main result of this section.
Proposition 3.1. Let condition (A) be fulfilled for a Markov process (u t , P v ) t∈R+ and family {τ (v)} v∈X . Then, for any positive constant δ, the map λ given by relation
is continuous from b 0 (X) to R and satisfies
whereΓ andΓ stand for its interior and closure, respectively, and we write λ(Γ) for the value λ(½ Γ ).
Proof.
Step 1: To simplify the notation, we shall assume that δ = 1. We first use the Khasminskii type argument (see Chapter 4 in [7] ). For any ψ ∈ b 0 (X), v ∈ X and s > 0, we have
where we write τ for τ (v). Moreover, since τ is an F t -stopping time, the char-
whence we infer
Step 2: Now let λ : b 0 (X) → R be given by
Thanks to (3.6), we have
Conditioning with respect to F 1 and using the stationarity of µ, we see that the last two terms are equal, so that
for any s > 0 and ψ ∈ b 0 (X).
Step 3: We now prove that λ is continuous from b 0 (X) to R. Let (ψ n ) be a sequence b-converging to zero and let us show that λ(ψ n ) → 0. We may assume that (ψ n ) is uniformly bounded by 1. Let us fix any η > 0. Since X is Polish, we can use Ulam's theorem, to find K ⊂ X compact such that µ(K c ) ≤ η. It follows that
Now let us use (3.2) to find R > 0 such that
Once R is fixed, we use (3.1) to find a bounded set B ⊂ X such that
It follows that for any v ∈ K, we have
We thus derive |λ(ψ n )| ≤ 3η + (R + 1) sup
Since B is bounded and ψ n b-converges to zero, the second summand in this inequality is smaller than η for n sufficiently large. Now recalling that η was arbitrary, we infer that λ(ψ n ) → 0.
Step 4: Let us fix a bounded Lipschitz continuous function ψ : X → R. Since µ is mixing in b 0 (X), the sequence (P tn ψ) converges to (ψ, µ) in b 0 (X) for some t n → ∞. By continuity of λ from b 0 (X) to R and (3.7), we get
Now fixing a closed subset F ⊂ X, approximating the characteristic function of F by Lipschitz continuous functions ½ F ≤ ψ n ≤ 1 in the sense of pointwise convergence, and using the Lebesgue theorem on dominated convergence, we see that λ(F ) ≤ µ(F ), which implies (3.5).
4 The set of ω-limit points is stochastically attracting
Here we prove that (µ ε ) decays exponentially outside any neighborhood of the set O of ω-limit points of S(t), that is lim sup
Proof of (4.1). We shall derive this result from Proposition 3.1.
Step 1: Let us fix any η > 0 and for v ∈ H, denote by τ (v) the first instant when the deterministic flow S(t)v hits the set O η/4 . We claim that the process u t = S ε (t) and family {τ (v)} v∈H satisfy condition (A) of previous section. Indeed, since τ (v) is constant for any v ∈ H, the set {τ (v) ≤ t} is either empty or is the whole probability space Ω, so τ (v) is adapted to any filtration. By the same reason, to show that τ is measurable on the product Ω × H, it is sufficient to prove that it is measurable from H to R. The latter follows from the upper semi-continuity of τ . Indeed, the set {v ∈ H : τ (v) < a} is open in H for any a > 0, since
where we used the continuity of S(t). Thanks to (4.7), relation (3.2) is also fulfilled.
Further, the process u t = S ε (t) satisfies (3.1) in view of the supermartingale type inequality (see Proposition 2.4.10 in [8] ). Moreover, the corresponding invariant measure µ = µ ε is mixing in b 0 (H). Indeed, by Theorem 3.5.2 of [8] , there are positive constants C and α such that for any 1-Lipschitz continuous function ψ : H → R, we have
In particular, for any t n → ∞, the sequence (P tn ψ) converges to (ψ, µ) uniformly on any bounded subset of H. Combining this with the fact that (P tn ψ) is uniformly bounded in H (by |ψ| ∞ ), we infer that (P tn ψ) → (ψ, µ) in b 0 (H). Thanks to Proposition 3.1, for any δ > 0, we have
, where
Step 2: Let us use weak exponential tightness of (µ ε ) in V , to find R > 0 such that for K = B R (V ), we have lim sup
Clearly, K is compact in H and, by the previous step, we have 
where a > 0. Thanks to Theorem 5.1, for ε > 0 sufficiently small, we have
Let us find a = a(η, T, K) > 0 so small that for any curve
Clearly, such choice is possible. It follows that for any v ∈ K, on the event A v , we have
Step 3: Here we show that there is δ > 0 so small, that for any curve u · issued from a point v ∈ K and lying in the η/2-neighborhood of S(t)v in the space C(0, T ; H), we have u t ∈Ō η for t ∈ [τ (v), τ (v) + δ]. To this end, it is sufficient to prove that there is δ > 0 such that S(t)v ∈Ō η/2 for any v ∈ K and t ∈ [τ (v), τ (v) + δ]. Assume the opposite and find δ j → 0 and v j ∈ K such that
Combining this with the compactness of the embedding V ֒→ H, we may assume that w j converges to some w * in H. In particular, we have w * ∈Ō η/4 and
By the triangle inequality, we get
This clearly contradicts (4.5) and proves our assertion concerning the existence of such δ > 0.
Step 4: It follows from the previous two steps that for v ∈ K, on the event
Therefore, for such choice of δ, the quantity
vanishes on A v . Using this together with (4.3)-(4.4), we infer
Finally, combining last inequality with (4.2), we derive lim sup
and since η > 0 was arbitrary, this is equivalent to (4.1).
Additional bound for hitting times
The goal of this section is to establish another estimate for hitting times. We denote by τ ε η (v) the first instant when the trajectory S ε (t)v hits the setŌ η . Proof.
Step 1: Reduction. As is shown in the derivation of Lemma 2.3 in [9] , using the Markov property and supermartingale inequality, the proof of (4.6) can be reduced to lim
On the other hand, thanks to large deviations for trajectories, it is sufficient to prove that sup
where l v (η) is the first instant when S(t)v hits the setŌ η .
Step 2: Derivation of inequality (4.7). Assume the opposite and let us find R > 0 and η > 0 for which this inequality fails. Then, there exists a sequence
Since A is absorbing for S(t), we have
Let us find w m ∈ A, such that
Further, since A is compact, there is (m k ) ⊂ N and w * ∈ A, such that d(w m k , w * ) → 0. Combining this with the triangle inequality, we get
By the continuity of S(t), for any s > 0, we have
We fix s > 0 so large that S(s)w * ∈ O η/2 .
In view of (4.8), S(s + m k )v m k / ∈Ō η for k ≥ 1 large enough. This contradicts the above two relations and proves inequality (4.7).
Appendix
In this section, we collected some technical results used in the main text.
Large deviations for trajectories
Let us fix a closed bounded set B in H and let T > 0. Introduce the Banach space Y B,T of continuous functions y(·, ·) : B × [0, T ] → H endowed with the topology of uniform convergence. The following result is classical, see for instance the book [5] and paper [4] (see also the remark on the uniformity after Theorem 6.2 in [9] ). 
if there is ϕ ∈ L 2 (0, T ; H ϑ ) such that y(t, v) = S ϕ (t)v, and equal to ∞ otherwise.
Derivation of the upper bound (2.4) using (2.5)-(2.7)
We use the argument developed in [9] that relies on some ideas introduced by Sowers in [10] . It is well-known (e.g., see Chapter 12 of [5] ) that (2.4) is equivalent to the following. For any positive constants δ, δ ′ and M there is ε * > 0 such that
The constants δ, δ ′ and M are assumed to be fixed, from now on.
Step 1: Let us find η > 0 such that we have inclusion (2.5), where δ should be replaced by δ/2. Also, let us use (2.7), to find a positive constant R such that i 1 := µ ε (B Step 2: Let us show that for t 1 = (m + 1)T , we have
(5.4) Indeed, we have
It follows from inclusion (2.5) that i Step 3: We are ready to derive (5.1). Indeed, it follows from definition of K δ (M ) and stationarity of µ ε that
Combining this with inequalities (5.2)-(5.4), we arrive at bound (5.1), where one should replace δ ′ by 3δ ′ .
Some a priori bounds
The following two lemmas are standard, see for instance [11] . 
