Present Approaches to Measuring Image Quality Parameters 2.1 Introduction
A variety of techniques for measuring the performance of imaging systems has evolved. In general, these involve presenting a known input to the imaging system and using the resulting image(s) to assess performance. This assessment may be done subjectively or using any of a wide range of degrees of objectivity. It may involve the participation of human observers or use mathematical models. It may apply to the entire imaging system or only to a part of it.
Clearly, objective measures of image quality are desirable in order to characterize the performance of an imaging system and not simply that of a particular set of observers. On the other hand, even relatively simple interpretation tasks are difficult to model realistically, so it may prove problematical to extrapolate from objective measures of quality to performance in the clinical situation. Subjective methods have the advantage that clinical utility can be assessed more directly, but it is not easy to achieve controlled test conditions and, as a consequence, results may be difficult to interpret. Since, as was noted in the previous section, image quality must relate to a clearly defined image interpretation task, the ability to relate the performance measurement to a task must be a fundamental criterion against which quality assessment methodologies should be judged.
The purpose of this Section is to describe some of the techniques commonly used for the assessment of the performance of imaging systems. These range from simple, subjective ones to the highly sophisticated methods outlined in detail in the following two sections. Deficiencies of the simple methods are noted and an indication of the rationale underlying those to be recommended is given.
Physical Image Assessment Methods
Physical image assessment is accomplished by measuring certain physical parameters and combining them according to the requirements of a particular imaging task. This may involve using one or more models of observers to calculate performance, such as the ideal Bayesian observer and other (quasi-ideal) observers.
Physical Parameters
There are three kinds of physical parameters which are fundamental to imaging system specification. These are:
1. Large-scale (macro) system transfer function (characteristic curve) which measures the relationship between system input, e.g., exposure quanta, and the output image, e.g., optical density 2. Spatial resolution properties 3. Noise properties These parameters are required for any serious determination of system performance, but they are largely task independent and, thus, by themselves, do not provide any definitive way of rating or ranking systems. They do, however, serve as the basic means of system specification and as the building blocks for more complete performance appraisal. Note, however, that these tools do not cover image dependent artifacts, such as aliasing due to undersampling. Some of these problems are considered in Section 3.
The large-scale transfer function is a prerequisite for quantitative performance analysis since it provides the relationship between values in the object and those measured in the output image. For many systems this is not a simple linear relationship, but non-linear, such as logarithmic.
Systematic image degradation due to spatial resolution properties can be characterized effectively by observing the response of a system to known, simple objects. In principle, such information can be used to predict the response to more complex objects. The point spread function (PSF), line spread function (LSF) and edge spread function (ESF) are the responses of a system to point, line and step-edge objects, respectively. In each case, a highly localized feature will generally produce a blurred image which defines the degree of spatial correlation. The modulation transfer function (MTF) of a system is defined as its response to a sinusoidal input; it specifies the relative amplitude of the output signal as a function of the spatial frequency of the sinusoid. In general, the response will decrease as the frequency increases. The MTF can be derived simply by computing the two-dimensional Fourier transform of the PSF or, more commonly, by the one-dimensional transform of the line spread function (Metz and Doi, 1979) . Issues that must be addressed in calculating and interpreting the transfer functions of digital imaging systems are discussed in Giger and Doi (1984) and Metz (1985) .
The introduction of noise into an imaging process means that the system is no longer deterministic and that its performance must be analyzed using statistical methods. The simplest measure of output noise is given by the variance of the intensity over the image of a uniform object. This description is, however, incomplete because it does not specify the spatial correlation of the noise. This is an important omission since interactions between the spatial structure of the noise, the structure of the signal and the imaging blur are major causes of irreversible image degradation. The spatial correlation of noise can be fully characterized for most important cases by its Wiener spectrum which measures the noise power as a function of spatial frequency (Giger et al., 1984) . The Wiener spectrum is also the Fourier transform of the noise autocorrelation function (see Section 3.2.3).
Difference Metrics
The most direct method of evaluating image quality, in the sense of fidelity to the original object, is to determine the mean squared error (MSE). This involves computing the average, over the image format, of the square of the difference between the output image of the system and the image that a perfect system would have provided of the same object. This represents the degree of difference between the images from the actual and ideal systems. Mean squared error (which is closely related to the cross-correlation of the two images) and other point difference metrics are superficially attractive, but have limited practical value because they fail to differentiate between quite different forms of degradation. For example, many small differences can give the same value of MSE as one large difference, and a simple uniform contrast or position off-set would yield a large value of MSE, but be completely irrelevant to performance on most imaging tasks. This figure of merit is, however, useful for tasks involving estimation.
Statistical Decision Theory
Modern image evaluation methodology has developed from concepts based on statistical decision theory. These concepts arose naturally during the evolution of modern communications engineering, where message transmission and reception with low probability of error is the desired goal. Military and commercial applications abound, and major developments were made in applications to diagnostic medicine and psychology. Statistical decision theory, and the related field of information theory, find a natural application in the assessment of the performance of imaging systems. These fields address the problem of making the best possible choice among several alternatives when given a certain amount of information. Thus, specifying a task and specifying the capabilities of the observer using the imaging system leads naturally to the question of how the system performs in providing the observer with the information it can use to accomplish the task.
Methods of system assessment based on information theory and those based on statistical decision theory converge to the measures of SNR that are discussed in Section 3. A critical component of this approach is the type of decision maker, or observer model, used and a few general comments concerning this are given below.
2.2.3.1 Ideal Observer Formalism. The ideal Bayesian observer is one who is able to use all the information available in carrying out the imaging task. The ideal observer can correctly account for correlations in the noise and is unaffected by any reversible (information conserving) image processing. It does as well as any observer possibly can do (in a minimum cost or error sense), and its performance can be measured at any stage in the imaging system as a measure ofthe task-related information transmitted by the system up through that stage.
2.2.3.2 Other Observers. For complicated tasks, calculation of the ideal observer performance measure may not be tractable, and other, more easily calculable, models may be required. In addition, the human observer is not ideal, in particular, lacking the ability to account effectively for (or prewhiten) correlations in image noise. For these reasons, various model observers, with characteristics more closely tuned to those of the human observer, are frequently used to infer human performance. Two such observers, the Hotelling observer and the NPWMF, are discussed in Section 3 and Appendices E and F.
Psychophysical Approaches
Psychophysical approaches to the evaluation of imaging system performance measure the performance of real observers, often on real clinical tasks.
Subjective Assessment of Image Quality
"Subjective" refers to individual human judgement, so in a strict sense all methods employing human observers are subjective. Techniques have been developed, however, to distill quantitative, objective results from human observer studies; the present Section discusses those techniques in which observer preference is the primary element.
Subjective judgement is subject to sources of bias ranging from preference for the aesthetically pleasing to prejudice against the unfamiliar, and thus potentially provides the least reliable assessment of image quality. On the other hand, it may be fast, easy to do and, at least for experienced observers, provide an early indication of the strengths and weaknesses of an imaging system. It is clearly of potential value in two circumstances. Firstly, when no objective method is available, usually because the technology of a new imaging modality or technique is evolving too rapidly to allow a statistically useful sample of images to be collected under controlled conditions. Secondly, it may provide an insight into factors influencing image 8 quality which may be missed by approaches using too rigidly defined study protocols.
One potentially useful approach in such situations involves subjective comparisons of image quality in which the observer's attention is focused systematically upon specific normal or pathological anatomical features in similar views of a particular patient imaged with two modalities (Vucich, 1979) . After attending to each feature, the observer is required to report the relative fidelity with which it is demonstrated by the two modalities, using a five-or sevenpoint rating scale, for example. Although results obtained in this way are inevitably subject to bias and variations in different observers' use of the scale on which impressions are reported, the use of a common patient sample and the act of focusing attention on specific image features may help to guard against gross violations of objectivity.
A second technique involves the observer ranking versions of the same image, differing according to some imaging parameter, using a specific criterion such as image sharpness. Comparison of the rank order produced for many different images allows one to test for particular preferences for images displayed in one certain way. This has, e.g., been applied to the study of the effect of image pixel size on image quality, the ranking criteria being observer preference (Sharp et al., 1982) . The development of techniques for "multidimensional scaling" (MDS) may also be of benefit to these rank-order type studies. Given rank ordering of image preference or similarity judgements, MDS techniques determine the number of relevant dimensions that yield the subjective determination of image preference or similarity (Kruskal and Wish, 1978).
Method of Constant Stimulus
Historically, many experiments in the field of psychophysics have used the "method of constant stimulus," in which a sensory signal with constant characteristics is presented to an observer on multiple occasions. After each trial, the observer is required to report whether the signal, which was, in fact, always present, had been "detected." The level of performance achieved by the observer is represented by the fraction of trials in which the observer reports the signal to be detectable.
This experimental paradigm was adopted in psychophysics at a time when most sensory detection processes were believed to be well-represented by "threshold theory," according to which a stimulus is detected if and only if it exceeds a fixed sensory threshold and false positive reports are ascribed to observer error. Beginning in the early 1950s, threshold theory was challenged and eventually supplanted by statistical decision theory in visual detection tasks (Tanner and Swets, 1954) . According to statistical decision theory, visual detection involves a trade-off between the frequencies of true positive and false positive reports, with the balance achieved in an experiment depending upon the particular setting of a critical confidence level or "decision criterion" that the observer chooses to adopt. Thus, the observer can produce virtually any detection rate between zero and 100 percent by setting the decision criterion appropriately. From this perspective, experimental results obtained with the method of constant stimulus are compromised severely by the fact that potential effects of the observer's variable decision criterion are not taken into account; in effect, a potentially important source of variation is not controlled.
An apparent advantage of the method of constant stimulus is that it can be used to determine the dependence of detectability upon any physical parameter of the stimulus (e.g., object or imaging system in image-evaluation studies) in a direct and easily understood way. However, the validity of the method's results depends crucially upon the ability of each observer to hold constant the FPF that would be produced if actually negative trials were presented, and to do so across different imaging conditions -a notoriously difficult task. Clearly, the results depend also upon the observer's ability to resist the temptations of "wishful thinking," in which it is imagined that a virtually invisible stimulus is "seen" because it is known that it is present (Levison and Restle, 1968) . In view of these considerations, the method of constant stimulus cannot be recommended generally for the evaluation of image quality.
Diagnostic Accuracy
Many investigators have reported the results of medical tests in terms of the overall percentage of correct diagnoses produced by the test in a mixture of actually positive and actually negative cases. The validity of this index (often called "diagnostic accuracy" in the medical literature) is extremely limited, in part because its numerical value depends strongly on the prevalence of actually positive cases; in part because its value depends upon the observer's setting of his critical confidence level; and in part because it does not reveal the balance of false positive and false negative errors, which can have very different clinical consequences (Metz, 1978) .
It should also be noted that some authors, e.g., Swets and Pickett (1982) and Getty et al. (1988) , have used the term "diagnostic accuracy" more generally to indicate disease detection performance as measured by ROC analysis and summarized, e.g., by the area under the ROC curve (A z ) index (see Section 4.2.3).
Contrast-Detail Experiments
A "contrast-detail diagram" plots the mInImUm detectable contrast of an image feature (or signal) as a function of its diameter. Although in principle, different graphs of this kind can be determined with different definitions of "detectability," published contrast-detail diagrams usually have been measured with a "Rose-Burger phantom," in which simple visual signals, such as squares or circles, are present in a single image of a rectangular array such that diameter changes monotonically in each row and contrast changes monotonically in each column (Burger, 1949; 1950; Rose, 1948; 1973) , by requiring the observer to state the lowest-contrast signal in each row that is considered detectable.
Although each of the visual stimuli in this kind of experiment is different, the technique suffers from essentially the same limitation as the method of constant stimulus, described previously: its results depend upon the critical confidence level that the observer chooses to adopt, upon the ability to hold a potential -but never measured -FPF constant across stimuli, and upon resistance to "wishful thinking" (Loo et al., 1983) . The validity of contrast-detail diagrams measured with a single image of a Rose-Burger phantom is also limited by poor statistical reliability, since each data point is estimated from a single or a few realizations of image noise (Wagner et al., 1985) . Therefore, contrast-detail diagrams measured in this way should be used only as a crude exploratory tool in the evaluation of image quality.
Resolution Targets
This is a variant of the contrast-detail experiment. The phantom typically consists of groups of bars, each group with a different spacing and contrast. The observer attempts to determine which groups of bars are resolvable on the image and which are not. The results reflect the resolving capabilities of the imaging system and may be linked to the device resolution as expressed by the LSF and modulation transfer function (see Section 3.2.2). It is important to realize that the summary measure of resolution obtained from bar targets can be a sensitive function of the contrast of the bars when the task is noise limited. The contrast of the bars should, therefore, be specified. The other criticisms of this methodology are the same as those of the contrast-detail approach. The method is, of course, simple and rapid and may thus have a role in day-to-day quality assurance. It is not, however, suitable for fundamental studies of image quality.
Forced Choice Experiments
The problems associated with methods which rely on an absolute internal reference can be overcome by requiring only relative responses from the observer. The simplest form of this type of experiment involves the use of two display areas. At each trial, a known target will be placed in one of the fields and the other will be empty. The observer's task is to identify the field containing the target. This is known as the two-alternative forced choice experiment (Green and Swets, 1966) . A multiple-alternative forced-choice experiment involves more display areas, but still only one example of the target (Green and Swets, 1966) . The methodology has obvious extensions to discrimination tasks where more than one target type is used. The advantage of the forced-choice paradigm is that experiments are more reproducible and results have an unambiguous interpretation. The method can be criticized as presenting an operating environment which is quite different from clinical practice.
Forced-choice methods have also been used to produce contrast-detail diagrams in which "detectable contrast" is defined rigorously as that contrast (at each signal diameter) which yields a specified percentage of correct responses in an multiple alternative forced-choice experiment. In 18 alternative forcedchoice studies reported by Loo et al. (1984) , e.g., percentages of correct responses were measured as a function of contrast and the results then interpolated to determine the contrast that would produce 50 percent correct responses.
Graded Response (Receiver Operating Characteristic Curve)
The comments above suggest that there is a need for a test method which deals with the observer's confidence level in a manner which is similar to clinical practice whilst avoiding the problems associated with an internal decision criterion. Graded response experiments fulfill this need. Images are viewed individually and sometimes contain a known target. The observer is asked to grade on a predefined scale his/her degree of certainty that a target is present. The data collected in this way allows an analysis of the trade-off between FPF and TPF yielding the ROC curve, and provides an important insight into clinical cost/benefit. This approach is discussed in detail in Section 4.
Relationship between Graded Response and Method of Constant Stimulus
As shown in Figure 2 .1, the relationship between detectability and any imaging parameter can be represented completely by a "three-dimensional" graph in which the axes are true positive response rate, false positive rate and the imaging parameter. A profile through the surface for a constant FPF yields the response curve that would be produced by the method of constant stimulus. Alternatively, a constant value for the imaging parameter produces an ROC curve. Thus, the principal distinctions between these approaches are that the graded response does not readily provide information in terms of the imaging parameter, while the method of constant stimulus takes no cognizance of the changes which can be produced by variations in the decision criteria, Le., false positive response.
Summary
As is clear from the above discussion, a variety of approaches exist which are effective in studying specific aspects of imaging system performance. In particular, there is a significant gap between the instrument-based and human-observer based measures of quality, i.e., between the physical and psychophysical. It is the aim of this Report to suggest how image quality can be assessed in such a way that all aspects of the imaging system can be measured in common terms and in a way which is applicable to all types of medical imaging systems.
Of the techniques mentioned above, that of the ideal observer and ROC curve formalisms are the most detailed and exact approaches and will be stressed in this Report. It should, however, be noted that while many of the techniques mentioned above have limitations, they may provide a "rough and ready" technique to identify those aspects of performance which need be studied with greater precision by the proposed approaches.
