Abstract. A probabilistic construction for the solution of a general class of high order heat-type equations is constructed in terms of the scaling limit of random walks in the complex plane.
Introduction
The connection between the solution of parabolic equations associated to second-order elliptic operators and the theory of stochastic processes is a largely studied topic [10] . The main instance is the Feynman-Kac formula (2) , providing a representation of the solution of the heat equation (1) with possibly a potential V ∈ C
in terms of an integral with respect to the measure of the Wiener process, the mathematical model of the Brownian motion [19] :
V (ω(s))ds u 0 (ω(t))].
(2) If the Laplacian in Eq. (1) is replaced by an higher order differential operator, i.e. if we consider for instance a Cauchy problem of the form ∂ ∂t u(t, x) = (−1)
M +1 ∆ M u(t, x) − V (x)u(t, x), t ∈ R + , x ∈ R, u(0, x) = u 0 (x) (3) where M > 1 is an integer, then a formula analogous to (2) , giving the solution of (3) in terms of the expectation with respect to the measure associated to a Markov process, is lacking. In fact, such a formula cannot be proved for semigroups whose generator does not satisfy the maximum principle, as in the case of ∆ M with M > 1 [31] . One of the reasons making the higher powers of the Laplacian and equation (3) more difficult to handle than the traditional heat equation is the fact that, unlike the case where M = 1, for M > 1 the fundamental solution G t (x, y), t ∈ R + , x, y ∈ R, is not positive. In fact it has an oscillatory behavior, changing sign an infinite number of times [14] . Consequently it cannot be interpreted as the density of a positive probability measure, as the Gaussian transition densities of the Brownian motion, but only as the density of a signed measure. This fact has the troublesome consequence that if one uses G as a signed transition probability density in the construction of a generalized stochastic process with real path and independent increments, the resulting measure on R [0, +∞) would have infinite total variation. This fact was pointed out in [21] and can be regarded as a particular case of a general result by E. Thomas [32] , generalizing Kolmogorov existence theorem to projective families of signed or complex measures instead of probability measures. In other words it is not possible to find a stochastic process X t which plays for the parabolic equation (5) the same role that the Wiener process plays for the heat equation.
We would like to point out that the problem of the probabilistic representation of the solution of the Cauchy problem (3) presents some similarities with the problem of the mathematical definition of Feynman path integrals and the functional integral representation for the solution of the Schrödinger equation (see [27, 18] for a discussion of this topic). Indeed in both cases it is not possible to implement an integration theory of Lebesgue type in terms of a bounded variation measure on a space of real paths [8] . This means that an analogous of the Feynman-Kac formula for the parabolic equation (3) , namely a representation for its solution of the form:
V (ω(s))ds u 0 (ω(t))dP M (ω),
(where P M should be some "measure" on a space of "paths" ω : [0, t] → R) cannot be realized in terms of a well defined Lebesgue-type integral, but, in a weaker sense, in terms of a linear functional on a suitable class of "integrable functions", under some restrictions on the initial datum u 0 and the potential V . An analogous approach has been successfully implemented in the case of the Schrödinger equation [1] . Several attempts have been made to relate such problem, as in the case M = 1, to a random process, in particular for the case M = 2 (known in the literature as the biharmonic operator).
One of the first approaches was introduced by Krylov [21] and continued by Hochberg [14] , who introduced a stochastic pseudo-process whose transition probability function is not positive definite and realized formula (4) in terms of the expectation with respect to a signed measure on R [0,t] with infinite total variation. For this reason the integral in is not defined in Lebesgue sense, but is meant as limit of finite dimensional cylindrical approximations [3] . It is worthwhile to mention that an analogous of the arc-sine law [14, 16] , of the central limit theorem [15] and of Itô formula and Itô stochastic calculus [14] have been proved for the Krylov-Hochberg pseudo-process. In the same line, we shall mention the papers by Nishioka [28, 29] . We also mention the work by D. Levin and T. Lyons [24] on rough paths, conjecturing that the signed measure (with infinite total variation) associated to the pseudo-process could exist on the quotient space of equivalence classes of paths corresponding to different parametrization of the same path.
A different approach was proposed by Funaki [11] and continued by Burdzy [5] , based on a complex valued stochastic process with dependent increments constructed by composing two independent Brownian motions. Formula (4), representing the solution of (3) in the case M = 2 and V = 0, can be realized as an integral with respect to a well defined positive probability measure on a complex space, at least for a suitable class of analytic initial datum u 0 . The result can be generalized to partial differential equations of order 2 n , by multiple iterations of suitable processes [11, 17, 30] . These results are also related to Bochner subordination [4] . There are also similarities between the Funaki's process and the iterated Brownian motion [5] , but the latter is not connected to the probabilistic representation of the solution of a partial differential equation with regular coefficients. In fact the processes constructed by iterating copies of independent BMs (or other process) are associated to higher order PDE of particular form, where the initial datum plays a particular role and enters also in the differential equation [2] .
Complex valued processes, connected to PDE of the form (3) have been also proposed by other authors by means of different techniques [6, 26, 7] . It is worthwhile also to mention a completely different approach proposed by R. Léandre [23] , which has some analogies with the mathematical realization of Feynman path integrals by means of white noise calculus [13] . Indeed Léandre has recently constructed a "probabilistic representation" of the solution of the Cauchy problem (3) not as an integral with respect to a measure but as an infinite dimensional distribution on the Connes space [22, 25] . We eventually mention another probabilistic approach to the equation ∆ k u = 0 described in [12] .
In the present paper we propose a new probabilistic construction for the solution of a general class of high order heat-type equations. Let us fix an integer N ∈ N, with N > 2, and consider the parabolic Cauchy problem
where α ∈ C is a complex constant and f : R → C the initial datum. It is worthwhile to point out that, extending the problem in (3), we can handle the case of general (even and odd) powers of the operator ∂ x appearing on the right hand side of Eq. (5). Moreover we do not only study the problem on the real line, but we can also consider (bounded) domains with different boundary conditions.
In sections 2, 3, 4 and 5 we construct a sequence of random walks {W n (t)} n on the complex plane and prove a representation for the solution of Eq. (5) in terms of the limit of expectations with respect to the measure associated to W n . In section 6 we give a semigroup formulation of these problems. In section 7 we generalized these results to the case where Eq. (5) 
Preliminaries
Let (Ω, F, P) be a probability space. Let α be a complex number and N > 2 a given integer. Let R(N ) = {e 2iπk/N , k = 0, 1, . . . , N − 1} be the roots of the unity. Then we consider the random variable ξ that has uniform distribution on the set α 1/N R(N ):
Lemma 1. The random variable ξ has finite moments of every order
Proof. We compute
if m/N = n ∈ N, since e 2iπn = 1 then each term in the sum is equal to 1; in the other case, we employ the trigonometric sum
1 − e 2iπm/N = 0.
In particular, its characteristic function is
Further, we may compute the absolute moments of ξ; then we get:
We can identify ξ with a random vector in the real plane, so that ξ is a centered random variable having covariance matrix 1 2 |α| 2/N I where I is the 2 × 2 identity matrix.
In the spirit of Hochberg [14] and Burdzy [6] we consider a nonstandard central limit theorem for a sequence of i.i.d. copies of the random variable ξ. We explicitly note that the scaling exponent 1/N is weaker than that of the classical CLT and is related to the order of spatial derivative in (5) . We also note that, for N > 2, the function exp(cx N ) is not a well defined characteristic function. However, we shall see that, in some weak sense, it is associated to a scaling limit for the random walk generated by ξ, hence we shall use for it the name of stable distribution in analogy with the case N ≤ 2. Theorem 2. Let {ξ j , j ∈ N} be a sequence of i.i.d. random variable having uniform distribution on the set α 1/N R(N ) as in (6) . Let S n be the random walk defined by the {ξ j }, i.e.,
Then the distribution of the normalized random walk
converges to a stable distribution of order N in the sense that
Proof. We get
For n → ∞ (in the sequel, we write f (n) ∼ g(n) if the two sequences have the same behavior at infinity, i.e.,
As a consequence we get the thesis:
Notice that in the case N = 2 the statement is completely equivalent to the classical CLT. In case N = 4 a similar result was proved in Burdzy [6, We proceed with the analysis of the moments of the normalized random walkS n . We are in particular interested to the asymptotic behavior of such moments and, according to (7), we expect that the moment of order m vanishes if m is not a multiple of N . Next result provides an answer to these questions. Theorem 3. Fix m ∈ N and assume that n is large (n > m). Then the m-moment ofS n satisfies
where lim n→∞ R n = 0.
Proof. We have that
, where ψ n is the characteristic function ofS n , given by
where the sum is over the k−ple of non-negative integers (
In particular we have:
Since ψ (j)
vanishing iff m j = 0 for j = mN and k = N m N + 2N m 2N + ..., i.e. if k has is a multiple of N . On the other hand, for k = N the only term in the sum which does not vanish is the one corresponding to m j = 0 for j = N and m N = 1, and we have
For k = 2N , two terms do not vanish: the first for m j = 0 if j = N and m N = 2, the second for m j = 0 if j = 2N and m 2N = 1, giving:
More generally, for k = M N , we have :
where R n → 0 as n → ∞.
Next result makes precise the analysis of the asymptotic behavior of the limit in Theorem 2. Since its proof is rather technical, we postpone the proof to the Appendix, where it is developed in parallel with similar computations we shall give later in Section 4.
Theorem 4. The following asymptotic limit holds:
3. The random walk on the complex plane
In this section, we consider the random walk S n defined above. With no claim for completeness, we discuss some interesting aspects of the motion. First, let us consider the case N = 3. The walk S n occurs on the regular lattice generated by the vectors
2 )}, considered as a directed graph. Therefore, the motion is 3-periodic, and a return to the origin only happens if the same number of steps is made in every direction. Therefore, we compute
and Stirling's formula implies P(S 3m = 0) ∼ 1 2 π m ; hence the expected number of returns to the origin is
and the process is recurrent. The case N = 4 corresponds to the standard, two-dimensional random walk. We know that the motion is 2-periodic and it moves on the lattice Z 2 (this time considered as an undirected graph). Finally, the motion is recurrent. Unfortunately, it is not true that the motion is recurrent for every N . Let us see what happens for N = 5. In this case, the motion is again 5-periodic and the only way to return to the origin is taking the same number of steps in each direction. Hence, again by an application of Stirling's formula,
and the expected number of returns is finite:
so the process is transient. However, we can prove that for every N ≥ 3 the random walk S n is neighborhood-recurrent, i.e., for any radii ε, the motion returns infinitely often in the ball of radii r centered in the origin. Since this is a weaker result than being recurrent, the following result is interesting only for N ≥ 5.
The process {S n } is neighborhood-recurrent, i.e., for every x in the lattice generated by the basis {α 1/N e 2πik/N , k = 0, 1, . . . , N − 1} it holds P(|S n − x| ≤ ε infinitely often) = 1.
Proof. We first remark that the classical CLT apply to the sequence {ξ k } of random vectors in the plane, so that for large n it holds
We compute
The right-hand side converges to 0, for large n, as follows
it follows that the series
diverges for all ε > 0. The last part of the proof is inspired by Chung [9, Theorem 8.3.2] . Set for z ∈ R 2 and ε > 0
set F the event (|S n − x| ≤ ε infinitely often) then
Let A m,k = (|S m | ≤ ε, |S n | > ε for all n ≥ m + k); notice that A m,k and A m ,k are disjoint provided that m > m + k, hence each sequence of events {A m,m+jk } ∞ j=0 , for m = 1, . . . , k, is made of disjoint events and
On the other hand, it holds
where we use that S n − S m is independent of S n and it has the same distribution as S n−m . Therefore, we have proved that
and (11) implies that, for all k ≥ 1, p 2ε,k (0) = 0. Recalling (12) we get the thesis.
Remark 1.
With a similar computation, we see that for large n
which converges to 1 since N > 2.
A simulation for the path of Sn in case N = 5. The same simulation; an inspection of a neighborhood of the origin.
We provide a description of the symmetry properties of the random walk S n , inherited by those of the set R(N ) = {e 2iπk/N , k = 0, 1, . . . , N − 1}.
Proposition 6. Let U : C → C be a linear map such that U (R(N )) = R(N ). Then U is a symmetry transformation for S n , i.e
Proof. The result can be proved by induction on n: for n = 1 the result follows by the assumption U (R(N )) = R(N ); for general n, by using the inductive hypothesis, one can write:
A family of complex jump processes
In case N = 2, the limit of the random walkS n is a Wiener process; to be precise, since in the definition ofS n no time is involved, it converges to the Wiener process at time t = 1. It is possible to extend this result to general times; however, it is not possible to talk about the limit process in case N > 2. In this section, we construct a family of random walks W n (t) that generalizes, in a suitable sense,S n to a continuous time process, taking into account the limit expressed in Theorem 2.
Let us start by considering the time interval [0, 1]. Let {ξ j } be a sequence of independent copies of the random variable ξ defined in (6) . Then for any n ∈ N we set X n (0) = 0;
n ). Let us extend now X n (t) to a process W n (t) for values of t ∈ (−∞, +∞). For t > 0 we set t the integer part of t and
and, in general,
while for negative times we set (with the convention that −t = − t )
n , . . . , X (−1) n , X (−2) n , . . . are i.i.d. copies of X n in (14) . We remark that W n can be seen as the extension to continuous time of the random walk {S n }, since we have the following identity for the laws
The sequence of processes {W n } shall converge in a very weak sense to a sort of N -stable process (which, we note again, does not really exist for N > 2). The result is analog to what is proved in Theorem 2 for the normalized random walkS n . Theorem 7. For any t ∈ (−∞, +∞) and λ ∈ C,
For clearness of exposition, we postpone the proofs of this and next result to the appendix, since their details are not required for a comprehension of the sequel. However, let us give a heuristic idea: for large n it holds nt n t, therefore we expect that
that is (18) . In next result, as we did for the random walk {S n }, we study the error term in the convergence proved above.
Lemma 8. For any t ∈ (−∞, +∞), one has
where for n → ∞
As stated above, we postpone the proof of this result to the appendix; here we record the following direct consequence of the lemma.
Corollary 9. For any > 0 there exists a n ∈ N such that for n > n :
where
Solution of higher order PDEs
In this section we show that the weak limit in distribution proved in Theorem 7 is equivalent to a representation formula for the solution of a N -order equation with possibly complex coefficients. Specifically, we are concerned with the following complex valued parabolic PDE
We are going to show that for a suitable class of initial datum f , the limit
is well defined for any x ∈ R and t in a suitable neighborhood of t 0 , and it provides a representation for the solution of (20) .
Hypothesis 10. The class of admissible initial datum is defined by the (complex-valued) function f (x), defined for x ∈ R, of the form
where µ is a measure of bounded variation on R satisfying the following assumptions:
2. there exists a time interval (T 1 , T 2 ), with T 1 < t 0 < T 2 ∈ R, such that
for all t ∈ (T 1 , T 2 ). In the conditions above, |µ| stands for the total variation of µ. In order to emphasize the dependence on time, we shall write the class of initial data by D(T 1 , T 2 ). We shall also require, sometimes, the following additional assumption
Remark 2. Condition 1. assures that the function f can be extended to the complex plane in the following way:
since the integral above is absolutely convergent. Therefore, we may give a meaning to f (x + W n (t)), where W n denotes the random process introduced above. Notice that the computation in (13) implies that f shall be extended to the whole complex plane in order to ensure that f (x + W n (t)) is well defined.
Remark 3. Condition 2. depends on time and, in particular, on α. This is because we do not give any condition on α and, therefore, the solution may explode in finite time. However, the length of the interval (T 1 , T 2 ) is independent of t 0 , so that our construction is invariant under time shifts. In particular, with no loss of generality we can choose t 0 = 0. If the condition is satisfied, then the function x → u(t, x) is well defined for all x ∈ R and continuous. We cannot control the supremum norm of u(t, x) with that of u(0, x) = f (x) unless the stochastic process is concentrated on the real line, which happens in the case N = 2 and α ∈ R + . Indeed, for N > 2 the solutions of equation (20) do not satisfy a maximum principle.
We can now state our main result.
is an admissible initial datum that satisfies conditions 1. and 2. in Hypothesis 10 above, for T 1 < t 0 < T 2 . The function u(t, x) defined in (21) is a representation of the solution of the parabolic problem (20) for any time t ∈ (T 1 , T 2 ) in the sense that
and the integral in (22) is absolutely convergent. Suppose further that condition 3. in Hypothesis 10 is satisfied. Then the solution u(t, x) is a classical solution for the problem (20).
Proof. As stated in Remark 3, we fix t 0 = 0 for simplicity. By Hypothesis 10.1. the integral
is well defined for any x ∈ R and for any value of W n (t). We remark that W n (t), for any n ∈ N and t ∈ R, can assume only a finite number of possible values; therefore, we have that
By the dominated convergence theorem, which holds thanks to Theorem 2 and Hypothesis 10.2., we have
and the right-hand side defines the solution (22) of problem (20) . If we assume further that Hypothesis 10.3. holds, then we can take the derivative in the formula (21) to get
and Hypothesis 10.3 implies that the integral on the right hand side is absolutely convergent and all the quantities are finite.
Remark 4. Corollary 9 allows one to estimate the speed of convergence of the approximated solution u n (t, x) = E[f (x + W n (t))] to the solution u(t, x). Indeed let us assume that f ∈ D(T 1 , T 2 ) is an admissible initial datum satisfying conditions 1. and 2. and 3. in Hypothesis 10 above, for T 1 < t 0 < T 2 . Let us assume moreover that
Then by corollary 9 one can see that for any > 0 there exists a n ∈ N such that for n > n :
A semigroup formulation for the N -th order Laplacian
Let F 0 be the set of functions f : R → C of the form
for every µ complex bounded variation measure on R. Since the space of bounded complex measures M(R) is a Banach algebra under convolution in the total variation norm µ , one has that F 0 is a Banach algebra under multiplication in the norm f 0 := µ , with f (x) = e iyx dµ(y). The elements of F 0 are bounded continuous functions and we have f ∞ ≤ f 0 .
For any n ∈ N let us denote by F n ⊂ F 0 the set of functions f ∈ F 0 such that R e n|x| d|µ|(x) < ∞ endowed with the norm f n = R e n|x| d|µ|(x). One has that, for n ≤ m,
Let D be the topological vector space given by D := ∩ n F n , endowed with the topology defined by the system of neighborhoods of 0 of the form U r, := {f ∈ D | f i < , ∀i ≤ r}, with r ∈ N and ∈ R, > 0. One can see that the topology of D can be induced by a metric, for instance by means of the following distance
and D is complete with respect to this metric. Further a sequence {f n } n is of Cauchy type with respect to the metric (24) and converges to the element f ∈ D if and only if it is of Cauchy type and convergent to f ∈ D with respect to · n for any n ∈ N [20] . Let us consider now the parabolic problem (20) in the case where t 0 = 0 and α ∈ C and N ∈ N are such that
for all x ∈ R and t ≥ 0. If N is even, this condition is satisfied if and only if Re(−1) N/2 α < 0, while if N is odd (25) is satisfied if and only if α ∈ R, moreover in this case the inequality (25) holds for any t ∈ R.
Under these assumptions on the parameters of the PDE (20) , one has that D ⊂ D(0, +∞). Indeed given an element f ∈ D, one can easily verify that f satisfies conditions 1., 2., and 3. of hypothesis 10. It is then possible to define a strongly continuous semigroup T (t) : D → D in terms of equation (21), namely:
The bounded operator T (t) maps a function f ∈ D, with f =μ, to a function f t ∈ D, with f t =μ t , where the measure µ t is absolutely continuous with respect to µ with Radon-Nikodym derivative equals to e i N N ! αx n t , i.e.:
One can easily verify the semigroup law. By condition (25) one has that T (t)f n ≤ f n for all n ∈ N. Moreover, by dominated convergence theorem, for any n ∈ N one has lim t↓0 T (t)f − f n = 0 and the semigroup T (t) is strongly continuous in the topology of D. The generator A of T (t) is a bounded operator on D and it is given by
Indeed for any n ∈ N, by the dominated convergence theorem, one has:
Finally, as the generator A : D → D is bounded, then the semigroup T (t) is uniformly continuous.
The boundary value problem
In this section we consider several different boundary value problems associated to equation (20) . Let us consider first of all equation (20) on the half real line R + and restrict ourselves to the case where N is even. Let us denote by D (resp. N ) the boundary value problem with Dirichlet (resp. Neumann) boundary conditions. Given a function f : R + → C, it can be extended to an odd function f O : R → C on the real line in the following way
In a similar way, a function f : R + → C can be extended to an even function f E : R → C as:
Let us denote by D D , resp. D N , the following subsets of D: 
Proof. We give the proof in the case of Dirichlet boundary condition. The proof in the case of Neumann boundary condition is completely analogous. Given a function f ∈ D D , it can be represented as f (x) = e iyx dµ(y), where e n|x| d|µ|(x) < ∞ for all n ∈ N. By using the symmetry of f , one has
The operator A D is given by:
on the other hand it is also equal to
and one can conclude that A D f ∈ D D . Moreover A D is bounded and generates an uniformly continuous semigroup 
Due to the smoothness of f , every derivative of f is periodic as well. By the periodicity condition, a function f ∈ D P (L) can be represented as a Fourier series of the form
On the other hand f ∈ D has the form f (x) = e ixy dµ(y), and by a comparison with (28), the measure µ associated to f has the form
Let us consider the restriction
given by (27) to the subspace D P (L) ⊂ D. The following holds
is a bounded operator on D P (L) and generates a uniformly continuous semigroup
Proof. It is sufficient to show that A maps D P (L) into itself. This can be verified directly by using the definition of the operator A and the particular form of the measure µ associated to an element f ∈ D P (L) :
We conclude this section with a discussion of the Dirichlet and Neumann boundary conditions on the interval
, the subsets of D P (2L) made of functions that are odd, respectively even, on the real line:
One can easily verify that any function 
or, equivalently, in the form:
Analogously the elements of f ∈ D N ([0, L]) can be represented in the following form
, be the restriction of the operator A to the subspace
By considering only even values of the integer N , the following holds:
and generates a uniformly continuous semigroup T BC (t) :
The result can be proved by the same procedure used in the proof of theorems 12 and 13.
For simplicity, fix t > 0 and consider, first, the characteristic function (recall identity (17) and the computations in the proof of Theorem 2) and finally, using the series expansion of log(x) we obtain E[e iλWn(t) ] = exp nt n
For negative times, we have from (16) the analog of (17) W n (−t) and we obtain form (29) the following representation E e iλWn(−t) = exp n(−t) n
Proof of Theorem 7. Let n → ∞ in (29) (respectively (30) for negative times) and recall that nt n → t as n → ∞, while the other terms in (29) converge to 0.
Proof of Lemma 8. We give the proof for t > 0, since the other case follows analogously. Using again (29) we get 
where in the last passage we use again the series expansion of the exponential function. Finally, we obtain the thesis setting Notice that nt n 2 ∼ t n (as stated above, the relation ∼ means that the ratio between the functions converges to 1 as n → ∞). As opposite, the quantity n nt n − t does not converge (except in the case t ∈ Z); hence, we can only give a bound on this term:
Proof of Theorem 4. From (17) for t = 1, the thesis of Theorem 4 follows from (29) with the choice t = 1:
Hence, as in the proof of Lemma 8, we get
and the thesis follows passing to the limit as n → ∞.
