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Abstract. In this paper we study the equation−∆u+ρ−(α+2)h(ραu) =
0 in a smooth bounded domain Ω where ρ(x) = dist(x, ∂Ω), α > 0 and
h is a nondecreasing function which satisfies Keller-Osserman condition.
We introduce a condition on h which implies that the equation is subcrit-
ical, i.e. the corresponding boundary value problem is well posed with
respect to data given by finite measures. Under additional assumptions
on h we show that this condition is necessary as well as sufficient. We
also discuss b.v. problems with data given by positive unbounded mea-
sures. Our results extend results of [10] treating equations of the form
−∆u+ ρβuq = 0 with q > 1, β > −2.
keywords: semilinear elliptic equations, similarity transformation, very
singular solution, isolated singularity, generalized trace, generalized bound-
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1. Introduction
In this article we consider equations of the type
(1.1) −∆u+H(ρ, u) = 0 in Ω,
where Ω is a C2 domain in RN , N > 1,
(1.2) H(ρ, u) = ρ−2−αh(ραu), ρ(x) = dist (x, ∂Ω)
and α > 0. With respect to the nonlinearity h we assume:
(1.3)
(i) h ∈ C1(R), h(0) = 0, h(t) > 0 for t > 0,
(ii) h is a convex and odd function,
(iii)
ˆ
Ω∩BR(0)
h(cρα)ρ−(1+α)dx <∞ ∀c > 0, R > 0.
Note that (i) and (ii) imply that h is nondecreasing.
More general equations such as
(1.4) −∆u+ g ◦ u = 0 in Ω,
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(where g ◦ u(x) = g(x, u(x))) and various special cases have been studied
intensively over the last twenty years (see [9], [10] and the references therein).
In the case of equations with absorption, a basic set of assumptions on g is
(1.5)
(i) g(x, ·) ∈ C1(R), g(x, 0) = 0, g(x, t) > 0 for t > 0,
(ii) g(x, ·) is nondecreasing and odd,
(iii) g(·, t) ∈ L1(Ω ∩BR(0), ρ) ∀ t ∈ R and ∀ R > 0,
The assumption that g(x, ·) is odd is often omitted. However it simplifies
the presentation without affecting the treatment in an essential way. We
note that conditions (1.3) imply that g = H satisfies (1.5).
The family of functions satisfying (1.5) will be denoted by G0 = G0(Ω).
Equations of the form (1.1) (with ρ(x) replaced by |x|) have been introduced
by Bandle and Marcus [3]. These equations admit a similarity transforma-
tion. A special case of (1.1), namely,
H(ρ, t) = ργ |t|qsign t, γ > −2
has been extensively studied. The case γ = 0 received much attention; the
problem with arbitrary γ > −2 was studied in [10]. For the case γ > 0 see
[6] and references therein. Equation (1.2) includes the special case H(ρ, t) =
tp + ργtq where p, q > 1, γ > −2.
Notation. We denote by M(∂Ω) the family of set functions ν on B(∂Ω),
such that, for every compact set E ⊂ ∂Ω, ν1
E
is a finite measure. Thus, if
∂Ω is compact then M(∂Ω) is the set of finite Borel measures on ∂Ω.
Put
L˜1(Ω) = {u ∈ L1loc(Ω) : u ∈ L1(Ω ∩BR(0)) ∀R > 0}
and
C20 (Ω¯) := {φ ∈ C2(Ω¯) : φ = 0 on ∂Ω}.
Assume that Ω is a C2 domain (not necessarily bounded) and let ν ∈
M(∂Ω).
A function u ia a solution of equation (1.4) if u and g ◦ u are locally
integrable in Ω and the equation is satisfied in the distribution sense.
A function u is a solution of the boundary value problem
(1.6)
−∆u+ g ◦ u = 0 in Ω;
u = ν on ∂Ω,
where ν is a Radon measure on ∂Ω, if u and (g ◦ u)ρ belong to L˜1(Ω) and
(1.7)
ˆ
Ω
(−u∆φ+ (g ◦ u)φ)dx = −
ˆ
∂Ω
∂φ
∂n
dν
for every φ ∈ C20 (Ω¯) with bounded support.
The set of all measures ν ∈ M(∂Ω) such that (1.6) possesses a solution
is denoted by Mg(∂Ω). It is well-known that when a solution exists it is
unique, [9].
3Definition 1.1. Let f : R→ R be an odd function and satisfy the following
assumptions:
f ∈ C1(R), f(0) = 0, f(t) > 0 for t > 0.
We say that f satisfies Keller-Osserman condition (KO) if
(1.8)
ˆ ∞
a
F (s)−
1
2 ds <∞ ∀a > 0, where F (s) =
ˆ s
0
f(t)dt.
If g(x, t) ∈ G0 we say that it satisfies the global KO condition if there
exists f as above that satisfies the KO condition and
f(|t|) ≤ |g(x, t)| x ∈ Ω, t ∈ R.
We say that g satisfies the local KO condition if, for every domain Ω
′
⋐ Ω
there exists f = fΩ
′ ∈ C(R) that satisfies the KO condition and
f(|t|) ≤ |g(x, t)| x ∈ Ω′ , t ∈ R.
Remark 1.1: If h satisfies the KO condition then the function H given by
(1.2) satisfies the local KO condition. Therefore, in this case, the family of
solutions of (1.1) is uniformly bounded in compact subsets of Ω.
Definition 1.2. Let u ∈ W 1,ploc (Ω) for some p > 1. We say that a measure
ν ∈ M(∂Ω) is the boundary trace of u on ∂Ω if, for every uniform C2
exhaustion {Ωn},
(1.9)
ˆ
∂Ωn
u1
∂Ωn
φdS →
ˆ
∂Ω
φdν
for every compactly supported φ ∈ C(Ω¯). (Here u1
∂Ωn
denotes the Sobolev
trace.)
Similarly we define the boundary trace on a relatively open set A ⊂ ∂Ω. A
measure ν ∈ M(A) is the boundary trace of u on A if (1.9) holds for every
φ ∈ C(Ω¯) such that suppφ is a compact subset of Ω ∪ A. In the case of
positive solutions we slightly extend this definition to include positive Radon
measures on A.
Lemma 1.3. Let g ∈ G0 and let u be a positive solution of (1.4). Let O be
an open set in RN such that O ∩ ∂Ω 6= ∅. If
(1.10)
ˆ
Ω∩O
g(x, u(x))ρ(x)dx <∞.
Then u has a boundary trace on O ∩ ∂Ω.
Notation. We denote by Breg(∂Ω) the space of positive regular Borel mea-
sure on ∂Ω.
Note that a measure ν ∈ Breg(∂Ω) need not be a Radon measure; it may
blow up on compact sets. However the outer regularity implies that, for
each measure ν in this space there exists a closed set Sν , called the blow up
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set of ν, such that ν(A) =∞ for every non-empty Borel set A ⊂ Sν and the
restriction of ν to Rν := ∂Ω \ Sν is a Radon measure.
Next we extend the notion of boundary trace to positive solutions of (1.4)
that may not have a finite boundary trace.
Definition 1.4. Let u be a positive solution of (1.4). We say that u has a
(generalized) boundary trace ν ∈ Breg(∂Ω) if:
(a) ν⌊Rν is the boundary trace of u on the relatively open set Rν (in the
sense of Definition 1.2) and
(b) for every open set O in RNsuch that O ∩ Sν 6= ∅ and every uniform
C2 exhaustion {Ωn} (see [9, Definition 1.3.1])
(1.11)
ˆ
∂Ωn∩O
u dS →∞.
Definition 1.5. Let u ∈ C2(Ω) be a positive solution of (1.4). A point z ∈
∂Ω is called a regular boundary point of u if there exists an open neighborhood
U of z such that
(1.12)
ˆ
U∩Ω
(g ◦ u)ρ dx <∞.
The set of regular boundary points of u will be denoted by R(u). Its comple-
ment S(u) := ∂Ω \R(u) is the singular boundary set of u. A point y ∈ S(u)
is called a strongly singular point of u.
Clearly R(u) is relatively open; therefore S(u) is closed.
Here we recall [9][10, Theorem 1.1].
Theorem 1.6. Let Ω be a domain whose boundary is a manifold of class
C2, not necessarily compact. Suppose that g ∈ G0, satisfies the local KO
condition. Also assume that (1.4) possesses a barrier at every point of ∂Ω.
Then every positive solution u of (1.4) possesses a (generalized) boundary
trace given by a positive measure ν ∈ Breg(∂Ω).
S(u) coincides with the blow up set of ν so that ν is a Radon measure on
R(u).
For the definition of barrier and the conditions of its existence see Defi-
nition 2.1 and Proposition 2.5.
Definition 1.7. A nonlinearity g ∈ G0 is called subcritical if problem (1.6)
possesses a solution for every ν ∈ M(∂Ω).
In this article we focus on the boundary value problem
(1.13)
−∆u+H(ρ, u) = 0 in Ω;
u = ν on ∂Ω,
where ν is a regular Borel measure, H is as in (1.2) and h is assumed to
satisfy (1.3).
Following is a description of our main results concerning this problem.
5Theorem 1.8. Let Ω be a bounded domain of class C2 and H is defined as
in (1.2). Assume that h satisfies (1.3)(i),(ii) and
(1.14) H(ρ, cP (·, y)) ∈ L1(Ω; ρ) ∀y ∈ ∂Ω, ∀c ∈ R.
where P (x, y) is the Poisson kernel of −∆ in Ω.
Then H is subcritical and the following assertion holds:
Assume that there exists ǫ > 0 such that
(1.15) lim sup
t→0
h(t)
t1+ǫ
<∞.
Let {νk} be a sequence in M(∂Ω) converging weakly to a measure µ. Let v
(resp. vk) denote the solution of (1.13) with ν = µ (resp. ν = νk). Then
vk → v in L1(Ω) and H(ρ, vk)→ H(ρ, v) in L1(Ω, ρ).
Remark 1.8 Let y ∈ ∂Ω and put
CR = {x ∈ Ω ∩BR(y) : |x− y| < 2ρ(x)}.
Assume that R is sufficiently small so that C¯R ⊂ Ω ∪ {y}. Then (1.14)
implies ˆ
CR
ρ−(1+α)h(cραP (x, y))dx <∞
which in turn implies
(1.16)
ˆ 1
0
tN−α−2h(ctα−N+1)dt <∞.
Actually, in a bounded C2 domain (1.16) is equivalent to (1.14) (see Section
4). (1.16) implies that, α 6= N − 1 and
(1.17)
(a)
ˆ ∞
a
h(t−1)dt <∞ if α > N − 1
(b)
ˆ a
0
h(t−1)dt <∞ if 0 < α < N − 1,
for every a > 0. Consequently, if h satisfies (1.3):
(1.18) Condition (1.14) implies α > N − 1.
Indeed, as h is convex on [0,∞), h(0) = 0 and h is nondecreasing, it follows
that s 7→ h(s)/s is nondecreasing. Thus h(s) ≥ h(1)s for s > 1 and, by
assumption, h(1) > 0. Therefore
´ 1
0 h(t
−1)dt =∞. This rules out (1.17)(b)
so that α > N − 1.
In Section 4 we show that, under some additional assumptions on h, the
condition α > N − 1 is necessary and sufficient for H to be subcritical ; in
particular it is equivalent to the subcriticality condition (1.14).
If h(t) = tq, q > 1 then H = ρβtq where β = α(q − 1) − 2. In this case,
by [10], H is subcritical if and only if q < N+1+βN−1 , i.e., α > N − 1.
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Definition 1.9. We say that h satisfies ∆2 condition if there exists a con-
stant c > 0 such that
h(a+ b) ≤ c(h(a) + h(b)) ∀a > 0, b > 0.
Theorem 1.10. Let Ω be a bounded domain, y ∈ ∂Ω and H be defined as
in (1.2). Suppose that h satisfies KO condition, ∆2 condition, (1.3) and H
satisfies the global barrier condition. If α ≤ N − 1 and u is a nonnegative
solution of (1.1) vanishing on ∂Ω \ {y}, then u = 0 in Ω.
Notation. Assume that H is subcritical. If y ∈ ∂Ω denote by uk,y the unique
solution of (1.13) with ν = kδy.
Theorem 1.11. Let Ω be a bounded C2 domain. Suppose that H satisfies
(1.14) and the global barrier condition. In addition assume that h satisfies
the KO condition, (1.3) and (1.15).
Under these conditions,
(1.19) u∞,y = lim
k→∞
uk,y
is a solution of (1.1) that vanishes on ∂Ω \ {y}. Furthermore, if u is a
positive solution of (1.1) and y ∈ S(u) then
(1.20) u∞,y ≤ u in Ω.
For the term ’global barrier condition’, see Definition 2.1.
Definition 1.12. Let y ∈ ∂Ω. If u is a positive solution of (1.1) such
that u = 0 on ∂Ω \ {y} and y ∈ S(u) we say that u has a strong isolated
singularity at y.
Theorem 1.11 implies that u∞,y is the smallest such solution.
For the next statement we need some additional notation. Let Ω be a
C2 domain and let y ∈ ∂Ω. We denote by ny the unit normal to ∂Ω at
y pointing outward. We denote by Ry the rotation that maps the vector
e1 = (1, 0, . . . , 0) to −ny.
Theorem 1.13. Let Ω be a bounded C2 domain , y ∈ ∂Ω. Suppose that H
and h satisfy the assumptions of Theorem 1.11. In addition assume that h
is strictly convex.
Then
(i) equation (1.1) possesses a unique solution with strong isolated sin-
gularity at y. This solution, denoted by Uy, satisfies
(1.21) lim
r→0
rαUy(y + rσ) = w(Ry(σ)),
where w is the solution to the problem
(1.22)
∆SN−1w + λw − (σ · e1)−(2+α)h
(
(σ · e1)αw
)
= 0 in SN−1+ ,
w = 0 on ∂SN−1+ ,
λ = α − (N − 1), e1 = (1, 0, . . . , 0) and SN−1+ = {x ∈ SN−1 : x1 > 0}. The
convergence is uniform in compact subsets of SN−1+ .
7(ii) There exists a positive constant C, depending on N,α, h, C2 char-
acteristic of Ω but independent of y, such that
(1.23) C−1|x− y|−α−1ρ(x) ≤ Uy(x) ≤ C1|x− y|−α−1ρ(x) ∀x ∈ Ω.
Theorem 1.14. Let Ω be a bounded C2 domain. Under the assumptions of
Theorem 1.13, problem (1.13) possesses a unique positive solution for every
ν ∈ Breg(∂Ω). Furthermore, if F is a closed subset of ∂Ω then the unique
solution, UF , with the boundary trace ∞XF satisfies,
(1.24) c−1dist(x, F )−α−1ρ(x) ≤ UF (x) ≤ cdist(x, F )−α−1ρ(x) ∀x ∈ Ω.
Some examples of nonlinearities for which the above theorems hold:
(1.25)
(i) H(x, t) = ρβ|t|qsign t, q > 1, β > −2,
(ii) H(x, t) = ρβ|t|q ln(1 + ρα|t|)sign t q > 1, β = −2 + α(q − 1),
(iii) H(x, t) = ρ−2|t| expρα|t| sign t.
The first example was treated in [10] and similar results have been ob-
tained. However the estimates corresponding to (1.23) and (1.24) have been
established only for β ≥ 0.
The paper is organized as follows: In section 2 we present some definitions
and preliminary results. In section 3 we derive global estimates for solutions
of (1.1). Section 4 is devoted to the proof of Theorem 1.8 and Theorem
1.10. We establish a lower estimate of the singular solution in Section 5.
Section 6 contains the proof of existence and uniqueness of solutions with
strong isolated singularity, first in half space and then in bounded domain.
In section 7 we prove Theorem 1.14.
2. Definitions and preliminary results
Let Ω be a C2 domain in RN . We use our notation:
(2.1)
Σβ = {x ∈ Ω : ρ(x) = β}, Dβ = {x ∈ Ω : ρ(x) > β}, Ωβ = Ω \Dβ.
nx denotes the unit outward normal at x ∈ ∂Ω. It is known that there exists
β0 > 0 such that:
(a) For every point x ∈ Ω¯β0 , there exists a unique point σ(x) ∈ ∂Ω such
that |x− σ(x)| = ρ(x), i.e.
x = σ(x)− ρ(x)nσ(x), lim
x→σ(x)
∇ρ(x) = −nσ(x).
(b) The mapping x 7→ ρ(x) and x 7→ σ(x) belong to C2(Ω¯β0) and
C1(Ω¯β0) respectively.
(c) The mapping x 7→ (ρ(x), σ(x)) is a C2 diffeomorphism from Ω¯β0 to
[0, β0]× ∂Ω.
Thus (ρ, σ) may serve as a set of coordinate in one sided neighborhood of
the boundary and are called flow coordinates of Ω.
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Definition 2.1. Let z ∈ ∂Ω. We say that there exists a g-barrier at z if
there exists r(z) > 0 such that for every 0 < r ≤ r(z), (1.4) possesses a
positive solution w = wr,z in Br(z) ∩ Ω such that
(2.2)
(i) w ∈ C(Br(z) ∩ Ω¯), w = 0 on ∂Ω ∩Br(z),
(ii) lim
x→y
w(x) =∞ ∀y ∈ ∂Br(z) ∩ Ω.
We say that g satisfies the global barrier condition if:
(i) A g-barrier exists at every point of ∂Ω.
(ii) There exists a number r¯ > 0 such that r(z) ≥ r¯ ∀ z ∈ ∂Ω.
(iii) If w = wr¯,z, then ||w||C2(Ω¯∩B r¯
2
(z)) ≤ C where C is a constant indepen-
dent of z.
Remark : If g ∈ G0 and satisfies global KO condition then a g-barrier exists
at every point z ∈ ∂Ω.
In fact one can get a stronger implication:
Lemma 2.2. If Ω is a domain uniformly of class C2 and g ∈ G0 satisfies
global KO condition in Ω then g satisfies the global barrier condition.
For proof see [9, Lemma 3.1.10].
Definition 2.3. Let Ω be a bounded domain and g ∈ G0. A measure ν ∈
M(∂Ω) is called g-admissible if
g ◦ PΩ(|ν|) ∈ L1(Ω, ρ) and g ◦
(− PΩ(|ν|)) ∈ L1(Ω, ρ),
where
PΩ(ν)(x) =
ˆ
∂Ω
P (x, y)dν(y),
and P is the Poisson kernel of −∆ in Ω.
It is known from [10, Lemma 4.4] that if Ω is a bounded domain, g ∈ G0
and ν is g-admissible, then problem (1.6) possesses a unique solution.
It is known from [6] that, equation (1.4) possesses a global barrier when
g(x, t) = ρα|t|q−1t where α > 0 and q > 1. The notion of global barrier con-
dition (see Definition 2.1) did not appear in their work but the construction
of their proof establishes the fact that the nonlinearity g given by ρα|t|q−1t,
with α > 0 and q > 1, satisfies global barrier condition. Also note that when
−2 < α ≤ 0, existence of global barrier follows from the fact that g satis-
fies global KO condition. In the next proposition we establish a sufficient
condition for the nonlinearity g ∈ G0 to satisfy a global barrier condition.
Definition 2.4. A possibly unbounded domain Ω is uniformly of class C2
if it satisfies the following conditions:
(i) There exists rΩ > 0 such that, for every X ∈ ∂Ω there exists a set
of coordinates ξ = ξX and a function FX ∈ C2(RN−1) such that
FX(0) = 0, ∇FX(0) = 0 and
Ω ∩BrΩ(X) = {ξ : |ξ| < rΩ, ξ1 > FX(ξ2, · · · , ξN )}.
9(ii) The set {FX : X ∈ ∂Ω} can be chosen so that
||∂Ω||C2 := sup{||FX ||C2(B¯rΩ (0)) : X ∈ ∂Ω} <∞
and there exists κ ∈ C(0, 1) such that D2FX has modulus of con-
tinuity κ for every X ∈ ∂Ω. The pair (rΩ, ||∂Ω||C2) is called a C2
characteristic of Ω.
Proposition 2.5. Let Ω be a domain (not necessarily bounded), uniformly
of class C2. We assume that g ∈ G0 satisfies local KO condition and there
exists C, T > 0 such that
(2.3) g(x, t) > Cρα0tΓ when t > T,
for some α0 ≥ 0 and Γ > 1. Let z ∈ ∂Ω, 0 < r < β02 . Then there exists a
positive solution W =Wz,r of (1.4) in Br(z) ∩ Ω such that
(2.4)
(i) W ∈ C(Br(z) ∩ Ω¯), W = 0 on ∂Ω ∩Br(z),
(ii) lim
x→y
W (x) =∞ ∀y ∈ ∂Br(z) ∩ Ω.
Furthermore, if r = 3β04 , the norm of the solution Wz,r in C
2(Ω¯∩Bβ0
2
(z)) is
bounded by a constant depending only on N,α0 and the C
2 characteristics
of Ω but not on z.
A proof of the proposition is provided in the Appendix.
Definition 2.6. Let F be a compact subset of ∂Ω and g ∈ G0. Denote by
VF the family of all non-negative solutions of (1.4) such that
u ∈ C(Ω¯ \ F ) and u = 0 on ∂Ω \ F.
We say that U is the maximal solution relative to F if U ∈ VF and U
dominates every solution in VF .
Lemma 2.7. Suppose that g ∈ G0 satisfies the local KO condition. Let F
be a compact subset of ∂Ω such that VF is not empty. Then UF := sup VF
belongs to VF . Thus UF is the maximal solution relative to F .
Proof. See [9, Lemma 3.2.3]. 
Corollary 2.8. Let the function h in (1.2) satisfy (1.3) and KO condition.
In addition, assume that (1.1) possesses a global barrier and F is a compact
subset of ∂Ω such that VF is not empty. Then there exists a positive solution
UF of (1.1) that vanishes on ∂Ω \F and dominates every solution with this
property.
Proof. Let un be the solution of (1.1) with un = n on F and un =
0 on ∂Ω \ F . Since h satisfies KO condition, applying Remark 1.1 we
obtain u := limn→∞ un exists. Let z ∈ ∂Ω \ F and 0 < r < β02 . Then as
(1.1) possesses a global barrier using Proposition 2.5, we obtain
un ≤Wz,r in Bβ0
2
(z) ∩ Ω ∀ n.
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Thus u vanishes on ∂Ω \ F . Now define VF and UF as in 2.6. Therefore
applying Lemma 2.7, the result follows. 
3. The similarity transformation and global estimates of the
solutions
A basic tool in our presentation is a similarity transformation associated
with (1.1), denoted by Tαa , a > 0, given by
(3.1) Tαa u(x) = a
αu(ax).
If u is a weak solution of (1.1) in Ω then Tαa u is a weak solution of this
equation in 1aΩ. If Ω =
1
aΩ and u = T
α
a u for every a > 0, we say that u is a
self-similar solution.
The next lemma establishes a global estimate of solutions of (1.1) assum-
ing the Keller-Osserman condition.
Lemma 3.1. Let the function h in (1.2) satisfy the conditions (i) and (ii)
in (1.3) and KO condition. Then there exists a constant C = C(N,α, h)
such that for every α > 0 and every solution u of (1.1),
(3.2) |u(x)| ≤ Cρ(x)−α.
Proof. If u is a solution of (1.1) then, by Kato’s inequality [9, Proposition
1.5.4], |u| is a subsolution; therefore it is sufficient to prove the lemma for
u > 0.
We fix a point x ∈ Ω and denote
R = ρ(x)/2, Ω
′
= BR(x).
Then
(3.3) R ≤ ρ(y) ≤ 3R ∀y ∈ Ω′ .
Using this fact and the monotonicity of h we obtain
(3.4) (3R)−2−αh(Rαu) ≤ ρ−2−αh(ραu) ≤ R−2−αh(3αRαu) in Ω′ .
Since u satisfies (1.1) and Ω′ ⊂ Ω,
(3.5) −∆u+ (3R)−2−αh(Rαu) ≤ 0 in Ω′ .
Let v be the weak solution of the boundary value problem
(3.6) −∆v + (3R)−2−αh(Rαv) = 0 in Ω′ , v = u on ∂Ω′.
By the comparison principle, u ≤ v in Ω′ .
Put c1 := (3R)
−2−α and c2 := R
α. Since h satisfies the KO condition,
h˜(·) := c1h(c2·) also satisfies this condition. Denote,
H1(t) =
ˆ t
0
h(s)ds, ψ(a) =
ˆ ∞
a
ds
(2H1(s))
1
2
∀a > 0, φ = ψ−1.
Define H˜1, ψ˜ and φ˜ in the same way with h replaced by h˜.
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As v satisfies (3.6),
v(y) ≤ φ˜(dist (y, ∂Ω′) in Ω′ ,
(see [7], [4]). A simple calculation yields φ˜(s) = 1c2φ(
√
c1c2s), s > 0. There-
fore
(3.7) v(x) ≤ φ˜(R) ≤ φ˜(ρ(x)
3
) =
1
c2
φ(
√
c1c2
ρ(x)
3
).
Here we use (3.3) and the fact that φ˜ is decreasing. Substituting the values
of c1 and c2, using again (3.3) and the fact that R = ρ(x)/2 we obtain
v(x) ≤ Cρ(x)−α
where C = 2αφ(293
−α
2 ). Since u ≤ v in Ω′, (3.2) follows. 
Assuming existence of barrier at every point of ∂Ω we can improve the
inequality in Lemma 3.1.
Proposition 3.2. Let Ω be a domain (not necessarily bounded) uniformly
of class C2 and F be a compact subset of ∂Ω. In addition, assume that
the function h in (1.2) satisfies (1.3) and (1.1) possesses a global barrier.
Then there exists a constant C depending only on N, α, h and the C2
characteristic of Ω such that for every solution u of (1.1) vanishing on
∂Ω \ F ,
(3.8) |u(x)| ≤ Cρ(x)dist(x, F )−α−1
for every x ∈ Ω with dist(x, F ) ≤ (1 + β0)−1. If Ω is bounded then (3.8)
holds for every x ∈ Ω.
Proof. If u is a solution then by Kato’s inequality |u| is a subsolution and the
existence of barrier guarantees that the smallest solution above |u| vanishes
on ∂Ω \ F . Therefore it is enough to prove the proposition for u > 0. Let
z ∈ ∂Ω \ F and γ(z) := 12dist(z, F ). Now if u is a solution to (1.1) then
uz(x) := γ(z)
αu(γ(z)x) is a solution to
−∆uz + ργ(x)−2−αh(ργ(x)αuz(x)) = 0 in 1
γ(z)
Ω.
where ργ(x) = dist
(
x, ∂ Ωγ(z)
)
Let r = 3β04 min(1,
1
γ(z)). We assume γ(z) < 1 so that r =
3β0
4 . Then the
solution Wz,r mentioned in Proposition 2.5 satisfies
(3.9) uz < Wz,r in Bβ0
2
(z) ∩ 1
γ(z)
Ω.
Thus uz is bounded in Bβ0
2
(z) ∩ 1γ(z)Ω by a constant C depending only on
N,α and the C2 characteristic of 1γ(z)Ω. Since γ(z) < 1, C
2 characteristic of
Ω is also C2 characteristic of 1γ(z)Ω. Therefore the constant C can be chosen
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independent of z. Now applying the mean value theorem on h and using
Lemma 3.1 we note that, there exists
cx ∈ (0, ργ(x)αuz) ⊂ (0, C)
with
(3.10) 0 = −∆uz + [ργ(x)−2h′(cx)]uz in 1
γ(z)
Ω.
Note that as h is non-decreasing and C1, h
′
(cx) is non-negative and uni-
formly bounded in 1γ(z)Ω. Let vz denote the solution of
(3.11)
−∆v + V (x)v = 0 in Bβ0
2
(z) ∩ 1
γ(z)
Ω
v = uz on ∂(
1
γ(z)
Ω ∩Bβ0
2
(z))
where V (x) = h
′
(cx) which is non-negative and uniformly bounded. There-
fore as uz is uniformly bounded on ∂(
1
γ(z)Ω ∩Bβ0
2
(z)), applying weak max-
imum principle we obtain vz is uniformly bounded in
1
γ(z)Ω ∩Bβ0
2
(z). Now
as vz = 0 in ∂Ω ∩Br(z), applying Hopf’s lemma we obtain
(3.12) vz(x) ≤ C1ργ(x) ∀ x ∈ Bβ0
2
(z) ∩ 1
γ(z)
Ω.
Also note that, from (3.10) and (3.11) we obtain that uz is a subsolution of
(3.11). Therefore uz ≤ vz in Bβ0
2
(z) ∩ 1γ(z)Ω. Hence using (3.12) and the
definition of uz we obtain
u(x) ≤ C1dist(x, ∂Ω)γ(z)−α−1 ∀ x ∈ Bγ(z)β0
2
(z) ∩ Ω.
Let x ∈ Ωβ0 and assume that
ρ(x) = dist(x, ∂Ω) ≤ β0dist(x, F ), dist(x, F ) < 1
1 + β0
.
Let z be the unique point on ∂Ω such that dist(x, z) = ρ(x). Then
2γ(z) ≥ dist(x, F )− ρ(x) ≥ (1− β0)dist(x, F ).
Therefore
u(x) ≤ C1ρ(x)
(1
2
(1− β0)dist(x, F )
)−α−1
.
Now if ρ(x) > β0dist(x, F ), by Lemma 3.1
u(x) ≤ Cρ(x)−α ≤ Cρ(x)(β0dist(x, F ))−α−1.
Thus the proposition holds for every x ∈ Ωβ0 such that dist(x, F ) < (1 +
β0)
−1. Now if Ω is bounded, by maximum principle u is bounded in {x ∈
Ω : dist(x, F ) ≥ (1 + β0)−1}. Therefore by maximum principle (3.8) is true
in this set and therefore for every x ∈ Ω. 
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4. Subcriticality
In this section we consider the boundary value problem (1.13), ν ∈
M(∂Ω). H is defined as in (1.2) and h is assumed to satisfy (1.3) and
the KO condition. In addition, we assume that (1.1) possesses a global
barrier and Ω is a bounded domain.
For p > 1, Lpw(Ω, τ) denotes the weak Lp space with the norm
||f ||Lpw(Ω,τ) = sup


´
ω |f |dτ
τ(ω)
1
p
′
: ω ⊂ Ω, ω measurable, 0 < τ(ω) <∞.


where 1p +
1
p
′ = 1.
Notation. We denote by P(ν) the solution of
(4.1) ∆u = 0 in Ω, u = ν on ∂Ω.
Lemma 4.1. The mapping
P :M(∂Ω) 7→ L
N+β
N−1
w (Ω, ρ
β) ∀β ≥ −1
is continuous relative to the norm topologies.
Proof. See [9, Lemma 2.3.3(ii)] 
Theorem 4.2. Let f ∈ C(R) and be a monotone increasing function such
that
f(t)→ 0 as t→ 0
τ be a positive measure in M(Ω). Assume that, for some p ∈ (1,∞),
ˆ 1
0
f(r
− 1
p )dr <∞.
If {wn} is a bounded sequence in Lpw(Ω, τ) then {f ◦ wn} is uniformly inte-
grable in L1(Ω, τ). Furthermore the modulus of uniform integrability depends
only on the bound of the sequence, the C2 characteristic of Ω and diam Ω.
Proof. See [9, Thm. 2.3.4]. 
Notation. M(Ω, ρ) denotes the space of signed Radon measures µ in Ω such
that
ρµ ∈ M(Ω) where ρ(x) := dist (x, ∂Ω).
The norm of a measure µ ∈ M(Ω, ρ) is given by
||µ||Ω,ρ =
ˆ
Ω
ρ d|µ|.
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Proof of Theorem 1.8: Let ν ∈M(∂Ω). As h is convex and odd we have,
(4.2)
‖ρ−2−αh(± ραPΩ(|ν|))‖L1(Ω,ρ) =
ˆ
Ω
ρ−(1+α)h
(
ρα
ˆ
∂Ω
P (x, y)d|ν|(y))dx
=
ˆ
Ω
ρ−(1+α)h
(  
∂Ω
|ν|(∂Ω)ραP (x, y)d|ν|(y))dx
≤
ˆ
Ω
ρ−(1+α)
[ 
∂Ω
h
(|ν|(∂Ω)ραP (x, y))d|ν|(y)] dx
=
 
∂Ω
ˆ
Ω
ρ−(1+α)h
(|ν|(∂Ω)ραP (x, y))dxd|ν|(y).
Since Ω is a bounded domain of class C2,
(4.3) c−11 |x− y|1−N ≤ P (x, y) ≤ c1|x− y|1−N ∀(x, y) ∈ (Ω × ∂Ω),
where the constant c1 depends only on the C
2 characteristic of Ω and its
diameter.
Therefore (1.14) is equivalent to
(4.4)
ˆ
Ω
ρ−2−αh(cρα|x− y|1−N )ρ dx <∞,
for every c > 0 and every y ∈ ∂Ω. Passing to spherical coordinates we see
that (4.4) implies
ˆ 1
0
s−1−αh(csα+1−N )sN−1ds <∞ ∀c > 0.
In fact this inequality is equivalent to (4.4) and therefore to (1.14). By a
substitution of variables this inequality reduces to (1.17)(a). Hence, (4.4)
implies that, for every M > 0 there exists a constant c(M), depending only
on M , the C2 characteristic of Ω and its diameter, such that
(4.5) ‖ρ−2−αh(cραP (·, y))‖L1(Ω,ρ) ≤ c(M) ∀y ∈ ∂Ω, ∀c ∈ [−M,M ].
Finally (4.2) and (4.5) imply that problem (1.13) has a solution for every
ν ∈M(∂Ω).
We turn to the proof of the second assertion of the theorem.
Assertion 1. Let {νk} be a bounded sequence in M(∂Ω) and put uk :=
P(νk). Then {H(ρ, uk)} is uniformly integrable in L1(Ω, ρ).
We may and shall assume that νk is a positive measure for each k.
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Since {νk} is bounded in M(∂Ω) and (1.14) implies that α > N − 1 (see
(1.18)),
ραuk(x) =
ˆ
∂Ω
P (x, y)ρα(x)dνk(y)
≤ C
ˆ
∂Ω
|x− y|−N+1ρ(x)αdνk(y)
≤ C
ˆ
∂Ω
|x− y|−N+1+αdνk(y) < C1.
Thus {ραuk} is uniformly bounded in Ω, say by C1. By assumption (1.15)
there exists M ′ such that
h(t) ≤M ′t1+ǫ ∀ t ∈ [0, C].
Consequently
ρ−1−αh(ραuk) ≤M ′ρ−1+ǫαu1+ǫk .
Hence to prove the assertion it’s enough to show that u1+ǫk is uniformly
integrable in L1(Ω, ρǫα−1). As α > N − 1 we have
(N − 1)(1 + ǫ)
N + ǫα− 1 < 1.
Let f be the function given by f(s) = s1+ǫ, s > 0. Then,
(4.6)
ˆ 1
0
f(r−
N−1
N+ǫα−1 )dr <∞.
By Lemma 4.1, {uk} is bounded in L
N+β
N−1
w (Ω, ρβ) for every β > −1. Choose
β = ǫα−1. Then, by (4.6) and Theorem 4.2 with p = N+ǫα−1N−1 it follows that
{f(uk)} is uniformly integrable in L1(Ω, ρǫα−1). This proves the assertion.
Now, let {νk}, µ and vk be as in the second part of the theorem. As
vk ≤ uk and {H(ρ, uk)} is uniformly integrable (and therefore bounded) in
L1(Ω, ρ) it follows that {H(ρ, vk)} is bounded in L1(Ω, ρ). Hence {∆vk}
is bounded in this space and consequently {vk} is bounded in W 1,ploc (Ω) for
every p ∈ [1, NN−1 ). Therefore there exists v ∈ L1(Ω) such that, up to a
subsequence, vk → v a.e in Ω. This fact and the uniform integrability of
{H(ρ, vk)} in L1(Ω, ρ) imply that H(ρ, vk) → H(ρ, v) in this space. As
νk ⇀ µ it follows that uk → P[µ] in L1(Ω). Therefore, since vk ≤ uk and
vk → v a.e in Ω, it follows that vk → v in L1(Ω). These facts together with
the weak convergence νk ⇀ µ imply that v is the weak solution of problem
(1.13) with ν = µ.

Remark. The proof of Theorem 1.8 actually yields a stronger version of the
second part:
Theorem 4.3. Assume that (1.17) and (1.15) hold. Let {Ωk} be a se-
quence of C2 domains with a uniform C2 characteristic such that Ωk ⊂
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BR(0) for some R > 0 and all k. Assume that Ωk → Ω in the sense that
dist (∂Ωk, ∂Ω)→ 0.
Let νk ∈ M(∂Ωk), k ∈ N. Let O be a bounded, open neighborhood of ∂Ω
and assume that νk ⇀ ν weakly relative to C(O¯), ν ∈ M(∂Ω). Further let
vk denote the solution of
−∆v +H(ρk, v) = 0 in Ωk,
v = νk in ∂Ωk,
where ρk(x) = dist (x, ∂Ωk) for x ∈ Ωk. Finally let v be the solution of
(1.13). Considering vk (resp. v) as functions in BR(0), defined by zero
outside Ωk (resp. Ω) we have: (a) vk → v in L1(BR(0)) and uniformly in
compact subsets of Ω and (b) {H(ρ, vk)} is uniformly integrable in the sense
that, for every ǫ > 0 there exists δ(ǫ) > 0 such that, for every Borel set
E ⊂ BR(0),
m(E) < ǫ =⇒
ˆ
E∩Ωk
H(ρk, vk) dx < δ(ǫ).
Proof of Theorem 1.10: Since |u| is a subsolution, it’s enough to prove
the theorem in the case u ≥ 0. Without loss of generality let us assume that
y = 0.
We claim that
(4.7) H(ρ, u) ∈ L1(Ω, ρ) and u ∈ L1(Ω).
To prove the claim, let η be a function in C2(R) such that
0 ≤ η ≤ 1, η(t) = 0 for t < 1, η(t) = 1 for t > 2.
Further let φ be the solution of
−∆φ = 1 in Ω, φ = 0 on ∂Ω.
Given ǫ > 0, set ζǫ = η(
|x|
ǫ )φ. Thus ζǫ ∈ C2(Ω) and vanishes on ∂Ω and in
a neighborhood of origin. Therefore we have
(4.8)
ˆ
Ω
−u∆ζǫ +H(ρ, u)ζǫ = 0.
Let Eǫ = {x ∈ Ω : ǫ < |x| < 2ǫ}. Then a straight forward calculation yields
that
(4.9)
ˆ
Ω
u∆ζǫ ≤ C1
ˆ
Eǫ
uǫ−1 −
ˆ
Ω
u(x)η(
|x|
ǫ
)
where C1 is a constant independent of ǫ. By Proposition 3.2, u(x) ≤
Cρ(x)|x|−α−1. Therefore in Eǫ, u(x) ≤ Cǫ−α. Consequently,
(4.10)
ˆ
Eǫ
uǫ−1 ≤ C2ǫN−α−1 ≤ C3
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where C3 is a constant independent of ǫ. Therefore combining (4.8), (4.9)
and (4.10) we obtain,ˆ
Ω
(
u(x) +H(ρ, u)φ
)
η(
|x|
ǫ
) < C4
where C4 is a constant independent of ǫ. Now as φ = O(ρ), letting ǫ→ 0 to
the previous inequality and applying Fatou’s lemma we obtain (4.7). Hence
the claim follows.
Now suppose that u > 0. By Corollary 2.8, let U be the maximal solution
of (1.1) vanishing on ∂Ω\{0}. Since U satisfies (4.7), U must have boundary
trace cδ0, for some c > 0. Clearly 2U is a supersolution with the boundary
trace 2cδ0. Therefore the largest solution dominated by 2U , say U
′, has the
same trace 2cδ0 which is impossible as U is the maximal solution vanishing
on ∂Ω \ {0}. 
Corollary 4.4. Let Ω be a bounded C2 domain, H be defined as in (1.2) and
H satisfies global barrier condition. Assume that h satisfies (1.3), (1.15), KO
condition and ∆2 condition. Then H is subcritical if and only if α > N − 1.
Proof. By Theorem 1.10, α ≤ N − 1 implies H is not subcritical. On the
other hand Theorem 1.8 implies that if condition (1.14) is satisfied then H is
subcritical. Therefore it is enough to prove that when α > N − 1, condition
(1.14) always holds.
We will prove this by negation. Suppose there exists a y ∈ ∂Ω such that´
Ω ρ
−(1+α)h(ραP (x, y))dx =∞. Since ρ(x) ≤ |x− y|, by (4.3) we have
(4.11)
∞ =
ˆ
Ω
ρ−(1+α)h(ραP (x, y))dx ≤
ˆ
Ω
ρ−(1+α)h(c1ρ
α|x− y|1−N )dx
≤
ˆ
Ω
ρ−(1+α)h(c1ρ
α+1−N )dx
≤ c2
ˆ a
0
r−1−αh(c1r
α+1−N )rN−1dr
≤ c3
ˆ b
0
h(r)
r2
dr (as α > N − 1)
where b = c1a
α+1−N and c3 is a positive constant. Therefore
´ b
0
h(r)
r2 dr =∞
but this is impossible since we assumed (1.15). Hence condition (1.14) holds
which implies that H is subcritical if and only α > N − 1. 
5. Lower estimate of the singular solution with point singularity
In this section we study (1.1) when H satisfies the subcriticality condition
(1.14) and h satisfies the KO condition.
Proof of Theorem 1.11: Here we assume that the set of coordinates in
R
N is positioned so that y is the origin and the hyperplane x1 = 0 is tangent
to ∂Ω at y with the positive x1-axis pointing into the domain.
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Suppose that u is a positive solution of (1.1) and define
Hˆ(ρ, t) :=
H(ρ, t)
t
∀t > 0.
Assertion 1. Under the assumptions of the theorem, there exists a sequence
{ξn} ⊂ Ω converging to the origin such that
(5.1) u(ξn)ρ(ξn)
N−1 →∞.
By negation, if the assertion is not valid there exists R ∈ (0, 1) and a
constant C such that
(5.2) u(x) < Cρ(x)1−N ∀x ∈ BR(0) ∩ Ω.
As h is convex, non-decreasing and h(0) = 0, it follows that t 7→ h(t)t is non
decreasing on (0,∞). Therefore
Hˆ(ρ, u) =
ρ−2h(ραu)
ραu
≤ ρ
−2h(Cρα+1−N )
Cρα+1−N
=
1
C
ρN−α−3h(Cρα−N+1)
in Q := Ω ∩BR(0). Thus
fu(t) := supΣt∩BR(0)Hˆ ≤
1
C
tN−α−3h(Ctα−N+1)
and by (1.16), ˆ 1
0
tfu(t)dt <∞.
Consequently, by [9, Lemma 3.1.16] u ∈ L1(Q) and H(ρ, u) ∈ L1(Q, ρ).
Therefore 0 ∈ R(u), which contradicts the assumption that 0 ∈ S(u).
Next we observe that
(5.3) Hˆ =
ρ−2h(ραu)
ραu
≤ C1ρ−2 in Ω
Indeed by Lemma 3.1, ραu ≤ C where C depends only on N,α, h. Therefore
(5.3) follows from the fact that
sup
0<t<C
h(t)/t <∞.
Let Bn = Bρ(ξn)/2(ξn). As u satisfies the equation −∆u+ Hˆu = 0, (5.3)
and the classical Harnack inequality imply that there exists a constant c¯
such that
(5.4) sup
Bn
u ≤ c¯ inf
Bn
u.
We assume that |ξn| < β0/4. Put
γn = ρ(ξn), ηn = σ(ξn),
Dn = {x ∈ Ω : ρ(x) > γn}, Vn = Bn ∩ Σγn .
19
Then by (5.4) and (5.1)
(5.5) bn :=
ˆ
Vn
u dS ≥ c1(Ω)(sup
Bn
u)γN−1n →∞.
Let fn,k be a function on Σγn given by,
(5.6) fn,k = (k/bn)u in Vn, fn,k = 0 in Σγn \ Vn.
Then, by (5.5),
(5.7)
fn,k ≤ kc−11 γ1−Nn and
fn,kdSΣγn ⇀ kδ0 weakly relative to C(Ω¯)
where dSΣγn denotes the surface element on Σγn .
Let wn,k denote the solution of the boundary value problem
(5.8)
−∆w +H(ρ,w) = 0 in Dn
w = fn,k on ∂Dn.
Given k > 0 pick n(k) such that
bn ≥ k in Vn ∀n ≥ n(k).
Then fn,k ≤ u on Σγn and consequently
(5.9) wn,k ≤ u in Dn ∀n ≥ n(k).
Further, by (5.7),
P (x, ηn) ≥ c2(Ω)γ1−Nn ≥ c3(Ω)fn,k(x)/k ∀x ∈ Vn.
Therefore, by the maximum principle,
(5.10) (k/c3)P (x, ηn) ≥ wn,k(x) ∀x ∈ Dn.
By the argument employed in the proof of Theorem 1.8, the sequences
{P (·, ηn)} and {H(ρ, (k/c3)P (·, ηn))} are uniformly integrable in L1(Ω) and
L1(Ω; ρ) respectively. In view of (5.10) this implies that the sequences
{wn,k}∞n=1 and {H(ρ,wn,k)}∞n=1 are uniformly integrable in L1(Ω) and L1(Ω; ρ)
respectively. (Here we refer to the extension of wn,k by zero outsideDn) By a
standard argument, a subsequence of {wn,k}∞n=1 converges locally uniformly
in Ω to a function w. Since wn,k satisfies (5.8) and {fn,k} converges weakly
as stated in (5.7), it follows that w is the (unique) solution of the problem
(5.11)
−∆w +H(ρ,w) = 0 in Ω
w = kδ0 on ∂Ω,
i.e., w = u0,k. Finally, (5.9) implies that u ≥ u0,k. As k was arbitrary we
obtain (1.20). 
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6. The very singular solution
In this section we study (1.1) when H satisfies the subcriticality condition
(1.14), h satisfies (1.3) and the KO condition and (1.1) possesses a global
barrier. These conditions will be assumed without further mention.
Let Uy denote the space of positive solutions of (1.1) such that
(6.1) u ∈ C(Ω¯ \ {y}), u = 0 on ∂Ω \ {y}.
Define
(6.2) U∞,y = sup{u ∈ Uy}.
Then by Corollary 2.8, U∞,y is a solution of (1.1) and it satisfies (6.1).
6.1. In half-space.
Theorem 6.1. Let Ω = RN+ = {x1 > 0}. In addition to the basic conditions,
assume that h satisfies (1.15), (1.14) and is strictly convex near zero. Then,
for y ∈ ∂RN+ , there exists a unique very singular solution Uy at y,
(6.3) Uy(x) = r
−αw(σ) where |x− y| = r, σ = x− y
r
, ∀ x ∈ RN+ ,
and w is the (unique) solution to (1.22).
Proof. Without loss of generality we assume that y = 0. Let U∞,0 be defined
as in (6.2) and let Tαa , a > 0, be the similarity transformation defined in
(3.1). Our basic assumptions imply that U∞,0 is a positive solution vanishing
on ∂Ω \ {0}. Therefore Tαa U∞,0 is again a solution of (1.1) in RN+ which
vanishes on ∂Ω \ {0}. Since u 7→ Tαa u is an order preserving 1− 1 mapping
from U0 onto itself it follows that Tαa U∞,0 = U∞,0, i.e., U∞,0 is self-similar.
Therefore
(6.4) U∞,0(x) = a
−αU∞,0(
x
a
) ∀ x ∈ RN+ , ∀a > 0.
This can be rewritten in the form
(6.5)
{
U∞,0(x) = r
−αw(σ) where |x| = r, σ = xr , ∀ x ∈ RN+
w(σ) = U∞,0(σ) ∀ σ ∈ SN−1+ .
A straight forward computation yields that w is a solution of (1.22). Our
next aim is to show that (1.22) has a unique solution. If w˜ is another solution
then we can easily check that v = r−αw˜ will be a solution of (1.1) in RN+ .
Therefore v ≤ U∞,0 and w˜ ≤ w. By a simple computation, (1.22) implies
(6.6)
0 =
ˆ
SN−1+
(σ · e1)−(2+α)
[
w˜h((σ · e1)αw)− wh((σ · e1)αw˜)
]
=
ˆ
SN−1+
(σ · e1)−2
[h((σ · e1)αw)
(σ · e1)αw −
h((σ · e1)αw˜)
(σ · e1)αw˜
]
ww˜.
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As h satisfies (1.3), h(t)t is nondecreasing. Therefore (6.6) implies
(6.7)
h((σ · e1)αw)
(σ · e1)αw =
h((σ · e1)αw˜)
(σ · e1)αw˜ ∀ σ ∈ S
N−1
+ .
As h is strictly convex and h(0) = 0, h(t)t is strictly increasing. Therefore
(6.7) implies that w = w˜.
Recall that condition (1.14) implies that α > N−1 (see (1.18)). Therefore,
by (6.5),
‖ρH(ρ, U∞,0)‖L1(B1(0)∩{x1>0}) =
ˆ
SN−1+
ˆ 1
0
ρ−(1+α)h((
ρ
r
)α w(σ))rN−1dr dσ
≥
ˆ
SN−1+ ∩[ρ>r/2]
ˆ 1
0
r−(1+α)h((2)−α w(σ))rN−1dr dσ =∞.
Thus U∞,0 is a very singular solution at 0.
By Theorem 1.11, u∞,0 (see (1.19)) is the smallest very singular solution
at 0. Clearly u∞,0 is self-similar; therefore (6.5) holds for u∞,0 as well. The
uniqueness of the solution of (1.22) implies that u∞,0 = U∞,0 so that the
very singular solution is unique. 
6.2. In general domain.
Definition 6.2. Let Ω be a C2 domain, y ∈ ∂Ω and u a function in Ω. We
say that u(x)→ ℓ as x→ y non-tangentially if, for every fixed c > 0,
lim
x→y
−ny ·(x−y)>c
u(x) = ℓ.
Proposition 6.3. Let Ω be a C2 domain, not necessarily bounded and as-
sume that h satisfies all the assumptions of Theorem 6.1. For y ∈ ∂Ω let
uy,∞ be defined as in (1.19).
Then both Uy,∞ and uy,∞ satisfy (1.21), uniformly in compact subsets of
SN−1+ . Consequently
(6.8)
uy,∞
Uy,∞
→ 1 as x→ y non-tangentially in Ω.
Proof. Without loss of generality we assume that y = 0 and that the set of
coordinates is positioned so that the hyperplane x1 = 0 is tangent to ∂Ω at
0 with the positive x1- axis pointing into the domain.
Let u stand for either u0,∞ or U0,∞. For every a > 0, let u
a
k denote the
solution of (1.1) in Ωa := 1aΩ with boundary trace kδ0, extended to R
N \{0},
by setting it zero outside Ωa ∪ {0}. Further denote
ua∞ = lim
k→∞
uak
and observe that
(6.9) ua∞ = T
α
a u0,∞,
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Tαa being defined as in (3.1). Let {an} be a sequence of positive numbers
converging to zero. In view of the local Keller - Osserman condition and
the global barrier condition, we can extract a subsequence (still denoted by
{an}) such that
(6.10) uank → vk, uan∞ → V
uniformly in compact subsets of RN \{0} and vk and V are solutions of (1.1)
in RN+ that vanish on ∂R
N
+ \ {0}.
Assertion 1. vk = u
0
k, namely, the solution of (1.1) in R
N
+ with boundary
trace kδ0.
Let s > 0 and put Ωa,s := Ωa ∩Bs(0). Denote by va,sk the solution of the
problem,
(6.11)
−∆v +H(ρa, v) = 0 in Ωa,s,
v = kδ0 on ∂Ω
a,s,
where ρa(x) = dist (x, ∂Ω
a). Clearly
(6.12) uak ≥ va,sk in Ωa,s.
Keeping s fixed, Ωa,s → RN+ ∩Bs(0) as a→ 0. By Theorem 4.3,
van,sk → v0,sk
where v0,sk is the solution of (1.1) in R
N
+ ∩ Bs(0) with boundary data kδ0.
Since van,sk ≤ uank it follows that v0,sk ≤ vk for every s > 0. Clearly v0,sk → u0k
as s→∞. Therefore
(6.13) u0k ≤ vk.
On the other hand, it is easily verified that vk ≤ u0k. This proves Assertion
1.
Now V is a solution of (1.1) in RN+ which vanishes on ∂R
N
+ \ {0}. Fur-
thermore, V ≥ vk = u0k,0 for every k > 0. Therefore V is a very singular
solution of (1.1) in RN+ . By Theorem 6.1 (uniqueness) V = U0 . Since the
limit is independent of the sequence we conclude that
(6.14) lim
a↓0
ua∞(x) = U0(x) = |x|−
2+α
q−1 ω(x/|x|)
uniformly in compact subsets of RN+ .
Let S1 be a compact subset of the open half sphere S
N−1
+ and let r¯ be a
positive number such that
{x : |x| ≤ r¯, x/|x| ∈ S1} ⊂ Ω.
Then S1 ⊂ 1aΩ for 0 < a ≤ r¯. As the convergence is uniform on S1, (6.14)
implies,
lim
a→0
a
2+α
q−1 u(ax) = ω(x) uniformly ∀x ∈ S1
which is equivalent to (1.21). 
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The next proposition is a version of the boundary Harnack principle due
to Ancona [1]. Given s, s′ > 0 denote by T (s, γ) the cylinder,
(6.15) T (s, γ) = {ξ = (ξ′, ξN ) ∈ RN−1 × R : |ξ′| < s, −γs < ξN < γs}.
Proposition 6.4. Let s, γ be positive numbers and let f be a Lipschitz
function on RN−1 with Lipschitz constant cf such that
f(0) = 0, cf ≤ γ/10.
Denote
(6.16)
D = {(ξ′, ξN ) ∈ T (s, γ) : f(ξ′) < ξN}
Γ = {(ξ′, ξN ) ∈ T (s, γ) : f(ξ′) = ξN}
Let V ∈ L∞loc(D) be a non-negative function and cV a positive constant
such that
(6.17) V (x) ≤ cV ρΓ(x)−2, ρΓ(x) = dist (x,Γ) ∀x ∈ D
and denote LV := −∆+ V . Let u be a positive LV -harmonic function (i.e.
LV u = 0) in D such that u is continuous in D∪Γ and u = 0 on Γ. Denote by
GV the Green kernel for LV in D. Then there exists a constant c depending
only on N , cV and γ such that
(6.18) c−1sN−2GV (x,A′) ≤ u(x)
u(A)
≤ csN−2GV (x,A′) ∀x ∈ D ∩ T (s/2, γ),
where A = (0, · · · , 0, γs/2) and A′ = 34A.
The following is a consequence of [2, Theorem 9.1]. We use the notation
of the previous proposition.
Proposition 6.5. Let D be as in Proposition 6.4 and let V be a non-negative
function in D such that V ∈ L∞(E) for every set E ⊂ D that is bounded
away from Γ. Further assume that there exist ǫ > 0 and c(ǫ) > 0 such that
(6.19) V (x) ≤ cρΓ(x)−2+ǫ,
Let GV (resp. G0) denote the Green kernel for LV (resp. −∆) in D. Then
there exists a constant cG depending only on N, γ, ǫ and c(ǫ) such that
(6.20) c−1G G
0 ≤ GV ≤ cGG0 in D ∩ T (s/2, γ).
As G0(x,A′) ∼ ρ(x)|x−A′|−(N−1) ∼ s−(N−1)ρ(x) in D ∩ T (s/2, γ), com-
bining the previous two propositions we obtain,
Corollary 6.6. Let V1, V2 be two non-negative functions in D satisfying the
assumptions of Proposition 6.5. Let ui be a positive L
Vi harmonic function
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in D such that ui is continuous in D ∪ Γ and u = 0 on Γ, i = 1, 2. Then
there exists a constant c, C depending only on N , γ, ǫ and c(ǫ) such that
(6.21)
(i) C−1
ρ(x)
s
≤ ui(x)
ui(A)
≤ Cρ(x)
s
∀x ∈ D ∩ T (s/2, γ/2), i = 1, 2,
(ii) c−1
u1(A)
u2(A)
≤ u1(x)
u2(x)
≤ cu1(A)
u2(A)
∀x ∈ D ∩ T (s/2, γ).
where A = (0, · · · , 0, γs/2).
Proof of Theorem 1.13: We assume that the set of coordinates is posi-
tioned so that y = 0 and the hyperplane xN = 0 is tangent to ∂Ω at 0 with
the positive xN−axis pointing into the domain.
Let U∞,0 and u0,∞ be as in Proposition 6.3. By Theorem 1.11, u∞,0 is
the minimal very singular solution at 0. Therefore in order to establish
uniqueness of the very singular solution it is enough to show that U∞,0 =
u∞,0.
By Proposition 6.3, for every β > 1 there exists a constant cβ > 0 such
that,
(6.22) c−1β |x|−α−1ρ(x) ≤ u∞,0(x) ≤ U∞,0(x) ≤ cβ|x|−α−1ρ(x)
in the truncated cone
Eβ := {x ∈ Ω : |x| ≤ βρ(x), |x| < rΩ},
where (rΩ,MΩ) is the C
2 characteristic of Ω. Hence
(6.23) u∞,0 ≤ U∞,0 ≤ c1(β)u∞,0 in Eβ.
Put
E˜β =:= {x ∈ Ω : βρ(x) ≤ |x| < s˜/4}.
Next we show that, for an appropriate choice of β and s˜, inequality (6.23)
(with a different constant) holds in E˜β as well. In this part of the proof we
make use of Corollary 6.6.
Let f ∈ C2(RN−1) be a function such that f(0) = 0, ∇f(0) = 0 and, for
some s0 ∈ (0, rΩ) and γ0 ∈ (0, 1),
Ω ∩ T (s0, γ0) = {x = (x′, xN ) : |x′| < s0, f(x′) < xN < γ0s0} := D0.
For s ∈ (0, s0] denote,
γ(s) = 10 sup
|x′|<s
|∇f(x′)|.
Note that γ(s) ↓ 0 as s ↓ 0 and choose s˜ ∈ (0, s0/2) such that
γ˜ := γ(s˜) ≤ γ0/4.
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Next we show that, for β sufficiently large the following condition holds:
for every ζ ∈ Γ0 := ∂Ω ∩Bs˜/2(0),
(6.24)
(i) ηζ := ζ − 1
4
γ˜|ζ|nζ ∈ Eβ,
(ii) E˜β ⊂ ∪ζ∈Γ0 [ζ, ηζ ],
where [x, y] denotes the linear segment connecting the points x, y.
As ρ(ηζ) =
1
4 γ˜|ζ|, (6.24)(i) is equivalent to
(6.25) |ηζ | ≤ βγ˜|ζ|/4 ∀ζ ∈ Γ0.
Since |ηζ | ≤ (1 + γ˜/4)|ζ|,(6.25) holds for β ≥ 4(1 + γ˜/4)/γ˜.
For x ∈ Ω such that ρ(x) ≤ β0, we denote by σ(x) the nearest point to x
on ∂Ω. Condition (6.24)(ii) is equivalent to
(6.26) βρ(x) ≤ |x| < s˜/4 =⇒ ρ(x) ≤ 1
4
γ˜|σ(x)|.
Therefore it is sufficient to show that, for β sufficiently large,
(6.27) sup
E˜β
|x|/|σ(x)| <∞.
If {Pk} is a sequence of points in E˜β such that |Pk|/|σ(Pk)| → ∞ then
Pk → 0. But, if β > 1,
lim
k→∞
ρ(Pk)
2 + |σ(Pk)|2
|Pk|2 = 1
and consequently, ρ(Pk)/|Pk| → 1, which is impossible when β > 1.
In continuation we assume that β has been chosen so that (6.24) holds.
For every P ∈ Γ1 := ∂Ω∩Bs˜/4(0) \ {0}, denote by ξP the Euclidean coordi-
nates centered at P , such that the hyperplane ξPN = 0 is tangent to ∂Ω at P
and the positive ξPN axis is in the direction of −nP . Let TΩP (s, γ) be defined
as in (6.15) with ξ = ξP . Note that, for a > 0, P ∈ ∂Ω,
T
Ω/a
P/a (s/a, γ) =
1
a
TΩP (s, γ), nP/a = nP ,
where nP/a denotes the unit normal vector to
1
a∂Ω at the point P/a. Put
DP = T
Ω
P (|P |/2, γ˜) ∩ Ω.
Let u be a positive solution of (1.1) in Ω and let a > 0. Denote va = Tαa u
where Tαa is the similarity transformation defined in (3.1). Then v
a is a
solution of (1.1) in 1aΩ vanishing continuously on
1
a∂Ω \ {0}. In particular,
if a = |P |/2 then wP := va satisfies (1.1) (with ρ replaced by ρP (x) =
dist (x, 2|P |∂Ω)) in
D′P =
2
|P |DP = T
′
P (1, γ˜) ∩
2
|P |Ω
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where
T ′P (1, γ˜) :=
2
|P |T
Ω
P (|P |/2, γ˜) = T
2
|P |
Ω
2
|P |
P
(1, γ˜)
and wP = 0 on ΓP = D
′
P ∩ 2|P |∂Ω.
Put VP = H(ρP , wP )/wP . We claim that VP satisfies
(6.28) VP (x) ≤ cρP (x)−2+ǫ in D′P
with ǫ as in (1.15). Indeed,
VP = ρ
−2
P
h(ραPwP )
ραPwP
≤ cρ−2P (ρPwP )ǫ.
In view of the uniform barrier condition, wP is bounded in D
′
P by a constant
depending only on N,α, h and the C2 characteristic of Ω. Therefore the last
inequality implies (6.28).
Denote
w1,P = T
α
a u0,∞, a =
|P |
2
.
Note that
w1,P (2x/|P |) = ( |P |
2
)αu0,∞(x) ∀x ∈ Ω.
By (6.22) and (6.24)(i), ηP = P − 14 γ˜|P |nP ∈ Eβ and consequently
w1,p(2ηP /|P |) = ( |P |
2
)αu0,∞(ηP ) ≥ c1(β)( |P |
2
)α|ηP |−α−1ρ(ηP ).
The point η′P = 2ηP /|P | is in the same position relative to T ′P (1, γ˜) as the
point A (defined in Proposition 6.4) relative to T (s, γ). Therefore applying
(6.21)(i) we have,
(6.29)
w1,p(z) ≥ cP c1(β)( |P |
2
)α|ηP |−α−1ρP (ηP )ρP (z) ∀z ∈ D′P ∩ T
2
|P |
Ω
2P
|P |
(1/2, γ˜/2).
As ρ(ηP ) = γ˜|P | and |ηP | = |P |2 |η′P | ∼ |P |2 |z| in D′P ∩ T
2
|P |
Ω
2P
|P |
(1/2, γ˜/2), we
obtain from (6.29) that
w1,p(z) ≥ cP c2(β)|P |α
( |P |
2
|z|)−α−1|P |γ˜ρP (z) ∀z ∈ D′P ∩ T 2|P |Ω2P
|P |
(1/2, γ˜/2).
i.e.
w1,p(z) ≥ c3(β)|z|−α−1ρ(z) ∀z ∈ D′P ∩ T
2
|P |
Ω
2P
|P |
(1/2, γ˜/2).
Since Ω is uniformly of class C2, we may choose cP to be independent of
P ∈ Γ1. Hence there exists a constant c4(β) such that,
u0,∞(x) ≥ c4(β)|x|−α−1ρ(x) ∀x ∈ DP ∩ TP (|P |/4, γ˜/2).
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This inequality and (6.24)(ii) imply that
u0,∞(x) ≥ c5(β)ρ(x)|x|−α−1 ∀x ∈ 1
2
E˜β.
Combining this inequality with (6.22) we conclude that there exists r,c pos-
itive such that
u0,∞(x) ≥ cρ(x)|x|−α−1 ∀x ∈ Br(0) ∩ Ω.
Finally combining this inequality with Proposition 3.2 we obtain
(6.30) cρ(x)|x|−α−1 ≤ u0,∞(x) ≤ U0,∞(x) ≤ Cρ(x)|x|−α−1
for every x ∈ Br(0) ∩ Ω.
Claim: (6.30) holds for every x ∈ Ω.
Indeed if x ∈ Ω¯ \ Br(0), then |x| > r. Now choose z ∈ ∂Ω \ Br(0) and
consider the cylinder T ( r2 , γ˜) centered at z. Then the point ηz = z− rγ˜2 nz is
in the same position relative to T ( r2 , γ˜) as the point A(defined in Proposition
6.4) relative to T ( s2 , γ˜). Therefore by Corollary 6.6 (in particular (6.21)(i)
applied in D ∩ T ( r2 , γ˜2 )) we obtain,
(6.31) u0,∞(x) ≥ cz ρ(x)
r
u0,∞(ηz) ∀x ∈ D ∩ T (r
2
,
γ˜
2
).
As Ω is a bounded C2 domain, we may choose cz independent of z ∈ ∂Ω \
Br(0). Also note that for every z ∈ ∂Ω \Br(0), corresponding ηz belongs to
Γ rγ˜
2
:= {x ∈ Ω : ρ(x) = rγ˜2 }. Therefore by maximum principle,
inf
z∈∂Ω\Br(0)
u0,∞(ηz) ≥ c1(r) > 0.
As Ω is bounded, we can cover {x ∈ Ω \ Br(0) : ρ(x) ≤ rγ˜2 } by a finite
number of cylinders. Hence from (6.31) we conclude that there exists a
constant c = c(r) > 0 such that
u0,∞(x) ≥ c(r)ρ(x) ∀x ∈ Ω \Br(0), ρ(x) ≤ rγ˜
2
.
By above inequality and Proposition 3.2,
(6.32) c(r)ρ(x) ≤ u0,∞(x) ≤ U0,∞(x) ≤ C(r)ρ(x) ∀x ∈ Ω \Br(0).
Therefore (6.30) with a constant C depending on the parameters men-
tioned in assertion (ii) of Theorem 1.13 holds for every x ∈ Ω. Hence there
exists a positive constant c such that
u0,∞ ≤ U0,∞ ≤ cu0,∞ in Ω.
Therefore, as h is convex, a standard argument introduced in [8], implies
that
U0,∞(x) = u0,∞(x).

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7. The generalized boundary value problem
In this section we study the generalized boundary value problem:
(7.1)
−∆u+H(ρ, u) = 0, in Ω,
u = ν on ∂Ω,
u > 0 in Ω,
where ν ∈ Breg(∂Ω), H(ρ, t) is given by (1.2) and satisfies (1.14) and Ω is a
bounded C2 domain. Our goal is to prove the existence and uniqueness of
the solution for this problem as stated in Theorem 1.14.
Proof of Theorem 1.14: Existence follows from [9, Theorem 3.3.1] (also
see [11, Theorem 4.16]) because, in the subcritical case, conditions (i) and
(ii) are satisfied by any measure in Breg(∂Ω).
Define F := Sν . By [9, Theorem 3.3.1] it is enough to prove the uniqueness
result in the case ν =∞XF .
Next we show that, for every compact set F ⊂ ∂Ω, the maximal solution
UF is the unique solution of problem 7.1 with trace ν = ∞XF . We begin
by constructing the minimal solution with this trace.
Let {xn} ⊂ F be a sequence dense in F and put
νk = k
k∑
i=1
δxi .
Let uk be the unique solution of (1.1) with boundary trace νk. Thus the
sequence {uk} is increasing and since h satisfies KO condition, using Remark
1.1 we obtain, {uk} is uniformly bounded in compact subset of Ω. Therefore
VF := lim
k→∞
uk
is a solution of (1.1) which is ∞ on the set {xn}ni=1 and vanishes on ∂Ω \F .
Now if Uxn is the unique very singular solution at xn, then
VF ≥ Uxn , n = 1, 2, . . . .
Therefore xn ⊂ S(VF ) ⊂ F , now as S(VF ) is closed it follows that S(VF ) =
F . Therefore VF is a solution to the problem (7.1) with boundary trace
ν =∞XF .
Now if u is any positive solution of (1.1) such that S(u) = F , then by
Theorem 1.11 we obtain
u ≥ Ux, ∀ x ∈ F.
Hence u ≥ uk and that implies u ≥ VF . Therefore VF is the minimal solution
with boundary trace ∞XF . It remains to prove that if UF is the maximal
solution vanishing on ∂Ω \ F then
UF = VF .
Let x ∈ Ω and dist(x, F ) ≤ β02 , where β0 is defined as in the beginning of
Section 2. Now choose y ∈ F such that |x−y| =dist(x, F ). Now as Uy is the
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unique very singular solution at y, we have Uy ≤ VF . Therefore by (1.23)
we obtain,
C−1|x− y|−α−1ρ(x) ≤ Uy ≤ VF .
By Proposition 3.2 we also obtain,
VF (x) ≤ UF (x) ≤ C1dist(x, F )−α−1ρ(x).
Hence there exists a positive constant C2 (depending only on N,α, h, C
2
characteristic of Ω) such that
(7.2) C−12 dist(x, F )
−α−1ρ(x) ≤ VF (x) ≤ UF (x) ≤ C2dist(x, F )−α−1ρ(x)
for every x ∈ Ω such that dist(x, F ) < β02 . By the same argument that was
used to prove (6.32), we deduce that (7.2), with possibly a larger constant,
is valid in the entire domain. Thus there exists a constant c > 1 such that
VF ≤ UF ≤ cVF in Ω.
As before this implies UF = VF . 
8. Appendix
Proof of Proposition 2.5: Define
g˜(x, t) := max{g(x, t), Cρα0 tΓ}.
Thus
(8.1) g˜(x, t) ≥ Cρα0tΓ ∀ t.
From the result of Du and Guo [6], it is known that (1.4) possesses a global
barrierW , which satisfies (i) and (ii) in Proposition 2.5, when g(x, t) = ραtq,
α > 0 and q > 1. Therefore, thanks to (8.1), it is easy to check that
−∆u+ g˜ ◦ u = 0 in Ω, possesses a global barrier. Let z ∈ ∂Ω, 0 < r < β02
and V˜M be the solution of
(8.2) −∆u+ g˜ ◦ u = 0 in Ω ∩Br(z),
with
(8.3) V˜M =
{
0 on ∂Ω ∩Br(z)
M on Ω ∩ ∂Br(z).
In addition, assume that VM be the solution of
(8.4) −∆u+ g ◦ u = 0 in Ω ∩Br(z),
where VM satisfies the boundary data (8.3). Now note that
g(x, t) ≤ g˜(x, t) ≤ g(x, t) + g1(x, t),
where g1(x, t) = Cρ
α0min{t, T}Γ. Hence WM ≤ V˜M ≤ VM , where WM is
the solution of
(8.5) −∆u+ (g + g1) ◦ u = 0 in ∩Br(z)
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and WM satisfies (8.3). Let W
M
0 be the solution of
(8.6) −∆WM0 = g1 ◦WM in Ω ∩Br(z); WM0 = 0 on ∂
(
Ω ∩Br(z)
)
.
Note that, g1 is bounded in Ω ∩Br(z), which implies g1 ◦WM is uniformly
bounded. Hence there exists C1 > 0, independent of M , such that W
M
0 <
C1. Combining (8.5) and (8.6) we obtain
(8.7) −∆(WM +WM0 ) + g ◦ (WM +WM0 ) ≥ 0 in Ω ∩Br(z),
and
W˜M +W
M
0 =
{
0 on ∂Ω ∩Br(z)
M on Ω ∩ ∂Br(z).
Hence VM ≤ WM +WM0 ≤ WM + C1. As g satisfies local KO condition,
g˜ satisfies the same. Therefore passing to the limit we obtain, limM→∞ V˜M
exists and the limit is a barrier for the equation −∆u+ g˜ ◦ u = 0 in Ω at
z. Now as WM ≤ V˜M , we obtain, limM→∞WM = W . Finally, as VM ≤
WM +C1, we can conclude that limM→∞ VM = V is a barrier of (1.4) at z.

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