We show that the notion of time granularity can be used to provide a common framework to (metric) tense logics and (real-time) temporal logics of programs. In such a framework, states and timeinstants are uniformly referred to as elements of a (decidable) theory of !-layered metric temporal structures. The theory of timed state sequences, underlying real-time logics, is naturally recovered as an abstraction of such a theory.
Introduction
Logic and computer science communities have traditionally followed a di erent approach to the problem of representing and reasoning about time and states (both approaches actually date back to Prior's di erent grades of tense-logical involvement 9]). Research in philosophy, linguistics, and mathematical logic resulted in a family of (metric) tense logics that take time as a primitive notion and de ne (timed) states as sets of atomic propositions which are true at given instants, e.g. 3, 10] . In the last year, a few papers demonstrated the possibility of successfully exploiting metric (possibly layered) tense logics in computer science, e.g. 4, 6, 7] . On the other hand, most research in computer science concentrated on the so{called temporal logics of programs, which have been largely used to specify and verify reactive and concurrent systems, e.g . 5] . In order to deal with real-time systems, such logics have been provided with a metric of time, e.g. 1]. The resulting temporal logics, called realtime logics, take state as a primitive notion, and de ne time as an attribute of states.
More precisely, given an ordered set of states S and an ordered set of time points T , real-time logics are characterized by a weakly monotonic function : S ! T that associates a time instant with each state. As it is clear, it may happen that there exist pairs of states s i ; s j 2 S such that s i < s j and (s i ) = (s j ) (temporally indistinguishable states), or (s i+1 ) > (s i ) + 1 (temporal gaps between states). In this paper, our aim is to provide a unifying framework within which the two approaches 2 The Taming (Timing) of the States can be reconciled. Our main tools are metric and layered temporal logics originally proposed to model time granularity in various contexts 7] .
As pointed out in 2], the ability of providing and relating temporal representations at di erent`grain levels' of the same reality is widely recognized as an important research theme for temporal logic and a major requirement for many applications. Metric and layered temporal logics allow one to build granular temporal models by referring to the natural scale in any component of the model and properly constraining the interactions between di erently grained components. In order to obtain our results, we need to focus on metric temporal logics endowed with an in nite number of layers (!-layered), in which each time point belonging to a given layer can be decomposed into k time points of the immediately ner one (k-re nable) 7]. Our claim is that any pair of distinct states belonging to the same course of events can always be temporally ordered, provided that we can refer to a su ciently ne temporal domain. Furthermore, the ordering between states, which are temporally indistinguishable with respect to the considered domain, is actually induced by their temporal ordering with respect to a ner domain, with respect to which their are temporally distinguishable. However, a nite number of layers is not su cient: it is not possible to x a priori any bound on the granularity that a domain must have to allow one to temporally order a given pair of states, and thus we need to have an in nite number of temporal domains at our disposal.
The paper is organized as follows. We begin by brie y recalling the basics of the theory of timed state sequences. Then, we introduce a suitable second-order language MSO <; # 0 ; : : : ; # k?1 ] and show how to interpret it over two di erent classes of !-layered structures: we rst consider the case of temporal structures in which there is a nest temporal domain and an in nite number of coarser and coarser domains (upward unbounded layered structures); then, we switch to the class of in nitely re nable structures consisting of a coarsest domain and an in nite number of ner and ner domains (downward unbounded layered structures). Next we show how the theory of timed state sequences, underlying real-time logics, can be embedded into both the theory of upward unbounded layered structures and the theory of downward unbounded ones. 
Theories of !-layered temporal structures
In this section, we introduce the theory of !-layered structures consisting of an in nite number of arbitrarily coarse in nite temporal domains (upward unbounded layered structures) and the theory of !-layered structures consisting of an in nite number of arbitrarily ne in nite temporal domains (downward unbounded layered structures).
In 7], using results from 8], we proved that both theories are decidable.
The theory of upward unbounded layered structures
We rst de ne upward unbounded layered structures, and then show how to interpret MSO <; # 0 ; : : : ; # k?1 ] over them. An upward unbounded !-layered k-re nable metric temporal structure is an in nite k-branching tree generated starting from the leaves (cf. Figure 1 ). The total ordering < is induced by the inorder visit of its nodes. to false whenever at least one of their arguments is unde ned.) As an example, let us show how to de ne a unary predicate 0 holding at the origin of each layer. The interpretation of 0 is exactly the set of all the elements belonging to the left-edge of the structure (cf. evaluates to true if and only if the valuation for x belongs to the smallest valuation for p for which (p) holds true. Using the operator and introducing p(0 0 ) as a shorthand for 9y(p(y)^8z(y z)), 0 (x) can be expressed as:
which captures the smallest interpretation for p containing 0 0 and closed parentwise. The theory of upward unbounded structures also allows one to express relevant properties over a single temporal domain that cannot be captured by using at or nitely-layered temporal logics. This is the case, for instance, of conditions like \p holds at all times 2 i , with i 2 IN, of a given temporal domain". The above condition can be easily restricted to a single temporal domain, e.g., the nest layer T 0 , 8x((T 0 (x)^power of 2(x)) ! r(x)), where T 0 (x) is a shorthand for :9y(# 0 (x) = y_ # 1 (x) = y).
The theory of downward unbounded layered structures
As for the upward case, we rst formally de ne downward unbounded layered structures, and then show how to interpret MSO <; # 0 ; : : : ; # k?1 ] over them. A downward unbounded !-layered k-re nable metric temporal structure consists of an in nite, linearly ordered, set of in nite k-branching trees (cf. Figure 3) . The total ordering < is induced by the linear order of the trees, for pairs of nodes belonging to di erent trees, and by the preorder visit of the tree, for pairs of nodes belonging to the same tree. ; the relational symbol < of MSO <; # 0 ; : : : ; # k?1 ] is interpreted as the total ordering of the domain; the interpretation of # j (x) is # (j; x). Notice that, unlike the case of upward unbounded layered structures, the interpretation of # j over downward unbounded layered structures is always de ned. 
A uniform framework for time and states
In this section, we show how the theory of timed state sequences can be proved to be a fragment of the theory of upward unbounded layered structures as well as of the theory of downward unbounded ones. We need to de ne the counterparts of the set of states, the set of times, and the mapping from states to times that characterize timed state sequences. To this end, we propose an embedding of timed state sequences into upward (resp. downward) unbounded layered structures where both states and their associated times are elements of the domain, and the mapping of states into times is captured by the standard ancestor relation over trees. As an example, in Figure 4 , we show a timed state sequence together with its embedding into an upward unbounded temporal structure. Notice that the proposed embedding allows us to deal with temporal indistinguishability and temporal gaps. The basic idea is that temporal indistinguishability and temporal gaps are due to the lack of the ability to express properties at the right level of granularity. Indeed, distinct states, having the same associated time, can always be ordered at the right level of granularity; similarly, time gaps represent intervals in which a state cannot be speci ed at a ner level of granularity. With reference to Figure 4 , di erent states are associated with di erent descendants of the corresponding time elements of an upward unbounded temporal structure. Notice that states s 1 and s 2 , as well as states s 3 , s 4 , and s 5 , which are temporally indistinguishable in the given timed state sequence, share the same time ancestor; time 1, which is devoid of state descendants, models the temporal gap between states s 0 and s 1 . In the last part of the section, we will show that upward and downward unbounded layered structures actually support a proper extension of the theory of timed state sequences, preserving decidability.
The embedding into upward unbounded layered structures
We rst characterise the sets of states and times, and the mapping from states to times of a timed state sequence. Let state and time be two set variable symbols, P = fp 1 ; : : : ; p n g be a nite set of set variable symbols, and U = h S i 0 T i ; #; < i be an upward unbounded (2-re nable) layered structure. Moreover, let I be an interpretation (over U) for state, time and the set variable symbols in P such that:
(1) state I is an in nite set; (2) Such an interpretation is called a linearizable interpretation. We can equivalently characterize linearizable interpretations as (all and only) those interpretations that satisfy the following formula, which will be referred hereafter as (the above conditions 1-4 are in one-to-one correspondence with the conjuncts 1-4 of ):
8x(state(x) ! 9y(state(y)^x < y))^(4.1) 8x; y((time(x)^time(y)^ancestor(x; y)) ! x = y)^(4.2) 8x; y((state(x)^state(y)^ancestor(x; y)) ! x = y)^(4. 3) 8x((state(x)^9y(time(y)^ancestor(y; x))) ! 8y((state(y)^y < x) ! 9z(time(z)^ancestor(z; y)))); (4.4) where ancestor(y; x) is a shorthand for the formula: 9p(p(x)^ (y; p)^8q( (y; q) ! 8y(p(y) ! q(y)))), including two occurrences of the formula (y; p), with free individual variable y and free set variable p, de ned as: p(y)^8z; w((p(z)^W k?1 j=0 # j (z) = w) ! p(w)): The formula (y; p), together with the conjunct 8q( (y; q) ! 8y(p(y) ! q(y))), guarantees minimality: p holds exactly at y and all of its descendants; from this, the third conjunct p(x) forces x to be a descendant of y.
The idea underlying the notion of linearizable interpretation is that the elements of In fact, our embedding shows that the theory of timed state sequences can be (properly) extended with predicates At p;2 q (x), preserving decidability.
The embedding into downward unbounded layered structures
In this section, we show how the theory of timed state sequences can be embedded into the theory of downward unbounded layered structures. The idea is similar to that exploited in the upward case; the only di erence is that the temporal domain is the coarsest layer T 0 instead of being described by a predicate like time.
Let state be a set variable symbol, P a nite set of predicate symbols and DU = h S i 0 T i ; #; <i a downward unbounded 2-re nable structure. Moreover, let I be an interpretation (over DU) for state and predicate symbols in P such that Such an interpretation is called a linearizable interpretation. The idea is that the elements of state I At-Time(x; y) (i.e. the uppermost ancestor of x is y) is a shorthand for the formula:
state(x)^time(y)^ancestor(y; x);
T-Succ(x; y) (i.e. the successor of x is y) is a shorthand for the formula:
time(x)^time(y)^x < y^8z((time(z)^z > x) ! z y). As in the upward unbounded case, it is possible to extend the theory of timed state sequences with the predicates At p;2 q (x), preserving decidability, as in the upward unbouded case.
