Accurate State-of-Charge (SOC) and State-of-Health (SOH) estimation of lithium-ion batteries (LIBs) is essential for the battery management system (BMS). For the first time, a feed-forward artificial neural network (ANN) has been used to estimate SOC of calendar-aged lithium-ion pouch cells. Calendar life data has been generated by applying galvanostatic charge/discharge cycle loads at different storage temperature (35°C and 60°C) and conditions (fully-discharged and fully-charged). The data has been obtained at various C-rates for duration of 10 months at one-month intervals. In order to include LIB hysteresis effect, two separate ANNs have been trained for charge and discharge data. The ANN have achieved a Root Mean Square Error (RMSE) of 1.17% over discharge data and 1.81% over charge data, confirming the ability of the network to capture input-output dependency. The calendar-aged battery data at various degradation conditions has been employed to train a new ANN to estimate SOH. The ANN has shown RMSE of 1.67%, demonstrating the network capability to estimate SOH. This study highlights the importance of considering aging effects in SOC estimates and the ability of ANN to include these effects efficiently. Lithium-ion batteries (LIBs) are the main choice of power source for portable electronics, grid energy storage systems, and electric vehicles (EVs).
Lithium-ion batteries (LIBs) are the main choice of power source for portable electronics, grid energy storage systems, and electric vehicles (EVs). [1] [2] [3] However, recent trends in large scale electrification of vehicles has increased their demand significantly. Despite high energy and power density, capacity and power fade is a major concern for further expansion of EVs because of long calendar life requirement (up to 15 years). 4 The LIBs capacity and power fade can be ascribed to cycle aging and calendar aging. Calendar aging is especially important for EVs since the operation intervals is significantly shorter than the idle periods. 5 It is permanently present and includes all aging processes that lead to battery degradation independent of cycling 5 such as high ambient temperature or high state-of-charge (SOC) storage condition. 6 Whereas mechanical stress in electrode active materials and additives [7] [8] [9] or lithium plating [10] [11] [12] are responsible for cycle aging, the primary mechanism contributing to calendar aging is the evolution of a passivation layer at the electrode/electrolyte interface. 13, 14 The formation and growth of passivation layer consumes the cyclable lithium in the system due to electrolyte decomposition. In addition, the growth of solid electrolyte interphase (SEI) at the anode is deemed to catalyze transition-metal ions dissolution from cathode, which are reduced at the anode surface. 15, 16 The passivation layer growths and transitional-metal dissolution are enhanced by high temperature and the SOC in which they are calendared. 17, 18 Therefore, a model that considers calendar aging should include the effects of temperature and SOC storage conditions. SOC is defined as the ratio of battery remaining capacity to its nominal capacity. SOC estimation is a fundamental challenge in battery applications; Since the battery is an electrochemical storage system, the amount of its remained energy cannot be directly measured. SOC estimation is necessary for the reliable operation of EVs because it directly determines the remaining driving range. [19] [20] [21] SOC estimation is very challenging since it is highly non-linear function of ambient temperature and applied current. 22 On the other hand, LIB aging affects the electrodes structure, electrolyte composition, and their physio-chemical properties. Therefore, accurate estimation of SOC needs to consider the influence of cycle and calendar aging. There are numerous SOC estimation methods, Xiong et al. has classified them in 4 groups: 1) looking-up table based, 2) Ampere-hour integral, 3) model-based estimation, 4) data-driven estimation methods. 23 The first two was traditionally used and known to have their own limitations (for further details, see Ref. 23) . Model-based estimates are very complicated and challenging to implement due to uncertainty z E-mail: zhwchen@uwaterloo.ca in parameters of most models. 24 Model-based estimates use a battery model, expressed as a state equation, then, a nonlinear state estimation algorithm along with an adaptive filter is employed to deduce the battery SOC. Model-based methods are designed to automatically self-adjust themselves with the system dynamics. 25 Common algorithms include Luenberger observer, 26, 27 PI (proportion integration) observer, 28 sliding mode observer, 29 and Kalman filter (KF). 30 KFs and its derivatives are the most accepted methods and are extensively used. [31] [32] [33] Top battery monitoring patent holders consist of EV makers and battery manufacturers having various SOC estimates methodologies. For example, in case of ampere-hour integral SOCs, General Motors developed an ampere-hour integral and open circuit voltage-based method called startup SOC and running SOC; 34, 35 Tesla proposed a weighting function applied on the old capacity values to update the current capacity and SOC. 36 In case of model based SOCs, General Motors developed a dynamically adaptive method using first-order equivalent circuit model; 37 Ford proposed a nonlinear observer along with a first-order equivalent circuit model; 38 LG Chem proposed an adaptive method using dual extended Kalman filtering to determine the time-varying parameters of an electrochemical cell model for the SOC estimation. 39 The LG Chem electrochemical battery model improved the accuracy of SOC estimate, however, it made the SOC estimate more complex compare to the first-order equivalent circuit models.
With recent development of artificial intelligence and deep learning, 40 data-intensive scientific discovery has gained a lot of attention. 41 Data-driven methods only use battery state variable measurements as the input and SOC as the output to map a model between inputs-output. LG Chem proposed data-driven methods using an ANN having cell's temperature, voltages, currents and time as the input and SOC as the output. 42, 43 They recommended employing these methods where the high precision of SOC estimation is required such as hybrid EVs. Data-driven methods have higher prediction accuracy compared to traditional models due to the absence of modeling simplifying assumptions. They involve data science and rely on advanced machinelearning (ML) algorithms to determine SOC. This provide other potential advantages of data science including parallel distribute processing, high computation rates, fault tolerance, and adaptive capability. 23 ML allows computers to learn pattern in data without previous knowledge between input and output. In the near future, it deems to transform most industries to be smarter and will be deeply involved in our daily lives. There are countless ML techniques available, however, the main associated with SOC estimation includes artificial neural network (ANN), 29, 30 fuzzy logic-based, 46, 47 and support vector machine (SVM). 48, 49 Since KFs have proven to be successful for SOC estimation, they have also been implemented together with ML methods.
The literature showed that such hybrid methods could produce more accurate results compared to individual methods. 24 Using ANN and extended KF, Charkhgard et al. estimated the SOC at room temperature with the root mean square error (RMSE) of 2%. 50 Moreover, Meng et al. combined unscented KF with SVM to predict the SOC with a mean absolute error (MAE) below 2%. 51 Recently, Chemli et al. used only one individual deep feedforward neural network to map battery drive cycle measurements to SOC without using any complementary model. They achieved MAE of 1.10% over a 25°C dataset and 2.17% over at −20°C dataset. 45 All SOC estimation studies in literature have neglected battery calendar aging. However, for the accurate SOC estimation, the battery calendar aging and its effect on the cell capacity needs to be considered.
In addition to SOC, state-of-health (SOH) of the battery also needs to be monitored by BMS. 52 The SOH demonstrates a battery energy storage and delivery capability compared to its original condition. When the battery is fresh, SOH equals to 100% and decreases as the battery ages. SOH is determined by the application requirements. SOH determines the end of life of a battery, e.g. when it reaches the 80%, the battery is no longer suitable for EV application and needs to be replaced. 53 SOH estimate is typically expressed as the reduction of the battery capacity or the battery power. 54 Classical methods to estimate SOH were destructive and required cell destruction. However, model based and data-driven methods such as fuzzy logic, 29 KF, 55 and ANN 50 offer SOH by a non-destructive way. These methods commonly provide SOH and SOC together. In this paper, SOC and SOH of calendar-aged lithium-ion pouch cells have been estimated using a data-driven method. The battery dataset is obtained from the calendar-life experiment of eight commercial 15 Ah LIB pouch cells. The effect of different storage temperatures and storage conditions (either fully-discharged or fully-charged) have been considered in calendar-life study. All cells have graphite as the anode and blended LiNi x Mn y Co 1-x-y O 2 -LiMn 2 O 4 (NMC-LMO) as the cathode. The battery measurements are involved galvanostatic charge/discharge cycling at various C-rates and conducted at onemonth interval for a period of 10 months. SOCs and SOHs are estimated based on a feed-forward ANN model via Matlab/ANN Fitting app. It is shown that the ANNs are able to estimate the SOC and SOH of calendar-aged pouch cells with high accuracy. This paper is organized as follows: first, the experimental method used to obtain the battery measurements is described. Then, the theoretical background to train the ANN are presented. Finally, the ANN results are presented and discussed with concluding remarks.
Experimental
The calendar-life experiment was performed on commercial lithium-ion pouch cells having a nominal capacity of 15 Ah. The cells were originally designed for plug-in hybrid EVs and have a NMC-LMO blended and graphite as positive and negative electrodes, respectively. The effects of charged/discharged storage conditions and temperature on the calendar-life was investigated. More experimental details can be found in our previous paper 56 and is briefly explained here.
Two cells were stored in each of the following four conditions: fully-discharged at 35°C, fully-discharged at 60°C, fully-charged SOC at 35°C, and fully-charged at 60°C (total of 8 cells). Having 2 batteries tested in each condition allowed the determination of variability in cell voltage and capacity at each condition. Each new, as-received, cell had initial 50% SOC. It was initially tested to confirm its capacity and rate capability, then was discharged to 0% or charged to 100% depending on the experiment requirement using a battery cycler (MACCOR model 4200, USA). In this study, the battery is assumed to be fully-charged (100% SOC) at 4.15 V and fully-discharged (∼40% SOC) at 2.8 V. The capacity and rate capability of each cell was determined by employing constant-current-constant-voltage (CC-CV) charge/discharge cycling protocol; The CC-CV cycle comprises the following steps: 1) a galvanostatic discharge at a specified C-rate until a cutoff voltage of 2.8 V reached; 2) a discharge at constant voltage until the cell current dropped below C/20; 3) 10 minutes of rest; 4) cell charging at the same C-rate until to reach charging cutoff voltage of 4.15; 5) charging continued at constant voltage until the C/20 current was reached; 6) 10 minutes of rest. The cells charge/discharge cutoff voltages were selected based on the manufacturer recommendation. The cells rate capabilities were determined at C/5, C/2, 1C, and 2C. The C-rates are based on the nominal capacity of 15 Ah. The cells had 3 conditioning CC-CV cycles at 1C before the rate capability testing.
Two fully-discharged SOC cells and two fully-charged cells were placed in a temperature-controlled environment at 35°C, whereas two fully-discharged cells and two fully-charged cells were stored at 60°C. All cells were kept at open-circuit in temperature-controlled chambers. In order to detect degradation of the cells, their performance was measured at 1-month intervals for 10 consecutive months using the following procedure. The cells were removed from the chamber and then cooled to the room temperature and were allowed to rest for 4 hours before conducting 1C cycling and rate capability tests. After recording the cell rate capability test, the cells were restored back to their initially assigned storage conditions (fully-discharged or fullycharged). Afterward, the cells were moved back to the temperaturecontrolled chamber. Because the cell capacity degraded during aging experiment, the fully-discharged and fully-charged are set to be states in which the cell voltage reaches the cutoff voltage of 2.8 V and 4.15 V, respectively. Therefore, the battery is assumed to be fully charged (100% SOC) at 4.15 V and fully discharged (0% SOC) at 2.8 V. The cell maximum capacities at the end of C/5 CC-CV were recorded and used for SOH estimation.
Theoretical Background
SOC estimation.-The SOC is defined as the ratio of current capacity (Q(t)) to the nominal capacity or rated capacity (Q n ). 24 Q n is the amount of energy that can be drawn from the battery when it is fully-charged and is provided by the manufacturer. 44 The constant current used to rate the battery varies from manufacturer to manufacturer and is typically either C/10, C/20, or C/100. SOC in EVs is similar to the "Gas Gauge" in internal-combustion-engine vehicles and is a measure of the short term battery capability. The SOC at each time during battery operating time is defined as:
In this study, to estimate SOC, ANN was chosen that mimics the functioning of human brain. 57, 58 In a neural network, the artificial neuron receives one or more inputs and sums the weighted inputs to produce an output. There are many ANN methods available, among them, Multi-Layer-Perceptron (MLP) is chosen. MLP simulates the human brain behavior by forming complex network of interconnected nodes. The nodes spread over several layers including one input layer, one or more hidden layers, and one output layer. The MLP network is feed-forward, meaning that the connection between different layers is in one direction from the input to the output. Each layer, except input layer, processes the information from the previous layer and send the result to the next layer. 54 In this study, an MLP use the history of battery measurements during calendar-life experiment to map 5 inputs to the output. Inputs are cell voltage, current, aging time (month), storage temperature, and storage condition (fully-discharged or fully-charged) and the output is the current SOC.
The architecture of MLP used to determine aged-batteries SOC, is shown in Fig. 1 . The MLP has an input layer, a hidden layer, and an output layer. MLP with one hidden layer can approximate any continuous function. 57 Input layer has 5 neurons, hidden layer has m neurons (will be determined later), and output layer has only one neuron. The nodes in each layer are related to nodes in the next layer with a weight w i j . The total input of a hidden neuron i is computed using weights and bias of each layer as: where i j is total input of the hidden layer neuron j, x i is input to the hidden layer neuron i and hidden layer neuron j, b j is bias of the hidden layer neuron j (bias term is similar to intercept in linear regression). The activation function is applied on the total input and provides the output of the hidden neuron to the next layer as:
It is possible to use different activation functions on hidden layer, e.g. hyperbolic tangent. However, we selected sigmoid function for this study.
The total input of the neuron o is computed using:
where net o is total input of output layer (neuron o), w i is the weight associated with the hidden layer neuron i and output layer neuron, k is the bias of the neuron in output layer o; p is the number of neurons in the last hidden layer. The linear activation function is applied to net o in output layer:
SOH estimation.-A fresh fully charged battery has the maximum releasable capacity (Q max ). As the battery ages, Q max declines due to the cycling and calendared aging. Therefore, it can be used to estimate the battery health using SOH defined by:
SOH estimation is important to quantify the degradation of the battery and prevent the failure of EVs before happening. In this study, the CC-CV capacity at the end of C/5 discharge is used as Q max for SOH estimation. An MLP is used to model the SOH of the calendar-aged pouch cell. The MLP maps aging time (month), storage temperature, and storage condition (as inputs) to the SOH (as output). The architecture of SOH estimating using MLP is shown in Fig. 2 . The ANN includes an input layer, a hidden layer, and an output layer. Input layer has 3 neurons, hidden layer has m neurons, and output layer has only one neuron of SOH. Similar to SOC network, the sigmoid and linear activation functions are used on hidden and output layers, respectively.
Model training.-When training an ANN, dataset is randomly divided into three separate training, cross-validation, and test sets. The model is formed using only the training dataset. During training, crossvalidation dataset is used to evaluate the model's ability to predict new data that was not used in training. After training, test dataset is used to evaluate the trained network. 70 percent of measurement data is used for training, 15% for cross-validation, and 15% percent for testing. Data was divided randomly between 3 groups to minimize the effects of sampling bias. 41 Levenburg-Marquardt algorithm is used to train the ANN 59 and the Mean-Square-Error (MSE) was chosen as the metric to evaluate the performance of the MLP. MSE measures the average of square of errors between the predicted values and what is predicted and includes both the variance and bias of the predicted value. MSE is a measure of the quality of the model and is defined by:
In this equation, y i is the experimentally measured value and y i denotes the predicted value, n represents the number of observations.
Results and Discussion
MLP maps the battery measured data to SOC. The data was recorded in 10 s intervals resulting in time series data (total of 249206 records) at various operating conditions. The dataset consists of voltage ranging from 2.8 V to 4.15 V, current (0.2C-0.5C-1C-2C), aging time (0 to 10 month), storage temperature (35°C-65°C), storage condition (fully-discharged-fully-charged), and capacity. The first five features are used as input and the last one is used as output. Fig. 3 shows a sample of battery discharge curves obtained after 8 months at various C-rates and aging conditions. Fig. 3 shows that rising storage temperature does not accelerate calendar aging when the battery stored at fully-discharged condition. However, when the battery is stored in fully-charged condition at elevated temperature, the capacity fade is significant after 8 months, (see Fig. 3d ). More discussion about cells degradation can be found in our previous paper. 56 Similar figures could be made for other months and total data includes for all months from 0 to 10 was used in the MLP architecture shown before, (see Fig. 1 ). The input values are normalized between 0 and 1 by dividing them by absolute maximum input values. The output (capacity) was normalized by nominal capacity that represents SOC. Storage temperature of 35°C and 65°C is mapped to 0 and 1, respectively. Similarly, fully-discharged and fully-charged storage conditions are represented by 0 and 1.
There are 1 input layer (5 neurons), 1 hidden layer (4 neurons) and 1 output layer (1 neuron) in the ANN architecture. There are 4
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Journal of The Electrochemical Society, 166 (4) A605-A615 (2019) neurons in hidden layer determined by trial and error. The training process stops either the gradient falls below 10 −7 , or MSE becomes 0, or validation checks become greater than 6. Fig. 4 shows the MSE as the function of epochs for train, validation, and test datasets. It takes 87 epochs to train the network where the maximum validation checks of 6 is met. The MSE of 1.38 × 10 −4 is achieved over test dataset. This equals to RMSE of 1.17% which is below the 2% reported using ANN and extended KF. 50 The ANN training result is summarized in Table I along with MSEs for different training/validation/test datasets. The training and validation errors are in the same order of magnitude, confirming the model can generalize well.
The MSE variation for train, validation, and test datasets at different epochs is shown in Fig. 4a . green circle shows the best network performance. Fig. 4b represents the error histogram for different datasets. Errors are the difference between the targets and ANN outputs. Target is the SOCs obtained based on experiment. Fig. 4b demonstrates that errors are concentrated close to zero with the maximum range of 0.03. The errors of high performance ANN are distributed close to the zero. This confirms the ANN accuracy to capture the target. Fig. 5 compares the SOC calculated from experiment during a discharge at various C-rates after 8 months of aging (stored at 60°C-Fully charged) with the one predicted by ANN. The results show that the ANN can successfully predict the battery SOC during galvanostatic discharge process at different C-rates. The choice of months = 8 is quite arbitrary and similar plots can be made for other months.
As mentioned, for the accurate SOC estimation, the calendar aging features including storage temperature and fully-charged/discharged storage conditions needs to be considered. In order to further elucidate this point, a new ANN is trained using the discharge dataset without considering the calendar aging features (temperature and fullycharged/discharged storage conditions). The MSE of ANN without aging features is almost 60 times higher than the one includes aging features (8.51 × 10 −3 vs 1.38 × 10 −4 ), confirming the importance of including aging features in the SOC estimates. Fig. 6 compares the ANN prediction with aging and without aging features to the measured battery data. It demonstrates that ANN without aging features fails to predict the SOC of calendar-aged cells after 8 months of aging (stored at 60°C-fully charged) at various C-rates.
In order to show the ANN capability to predict unknown data, the data related to one month could be excluded from the training dataset. Next, the trained ANN will be used to predict the excluded dataset. For this, we excluded the months = 8 data from training set and used the newly trained ANN to predict the SOC for month = 8. Fig. 7 shows the predicted SOC excluding months = 8 data from the training and compare it with battery measured. The ANN can accurately predict the SOCs, confirming its capability to use the current data for training and predict unknown SOC in completely new condition.
Up to this point, we have only used discharge data to train ANN for SOC estimation. However, the SOC can be estimated based on charge data. The idea behind separating charge and discharge data is that there is an asymmetry in the discharge/charge profiles of LIBs. Mao et al. showed that there is an asymmetry in the performance of blended NMC-LMO cells during charge and discharge. 60 This hysteresis effect is a characteristic of LIBs in which changing the current direction from charge to discharge, the output voltage does not follow back the previous profile. It was shown that OCV after a previous charge is typically higher than the OCV after discharge at the same SOC value. 61 In order to include the charge/discharge asymmetry, the charging data was used to train a new ANN, with the similar architecture as shown in Fig. 1 , for charging process. Fig. 8 shows the cell charging data after 8 months under the various aging conditions. Fig. 8 demonstrates that rising storage temperature does not influence capacity delivery of battery when it is stored fully-discharged. However, when it is stored fully-charged at elevated temperature, the charging capacity decreases significantly after 8 months, (see Fig. 3d ). The charge data (total of 232733 points) is used as the dataset to train a new ANN. There are 6 neurons in hidden layer determined by trial and error. It takes 102 iterations to train ANN where the maximum validation check is satisfied. The training results are given in Table II . The MSE of 3.29 × 10 −4 is achieved over test dataset equals to RMSE of 1.81%. The MSE variation for train, validation, and test datasets is shown in Fig. 9a. Fig. 9b represents the error histogram for different datasets. Fig. 9b demonstrates that errors are focused close to zero with the maximum range of 0.01. This demonstrates that the ANN predicts the target data with high accuracy. Fig. 10 compares the SOC obtained from experiment after 8 months of aging (stored at 60°C-Fully charged) during charge at various C-rates with the one predicted by ANN. The results show that the ANN can successfully predict the SOC during galvanostatic charge process at different C-rates.
Similar ANN could be trained using the dataset obtained from the second batteries tested at the same condition of first batteries. Originally dataset 1 was used to present the previous results. compares the MSE calculated for training, cross-validation, and testing datasets for the two sets of batteries tested at the same conditions, showing similar MSEs between two datasets. Then, the ANN trained using dataset 1 is used to predict the measured SOC based on dataset 2, confirming the reliability of ANN model to generalize for similar batteries tested at the same condition (see Fig. 11 ).
Finally, an ANN shown in Fig. 2 , is employed to estimate the SOH. CC-CV discharge capacities at the end of C/5 discharge are used as Q max (see Eq. 6) to calculate SOH. The ANN has an input layer, a hidden layer, and an output layer. Input layer has 3 neurons, hidden layer has 4 neurons (determined by trial and error), and output layer has only one neuron (SOH). The input data comprises of time (months), Storage temperature, and storage condition (fully-discharged or fullycharged). Similar to SOC, the input values of ANN are normalized between 0 and 1 by dividing the input value into absolute maximum input vector. The ANN output (CC-CV capacity) was also normalized by nominal capacity to represent SOH. Since CC-CV discharge capacities were measured at the end of CC-CV discharge, it consists of only 44 data points for various conditions. To decrease the error related to low data points, 2 nd battery dataset which was originally used to determine the variability of cell capacity was also included in the training datasets (overall 88 data points). The ANN training results are given in Table IV . The MSE of 2.85 × 10 −4 is achieved over test dataset equals to RMSE of 1.67%.
It takes 20 iterations to train ANN where the maximum 6 consecutive validation check condition was satisfied. The MSE variation for train, validation, and test datasets for SOH data is shown in Fig. 12a . Fig. 12b represents the error histogram for different datasets. Fig. 12b demonstrates that errors are distributed close to zero with the range below 0.04. This demonstrates the ANN capability to estimate SOH with high accuracy. Fig. 13 compares the SOH obtained from experiment with the one predicted by ANN. The results show that the ANN can successfully predict the battery SOH of calendared-age pouch cells.
Conclusions
In this study, the SOC and SOH of a calendar-aged commercial pouch cell consisting of NMC-LMO blended cathode and graphite anode have been estimated using ML approach. The calendar life of the cells has been evaluated at four different temperature and storage conditions. The ANNs used in this paper could map the measured battery data like voltage, current, aging time (months), storage temperature, and storage conditions, to the current SOC and SOH. In order to include LIB hysteresis effect during cycling, two separate ANNs were trained for SOC estimation during charge and discharge. The ANN achieved the RMSE of 1.17% over discharge and 1.81% over charge datasets. The SOH is estimated based on CC-CV discharge capacities at the end of C/5 discharge. The ANN achieve a RMSE of 1.67% over SOH test dataset, confirming the ability of the network to capture input-output dependency. It should be noted that the results and observation in this study are based on LIB pouch cells with NMC-LMO and graphite electrodes.
Whereas different batteries with various electrode, electrolyte, components age differently, the proposed approach can be easily applied to other types of batteries. The current study improves the stateof-the-art of the SOC estimates to consider the batteries calendar aging. 
