Abstract. In [7] , we gave a classification of the configurations of irreducible sextic of torus type. In this paper, we give a classification of the singularities on reducible sextics of torus type. We determine the components types and the geometry of the components for each configurations.
Introduction and statement of the result
In our previous paper [7] , we have classified the configurations of the singularities on irreducible sextics of torus type. In this note, we classify the configuration of the singularities of reducible sextics of torus type. We use the same notations as in [7] .
We denote by Σ in and Σ out the configurations of the inner singularities and of the outer singularities respectively. For the classification of the configurations of the reduced sextics of torus type, it is less important to distinguish inner or outer singularities but what is more important is to know the singularities of the irreducible components and their intersections. We put Σ red = Σ in ∪ Σ out , and we call it the reduced configuration. Let B i 1 , . . . , B i k be the irreducible components of C. We call {deg B i 1 , . . . deg B i k } the component type of a reducible sextics C. In this note, we assume that the curves B i , B ′ i , . . . are irreducible and their degrees are the same with the indices. Thus, for example, C = B 1 + B ′ 1 + B 4 implies that C has three components of degree 1, 1, 4. The configurations of the singularities of B i is denoted by Σ(B i ). We say that C has the maximal rank if C has only simple singularities and the total Milnor number is 19. We denote configurations with maximal rank by upper suffix mr, like [A 11 , 2A 2 , D 4 ] mr . The classification of reduced sextics of torus type with only simple singularities is given in Theorem 1 and the classification for the other case is given in Theorem 2.
1.1. Reduced sextics with simple singularities. We first classify the reduced sextics with simple singularities. 
2. Preliminaries 2.1. Genus formula and the class formula. Let C be an irreducible curve of a given degree d. Then the genus formula is given as
where µ(C, P ) and r(C, P )is the Milnor number and the number of local irreducible components ( [3] ). Let δ * (C) = P ∈Σ(C) δ(P ). Using this criterion, we have δ * (C) ≤ 6, 3, 1, 0 respectively for d = 5, 4, 3, 2 for an irreducible curve C. Now assume that C is not irre-
The class formula describes the degree n * (C) of the dual curve and it is given by the following formula( [4] ).
The number of flex points i(C) counted with multiplicity is given by
For the definition of flex defect, we refer Oka [6] 2.2. Intersection singularities. Let C be a plane curve and let C 1 , . . . , C k be the irreducible components. Let P be a singular point of C. We say that P is a proper singularity if P ∈ C i − ∪ j =i C j for some component C i . Otherwise we say that (C, P ) an intersection singularity. Assume that C = C 1 ∪ C 2 , for example, and P ∈ C 1 ∩ C 2 and C 1 , C 2 are non-singular at P and let ι be the local intersection number. Then (C, P ) ∼ = A 2ι−1 . Assume further that C 1 is a line and ι ≥ 3. Then we say that C 1 is a flex tangent line of C 2 .
Proposition 4.
Assume that C is defined by f (x, y) = 0 and assume that the Newton boundary is non-degenerate. Let ∆ 1 , . . . , ∆ k be the faces of Γ(f ) and assume that f ∆ i (x, y) =
See for example [5] .
Example 5. 1. Consider D 4 : y 2 x + x 3 = 0. Then D 4 can be an intersection singularity of three smooth components, x = 0, y ± x = 0 where each two of them intersect transversely. Similarly D 5 : y 2 x + x 4 = 0 can be interpreted as an intersection singularity of a line x = 0 and a cusp y 2 + x 3 = 0. 2. Consider the singularity C 3,p : y 3 + y 2 x 2 − x p = 0. Case 1. Assume that p is odd. Then C 3,p has two local irreducible components. One component is smooth and defined by L : y + x 2 + (higher terms) = 0 and another component M is defined by y 2 − x p−2 + (higher terms) = 0 and it is an A p−3 -singularity and I(L, M ; O) = 4. Case 2. Assume that p is even and put p = 2m, m ≥ 4. Then C 3,2m has three smooth components
We use the following notations for the non-simple singularities as in [8] .
Hereafter we only consider sextics of torus type
The notation C 2 : f 2 (x, y) = 0 and C 3 : f 3 (x, y) = 0 is used throughout the paper. 
We may assume that f 2 = −y 2 by a linear change of coordinates so that f is a product of linear forms
It is easy to observe that the inner singularities are on y = f 3 (x, 0) = 0. Proof. Assume that f 3 (α, 0) = 0. Assume that α is a simple solution of f 3 (x, 0) = 0 (respectively a solution of multiplicity 2 or 3). Put P = (α, 0). Then I(y 2 , C 3 ; P ) = 2 (resp. 4 or 6). Let C 1 , C 1 ′ be the cubic defined by f 3 (x, y) ± y 3 = 0. If C 1 , C 1 ′ are non-singular at P , then P ∈ C is an intersection singularity, and (C, P ) is isomorphic to A 5 , A 11 or A 17 depending to the multiplicity.
Assume that P is an singular point of C 1 and C 1 ′ . Then (C, P ) can not be E 6 as (C, P ) is not irreducible and the assertion follows from the classification of [8] and Theorem 2.
Assume that C is a sextics with 3A 5 or A 11 + A 5 or A 17 . We denote the location of these singularities by P 1 , P 2 , P 3 which we assume to be mutually distinct. We say that C is of linear type if there is a line L ⊂ P 2 such that
The following is the converse of Proposition 7. 3. Proof of Theorem 1 3.1. Elimination of other configurations. Main step to the proof is to list the possible configurations, eliminating other configurations. This process can be done by fixing the inner configuration. The proof of the existence for the survived configurations for the maximal configurations is checked by constructing explicit examples (in next subsection), and for other configurations, we leave it to the reader. In the following, B i , B ′ i , . . . are assumed to be an irreducible component of degree i. By [8] , the possible inner configurations are the combinations of A 2 , A 5 , A 8 , A 11 , A 14 , A 17 , E 6 .
First consider the case Σ in (C) = [6A 2 ]. This implies δ * (C) ≥ 6. Assume that C is not irreducible. As A 2 is an irreducible singularity, it is not possible unless C = B 5 + B 1 . However there is no quintic B 5 with 6 A 2 , as n * (B 5 ) = 2. (The conics are self-dual.)
The configurations A 14 ] are impossible to be on a reducible sextic curve as δ * ≥ 7. Now we consider the other cases. Fact1. The dual of an irreducible smooth (resp. nodal, or cuspidal) cubic B 3 is a 9 cuspidal sextic (respectively 3 cuspidal quartic or cuspidal cubic).
Note that A 5 mus be on
The configurations corresponding to the degeneration of the quintic is:
Assume that B 1 ∩ B 5 = A 5 + A 3 . Then we can insert to B 5 either A 1 or 2A 1 but we can not insert any other singularity. Thus we have [ Note that the sextics with one of the above configurations can be degenerated into one of
There are further degenerations [
. We will give later explicit examples of these degenerations in 5.3. So the existence of the above configurations follows from the existence of these three configurations [
is an interesting weak Zariski configuration: Both has the same decomposition type
] are also weak Zariski configurations as there exist irreducible sextics with these configurations. See [7] . Hereafter we do not list up the weak Zariski configurations. They can be read from the indices.
2. Now we consider the case
We can put at most one A 1 or A 2 in B 5 . In the case B 1 ∩ B 5 = A 5 + A 3 , we assert that A 2 can not be inserted in B 5 . In fact, assume that B 5 is a quintic with 3A 2 +A 5 . Then n * (B 5 ) = 5 and the dual curve B * 5 has the same singularities, as i(C) = 3 and A 5 is self-dual ( [6] The case (d), three A 5 are colinear by Proposition 7 and assuming they are on y = 0, the generic form is given by f 3 (x, y) 2 − y 6 , where f 2 = −y 2 . Thus every configurations in (d) can be obtained by putting either A 1 or A 2 in the cubics. The cases (e,f) are special cases of (d). In case (e), we can put only A 1 or A 2 in B 3 . However we need to show that if B 1 ∩ B 2 = A 3 , B 3 can not be cuspidal. In fact, if such a sextics exists, it gives rank 20 configuration [3A 5 , A 3 , A 2 ] which is known to be impossible ( [9, 2] ). The assertion of (f) is also easy to see as three line components are flex tangents and a nodal (respectively cuspidal) cubic has three flex points(resp. one flex point). The last configuration [3A 5 , D 4 ] is given when three line components intersect at a point.
The case (g) is the only non-trivial case. By Proposition 7, three A 5 can not be colinear. The normal form is given in 5. 
Proof of Theorem 2
In this section, we prove Theorem 2. As in the proof of Theorem 1, the proof of existence after eliminating non-existing configurations, is due to direct computations and we give some non-trivial examples later. We first fix a non-simple inner singularity at the origin O and then we consider the possibility of inner configurations and component types. 3, 6 ]. We assume that B 3,6 is at O. First observe that has locally three smooth components C 1 , C 2 , C 3 with I(C i , C j ; O) = 2 for i = j. Thus if B 3,6 is an intersection singularity of two global components, say 3, 6 ], it is already observed in [8] 
2. Assume that C 3,7 ∈ Σ in . By the classification [8] , C 2 is smooth, C 3 is nodal at O and ι = 3. Recall that C 3,7 is an intersection singularity of a smooth component and a component with 
. In any case, as δ(C 3,7 ) = 6, C 3,7 must be an intersection singularity. We assume that O is C 3,7 -singularity. 3. Assume that C 3,8 ∈ Σ in . Then C 2 is smooth, C 3 is nodal at O and ι = 3. Assume that O is C 3,8 singularity defined by y 3 + y 2 x 2 − x 8 + (higher terms) = 0 for simplicity. Recall that it has three smooth components L 1 , L 2 , L 3 where L 1 : y + x 2 + (higher terms) = 0 and L 2 , L 3 : y ± x 3 + (higher terms) = 0. To consider it as an intersection singularity of two components, there are two ways.
Possible Proof. Suppose that such a quintic exists. Then n * (B 5 ) = 4. By the assumption, (C, O) has locally three components
Assuming (x, y) is an affine coordinate system so that y = 0 be the equation of L 2 , L 1 and L 2 are defined by h 1 (x, y) = (y+a x 2 +(higher terms)) and h 3 (x, y) = (y + b x 3 + (higher terms)) = 0 for some a, b = 0. Here h 1 , h 2 are analytic functions defined in a neighborhood of O, though (x, y) are affine coordinates. This implies by the following lemma that the dual singularity of (B 5 , O) is a union of a cusp L * 3 and a smooth curve L * 1 which has the same tangent with the cusp. Thus the Milnor number of (B * 5 , O * ) is 7. (This implies A 3 is not generic in the sense of Puiseux order [6] ). However a quartic can have at most 6 as the total Milnor number, which is a contradiction.
Lemma 10. Let B 5 be a projective curve with a singularity at the origin whose defining function takes the form h 1 (x, y)h 3 (x, y). Then the dual singularity (B * , O * ) is locally defined by g(u, v) = 0 where
Thus the dual singularity is E 7 and the Milnor number is 7.
Proof. We use the parametrization L 1 : x(t) = t, y(t) = −at 2 + (higher terms)) and L 3 : x(t) = t, y(t) = −b t 3 + (higher terms). Then the equation of the Gauss map images can be obtained by an easy computation (see [6] ) and the assertion follows.
2. Now we consider the case C = B 1 + B 5 which corresponds to (a- 4. C 3,9 ∈ Σ in . Then C 2 is smooth and C 3 is nodal at O and ι = 3 or 4. We assume that O is C 3,9 -singularity as before. First we observe that µ(C 3,9 ) = 13 and it must be an intersection singularity of a smooth component L and a component M with A 6 . Note that I(L, M ; O) = 4. There are two C 3,9 with different ι (=the intersection number I(C 2 , C 3 ; O)). 1. The case ι = 3, the only possibility of the inner configuration is Σ in = [3A 2 , C 3,9 ] by [8] which is given by C = B 1 + B 5 and Σ(B 5 ) = 3A 2 + A 6 and B 1 ∩ B 5 = C 3,9 + A 1 , and 
If C has two components, it can be either Assume that C 3,12 is an intersection singularity of three global components. The intersection singularity of two of them have to make A 9 . To make A 9 , we need the intersection multiplicity 5. Thus the unique possibility is the case: C = B 1 + B 2 + B 3 with (B 2 ∪ B 3 , O) ∼ = A 9 . Thus we may assume that
6. C 6,6 ∈ Σ in . In this case, both of C 2 and C 3 are nodal at O and ι = 4. Possible inner configurations are [2A 2 , C 6, 6 ] and [A 5 , C 6, 6 ]. We assume C 6,6 singularity is at O and is locally defined by y 6 − x 2 y 2 + x 6 + (higher terms) = 0 for simplicity. First note that C 6,6 has locally 4 smooth components L 1 , L 2 , K 1 , K 2 such that L 1 , L 2 : x ± y 2 + (higher terms) = 0 and K 1 , K 2 : y±x 2 +(higher terms) = 0 and 7. C 6,9 ∈ Σ in . Possible inner configuration is [A 2 , C 6,9 ]. Note that C 6,9 has two smooth components L 1 , L 2 defined by L i : y + a i x 2 + (higher terms) = 0, a i = 0, a 1 = a 2 , and one component K defined by y 2 + bx 7 + (higher terms) = 0, b = 0 with A 6 singularity and 10. C 6,12 ∈ Σ in . In this case, C 2 is a multiple line and C 3 is nodal at O. Note that C 6,12 has 4 smooth components
Assume that C = B 3 +B ′ 3 . Then the cubics are nodal and they correspond to L i ∪K i , i = 1, 2 respectively and I(B There are no other possibility of three components case. Note also that C can not have two line components. In fact, if it has two line components, we may assume that L 1 , K 1 are the lines components. Put C = L 1 + K 1 + J, where J is the union of other components, degree(J) = 4 and
11. B 4,6 ∈ Σ in . In this case, C 2 is a multiple line and C 3 has a cusp ( or 13. Sp 2 ∈ Σ in . This case is studied by [8] and given by C = B 3 + B ′ 3 , where both cubics are cuspidal with the same tangent cone and I(B 3 , B ′ 3 ; O) = 9.
14. B 6,6 is possible only when f 2 (x, y), f 3 (x, y) are homogeneous polynomials of degree 2 and 3 in x, y.
4.1.
Examples II, Non-simple singularities. We give explicit examples for some configurations. The normal form of B 3,6 -singulaity at O with y = 0 a linear component is given as
The normal form of torus decomposition with C = B 2 + B 4 and B 3, 6 at O where B 2 is defined by y − x 2 = 0 is given 
In the following examples, those with a line or conic component can be easily derived from the above normal forms.
fff(x, y) := (y
f(x, y) := (− 1 16
f(x, y) :
f(x, y) := −y 6 + (y f(x, y) :
The normal form of torus decomposition with C = B 2 + B 4 and B In the following examples, those with a line or conic component can be easily derived from the above normal forms.
f(x, y) : 
f(x, y) := (−y 2 + y − 8 3 ], P 2 = P 3 and P 1 = P 2 = P 3 respectively.) We show that three P 1 , P 2 , P 3 must be colinear. We start from the expression: Assume that C is defined by f 2 (x, y) 3 + f 3 (x, y) 2 = 0 and let C 2 and C 3 be the conic and the cubic defined by f 2 = 0 and f 3 = 0. Let P i ∈ C be an inner singularity. Recall that by [8] we have the equivalence ((⋆) (C, P i ) ∼ = A 6j−1 ⇐⇒ I(C 2 , C 3 ; P i ) = 2j and C 3 is smooth at P i for j = 1, 2, 3. In particular, if C 2 is smooth at P i , (⋆) implies that C 2 and C 3 are tangent at P i . Again by an easy computation, we can see that there are no cases when P 1 , P 2 , P 3 are not colinear. We give a recipe of the computation. Assuming that P 1 , P 2 , P 3 are not colinear. To each P i , we associate its tangent cone direction ℓ i and we identify ℓ i and a line in P 2 .
There are two cases.
(a) C 2 is a smooth conic, or (b) C 2 is a union of two distinct lines L 1 , L 2 . In the case of (a), we may assume that P 1 = (−1, 1), P 2 = O = (0, 0) and P 3 = (1, 1) and ℓ 1 = {y + 2x + 1 = 0}, ℓ 3 = {y − 2x + 1 = 0}. Then the conic must be defined by y − x 2 = 0. Thus ℓ 2 = {y = 0}. Here we used the next easy lemma.
Lemma 12. Let (C, {P 1 , P 2 , P 3 }) and (C ′ , {P ′ 1 , P ′ 2 , P ′ 3 }) two smooth conics with three points on the respective conic. Then there are isomorphic by an action of a matrix A ∈ P GL(3, C).
Thus we need to have the equations (⋆) :
   f 31 (P i ) = f 32 (P i ) = 0, i = 1, 2, 3
(f 3j,x − 2 f 3j,y )(P 1 ) = 0, (f 3j,x + 2 f 3j,y )(P 3 ) = 0, f 3j,y (O) = 0, j = 1, 2
The last condition says that two cubic are tangent to y = x 2 at P 1 , P 3 . Let R(x) and S(y) be the resultant of f 31 and f 32 in x-variable and y-variable respectively. The above equality implies that (x 2 − 1) 2 x 2 | R(x) and y 2 (y 2 − 1) 2 | S(y). Elliminating coefficients using these equalities, we consider the further condition for P 1 , P 2 , P 3 to be A 5 -singularities. This is given by the condition x 3 (x 2 − 1) 3 |R(x) and y 3 (y 2 − 1) 3 |S(y). At the end of calculation, we find that there are no such f 31 , f 32 which corresponds to a reducible sextics. We consider the case (b). Assume that C 2 is a union of two lines L 1 , L 2 . Then we can see that L i are tangent to the cubic C 3 and the intersection L 1 ∩ L 2 is also on C 3 so that this makes the third A 5 . In this case, we may assume that P 1 , P 2 , P 3 be as above but ℓ 1 is y = −x and ℓ 3 is y = x. The ⋆ should be replaced by The last condition says that the intersection multiplicity of each cubic and the conic y −x 2 = 0 at O is 4. The reason that we have chosen the conic y − x 2 = 0 is to make the last condition to be easier to be used. The case Σ in = [A 17 ], we take A 17 at P 2 , and the the torus type condition is (⋆) : f 31 (0, 0) = f 32 (0, 0) = 0, x 6 | f 3j (x, x 2 ), j = 1, 2
In any cases, one conclude that there does not exist any solution which corresponds to a reduced sextics.
