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Abstract—In this letter, we consider an intelligent reflecting
surface (IRS) assisted Guassian multiple-input multiple-output
(MIMO) wiretap channel in which a multi-antenna transmitter
communicates with a multi-antenna receiver in the presence of a
multi-antenna eavesdropper. To maximize the secrecy rate of this
channel, an alternating optimization (AO) algorithm is proposed
to jointly optimize the transmit covariance R at transmitter
and phase shift coefficient Q at IRS by fixing the other as a
constant. When Q is fixed, existing numerical algorithm is used
to search for global optimal R. When R is fixed, three sucessive
approximation to the objective function to surrogate lower bound
is applied and minorization-maximization (MM) algorithm is
proposed to optimize the local optimal Q. Simulation results
have be provided to validate the convergence and performance
of the proposed AO algorithm.
Index Terms—Intelligent reflecting surface, MIMO, phase
shift, alternating optimization, MM.
I. INTRODUCTION
Intelligent reflecting surface (IRS) has drawn wide attention
for its applications in wireless communications. IRS is a
low complexity software-controlled passive metasurface which
could significantly help enhancing user’s transmission rate
with very low power consumption [1]. Motivated by these
advantages, IRS was recently applied to the study in physical
layer security, and several research results about secrecy rate
maximization of IRS-assisted multiple-input multiple-output
(MISO) wiretap channels wiretap channels were established,
including single user case [2]-[4] and downlink multi-user case
[5][6]. All these studies indicate that IRS significantly enhance
user’s secrecy rate.
However, all the aformentioned contributions in the current
literatures [2]-[6] are only restricted to MISO settings, i.e.,
only single antenna at the receiver as well as eavesdropper
are considered. When multi-input multi-output (MIMO) is
considered, there are two significant differences about the
optimization problems compared with that in conventional
MISO case. Firstly, in MIMO systems, beamforming is not
always optimal solution. Therefore, we need to optimize
an transmit covariance instead of beamformer vector in the
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secrecy rate maximization problem for this case. Secondly,
for secrecy rate optimization problems in the MIMO case, the
objective function is a complicated log of determinant formular
compared with simple log of scalar formular for the MISO
case. Therefore, all these existing solutions for the MISO
case fail to the MIMO case. To the best of our knowledge,
the study of IRS-assisted MIMO wiretap channel is still an
open problem and there is no existing numerical or analytical
solutions to maximize its secrecy rate.
Motivated by the aformetioned aspects, the main contribu-
tion in this letter is that we consider an IRS-assisted Gaussian
MIMO wiretap channel, and aim at maximizing the user’s
secrecy rate numerically. To solve this non-convex problem,
an alternating optimization (AO) algorithm is proposed to
jointly optimize the transmit covariance R at transmitter as
well as phase shift coefficient Q at IRS. When Q is fixed,
the existing algorithm is applied to optimize R globally.
When R is fixed, we approximate the objective function to
surrogate lower bound, and the local optimal Q is optimized
via minorization-maximization (MM) algorithm. In particular,
the key difficulty is how to find a proper surrogate function
for the complicated objective function. Hence, we apply three
successive approximations for the objective function to obtain
the proper lower bound so that MM alogrithm can be applied,
which is significantly different from the existing MM used
in the simple MISO case [2][4] in which only one time
approximation for the objective is needed due to the simple
structure of the objective function. As the convergence is
reached, the results returned by the AO algorithm is guaranteed
to be a Karush-Khun-Tucker (KKT) solution of the original
problem.
Notations: AT and AH denote transpose and Hermitian
conjugate of A, respectively; λmax(A) denotes the maximum
eigenvalues of A; |A| and tr(A) are determinant and trace of
A; ⊙ denotes Hadamard product; arg(a) denotes the phase
of the complex value a; Aij denotes the element in i-th row
j-th column of A; ai is the i-th element of a.
II. CHANNEL MODEL AND PROBLEM FORMULATION
Let us consider an IRS-assisted MIMO wiretap channel
model shown as Fig. 1, in which a transmitter Alice, receiver
Bob, eavesdropper Eve and an IRS are included. The number
of antennas deployed at Alice, Bob and Eve are m, d, e
respectively, and the number of reflecting elements on the IRS
is n. We assume that Alice, Bob and Eve are located in city’s
hot spot area, and the direct link between Alice and Bob/Eve
is blocked by a building. Then, the IRS is located in a higher
2Fig. 1. A block diagram of IRS-assisted Gaussian MIMO wiretap channel
position to help Alice’s transmission by passively reflecting the
signals to Bob. Due to broadcast nautre of wireless channels,
the reflected signal could also be sent to Eve. Therefore, the
main task for IRS is to adjust the phase shift for signals by
the reflecting elements so as to increase the information rate
at Bob but decrease the information leakage to Eve. Based
on these settings, the received signals at Bob and Eve are
expressed as
yB = HIBQHAIx+ ξB , yE = HIEQHAIx+ ξE , (1)
respectively where x is the transmitted signal, Q is the
diagonal phase shift matrix for IRS, in which the diagonal
element is ejθi (i = 1, 2, ..., n), θi is the phase shift coefficient
at reflecting element i, HAI , HIB and HIE are the channel
matrices representing the direct link of Alice-IRS, IRS-Bob
and IRS-Eve respectively, ξB and ξE represent noise at Bob
and Eve respectively with i.i.d. entries distributed as CN (0, 1).
And we consider that full channel state information (CSI) is
available at Alice, which can be achieved by modern adaptive
system design, where channels are estimated at Bob and Eve,
and send back to Alice. We note that Eve is just other user in
the system and it also share its CSI with Alice but is untrusted
by Bob. The controller is used to coordinates Alice and IRS
for channel acquisition and data transmission tasks [3].
Given (1), the secrecy rate maximization of this model can
be expressed as the following problem P1.
P1 : max
R,Q
Cs(R,Q) = log2
|I+HBRH
H
B |
|I+HERHHE |
s.t. R ≥ 0, tr(R) ≤ P, |Qi,i| = 1, (i = 1, 2, ..., n) (2)
where Hi = HIiQHAI , i ∈ {B,E}, P denotes total trans-
mit power budget for Alice, R = E{xxH} stands for the
transmit covariance for Alice and where the unit modulus
constraint |Qi,i| = 1 ensures that each reflecting element in
IRS does not change the amplitude of the signals. Obviously,
the determinant part in the objective function of P1 cannot
be simplified to scalar formular as for MISO case, thereby
significantly increasing the difficulty to solve this problem.
III. ALTERNATING OPTIMIZATION ALGORITHM
To solve this new non-convex problem, we propose an
iterative AO algorithm to optimize R and Q alternatively by
fixing the other as constant.
We firstly fix Q as a constant and maximize R. Note
that when Q is fixed, HB and HE are also fixed so that
P1 is reduced to a secrecy capacity optimization problem
of general Gaussian MIMO wiretap channel. To solve this
problem, we apply the key Theorem 1 in [7] so that the
original problem is equivalently transformed to a convex-
concave max-min optimization problem. Then, we apply the
existing algorithm in [7] which is based on barrier method
in combination with Newton method and backtracking line
search method to globally optimized R. Note that in [7], the
algorithm was developed only based on real-valued channel
matrix case. Therefore, we extend this algorithm to complex-
valued channel cases by re-deriving the gradient and Hessians
of the barrier objective function. Using the same steps of proof
illustrated in [7], the non-singularity of Hessian matrix as well
as global convergence of the algorithm still can be proved for
the complex-valued channel case. Here we omit the detailed
steps of this algorithm due to page limit.
The next step is to optimize Q for fixed R in the subprob-
lem, which can be express as P2.
P2 :max
Q
f(Q) = fB(Q) + fE(Q)
s.t. |Qi,i| = 1, i = 1, 2, ..., n (3)
where fB(Q) = log2|I + HIBQLQHHHIB|, fE(Q) =
−log2|I+HIEQLQHHHIE| and where L = HAIRH
H
AI . P2
is a complicated non-convex problem with both non-convex
objective function and constraints, and the existing solutions
(e.g., semi-definite relaxation and fractional programming) for
IRS-assisted MISO case [2][3] cannot be directly applied to
our problem. To optimize Q, we apply MM algorithm to solve
P2, in which the key idea is to firstly obtain an approximately
lower bound (i.e., surrogate function) of the objective, and
then iteratively compute the optimal value of this bound
subject to the constraints. If the bound is constructed properly,
any converged point genrated by MM is a KKT point (i.e.,
local optimal point) for the original problem. For detailed
explanation of MM, please refer to [8].
Since the objective function f(Q) in P2 consists of two
complicated log determinant functions, the difficulty to di-
rectly find its proper lower bound has significantly increased.
Therefore, the solution we apply is firstly find the lower
bound for fB(Q) and fE(Q) respectively, and then formulate
the new approximated problem by adding this two bounds
together. After that, we make further two successive approxi-
mations to this bound to formulate the final surrogate function
of f(Q), and apply MM algorithm to optimize a local optimal
solution of Q.
Firstly, consider Q˜ is a feasible point satisfying the unit
mudulous constraint, a quadratic lower bound of the function
fE(Q) can be expressed as
fE(Q) ≥ f¯E(Q, Q˜) + C1(Q˜) (4)
where
f¯E(Q, Q˜) = −tr(Q˜
−1
E HIEQLQ
HHHIE),
C1(Q˜) = −log2|Q˜E |+ tr(Q˜
−1
E HIEQ˜LQ˜
HHHIE),
Q˜E = I+HIEQ˜LQ˜
HHHIE .
3The inequality in (4) is obtained via the lemma: for any matrix
A ∈ Cn×n and A˜ ∈ Cn×n,
log2|A| ≤ log2|A˜|+ tr(A˜
−1(A− A˜)). (5)
Then, to obtain the lower bound of fB(Q), letT = HIBQL
1
2 ,
according to matrix inversion lemma, fB(Q) can be further
expressed as
fB(Q) = −log2|I−T(I +T
HT)−1TH |. (6)
Let T˜ = HIBQ˜L
1
2 , by applying (5), fB(Q) is also lower
bounded by
fB(Q) ≥ −log2|Q˜B| − tr(Q˜
−1
B (QB − Q˜B))
= C2(Q˜) + hB(Q) (7)
where C2(Q˜) = −log2|Q˜B| + tr(I) − tr(Q˜
−1
B ), hB(Q) =
tr(Q˜−1B T(I+T
HT)−1TH), Q˜B = I+HIBQ˜LQ˜
HHHIB .
Hence, combining (4) and (7), the approximated problem
of P2 can be expressed as P3
P3 : max
Q
f¯E(Q, Q˜) + C1(Q˜) + C2(Q˜) + hB(Q), s.t. (3).
However, we find that it is still difficult to optimize Q
given Q˜ due to the complicated term hB(Q) as well as
the constraint (3). Therefore, a second approximation of the
objective function in P3 is needed. In the following, we apply
the key lemma of matrix fractional functions [9]: for any
positive semi-definite matrix A ∈ Cm×m and positive definite
matrix B, B˜ ∈ Cn×n, and X, X˜ ∈ Cm×n,
tr(AXB−1XH)
≥ tr(AX˜B˜−1X˜H)− tr(AX˜B˜−1(B− B˜)B˜−1X˜H)
+ tr(A(X − X˜)B˜−1X˜H) + tr(AX˜B˜−1(X− X˜)H).
Therefore, by applying this lemma to the term hB(Q) via
setting A = Q˜−1B , X = T, X˜ = T˜, B = I + T
HT and
B˜ = I+T˜HT˜ and after some manipulations, the lower bound
of f(Q) can be further expressed as
f(Q) ≥ f¯E(Q, Q˜) + C1(Q˜) + C2(Q˜) + hB(Q)
≥ f¯E(Q, Q˜) + C1(Q˜) + C2(Q˜) + gB(Q) + C3(Q˜) (8)
where
C3(Q˜) = −tr(Q˜
−1
B ) + tr(Q˜
−1
B JBT˜
HT˜JHB ),
gB(Q) = −tr(Q˜
−1
B JBT
HTJHB ) + tr(Q˜
−1
B JBT
H)
+ tr(TJHB Q˜
−1
B )
and where JB = T˜(I+ T˜
HT˜)−1.
In the following, we express (8) to a more tractable form.
Let q = [ejθ1 , ejθ2 , ..., ejθn ]T , and let
A1 = Q˜
−1
B JBL
1
2 , A2 = H
H
IBHIB, A3 = L
1
2JHB ,
A4 = H
H
IBQ˜
−1
B JBL
1
2 , A5 = Q˜
−1
E HIE .
We firstly apply the lemma of matrix identity in [10]: for
any matrix A, B and diagonal matrix V with proper sizes,
tr(VHAVB) = vH(A ⊙ BT )v holds where the entries in
v are all diagonal elements in V. Using this lemma, f(Q) is
lower bounded as
f(Q) ≥− tr(QHHHIEA5QL)− tr(Q
HA2QA3A1)
+ tr(A4Q
H) + tr(QAH4 ) +
3∑
i=1
Ci(Q˜)
=− g(q) + 2Re{qHa}+
3∑
i=1
Ci(Q˜) (9)
where g(q) = qHZq, Z = A2⊙ (A3A1)T +(HHIEA5)⊙L
T
and where the entries in a are all diagonal entires in A4. It
can be known that given fixed feasible Q˜, the bound (9) is a
quadratic convex function respect to q. However, since q needs
to satisfy the non-convex unit modulus constraint |qi| = 1, it
is still difficult to use MM algorithm to optimize (9). Hence, a
third approximation of f(Q) is needed by finding a surrogate
function of g(q), which is expressed as follows [8].
g(q) ≤qHλmax(Z)Iq − 2Re{q
H(λmax(Z)I − Z)q˜}
+ q˜H(λmax(Z)I− Z)q˜
=2nλmax(Z)− 2Re{q
H(λmax(Z)I− Z)q˜} − q˜
HZq˜
=g˜(q, q˜) (10)
where q˜ is the feasible point, the entries of which are the diag-
onal entries of Q˜. Hence, f(Q) can be further approximated
by
f(Q) ≥ −g˜(q, q˜) + 2Re{qHa}+
3∑
i=1
Ci(Q˜) (11)
By dropping the constant terms of this bound, P3 can be
further approximated to P4.
P4 : max
q
Re{qHv} s.t. |qi| = 1, i = 1, 2, ..., n
where v = (λmax(Z)I−Z)q˜+ a. Obviously, the objective is
maximized only when the phase of qi and vi are equal. Thus,
the closed-form global optimal solution for P4 is expressed as
qopt = [e
jarg(v1), ejarg(v2), ..., ejarg(vn)]T . (12)
Therefore, by initializing a feasible point q˜ and use MM to
optimize P4, a KKT solution of P2 given fixed R can be
obtained.
Based on the above analysis, the overall AO algorithm for
maximizing the secrecy rate of IRS-assisted MIMO wiretap
channel is summarized as Algorithm 1. Since R and Q are
optimized alternatively, the objective function Cs(Rk,Qk) is
monotonically increasing with number of iterations k. More-
over, since R and Q are both bounded by the independent
constraints in P1, according to Cauchy’s theorem [5], the
algorithm is guaranteed to converge.
IV. SIMULATION RESULTS
To validate the convergence and peformance of our pro-
posed AO algorithm, simulation results have been carried
out in this section. We consider a fading environment, and
all the channels HAI , HIB and HIE are formulated as the
product of large scale fading and small scale fading. The
4Algorithm 1 (AO algorithm of solving P1)
Require: Starting point R0 and Q0.
1. Set k = 0, compute Cs(R0,Q0).
repeat (AO algorithm)
2. Set k = k + 1, optimize Rk given fixed Qk−1 via
barrier method in [7].
3. Optimize Qk given fixed Rk via MM algorithm.
4. Compute Cs(Rk,Qk).
until |Cs(Rk,Qk)−Cs(Rk−1,Qk−1)|/|Cs(Rk−1,Qk−1)|
converges to certain accuracy
5. Output Rk, Qk as KKT point of P1.
iteration number k
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Fig. 2. Convergence of Cs(Rk,Qk) under different settings of m,n, d, e,
P is fixed at 35dBm. The convergence is monotonic for all considered cases.
entries in the small scale fading matrix are randomly generated
with complex zero-mean Gaussian random variables with unit
covariance. For the large scale fading in all links of Alice-IRS,
IRS-Bob and IRS-Eve, we refer to [3] by setting the path loss
as -30dB at reference distance 1m, and path loss exponents
as 3. In AO algorithm, we set the target accuracy for barrier
method as 10−8 and for MM algorithm as 10−4.
Fig. 2 illustrates the convergence of the objective
Cs(Rk,Qk) as function of number of iterations k in the
proposed AO algorithm under randomly generated channels
with different settings of m, d, e and n. Based on the re-
sults, it requires 42, 107 and 166 steps for Cs(Rk,Qk) to
converge to 10−4 for each considered setting, also note that
the convergence is monotonically increasing. In fact, given
fixed target accuracy, larger settings of m,n leads to larger
dimensions of variable R and Q so that the AO algorithm
requires more iterations to optimize each element of these
variables. In addition to these results, our extensive simulations
show a monotonic convergence of AO algorithm.
In Fig. 3, we compare the performance of our AO algorithm
with two benchmark schemes: 1)optimize R given zero phase
shift (i.e., Q = I) at IRS; 2)optimize R given random phase
shift at IRS. The results are averaged over 100 randomly
generated channels. According to the figure, we note that our
proposed AO algorithm has significantly better performance
than the other two benchmark schemes. For both zero phase
shift and random phase shift methods, it can be seen that
P (dBm)
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Fig. 3. Performance comparison of achieved secrecy rate under m = d =
e = 5 and n = 15. The results are averaged over 100 randomly generated
channels.
only optimizing R at transmitter has very limited performance
on enhancing secrecy rate. For random phase shift method,
the randomly generated Q can deteriorate quality of effective
channel HB but improving HE in some channel realization
cases so that it has least performance.
V. CONCLUSION
In this letter, the secrecy rate maximization problem of an
IRS-assisted Gaussian MIMO wiretap channel is studied. To
solve this difficult non-convex problem, an AO algorithm is
proposed to jointly optimize the transmit covariance at Alice
and phase shift coefficient at IRS. Simulation results have
validated the monotonic convergence of the proposed AO
algorithm, and it is shown that the performance of AO is
significantly better than the other benchmark schemes.
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