Quantum channels represent the most general physical changes of a quantum system. We consider ergodic sequences of channels, obtained by sampling channel valued maps along the trajectories of an ergodic dynamical system. Such maps vastly generalize stochastically independent maps (e.g., random independence) or equality of the channel maps (i.e., translation invariance). The repeated composition of an ergodic sequence of maps could represent the effect of repeated application of a given quantum channel subject to arbitrary correlated noise or decoherence. Under such a hypothesis, we obtain a general ergodic theorem showing that the composition of maps converges exponentially fast to a rank-one -"entanglement breaking" -channel. As an application, we describe the thermodynamic limit of ergodic Matrix Product States and derive a formula for the expectation value of a local observable and prove that the 2-point correlations of local observables in such states decay exponentially in the bulk with their distance.
I. OVERVIEW AND SUMMARY OF THE RESULTS
Quantum channels represent physical changes to a quantum state and are the most general formulation of physical (quantum) processes such as various steps of a quantum computation, effects of noise and errors on the state, and quantum information processes in general [23] . Mathematically, a quantum channel is a completely positive and trace preserving linear map, φ, on the space of D × D matrices:
The total change to a quantum state is obtained by the composition of suitably chosen such maps on the initial state (i.e., density matrix ρ) φ n • · · · • φ 1 (ρ) = ∑ i n ,...,i 1 B i n n . . . B i 1 1 ρ B i 1 † 1 . . . B i n † n .
(
We consider an ergodic sequence of quantum channels and formally map them to the trajectories of an ergodic dynamical system. Ergodicity does not assume stochastic independence nor does it assume equality of the channel maps (i.e., translation invariance). However, ergodic includes these and vastly generalizes them (See Figure (I) ). Here we answer the following questions: What is the action of an ergodic composition given by Eq. (2) ? Is there a convergence to a simple and general limit? Is the map entanglement breaking? What are the expectation values and correlation function behavior for ergodic Matrix Product States (MPS)?
In the past 'ergodic' quantum channels were considered, which to the best of our knowledge, assumed special subsets of possibilities (see Figure (I) ). For example, a channel was chosen at random from some ensemble and then repeatedly applied, i.e., B k 's were all equal [5] , or time dynamics were analyzed for a quantum system with repeated independently chosen random interactions with an environment [4] . Others instances were studied such as certain random independent channels and their compositions (e.g., from a finite set of random isometries) [7, 8] . See [9] for a review. Our work considers a general ergodic sequence and therefore, we believe, serves as a vast generalization of the past framework.
Under assumptions of ergodicity and irreducibility, we obtain a general ergodic theorem showing that the composition of maps converges exponentially fast to a rank-one -"entanglement breaking" -channel (Thm. I.1). We then apply our results to Matrix Product States (MPS), where the matrices in the MPS form an ergodic sequence. As for quantum channels, such sequences are not necessarily equal (but may be) nor are they necessarily independent (but may be). We 1. φ 0 is completely positive;
2. φ 0 is trace preserving, or more generally, if φ 0 (ρ) = 0 for ρ ≥ 0 then ρ ≡ 0;
3. If for some positive semi-definite M we have tr[M φ 0 (ρ)] = 0 for all ρ then M ≡ 0; and 4. For some N 0 , Prob [φ N 0 • · · · • φ 1 • φ 0 is strictly positive ] > 0.
The first and second conditions are self-explanatory in the context of quantum channels. The third and fourth conditions are irreducibility hypotheses. The third condition is simply the second condition for the dual channel; it is violated if φ 0 is reduced by a non-trivial projection P in the sense that Pφ 0 (·)P = φ 0 (·). The fourth condition is to be expected whenever decoherence is non-negligible.
Our main theorem is:
Theorem I.1. For each m, n ∈ Z with m < n, let Ψ n,m ≡ φ n • · · · • φ m . There exists 0 < µ < 1 and two ergodic sequences Z m and Z n of D × D matrices such that given x ∈ Z, the following holds
for all m ≤ x, n ≥ x and M ∈ C D×D , where Ψ * m,n is the adjoint map and C µ,x < ∞ almost surely. Furthermore, the matrices Z m and Z n satisfy the shift equations
Remarks: 1) The key point is that Ψ n,m is exponentially close to a rank-one channel. 2) For quantum channels, Ψ * n,m (I) = D, Z m = 1 D I, and the result simply states that Φ n,m is exponentially well approximated by the entanglement breaking channel M → Z m tr[M] for n − m large. 3) The theorem does not require φ m 's to be trace preserving. This generalization is key for obtaining the MPS results below. 4) In the translationally invariant case φ 0 = φ m , the sequences Z n and Z m are constant; i.e., Z n+1 = Z n and Z m = Z m+1 for all n, m. Furthermore, they are the highest weight left and right eigenmatrices of the channel φ 0 . In the general case considered here, these are no longer eigenmatrices; rather they obey Eq. (3).
B. Applications to Matrix Product States (MPS)
Matrix product states (MPS) and their generalizations [19] [20] [21] [22] provide efficient representations of quantum states by which classical simulation of quantum many-body systems becomes viable [16] , and are the natural representation of density matrix renormalization group [24] and its tensor network generalizations. Applications range from efficient calculation of the ground state properties of quantum matter (in physics and chemistry) [6] to the outputs of quantum circuits [21] . From a more fundamental perspective they provide the tools for proving the existence of satisfying assignments in qSAT [3, 18] , proving the area law [12] , and are the candidate boundary states for recent theoretical proposals of the theory of quantum gravity [13] .
For the sake of concreteness let us introduce the (one-dimensional) MPS on 2N + 1 qudits:
where i k 's are the physical indices, d is the local (physical) dimension of the Hilbert space, A i k k 's are D × D × d tensors, and D is the bond dimension [19] .
So far, rigorous results on generic MPS and their generalizations have been focused mostly on the translational invariant case, where all the tensors in Eq. (4) are equal [2, 15] . Other works focused on statistics of random matrix product states [11] . The present work is concerned with rigorous results for the more general case in which translational invariance is relaxed. The most meaningful extensions pertaining to states of disordered systems and outputs of random quantum circuits, would require that the tensors are only drawn from the same distribution. In particular if a Hamiltonian has local terms that are ergodic (e.g., equal in distribution) [17] , then one expects the MPS representation of the states also to be ergodic. A similar statement is expected for the output state of a quantum circuit if the action of the circuit on the qubits is shift-invariant. Chaotic circuits are currently intensely studied because of their relevance for quantum supremacy [1] . We emphasize that in this context, as well, our work generalizes the strictly translationally invariant case [15] and the MPS with random independent A k 's [11] .
Let us now consider the expectation of an observable O on the spins in [m, n] in the state |ψ(N) . Such an observable is a linear operator on n j=m C d . We prove that the thermodynamic limit of the expectation value of an observable with respect to an MPS (Eq. (4)) is
where A) the channel maps are given by
corresponding to taking B i = A i † m in Eq. (1), B) O is the following linear operator on C D×D O(M) = ∑ i m ,...,i n j m ,...,j n i m , . . . , i n |O|j m , . . . , j n A i n † n · · · A i m † m M A j m m · · · A j n n ,
and C) Z m and Z n are as in Thm. I.1. Turning attention to the correlation functions, let O 1 and O 2 be two local observables supported at (or near) the site x = 0. Let O 1 (x) and O 2 (x) denote the corresponding observables translated to have support at a general site x. We have:
Theorem I.2. There exists 0 < µ < 1 such that given local observables O 1 and O 2 , the following correlation inequality holds
Therefore, the 2-point correlation function between local observables decays exponentially with the distance between their supports.
II. FORMAL RESULTS

A. Notation and Background
We first introduce a few basic notions pertinent to the rest of the paper. We will primarily use the trace class norm on C D×D :
We also introduce the Hilbert-Schmidt inner product and norm on C D×D :
Given a linear map φ ∈ L(C D×D ), the adjoint map φ * is defined by
which is a closed cone in C D×D . The interior of E is
which is an open cone in C D×D . Recall that a cone in a vector space is a set that is closed under addition and multiplication by positive scalars. We remind the reader that a map φ ∈ L(C D×D ) is positive provided φ(M) ∈ E whenever M ∈ E. If in addition φ(M) ∈ E whenever M ∈ E, then we say that φ is strictly positive. A completely positive map is one such that φ ⊗ I N×N : L(C D×D ) ⊗ L(C N×N ) is positive for every N, where I N×N denotes the identity map on L(C N×N ). By Krauss's theorem [23] φ is completely positive if and only if
for all M; equivalently φ * (I) = I. A quantum channel is a completely positive trace preserving map.
Let (Ω, F , Prob) be a probability space with T : Ω → Ω an invertible, ergodic, and measure preserving map. Recall that T is ergodic provided Prob[A] = 0 or 1 for any measurable set A with T −1 (A) = A. We wish to introduce a quantum channel valued random variable on Ω, which is a map φ 0 : Ω → {quantum channels}. We follow the convention in probability theory and suppress the independent variable ω ∈ Ω in most formulas; when it is needed we will use a subscript to denote the value of a random variable at a particular ω ∈ Ω, e.g., the value of φ 0;ω . To specify φ 0 we introduce matrix valued random variables B i 0 : Ω → C D×D , for i = 1, . . . , d, and take
If we impose the further condition that (a.s. denotes "almost surely" from now on)
then φ 0 is a.s. trace preserving, so φ 0 is a quantum channel valued random variable. The ergodic sequence of maps we consider is defined by evaluating φ 0 along the trajectories of iterates of the measure preserving map T:
The main focus of this paper is to study the action of the composition
of a long sequence of these maps. To obtain convergence, we do not require the maps to be trace preserving, however we do require an assumption which prevents the composition from degenerating by mapping a positive matrix to zero:
However, the other half of assumption II.1 (that ker φ * 0 ∩ E = {0}) need not hold. For example, if D is even and φ(M) = PMP + SMS † with P a projection onto a subspace of dimension D /2 and S a partial isometry from I − P to P, then φ is a channel but φ * (I − P) = 0.
The second assumption we impose is physically quite natural provided the channels φ n include some decoherence in the evolution. In this case, we may expect the rank of the density matrix to increase under iteration, and eventually become full rank.
Remark. A map φ is strictly positive if and only if φ * is strictly positive. Indeed, if φ is strictly positive and M ∈ E we have tr[φ * (M)M ] = tr[Mφ(M )] > 0 for any M ∈ E, as φ(M ) > 0. Thus φ * (M) is strictly positive. Thus assumption II.2 implies that φ * 0 • · · · • φ * N 0 is also strictly positive with positive probability.
B. Results on Ergodic Composition of Quantum Channels
Given N ∈ Z, let
A 1978 paper of Evans and Høegh-Krohn [10] gave a generalization of the Perron-Frobenius theorem to positive maps. It follows from the main result (Thm. 2.3) of their paper that if Φ N is strictly positive then there is a unique (up to scaling) strictly positive matrix R N such that
where λ N is the spectral radius of Φ N , where spectral radius is defined by max i |λ i | over all eigenvalues. Similarly, there is a unique (up to scaling) strictly positive matrix L N such that
Let us normalize R N and L N so that
Our main technical result is that L N converges as N → ∞, while R N converges as N → −∞. This is a generalization of a theorem of Hennion on the Perron-Frobenius eigenvectors of products of positive matrices [14] .
Theorem II.3. There are random matrices Z 0 , Z 0 :
almost surely. Furthermore, if we set Z n = Z 0;T n ω and Z n = Z 0;T n ω , then
where · denotes the projective action of a positive map on the strictly positive D × D matrices of trace 1:
Remark. If the maps φ n are quantum channels, then L N = 1 D I, so Z n = 1 D I for all n. Given m < n, let P n,m denote the rank-one operator
For n − m large, the operator φ n • · · · • φ m is well approximated by P n,m . To formulate this result precisely, we introduce the following norm for a linear map Φ of the space of D × D matrices:
√ · denotes the operator square root. Thm. I.1 is equivalent to the following Theorem II.4. Given m < n in Z, let Ψ n,m = φ n • · · · φ m . There is 0 < µ < 1 so that given x ∈ Z, the following bound holds:
for all m ≤ x and n ≥ x, with C µ,x = C µ,x;ω finite almost surely.
C. Application to Matrix Product States
The random matrices B i 0 used to define the channel map φ 0 can be used to define a family of random matrix product states as follows. To begin, let
Given an interval [m, n] of Z, we define the matrix product state
where |i m , . . . , i n are the elements of the computational basis on n k=m C d and the normalization constant is given by
We are interested in formulating the thermodynamic limit m → −∞ and n → ∞ of the states |ψ m,n . For simplicity, we restrict our attention to the periodic boundary condition states as defined in Eq. (15) . There is a close relation between matrix product states and completely positive maps via which Thm. II.4 can be used to characterize the thermodynamic limit of the states defined in Eq. (15) . A preliminary observation is that the normalization factor N can be expressed as
where |α β| denotes the elementary matrix with zero entries except for a single one in the α-th row and β-th column. This, in turn, can be written as
where Tr denotes the trace on linear maps L(C D×D ) on the the D 2 dimensional space of D × D matrices.
Let 
which is a linear operator on C D×D . One may easily verify that the (quantum) expectation of O in |ψ(N) is
Using Thm. II.4 and Eq. (17), we can express the thermodynamic limit of ψ(N)|O|ψ(N) in terms of the matrices Z m and Z m . For this purpose, it is convenient to use Dirac notation for the Hilbert-Schmidt inner product on C D×D , with which we have (with P n,m as in Thm. II.4) 
where O a local observable on the spins in [m, n]. By the shift identity Z m = φ m · Z m−1 , the normalization in the denominator is given by
As is well known, there is a "gauge-freedom" in the representation of the matrix product state |ψ(m, n) , since the state itself does not change under the replacement A i k → V k−1 A i k V −1 k provided we have V n = V m . Choosing the matrices V k appropriately, one can impose various gauge fixing conditions such as ∑ d i=1 A k A † k = I, which would mean that the associated channel maps are trace preserving.
A priori, it appears that the matrices required for gauge fixing depend on the particular finite volume, and it is not clear that they can be chosen in a way that preserves the ergodic structure. However, Thm. II.3 allows us to do just that, as we now explain. To begin, let
By Thm II.3, ξ m are positive a.s., and form a shift covariant sequence, ξ m;ω = ξ m−1;Tω . Furthermore
this expression is well defined since the matrices Z m are full rank a.s. by Thm. II.3. The maps φ m are an ergodic sequence of completely positive maps, and a short computation shows that they are trace preserving:
The maps φ m satisfy Assumptions II.1 and II.2, so we may apply Thm. II.3 to the sequence φ m . However, it is easier to simply write down the left and right matrices Z m and Z m directly based on the transformation used to define φ m :
Since φ m is trace preserving we have
for all m and φ * m (I) = I. We now return to the expression for the thermodynamic limit W(O). Given an interval [m, n], one may easily check that
For a local observable O on the spins in [m, n], we define analogous to Eq. (16),
Inserting these definitions into Eq. (19), we find the following remarkably simple formula for the theormodynamic limit W of the matrix product states:
Eq. (21) can be used to obtain a bound on the two-point correlation of two observables O 1 and O 2 located in disjoint intervals I 1 = [m 1 , n 1 ] and I 2 = [m 2 , n 2 ] with n 1 < m 2 . For such observables
Applying Thm. II.4 to φ m allows us to obtain the following Theorem II.5. There is 0 < µ < 1 such that given x ∈ Z the following correlation inequality holds
whenever supp[O j ] ∈ [m j , n j ] and Ψ j = φ n j • · · · • φ m j for j = 1, 2 with n 1 < x < m 2 . Lastly, C µ,x = C µ,x;ω is finite almost surely.
III. TECHNICAL RESULTS
A. Notation
Let
Note that S is a convex set. Let S • denote its interior. Since any strictly positive map satisfies the kernel condition in the definition of S, we have S • = strictly positive maps on C D×D .
Assumption II.1 states that φ 0 ∈ S almost surely, while Assumption II.2 guarantees that φ 0 • φ 1 • · · · • φ N 0 ∈ S 0 with positive probability. Note that any φ ∈ S maps E into E, while φ ∈ S • maps E into E.
Thm. II.3 is formulated in terms of the projective action
, of a positive map on B. Note that tr φ(M) = 0 for φ ∈ S and M ∈ B, so this action is well defined. The sets S, S • are semi-groups under composition; It follows from Lem. III.1 that S • is a twosided ideal of S :
On the other hand, for any M ∈ E we have φ (M) ∈ E and thus φ • φ (M) ∈ E, by Lem. III.1.
B. Geometry of B
In this section we generalize the lemmas in section 10 of Hennion's paper [14] from entrywise positive matrices to quantum channels.
Given
Lemma III. 3 (c.f. Lem. 10.1 of [14] ). Let X, Y, Z ∈ B. Then
Proof. The lower bound in part 1 is clear; to see the upper bound note that tr[X − λY] < 0 for λ > 1 so X − λY must have an eigenvalue less than zero. For part 2, note that if λZ ≤ X and µY ≤ Z, then λµY ≤ X. For part 3, note that if
For part 4, note that if Y v = 0 and X v = 0 then λ v, Y v > 0 = v, X v for any λ > 0. Conversely, if Y v = 0 for any v ∈ ker X, then Y is reduced by the subspace decomposition ker X ⊕ ran X, and with respect to this decomposition
where X , Y are operators on ran X. Furthermore ker X = {0}, so X ≥ δI for some δ > 0. It follows that λY ≤ X for small λ > 0. Then λY ≤ X, so m(X, Y) > 0.
Corollary III.4. − log m(X, Y) − log m(Y, X) is a metric on B.
The metric − log m(X, Y) − log m(Y, X) is slightly unpleasant, because it is unbounded and takes the value ∞. A much nicer metric is given by
Lemma III.5 (c.f. Lem. 10.2 of [14] ). d is a metric on B such that To prove the triangle inequality, let
Thus f is decreasing and
The maximum of s+t 1+st over s, t ∈ [0, 1] is 1, from which it follows that f (s) + f (t) ≥ f (st). The triangle inequality for d follows from this inequality and part 2 of Lem. III.3 from the previous lemma. Thus d is a metric.
Since f (0) = 1, to prove that the diameter of B is 1 as claimed, we just need to to find X, Y ∈ B with m(X, Y) = 0. This holds, for instance, if X ∈ B and ker Y = {0}, which is the result claimed in item 2.
Lemma III.6 (c.f. 10.3 of [14] ). Let X, Y ∈ B with X = Y. Let t + and t − be the largest and smallest real numbers such that tX + (1 − t)Y ∈ B; note that this holds for t ∈ 
Remark III.7. Since X and Y lie on the segment connecting A ± we have u 1 + u 2 = 1 and v 1 + v 2 = 1. Thus we may rewrite the formulas for d(X, Y) in terms of u 1 and v 1 or u 2 and v 2 :
For future reference it is also useful to note that
Proof. Note that A ± must each have a non-trivial kernel. Indeed, if A − is positive-definite, then we should have A − δ(X − Y) positive definite for small δ, contradicting the minimality of t − . Furthermore we must have ker A − \ ker A + = {0} and ker A + \ ker A − = {0}. Indeed, suppose that ker A + ⊂ ker A − . Then we would have A + − δA − ≥ 0 for small δ, contradicting the maximality of t + .
First suppose X = A + . Then t + = 1 and so tX + (1 − t)Y is not positive definite whenever t > 1, i.e., X − λY is not positive definite for any λ > 0. It follows that m(X, Y) = 0 and thus that d(X, Y) = 0. Similarly, if Y = A − then m(Y, X) = 0 and d(X, Y) = 0. Now suppose that X = A + and Y = A − . Then X and Y are in the interior of the interval connecting A − and A + . Let r = min { u i/v i | i = 1, 2}. Then
Thus r ≤ m(X, Y). On the other hand
and the formula for d holds.
Lemma III. 8 (c.f. Lem. 10.4 of [14] ). Let X, Y ∈ B, then
Proof. Based on the remark following the previous lemma, we have
Lemma III.9 (c.f. Lem. 10.5 of [14] ). Let d 1 (X, Y) = tr |X − Y| for X, Y ∈ B. Let Y ∈ B, X ∈ B and X n a sequence in B such that lim n d 1 (X n , X) = 0. Then lim n d(X n , Y) = d(X, Y). In particular, the spaces (B, d) and (B, d 1 ) are homeomorphic.
Remark III.10. The spaces (B, d) and (B, d 1 ) are not homeomorphic. For instance, if P ∈ B is a rankone orthogonal projection, then Y t = (1 − t)P + t converges to P in d 1 as t → 0, but m(P, Y t ) = 0 so that d(P, Y t ) = 1 for all t > 0. The space (B, d 1 ) is compact, but (B, d) has an uncountable number of components.
Proof. We will show that m(Y, X) = lim n m(Y, X n ) and m(X, Y) = lim n m(X n , Y). Since Y ∈ B, we have Y > δ for some δ > 0. Given > 0 we have tr |X n − X| < and thus X n ≤ X + and X ≤ X n + for large enough n. Let 0 < t < 1 and choose small enough that t ≤ (1 − t)δ. Given λ ≤ m(Y, X), so λX ≤ Y, we have
for large n. Similarly, given λ ≤ lim inf n m(Y, X n ), we have
Taking t ↑ 1, we find that m(Y, X) = lim n m(Y, X n ).
To show that m(X, Y) = lim n m(X n , Y), let λ ≤ m(X, Y). Then λY ≤ X ≤ X n + , and thus
for large enough n. It follows that lim sup n m(X n , Y) ≤ m(X, Y). Similarly, if λ < lim inf n m(X n , Y), then (λ − /δ)Y ≤ X for large n. Thus lim inf m(X n , Y) ≤ m(X, Y), so lim n m(X n , Y) = m(X, Y) and the proof of (1) is complete.
To prove that (B, d 1 ) and (B, d) are homeomorphic, note that by the previous lemma d 1 ≤ 2d. Thus convergence in d implies convergence in d 1 on all of B. However, if X n ∈ B and X n converge to X ∈ B with respect to d 1 then by the first part of the lemma, lim n→∞ d(X n , X) = d(X, X) = 0 , so X n converge to X with respect to d.
Lemma III.11 (c.f. Lem. 10.6 of [14] ). Let φ ∈ S and let
Then,
Remark. The point is that the projective action of φ on B is contractive.
Let t ± and A ± be as in the proof of the prior lemma. Similarly, let s ± be the largest and smallest real numbers such that sφ ·
The linear map φ maps the two dimensional space spanned by A − , A + into the two dimensional space spanned by A − , A + . Let the matrix of this map be α β γ δ .
We claim that α, β, γ, δ ≥ 0. For example
It follows that
The verification that β ≥ 0 and δ ≥ 0 is similar. We also have αδ + βγ > 0. Indeed if αδ + βγ were zero, then the matrix would have a zero row or a zero column. A zero column would imply either φ(A − ) or φ(A + ) is zero, a contradiction. A zero row would imply that φ(A + ) and φ(A − ) are both proportional either to A + or A − . Suppose both are proportional to A − . Then both points would lie on the line between 0 and A − and also on the line between A − and A + . Since these lines intersect only in
Clearly c(φ) ≤ 1, since d(·, ·) ≤ 1. If φ ∈ S • then φ· is a continuous map from (B, d 1 ) into (B, d 1 ) . Thus by the previous lemma
is a continuous map of B × B into R, where we take the d 1 -product topology of B × B. Since B × B is compact we conclude that there are X, Y ∈ B such that
follows from part (1) .
and thus that
from which it follows that c(φ) = c(φ * ).
C. Existence of Z 0 and Z 0
Recall that we set Φ N = φ N • · · · • φ 0 , where φ n = φ T n ω .
Lemma III.12. Let the stopping time τ be defined by
Remark III.13. If we consider the filtration on Ω given by (F N ) ∞ N=0 , where F N is the σ-algebra generated by φ 0 , φ 1 , . . . , φ N , then τ is a stopping time in the sense that {ω | τ ω ≤ N} ∈ F N .
Thus with probability 1 there is τ < ∞ such that 
Proof. Since
and ln c(Φ N ) ≤ 0, it follows from the subadditive ergodic theorem that the limit and infimum exist, and that κ is given by the resulting limit of expectations. Since 0 ≤ c(Φ N ) ≤ 1, we see that 0 ≤ κ ≤ 1. However, by assumption (II.2) and Lem. III.11, we see that for some N we have c N < 1 with positive probability. Thus N −1 E (ln c N ) < 0 and so ln κ < 0.
We can now prove the existence of the limiting processes:
Lemma III.15. Let Φ * N and L N be as in Eq. (13) . As N → ∞, L N converges almost surely to a limit Z 0 such that 1. Z 0 ∈ B almost surely, and
It follows from Lem. III.12 that B N ⊂ B for large N. We also have B N ⊂ B N−1 and, by Lem. III.9 B N is compact for large N. Thus ∩ N B N is non-empty. On the other hand, However L N;Tω is a normalized eigenmatrix for
Thus φ * 0 · L N;Tω = Φ * N+1 · L N;Tω ∈ B N+1 , from which it follows that φ 0 · L N;Tω converges to Z 0 . Finally, let Y ∈ B. Then Φ * N · Y ∈ B N , so
as claimed.
The same argument can be applied to Φ −N = φ 0 • · · · • φ −N to conclude the existence and properties of Z 0 . Lemma III. 16 . Let Φ N and L N be as in Eq. (13) . As N → −∞, R N converges almost surely to a limit Z 0 such that 1. Z 0 ∈ B almost surely, and 2. φ 0 · Z 0;T −1 ω = Z 0 3. For Y ∈ B and N ≥ 0, we have d(Φ −N · Y, Z 0 ) ≤ c(Φ −N )
IV. PROOFS OF THE THEOREMS
A. Proof of Theorem II. 3 We have already established the existence of the matrices Z 0 , Z 0 . Let Z n = Z 0;T n ω and Z n = Z 0;T n ω .
Then Z 0 = φ 0 · Z −1 and Z 0 = φ * 0 · Z 1 by the second parts of Lems. III.16 and III.15. But then Z n = φ n · Z n−1 and φ * n · Z n+1
as claimed in the statement of the theorem.
B. Proof of Theorem II.4
Let µ ∈ (κ, 1) be as in Lemma III.14. Given m < n, let C. Proof of Theorem II. 5 We have
By Thm. II.4, there is 0 < µ < 1 such that tr φ m 2 −1 • · · · • φ n 1 +1 (M) − Z n 1 tr M ≤ C µ,x µ m 2 −n 1 tr[|M|] , for any D × D matrix M, where we have used the fact that φ * n 1 +1 • · · · φ * m 2 −1 (I) = I. The required inequality now follows.
