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Optical performance monitoring has gained much interest for potentially enabling efficient operation and management of dynamic optical networks. High-speed networks are subject to optical signal degradation, partially due to the amplified spontaneous emission (ASE) noise originating from erbium-doped fiber amplifiers (EDFA). Therefore, measuring the OSNR can be key in diagnosing the health of an optical communication system. Knowledge of the OSNR can help to: (i) identify failures and repair the network, (ii) re-route traffic, and (iii) allocate resources [1, 2] .
The OSNR is traditionally determined by interpolating the in-band noise based on out-of-band noise measurements, which is approximate and is difficult to realize accurately in the presence of switches due to outof-band filtering effects. Other OSNR monitoring approaches may utilize polarization [3] , or digital signal processing [4] [5] [6] . The former approach might be difficult to use with polarization multiplexed (pol-muxed [PM-]) signals, whereas the latter tends to require a full receiver for implementation.
In general, an OSNR monitor should be cost effective, robust, and independent of both the modulation format and bit rate. A delay-line interferometer (DLI) with quarter-bit delay-based OSNR monitoring was reported and has shown relative polarization independence and <0.5 dB measurement error [7, 8] . Operating guidelines, crosstalk dependencies, structure, and network decision support were explored in [9] [10] [11] [12] [13] [14] [15] . This DLI-based OSNR monitor is based on the principle of distinguishing the relative coherence between the signal and the noise. It measures the OSNR based on the relative output power at the constructive and destructive ports of a DLI, such that the signal experiences coherent interference and the noise does not. In general, this approach tends to require some a-priori knowledge of the initial conditions of the DLI-based monitor parameters, i.e., calibration..
In [16] , the dependence of the calibration on the extinction ratio was first reported for direct detectionbased systems. However, the precision of a fixed single-DLI monitor with changing system conditions has not been investigated, which may not remain robust: (a) if the signal encounters transmitter drift or a change in its parameters, (b) if the network operator propagates a different data signal in the link or replaces the transmitter unit, and (c) if the baud rate or modulation format of the data channel is varied.
In this letter, we experimentally examine the monitor accuracy when the initially measured conditions of the DLI-based monitor for a 25 Gbaud pol-muxed quadraturephase-shift-keying (QPSK) signal are kept fixed without updating (e.g., pre-calibrated) in the presence of various systems changes by modifying the transmitter and link parameters. The error in the OSNR reading as compared to an actual OSNR in the range of 10 to 20 dB remained <0.5 dB for changing modulation formats, transmitter modulator phase bias drift up to 32% of the half-wave voltage (V π ), and the modulator bias drifting within 20% of V π . However, errors exceeded 0.5 dB when the baud rate was tuned to 24 and 26 Gbaud without re-adjusting the DLI parameters used for the OSNR calculation.
The fundamental block for the DLI monitor consists of a band-pass filter (BPF) to select the desired channel and limit the noise, a DLI to split the incoming power into two different paths, power measurement units, and a simple processor to calculate the OSNR. When the DLI phase is at the null point, a small amount of modulated coherent signal power will appear at the DLI destructive port, while most of the power will appear at the constructive port. Thus, the ratio of the constructive power to the destructive power is much greater than one. However, when noncoherent noise arrives at the DLI, its power will split nearly equally, resulting in a power split ratio close to unity.
Because filters are linear systems, with the previous knowledge of distribution factors (i.e., calibration) of the two extreme cases-(i) noise-free signal (α) and (ii) the noise itself (β)-it is possible to represent the OSNR as a function of the distribution factor of the channel under test (δ) [17] . OSNR measurement thus depends on the matching between calibration factors and the channel being tested. This is shown in Eqs. (1) and (2) where P Const,Signal , P Const,Noise , P Const,Channel , P Dest,Signal , P Dest,Noise , and P Dest,Channel are the powers for signal, noise, and the channel under examination at the constructive and destructive ports, respectively. We also define NEB as the noise equivalent bandwidth of the BPF. 
As depicted in Fig.1 , we initially calibrated the monitor with its signal and noise distribution factors α and β under optimal conditions, defined as having flat spectrum ASE noise and a perfectly biased signal. We then varied the (i) phase bias, (ii) modulator bias, (iii) baud rate, (iv) modulation format, (v) wavelength, and (vi) link and measured the induced error in the OSNR reading. The changing conditions (i-vi) were emulated through tuning the transmitter parameters, and the cascaded structure of amplifiers represents longer links. We also related drifting bias scenarios to error vector magnitude (EVM) in Eq. (3) to evaluate the back-to-back modulated signal at the transmitter, as in [18] , where x j is the detected symbol, s j is the closest member of the symbol alphabet, and N is 4096 in our coherent receiver.
The experimental setup is depicted in Fig.2 . An inphase/quadrature (I/Q) modulator was driven by 2 31 -1 pseudo-random bit sequences (PRBS) with a variable clock to modulate a wavelength tunable continuous-wave (CW) laser. The modulator could be controlled to transmit either a binary-phase-shift-keying (BPSK) or QPSK signal. The clock can also be varied to generate different baud rates (10 to 30 Gbaud). The I/Q modulator has an automatic bias control circuit (ABC) to optimize the inner Mach-Zehnder modulators (MZMI and MZMQ) bias voltages (V I and V Q ) and to keep them at the null point. Moreover, the phase bias voltage (V Phase ) was optimized to realize a perfect QPSK constellation (ϕ=90 o ). In this experiment, the measured modulator's V π was 9.2 V. The modulator output was then sent to a higher-order QAM emulator to generate a 16-QAM signal. A single polarized signal was amplified and then split, delayed, and combined in a polarization beam splitter (PBS) to generate the pol-muxed signal. The signal at the transmitter was tapped to measure the back-to-back EVM and capture the constellation at the coherent receiver. Noise was generated either by using an ASE source, for Noise A, or through three consecutive EDFAs to emulate the noise accumulated through long links in Noise B. Both signal and noise were combined in a 50/50 coupler through variable attenuators for power adjustment, and then sent to the DLI-based OSNR monitor. The monitor has a 0.3 nm BPF connected to a polarization-insensitive DLI with a 100 GHz free spectral range (10 ps) and lowspeed photodiode PD1 (i.e., power detector) with 0.5% accuracy and 0.01 dB resolution. Using a configuration similar to that in [7] , only one of the output ports was connected to a low-speed photodiode to record the constructive and destructive powers when sweeping the DLI phase voltage (V DLI ) over a full cycle of 2V π .
We initialized the OSNR monitor by measuring the calibration factors α and β for the optimal 100 Gb/s 25 Gbaud PM-QPSK signal at 1552.52 nm (193.1 THz) impaired with Noise A. Both α and β were measured when attenuators blocked either the noise or the signal, respectively. The actual OSNR was measured at photodiode PD2 using the 10% tap after the BPF. First, we studied the impact of imperfect phase bias adjustment (Fig.3) . Figure 3(a) shows that the back-toback EVM reached 48.75% when the normalized phase bias voltage drift (V Phase,Drift ) defined in Eq. (4) was at 32%, where V Phase,optimal is the optimal voltage for ϕ=90 o . However, the OSNR monitor measurement showed independence of the signal phase bias and could still successfully read the OSNR within 0.5 dB of error. Fig.3(c) shows the back-toback constellations at the different EVMs in the experiment. According to [19] , this independence can be explained by the fact that modulator phase changes do not change the power detected at power meters. We then tuned the bias on the inner MZMs and defined the normalized drifting on these inner modulators, V I,Drift and V Q,Drift in Eq. (5) where V I,null , and V Q,null are the optimal null-point bias voltages. 
We first measured the error when the I-modulator was connected to the automatic bias control (V I,Drift =0) while the Q-modulator was manually changed from its optimal state (V Q,Drift ≠0). Figure 4 Fig.4(c) . For further analysis, random drifting was applied to both inner modulators (I and Q), as shown in Fig.5 . Results are plotted against the normalized root mean square voltage drifting (V RMS,Drift ) calculated as shown in Eq. (6). The measured back-to-back EVM at various V RMS,Drift points is shown in Fig.5(a) . Figure 5(b) shows that OSNR measurements could encounter 1 dB of error in the 20-40% range of V RMS,Drift and up to 1.7 dB of error when drifting higher than 40% of V RMS,Drift for the high OSNR case (OSNR=20 dB) occurs. Even so, state-of-the-art bias controllers allow negligible drifting under normal conditions [20] . Figure 5(c Figure 6 shows the impact of changing the baud rate and modulation format. The OSNR measurement error when varying only the baud rate and using the precalibration of the 25 Gbaud PM-QPSK signal is depicted in Fig.6(a) . A 1-Gbaud change in the baud rate caused more than 0.5 dB error for 15 and 20 dB OSNR cases. This suggests that the OSNR monitor does not tolerate such changes without a-priori knowledge and recalibration. This is supported by Fig.6(b) , where PM-BPSK, PM-QPSK, and PM-16-QAM signal calibration factors are plotted against the applied baud rate and they change from 43 to 13 in the range of 10-30 Gbaud which means calibration is baud rate dependent coherent addition of BPSK signals [21] ). At the baud rates in Fig.6(b) , the PM-QPSK calibration was applied to both PM-BPSK and PM-16-QAM for OSNR measurement and the error did not exceed 0.5 dB at 10, 15, and 20 dB OSNRs. In other words, it is only necessary to precalibrate for one modulation format at each planned baud rate to operate with less than 0.5 dB error. If 16-QAM signal is generated utilizing an optical I/Q modulator driven by 4-level electrical signals, it might be needed to re-calibrate again for that particular transmission signal. The monitor's performance under the changing wavelength is depicted in Fig.7 . This figure shows the maximum recorded error when we changed the wavelength and the BPF to a different ITU grid channel within the range of 1548-1561 nm (specifically: 1548.34, 1552.93, 1554.54, 1556.55, and 1560.61 nm). We tested applying the pre-calibration factors of the middle point (1554.54 nm) on all other channels without re-calibration, and tested updating the calibration in the monitor at each wavelength before OSNR measurement. In the first test, the maximum measured error was >0.5 dB at around 0.7 dB for the 20 dB OSNR case. This error might be due to the filter spectral profile dependence on the wavelength. However, the low and medium OSNRs' (10 and 15 dB) maximum errors remained within the 0.5 dB range. Therefore, for applications with tight constrains on the OSNR reading error at higher OSNRs, keeping calibration record for each wavelength is necessary. The study of the monitor's performance under the condition of changing the link is shown in Fig.8 . The ASE spectrums for the initial and re-routed noises (Noise A and B, respectively) are shown in Fig.8(a) . Figure 8(b) indicates that OSNR error stayed in the range of <0.5 dB when noise propagated through a long link scenario for 1552.52 nm PM-QPSK or PM-16-QAM signals at 25 Gbaud.
Our results focus mainly on experimental measurements. However, future simulation and theoretical analysis of the relationship between various impairments and OSNR measurement errors might provide insight into a more robust monitoring solution. For example, a network may be designed to operate under different pre-defined operating parameters. Subsequently, a network controller may potentially utilize the feedback from other elements in other parts of the network to help identify the impairments and correct the OSNR monitoring errors. 
