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ABSTRACT
We present a model for the hydrodynamics of a relativistic jet interacting with the
circum-stellar medium (CSM). The shocked CSM and the jet material are assumed
to be in an infinitely thin surface, so the original 2D problem is effectively reduced
to 1D. From general conservation laws, we derive the equation of motion for each
fluid element along this surface, taking into account the deceleration along the surface
normal due to newly swept-up mass and lateral expansion due to pressure gradient
in the tangential direction. The pressure and energy density of the shocked CSM are
given by the jump conditions at the forward shock. The method is implemented with
a finite-differencing numerical scheme, along with calculation of synchrotron emission
and absorption from shock-accelerated electrons, in a new code Jedi (for “jet dynam-
ics”). We present a number of test cases, including top-hat jet, power-law structured
jet, “boosted fireball” profile, and CSM with density jump at the wind termination
shock. Based on the agreement with other analytical and numerical calculations, we
conclude that our simplified method provides a good approximation for the hydrody-
namics and afterglow emission for a wide variety of jet structures and CSM density
profiles. Efficient modeling of the afterglow from e.g., neutron star mergers, will pro-
vide important information on the jet energetics, CSM properties, and the viewing
angle.
Key words: relativistic processes — hydrodynamics — methods: numerical —
gamma-ray bursts: general
1 INTRODUCTION
The hydrodynamics of a spherically symmetric blastwave ex-
panding in the surrounding medium were extensively studied
across the non-relativistic and relativistic regimes (Taylor
1950; Sedov 1959; Blandford & McKee 1976; Waxman 1997;
Rees & Mészáros 1998; Chiang & Dermer 1999; Huang et al.
1999; Piran 1999; Beloborodov & Uhm 2006; Pe’er 2012;
Nava et al. 2013). The case of a narrowly beamed relativistic
jet, such as in gamma-ray bursts (GRBs), is more complex
due to the effect of lateral expansion.
Initially, the Lorentz factor Γ is likely greater than the
inverse of the jet opening angle θj and hence the jet dynam-
ical evolution is effectively spherical. As the blastwave de-
celerates, lateral expansion becomes possible in the causally
connected region of the jet. Early analytical models assumed
that lateral expansion takes place at the local sound speed in
the comoving frame (Rhoads 1999; Sari et al. 1999). In the
ultra-relativistic limit, the sound speed (c/
√
3) is close to
the speed of light, so the jet opening angle is maintained at
θj ∼ Γ−1 as the jet decelerates. Lateral expansion proceeds
? wenbinlu@caltech.edu
exponentially because increasing θj leads to even faster de-
celeration as more circum-stellar medium (CSM) mass is
accumulated. This can be seen from energy conservation
E ∝ θ2j Γ2r3n(r) ∼ constant (for CSM density profile n(r)),
which gives the evolution of shock radius r ∼ constant. How-
ever, 2D (axisymmetric) relativistic hydrodynamic simula-
tions showed that lateral expansion is slower than in the
above picture, in the sense that most of the jet energy re-
mains in the initial opening angle until the blastwave slows
down to mildly relativistic speeds (Granot et al. 2001; Zhang
& MacFadyen 2009; van Eerten et al. 2010), and the flow
very gradually approaches spherical symmetry (De Colle
et al. 2012).
Unfortunately, reliable calculations of the jet dynamics
are expensive, especially when a large number simulations
are needed to fit observations such as the afterglow from
off-axis jet in neutron star merger event GW170817 (Abbott
et al. 2017; Mooley et al. 2018a; Troja et al. 2018; Margutti
et al. 2018; Ghirlanda et al. 2019a; Hajela et al. 2019). Semi-
analytical prescriptions for the lateral expansion speed (i.e.,
the time derivative of the jet opening angle θj) have been
used (Granot & Piran 2012; Duffell & Laskar 2018; Ryan
et al. 2019), but these are designed only for top-hat jets
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with a sharp edge at θj and it is unclear how to apply them
for realistic structured jet where the lateral expansion speed
varies at different locations.
In this paper, we propose a simple model that captures
the main physics of relativistic hydrodynamics in two di-
mensions. The basic idea is similar to that of Kumar &
Granot (2003) and Pe’er (2012) in that we assume that all
the jet and shocked CSM mass is confined in an infinitely
thin surface. Thus, our model is effectively one dimensional
and the goal is to capture the dynamical evolution of each
fluid element on this surface. The pressure and energy den-
sity of the shocked CSM are given by the jump condition
at the forward shock. Energy conservation determines how
the blastwave decelerates along the shock normal (or the
fluid velocity vector). Then, pressure gradient in the tan-
gential direction of the surface gives rise to the lateral ex-
pansion. In §2, we derive the differential equations governing
the dynamics. In §3, we numerically realize the dynamical
evolution using a finite-differencing scheme. Then, a num-
ber of test cases are shown in §4 and compared to earlier
works. Synchrotron emission and absorption from shock-
accelerated electrons are calculated in §5. We summarize
and provide a brief discussion of future applications in §6.
We use t for time in the lab-frame (which is at rest with
the compact object responsible for jet launching) and τ for
the time in the observer’s frame. Additionally, any quantity
with a prime (′) is measured in the comoving frame of the
fluid, and unprimed quantities are for the lab frame.
2 JET DYNAMICAL EVOLUTION
We start from an axisymmetric jet with angular structure
described by an arbitrary function dE/dΩ(θ), where θ is
the polar angle with respect to the jet axis. The initial four-
velocity profile is given by u0(θ), in the radial direction.
Hereafter, u = Γβv̂ denotes the spatial components of the
four-velocity, where Γ is the Lorentz factor and β = v/c is
the velocity normalized by the speed of light c. The density
profile of the CSM ρ0(r) is an arbitrary axisymmetric func-
tion of the position vector r. The initial CSM has negligible
velocity before the arrival of the jet-driven shock.
We assume that the jet duration is short (or the ra-
dial thickness is small) such that the reverse shock is non-
relativistic1 seen in the comoving frame of the unshocked jet.
In this case, the pressure and thermal energy of the shocked
jet region are negligible compared to the bulk kinetic energy.
If this assumption breaks down, our model still applies at
sufficiently late time after the reverse shock has crossed the
entire jet and the thermal energy of the shocked jet region
has diminished as a result of adiabatic losses.
We assume that, at any moment, both the jet material
and the shocked CSM are located in an infinitely thin surface
(hereafter “the jet surface”). At position r on the surface,
the mass column densities for the jet material and the swept-
up CSM are σj(r) and σ(r) respectively, and the local four-
velocity is u(r). In the following, we present a model for the
dynamical evolution of these quantities, under mass, energy,
and momentum conservation laws.
1 This is known as the “thin-shell” case in the GRB literature.
The pressure, rest-mass density, and energy density in
the comoving frame of the shocked CSM region are given by
the jump conditions at the forward shock
P ′(r) =
4
3
(Γ2 − 1)ρ0(r)c2, (1)
ρ′(r) = 4Γρ0(r), (2)
e′(r) = 4Γ2ρ0(r)c
2, (3)
where we have taken an equation of state with adiabatic in-
dex of (4 + Γ−1)/3 (see e.g., Uhm et al. 2012). Under the
thin shell assumption, we ignore the pressure inhomogene-
ity of the shocked CSM in the direction normal to the shock
surface. This may cause significant error near the transi-
tion region where the CSM density profile changes rapidly,
because in reality, it takes a sound-crossing time for the up-
dated pressure information near the shock front to propagate
through the shell of shocked CSM. However, the pressure
gradient perpendicular to the shock normal must be taken
into account to capture lateral expansion. At a given mo-
ment, the velocity vector u(r) is along the local shock nor-
mal, so the hydrodynamic force due to transverse pressure
gradient ∇⊥P ′ will bend the fluid’s trajectory by adding a
velocity component along the surface tangent direction. This
causes the jet to expand laterally.
Consider a small segment of the jet surface of area δA
near position r. The rest masses of the jet material and
swept-up CSM are given by Mj = σjδA and M = σδA. The
total energy of this fluid element is given by E = ΓMjc
2 +
T 00V , where V is the volume and T 00 = (e′ + P ′)Γ2 − P ′
is the “00” component of the relativistic energy-momentum
tensor in the lab frame. Making use of eqs. (1–3) and M =
Γρ′V , we obtain
E = ΓMjc
2 + Γ2(1 + β4/3)Mc2. (4)
After a short time step dt, this fluid element will sweep up
additional amount of rest mass dM = δAβcρ0(r) dt and
decelerate to Lorentz factor Γ̃ = Γ + dΓ (dΓ generally being
negative). From energy conservation, we obtain
E + dMc2 = Γ̃Mjc
2 + Γ̃2(1 + β̃4/3)(M + dM)c2. (5)
Combining eqs. (4) and (5) and only retaining linear-order
terms, we obtain
dΓ = − 4(Γ
2 − 1)β2
3Mj/M + 2(4Γ− 1/Γ3)
dM
M
,
=
4(Γ2 − 1)β2
3σj/σ + 2(4Γ− 1/Γ3)
βcρ0(r)
σ
dt
(6)
For the spherically symmetric case, the above equation de-
scribes the deceleration of a thin shell propagating through
the ambient medium, consistent with the ultra-relativistic
(Blandford & McKee 1976) and non-relativistic (Taylor
1950; Sedov 1959) limits. This was recently discussed by
Pe’er (2012). We note that Pe’er (2012) did not take into ac-
count a (small) derivative term of the adiabatic index with
respect to the Lorentz factor and hence their evolution does
not strictly conserve energy (causing ∼10% violation dur-
ing the Newtonian transition). It should also be pointed out
that our eq. (6) does not properly treat adiabatic loss as
the thermodynamic history is not self-consistently included.
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In particular, when the CSM density profile is ρ0 ∝ r−3 or
steeper, our treatment does not capture the re-acceleration
driven by PdV work. A better but more sophisticated solu-
tion is proposed by Nava et al. (2013).
In the tangent direction to the jet surface, pressure gra-
dient adds a velocity kick perpendicular to the local velocity
vector. Momentum conservation in the comoving frame gives
1
c2
dv′⊥
dt′
= − ∇⊥P
′
e′ + P ′ + ρ′c2σj/σ
, (7)
where ∇⊥P ′ = dP ′/|dr| (since |dr′| = |dr|) and we have as-
sumed that the jet material is simply “dragged along” when
the shocked CSM spreads in the lateral direction. In reality,
the shear at the contact discontinuity between the jet ma-
terial and the shocked CSM is subject to KelvinHelmholtz
instability. The amount of mixing and the resulting viscos-
ity is uncertain. However, our prescription is accurate in
both limits of Mj  ΓM and Mj  ΓM , because lateral
expansion is limited by causality before the jet decelerates
significantly (Mj  ΓM) and the inertia of the jet material
is subdominant after significant deceleration (Mj  ΓM).
Making use of dt′ = dt/Γ, we obtain a more convenient ex-
pression than eq. (7) for later numerical implementation
dv′⊥ = −
(
4Γ2ρ0(r)c
)−1 [σj
σ
+
4Γ2 − 1
3Γ
]−1
dP ′
|dr|dt. (8)
The qualitative difference between our treatment of lat-
eral expansion and the simplistic local sound-speed prescrip-
tion of Rhoads (1999) can be understood by comparing our
|v′⊥|/c to 1/
√
3 ∼ 1. Long after the deceleration time but
when the jet is still highly relativistic, eq. (7) roughly gives
v′⊥
c
∼ −ct′∇⊥P
′
4P ′
∼ − 1
4ΓP ′
dP ′
dθ
. (9)
The pressure profile is rather flat within the jet core θ  θc,
where θc being the angular size of the jet core. We gen-
erally have dP ′/dθ ∼ (θ/θc)aP ′/θc with a > 0 and hence
|v′⊥|/c ∼ (Γθc)−1(θ/θc)a. At angles θ  θc in the jet wing
region, the pressure profile may be described by a power-
law, so dP ′/dθ ∼ P ′/θ and hence |v′⊥|/c ∼ (Γθ)−1. The jet
break occurs when Γθc ' 1, and at this time the lateral ex-
pansion speed v′⊥/c is much smaller than unity (as in the
sound-speed prescription) by a factor of (θ/θc)
a within the
jet core and a factor of θc/θ in the jet wing. This qualita-
tive difference arises because lateral expansion is driven by
smoother pressure gradient rather than a rarefaction wave
expanding into vacuum (see also Kumar & Granot 2003;
Lyutikov 2012; Granot & Piran 2012).
We denote the tangent vector of the jet surface as
ê⊥(r), since it is perpendicular to the local velocity vec-
tor. It can be shown by Lorentz transformation that the
change in four-velocity caused by the transverse kick is
du⊥ = dv
′
⊥ê⊥. Since du⊥ only contributes a second-order
change in Lorentz factor (or kinetic energy), energy conser-
vation (eq. 6) is unaffected by the transverse kick. Thus,
the deceleration parallel to the velocity vector is given by
du‖ = d(Γβ)û = β
−1dΓû.
Therefore, after each time step dt, we update the four-
velocity vector of each grid point by
du =
dΓ
β
û+ dv′⊥ê⊥, (10)
𝒖
𝒓
𝒆
𝑦
𝑥
𝑖
𝑖−𝟷
𝑖+𝟷 {
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Figure 1. Sketch of the model. The jet axis is along the x̂ di-
rection. The jet material and the shocked CSM are confined in
a thin surface shown as the thick black solid line. The surface
is numerically discretized into Lagrangian grid points {ri}. The
velocity vector û of each point on the surface is along the local
surface normal. The dynamical evolution of each grid point is
determined by deceleration caused by newly swept-up CSM and
bending of the velocity vector due to pressure gradient in the
tangential direction.
and update the position by
dr = βdt û, (11)
where dΓ is given by energy conservation (eq. 6) and dv′⊥ is
given by momentum conservation in the transverse direction
(eq. 8). The mass column densities vary by
dσj = σj
(
δA
δÃ
− 1
)
, (12)
dσ = σ
[(
1 +
βcρ0
σ
dt
)
δA
δÃ
− 1
]
, (13)
where δÃ is the surface area at t+ dt, given by the updated
locations of the boundary grids.
To summarize, we have obtained a dynamical model
for the interaction between a structured jet and the CSM
with arbitrary density profile. The advantage of our model,
over two-dimensional relativistic hydrodynamic simulations,
is that the system is effectively one-dimensional with dis-
cretization only along the jet surface.
3 NUMERICAL METHOD
We first describe the initial conditions, then present the nu-
merical scheme based on the finite differencing, and finally
discuss the boundary conditions.
At the initial time t = t0, we discretize the jet surface
linearly in polar angles θ ∈ [0, π/2) into N grids according
to the initial conditions of dE/dΩ(θ) and u0(θ). Note that
dE/dΩ includes the rest mass energy of the jet material.
The inner-most grid point is at θ = 0. The location and
velocity of each grid point are
r = β0ct0r̂, β0 = (u0/γ0)r̂, γ0 = (u
2
0 + 1)
1/2. (14)
The initial column densities of jet material and swept-up
c© 0000 RAS, MNRAS 000, 000–000
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CSM are
σj =
dE/dΩ
γ0r20c
2
, σ =
1
3
ρ0(r)r. (15)
More realistically, the swept-up CSM column density should
be an integral along the radial direction from the origin to
the current location, but the difference is negligible as long
as we choose an initial time t0 much smaller than the decel-
eration time.
The goal is to trace the motion of each grid point {ri},
{ui} in a Lagrangian manner, and calculate the evolution
of column densities σi ≡ σ(ri) and σj,i ≡ σj(ri) at the grid
points.
The surface area of the i-th surface segment between ri
and ri+1 is denoted as δAi, which is given by
δAi = π(yi + yi+1)|ri+1 − ri|. (16)
The jet and CSM masses within this surface element of δAi
are Mj,i and Mi. After a time step dt, we update the grid
positions by
dri = βicûi dt, (17)
and then the updated surface area is
δÃi = π(yi+dyi+yi+1+dyi+1)|ri+1+dri+1−ri−dri|. (18)
The amount of newly swept-up CSM mass by the i-th surface
element is
dMi =
(δAi + δÃi)(|dri|+ |dri+1|)
4
· ρ0(ri + dri/2), (19)
whereas Mj,i stays unchanged. The column densities on the
grid points are given by averaging between the two neigh-
boring surface elements, so the change in σi and σj,i after
dt are given by
dσi =
1
2
(
Mi + dMi
Ãi
+
Mi−1 + dMi−1
Ãi−1
− Mi
Ai
− Mi−1
Ai−1
)
,
(20)
and
dσj,i =
1
2
(
Mj,i
Ãi
+
Mj,i−1
Ãi−1
− Mj,i
Ai
− Mj,i−1
Ai−1
)
, (21)
Note that the column density σi on the grid point at ri is dif-
ferent from Mi/Ai (which is the column density at position
ri + |ri+1 − ri|/2). The first-order difference is important
for maintaining numerical stability.
The pressure gradient at the i-th grid point is given by(
dP ′
|dr|
)
i
=
1
2
(
P ′i+1 − P ′i
|ri+1 − ri|
+
P ′i − P ′i−1
|ri − ri−1|
)
. (22)
This leads to the tangential velocity kick
dv′⊥,i = −
dt
4Γ2i cρ0(ri + dri/2)
[
σj,i
σi
+
4Γ2i − 1
3Γi
]−1(
dP ′
|dr|
)
i
.
(23)
The change in Lorentz factor is
dΓi = −
2(Γ2i − 1)β2i
3σj,i/σi + 2(4Γi − 1/Γ3i )
(
dMi
Mi
+
dMi−1
Mi−1
)
. (24)
Therefore, we update the velocity of the i-th grid point by
dui =
dΓi
βi
ûi + dv
′
⊥,i(ẑ × ûi). (25)
Finally, we describe our choice of boundary conditions.
We place the 0-th grid point at θ = 0 (on the jet axis), so
it does not experience any lateral expansion (dv′⊥ = 0) and
the velocity u0 is always along the x̂ direction. Note that
here the subscript 0 (meaning the 0-th grid) is not to be
confused with that of the initial conditions. The evolution
of the column densities are taken as
dσ0 =
M0 + dM0
Ã0
− M0
A0
, dσj,0 =
Mj,0
Ã0
− Mj,0
A0
. (26)
The evolution of Lorentz factor and velocity are taken as
dΓ0 = −
4(Γ20 − 1)β20
3σj,0/σ0 + 2(4Γ0 − 1/Γ30)
dM0
M0
, du0 =
dΓ0
β0
. (27)
We use outflow boundary conditions for the outer
boundary at θ = π/2, i.e., a grid point is removed once
it moves past the equatorial plane2. For the ib-th grid point
that is closest to the outer boundary at θ = π/2, the column
density evolution is taken as the linear extrapolation from
inner grids
dσib = dσib−1 + |rib − rib−1|
dσib−1 − dσib−2
|rib−1 − rib−2|
, (28)
and similarly for dσj,ib . The ratio dMib/Mib involved in the
Lorentz factor evolution dΓib is obtained using the same
extrapolation. As for the pressure gradient, we use the ”up-
wind” prescription(
dP ′
|dr|
)
ib
=
P ′i − P ′i−1
|ri − ri−1|
, (29)
which then gives the tangential velocity kick from eq. (23).
The above numerical scheme has been implemented in
the code Jedi (for “jet dynamics”) in C++. Test runs give
stable evolution from highly relativistic initial conditions
(e.g., Γ ∼ 103) to Newtonian speeds (e.g., β ∼ 0.1) in a
few seconds on a 2.3 GHz Intel core. Total energy is con-
served to better than 1%. Before presenting the results in
the next section, we discuss the machine units used in the
numerical calculations.
Physical quantities are converted into dimensionless
numbers using the deceleration radius/time of a spherically
symmetric blastwave of energy Eiso and four-velocity u0,max
in a medium of constant density ρnorm, as follows
length unit: rdec =
(
3Eiso
4πu20,maxρnormc
2
)1/3
,
time unit: tdec = rdec/c,
mass unit: Eiso/c
2,
(30)
where Eiso ≡ 4πdE/dΩ(θ = 0), u0,max ≡ u0(θ = 0), ρnorm is
a normalization constant in the CSM density function ρ0(r).
The above units conversion is equivalent to normalizing the
jet energy structure such that the peak isotropic energy is
unity, and normalizing the spacetime such that the decel-
eration radius and deceleration time are both unity. In this
way, one single scale-invariant simulation represents an en-
tire family of physical cases. The same scalings have been
used by the afterglow-fitting code Boxfit (van Eerten et al.
2012) to reduce the number of numerical runs.
2 In reality, due to the existence of a counter jet, a shock forms
when the outer wing of the jet reaches the equatorial plane. We
ignore the consequence of this shock since only a small fraction
of the total energy is involved.
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Figure 2. Evolution of angular structures u(θ) (upper panel) and
dE/dΩ(θ) (lower panel) for a top-hat jet with isotropic equivalent
energy Eiso = 10
52 erg, half opening angle θj = 0.1 rad, initial
four-velocity u0 = 100, and uniform ambient medium density n =
10−2 cm−3. We follow the evolution from ultra-relativistic initial
conditions until the jet decelerates to non-relativistic speeds. The
time for each snapshot is shown in the legend of the upper panel in
units of the lab-frame deceleration time tdec = 97 d as defined in
eq. (30), from t/tdec = 0.03 to 40. In the bottom panel, the arrows
show θ90 (in degrees), the angle within which 90% of the total
kinetic energy is contained. Note that, even when the entire jet
has decelerated to non-relativistic speeds β ' 0.2, the structure
is still non-spherical with θ90 ∼ 40o.
4 HYDRODYNAMIC RESULTS
In this section, we present the results from a few test runs
of Jedi. The detailed procedure for synchrotron emission
calculation will be presented in the next section.
In the current code implementation, we adopt power-
law functions for the angular structures of the energy and
four-velocity as follows (as considered by Mészáros et al.
1998; Rossi et al. 2002; Zhang & Mészáros 2002; Kumar &
Granot 2003)
dE
dΩ
(θ) =
Eiso
4π
[
1 + (θ/θc)
k
]−q/k
, (31)
u0(θ) = u0,max
[
1 + (θ/θc)
k
]−s/k
. (32)
We typically choose k = 2 but larger k can be used for a
sharper transition between the jet core and power-law wing.
4.1 Top-hat jet
We first show a test case of a (nearly) top-hat jet of angular
size θj = 0.1 rad with initial conditions given by Eiso =
1052 erg and u0,max = 100. To maintain continuity, we use
a sigmoid function to smoothly cutoff the energy near the
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Figure 3. Comparison between afterglow lightcurves from a top-
hat jet and spherically symmetric explosion. The line of sight
is aligned with the jet axis for all cases and the observer’s fre-
quency, ν = 1015 Hz, is chosen to be between νm and νc so as to
focus on the jet-break effect. The black lines are for the total flux
from both forward and counter jets, and the blue lines are for the
counter jet (the one moving away from the observer). The solid
line is for a top-hat jet of half opening angle 0.1 rad including
lateral expansion (LE). The dashed line includes the full emitting
sphere of a spherical explosion, and the dash-dotted line only in-
cludes the emission from the polar region of a sphere with half
opening angle 0.1 rad (no LE). The difference only arises after the
jet break at τ ∼ 1 d and various analytically expected (Sari et al.
1999) post-jet-break power-law behaviors are marked. The bot-
tom panel shows the numerical slopes, which are known to deviate
from analytical power-laws (Granot 2007, and references therein).
For all cases, we take isotropic equivalent energy 1052 erg, ini-
tial four-velocity u0 = 100, and uniform ambient medium density
n0 = 10−2 cm−3. Microphysical parameters for the forward shock
are εe = 0.1, εB = 10
−4, p = 2.5.
edge
S(x) =
1− ξ
1 + ex
+ ξ, x = 50(θ − θj), ξ = 10−5, (33)
with the asymptotic behaviors S → 1 (S → ξ) as x → −∞
(x → +∞). Other parameters that are not important for
this case are θc = 10
−0.9 rad, q = s = 4, and k = 5.
The dynamical evolution for the top-hat jet angular
structure at different times are shown in Fig. 2. We show
a sequence of the angular structures dE/dΩ(θ) and u(θ) at
t/tdec = 0.03 (almost identical to the initial condition), 1
(the jet starts to decelerate), 3, 5 (Γ ∼ θ−1j , jet break), 8,
12 (trans-relativistic), 20, 40 (non-relativistic). The full sim-
ulation runs from lab-frame time t = 0.3 d to 6000 d (and
the multi-band synchrotron emission is computed) in a few
seconds on a single CPU core.
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Figure 4. Positions of the jet surface at different epochs from t/tdec = 1 (innermost red curve) to 20 (outermost magenta curve), for
the top-hat jet case described in Fig. 2. Grid points are shown as dots. The jet is axisymmetric with its axis along x̂. The physical units
are rdec = 0.081 pc and tdec = 97 d.
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Figure 5. Evolution of angular structures u(θ) (upper panel) and
dE/dΩ(θ) (lower panel) for a power-law jet with peak isotropic
energy Eiso = 10
52 erg, core size θc = 0.1 rad, peak four-velocity
u0,max = 100, energy structure index q = 4, four-velocity struc-
ture index s = 2, and uniform ambient medium density n =
10−2 cm−3. The time for each snapshot is shown in the legend
of the lower panel in units of the lab-frame deceleration time
tdec = 97 d as defined in eq. (30), from t/tdec = 0.03 to 40.
We find that the energy in the jet-core region at θ < θj
is only substantially reduced when the Lorentz factor has
dropped below Γ ∼ 4 for this case (in agreement with Ku-
mar & Granot 2003). Thus, we expect that, for observers
near the jet axis (with the model parameters as described
above), simplistic afterglow emission model assuming no lat-
eral expansion should be fairly accurate before observer’s
time τ ' 8tdec/2Γ2 ∼ 20 d. According to our simulation,
the flux under lateral expansion is smaller than that from
spherical evolution by a factor of 3 at τ = 20 d, and the
discrepancy increases to about an order of magnitude at
later time. This is shown in Fig. 3, where we compare the
on-axis synchrotron lightcurves with and without lateral ex-
pansion at frequency ν = 1015 Hz (rest-frame UV), which
is between νm and νc (see §5 for definitions). Microphysical
parameters for the forward shock in this and other figures
in the paper are taken to be εe = 0.1, εB = 10
−4, p = 2.5 in
accord with inferences from observed GRB afterglows (e.g.
Santana et al. 2014; Nava et al. 2014; Zhang et al. 2015; Be-
niamini et al. 2016; Beniamini & van der Horst 2017). The
jet break — achromatic lightcurve steepening when the edge
of (the core of) the jet becomes visible to the observer —
is mainly caused by the “missing” contribution to the flux
compared to a spherical blastwave, whereas lateral expan-
sion plays a subdominant role. Lateral expansion is more im-
portant if the observer’s viewing angle is far from the jet axis
θobs > θj, e.g., for the observation of “orphan” afterglow. A
small amount of energy spreading from the core (< θj) to
the wing (> θj) will brighten the flux at early time. The
flux peaks when the core of the jet decelerates to a Lorentz
factor Γ ' θ−1obs, and if θobs > 1/4 rad (or 15
o), then the peak
flux (and peak time) will be substantially affected because
the jet energy has already spread out laterally.
Finally, the shape of the jet surface in different snap-
shots are shown in Fig. 4. We note that even when the jet
has decelerated to non-relativistic speeds, the overall shape
is still not spherical, in agreement with previous numerical
simulations (e.g., De Colle et al. 2012).
4.2 Power-law jet
We consider another test case of power-law jet structure,
which is more realistic than the top-hat case. The power-
law index for the energy structure is q = 4 and for the four-
velocity structure is s = 2. We take k = 2 for a smooth core-
wing transition, the peak isotropic energy Eiso = 10
52 erg,
core size θc = 0.1 rad, peak four-velocity u0,max = 100, and
a constant ambient medium density n = 10−2 cm−3. We
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Figure 6. Trajectories of the grid points (instead of locations of the jet surface as in Fig. 4) from t/tdec = 1 to 20 (black curves) for a
power-law jet as described in Fig. 5. We highlight the positions of the jet surface at a number of epochs from t/tdec = 1 (innermost red
curve), 3, 5, 8, 12 to 20 (outermost magenta curve). The physical units are rdec = 0.081 pc and tdec = 97 d.
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Figure 7. Lightcurves for a power-law jet for different viewing angles from 3o (nearly on-axis, black line) to 90o (edge-on, brown line)
at observer’s frequency ν = 1015 Hz (left panel, νm < ν < νc) and ν = 109 Hz (right panel, ν < νm in the Lν ∝ τ1/2 phase and
then νm < ν < νc at later time). The solid lines are for total flux (including both forward and counter jets), the dashed lines are for
contribution from the counter jet only. For the θLOS = 90
o case, the total flux is precisely twice of that from each jet. The faint dotted
lines are for the total flux from the same jet but without lateral expansion. The initial conditions are the same as in Fig. 5. Microphysical
parameters for the forward shock are εe = 0.1, εB = 10
−4, p = 2.5.
show the dynamical evolution of the jet structure in Fig. 5,
the numerical trajectories of the grid points in Fig. 6, and
synchrotron emission seen from different viewing angles in
Fig. 7 at two different frequencies ν = 109 Hz and 1015 Hz.
Similar to the top-hat case, the jet core loses significant
amount of energy due to lateral expansion only after the
Lorentz factor has dropped below about 5, and even when
the jet has decelerated to non-relativistic speeds, the global
structure approaches sphericity very gradually. We also find
that the on-axis lightcurve is similar to the top-hat jet case,
but the jet break occurs in a much smoother way. The off-
axis lightcurves show a large diversity from shallow decay
(viewing angle θLOS . 20o) to shallow rise (θLOS & 20o).
The former has been suggested as a possible explanation for
X-ray plateaus observed in the lightcurves of cosmological
GRBs (Eichler & Granot 2006; Beniamini et al. 2020a) and
the latter is similar to what was seen in GW170817. The
quantitative rise and decay slopes depend on and can be used
to constrain the jet structure (Granot et al. 2018; Ghirlanda
et al. 2019b).
The results for a narrower jet with θc = 0.03 rad
and u0,max = 300 (with other parameters the same) are
shown in the Appendix. The nontrivial differences from the
θc = 0.1 rad case are (1) lateral expansion occurs earlier and
faster (as predicted by eq. 9 that v′⊥/c ∼ (Γθ)−1), (2) the off-
axis lightcurves at θLOS & 10o have faster rises and sharper
peaks (in agreement with Mooley et al. 2018b). Quantita-
tively, by the time the Lorentz factor drops below about 10,
the energy contained within the jet core has decreased by a
factor of 3 for this case. The lightcurves with and without
lateral expansion show large differences up to a factor of 30.
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Figure 8. Trajectories of the grid points from t/tdec = 1 to 20 (black curves) for a power-law jet (same as in Fig. 5) propagating in
a wind. We highlight the positions of the jet surface at a number of epochs from t/tdec = 1 (innermost red curve), 3, 5, 8, 12 to 20
(outermost magenta curve). The physical units are rdec = 0.081 pc and tdec = 97 d. The wind termination shock at rw = 10
18 cm is
shown in a thick black dashed line. The density jump (by a factor of 4) at the termination shock causes mild lateral deflections at large
angles θ & 45o. This causes the late-time shape to be slightly closer to sphericity than the uniform CSM case.
We conclude that lateral expansion is more important for
narrower jets.
4.3 Wind termination shock
The third test case we consider has the same power-law an-
gular structure as in the second (θc = 0.1 rad and u0,max =
100) case but a non-uniform CSM density profile as follows
(Nakar & Granot 2007)
ρ0(r) =
{
ρw(r/rw)
−2, for r < rw,
4ρw, for r > rw,
(34)
where rw is the radius of the wind termination shock and
ρw is the wind density at rw. This is motivated by (1)
long/soft GRBs are known to originate from the death of
massive He stars at low metallicity (Woosley & Bloom 2006),
and (2) late-time (t & 10 hr, the “normal decay” segment)
afterglow observations favor a constant CSM density for
most GRBs rather than a r−2 profile (e.g., Chevalier & Li
2000; Panaitescu & Kumar 2002). For a massive star with
mass loss rate of Ṁ = 10−6Ṁ−6 M yr
−1 and wind speed
vw = 3× 108vw,8.5 cm s−1, if the ambient medium confining
the wind bubble has pressure Pa = 10
−9Pa,−9 dyne cm
−2,
then the radius of the termination shock is given by the
pressure balance Ṁvw/(4πr
2
w) = Pa, which means rw =
1.2 × 1018 cm (Ṁ−6vw,8.5/Pa,−9)1/2 (Ramirez-Ruiz et al.
2005; van Marle et al. 2006). The large fiducial pressure
is expected if the progenitor star is embedded in a cluster
of massive stars. For instance, a modest number N ∼ 102
of such windy stars concentrated in a radius of a few par-
secs can provide a high-pressure (∼ 10−9 dyne cm−2) intra-
cluster medium of shocked wind.
Thus, we take rw = 10
18 cm and ρw corresponding to
number density of nw = 2.5× 10−3 cm−3 in eq. (34) so that
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Figure 9. Evolution of angular structures u(θ) (upper panel) and
dE/dΩ(θ) (lower panel) for a power-law jet with peak isotropic
energy Eiso = 10
52 erg, core size θc = 0.1 rad, peak four-velocity
u0,max = 100, energy structure index q = 4, four-velocity struc-
ture index s = 2. The CSM density profile is a wind with termi-
nation shock at rw = 1018 cm and then uniform ambient medium
density n = 10−2 cm−3 at larger radii r > rw. The time for each
snapshot is shown in the legend of the lower panel in units of
the lab-frame deceleration time tdec = 97 d as defined in eq. (30),
from t/tdec = 0.01 to 40.
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Figure 10. Lightcurves for different viewing angles from 3o
(nearly on-axis, black line) to 90o (edge-on, brown line), with ap-
propriate vertical offsets added for clarity. We focus on the rw18
case with wind termination shock at rw = 1018 cm as shown in
solid lines. The dashed lines are for the same wind but without
termination shock, and faint dotted lines are for uniform CSM
with the same density as that at r > rw (already shown in Fig.
7). All three cases have the same jet angular structure (as shown
in the left panel of Fig. 5). Microphysical parameters for the for-
ward shock are εe = 0.1, εB = 10
−4, p = 2.5. We see two asymp-
totic behaviors: at early time before the emitting material reaches
the termination shock, the lightcurves are shaped by jet-wind in-
teraction; and at late time after the emitting material has long
passed the termination shock, the observer sees similar afterglow
emission as in the uniform CSM case.
the density is the same as the second test case at radius
r > 1018 cm (for the purpose of better comparison). To avoid
numerical noise injection, the density jump at the termina-
tion shock is smoothed over ∆log r = 0.01 using a sigmoid
function. The results are compared against (1) a pure wind
CSM case without termination shock and (2) the uniform
CSM case as considered earlier.
A caveat for simulating a power-law structured jet in-
teracting with a wind CSM profile is that deceleration at
large polar angles θ  θc may be much faster than near
the jet axis. In the absence of lateral expansion, the decel-
eration radius scales as rdec ∝ (dE/dΩ)u−20 ∝ θ2s−q for a
wind profile n ∝ r−2 as compared to rdec ∝ θ(2s−q)/3 for the
constant density case. In reality, the materials far from the
jet axis have lower Lorentz factors, undergo rapid lateral ex-
pansion, and hence decelerate rapidly. To capture this rapid
deceleration, which is important for the lightcurves at large
viewing angles θLOS & 50o, the simulations must start at
time t0 ≪ tdec. Here tdec is our machine time unit as given
by eq. (30) and we take the density normalization to be
ρnorm = 4ρw. In practice, we obtained good convergence by
taking t0/tdec = 10
−5 or smaller, and since our time stepping
is logarithmic, this only slightly increases the computational
cost.
The results for this case are shown in Figs. 8, 9, 10.
Compared to the constant density case, deceleration and
lateral expansion occur earlier (before reaching the termi-
nation shock). By the time the jet Lorentz factor decreases
to 10, the energy contained within the jet core has dropped
by a factor of 2. At very late time t & 20tdec, most parts of
the jet have passed the termination shock and the angular
structure is slightly more spherical than but overall quite
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Figure 11. Evolution of angular structures u(θ) (upper panel)
and dE/dΩ(θ) (lower panel) for a boosted-fireball model of Duf-
fell & MacFadyen (2013) with η0 = γB = 8, peak isotropic
energy Eiso = 10
53 erg, and uniform ambient medium density
n = 10−2 cm−3. The time for each snapshot is shown in the leg-
end of the lower panel in units of the lab-frame deceleration time
tdec = 178 d as defined in eq. (30), from t/tdec = 0.03 to 40.
similar to that of the uniform CSM case. The lightcurves
are initially shaped by jet-wind interaction and the fluxes at
all viewing angles are much brighter than the uniform CSM
case before the emitting material hits the termination shock.
The density jump (by a factor of 4) at the termination shock
generally brightens the afterglow emission, but the flux en-
hancement is very mild and smooth for small viewing angles
θLOS . 10o as is typically the case for most GRBs discov-
ered by prompt γ-ray emission. This is in agreement with
the results of Nakar & Granot (2007), see also Uhm & Be-
loborodov (2007); Uhm & Zhang (2014). However, at larger
viewing angles θLOS & 30o, the flux enhancement due to ter-
mination shock is noticeable in the form of a smooth bump.
The height of the bump is roughly given by the flux peak
seen from far off-axis in the uniform CSM case. This signa-
ture should be searched for in future nearby off-axis GRBs.
4.4 Boosted fireball and comparison to JetFit
The last test case we consider is the “boosted fireball” model
used by Duffell & MacFadyen (2013); Wu & MacFadyen
(2018). This is for the purpose of comparing our numeri-
cal results to that from more realistic 2D simulations. The
“boosted fireball” structure is described by 2 parameters η0
(the Lorentz factor in the center-of-mass comoving frame)
and γB (the linear boost), which give peak Lorentz factor
2η0γB and jet opening angle ∼ γ−1B (Duffell & MacFadyen
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Figure 12. Lightcurves for a boosted-fireball jet for different
viewing angles from θLOS = 0.03 (black) to 0.8 rad (green lines),
including contributions from both forward and counter jets. The
dash-dotted lines show the lightcurves of the corresponding cases
from 2D hydrodynamic simulation (Wu & MacFadyen 2018).
Microphysical parameters for the forward shock are εe = 0.1,
εB = 10
−4, p = 2.15.
2013). Our fiducial power-law model is described by 4 pa-
rameters θc, q, s and u0,max and is hence more flexible
3.
Our test case has η0 = γB = 8, and the corresponding
best-match power-law model parameters are θc = 0.13 rad,
q = 6.24, s = 2.12, k = 2, and u0,max = 127. The evolution
of the angular structure is shown in Fig. 11. Then in Fig.
12, we compare the lightcurves from Jedi with the corre-
sponding cases as computed by JetFit (Wu & MacFadyen
2018), which is based on 2D numerical simulations. We find
reasonable agreement within a factor of 2 for small viewing
angles θLOS . 0.3 rad, but for larger θLOS, there is a dis-
crepancy in the early flux rise. This is likely because when
JetFit compresses the 2D numerical simulation results into
the so-called “Box” snapshots (to reduce memory demand),
there is a maximum polar angle θ99 within which 99% of
the total energy is contained (van Eerten et al. 2012). At
early time when lateral expansion is not significant, we have
θ99 ' 0.35 rad for the current case considered. Physically,
the early time flux comes from the far off-axis part of the
jet at θ ∼ θLOS (although this region may only contain a
small fraction of the total jet energy), and at later time as
each part of the jet decelerates, the observer sees flux contri-
butions from smaller and smaller polar angles (e.g., Granot
et al. 2018; Ryan et al. 2019; Beniamini et al. 2020b). This
means that the early time emission from larger viewing an-
gles θLOS & θ99 may be strongly affected by the “Box” com-
pression. Near the peak time when most of the flux comes
from near the jet core, the results between Jedi and JetFit
agree within a factor of about 2. This small difference may
be due to the fact that the jet energy is not concentrated in
3 We note that not all “boosted fireball” structures can be well
described by a power-law model. It is unclear which choice is more
physical, because the realistic jet structure depends on both the
central engine properties and the interaction with a cocoon, which
is due to the jet punching through the star or dense material in
the immediate vicinity of the compact object (e.g., Ramirez-Ruiz
et al. 2002; Lazzati et al. 2009; Bromberg et al. 2011; De Colle
et al. 2018; Gottlieb et al. 2018; Kathirgamaraju et al. 2018).
an infinitely thin shell in the “boosted fireball” structure (see
Fig. 1 of Wu & MacFadyen 2018) and that these two codes
compute synchrotron emission in slightly different ways.
To conclude this section, we find that our simplified and
highly efficient method provides a good approximation for
the hydrodynamics of relativistic jets and their synchrotron
emission for a wide variety of jet structures and CSM density
profiles.
5 SYNCHROTRON EMISSION
In this section, we calculate the synchrotron emission from
the CSM swept up and heated by the forward shock, based
on the standard afterglow theory (see Kumar & Zhang
2015, for a recent review). We provide a full description
of our method for completeness. The qualitative improve-
ments upon previous works based on hydrodynamic sim-
ulations are: (1) synchrotron self-absorption is taken into
account self-consistently, and (2) the spectral shape near
break frequencies (νa, νm, and νc) are calculated in an ac-
curate way (based on the assumption of broken power-law
electron Lorentz factor distribution).
We describe the procedure for a particular Lagrangian
fluid element, with its mass gaining history M(t), trajectory
r(t), u(t), and surface area evolution A(t). Any quantity Q
in the fluid comoving frame is denoted as Q′. The total flux
is the sum of all fluid elements. The observer’s line of sight
(LOS) is placed at an angle θLOS with respect to the jet axis.
We consider the observer to be located in the host galaxy
rest frame (it is straightforward to include a cosmological
redshift). At observer’s time τ , we (linearly) interpolate the
numerical trajectory of the fluid element r(t) to find the
position and lab-frame time t corresponding to the photon
arrival time,
τ = t− (r/c) cos θobs, (35)
where θobs is the angle between the LOS and the radial
vector r, given by
cos θobs = sin θLOS sin θ cosφ+ cos θLOS cos θ, (36)
where θ is the polar angle between r and the jet axis and
φ is the azimuthal angle. The shocked region for each fluid
element is considered as a slab whose normal direction is
parallel to its velocity vector u(t). The specific intensity at
observer’s frequency ν on the surface of the slab in the ob-
server’s direction is denoted as Iν , which is directly related
to the observed flux. The angle between the LOS and u is
denoted as θ̄obs in the lab frame and θ̄
′
obs in the comoving
frame, given by
cos θ̄obs = sin θLOS sin θu cosφ+ cos θLOS cos θu, (37)
and
cos θ̄′obs =
β − cos θ̄obs
1− β cos θ̄obs
, (38)
where θu is the angle between the velocity vector and the jet
axis. Note that θu is generally different from θ due to lateral
expansion. Thus, the Doppler factor is given by
D =
[
Γ(1− β cos θ̄obs)
]−1
. (39)
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The specific intensity in the lab frame is related to that in
the comoving frame I ′ν′ by
Iν = I
′
ν′D3, ν = ν′D. (40)
Under the assumption of a uniform slab, the intensity in the
comoving frame is given by the solution of one-dimensional
radiative transfer (Rybicki & Lightman 1979, eq. 1.30)
I ′ν′ = (1− e−τν′ )
P̄ν′
4πσ̄ν′
, (41)
where P̄ν′ is the average specific power per electron in
the fluid comoving frame (emissivity = Pν′/4π assuming
isotropic plasma), σ̄ν′ is the averaged synchrotron self-
absorption cross section, and τν′ is the optical depth along
the direction of the LOS (not to be confused with the ob-
server’s time in earlier sections), given by
τν′ =
σ̄ν′Ne
| cos θ̄′obs|A
, (42)
and Ne is the total number of relativistic electrons. Then,
the isotropic equivalent specific luminosity at frequency ν
contributed by this fluid element is given by (see proof in
the Appendix)
Lν = 4πIνA| cos θ̄′obs|. (43)
Given the host galaxy’s redshift zhost and luminosity dis-
tance DL, the specific luminosity Lν can be easily con-
verted to flux density Fνobs at the redshifted frequency
νobs = ν/(1 + zhost) by νobsFνobs = νLν/(4πD
2
L).
In the following, we discuss the electron Lorentz fac-
tor distribution and magnetic fields of the shocked CSM,
following the standard procedure (e.g. Sari et al. 1998).
We assume that electrons and magnetic fields share
fractions εe and εB of the thermal energy density of the
shocked CSM (e′−ρ′c2, not including rest-mass). The mag-
netic field strength in the comoving frame is
B′ =
[
32πΓ(Γ− 1)εBρ0(r)c2
]1/2
, (44)
where ρ0(r) is the density of the pre-shock CSM at position
r. Electrons are accelerated to a power-law momentum dis-
tribution of index p. Since generally 2 < p < 3, the majority
of kinetic energy is in the lowest energy but relativistic par-
ticles, so the minimum Lorentz factor is taken as (Granot
et al. 2006; Sironi & Giannios 2013)
γm = max
[
2, (Γ− 1)εe
p− 2
p− 1
mp
me
]
. (45)
Note that electron Lorentz factor in the fluid comoving
frame is denoted as γ without a prime (since there is no
possible confusion). Radiative cooling is important for elec-
trons above the Lorentz factor γc, which is given by equating
the dynamical time t′dy = t/2Γ to the synchrotron cooling
time t′c = 6πmec
2/(γσTcB
′2),
γc =
12πΓmec
B′2tσT
, (46)
where σT is the Thomson scattering cross section. Since the
thermal energy density of the (one-zone) shocked region is
dictated by the forward-shock jump condition at each mo-
ment, we do not self-consistently take into account adiabatic
cooling. We are making only a small error because the num-
ber of adiabatically cooled electrons (injected before ∼ t/2)
and their synchrotron flux are subdominant compared to the
freshly injected ones (from ∼ t/2 to t). The total number of
relativistic electrons in a fluid element is given by the total
energy of relativistic electrons (γ > γm) being (Γ−1)εeMc2,
i.e.
Ne =
p− 2
p− 1(Γ− 1)εe
M
γmme
. (47)
Note that if γm > 2, then Ne = M/mp, meaning that all
electrons are relativistic. The shape of the electron Lorentz
factor distribution is complex near the transition at γc, and
we use the following simplified broken power-law (Nγ ≡
dN/dγ)
Nγ =
{
Ne
p−1
γm
(γ/γm)
−p for γm < γ < γc,
Ne
(p−1)γc
γ2m
(γ/γm)
−1−p for γ > γc.
(48)
The fast cooling case with γc < γm is yet to be implemented
in a future version of the code. We also note that the current
implementation does not take into account inverse-Compton
emission and cooling (by scattering synchrotron or exter-
nal photons). If (εe/εB)(γc/γm)
2−p & 1 (since a fraction
(γc/γm)
2−p of the energy shared by electrons is radiated as
photons), synchrotron self-Compton (SSC) cooling reduces
γc and modifies the electron Lorentz factor distribution Nγ
above γc. A self-consistent treatment of SSC is needed to
correctly model the afterglow at high frequencies (Sari &
Esin 2001; Nakar et al. 2009; Beniamini et al. 2015).
The specific synchrotron power at ν′ for an electron of
Lorentz factor γ, averaged over an isotropic distribution of
pitch angles α, is given by
Pν′ =
√
3e3B
mec2
F̃ (ν′/ν′syn), ν
′
syn =
3γ2eB′
4πmec
, (49)
F̃ (x) =
∫ π/2
0
F
( x
sinα
)
sin2 α dα, (50)
where F (x) = x
∫∞
x
K5/3(z)dz is the synchrotron function
described by modified Bessel functions. Using the asymp-
totic behavior of F (x) given by Ginzburg & Syrovatskii
(1965), we obtain
F̃ (x) ≈
{
a0x
1/3(1 + a1x
2/3 + a2x
2), for x 1,
a3 x
1/2e−x, for x 1,
(51)
where a0 = 1.8084, a1 = −1.0030, a2 = 0.46875, a3 =
2.8132. The values in between x ∈ (10−3, 30) are computed
for a fine numerical grid and then interpolated (in log space)
to arbitrary x with the linear method. For the broken power-
law Lorentz factor distribution in eq. (48), the average spe-
cific power per electron at frequency ν′ is given by
P̄ν′ =
1
Ne
∫ ∞
γm
dγ NγPν′ =
√
3e3B
mec2
I1. (52)
The average absorption cross section at frequency ν′ is given
by (Rybicki & Lightman 1979, eq. 6.50)
σ̄ν′ =
−c2
8πNeν′2
∫ ∞
γm
dγPν′γ
2 d
dγ
(
Nγ
γ2
)
=
√
3e3B′
8πmeν′2γm
I2. (53)
For convenience, we have defined the following functions
I1(xc, xm, p) =
p− 1
2
x
− p
2
+ 1
2
m (g3(xm)− g3(xc))
+
p− 1
2
(
xm
xc
)1/2
x−p/2m g2(xc),
(54)
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I2(xc, xm, p) =
p− 1
2(p+ 2)
x−p/2m (g2(xm)− g2(xc))
+
p− 1
2(p+ 3)
(
xm
xc
)1/2
x
− p
2
− 1
2
m g1(xc),
(55)
xm = ν
′/ν′m, xc = ν
′/ν′c, ν
′
m/c = γ
2
m/c
3eB′
4πmec
, (56)
gn(p, x) =
∫ x
0
x(p−n)/2F̃ (x)dx, n = 1, 2, 3. (57)
The asymptotic behavior of gn in the limit x 1 is
gn(p, x) = 2a0
(
x(3p−3n+8)/6
p− n+ 8/3
+
a1x(p−n+4)/2
p− n+ 4
+
a2x(3p−3n+20)/6
p− n+ 20/3
)
.
(58)
In the other limit x 1, gn(p, x)→ gn(p,∞) (independent
of x). For x ∈ (10−3, 30), we compute the numerical values
of gn(p, x) (for n = 1, 2, 3) for a fine 2D grid and then inter-
polate to arbitrary values of x (in log space) and p ∈ (2, 3)
with the bilinear method. For x < 10−3 or x > 30, we use
the above asymptotic functions.
Therefore, we can efficiently calculate the numerical val-
ues of P̄ν′ and σ̄ν′ at any frequency ν
′, for any broken power-
law electron Lorentz factor distribution whose shape is de-
scribed by γm, γc, and p according to eq. (48). Then we ob-
tain the specific intensity on the surface of the fluid element
according to eqs. (41) and (40), and finally the luminosity
by eq. (43). In the Appendix, we also provide a method to
calculate the proper motion of the flux centroid, which is
useful for sufficiently nearby jets viewed from off-axis.
6 SUMMARY AND DISCUSSION
We have presented a new model for the hydrodynamics of
a relativistic jet interacting with the surrounding medium,
taking into account lateral expansion. The 2D axisymmetric
hydrodynamic problem is simplified into a 1D calculation by
assuming that the jet and swept-up CSM material are con-
fined in an infinitely thin surface. We derive the equation
of motion for each fluid element on the surface from basic
conservation laws. The pressure of the shocked CSM is given
by the jump conditions at the forward shock, and the pres-
sure gradient between neighboring fluid elements drives lat-
eral expansion. The method is implemented in a numerical
(C++) code Jedi, which solves the jet evolution from ultra-
relativistic initial conditions to non-relativistic speeds, as
well as the synchrotron flux at arbitrary viewing angles and
frequencies, in a few seconds on a single CPU core. We have
demonstrated in a number of test cases that our method
provides a good approximation for the hydrodynamics and
afterglow emission for a wide variety of jet structures and
CSM density profiles.
The majority of GRBs discovered by prompt γ-ray
emission have their jet axis nearly aligned with our line of
sight (Beniamini & Nakar 2019). It is difficult to constrain
their angular structures beyond the jet core which contains
most of the energy and dominates the afterglow flux at all
time. Recently, joint gravitational wave-electromagnetic de-
tections of GW170817 from an off-axis viewing angle (Ab-
bott et al. 2017) makes it possible to learn about the jet
structure because the flux before 150 d is dominated by large
polar angle regions far from the jet axis (e.g., Lazzati et al.
2018; Granot et al. 2018). Valuable constraints on the jet
structure may also be obtained by the properties of the
prompt emission that will be seen in the population of fu-
ture GW detected short GRBs (Beniamini et al. 2019). Our
model provide an efficient way to constrain the jet structure
and CSM density profile of similar off-axis events. We will
present the application to the afterglow of GW170817 in a
separate paper.
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Rendón B., 2005, ApJ, 631, 435
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2006, A&A, 460, 105


d


LOS

Figure A1. A small emitting patch (thick black line) of area
A moving in the û direction, which is also the normal direction
of the patch. The angle between the velocity vector û and the
observer’s LOS is θ. Since the patch is moving near the speed
of light, the equal-arrival-time surface (thick red line, n̂ being
its normal direction) is tilted from the orientation of the patch
in the lab frame by an angle α, given by eq. (A3). The appar-
ent projected size of the patch seen by the observer is given by
A cos(α+ θ)/ cosα.
APPENDIX A: APPARENT AREA OF AN
INCLINED SURFACE AT RELATIVISTIC
SPEED
We consider a small emitting patch of area A moving in
the direction normal to the surface at speed βc, and the
observer’s LOS is at an angle θ with respect to the velocity
vector u (or the normal) of the surface. In this section, we
show that the apparent area of the surface is A| cos θ′|, i.e.
the flux density received from the observer is given by
Fν = IνA| cos θ′|/D2, (A1)
where Iν is the specific intensity at the surface in the lab
frame, D is the distance to the surface, and θ′ is the angle
between the LOS and the surface normal in the comoving
frame.
The surface is small so that it can be considered as a
patch on a sphere that is expanding in the radial direction
(the center of the sphere may not be coincident with the
center of explosion). We consider 0 < θ < π/2 only but
the result is applicable for θ > π/2 as well. Emission from
different parts of the surface arrive at the observer at dif-
ferent times. At observer’s time τ , the equal-arrival-time (at
τ) surface are at radius
req(θ) = βcτ/(1− β cos θ). (A2)
We see that the angle between the velocity vector (the radial
direction) and the normal vector of the equal arrival time
surface α is given by
tanα =
1
req
∣∣∣∣∂req(θ)∂θ
∣∣∣∣ = β sin θ1− β cos θ . (A3)
Thus, the physical surface area A is stretched to a larger size
of A/ cosα by the arrival time effects. With respect to the
LOS, the equal-arrival-time surface is inclined at an angle
α+θ, so the observer sees a solid angle spanned by the emit-
ting patch D−2A cos(α + θ)/ cosα (D being the distance).
Therefore, the apparent projected size is given by
A cos(α+ θ)
cosα
= A(cos θ−tanα sin θ) = A cos θ − β
1− β cos θ . (A4)
The multiplication factor is equal to cos θ′ = (cos θ−β)/(1−
β cos θ) as given by Lorentz transformation of null rays. We
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Figure B1. The relative positions of two coordinate systems.
Black arrows show the Cartesian base vectors of the coordinate
system we have used to describe the jet hydrodynamics. The jet
axis is aligned with x̂, and the observer’s LOS is along the direc-
tion of êLOS, which is at an angle θLOS from x̂. The base vectors
of the plane of the sky are êxp and êyp, and we choose êxp to be
in the x-y plane and êyp to be along −ẑ.
note that in the optically thin limit, the intensity is propor-
tional to the optical depth of the shell τν ∝ Ne/(A| cos θ′|)
as calculated in the comoving frame, so the observed flux
density is independent of the orientation of the surface, in
agreement with our physical intuition.
APPENDIX B: PROPER MOTION OF THE
FLUX CENTROID
We project the position of a fluid element r expressed in the
coordinate centered on the explosion center as (x, y, z) =
r(cos θ, sin θ cosφ, sin θ sinφ) onto the plane of the sky. The
jet axis is aligned with x̂, and the observer’s LOS is along
the direction of êLOS, which is at an angle θLOS from x̂. The
base vectors of the plane of the sky are êxp and êyp, and we
choose êxp to be in the x-y plane (so the jet axis projected
on the plane of the sky is along êxp), and êyp is along −ẑ.
The geometry is shown in Fig. B1. The projected position
of r is given by (xp, yp) = (r · êxp, r · êyp), i.e.,
xp = r(sin θLOS cos θ − cos θLOS sin θ cosφ),
yp = −r sin θ sinφ.
(B1)
The observer is at an angular-diameter distance DA
away from the host galaxy, so the angular position of r is
(θxp, θyp) = (xp/DA, yp/DA). At each given observer’s time
τ , we calculate the intensity Iν from the surface of each
fluid element on the equal-arrival-time surface as a function
of projected position (θxp, θyp). Since the jet is symmetric
in the êyp direction, the flux centroid is described by the
intensity-weighted mean position θ̄xp, given by
θ̄xp =
∫∫
θxpIν(θxp, θyp)dθxpdθyp∫∫
Iνdθxpdθyp
. (B2)
The apparent angular speed (or proper motion) of the flux
centroid between two epochs tobs,1 and tobs,2 is given by
vθ =
θ̄xp(tobs,2)− θ̄xp(tobs,1)
tobs,2 − tobs,1
, (B3)
in units of radian per second.
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Figure C1. Lightcurves for a narrowly collimated power-law jet
at ν = 1015 Hz (left panel, νm < ν < νc) and 109 Hz (right panel,
ν < νm in Lν ∝ τ1/2 phase but later on νm < ν < νc) from differ-
ent viewing angles marked along each line. The initial conditions
differ from that in Fig. 7 only in θc = 0.03 and u0,max = 300. The
solid lines are for total flux (including both forward and counter
jets), the dashed lines are for contribution from the counter jet
only. The faint dotted lines are for the total flux from the same
jet but without lateral expansion. Microphysical parameters for
the forward shock are εe = 0.1, εB = 10
−4, p = 2.5.
APPENDIX C: NARROW POWER-LAW JET
We also show the results from a narrow power-law jet case
with θc = 0.03 rad and u0,max = 300 in Figs. C1, C2, and
C3. Other parameters are shown in the caption of Fig. C2.
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Figure C2. Evolution of angular structures u(θ) (left panel) and dE/dΩ(θ) (right panel) for a power-law jet with peak isotropic energy
Eiso = 10
52 erg, core size θc = 0.03 rad, peak four-velocity u0,max = 300, energy structure index q = 4, four-velocity structure index
s = 2, and uniform ambient medium density n = 10−2 cm−3. The time for each snapshot is shown in the legend of the right panel in
units of the lab-frame deceleration time tdec = 45 d as defined in eq. (30), from t/tdec = 0.01 to 40.
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Figure C3. Trajectories of the grid points from t/tdec = 1 to 20 (black curves) for a power-law jet as described in Fig. C2. We highlight
the positions of the jet surface at a number of epochs from t/tdec = 1 (innermost red curve), 3, 5, 8, 12 to 20 (outermost magenta curve).
The physical units are rdec = 3.8× 10−2 pc and tdec = 45 d as defined in eq. (30).
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