Introduction {#Sec1}
============

In this paper, we consider nonlinear constrained optimization problems with inequality and equality constraints $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathrm{(P)}\quad \min \ f(x), \quad \mbox{s.t.} \quad g_{i}(x)= 0, \quad i\in I^{\ell } ; \qquad g_{j}(x) \leq 0, \quad j \in I^{\imath }, $$\end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document}$I^{\ell }=\{1,2,\ldots,m_{\ell }\}, I^{\imath }=\{m_{\ell }+1,m _{\ell }+2,\ldots,m_{\ell }+m_{\imath }\}$\end{document}$, the functions *f* and $\documentclass[12pt]{minimal}
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                \begin{document}$g_{j}: R^{n}\rightarrow R$\end{document}$. It is known that the nonlinear equality constraints are difficult to be dealt with in designing algorithms for (P), especially, in designing the *methods of feasible directions* (MFD). In 1976, Mayne and Polak \[[@CR2]\] proposed a simple scheme to convert (P) to a sequence of inequality smoothing constrained optimization $$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathrm{(P}}_{\rho })\quad \operatorname{min} \ f_{\rho }(x):=f(x)-\rho \sum_{j\in I^{\ell }}g_{j}(x), \quad \mbox{s.t.}\quad g_{j}(x)\leq 0, \quad j\in I^{\ell }\cup I^{\imath }, $$\end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document}$\rho >0$\end{document}$ is a penalty parameter. Under suitable *constraint qualifications* (CQ), e.g., linear independence, it has been shown that $\documentclass[12pt]{minimal}
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                \begin{document}$(\mathrm{P}_{\rho })$\end{document}$ is equivalent to (P) when *ρ* is large enough. So, based on $\documentclass[12pt]{minimal}
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                \begin{document}$(\mathrm{P}_{\rho })$\end{document}$, one can study and present effective algorithms for the original problem (P), e.g., Refs. \[[@CR1], [@CR3]--[@CR6]\].

In addition, with the help of inequality constrained non-smoothing optimization $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \min \ f(x)+\sum_{j\in I^{\ell }}c_{j} \bigl\vert g_{j}(x) \bigr\vert , \quad \mbox{s.t.} \quad g _{j}(x)\leq 0,\quad j\in I^{\ell }\cup I^{\imath }, $$\end{document}$$ one can also design an algorithm for solving the original problem (P), e.g., \[[@CR7]\], where $\documentclass[12pt]{minimal}
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                \begin{document}$c_{j}>0$\end{document}$ is the penalty parameter that needs to be updated.

It is known that the *sequential quadratic programming* (SQP) method is one of the efficient methods for constrained optimization due to its fast convergence, and it has been widely studied by many authors, see Refs. \[[@CR8]--[@CR17]\]. However, the *quadratic program* (QP) subproblems solved in the SQP methods may be inconsistent, and the computational cost for the QPs is high. Therefore, motivated by the KKT condition of the QPs and/or the quasi-Newton method, QP-free methods are put forward, in which the QPs are replaced by suitable *systems of linear equations* (SLEs), see Refs. \[[@CR18]--[@CR26]\].

Now we review briefly the study on the *primal-dual interior point* (PDIP) QP-free algorithms associated with our work. First, for problem (P) with no equality constraints, i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$I^{\ell }=\emptyset $\end{document}$, in 1987, Panier et al. \[[@CR22]\] presented a QP-free algorithm denoted by PTH, at iterate *k*, two SLEs are solved to yield a master search direction. Then a *least squares problem* (LSP) needs to be solved to avoid the so-called Maratos effect \[[@CR27]\]. However, the SLEs solved in \[[@CR22]\] may become ill-conditioned, and the PTH algorithm may be instable. Furthermore, the initial point must lie on the strict interior of the feasible set, and an additional assumption that 'the number of stationary points is finite' is used to ensure the global convergence. Later, under the assumption that the multiplier approximation sequence remains bounded, the PTH algorithm was improved by Gao et al. \[[@CR3]\] by solving an extra SLE. The PTH algorithm was also improved by Qi and Qi \[[@CR23]\], Zhu \[[@CR26]\] and Cai \[[@CR28]\].

To improve the PTH algorithm \[[@CR22]\], by using the idea of PDIP and choosing different barrier parameters for each constraint, Bakthiari and Tits \[[@CR18]\] proposed a new PDIP QP-free algorithm. The algorithm can start from a feasible point at the boundary of the feasible set, and it possesses global convergence without both the additional assumption of isolatedness of the stationary points and the positive definite restriction on matrix $\documentclass[12pt]{minimal}
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                \begin{document}$H_{k}$\end{document}$. Almost at the same time, Tits et al. \[[@CR1]\] extended and improved the PTH algorithm to problem (P) with both inequality and equality constraints. The algorithm \[[@CR1]\] possesses two remarkable characters. One is that a new and simple rule to update the penalty parameter *ρ* in (P~*ρ*~) is derived, the other is that, same as in \[[@CR18]\], the uniformly positive definite restriction on the Lagrangian Hessian estimate is relaxed.

More recently, for inequality constrained optimization, Jian et al. \[[@CR21]\] proposed a strongly sub-feasible primal-dual quasi interior-point algorithm with superlinear convergence, where the initial point can be chosen arbitrarily, the number of feasible constraints is nondecreasing, and the iteration points all enter into the interior of the feasible region after finite iterations; a new kind of working set was introduced, which further reduced the computational cost; the uniformly positive definite restriction on the sequence $\documentclass[12pt]{minimal}
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                \begin{document}$\{H_{k}\}$\end{document}$ was relaxed; at each iteration, only two or three SLEs with the same coefficient matrix needed to be solved.

However, there are still some problems worthy of research on the PDIP-type algorithms \[[@CR1], [@CR18], [@CR22]\]. First, the coefficient matrix of the Karush-Kuhn-Tucker (KKT) system of the LSP is not the same as the two previous SLEs, and this further increases the computational cost. Second, the coefficient matrices of the SLEs include all the constraints and their gradients, and this leads to a large increase in the scale of the SLEs. Third, the global convergence of the two algorithms \[[@CR1], [@CR18]\] relies on an additional assumption that the stationary points are finite or isolated.

On the other hand, to design more effective algorithms with small computational cost for solving constrained optimization, Facchinei et al. \[[@CR29]\] first introduced the active set identifying technique (also called working set technique). And then this technique has been popularized and applied in many works, e.g., \[[@CR17], [@CR24], [@CR25], [@CR30], [@CR31]\]. Particularly, the algorithm \[[@CR30]\] needs to solve four SLEs at each iteration.

The goal of this paper is to improve and extend the algorithms \[[@CR18], [@CR21]\] to nonlinear constrained optimization (P) and, at the same time, to overcome the three problems mentioned above. As a result, by means of problem (P~*ρ*~), we propose a PDIP-type algorithm for problem (P). Compared with the previous PDIP-type algorithms, the proposed algorithm possesses the following features. A slightly new identifying technique for the active set different from \[[@CR17], [@CR25]\] is introduced. The multiplier yielded at the previous iteration is used to compute the working set, and no additional computational cost is needed, so the computational cost is expected to be reduced.At each iteration, to yield the search directions, only two or three SLEs with the same coefficient matrix need to be solved. Furthermore, the coefficient matrix has smaller scale than the ones in \[[@CR1], [@CR18], [@CR22]\].For a strict interior point $\documentclass[12pt]{minimal}
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                \begin{document}$x^{k}$\end{document}$ of the feasible set of (P~*ρ*~), the iteration at $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$x^{k}$\end{document}$ is well defined without any other constraint qualification (CQ).Under suitable CQ and assumptions including a relaxed positive definite restriction on the Lagrangian Hessian estimate $\documentclass[12pt]{minimal}
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                \begin{document}$H_{k}$\end{document}$, *but without the isolatedness of the stationary points*, the proposed algorithm is globally and superlinearly convergent.A slightly new computation technique for $\documentclass[12pt]{minimal}
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                \begin{document}$H_{k}$\end{document}$ based on second order derivative information is introduced, which is a modification of the one in \[[@CR1]\], Section 5.1, and satisfies the relaxed positive definite restriction.

Throughout this paper, for simplicity, denote vector $\documentclass[12pt]{minimal}
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                \begin{document}$(x^{T},y^{T},z ^{T},\ldots )^{T}$\end{document}$ by $\documentclass[12pt]{minimal}
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                \begin{document}$(x,y,z,\ldots )$\end{document}$ for column vectors $\documentclass[12pt]{minimal}
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                \begin{document}$\Vert \cdot \Vert $\end{document}$ denotes the Euclidean norm.

Construction of algorithm {#Sec2}
=========================

To analyze our algorithm, the following notations are used: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& I= I^{\ell }\cup I^{\imath }, \qquad \hat{e}= \bigl(1, \dots,1(m_{\ell }\mbox{th}),0, \dots,0 \bigl((m_{\ell }+m_{\imath })\mbox{th} \bigr) \bigr)^{T}, \\& X= \bigl\{ x\in R^{n}: g_{i}(x)=0, i\in I^{\ell }; g_{j}(x)\leq 0, j \in I^{\imath } \bigr\} , \qquad e_{J}=(1,\dots,1)^{T}\in R^{\vert J \vert }, \\& \tilde{X}= \bigl\{ x\in R^{n}: g_{j}(x)\leq 0, j\in I \bigr\} , \qquad \tilde{X_{0}}= \bigl\{ x\in R^{n}: g_{j}(x)< 0, j\in I \bigr\} , \\& I^{\ell }(x)= \bigl\{ j\in I^{\ell }: g_{j}(x)=0 \bigr\} , \qquad I^{\imath }(x)= \bigl\{ j \in I^{\imath }: g_{j}(x)=0 \bigr\} ,\qquad I(x)=I^{\ell }(x)\cup I^{\imath }(x), \\& g_{\ell }(x)= \bigl(g_{j}(x),j\in I^{\ell } \bigr),\qquad g_{\imath }(x)= \bigl(g_{j}(x),j \in I^{\imath } \bigr),\qquad g(x)= \bigl(g_{j}(x), j\in I \bigr), \\& g_{J}(x)= \bigl(g_{j}(x),j\in J\subset I \bigr),\qquad \nabla g_{J}(x)= \bigl(\nabla g_{j}(x), j\in J \bigr), \\& g_{j}^{k}=g_{j} \bigl(x^{k} \bigr), \qquad g_{J}^{k}=g_{J} \bigl(x^{k} \bigr), \qquad \nabla g_{j}^{k}= \nabla g_{j} \bigl(x^{k} \bigr),\qquad \nabla g_{j}^{k^{T}}= \bigl( \nabla g_{j}^{k} \bigr)^{T}. \end{aligned}$$ \end{document}$$

First, the following basic hypothesis is necessary. **H1**The inner set $\documentclass[12pt]{minimal}
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                \begin{document}$\tilde{X_{0}}$\end{document}$ is nonempty, and the functions *f* and $\documentclass[12pt]{minimal}
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                \begin{document}$j\in I$\end{document}$) are all continuously differentiable.

Remark 1 {#FPar1}
--------

Note that if there exists a point belonging to the set *X̃*, namely, $\documentclass[12pt]{minimal}
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                \begin{document}$\hat{x}\in \tilde{X}$\end{document}$, and the active constraint gradient vectors $\documentclass[12pt]{minimal}
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                \begin{document}$\{ \nabla g_{j}(\hat{x}), j\in I(\hat{x})\}$\end{document}$ are linearly independent, then one can yield a point $\documentclass[12pt]{minimal}
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                \begin{document}$x^{0}\in \tilde{X_{0}}$\end{document}$ by simple computation, e.g., execute line search on *g* starting with *x̂* along direction $\documentclass[12pt]{minimal}
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                \begin{document}$\hat{d}=-\hat{N}(\hat{N} ^{T}\hat{N})^{-1}e$\end{document}$, where $\documentclass[12pt]{minimal}
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Before proposing our algorithm, we give a proposition to show the equivalences between (P) and $\documentclass[12pt]{minimal}
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Proposition 1 {#FPar2}
-------------
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                \begin{document}$(x,\lambda )$\end{document}$ *is a KKT pair for problem* $\documentclass[12pt]{minimal}
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                \begin{document}$\lambda_{\rho }=\lambda -\rho \hat{e}$\end{document}$ *is a KKT pair for the original problem* (P).

Based on Proposition [1](#FPar2){ref-type="sec"}, it is known that if one can construct an effective algorithm for problem $\documentclass[12pt]{minimal}
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                \begin{document}$(\mathrm{P}_{\rho})$\end{document}$ and adjust parameter *ρ* to force the iterate to asymptotically satisfy $\documentclass[12pt]{minimal}
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                \begin{document}$g_{\ell }(x)=0$\end{document}$, then the solution to (P) can be yielded.

Now, refer to \[[@CR29]\] and \[[@CR24]\], we introduce optimal identification functions Φ and *δ* as follows: $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \Phi (x,\lambda )=\left ( \textstyle\begin{array}{c} \nabla_{x}L (x,\lambda ) \\ g_{\ell }(x) \\ \min \{-g_{\imath }(x), \lambda_{\imath }\}\end{array}\displaystyle \right ), \qquad \delta (x, \lambda )= \bigl\Vert \Phi (x,\lambda ) \bigr\Vert ^{r}, $$\end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document}$r\in (0,1)$\end{document}$, and the Lagrangian function $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ L(x,\lambda )=f(x)+\sum_{j\in I} \lambda_{j}g_{j}(x). $$\end{document}$$
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                \begin{document}$\{j\in I: g_{j}(x)+\delta (x,\lambda )\geq 0\}$\end{document}$ is an exact identification set for active constrain set $\documentclass[12pt]{minimal}
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In this paper, similarly to the techniques in \[[@CR21], [@CR30]\], for the current iterate $\documentclass[12pt]{minimal}
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                \begin{document}$x^{k}\in \tilde{X} _{0}$\end{document}$, we yield the corresponding multiplier vector $\documentclass[12pt]{minimal}
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Subsequently, to make the coefficient matrix in SLE ([8](#Equ8){ref-type=""}) possess nice property and low computational cost, we consider its optimization and modification as follows. First, replace the Lagrangian Hessian by a suitable approximate symmetric matrix $\documentclass[12pt]{minimal}
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As a result, from system ([8](#Equ8){ref-type=""}), the coefficient matrix and the form of the SLEs that need to be solved in our algorithm are as follows: $$\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(\zeta_{k},\mu^{k})$\end{document}$.

Subsequently, it is necessary to analyze the singularities of the coefficient matrix $\documentclass[12pt]{minimal}
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Lemma 1 {#FPar3}
-------

*For iterate* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$x^{k}\in \tilde{X}_{0}$\end{document}$ *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$z^{k}_{I_{k}}>0$\end{document}$, *if the matrix* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$H_{k}$\end{document}$ *satisfies* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ H_{k}\succ \sum_{j\in I_{k}} \frac{z^{k}_{j}}{g_{j}^{k}}\nabla g_{j}^{k}\nabla g_{j}^{k^{T}}, $$\end{document}$$ *then the coefficient matrix* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$V_{k}$\end{document}$ *defined by* ([9](#Equ9){ref-type=""}) *is invertible*, *where matrix order* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$A\succ B$\end{document}$ *means* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(A-B)$\end{document}$ *is positive definite on* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$R^{n}$\end{document}$.

Proof {#FPar4}
-----

One knows that it is sufficient to show that SLE $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$V_{k}u=0$\end{document}$ has a unique solution zero, and this is elementary and omitted here. □

Remark 2 {#FPar5}
--------

Obviously, the positive definiteness request ([11](#Equ11){ref-type=""}) on $\documentclass[12pt]{minimal}
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Based on the above analysis and preparation, now we can describe the steps of our algorithm solving (P) as follows.

Algorithm A {#FPar6}
-----------
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**Step 3** *Compute the main search directions*.
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\rho_{k+1}=\vartheta \rho_{{k}}$\end{document}$, set $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$x^{k+1}=x^{k}, z^{k+1}=z ^{k}, H_{k+1}=H_{k}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$I^{\imath }_{k+1}=I^{\imath }_{k}, I_{k+1}=I _{k}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$k:=k+1$\end{document}$, and go back to Step 3(i). Otherwise, set $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\rho_{k+1}= \rho_{{k}}$\end{document}$, proceed to Step 3(iii) as follows.

\(iii\) Yield the weights of vector $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\phi^{k}$\end{document}$ by $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \phi_{j}^{k}=\min \bigl\{ 0,- \bigl( \operatorname{max} \bigl\{ -\bar{\lambda }_{j}^{k},0 \bigr\} \bigr)^{p}-Mg _{j}^{k} \bigr\} , \quad j\in I_{k}. \end{aligned}$$ \end{document}$$ Then compute $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \xi_{k}=\nabla f_{\rho_{k}} \bigl(x^{k} \bigr)^{T}\bar{d}^{k}-\sum_{j \in I_{k}} \frac{\bar{\lambda }_{j}^{k}\phi^{k}_{j}}{z^{k}_{j}}, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& b_{k} = \bigl( \bigl\Vert \bar{d}^{k} \bigr\Vert ^{\nu }+ \bigl\Vert \phi^{k} \bigr\Vert \bigr) \biggl(\sum_{j\in I_{k}}\bar{ \lambda }^{k}_{j} \biggr)+\sum_{j\in I_{k}} \frac{\bar{\lambda }^{k} _{j}}{z^{k}_{j}} \phi^{k}_{j}, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \varphi_{k}= \textstyle\begin{cases} 1, &\mbox{if } b_{k}\leq 0; \\ \min\{\frac{(1-\theta )\vert \xi_{k} \vert }{b_{k}},1\}, &\mbox{if } b_{k}>0, \end{cases}\displaystyle \end{aligned}$$ \end{document}$$ and yield perturbation vectors via convex combinations $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \mu^{k}=(1-\varphi_{k})\phi^{k}+ \varphi_{k} \bigl(- \bigl\Vert \bar{d}^{k} \bigr\Vert ^{\nu }- \bigl\Vert \phi^{k} \bigr\Vert \bigr)z^{k}_{I_{k}}. \end{aligned}$$ \end{document}$$

\(iv\) Compute $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(d^{k},\lambda^{k}_{I_{k}})$\end{document}$ by solving $\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
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                \begin{document}$\operatorname{SLE}(V _{k}; 1,\mu^{k})$\end{document}$, see ([10](#Equ10){ref-type=""}), then set $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\lambda^{k}=(\lambda ^{k}_{I_{k}},0_{{I\setminus I_{k}}})=(\lambda^{k}_{\ell }, \lambda ^{k}_{\imath })$\end{document}$ with $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\lambda^{k}_{\imath }=(\lambda^{k}_{I^{\imath }_{k}}, 0_{ I^{\imath }\setminus I^{\imath }_{k}})$\end{document}$.

**Step 4** *Trial of unit step.* If $$\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ f_{\rho_{k}} \bigl(x^{k}+d^{k} \bigr)\leq f_{\rho_{k}} \bigl(x^{k} \bigr)+\alpha \nabla f_{ \rho_{k}} \bigl(x^{k} \bigr)^{T}d^{k}, \qquad g_{j} \bigl(x^{k}+d^{k} \bigr)< 0, \quad \forall j \in I, $$\end{document}$$ then let the step size $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t_{k}=1$\end{document}$, the high order correction direction $\documentclass[12pt]{minimal}
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                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
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                \begin{document}$\tilde{d}^{k}=0$\end{document}$, and enter Step 7. Otherwise, proceed to Step 5.

**Step 5** *Generate high order correction direction.* Compute $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(\tilde{d}^{k},\tilde{\lambda }^{k}_{I_{k}})$\end{document}$ by solving $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\operatorname{SLE}(V _{k}; 0,\tilde{\mu }^{k})$\end{document}$, where $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \tilde{\mu }^{k} =-\omega_{k}e_{I_{k}}-Z_{k}g_{I_{k}} \bigl(x^{k}+d ^{k} \bigr), \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \omega_{k}=\max \biggl\{ \bigl\Vert d^{k} \bigr\Vert ^{\xi }; \bigl\Vert d^{k} \bigr\Vert ^{2}\max \biggl\{ \biggl\vert 1-\frac{z_{j}^{k}}{\lambda_{j}^{k}} \biggr\vert ^{\sigma },j\in I_{k},\lambda^{k}_{j} \neq 0 \biggr\} \biggr\} . \end{aligned}$$ \end{document}$$

If $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\Vert \tilde{d}^{k} \Vert >\Vert d^{k} \Vert $\end{document}$, reset $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\tilde{d}^{k}=0$\end{document}$.

**Step 6** *Perform arc search.* Compute the step size $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t_{k}$\end{document}$, the maximum number *t* of sequence $\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
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                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{1,\beta,\beta^{2}, \ldots \}$\end{document}$ satisfying $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} & f_{\rho_{k}} \bigl(x^{k}+td^{k}+t^{2} \tilde{d}^{k} \bigr)\leq f_{\rho_{k}} \bigl(x ^{k} \bigr)+ \alpha t\nabla f_{\rho_{k}} \bigl(x^{k} \bigr)^{T}d^{k}, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} & g_{j} \bigl(x^{k}+td^{k}+t^{2} \tilde{d}^{k} \bigr)< 0,\quad j\in I. \end{aligned}$$ \end{document}$$

**Step 7** *Update.* Yield a new iterate by $\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$x^{k+1}=x^{k}+t_{k}d^{k}+t^{{2}}_{k}\tilde{d}^{k}$\end{document}$ and compute $$\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} z^{k+1}_{j}=\min \bigl\{ \operatorname{max} \bigl\{ \bigl\Vert d^{k} \bigr\Vert ^{2}+\underline{ \varepsilon}, \lambda^{k}_{j} \bigr\} , \overline{\varepsilon} \bigr\} , \quad j \in I. \end{aligned}$$ \end{document}$$ Set $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$k:=k+1$\end{document}$, go back to Step 1.

Subsequently, we analyze and describe some properties of Algorithm [A](#FPar6){ref-type="sec"} by the following lemma and several remarks. For convenience of writing, denote matrix $$\documentclass[12pt]{minimal}
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                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ Q_{k}:=H_{k}-\sum _{j\in I_{k}}\frac{z^{k}_{j}}{g_{j}^{k}} \nabla g_{j}^{k} \nabla g_{j}^{k^{T}}. $$\end{document}$$ Then request ([11](#Equ11){ref-type=""}) implies that matrix $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$Q_{k}$\end{document}$ is positive definite.

Lemma 2 {#FPar7}
-------

*For the directions* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\bar{d}^{k}$\end{document}$ *and* $\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$d^{k}$\end{document}$ *yielded in Step* 3(i), (iv), *the following two relations hold*: $$\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \nabla f_{\rho_{k}} \bigl(x^{k} \bigr)^{T} \bar{d}^{k}=- \bigl(\bar{d}^{k} \bigr)^{T}Q_{k} \bar{d}^{k}\leq 0, \quad \forall k \geq 0, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \nabla f_{\rho_{k}} \bigl(x^{k} \bigr)^{T}d^{k} \leq \theta \xi_{k}\leq 0, \quad \forall k\geq 0. \end{aligned}$$ \end{document}$$ *Furthermore*, *when the iterative process goes into Step* 3(iii), (iv), *one has* $\documentclass[12pt]{minimal}
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                \usepackage{amssymb} 
                \usepackage{amsbsy}
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                \usepackage{upgreek}
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                \begin{document}$\bar{d}_{k}\neq0$\end{document}$ *and* $\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
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                \begin{document}$\xi_{k}<0$\end{document}$, *so* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$d^{k}$\end{document}$ *is a feasible direction of descent of problem* $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(\mathrm{P}_{\rho_{k}})$\end{document}$ *at point* $\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$x^{k}$\end{document}$ *and the arc search in Step* 6 *can be finished by finite calculations*. *Therefore*, *Algorithm * [A](#FPar6){ref-type="sec"} *is well defined*.

Proof {#FPar8}
-----

First, from ([9](#Equ9){ref-type=""}) and $\documentclass[12pt]{minimal}
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                \begin{document}$\operatorname{SLE}(V _{k}; 1,0)$\end{document}$ ([10](#Equ10){ref-type=""}), we have $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \nabla f_{\rho_{k}} \bigl(x^{k} \bigr)^{T} \bar{d}^{k}&=- \bigl(\bar{d}^{k} \bigr)^{T} \biggl(H_{k} \bar{d}^{k}+\sum_{j\in I_{k}} \nabla g_{j}^{k}\bar{\lambda } ^{k}_{j} \biggr) \\ &=- \bigl(\bar{d}^{k} \bigr)^{T} \biggl(H_{k} - \sum_{j\in I_{k}}\frac{z ^{k}_{j}}{g_{j}^{k}}\nabla g_{j}^{k} \nabla g_{j}^{k^{T}} \biggr)\bar{d}^{k} \\ &=- \bigl(\bar{d}^{k} \bigr)^{T}Q_{k} \bar{d}^{k} \leq 0. \end{aligned}$$ \end{document}$$ So, conclusion ([23](#Equ23){ref-type=""}) is at hand. Second, from ([12](#Equ12){ref-type=""})-([13](#Equ13){ref-type=""}), one gets $$\documentclass[12pt]{minimal}
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                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \phi^{k}_{j}\bar{\lambda }^{k}_{j}\geq 0, \quad \forall j\in I_{k}; \qquad \xi _{k} \leq \nabla f_{\rho_{k}} \bigl(x^{k} \bigr)^{T}\bar{d}^{k}\leq 0. \end{aligned}$$ \end{document}$$ On the other hand, taking into account $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\operatorname{SLE}(V_{k}; 1,0)$\end{document}$ and $\documentclass[12pt]{minimal}
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                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\operatorname{SLE}(V_{k}; 1,\mu^{k})$\end{document}$ as well as ([13](#Equ13){ref-type=""})-([14](#Equ14){ref-type=""}), it is not difficult to show that $$\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
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                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \nabla f_{\rho_{k}} \bigl(x^{k} \bigr)^{T}d^{k}= \nabla f_{\rho_{k}} \bigl(x^{k} \bigr)^{T} \bar{d}^{k}-\sum_{j\in I_{k}} \frac{\bar{\lambda }^{k}_{j}\mu ^{k}_{j}}{z_{j}^{k}}= \xi_{k}+\varphi_{k}b_{k}. \end{aligned}$$ \end{document}$$ Again, in view of ([15](#Equ15){ref-type=""}), it follows that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
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                \begin{document}$\varphi_{k}b_{k}=b _{k}\leq 0$\end{document}$ if $\documentclass[12pt]{minimal}
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                \usepackage{mathrsfs}
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                \begin{document}$b_{k}\leq 0$\end{document}$, hence, the relations $\documentclass[12pt]{minimal}
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                \begin{document}$\xi_{k}+\varphi _{k}b_{k}\leq \xi_{k}\leq \theta \xi_{k}$\end{document}$ hold since $\documentclass[12pt]{minimal}
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                \begin{document}$\xi_{k}\leq 0$\end{document}$. If $\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
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                \begin{document}$\xi_{k}+\varphi_{k}b_{k}\leq \xi_{k}+(\theta -1) \xi_{k} =\theta \xi_{k}$\end{document}$. In all, one gets $\documentclass[12pt]{minimal}
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                \begin{document}$\xi_{k}+\varphi_{k}b_{k} \leq \theta \xi_{k}$\end{document}$. This, together with ([26](#Equ26){ref-type=""}) and ([25](#Equ25){ref-type=""}), shows that $\documentclass[12pt]{minimal}
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                \usepackage{amsbsy}
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                \usepackage{upgreek}
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                \begin{document}$\nabla f_{\rho_{k}}(x^{k})^{T}d^{k} \leq \theta \xi_{k}\leq 0$\end{document}$.
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                \usepackage{upgreek}
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                \begin{document}$\operatorname{SLE}(V_{k}; 1,0)$\end{document}$ ([10](#Equ10){ref-type=""}), $\documentclass[12pt]{minimal}
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                \usepackage{mathrsfs}
                \usepackage{upgreek}
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                \begin{document}$g(x^{k})<0$\end{document}$ and ([9](#Equ9){ref-type=""}), it follows that $\documentclass[12pt]{minimal}
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                \begin{document}$\bar{\lambda }^{k}_{I_{k}}=0$\end{document}$. So, by the structure of Step 3, the iterate *k* does not go into Step 3(iii), (iv). Thus, $\documentclass[12pt]{minimal}
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                \begin{document}$\bar{d}^{k} \neq0$\end{document}$ when the iterative process goes into Step 3(iii), (iv).
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                \begin{document}$\bar{d}_{k}\neq0$\end{document}$. The remaining claims in Lemma [2](#FPar7){ref-type="sec"} are at hand by $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$g(x^{k})<0$\end{document}$. □

As an end of this section, to help the readers understand our algorithm, we further analyze the steps/structure of Algorithm [A](#FPar6){ref-type="sec"} with three remarks below.

Remark 3 {#FPar9}
--------

Analysis for Step 3

(i)The role of solving $\documentclass[12pt]{minimal}
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Remark 4 {#FPar10}
--------

Explanation for Steps 4 and 5
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Remark 5 {#FPar11}
--------

With the help of the working set technique, the three SLEs solved in Algorithm [A](#FPar6){ref-type="sec"} have a common coefficient matrix $\documentclass[12pt]{minimal}
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Analysis of global convergence {#Sec3}
==============================
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Remark 6 {#FPar12}
--------

Analysis for H2

The uniform 'positive-definiteness' request ([27](#Equ27){ref-type=""}) on $\documentclass[12pt]{minimal}
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Remark 7 {#FPar13}
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Analysis for H3

(i)Hypothesis H3 was introduced by Tits et al. in \[[@CR1]\], Assumption 3. In our work, it plays two roles in the convergence analysis of Algorithm [A](#FPar6){ref-type="sec"}. One is to ensure the correction for the penalty parameter *ρ* can be finished in a finite number of iterations, the other is to assure that the sequence $\documentclass[12pt]{minimal}
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Lemma 3 {#FPar14}
-------

*Suppose that* H1, H2 *and* H3 *hold*. *Then the penalty parameter* $\documentclass[12pt]{minimal}
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The proof of Lemma [3](#FPar14){ref-type="sec"} is similar to the one of \[[@CR1]\], Lemma 4.1, and omitted here. In what follows, *ρ̄* denotes the final value of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\rho_{k}$\end{document}$, i.e., $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\rho_{k}\equiv \bar{\rho }$\end{document}$ when *k* is sufficiently large.

Lemma 4 {#FPar15}
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*Suppose that* H1, H2 *and* H3 *hold*. *Then* (i)*the sequence* $\documentclass[12pt]{minimal}
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Proof {#FPar16}
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\(i\) By contradiction, suppose that there exists an infinite subset *K* such that $\documentclass[12pt]{minimal}
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The remaining proof is divided into two steps.
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Analysis of strong and superlinear convergence {#Sec4}
==============================================
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Proof {#FPar23}
-----
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Remark 9 {#FPar24}
--------
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In view of Remark [9](#FPar24){ref-type="sec"}, similarly to the proof of \[[@CR21]\], Theorem 4.1, Lemma 4.2, we have the following result.
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Lemma 7 {#FPar26}
-------
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Proof {#FPar27}
-----
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Remark 10 {#FPar28}
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About H5
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Proof {#FPar30}
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Again, substituting ([45](#Equ45){ref-type=""}) into ([41](#Equ41){ref-type=""}), one has $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} w_{k}&=\sum_{j\in I_{*}}\lambda^{k}_{j} g_{j}^{k}+\frac{1}{2} \bigl(d ^{k} \bigr)^{T} \bigl(\nabla^{2}_{xx}L_{\bar{\rho }} \bigl(x^{k},\lambda^{k} \bigr)-H_{k} \bigr)d ^{k} \\ &\quad {} -\frac{1}{2} \bigl(d^{k} \bigr)^{T}H_{k}d^{k}- \alpha \nabla f_{\bar{\rho }} \bigl(x^{k} \bigr)^{T}d ^{k}+o \bigl( \bigl\Vert d^{k} \bigr\Vert ^{2} \bigr). \end{aligned}$$ \end{document}$$ Therefore, substituting ([46](#Equ46){ref-type=""}) into the relation above, we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} w_{k}&= \biggl(\frac{1}{2}-\alpha \biggr)\nabla f_{\bar{\rho }} \bigl(x^{k} \bigr)^{T}d^{k}+ \frac{1}{2} \bigl(d^{k} \bigr)^{T} \bigl(\nabla^{2}_{xx}L_{\bar{\rho }} \bigl(x^{k}, \lambda ^{k} \bigr)-H_{k} \bigr)d^{k} \\ &\quad {} +\sum_{j\in I_{*}}\lambda^{k}_{j} \biggl(1-\frac{\lambda^{k}_{j}}{2z _{j}^{k}} \biggr)g^{k}_{j}+o \bigl( \bigl\Vert d^{k} \bigr\Vert ^{2} \bigr). \end{aligned}$$ \end{document}$$
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On the other hand, taking into account Lemma [6](#FPar22){ref-type="sec"}(ii), Lemma [7](#FPar26){ref-type="sec"} and Theorem [2](#FPar25){ref-type="sec"}, one has (when $\documentclass[12pt]{minimal}
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Finally, based on Theorem [3](#FPar29){ref-type="sec"}, by similar analysis in \[[@CR1], [@CR18], [@CR22]\] (for two-step superlinear convergence) and \[[@CR21]\], Appendix A (for one-step superlinear convergence), we can prove the following rate of superlinear convergence.

Theorem 4 {#FPar31}
---------
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Numerical experiments {#Sec5}
=====================

In this section, to show the practical effectiveness of Algorithm [A](#FPar6){ref-type="sec"}, we test 59 typical problems from \[[@CR33]\]. The numerical experiments are implemented by using MATLAB R2013a, and on a PC with Inter(R) Core(TM) i5-4590 3.30 GHz CPU, 4.00 GB RAM. The details about the implementation are described as follows.
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                \begin{document} $$\begin{aligned} \theta_{k}= \textstyle\begin{cases} 0, &\mbox{if } \vartheta_{\min }^{k}> \underline{\varepsilon}; \\ -\vartheta_{\min }^{k}+\underline{\varepsilon}, &\mbox{if } \vert \vartheta_{\min }^{k} \vert \leq \underline{\varepsilon}; \\ 2\vert \vartheta_{\min }^{k} \vert , &\mbox{otherwise}. \end{cases}\displaystyle \end{aligned}$$ \end{document}$$ Subsequently, compute matrix $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} H_{k}= \textstyle\begin{cases} \nabla_{xx}^{2}L_{\rho_{k}}(x^{k},\hat{z}^{k})+\theta_{k} E_{n}, &\mbox{if } \rho_{k}\leq \overline{\varepsilon} \mbox{ and } \theta_{k} \leq \overline{\varepsilon}; \\ E_{n}, & \mbox{otherwise}, \end{cases}\displaystyle \end{aligned}$$ \end{document}$$ where the positive parameters $\documentclass[12pt]{minimal}
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                \begin{document}$\{H_{k}\}$\end{document}$ of matrices defined above possesses nice properties as follows.

### Theorem 5 {#FPar32}
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                \begin{document}$a=\underline{\varepsilon}$\end{document}$, *so* H2 *holds*.(ii)*In addition*, *assume that* H4(ii) *and* ([34](#Equ34){ref-type=""}) *are satisfied*. *Then*, *for* *k* *large enough*, *matrix* $\documentclass[12pt]{minimal}
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                \begin{document}$H_{k}$\end{document}$ *is always yielded by the first case in* ([55](#Equ55){ref-type=""}), *i*.*e*., $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} H_{k}=\nabla_{xx}^{2}L_{\rho_{k}} \bigl(x^{k},\hat{z}^{k} \bigr)+\theta_{k} E_{n}, \quad \textit{when k is large enough}. \end{aligned}$$ \end{document}$$ *Further*, *it follows that* $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \lim_{k\rightarrow \infty } \bigl\Vert \nabla_{xx}^{2}L_{\bar{\rho }} \bigl(x^{k}, \lambda^{k} \bigr)-H_{k} \bigr\Vert =\lim_{k\rightarrow \infty }\theta_{k}\leq \underline{ \varepsilon} \approx 0 \end{aligned}$$ \end{document}$$ *when* $\documentclass[12pt]{minimal}
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                \begin{document}$\underline{\varepsilon}$\end{document}$ *is sufficiently small*. *In this sense*, *we say assumption* $\documentclass[12pt]{minimal}
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                \begin{document}$\mathrm{H5}^{+}$\end{document}$ *is almost satisfied*.

### Proof {#FPar33}
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                \begin{document}$\{(x^{k},\hat{z}^{k})\}$\end{document}$, in view of H4(i), the boundedness of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{H_{k}\}$\end{document}$ follows immediately from ([55](#Equ55){ref-type=""}). To show the second claim of part (i), it is sufficient to discuss the case $\documentclass[12pt]{minimal}
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                \begin{document}$d\in R^{n}$\end{document}$, from ([22](#Equ22){ref-type=""}) and ([52](#Equ52){ref-type=""})-([55](#Equ55){ref-type=""}), one has $$\documentclass[12pt]{minimal}
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                \begin{document}$$ d^{T} Q_{k} d=d^{T} \biggl(H_{k}-\sum_{j\in I}\frac{\hat{z}^{k}_{j}}{g _{j}^{k}} \nabla g_{j}^{k}\nabla g_{j}^{k^{T}} \biggr) d = d^{T} (\mathcal{M} _{k} +\theta_{k} E_{n})d. $$\end{document}$$ On the other hand, due to the symmetry of matrix $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} d^{T} \mathcal{M}_{k} d&=d^{T} U_{k} { \operatorname{diag}} \bigl(\vartheta^{k} \bigr) U_{k} ^{T} d= \bigl(U_{k}^{T} d \bigr)^{T} { \operatorname{diag}} \bigl( \vartheta^{k} \bigr) U_{k}^{T} d \\ &= \sum_{i=1}^{n} \bigl(u^{k}_{i} \bigr)^{2}\vartheta^{k}_{i} \geq \vartheta_{\min }^{k}\sum_{i=1}^{n} \bigl(u^{k}_{i} \bigr)^{2}= \vartheta_{\min }^{k} \bigl(U_{k}^{T} d \bigr)^{T} U_{k}^{T}d= \vartheta_{\min } ^{k}\Vert d \Vert ^{2}, \end{aligned}$$ \end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document}$u^{k}=(u^{k}_{i}, i=1,\dots,n)=U_{k}^{T} d$\end{document}$. This, along with ([57](#Equ57){ref-type=""}) and ([54](#Equ54){ref-type=""}), shows that $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} d^{T} Q_{k} d=d^{T}\mathcal{M}_{k} d+ \theta_{k}\Vert d \Vert ^{2}\geq \bigl( \vartheta_{\min }^{k}+ \theta_{k} \bigr)\Vert d \Vert ^{2}\geq \underline{\varepsilon} \Vert d \Vert ^{2}. \end{aligned}$$ \end{document}$$ So request ([27](#Equ27){ref-type=""}) is satisfied with $\documentclass[12pt]{minimal}
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                \begin{document}$a=\underline{\varepsilon}$\end{document}$.

\(ii\) First, under the given conditions, one knows that all the assumptions requested in Theorem [2](#FPar25){ref-type="sec"} and Lemma [7](#FPar26){ref-type="sec"} are satisfied. So, by Theorems [2](#FPar25){ref-type="sec"} and Lemma [7](#FPar26){ref-type="sec"}, it follows that $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{aligned} &I^{\imath }_{k}\equiv I^{\imath }\bigl(x^{*}\bigr), \qquad \rho_{k}\equiv \bar{\rho}, \bigl(x^{k},\hat{z}^{k}\bigr)\rightarrow \bigl(x^{*},\lambda^{*}\bigr), \\ &\nabla_{xx}^{2}L_{\bar{\rho }}\bigl(x^{k}, \hat{z}^{k}\bigr) \rightarrow \nabla _{xx}^{2}L_{\bar{\rho }} \bigl(x^{*},\lambda^{*}\bigr)=\nabla_{xx}^{2}L \bigl(x^{*}, \lambda '\bigr). \end{aligned} $$\end{document}$$ Therefore, taking the above results and the SOSC in H4(ii) into account, it is not difficult to show that matrix $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal{M}_{k}$\end{document}$ is positive definite when *k* is large enough, and this together with ([54](#Equ54){ref-type=""})-([55](#Equ55){ref-type=""}) and ([58](#Equ58){ref-type=""}) further implies that the remaining claims in part (ii) hold. □

Based on Theorem [5](#FPar32){ref-type="sec"}, comparing with \[[@CR1]\], the following remark is given.

### Remark 11 {#FPar34}

The technique ([52](#Equ52){ref-type=""})-([55](#Equ55){ref-type=""}) yielding matrix $\documentclass[12pt]{minimal}
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                \begin{document}$H_{k}$\end{document}$ is a modification of the one in \[[@CR1]\], Section 5.1, and they are unlike in two points. First, the former introduced in this work can ensure the boundedness of $\documentclass[12pt]{minimal}
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                \begin{document}$\{H_{k}\}$\end{document}$ (see Theorem [5](#FPar32){ref-type="sec"}(i)), which plays a key role in the analysis of global and superlinear convergence; especially, in ensuring the penalty parameter $\documentclass[12pt]{minimal}
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                \begin{document}$\{H_{k}\}$\end{document}$ in this paper) since this strict relies on the bounded property of $\documentclass[12pt]{minimal}
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                \begin{document}$\{W_{k}\}$\end{document}$ (see the proof of \[[@CR1]\], Lemma 4.1). Second, by introducing $\documentclass[12pt]{minimal}
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                \begin{document}$\hat{z}^{k}$\end{document}$ in the computation technique ([52](#Equ52){ref-type=""})-([55](#Equ55){ref-type=""}) rather than $\documentclass[12pt]{minimal}
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                \begin{document}$z^{k}$\end{document}$ (corresponds the one denoted in \[[@CR1]\], Section 5.1), the assumption H5^+^ is almost satisfied (see Theorem [5](#FPar32){ref-type="sec"}(iii)). If one still uses $\documentclass[12pt]{minimal}
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                \begin{document}$\hat{z}^{k}$\end{document}$ in ([52](#Equ52){ref-type=""})-([55](#Equ55){ref-type=""}), then the second order approximate condition H5^+^ even H5 would be difficult to be satisfied since $\documentclass[12pt]{minimal}
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                \begin{document}$z^{k}_{{I^{\imath }\setminus I^{\imath }(x ^{*})}}\rightarrow \underline{\varepsilon}e_{{I^{\imath }\setminus I^{\imath }(x^{*})}}>0=\lambda^{*}_{{I^{\imath }\setminus I^{\imath }(x^{*})}}$\end{document}$ (by Theorem [2](#FPar25){ref-type="sec"}(iv)). Of course, in view of $\documentclass[12pt]{minimal}
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                \begin{document}$\lim_{k\rightarrow \infty }\Vert z^{k}-\hat{z}^{k} \Vert =\underline{\varepsilon}$\end{document}$ which is small enough, it can be thought that the numerical performances with $\documentclass[12pt]{minimal}
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                \begin{document}$\hat{z}^{k}$\end{document}$ should possess no distinct difference.

Choices of parameters {#Sec7}
---------------------

The parameters in our numerical testing are chosen as follows: $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned}& r=0.5, \qquad \alpha =0.45,\qquad \theta =0.99,\qquad \beta =0.5, \\& \sigma =0.8,\qquad \xi =2.5,\qquad \overline{\varepsilon}=10^{5}, \qquad \underline{\varepsilon}=10^{-5}, \\& \nu =3,\qquad \rho_{0}=p=1, \qquad \vartheta =2, \qquad M=100, \\& \gamma_{1}=0.1, \qquad \gamma_{2}= \gamma_{3}=0.01, \qquad z_{0}=(1,\ldots,1). \end{aligned}$$ \end{document}$$

### Remark 12 {#FPar35}

Analysis for lower bound $\documentclass[12pt]{minimal}
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                \begin{document}$\underline{\varepsilon}$\end{document}$ and upper bound *ε̅*

First, by Theorems [1](#FPar19){ref-type="sec"} and [2](#FPar25){ref-type="sec"}, it is known that, in terms of global and strong convergence of Algorithm [A](#FPar6){ref-type="sec"}, there is no additional request on the lower bound $\documentclass[12pt]{minimal}
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                \begin{document}$\underline{\varepsilon}$\end{document}$ and upper bound *ε̅*, i.e., any two positive constants should be suitable. Second, if one considers the rate of convergence of Algorithm [A](#FPar6){ref-type="sec"}, by Theorem [4](#FPar31){ref-type="sec"}, parameters $\documentclass[12pt]{minimal}
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                \begin{document}$\max \{z^{k}_{i}, i\in I\}$\end{document}$, respectively.

Termination rules {#Sec8}
-----------------

During the process of iteration, the implementation is terminated successfully if one of the following two conditions is satisfied:
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                \begin{document}$\Vert \Phi (x^{k},\lambda^{k}) \Vert <10^{-5}$\end{document}$; (ii) $\documentclass[12pt]{minimal}
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                \begin{document}$\max \{-\bar{\lambda }^{k}_{j},j\in I^{ \imath }\}< 10^{-5}$\end{document}$.

Numerical reports {#Sec9}
-----------------

For the sake of comparing equally, the same initial points as in \[[@CR33]\] should be selected. However, Algorithm [A](#FPar6){ref-type="sec"} starts with a feasible interior point, namely, $\documentclass[12pt]{minimal}
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                \begin{document}$\boldsymbol{x^{0}}$\end{document}$HS6(2,2)HS32(0.1,0.7,0.1)HS63(1,1,1)HS7(0,1)HS39(−1,−1,0,0)HS73(1,1,1,1)HS8(4,2)HS40(2,−1,0,1)HS78(−2,1.5,1,−1,−1)HS25(50,25,1.5)HS42(1,1,1,1)HS79(0,0,0,0,0)HS26(0.2,0.2,0.2)HS52(1,−0.5,−1,0,1)HS80(−2,−1.5,1,1,1)HS27(0,0,0)HS53(−6 2 2 2 2)HS81(−1.7,1,1.5,−0.8,−0.8)HS28(0,0,0)HS60(0,0,0)HS107(0.8 0.8 10 10 1 1 1 1 1)HS111(−1,−1,−1,−1,−1,−1,−1,−1,−1,−1)HS114(1,745 12,000 110 3,048 1,974 89.2 92.8 8 3.6 145)

The numerical results are reported and compared with the ones from \[[@CR1]\] in Table [2](#Tab2){ref-type="table"}, where the columns have the following meanings: Prob.:the problem number given in \[[@CR33]\];Itr:the number of iterations;Nf:the number of function evaluations for *f*;N:the total number of function evaluations for $\documentclass[12pt]{minimal}
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                \begin{document}$f_{\mathrm{final}}$\end{document}$:the objective function value at the final iterate. Table 2**Numerical experiment compared reportsProb.*n***$\documentclass[12pt]{minimal}
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                \begin{document}$\boldsymbol{f_{\mathrm{final}}}$\end{document}$HS120128737011.7825e − 180.022416.5782e − 27HS320167812.3501e − 060.01418.5023e − 09HS42027132912.6667e + 000.01412.6667e + 00HS5204513471−1.9132e + 000.0161−1.9132e + 00HS6210936471812.4199e − 070.03720.0000e + 00HS72108152832−1.7320e + 000.0192−1.7321e + 00HS8220916598,192−1.0000e + 000.01141−1.0000e + 00HS92101834668,192−4.9985e − 010.02101−5.0000e + 01HS12201919391−3.0000e + 010.0151−3.0000e + 01HS2420516291791−1.0000e + 000.02141−1.0000e + 00HS2530611619.4934e − 310.016211.8185e − 16HS26310167614221.6085e − 040.021922.8430e − 12HS273102848493943.9958e − 020.0514324.0000e − 02HS283101138711,0247.5674e − 080.01610.0000e + 00HS293011124531−2.2627e + 010.0181−2.2627e + 01HS303077106311.0000e + 000.02711.0000e + 00HS3231419331661289.8818e − 010.022441.0000e + 00HS3330615201891−4.5178e + 000.02291−4.5858e + 00HS3430810151041−8.3403e − 010.02301−0.8340e + 00HS3630710151441−3.3000e + 030.02101−3.3000e + 03HS3730812192001−3.4560e + 030.0271−3.4560e + 03HS38408731531,21811.9761e − 110.063713.1594e − 24HS3942011196312.5328e − 040.02194−1.0000e + 00HS40430491087262−2.5000e − 010.0542−2.500e + 00HS4242036702901,0241.3883e + 010.03641.3858e + 01HS434031229731−4.4000e + 010.0291−4.4000e + 01HS4652010123473511.3088e − 040.052526.6616e − 12HS47530215427612.0468e − 040.0425168.0322e − 14HS4852021552022,0483.1361e − 090.02640.0000e + 00HS495205187276641.1761e − 020.0369643.5161e − 12HS50530502001,0651289.3190e − 050.04115124.0725e − 17HS51530291327222562.2808e − 050.03840.0000e + 00HS5253031452252565.2930e + 000.03485.3266e + 00HS53531036691,6942564.0734e + 000.06584.0930e + 00HS5674021432,4824−2.6183e + 000.06124−3.4560e + 00HS57203345314112.8461e − 020.0315182.8460e − 02HS60316184357413.2650e − 020.04713.2568e − 02HS6132016255986256−1.7195e + 020.0344128−1.4365e + 02HS623168191531−2.6273e + 040.0251−2.6273e + 04HS63323152720019.6232e + 020.02529.6172e + 02HS66308154224915.1816e − 010.021,000^+^15.1817e − 01HS70409162221411.0085e − 020.032211.7981e − 01HS73416173521312.9896e + 010.031612.9894e + 01HS775202114158714.5981e − 010.061312.4151e − 01HS7853023663291−2.9197e + 000.0344−2.9197e + 00HS7953016261231287.8681e − 020.02727.8777e − 02HS805310661963,97546.0149e − 020.14625.3950e − 02HS815310193770886.4109e − 020.05985.3950e − 02HS84501630571,2521−5.2803e + 060.06301−5.2803e + 06HS9360821431,38711.3629e + 020.041211.3508e + 02HS9972141831571−8.3108e + 080.02840.0000e + 00HS1007048228616.8063e + 020.02916.8063e + 02HS10796841671,08611.3748e − 080.061,000^+^8,1925.0545e + 38HS110100201151010,1461−4.3134e + 010.1361−4.5778e + 01HS11110320262646,5421,024−5.8531e + 010.141,000^+^1−4.7760e + 01HS112103106111992−5.3197e + 010.02111−4.7761e + 01HS1131008214851912.4306e + 010.031012.4306e + 01HS11410328111364,47416−1.3407e + 030.1339256−1.7688e + 03HS1181505934512,55416.6482e + 020.12\-\--

Same as the way of counting the number of iterations in \[[@CR1]\], due to only a little change at the right side vector of SLE ([10](#Equ10){ref-type=""}) in the loop between Step 3(i) and Step 3(ii), which leads to low computational cost, the number of this loop is not counted in the total number of iterations Itr.

From Table [2](#Tab2){ref-type="table"} it is clear that, for almost all test problems, the two algorithms (Algorithms [A](#FPar6){ref-type="sec"} and the one in \[[@CR1]\]) have the same optimal objective value. Relatively speaking, it also shows that Algorithm [A](#FPar6){ref-type="sec"} is a promising one in terms of the CPU time, the number of function evaluations Nf and the total number of function evaluations N.

In particular, the following four performances are worth to be mentioned. First, for HS66, HS107 and HS111, the algorithm \[[@CR1]\] yields the associated $\documentclass[12pt]{minimal}
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                \begin{document}$f_{\mathrm{final}}$\end{document}$ after 1000 iterations for each problem, while Algorithm [A](#FPar6){ref-type="sec"} needs only 15, 41 and 26 iterations, respectively. Second, for HS107, the two algorithms yield two large different final objective function values $\documentclass[12pt]{minimal}
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                \begin{document}$f_{\mathrm{final}}$\end{document}$, namely, 3,748e−08 and 5.0545e+38. Third, for HS118 with the same dimension as HS117, Algorithm [A](#FPar6){ref-type="sec"} has a good numerical performance, while it is not reported in \[[@CR1]\]. Fourth, for HS54, HS75, HS85 and HS117, Algorithm [A](#FPar6){ref-type="sec"} fails to produce an invertible coefficient matrix after some iterations, then it cannot obtain the optimal objective value, so they are not listed in Table [2](#Tab2){ref-type="table"}.

For more clarity, we also give the output of Algorithm [A](#FPar6){ref-type="sec"} for problem HS8 in Table [3](#Tab3){ref-type="table"}. It is found from $\documentclass[12pt]{minimal}
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                \begin{document}$\rho_{k}$\end{document}$-column of Table [3](#Tab3){ref-type="table"} that the penalty parameter needs to be increased one, two, four and six times at 2nd, 3rd, 4th and 5th iterations, respectively; and it can be fixed in the subsequent iterations. Table 3**Output of Algorithm ** [**A**](#FPar6){ref-type="sec"} **for problem HS8*k***$\documentclass[12pt]{minimal}
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                \begin{document}$\boldsymbol{\Vert g^{k}_{\ell } \Vert } $\end{document}$01(4, 2)−1.00000e+005.09902e+0011(4.56235, 1.91528)−1.00000e+005.70399e−015.09902e+0022(4.60502, 1.91721)−1.00000e+001.02139e−015.79231e−0138(4.60222, 1.94248)−1.00000e+001.07010e−012.08008e−014128(4.60158, 1.95367)−1.00000e+001.83034e−017.60755e−0258,192(4.60159, 1.95516)−1.00000e+001.93245e−011.32456e−0268,192(4.60159, 1.95575)−1.00000e+005.86992e−044.14795e−0378,192(4.60159, 1.95581)−1.00000e+001.24840e−045.82513e−0488,192(4.60159, 1.95583)−1.00000e+002.60839e−052.36077e−0498,192(4.60159, 1.95584)−1.00000e+001.21999e−057.55776e−05

Conclusions {#Sec10}
===========

In this paper, based on a simple and effective penalty parameter update rule and using the idea of primal-point interior method, a primal-dual interior point QP-free algorithm for nonlinear constrained optimization is proposed and analyzed. A 'working set' technique for estimating the active set is used in this work, then we need to solve only two or three reduced systems of linear equations with the same coefficient matrix at each iteration. Under suitable CQ and assumptions including a relaxed positive definite restriction on the Lagrangian Hessian estimate $\documentclass[12pt]{minimal}
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                \begin{document}$H_{k}$\end{document}$, *but without the isolatedness of the stationary points*, the proposed algorithm is globally and superlinearly convergent. Moreover, a slightly new computation technique for $\documentclass[12pt]{minimal}
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                \begin{document}$H_{k}$\end{document}$ based on second order derivative information is introduced such that the associated assumptions, i.e., the boundedness of $\documentclass[12pt]{minimal}
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                \begin{document}$\{H_{k}\}$\end{document}$, the relaxed positive definiteness and the 1-sided projection second order approximation H5^+^, are all (almost) satisfied. The numerical experiments based on the proposed computation technique for $\documentclass[12pt]{minimal}
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                \begin{document}$H_{k}$\end{document}$ show that the proposed algorithm is promising.

Results and discussion {#Sec11}
======================

In this work, a new primal-dual interior point QP-free algorithm for nonlinear optimization with equality and inequality constraints is proposed. The global and superlinear convergence are analyzed. Some effective numerical results are reported. As further work, there are several interesting problems worthy of discussing. First, refer to \[[@CR21]\], improve the algorithm such that it can start from an arbitrary initial point. Second, try to get rid of the strict complementarity condition. Third, apply the ideas in the paper to minimax optimization problems, engineering problems and so on.
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