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ABSTRACT
Computing the flow from externally FUV irradiated protoplanetary discs requires
solving complicated and expensive photodissociation physics iteratively in conjunc-
tion with hydrodynamics. Previous studies have therefore been limited to 1D models
of this process. In this paper we compare 2D-axisymmetric models of externally photo-
evaporating discs with their 1D analogues, finding that mass loss rates are consistent
to within a factor four. The mass loss rates in 2D are higher, in part because half of the
mass loss comes from the disc surface (which 1D models neglect). 1D mass loss rates
used as the basis for disc viscous evolutionary calculations are hence expected to be
conservative. We study the anatomy of externally driven winds including the stream-
line morphology, kinematic, thermal and chemical structure. A key difference between
the 1D and 2D models is in the chemical abundances. For instance in the 2D models
CO can be dissociated at smaller radial distances from the disc outer edge than in 1D
calculations because gas is photodissociated by radiation along trajectories that are
assumed infinitely optically thick in 1D models. Multidimensional models will hence
be critical for predicting observable signatures of environmentally photoevaporating
protoplanetary discs.
Key words: accretion, accretion discs – circumstellar matter – protoplanetary discs
– hydrodynamics – planetary systems: formation – photodissociation region (PDR)
1 INTRODUCTION
The detection of almost 4000 very diverse exoplanets, most
of which were discovered in the last 5 years (e.g. Winn
& Fabrycky 2015; Winn 2018), coupled with new observ-
ing facilities such as the Atacama Large Millimetre Array
(ALMA) has motivated and made possible a revolution in
our understanding of planet formation. There is now over-
whelming evidence that planets form from discs of material
around young stars (for reviews see e.g. Williams & Cieza
2011; Andrews 2015; Owen 2016; Sicilia-Aguilar et al. 2016;
Haworth et al. 2016a; Ercolano & Pascucci 2017). The vast
majority of studies of disc evolution and planet formation
consider the young star-disc in isolation and such approaches
are proving very effective at understanding the myriad phys-
ical processes that take place in planet-forming discs.
The young disc-hosting stars themselves typically form
in clustered groups of hundreds to hundreds of thousands
(e.g. Lada 2010; Krumholz et al. 2018). In order to fully un-
derstand the planet formation process, and in particular the
? E-mail: t.haworth@imperial.ac.uk
populations of resulting planets, we also have to understand
how the natal cluster can affect discs and any planet forma-
tion within them. Specifically, any given planet-forming disc
can be influenced either by gravitational encounters or irra-
diation by other cluster members (for a recent assessment
of their relative impacts, see Winter et al. 2018). For ex-
ample Ndugu et al. (2018) accounted for stellar neighbours
through simple passive heating of the outer disc in planetary
population synthesis models, finding that this is necessary
to suppress large populations of cold Jupiters (particularly
at low metallicity) which are not observed.
In particular, UV irradiation by stellar neighbours can
heat a disc and drive material away from it in a photoe-
vaporative wind. If this mass loss is higher than the rate
of viscous spreading, the disc will also be truncated (e.g.
Clarke 2007; Anderson et al. 2013; Haworth et al. 2017;
Rosotti et al. 2017; Winter et al. 2018; Shadmehri et al.
2018). Although the effect of external photoevaporation is
expected to act most directly upon the outer disc, limiting
the disc mass reservoir and radial extent affects the abil-
ity of material to move into the inner disc which may also
have consequences for planet formation at small orbital radii
© 2016 The Authors
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(e.g. as in the case of Trappist-1 Ormel et al. 2017; Haworth
et al. 2018a). Furthermore, truncation of the disc lowers the
viscous timescale and affects the redistribution of angular
momentum and hence surface density evolution of the entire
disc, an effect which does not occur through internal photo-
evaporation by the host star, where instead an inner hole is
eventually produced (Clarke et al. 2001; Owen et al. 2010).
The effect of external photoevaproation on planet formation
should therefore not be discounted simply because it oper-
ates on the disc at larger radii than those at which most
planets are being discovered.
The range of star forming environemts in the Galaxy
implies that stars may be exposed to ambient ultraviolet
fluxes that vary over five orders of magnitude (e.g. Fatuzzo
& Adams 2008); it is therefore possible that some of the ex-
oplanet diversity being discovered is influenced by diversity
in the properties of the natal cluster (e.g. Nicholson et al.
2019). Note that although gravitational interactions in the
cluster do take place, generally, the effect of external UV
irradiation has a dominant influence (Scally & Clarke 2001;
Guarcello et al. 2016; Winter et al. 2018). Internal winds are
also driven by the host star (see e.g. the review by Ercolano
& Pascucci 2017) though the relative impact and interplay
between internally and externally driven winds is currently
unknown.
A major complication is that environmental evapora-
tion of discs is only easy to observe and/or model in ex-
treme UV conditions, for example in the vicinity of O stars.
In such a regime disc evaporation is unsubtle, giving rise to
“proplyds” that can be observed in the optical, silhouetted
against the H ii region (e.g. McCaughrean & O’dell 1996;
O’dell 1998; O’Dell 2001; Henney et al. 2002; Wright et al.
2012). Trends in disc properties such as mass and/or radius
near such sources are also starting to be inferred (e.g. Ans-
dell et al. 2017; Eisner et al. 2018).
The majority of star/discs are not in such an extreme
UV environment as in the vicinity of an O star. For example
Fatuzzo & Adams (2008) compute probability distributions
for the UV environments of Galactic star forming regions.
Proplyds lie in the tail end of this distribution, even in the
limit of no extinction (and hence more pervasive high UV
fields). In the weak-intermediate UV regime environmental
disc photoevaporation is more subtle, making it difficult to
observe.
It is also much more difficult to model environmental
photoevaporation in more modest UV environments, with
the thermal state of the gas being sensitive to the far-
ultraviolet (FUV) radiation field and photodissociation re-
gion (PDR) chemistry (e.g. Adams et al. 2004). In particu-
lar, a key issue is that the main coolant is the escape of line
photons, which cannot be assumed to be optically thin. To
estimate this the escape probability into three dimensions
has to be computed from every point on a computational
domain (e.g. Bisbas et al. 2012). Although within the disc
itself this can be approximated by assuming some dominant
trajectory (e.g. vertically and/or outward radially Wang &
Goodman 2017; Nakatani et al. 2018; Wang et al. 2018) in a
photoevaporative wind this is not necessarily the case. A 3D
estimate is required, which makes multidimensional models
difficult to develop and, historically, computationally pro-
hibitive. Given that there is growing observational evidence
for external disc photoevaporation in more modest environ-
ments with the detection of proplyds around a B star in
Orion (Kim et al. 2016) and a possible photoevaporative
halo around IM Lup (Cleeves et al. 2016; Haworth et al.
2017; Pinte et al. 2018) further models and observations in
these lower UV regimes are essential.
The difficulty of including 3D line cooling means that
modelling external disc photoevaporation in the FUV regime
has been restricted to 1D models to date (though at very
high UV field strengths the role of the FUV can be more eas-
ily approximated in 2D axisymmetric calculations Richling
& Yorke 2000). These assume that mass loss occurs predom-
inantly from the disc outer edge (see e.g. Adams et al. 2004,
for a discussion on this), since this part of the disc is a sub-
stantial mass reservoir that is least gravitationally bound to
the star. The exciting UV radiation is assumed to propagate
from the outside inwards and vice versa for the line cooling.
Initially these models were computed semi-analytically, lo-
cating the critical point of the flow and matching to condi-
tions at the flow base (disc outer edge), with the temperature
calculated from a pre-computed table as a function of local
density, UV field and extinction (Adams et al. 2004; Holden
et al. 2011; Facchini et al. 2016). Although solutions are not
always possible with this approach, where they are possible
mass loss rates that would be significant for disc evolution
are predicted (though all such models only considered Solar
type stars).
In recent years direct simulations of evaporating discs
have become possible (Haworth et al. 2016b, 2017, 2018a,b).
These have still been 1D, but directly compute the PDR
chemical/thermal structure and hydrodynamics. For exam-
ple Haworth et al. (2018b) produced a publicly available grid
of steady state mass loss rates for a large variety of stellar,
disc and UV parameters. A key general result is that mass
loss can be important even in very weak UV environments
if the disc is only weakly bound, for example in the case of
a very extended disc like IM Lup (Haworth et al. 2017) or if
the stellar mass is low as would have been the case for the
precursor of a Trappist-1 like system (Haworth et al. 2018a).
Although these 1D models are easily calculated with mod-
ern facilities, they offer only a weak means of predicting the
crucial signatures of externally evaporating discs which we
require in order to identify the process in action in a range
of UV environments. Multidimensional models are required
to effectively predict observables. Furthermore, since the 1D
models do predict significant mass loss, even in weak UV
environments, they must be validated and improved upon
with more realistic multidimensional models.
In this paper we present the first 2D cylindrical models
of externally FUV irradiated protoplanetary discs. There is
a large parameter space where the nature of external photoe-
vaporation may differ (e.g. as a function of UV field strength,
stellar mass, disc mass, disc size, metallicity, and so on) so
in this paper we focus on only a handful of first calculations.
We aim to gain a first insight into the applicability of 1D
mass loss rates, as well as test the validity of assumptions in
the 1D models such as the mass predominantly being driven
from the disc outer edge. We also aim to study the flow mor-
phology and take a first look at the chemical composition of
2D externally driven winds.
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2 NUMERICAL METHOD
We begin with an overview of the methodology that permits
us to solve PDR-dynamics in arbitrary geometries with 3D
line cooling.
2.1 General Overiew
We use the photochemical-hydrodynamics code torus-
3dpdr Bisbas et al. (2015b) to run the models in this pa-
per. In its most general form this is a coupling of the grid-
based Monte Carlo radiative transfer and hydrodynamics
code torus (Harries 2000; Haworth & Harries 2012; Ha-
worth et al. 2015; Harries 2015; Ali et al. 2018) with the
3D photodissociation region modelling code 3d-pdr (Bis-
bas et al. 2012)1. In this hybridisation all calculations take
place on the torus grid. That is, components have been
stripped from 3d-pdr and directly incorporated into torus.
The original idea behind the coupled code is that the Monte
Carlo radiation transport of torus can accurately compute
the exciting UV radiation field (which 3d-pdr approximates
as, e.g. isotropic, planar or spherical) for the PDR modules,
which is important for models of the interstellar medium.
However the application of using the PDR thermal structure
in hydrodynamical problems such as external disc photoe-
vaporation has been a powerful by-product that has domi-
nated the use of torus-3dpdr to date.
PDR-dynamics calculations are performed by itera-
tively computing hydrodynamics and PDR equilibirium up-
dates (i.e. via operator splitting), which we now summarise
separately.
2.2 Hydrodynamics
The hydrodynamics scheme is a finite volume method which
employs a van Leer (1979) flux limiter, Rhie & Chow (1983)
interpolation and is total variation diminishing. In these cal-
culations the disc masses are low enough that self-gravity is
unimportant, so we include only a point source gravitational
potential. The hydrodynamics scheme was first presented in
torus and detailed in Haworth & Harries (2012).
2.3 Equilibrium PDR chemistry and thermal
balance
The PDR aspect of our calculations require solving a chemi-
cal network iteratively with thermal balance (for full details
see Bisbas et al. 2012, 2015b). The fact that the PDR cal-
culations in 3d-pdr take place in 3D for arbitrary geome-
tries is crucial for our models of externally photoevaporating
protoplanetary discs. To compute the line cooling escape
probabilities, 4 pi steradians is sampled from the centre of
every cell on the computational domain using a healpix
scheme (Go´rski et al. 2005) which divides the sky into zones
of equal solid angle. The size of these zones is dependent on
the level of healpix refinement l, with a number of zones
Nl = 12×4l . The optical depth, escape probability, etc. along
1 Though note that the Monte Carlo radiation transport is not
actually employed within this paper, as we will discuss in section
2.3.
each of these rays is then computed to estimate the line cool-
ing. These rays are also used to estimate the local UV, “χ”,
(i.e. we are not using the Monte Carlo radiative transfer of
torus) as attenuated from an isotropic ambient UV field χ0
according to(
χ
1G0
)
=
1
Nl
Nl∑
1
χ0 exp(−τUV ). (1)
where τUV is the UV optical depth, which is related to the
visual extinction by τUV = 3.02AV . G0 is the Habing unit of
UV field strength Habing (1968). Although our models are
2D-axisymmetric, healpix sampling of the sky is still done
in 3D utilising the symmetry of the problem.
In its current form our healpix scheme uses a long
characterstics ray tracing, for which the scaling is relatively
poor. Multiple rays have to be traced from every single cell
on the grid, which is computationally expensive. Further-
more, since there can be significant memory requirements
we implement domain decomposition (the grid memory is
distributed amongst cores) which means rays may not have
access to the information stored on all parts of the grid along
their trajectory. Most domains hence have to act as servers
(sending relevant information to the domain doing the ray
tracing) and take turns doing ray-tracing, rather than trac-
ing rays simultaneously. This is added to the fact that the
PDR calculation takes place over many iterations to con-
verge on the equilibrium chemical and thermal structure, so
the ray tracing process has to take place many times for any
given single PDR update. Of course this then has to be done
multiple times iteratively with hydrodynamics updates. The
3D line cooling/PDR calculation therefore overwhelmingly
dominates the computational expense of these models.
Given the poor scaling we generally run these calcula-
tions on a small number of cores. For example on a 2562
cell 2D cylindrical grid (where the ray tracing takes place
in 3D, utilising the symmetry of the problem) a single PDR
update at the lowest level of healpix refinement can have a
wall time of around 12-24 hours on 5 MPI threads (with re-
maining threads on the node being used for shared memory
parallelisation). In future we intend to improve on the wall
time per PDR calculation by improving the scaling to larger
numbers of cores. In light of the above, we are presently lim-
ited to calculating the steady state flow structure from an
irradiated disc, and also at modest resolution both spatially
and in terms of healpix rays. Nevertheless in this paper
we do consider convergence with both of these quantities in
section 3.4.
The details of the PDR calculations themselves are
given in all of our series of papers on 1D calculations, the
latest of which was presenting the fried grid of mass loss
rates (Haworth et al. 2018b). Nevertheless, the initial abun-
dances are also summarised in Table 1 of this paper. We
use the same reduced PDR network of 33 species and 330
reactions. This has been tailored to give temperatures accu-
rate to within around 10 per cent of the UMIST 2012 chem-
ical network database of 215 species and over 3000 reactions
(McElroy et al. 2013). The chemistry and thermal balance
are solved iteratively until convergence. The main coolants
are lines from C, C+, O and CO, with some additional con-
tribution from the dust. Heating processes include photo-
electric heating from atomic layers of polycyclic aromatic
MNRAS 000, 1–15 (2016)
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Table 1. A summary of the species included and initial gas abun-
dances (taken from Asplund et al. 2009) for the reduced network
used in this paper, which consists of 33 species and 330 reac-
tions (Bisbas et al. 2012). The sum of hydrogen atoms in atomic
and molecular hydrogen is unity. The other abundances are with
respect to atomic hydrogen.
Gas
Species Initial abundance Species Initial abundance
H 4 × 10−1 H2 3 × 10−1
He 8.5 × 10−2 C+ 2.692 × 10−4
O 4.898 × 10−4 Mg+ 3.981 × 10−5
H+ 0 H2+ 0
H3+ 0 He+ 0
O+ 0 O2 0
O2+ 0 OH+ 0
C 0 CO 0
CO+ 0 OH 0
HCO+ 0 Mg 0
H2O 0 H2O+ 0
H3O 0 CH 0
CH+ 0 CH2 0
CH2+ 0 CH3 0
CH3+ 0 CH4 0
CH4+ 0 CH5+ 0
e− 0
Dust
σFUV 2.7 × 10−23 cm2 Dust cross section in wind
δ 3 × 10−4 Dust-to-gas mass ratio in wind
fPAH 1.0 PAH abundance relative to ISM
δPAH 2.6 × 10−2 PAH-to-dust mass ratio
Other
ζ 5 × 10−17 s−1 Cosmic ray ionisation rate
e.g. Bergin et al. (1999)
hydrocarbons, C ionisation, H2 formation and photodissoci-
ation, FUV pumping, cosmic rays, turbulent and chemical
heating and gas-grain collisions.
The only difference to the microphysics in these cal-
culations compared to those of the fried grid is that we
use an interstellar medium (ISM)-like polycyclic aromatic
hydrocarbon (PAH)-to-dust mass ratio of 2.6 × 10−2, an or-
der of magnitude higher than that used in the fried grid.
PAHs are important, possibly being the dominant heating
mechanism in the PDR (see Figure 2 of Facchini et al. 2016,
which summarises all of the heating and cooling processes
of the code) but the PAH abundance in discs is very uncer-
tain (Geers et al. 2006; Oliveira et al. 2010; Perez-Becker
& Chiang 2011). In prior work we chose lower values of the
PAH abundance to be conservative as to the mass loss rate,
but here the higher (ISM like) value leads to a warmer wind
that can help achieve a steady state more quickly and hence
at less computational cost. Here we are most interested in
comparing 1D and 2D models, so the absolute mass loss rate
is less important. We note that any 1D models in this pa-
per are also bespoke models rather than being taken from
the fried grid, and hence are also tailored to have the same
ISM-like PAH abundance.
Finally we note that the microphysics in these calcu-
lations is only accurate in the photodissociation regime. At
deeper, colder, denser layers within the disc that are ex-
tremely optically thick to the UV the chemistry becomes
much more complicated and is not captured by our model
(see e.g. Walsh et al. 2010; Woitke et al. 2016; Cleeves et al.
2017; Kamp et al. 2017; Wakelam et al. 2019). Although
this is unimportant for computing the dynamical evolution
of the disc (since such zones are cold regardless of the chem-
ical complexity) we do not attempt to properly capture the
composition deep within the disc. Effects such as freeze out
upon, for example, the CO abundance distribution can be
retrospectively applied for predicting observables.
2.4 Further details
As discussed above, our calculations involve iteratively solv-
ing hydrodynamic and PDR updates via operator splitting.
At this stage we are only interested in the eventual steady
state wind solutions and the associated mass loss rate, so
we only do a PDR update every N timesteps. In practice
we start off with N being ∼ 104, but as the calculation
approaches its final steady state increase N to even larger
values (∼ 106). This means that the pathway to achieving
the steady state cannot be studied in detail, but drasti-
cally reduces our computational expense. This is the ap-
proach we have historically used in our 1D models, for which
we confirmed that the frequency with which these updates
are made does not affect the final solution (Haworth et al.
2016b). Note that our models assume chemical and ther-
mal equilibrium. In section 5.2 of Haworth et al. (2016b)
we supported this assumption by showing that the thermal
timescale is much shorter than the flow timescale.
2.5 Validation
torus-3dpdr has been benchmarked against 1D semi-
analytic solutions in the context of externally irradiated
discs in Haworth et al. (2016b). The code was also validated
against a series of dynamical and radiation hydrodynamic
tests in Haworth & Harries (2012), Harries (2015) and Bis-
bas et al. (2015a). The PDR components have also been
checked against the Ro¨llig et al. (2007) benchmarks in Bis-
bas et al. (2015b)
The healpix scheme used by torus-3dpdr is known
to work in 3D applications, however it has been modified for
this work to utilize the cylindrical symmetry of our simula-
tion grid when propagating through 3D space. To check this
modified scheme we computed the UV field impinging upon
a sphere embedded in a low density medium using both the
3D and 2D cylindrical scheme, ensuring that the same UV
field in the sphere resulted.
2.6 Disc construction/boundary conditions
In these calculations we define a disc that is imposed and
hence acts as a boundary condition and isn’t allowed to dy-
namically evolve (in the first instance we are interested in
MNRAS 000, 1–15 (2016)
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Model M∗ Md Rd Σ1AU UV Rcrit (1D) Rgrid
ID (M) (Mjup) (AU) (g cm−2) G0 (AU) (AU)
A 1 10 100 134 1000 207 385
B 1 20 200 134 1000 368 770
C 1 30 300 134 1000 380 1154
Table 2. A summary of our model parameters. Columns are, from left to right: the model ID, stellar mass, disc mass, disc outer radius,
surface density at 1AU, ambient UV field, location of the critical radius in an equivalent 1D model and the grid size.
obtaining steady state solutions to compare with 1D mod-
els). For this purpose we consider a truncated power law for
the imposed disc surface density profile
Σ(R) = Σ1AU
(
R
AU
)−1
(2)
where for a disc of a given size Rd and mass Md the surface
density normalization is
Σ1AU =
Md
2piRdAU
. (3)
We impose the disc up to one scale height
H =
cs
Ω
(4)
where cs is the sound speed and Ω the Keplerian angular
velocity. This scale height is computed assuming an isother-
mal disc temperature of 20 K. We do allow the disc itself to
be subsequently heated in the PDR calculation, but do not
then adjust the height above the mid-plane to which the disc
is imposed (i.e. we always impose it up to 1 scale height as
though the disc temperature were 20K). We retrospectively
checked the disc mid-plane temperature profile and it is in
the range 20–23 K in the bulk of the outer disc, excluding the
outermost few cells which can be heated to higher tempera-
tures. Where the external radiation field becomes extremely
weak the source star may set the temperature through pas-
sive irradiation, which we assume is of the form
T∗ = 100
(
R
AU
)−1/2
. (5)
We take the maximum of the external radiation and stellar-
induced temperatures, with a floor value of 20 K. Note that
the assumed temperature of 20 K in setting the imposed
scale height is accurate to within a few degrees in the mid-
plane except for the outermost ∼ 8 cells, though of course
at higher z the disc gets significantly warmer, as we will
illustrate in section 3.
2.7 Model parameters
We consider 3 calculations in this paper, the parameters
of which are summarised in table 2. At this stage we are
considering only a 1 M star, and all of our models consider
a 103 G0 field. We do however vary the disc mass and radius
such that the surface density normalisation is constant. Of
course there will likely be interesting variations in the nature
of external disc photoevaporation in different stellar mass
and UV regimes that will need to be explored in future work.
In 1D models the required size of the grid is tightly
constrained. A unique solution for a steady transonic flow
satisfies a criticality condition (simultaneous vanishing of
terms in the combined momentum and continuity equations,
e.g. Parker 1965; Clarke & Alexander 2016) at some point
in the flow, given by that at which
v2µmH
kB
− T − ndT
dn
≥ 0. (6)
is first satisfied for velocity v, mean particle mass µ, tem-
perature T and number density n (Facchini et al. 2016). 1D
models will only converge on this solution if the critical point
is contained within the grid. Our 2D grid is chosen to be
larger than this critical radius for the 1D models in each
case.
The 3 main calculations are predominantly presented
using a fixed 256×256 cell cylindrical R−z grid and the lowest
level of healpix refinement (12 rays per cell, propagated in
3D utilising the axisymmetry of our model). In section 3.4.2
we also explore convergence, running 128 × 128 and 64 × 64
cell versions, and for the lowest resolution case also using
the next 2 levels of healpix refinement (48 and 192 rays
per cell), though we are unable to practically increase both
the spatial and healpix resolution further at this stage.
2.8 Computing the mass loss rate
One of the primary quantities of interest from these cal-
culations is the mass loss rate, which is important for the
dynamical evolution and lifetime of the disc. In 1D calcula-
tions the mass loss rate is computed following Adams et al.
(2004) using
ÛM = 4piR2ρ ÛRF , (7)
where F is the fraction of solid angle subtended by the disc
outer edge
F = Hd√
H2
d
+ R2
d
. (8)
In our new 2D calculations the mass loss rate is com-
puted through a spherical surface of radius r at the end of
the calculation in a postprocessing step as follows. We gen-
erate a number of evaluation points on a circular contour
in the (R, z) plane of radius r centred on the origin. From
any given evaluation point we draw a tangent to this circle
and calculate the length of this tangent that lies within the
cell that contains it. We ensure that each ith cell only con-
tributes once to the mass loss rate estimate, which is given
by
ÛMi =

2 × 2piR∆lρi
√
v2
R,i
+ v2
z,i
, vR > 0 or vz > 0
0 otherwise
(9)
MNRAS 000, 1–15 (2016)
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Figure 1. The mass loss rate calculated on our discretised grid
for a spherically diverging flow, compared with the analytic mass
loss rate. In this example our approach is accurate to with 1 per
cent (the red horizontal lines) and is a conservative measure, only
ever underestimating the mass loss rate.
where vR,i and vz,i are the R and z components of the velocity
and the preceding factor of 2 arises because the models in
this paper are reflective about the mid-plane.
We tested this scheme for a spherically symmetric di-
verging flow of constant velocity and inverse square density
profile (hence a constant “mass loss rate” as a function of
radius). For a spherically diverging velocity of 10−3 km s−1
and density profile of the form
ρ = 10−20
(
R
100AU
)−2
g cm−3 (10)
the analytic mass loss rate is 4.46×10−13 M yr−1. The mass
loss rate we obtain by summing equation 9 over a spherical
surface, as a function of the radius of that spherical surface,
is given in Figure 1. This was for the case of a fixed 385 AU
2D cylindrical grid with 2562 cells. Our discretised estimates
agree with the analytic value to within 1 per cent for all
spherical radii through which we compute the mass loss rate.
3 DYNAMICS AND CHEMISTRY OF
MULTIDIMENSIONAL EXTERNAL DISC
PHOTOEVAPORATION
The analysis of our models proceeds as follows. In section 3.1
we make an initial overview of the steady state flow, ther-
mal and kinematic structure. In section 3.2 we then quantify
the location in the disc from which the mass loss originates.
With an understanding of the flow structure, we then com-
pute and compare 1D and 2D mass loss rates in 3.3. We then
discuss convergence of our models in 3.4 and finish with a
first look at the chemical composition of externally irradi-
ated discs in 2D in 3.5.
3.1 Initial overview of flow structure
We begin with an initial broad overview of the steady state
flow structure in our models. Figure 2 shows the density
and temperature structure, as well as a selection of flow
streamlines. Figure 3 also shows the Mach number, colour
coded such that subsonic flow is blue, supersonic red and
the approximate sonic surface is white. In all cases the cold
outer disc is surrounded by a warm (∼ 50 − 150K) layer of
subsonic material of typical density ∼ 108 cm−3. The edge
of this “halo”2 corresponds to the attainment of an optical
depth ∼ 1, which coincides with the surface of photodissoci-
ation of CO (see section 3.5) and the transition to a hotter
(∼ 200−350K) supersonic flow. Above the disc surface, inte-
rior to about half of the disc radius (a region that contributes
negligibly to the mass loss: see section 3.2) the flow is sub-
sonic up to a large height. At small R a hot (∼ 1500K in the
103 G0 cases) low density (10−3 cm−3) cavity is blown along
the z−axis which is subject to small scale changes over time
due to small scale shearing instabilities. The rest of the flow
and hence mass loss rate is steady, which we will illustrate
further in section 3.4.
The streamline morphology, as illustrated in the upper
panels of Figure 2 as well as in more detail for model B
in Figure 4, is similar in each of our three cases. Stream-
lines emanating from the disc surface leave vertically, before
turning over and becoming quasispherical at larger radii.
Streamlines emanating from the disc outer edge flare such
that the expansion is greater than spherical out to approx-
imately 1.5 disc radii, before again turning over to become
more spherical.
3.2 Where is mass lost from the disc?
Before discussing the total mass loss rates in our models we
first discuss the radial location in the disc from which the
bulk of the mass loss originates, as well as how it propagates
in the wind. This is a prerequisite to understanding any
differences in the mass loss rate between the 1D and 2D
models.
The gravitational radius Rg is that at which the sound
speed is equal to the escape velocity (or equivalently the
thermal energy equals the binding energy) and hence matter
is unbound
Rg =
GM∗µmH
kBT
. (11)
(e.g. Hollenbach et al. 1994; Johnstone et al. 1998). Scenar-
ios where Rg is greater than the disc radius are referred to
as sub-critical, and a key assumption of the 1D models of
externally evaporating discs in the sub-critical regime is that
mass loss is dominated by that from the disc outer edge. 1D
models then compute the mid-plane flow structure and cal-
culate a total mass loss rate assuming a spherically diverging
wind (as in equations 7 and 8).
In our models, which are all sub-critical (we verified this
by checking maps of Rg/Rd) we can compute exactly where
2 We now refer to the disc region that we impose as“the disc”and
any CO bearing region outside of this as “the halo”, motivated by
the terminology used in the interpretation of IM Lup (Cleeves
et al. 2016; Haworth et al. 2017)
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Figure 2. A summary of the density structure, streamlines and temperature distribution in our models. The upper frame of each panel
shows the log10 density, with velocity streamlines overlaid. The lower frame of each panel is the temperature distribution, reflected about
the disc mid-plane.
Figure 3. Maps of the Mach number in our models. The colourbar is chosen such that subsonic components of the flow are blue and
supersonic components are red. The sonic surface is approximately denoted by the white parts of the image.
the mass loss originates from in the disc and compare with
the 1D assumptions above. Recall from the description of
our method in 2.8 that we compute the mass loss rate in the
2D models though a spherical surface. From each grid cell
on this surface (where we know the local contribution to the
total mass loss rate) we trace a streamline back to its origin
at the disc. An illustration of this for an example spherical
surface and handful of streamlines in model C is given in
Figure 4.
Using this streamline tracing approach, in the up-
per panel of Figure 5 we plot the cumulative mass loss
rate through the spherical surface as a function of the
R−coordinate at which the streamline originates from the
disc. The lower panel shows the same information, nor-
malised to the total mass loss rate and disc outer radius.
These plots demonstrate that in all cases around 50 per cent
of the mass loss rate comes directly from the disc outer edge.
Although some mass loss does come from the surface, the
mass loss rate is entirely set in the outer half of the disc
and is mostly from within about 10 per cent of the disc outer
edge. That is, in the lower panel of Figure 5 the fraction
of cumulative mass loss is 1 by R/Rd = 0.5. Unsurprisingly
larger (less bound) discs lose mass from a larger fraction
of the disc surface. Overall the assumption from 1D models
that the mass loss is predominantly from the disc outer edge
therefore seems reasonable to within a factor two or so. We
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Figure 4. The cross section of the spherical surface through
which the mass loss rate is calculated (black points) for the case of
model C. Included are a selection of streamlines from this surface,
traced back towards the disc.
will compare the actual 1D and 2D mass loss rates in section
3.3.
We further illustrate the origin of mass loss in our mod-
els in Figure 6. This shows the spatial (R − z) location of
the streamline end points near the disc outer edge. These
points are colour-coded by the cumulative mass loss rate.
Starting from the dark blue points, one can see what frac-
tion of the mass loss originates from certain locations. For
example, at the top of the disc outer edge the points are
green, corresponding to roughly half of the total mass loss
rate.
3.3 Comparing 1D and 2D mass loss rates
The key quantity of interest from external photoevaporation
for disc evolutionary models is the mass loss rate. Mass loss
rates from 1D models are being used in viscous evolution-
ary calculations to study disc evolution in different environ-
ments, where the role of environment is being predicted to
be important (e.g. Clarke 2007; Anderson et al. 2013; Ha-
worth et al. 2018a,b; Rosotti et al. 2017; Winter et al. 2018;
Shadmehri et al. 2018). It is crucial to confirm the validity
(or otherwise) of these mass loss rates in multidimensional
models.
We ran 1D counterparts to our 2D models to compare
the mass loss rates (e.g. similar to the fried grid models
Haworth et al. 2018b, only with the required higher PAH
abundance used here). These 1D models would be defined
as having the same disc mass and radius, as well as stellar
and irradiating UV field properties as the 2D models. The
1D models do differ in that the scale height at the disc outer
edge is allowed to increase due to heating at the disc outer
edge (as adopted in the fried grid). Note that in the 2D
models we calculate the mass loss rate through a number
of spherical surfaces over the supersonic flow and take the
average (it should be constant in a perfect steady state and
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Figure 5. The cumulative mass loss rate as a function of the
radial origin of streamlines. The upper panel is the absolute mass
loss rate and distance and the lower panel is normalised to the
total mass loss rate and disc outer radius. Note that the disc outer
radii are 100, 200 and 300 AU in models A, B and C respectively.
Model ID ÛM 2D ÛM 1D 2D /
(10−6M yr−1) (10−6M yr−1) 1D
A 2.2 0.6 3.7
B 4.8 3.1 1.55
C 6.8 5.8 1.17
Table 3. Mass loss rates 2D and equivalent 1D models, as well
as their ratio.
in section 3.4.1 we will show that this is the case to within
±3per cent). For reference, the mid-plane flow variables for
model A, which are typical of each of the models, are shown
in Figure 7. The 2D models result in more rarefied, faster
flows in the supersonic wind along the mid-plane.
Table 3 compares the total mass loss rate in our 2D
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Figure 6. The mass loss rates in our models are computed through a spherical surface. The points in these plots are where streamlines
from this surface trace back to on the disc itself. The points are colour coded by the cumulative mass loss rate. E.g. 50 per cent of all mass
loss takes place between the dark blue and green points, ∼70 percent between dark blue and orange and 100 per cent between dark blue
and dark red. These plots further illustrate that around 50 per cent of the mass loss is from the disc outer edge, with the rest originating
from the disc surface close to the disc outer edge. Points are also scaled in size by the ratio of the mass loss for any given streamline to
the total mass loss rate.
models with their 1D analogues. We are probing only a very
limited parameter space in this paper so broad generalisa-
tions must be treated with caution. However, in all of the
models here the mass loss rate is larger in the 2D cases.
So the contribution of mass loss from the disc surface and
faster flow more than compensates for the 1D models being
based entirely on the peak density part of the flow along the
mid-plane.
Recall that 1D models have been predicting that exter-
nal photoevaporation of discs is important for disc evolu-
tion (and potentially planet formation) in a wide range of
regimes. Our 2D models are suggesting that in fact the 1D
mass loss rates are probably underestimates (albeit by fac-
tors of order unity) and so the impact is, if anything, likely
stronger than previously anticipated.
3.4 Convergence
We now briefly assess the convergence properties of our mod-
els.
3.4.1 Sensitivity of mass loss rate to size of spherical
surface
We calculated the mass loss rate in our models through
spherical surfaces of different sizes and used the mean. In
2.8 we showed that the variation for a perfect spherically di-
verging flow is only about 1 per cent over 200 AU variation
in surface radius. Figure 8 shows the percentage variation of
the mass loss rate, relative to the mean as a function of the
radius of the spherical surface. Generally the mass loss rate
slightly decreases with surface size, but is flattening out at
larger radii (as the number of cells contributing to the es-
timate increases). Overall the variation is never more than
±3per cent. That this is higher than the 1 per cent level in
the perfect case discussed in 2.8 will in part be due to small
deviations from a perfectly steady state, which make a big-
ger perturbation to the total mass loss rate at smaller radii
(where there are a smaller number of cells on the surface)
than at large radii.
3.4.2 Conservation along streamlines
We checked the variation of specific angular momentum and
Bernoulli parameter
v2
2
+ Ψ +
∫
dP
ρ
= Constant (12)
which should be invariant along streamlines in a steady state
flow. Here v, Ψ and ρ are the local velocity, gravitational
potential and density. Note that we evaluate the pressure
term dP in the Bernoulli parameter in an approximate
way by just taking the difference over a local length interval
of the streamline. We checked a posteriori that the flow is
barotropic along a streamline (i.e. that the density is single
valued function of pressure). The specific angular momen-
tum and Bernoulli parameter are illustrated in the case of
model B in Figure 9. Both quantities are tightly conserved
along streamlines, with deviations from perfect conservation
arising from a mixture of the approximate way in which we
evaluate the dP term and small deviations from steady state.
At the transition to a supersonic flow (at an optical depth
∼ 1 and, in this case, the CO dissociation front) there is a
large pressure gradient, which introduces numerical errors
into our evaluation of the dPρ term and corresponds to a
jump in Bernoulli parameter. However once through to the
supersonic flow the Bernoulli parameter is again conserved.
We have checked that the mass and momentum fluxes are
conserved within the region of rapidly changing thermody-
namic variables.
3.4.3 Convergence with spatial resolution
There are two types of resolution element in these calcu-
lations: grid cells which quantify the spatial resolution and
solid angle elements making up the healpix sampling of the
sky from each point on the grid. Owing to the computation-
ally expensive nature of these calculations we make a first
MNRAS 000, 1–15 (2016)
10 Haworth & Clarke
Model ID ÛM 2D 64 2D 128 2D 256 ÛM 1D
(10−6M yr−1) (10−6M yr−1) (10−6M yr−1) (10−6M yr−1)
A 1.9 2.2 2.2 0.6
B 4.8 4.8 4.8 3.1
C 6.7 6.9 6.8 5.8
Table 4. The variation of the 2D mass loss rates with spatial resolution. The equivalent 1D mass loss rate is included for reference. Note
that we evaluate the mass loss rate in the lower resolution models only where the streamlines originate from the outer half of the disc
(R > Rd/2). This is because in the higher resolution models all of the mass loss originates from the outer half of the disc, and the inner
region of the lower resolution models is poorly resolved.
exploration of resolution convergence with spatial resolution
by coarsening our grid from 256 × 256 cells to 128 × 128 and
64 × 64 and hence using relatively cheap models. We also
explore the effect of using higher healpix resolution (which
makes the most expensive part of the calculation and order
of magnitude, or more, more expensive) in the case of the
64 × 64 cell model.
In our fiducial models all of the mass loss comes from the
outer half of the disc (R > Rd/2, see Figures 5, 6). At lower
resolution when the pressure gradient in the inner disc is
very poorly resolved material can artificially be driven from
the inner disc. Therefore, when computing the mass loss rate
in the lower resolution models we only consider that from
streamlines that originate from R > Rd/2.
The mass loss rate at different spatial resolution is given
in Table 4. In each case the variation in mass loss rate
with resolution is small. Although we cannot and do not
attempt to claim to have fully converged with spatial res-
olution (something which can be extremely challenging to
do and is rarely genuinely achieved), it is promising that
the mass loss rate appears to be insensitive to the spatial
resolution over the range we have considered.
3.4.4 Convergence with HEALPIX resolution
In the case of the 64×64 cell spatial grid model we increased
the level of healpix refinement from l = 0 (the fiducial value
here) to l = 1 and l = 2, where the number of healpix zones
is N = 12×4l . That is we consider 12, 48 and 192 rays per cell
(the l = 2 case is roughly an order of magnitude more expen-
sive than the l = 0 case, which is why we explore convergence
with healpix rays on a coarse spatial grid). The mass loss
rate for different levels of healpix refinement in the case of
model A are given in Table 5. As with spatial resolution, we
cannot claim convergence, but there is no strong variation
in the mass loss rate with healpix refinement. The reason
for the slight increase in mass loss rate that can happen
at higher healpix resolution is that there is slightly higher
temperature/pressure and hence driving of a wind from the
disc surface layers.
3.5 Chemical composition
To solve for the dynamics our calculations necessarily solve
a PDR chemistry network and therefore naturally yield the
chemical structure of the disc/wind. Figure 10 illustrates
some features of the composition of our models. The right
hand panels are maps of the UV field strength, which atten-
uates sharply near the halo boundary and rapidly drops to
healpix level Rays per cell ÛM
(10−6M yr−1)
0 12 1.9
1 48 2.1
2 192 2.0
Table 5. Mass loss rates in a low resolution (64× 64 cell) version
of model A, varying the level of healpix refinement (number of
rays used to sample 4pi steradians per cell).
a negligibly low value within the disc itself. Ionisation and
dissociation contributing to the chemistry of the disc itself
is therefore more sensitive to the cosmic ray ionisation rate
than the ambient UV field (for more information on disc
chemistry including assessments of the cosmic ray contribu-
tion see e.g. Cleeves et al. 2014, 2015; Wakelam et al. 2019).
Though as we will shortly see parts of the wind are molec-
ular, so may be identified as part of the disc in molecular
line observations and certainly would be influenced by the
ambient UV field.
The left and middle columns of of Figure 10 illustrate in
which zones certain species dominate in abundance over one
another. In the left panels the blue regions are molecular
hydrogen and the red atomic and so the H–H2 transition
surface is at their interface. Similarly in the middle hand
panels we illustrate which of CO, C I and C II dominate over
one another in certain zones. The CO halo region extends
beyond our imposed disc structure. This is then enveloped
by a layer of C I, beyond which the medium becomes warmer
and C II is most abundant of these 3 species. Comparing
the chemical distribution with the dynamical properties of
Figures 2 and 3, the carbon cycle is more strongly correlated
with the dynamics than the H–H2 transition.
One of the predictions of 1D models is the the azimuthal
velocity in the flow is sub-Keplerian (Facchini et al. 2016;
Haworth et al. 2016b) which might be identifiable obser-
vationally. Indeed observational hints of sub-Keplerian rota-
tion were found in the case of the disc IM Lup by Pinte et al.
(2018). Figure 11 shows the spatial distribution of vφ/vkep
for each model. Marked on with dashed lines are the surfaces
at which C I transitions to being dominant over CO (the CO
surface) and where C II transitions to being dominant over
C I (the C I surface). Deviations from Keplerian rotation in
the wind can be very strong, but in the models considered
here this is mainly in the atomic and ionised carbon zones.
Atomic carbon may offer a promising alternative for probing
environmentally driven winds and detecting sub-Keplerian
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Figure 7. A comparison of the mid-plane flow variables in the
1D (red) and 2D (blue) versions of model A. The panels are the
density, temperature and velocity structure from top to bottom.
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Figure 8. The mass loss measured as a function of spherical
surface radius, expressed as the ratio of local to mean mass loss
rate. The red horizontal lines are the 3 per cent level
rotation, though we will explore observational signatures us-
ing synthetic observations in a subsequent paper.
Finally, in Figure 12 we compare the chemical profile of
some species in the 1D models with the mid-plane chemical
profile from our 2D models. The panels show models A-C
from top to bottom. Solid lines are the 2D distribution and
points the 1D. There is a common theme, at least in these
models, which is that the radial extent of molecular gas is
significantly reduced in the 2D models compared to 1D. This
is because the 1D models assume that exciting radiation only
propagates inwards radially and that other trajectories are
infinitely optically thick. Heating of the mid-plane from tra-
jectories above the mid-plane is responsible for dissociating
gas more effectively than the 1D models predict, decreasing
the CO extent. The consequences of this are that (at least)
2D models will be required to properly predict observable
signatures of externally driven winds, and also that they
will likely be harder to detect than we might have expected
from prior 1D models, at least at 103 G0 UV field strengths.
4 SUMMARY AND CONCLUSIONS
We have computed the first 2D PDR-dynamical models of
externally FUV irradiated protoplanetary discs, including
direct computation of the PDR microphysics and line
cooling in 3D. Previously, only 1D (usually semi-analytic)
calculations of this have been possible. In this paper we
aim to make a first study of the multidimensional flow
structure, calculate mass loss rates and compare with the
1D calculations that are important for providing mass loss
rates for disc viscous evolutionary models. We draw the
following main conclusions from this work.
1) Mass loss rates from our 2D models are slightly higher
than in equivalent 1D cases, to within a factor ∼ 4.
Differences can arise from a few factors. The 1D model
mass loss rates are enhanced relative to the 2D because
they consider the mid-plane only and assume that this
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Figure 9. The upper panel shows a series of streamlines from
model B (disc with a 200AU outer edge). The middle panel is the
percentage variation of specific angular momentum along these
streamlines from the disc edge–outwards, with the legend denot-
ing the streamline end point in AU. The lower panel shows the
percentage variation in Bernoulli parameter. The Bernoulli pa-
rameter is conserved until the steep variation in pressure at the
sonic point (also the CO dissociation front) introduces numeri-
cal errors in our evaluation of the integral dP/ρ in equation 12.
Beyond the pressure jump the Bernoulli parameter is again con-
served.
densest part of the flow represents what would propagate
spherically outwards from an entire scale height at the disc
outer edge. Nevertheless, this is more than compensated
for by the fact that we find that only about half of the
mass loss comes from the very disc outer edge (it is all
assumed to originate from there in the 1D models) with
the rest coming from the disc surface. We conclude that
1D estimates of mass loss rates can reasonably be used in
other applications, especially since they are expected to be
conservative estimates. This is an important result since 1D
evolutionary models find that external photoevaporation
is important for disc mass and radius evolution. It thus
controls the viscous timescale and hence the surface density
evolution of the entire disc and so could even affect inner
planet formation.
2) Aside from the mass loss, a key difference between the
1D and 2D models is the chemical structure. This arises
because the 1D calculations assume that exciting radiation
only propagates radially inwards and that other trajectories
(i.e. from above the mid-plane) are infinitely optically thick.
This means that CO is dissociated at smaller radii in 2D
models compared to 1D. Although 1D mass loss rates are
reasonable (and conservative) multidimensional models
such as those in this paper are going to be essential for
predicting observables of externally evaporating discs using
synthetic observations.
3) Sub-Keplerian rotation in the wind was a signature of
external photoevaporation predicted by 1D models (Facchini
et al. 2016; Haworth et al. 2016b). We do still anticipate
that sub-Keplerian rotation could be a viable signature of
external photoevaporation; however at the intermediate UV
field strengths considered here it is anticipated to be difficult
to detect in CO (at lower UV field strengths we anticipate
that stronger sub-Keplerian deviations will be in CO-bearing
parts of the flow). Rather, at intermediate UV field strengths
our models suggest that atomic carbon lines could offer a
promising alternative tracer of the wind and sub-Keplerian
rotation, which we will explore with subsequent synthetic
observations.
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Figure 10. Maps of some chemical properties and the UV field of our models. The left hand column compares the abundances of atomic
and molecular hydrogen, denoting molecular hydrogen dominated gas as blue and atomic hydrogen dominated zones as red. The middle
column illustrates in which regions CO, C I and C II dominate in abundance over one another, with CO gas in blue, C I in green and C II
in red. The right column is the UV field (in Habing units, G0). Models are A–C from top to bottom.
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Figure 11. The ratio of azimuthal to Keplerian velocity in the
winds of our models (i.e. a value of unity is Keplerian). The disc
outer edge is at the left hand edge of each panel. The dashed lines
denote the surfaces at which CO becomes less abundant than C I
(the CO surface) and at which C I becomes less abundant than
C II (the C I surface). Sub-Keplerian rotation provides a possible
means of detecting externally driven winds.
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Figure 12. The mid-plane chemical abundance profile of some
key coolant species. The solid lines are the 2D models and points
from the 1D models. Panels are models A-C from top to bottom.
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