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POSITIVE SOLUTIONS OF A BOUNDARY VALUE PROBLEM
FOR A NONLINEAR FRACTIONAL DIFFERENTIAL EQUATION
ERIC R. KAUFMANN AND EBENE MBOUMI
Abstract. In this paper we give sufficient conditions for the existence of
at least one and at least three positive solutions to the nonlinear fractional
boundary value problem
Dαu+ a(t)f(u) = 0, 0 < t < 1, 1 < α ≤ 2,
u(0) = 0, u′(1) = 0,
whereDα is the Riemann-Liouville differential operator of order α, f : [0,∞)→
[0,∞) is a given continuous function and a is a positive and continuous function
on [0, 1].
1. Introduction
We are interested in positive solutions of the nonlinear fractional boundary value
problem
Dαu+ a(t)f(u) = 0, 0 < t < 1, 1 < α ≤ 2, (1)
u(0) = 0, u′(1) = 0, (2)
where Dα is the Riemann-Liouville differential operator of order α, f : [0,∞) →
[0,∞) is a given continuous function and a is a positive and continuous function on
[0, 1]. We show that under certain growth conditions on the nonlinear term f , the
fractional boundary value problem (1), (2) has at least one or at least three positive
solutions. The main tools employed are two well known fixed point theorems for
operators acting on cones in a Banach space.
The use of cone theoretic techniques in the study of solutions to boundary value
problems has a rich and diverse history. Some authors have used fixed point the-
orems to show the existence of positive solutions to boundary value problems for
ordinary differential equations, difference equations, and dynamic equations on time
scales, see for example [1, 2, 5, 6, 11, 15, 18, 20, 21, 26, 27, 36] and references therein.
In other papers, [21, 22, 35], authors have use fixed point theory to show the exis-
tence of solutions to singular boundary value problems. Still other papers have used
cone theoretic techniques to compare the smallest eigenvalues of two operators, see
[10, 12, 14, 19, 23, 33]. The texts by Agarwal, O’Regan and Wong [2] and by Guo
and Lakshmikantham [13] are excellent resources for the use of fixed point theory
in the study of existence of solutions to boundary value problems.
While much attention has focused on the Cauchy problem for fractional differ-
ential equations for both the Reimann-Liouville and Caputo differential operators,
see [8, 17, 24, 28, 29, 30, 31, 32, 34] and references therein, there are few papers
devoted to the study of fractional order boundary value problems, see for example
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[3, 4, 7, 9, 16, 25, 37, 38]. The motivation for this paper are the manuscripts [7],
[9], [37] and [38]. The history, definitions, theory, and applications of fractional
calculus are well laid out in the books by Miller and Ross [28], Oldham and Spanier
[30], Podlubny [31], and Samko, Kilbas, and Marichev [32]. In particular, the book
by Oldham and Spanier [30] has a chronological listing on major works in the
study of fractional calculus starting with the correspondence between Leibnitz and
L’Hospital in the late seventeenth century and continuing to 1974. In addition, the
web site http://people.tuke.sk/igor.podlubny/fc.html, authored by I. Podlubny, is
a very useful resource for those studying fractional calculus and its application.
In [37] Zhang used cone theory and the theory of upper and lower solutions to
show the existence of at least one positive solution of the fractional order differential
equation
Dαu = f(t, u), 0 < t < 1, 0 < α < 1.
Daftardar-Gejji [9] extended the results in [37] to show the existence of at least one
positive solution of the system of fractional differential equations
Dαiui = fi(t, u1, u2, . . . , un), ui(0) = 0, 0 < αi < 1, 1 ≤ i ≤ n.
Recently, Bai and Lu¨ [7] showed the existence of positive solutions of the frac-
tional boundary value problem,
Dαu(t) + f(t, u(t)) = 0, 0 < t < 1, 1 < α ≤ 2,
u(0) = u(1) = 0.
In [38], Zhang used the Leggett-Williams theorem to show the existence of triple
positive solutions to the fractional boundary value problem
Dα0+u(t) = f(t, u(t)), 0 < t < 1
u(0) + u′(0) = 0, u(1) + u′(1) = 0.
Throughout this paper, we assume that f and a satisfies the following conditions:
(A1) f : [0, 1]× [0,∞)→ [0,∞) is continuous;
(A2) a ∈ L∞[0, 1];
(A3) there exists m > 0 such that a(t) ≥ m a.e. t ∈ [0, 1].
In Section 2 we present some basic definitions from fractional calculus. We also
develop sign properties of the kernel G(t, s). We conclude Section 2 with two well-
known fixed point theorems. Using the framework developed in Section 2, we state
and prove our main results in Section 3. In particular, we give sufficient conditions
for the existence of at least one positive solution and at least three positive solutions
of (1), (2).
2. Background and Preliminary Results
We begin with some definitions from the theory of fractional calculus. The
fractional integral operator of order α for a function u : (0,∞) → R is defined to
be
Iαu(t) =
∫ t
0
1
Γ(α)
(t− s)α−1u(s) ds,
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provided the integral converges. For a given function u : (0,∞) → R+, the
Riemann-Louiville differential operator Dα of order α is defined to be
Dαu(t) =
1
Γ(n− α)
dn
dtn
∫ t
0
u(s)
(t− s)α−n+1
ds
where n = bαc+ 1.
Remark: If u ∈ C(0, 1) ∩ L(0, 1), then DαIαu(t) = u(t).
In order to rewrite (1), (2) as an integral equation, we need to know the action
of the fractional integral operator Iα on Dαu for a given function u. To this end,
we first note that if λ > −1, then
Dαtλ =
Γ(λ+ 1)
Γ(λ− α+ 1)
tλ−α
Dαtα−k = 0, k = 1, 2, . . . , n,
where n = bαc.
The following two lemmas, found in [7], are crucial in finding an integral repre-
sentation of the boundary value problem (1), (2).
Lemma 2.1. Let α > 0 and u ∈ C(0, 1)∩L(0, 1). Then the solution of Dαu(t) = 0
is given by
u(t) = C1t
α−1 + C2t
α−2 + · · ·+ Cnt
α−n
for some Ci ∈ R, i = 1, 2, . . . , n.
Lemma 2.2. Suppose u ∈ C(0, 1) ∩ L(0, 1) is such that Dαu ∈ C(0, 1) ∩ L(0, 1).
Then
IαDαu(t) = u(t) + C1t
α−1 + C2t
α−2 + · · ·+ Cnt
α−n (3)
for some Ci ∈ R, i = 1, 2, . . . , n.
The next step in inverting the boundary value problem is to find an integral
representation of the solution of the linearized problem.
Lemma 2.3. If u ∈ C(0, 1) ∩ L(0, 1) is a solution of
Dαu(t) + g(t) = 0, 0 < t < 1, (4)
u(0) = u′(1) = 0, (5)
then
u(t) =
∫ 1
0
G(t, s)g(s) ds,
where
G(t, s) =
1
Γ(α)
{
tα−1(1− s)α−2 − (t− s)α−1, 0 ≤ s ≤ t
tα−1(1− s)α−2, t < s < 1
.
Proof. Let g be continuous and 1 < α ≤ 2 and let u ∈ C(0, 1)∩L(0, 1) be a solution
of (4), (5). By (3),
u(t) =
∫ t
0
−1
Γ(α)
(t− s)α−1g(s) ds+ C1t
α−1 + C2t
α−2.
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The boundary condition u(0) = 0 implies C2 = 0. Thus,
u(t) =
∫ t
0
−1
Γ(α)
(t− s)α−1g(s) ds+ C1t
α−1. (6)
Differentiate (6).
u′(t) =
−(α− 1)
Γ(α)
∫ t
0
(t− s)α−2g(s) ds+ C1(α − 1)t
α−2.
The boundary condition u′(1) = 0 implies that
C1 =
1
Γ(α)
∫ 1
0
(1− s)α−2g(s) ds,
and the proof is complete.

Lemma 2.4. Let β ∈ (0, 1) be fixed. The kernel, G(t, s), satisfies the following
properties.
G(t, s) ≥ 0, (t, s) ∈ [0, 1]× [0, 1). (7)
max
0≤t≤1
∫ 1
0
G(t, s) ds =
1
α(α− 1)Γ(α)
. (8)
min
β≤t≤1
G(t, s) ≥ βsG(s, s) for all 0 ≤ s < 1. (9)
G(t, s) ≤ G(s, s), (t, s) ∈ [0, 1]× [0, 1). (10)∫ 1
0
sG(s, s) ds > 0. (11)
Proof. Inequality (7) holds trivially.
To show (8), define g1(t, s) = t
α−1(1 − s)α−2 − (t − s)α−1, 0 ≤ s ≤ t, and
g2(t, s) = t
α−1(1− s)α−2, t ≤ s < 1. Note,
∫ t
0
g1(t, s) ds =
αtα−1 − (α− 1)tα
α(α− 1)
−
tα−1(1− t)α−1
α− 1
,
and ∫ 1
t
g2(t, s) ds =
tα(1 − t)α−1
α− 1
.
Hence, ∫ 1
0
G(t, s) ds =
αtα−1 − (α− 1)tα
α(α− 1)Γ(α)
,
from which (8) follows.
Now,
∂g1(t, s)
∂t
= (α− 1)tα−2
[
(1 − s)α−2 −
(
1−
s
t
)α−2]
≤ 0.
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Hence, g1(t, s) is decreasing as a function of t. We have,
g1(t, s) ≥ g1(1, s) =
1
Γ(α)
(
(1− s)α−2 − (1 − s)α−1
)
=
1
Γ(α)
(1− s)α−2s
≥ βs
1
Γ(α)
(1− s)α−2
≥ βs
1
Γ(α)
(1− s)α−2sα−1 = βsG(s, s).
Clearly g2(t, s) is increasing as a function of t. Hence, for β ≤ t ≤ s < 1 we have,
g2(t, s) ≥ g2(β, s)
≥
1
Γ(α)
βα−1(1− s)α−2
≥
1
Γ(α)
β(1 − s)α−2
≥ βs
1
Γ(α)
sα−1(1− s)α−2 = βsG(s, s).
And so, (9) holds.
From the monotonicity of g1 and g2, (10) follows.
Finally, ∫ 1
0
sG(s, s) ds =
1
Γ(α)
∫ 1
0
sα(1− s)α−2 ds > 0
Thus (11) is valid and the proof is complete.

Remark: By restricting the values of s to be in the interval [β, 1) in inequality
(9), we can prove the following inequality
min
β≤t≤1
G(t, s) ≥ βG(s, s), for all β ≤ s < 1. (12)
We will use inequality (12) in the proof of Theorem 3.2 and inequality (9) in the
proof of Theorem 3.3.
We will use the following well-known cone expansion and compression theorem,
see [26], to show the existence of at least one fixed point for T .
Theorem 2.5 (Krasnosel’ski˘ı). Let B be a Banach space and let K ⊂ B be a cone in
B. Assume that Ω1, Ω2 are open with 0 ∈ Ω1, Ω1 ⊂ Ω2, and let T : K∩(Ω2\Ω1)→ K
be a completely continuous operator such that either
(i) ‖Tu‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Tu‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω2 , or
(ii) ‖Tu‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Tu‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω2.
Then T has a fixed point in K ∩ (Ω2 \ Ω1).
To show the existence of multiple solutions we will use the Leggett-Williams
fixed point theorem [27]. To this end we need to define the following subsets of a
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cone K.
Kc = {u ∈ K : ‖u‖ < c}.
K(α, b, d) = {u ∈ K : b ≤ α(u), ‖u‖ ≤ d}.
We say that the map α is a nonnegative continuous concave functional on a cone
K of a real Banach space B provided that α : K → [0,∞) is continuous and
α(tu + (1− t)v) ≤ tα(u) + (1− t)α(v)
for all u, v ∈ K and 0 ≤ t ≤ 1.
Theorem 2.6 (Leggett-Williams). Suppose T : Kc → Kc is completely continuous
and suppose there exists a concave positive functional α on K such that α(u) ≤ ‖u‖
for u ∈ Kc. Suppose there exist constants 0 < a < b < d ≤ c such that
(B1)
{
u ∈ K(α, b, d) : α(u) > b} 6= ∅ and α(Tu) > b if u ∈ K(α, b, d);
(B2) ‖Tu‖ < u if u ∈ Ka, and
(B3) α(Tu) > b for u ∈ K(α, b, c) with ‖Tu‖ > d.
Then T has at least three fixed points u1, u2, and u3 such that ‖u1‖ < a, b < α(u2)
and ‖u3‖ > a with α(u3) < b.
3. Main Results
Define B =
(
C[0, 1], ‖.‖
)
where ‖u‖ = max0≤t≤1 |u(t)|. Then B is a Banach space.
Define the cone K ⊂ B by
K = {u ∈ B : u(t) ≥ 0, t ∈ [0, 1]},
and the operator T : B → B by
Tu(t) =
∫ 1
0
G(t, s)a(s)f(u(s)) ds.
Note that fixed points of T are solutions of (1), (2). In order to use Theorems 2.5
and 2.6, we must show that T : K → K is completely continuous.
Lemma 3.1. Let (A1)-(A3) hold. The operator T : K → K is completely continu-
ous.
Proof. Since G(t, s) ≥ 0, then Tu(t) ≥ 0 for all u ∈ K. Hence if u ∈ K then Tu ∈ K.
Fix R > 0 and let M = {u ∈ B : ‖u‖ < R}. Let L = max0≤s≤R f(s). Then for
u ∈ M,
Tu(t) =
∫ 1
0
G(t, s)a(s)f(u(s)) ds
≤ ‖a‖∞L
∫ 1
0
G(t, s) ds
≤
L‖a‖∞
α(α − 1)Γ(α)
.
Hence,
‖Tu‖ ≤
L‖a‖∞
α(α− 1)Γ(α)
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and so T (M) is uniformly bounded.
Define δ =
(
(α−1)Γ(α)
‖a‖∞L
)1/(α−1)
and let t1, t2 ∈ [0, 1] be such that t1 < t2 and
t2 − t1 < δ. Then, for all u ∈M,
|Tu(t2)− Tu(t1)| ≤
∫ 1
0
∣∣G(t2, s)−G(t1, s)|a(s)f(u(s)) ds
≤
‖a‖∞L
(α− 1)Γ(α)
(
tα−12 − t
α−1
1
)
≤
‖a‖∞L
(α− 1)Γ(α)
(t2 − t1)
α−1
≤ ε.
Thus T is equicontinuous on M. An application of the Arzela-Ascoli Theorem
shows that T is completely continuous and the proof is complete. 
In our first result, we show the existence of at least one positive solution of (1),
(2).
Theorem 3.2. Suppose that (A1)-(A3) is satisfied. Let β ∈ (0, 1), M = ‖a‖∞,
0 < A ≤ α(α−1)Γ(α)M , and B ≥ (βm
∫ 1
β
G(s, s)ds)−1. Assume there exist positive
constant r,R, where r < R and Br < AR, such that f satisfies
(H1) f(x) ≤ AR for all x ∈ [0, R],
(H2) f(x) ≥ Br for all x ∈ [0, r].
Then the boundary value problem (1), (2) has at least one positive solution.
Proof. We show that condition (ii) of Theorem 2.5 is satisfied. By Lemma 3.1, the
operator T : K → K is completely continuous.
Define Ω2 = {u ∈ B : ‖u‖ < R}. Let u ∈ K ∩ ∂Ω2. From (H1) and (8), we have
‖Tu‖ = max
0≤t≤1
∫ 1
0
G(t, s)a(s)f(u(s)) ds
≤ AM max
0≤t≤1
∫ 1
0
G(t, s) dsR
≤ A
M
α(α − 1)Γ(α)
R
≤ ‖u‖.
That is,
‖Tu‖ ≤ ‖u‖ u ∈ ∂K ∩Ω2. (13)
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Define Ω1 = {u ∈ B : ‖u‖ < r}. Let u ∈ K ∩ ∂Ω1. From (H2) and (12) we have,
Tu(t) ≥
∫ 1
0
G(t, s)a(s)f(u(s)) ds
≥ Bmr
∫ 1
β
G(t, s) ds
≥ Bmrβ
∫ 1
β
G(s, s) ds
≥ ‖u‖.
That is,
‖Tu‖ ≥ ‖u‖ u ∈ K ∩ ∂Ω1. (14)
Since 0 ∈ Ω1 ⊂ Ω2 and inequalities (13) and (14) hold, then by part (ii) of
Theorem 2.5, there exists at least one fixed point of T in K∩ (Ω2 \Ω1). This fixed
point is a solution of (1), (2) and the proof is complete. 
In the next result, we show the existence of at least three positive solutions of
(1), (2).
Theorem 3.3. Let β ∈ (0, 1), M = ‖a‖∞, 0 < A ≤
α(α−1)Γ(α)
M and B ≥
(βm
∫ 1
β sG(s, s)ds)
−1. Let a, b and c be such that 0 < a < b < c. Assume that the
following hypotheses are satisfied
(H3) f(u) < Aa for all (t, u) ∈ [0, 1]× [0, a],
(H4) f(u) > Bb for all (t, u) ∈ [β, 1]× [b, c],
(H5) f(u) ≤ Ac for all (t, u) ∈ [0, 1]× [0, c].
Then the boundary value problem (1), (2) has at least three positive solutions
u1, u2, u3 ∈ K satisfying
‖u1‖ < a,
b < α(u2),
a < ‖u3‖ with α(u3) < b.
Proof. Define a nonnegative functional on B by α(u) = minβ≤t≤1 |u(t)|. We show
that the conditions of Theorem 2.6 are satisfied.
Let u ∈ Kc. Then ‖u‖ ≤ c and by (H5) and (8),
‖Tu‖ = max
0≤t≤1
∫ 1
0
G(t, s)a(s)f(u(s)) ds
<
MA
α(α− 1)Γ(α)
ds c
≤ c.
Hence T : Kc → Kc and by Lemma 3.1, T is completely continuous.
Using an analogous argument, it follows from condition (H3) that if u ∈ Ka then
‖Tu‖ < a. Condition (B2) of Theorem 2.6 holds.
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Let d be a fixed constant such that b < d ≤ c. Then α(d) = d > b and ‖d‖ = d.
As such, K(α, b, d) 6= ∅. Let u ∈ K(α, b, d) then ‖u‖ ≤ d ≤ c and minβ≤t≤1 u(s) ≥ b.
By assumption (H4), and (9),
α(Tu) = min
β≤t≤1
∫ 1
0
G(t, s)a(s)f(u(s)) ds
> m
∫ 1
0
sG(s, s) dsBb
> b.
That is for all u ∈ K(α, b, d), α(Tu) > b. Condition (B1) of Theorem 2.6 holds.
Finally, if u ∈ K(α, b, c) with ‖Tu‖ > d then ‖u‖ ≤ c and minβ≤t≤1 u(s) ≥ b
and from assumption (H4) we can show α(Tu) > b. Condition (B3) of Theorem
2.6 holds.
As a consequence of Theorem 2.6, T has at least three fixed point u1, u2, u3 such
that ‖u1‖ < a, b < α(u2), a < ‖u3‖ with α(u3) < b. These fixed points are solutions
of (1), (2) and the proof is complete. 
References
[1] S. Ahmad and A. Lazer, Positive operators and Sturmian theory on nonselfadjoint second
order sysyems, Nonlinear Equations in Abstract Spaces, Academic Press, New York, 1978,
pp. 25–42.
[2] R. P. Agarwal, D. O’Regan and P. J. Y. Wong, “Positive Solutions of Differential, Difference,
and Integral Equations,” Kluwer Academic Publishers, Boston, 1999.
[3] T. S. Aleroev, The Sturm-Liouville problem for a second-order differential equation with
fractional derivatives in the lower terms, Differentsial’nye Uravneniya 18 (1982), No. 2, 341–
342.
[4] T. S. Aleroev, On a boundary value problem for a fractional-order differential operator,
Differentsial’nye Uravneniya 34 (1998), No. 1, 126.
[5] H. Amann, Fixed point equations and nonlinear eigenvalue problems in ordered Banach
spaces, SIAM Review 18 (1976), 620–709.
[6] R. I. Avery, J. M. Davis, and J. Henderson, Three symmetric positive solutions for Lidstone
problems by a generalization of the Leggett-Williams theorem, Electron. J. Diff. Eqns. 2000
(2000), No. 40, 1–15.
[7] Z. Bai and H. Lu¨, Positive solutions for a boundary value problem of nonlinear fractional
differential equation, J. Math. Anal. Appl. 311 (2005), 495–505.
[8] A. Belarbi, M. Benchohra, and A. Ouahab, Uniqueness results for fractional functional dif-
ferential equations with infinite delay in Fre´chet spaces, Appl. Anal. 85 (2006), No. 12, 1459–
1470.
[9] V. Daftardar-Gejji, Positive solutions of a system of non-autonomous nonlinear fractional
differential equations, J. Math. Anal. Appl. 302 (2004), 56–64.
[10] P. W. Eloe and J. Henderson, Comparison of eigenvalues for a class of two-point boundary
value problems, Appl. Anal. 34 (1989), 25–34.
[11] P. W. Eloe, J. Henderson, and E. R. Kaufmann Multiple Positive Solutions for Difference
Equations, J. Differ. Equations Appl. 3 (1998), 219–229.
[12] R. D. Gentry and C. C. Travis, Comparison of eigenvalues associated with linear differential
equations of arbitrary order, Trans. Amer. Math. Soc. 223 (1976), 167–179.
[13] D. Guo and V. Lakshmikantham, “Nonlinear Problems in Abstract Cones,” Academic Press,
San Diego, 1988.
[14] D. Hankerson and A. Peterson, Comparison of eigenvalues for n−th order difference equations,
Diff. and Int. Eqns. 3 (1990), 363–380.
EJQTDE, 2008 No. 3, p. 9
[15] J. Henderson and E. R. Kaufmann Multiple Positive Solutions for Focal Boundary Value
Problems, Commun. Appl. Anal. 1 (1997), 53–60.
[16] H. Jafari and V. Daftardar-Gejji, Positive solutions of nonlinear fractional boundary value
problems using Adomian decomposition method, Appl. Math. Comput. 180 (2006), No. 2,
700–706.
[17] H. Jafari and V. Daftardar-Gejji, Solving a system of nonlinear fractional differential equa-
tions using Adomian decomposition, J. Comput. Appl. Math. 196 (2006), No. 2, 644–651.
[18] M. Jia, X. Liu, and E. R. Kaufmann, Boundary Value Problems for Second-Order Functional
Differential Equations on Infinite Intervals, Nonlinear Studies, in press.
[19] B. Karna, E. R. Kaufmann, and J. Nobles, Comparison of Eigenvalues for a Fourth Order
Four-Point Boundary Value Problem, Electron. J. Qual. Theory Differ. Equ. 2005 (2005),
No. 15, 1–9.
[20] E. R. Kaufmann, Positive Solutions of a Three-Point Boundary-Value Problem on a Time
Scale, Electron. J. Diff. Eqns. 2003 (2003), No. 82, 1–11.
[21] E. R. Kaufmann and N. Kosmatov, A Second-Order Singular Boundary Value Problem,
Comput. Math. Appl. 47 (2004), 1317–1326.
[22] E. R. Kaufmann and N. Kosmatov, Singular Conjugate Boundary Value Problems on a Time
Scale, J. Difference Equ. Appl. 10 (2004), No. 2, 119–127.
[23] M. S. Keener and C. C. Travis, Positive cones and focal points for a class of nth order
differential equations, Trans. Amer. Math. Soc. 237 (1978), 331–351.
[24] A. A. Kilbas and S. A. Marzan, Nonlinear differential equations with the Caputo fractional
derivative in the space of continuously differentiable functions, Differ: Uravn 41 (2005), No.
1, 82–86; translation in Differ. Equ 41 (2005), No. 1, 84–89.
[25] A. A. Kilbas and J. J. Trujillo, Differential equations of fractional order: methods, results,
and problems. II, Appl. Anal. 81 (2002), No. 2, 435–493.
[26] M. A. Krasnosel’ski˘ı, “Topological Methods in the Theory of Nonlinear Integral Equations,”
(English) Translated by A.H. Armstrong; A Pergamon Press Book, MacMillan, New York,
1964.
[27] R. W. Leggett and L. R. Williams, “Multiple positive fixed points of nonlinear operators on
ordered Banach spaces,” Indiana Univ. Math. J. 28 (1979), 673–688.
[28] K. S. Miller and B. Ross, “An Introduction to the Fractional Calculus and Fractional Differ-
ential Equations,” Wiley, New York, 1993.
[29] K. Nishimoto, “Fractional Calculus: Integrations and Differentiations of Arbitrary Order,”
University of New Haven Press, New Haven, 1989.
[30] K. B. Oldham and J. Spanier, “The Fractional Calculus,” Academic Press, New York, 1974.
[31] I. Podlubny, “Fractional Differential Equations,” Mathematics in Sciences and Engineering
198, Academic Press, San Diego 1999.
[32] G. Samko, A. A. Kilbas, O. I. Marichev, “Fractional Integrals and Derivatives: Theory and
Applications,” Gordon and Breach, Yverdon, 1993.
[33] E. Tomastik, Comparison theorems for conjugate points of nth order nonselfadjoint differen-
tial equations, Proc. Amer. Math. Soc. 96 (1986), 437–442.
[34] K. Wiener, On solutions of boundary value problems for differential equations of noninteger
order, Math. Nachr. 88 (1979), 181–190.
[35] X. Xu, Positive Solutions for Singular Semi-positone Boundary Value Problems, J. Math.
Anal. Appl. 237 (2007), 480–491.
[36] B. Yang, Positive Solutions for a fourth order boundary value problem, Electron. J. Qualita-
tive Theory Diff. Equ. 2005 (2005), No. 3, 1–17.
[37] S. Zhang, The Existence of a positive solution for a nonlinear fractional differential equation,
J. Math. Anal. Appl. 252 (2000), 804–812.
[38] S. Zhang, Positive solutions for boundary value problems of nonlinear fractional differentional
equations, Electron. J. Diff. Eqns. 2006 (2006), No. 36, 1–12.
EJQTDE, 2008 No. 3, p. 10
(Received July 30, 2007)
Department of Mathematics & Statistics, University of Arkansas at Little Rock,
Little Rock, AR 72204, USA
E-mail address: erkaufmann@ualr.edu
E-mail address: exmboumi@ualr.edu
EJQTDE, 2008 No. 3, p. 11
