We consider a property of positive polynomials on a compact set with a small perturbation. When applied to a Polynomial Optimization Problem (POP), the property implies that the optimal value of the corresponding SemiDefinite Programming (SDP) relaxation with sufficiently large relaxation order is bounded from below by (f * − ǫ) and from above by f * + ǫ(n + 1), where f * is the optimal value of the POP. We propose new SDP relaxations for POP based on modifications of existing sums-of-squares representation theorems. An advantage of our SDP relaxations is that in many cases they are of considerably smaller dimension than those originally proposed by Lasserre. We present some applications and the results of our computational experiments.
Introduction

Lasserre's SDP relaxation for POP
We consider the POP: minimize f (x) subject to f i (x) ≥ 0 (i = 1, . . . , m),
where f , f 1 , . . . , f m : R n → R are polynomials. The feasible region is denoted by K = { x ∈ R n : f j (x) ≥ 0 (j = 1, . . . , m) }. Then it is easy to see that the optimal value f * can be represented as
First, we briefly describe the framework of the SDP relaxation method for POP (1) proposed by Lasserre [17] . See also [25] . We denote the set of polynomials and sums of squares by R[x] and Σ, respectively. R[x] r is the set of polynomials whose degree is less than or equal to r. We let Σ r = Σ∩R[x] 2r . We define the quadratic module generated by f 1 , . . . , The truncated quadratic module whose degree is less than or equal to 2r is defined by
σ j f j : σ 0 ∈ Σ r , σ j ∈ Σ rj (j = 1, . . . , m) ,
where r j = r − ⌈deg f j /2⌉ for j = 1, . . . , m.
Replacing the condition that f (x) − ρ is nonnegative by a relaxed condition that the polynomial is contained in M r (f 1 , . . . , f m ), we obtain the following SOS relaxation:
Lasserre [17] showed that ρ r → f * as r → ∞ if M (f 1 , . . . , f m ) is archimedean. See [22, 26] for a definition of archimedean. An easy way to ensure that M (f 1 , . . . , f m ) is archimedean is to make sure that M (f 1 , . . . , f m ) contains a representation of a ball of finite (but possibly very large) radius. In particular, we point out that when M (f 1 , . . . , f m ) is archimedean, K is compact.
The problem (2) can be encoded as an SDP problem. Note that we can express a sum of squares σ ∈ Σ r by using a positive semidefinite matrix X ∈ S s(r) + as σ(x) = u r (x)
T Xu r (x), where s(r) = n+r n and u r (x) is the monomial vector which contains all the monomials in n variables up to and including degree r with an appropriate order. By using this relation, the containment by M r (f 1 , . . . , f m ) constraints in (2), i.e.,
can be transformed to linear equations involving semidefinite matrix variables corresponding to σ 0 and σ j 's. Note that, in this paper, we neither assume that K is compact nor that M (f 1 , . . . , f m ) is archimedean. Still, the framework of Lasserre's SDP relaxation described above can be applied to (1) , although the good theoretical convergence property may be lost.
Problems in the SDP relaxation for POP
Since POP is NP-hard, solving POP in practice is sometimes extremely difficult. The SDP relaxation method described above also has some difficulty. A major difficulty arises from the size of the SDP relaxation problem (2) . In fact, (2) contains n+2r n variables and s(r) × s(r) matrix. When n and/or r get larger, solving (2) can become just impossible.
To overcome this difficulty, several techniques, using sparsity of polynomials, are proposed. See, e.g., [15, 19, 22, 23, 29] . Based on the fact that most of the practical POPs are sparse in some sense, these techniques exploit special sparsity structure of POPs to reduce the number of variables and the size of the matrix variable in the SDP (2) . Recent work in this direction, e.g., [6, 7] also exploit special structure of POPs to solve larger sized problems. Nie and Wang [24] proposes a use of regularization method for solving SDP relaxation problems instead of primal-dual interior-point methods.
Another problem with the SDP relaxation is that (2) is often ill-posed. In [11, 31, 33] , strange behaviors of SDP solvers are reported. Among them is that an SDP solver returns an 'optimal' value of (2) which is significantly different from the true optimal value without reporting any numerical errors. Even more strange is that the returned value by the SDP solver is nothing but the real optimal value of the POP (1). We refer to this as a 'super-accurate' property of the SDP relaxation for POP.
Contribution of this paper
POP contains very hard problems as well as some easier ones. We would like an approach which will exploit the structure in the easier instances of POP. In the context of current paper the notion of "easiness" will be based on sums of squares certificate and sparsity. Based on Theorems 1, 2 and its variants, we propose new SDP relaxations. We call it Adaptive SOS relaxation in this paper. Adaptive SOS relaxations can be interpreted as relaxations of those originally proposed by Lasserre. As a result, the bounds generated by our approach cannot be superior to those generated by Lasserre's approach for the same order relaxations. However, Adaptive SOS relaxations are of significantly smaller dimensions (compared to Lasserre's SDP relaxations) and as the computational experiments in Section 3 indicate, we obtain very significant speed-up factors and we are able to solve larger instances and higher-order SDP relaxations. Moreover, in most cases, the amount of loss in the quality of bounds is small, even for the same order SDP relaxations.
The rest of this paper is organized as follows. Section 2 gives our main results and Adaptive SOS relaxation based on Theorem 1. In Section 3, we present the results of some numerical experiments. We give a proof of Theorem 1 and some of extensions, and the related work to Theorem 1 in Section 4.
2 Adaptive SOS relaxation
Main results
We assume that there exists an optimal solution x * of (1). Let
Obviously x * ∈ B. We define:K
Define also, for a positive integer r,
We start with the following theorem.
Theorem 1 Suppose that for ρ ∈ R, f (x) − ρ > 0 for every x ∈K, i.e., ρ is a lower bound of f * .
i. Then there existsr ∈ N such that for all r ≥r, f − ρ + ψ r is positive over B.
ii. In addition, for every ǫ > 0, there exists a positive integerr such that, for every r ≥r,
Theorem 1 will be proved in Section 4 as a corollary of Theorem 5. We remark thatr depends on ρ and ǫ, whiler depends on ρ, but not ǫ. The implication of this theorem is twofold.
First, it elucidates the super-accurate property of the SDP relaxation for POPs. Notice that by construction, −ψr(x) ∈ Mr(f 1 , . . . , f m ) wherer =r max j (deg(f j )). Now assume that in (2), r ≥r. Then, for any lower boundρ of f * , Theorem 1 means that f −ρ + ǫΘ r,b ∈ M r (f 1 , . . . , f m ) for arbitrarily small ǫ > 0 and sufficiently large r.
Let us discuss this in more details. Define Π be the set of the polynomials such that abosolute value of each coefficient is less than or equal to 1. Suppose thatρ is a "close" lower bound of f * such that the system f −ρ + ψr ∈ Σ is infeasible. Let us admit an error ǫ in the above system, i.e., consider
The system (3) restricts the amount of the infinity norm error in the equality condition of the SDP relaxation problem to be less than or equal to ǫ. Since we can decompose h = h + − h − where h + , h − ∈ Σ ∩ Π, now the system (3) is equivalent with:
This observation shows that −h − is not the direction of errors. Furthermore, because Θ r,b ∈ Π ∩ Σ, the system (4) is feasible due to ii of Theorem 1. Therefore, if we admit an error ǫ, the system f −ρ + ψr ∈ Σ is considered to be feasible, andρ is recognized as a lower bound for f * . As a result, we may obtain f * due to the numerical errors.
On the other hand, we point out that when we do not admit an error, but are given a direction of error h implicitly by the floating point arithmetic, it does not necessarily satisfy the left inclusion of (3). However, some numerical experiments show that this is true in most cases (e.g., [31] ). The reason is not clear.
Second, we can use the result to construct new sparse SDP relaxations for POP (1). Our SDP relaxation is weaker than Lasserre's, but the size of our SDP relaxation can become smaller than Lasserre's. As a result, for some large-scale and middle-scale POPs, our SDP relaxation can often obtain a lower bound, while Lasserre's cannot.
A naive idea is that we use (1) as is. Note that −ψr(x) contains only monomials whose exponents are contained in
where F j is the support of the polynomial f j , i.e., the set of exponents of monomials with nonzero coefficients in f j , andF j = F j ∪ {0}. To state the idea more precisely, we introduce some notation. For a finite set F ⊆ N n and a positive integer r, we denote rF
where supp(g k ) is the support of g k . Note that Σ(F ) is the set of sums of squares of polynomials whose supports are contained in F . Now, fix an admissible error ǫ > 0 andr as in Theorem 1, and consider:
for some r ≥r. Due to Theorem 1, (5) has a feasible solution for all sufficiently large r.
Theorem 2 For every ǫ > 0, there existr, r ∈ N such that f * − ǫ ≤ρ(ǫ,r, r) ≤ f * + ǫ(n + 1).
Proof : We apply Theorem 1 to POP (1) with ρ = f * − ǫ. Then for any ǫ > 0, there existr,r ∈ N such that for every r ≥r, f − (f * − ǫ) + ǫΘ r,b + ψr ∈ Σ. Choose a positive integer r ≥r which satisfies
Then there existsσ 0 ∈ Σ r such that f − (f * − ǫ) + ǫΘ r,b + ψr =σ 0 , because the degree of the polynomial in the left hand side is equal to 2r. We denoteσ j :
2r ∈ Σ(rF j ). Therefore, we have f * − ǫ ≤ρ(ǫ,r, r). We prove thatρ(ǫ,r, r) ≤ f * + ǫ(n + 1). We choose r as in (6) and consider the following POP:
Applying Lasserre's SDP relaxation with relaxation order r to (7), we obtain the following SOS relaxation problem:ρ (ǫ, r) := sup
where r j := r − ⌈deg(f j )/2⌉ for j = 1, . . . , m. Then we haveρ(ǫ, r) ≥ρ(ǫ,r, r) because Σ(rF j ) ⊆ Σ rj for all j. Indeed, it follows from (6) and the definition of r j that r j ≥r deg(f j ), and thus Σ(rF j ) ⊆ Σ rj . Every optimal solution x * of POP (1) is feasible for (7) and its objective value is f * + Θ r,b (x * ). We have f * + Θ r,b (x * ) ≥ρ(ǫ, r) because (8) is the relaxation problem of (7). In addition, it follows from x * ∈ B that n + 1 ≥ Θ r,b (x * ), and thusρ(ǫ,r, r) ≤ρ(ǫ, r) ≤ f * + ǫ(n + 1).
Lasserre [17] proved the convergence of his SDP relaxation under the assumption that the quadratic module M (f 1 , . . . , f m ) associated with POP (1) is archimedean. In contrast, Theorem 2 does not require such an assumption and ensures that we can obtain a sufficiently close approximation to the optimal value f * of POP (1) by solving (5). We delete the perturbed part ǫΘ r,b (x) from the above sparse relaxation (5) in our computations, because it may be implicitly introduced in the computation by using floating-point arithmetic. In the above sparse relaxation (5), we have to consider only those positive semidefinite matrices whose rows and columns correspond torF j for f j . In contrast, in Lasserre's SDP relaxation, we have to consider the whole set of monomials whose degree is less than or equal to r j for each polynomial f j . Only σ 0 is large; it contains the set of all monomials whose degree is less than or equal to r. However, since the other polynomials do not contain most of the monomials of σ 0 , such monomials can safely be eliminated to reduce the size of σ 0 (as in [15] ). As a result, our sparse relaxation reduces the size of the matrix significantly if each |F j | is small enough. We note that in many of the practical cases, this in fact is true. We will call this new relaxation Adaptive SOS relaxation in the following.
Proposed approach: Adaptive SOS relaxation
An SOS relaxation (5) for POP (1) has been introduced. However, this relaxation has some weak points. In particular, we do not know the valuer in advance. Also, introducing small perturbation ǫ intentionally may lead numerical difficulty in solving SDP.
To overcome these difficulties, we ignore the perturbation part ǫΘ r,b (x) in (5) because the perturbation part may be implicitly introduced by floating point arithmetic. In addition, we choose a positive integer r and findr by increasing r. Furthermore, we replace σ j ∈ Σ(rF j ) by σ j ∈ Σ(r jFj ) in (5), wherer j is defined for a given integer r asr
to have deg(f j σ j ) ≤ 2r for all j = 1, . . . , m. Then, we obtain the following SOS problem:
We call (9) Adaptive SOS relaxation for POP (1) . Note that we try to use numerical errors in a positive way; even though Adaptive SOS relaxation has a different optimal value from that of POP, we may hope that the contaminated computation produces the correct optimal value of POP. In general, we have Σ(r jFj ) ⊆ Σ rj because ofr j deg(f j ) ≤ r j . Recall that r j = r − ⌈deg(f j )/2⌉ and is used in Lasserre's SDP relaxation (2) . This implies that Adaptive SOS relaxation is no stronger than Lasserre's SDP relaxation, i.e., the optimal value ρ * (r) is lower than or equal to the optimal value ρ(r) of Lasserre's SDP relaxation for POP (1) for all r. We further remark that ρ * (r) may not converge to the optimal value f * of POP (1). However, we can hope for the convergence of ρ * (r) to f * from Theorem 1 and some numerical results in [11, 31, 33] .
In the rest of this subsection, we provide a property of Adaptive SOS relaxation for the quadratic optimization problem
The proposition implies that we do not need to compute ρ * (r) for even r.
Proposition 3 Assume that the degree deg(f j ) = 2 for all j = 1, . . . , m for QOP (10) . Then, the optimal value ρ * (r) of Adaptive SOS relaxation is equal to ρ * (r − 1) if r is even.
Proof : It follows from definition ofr j that we havẽ
if r is odd,
We assume that r is even and give Adaptive SOS relaxation problems with relaxation order r and r − 1:
We have ρ * (r) ≥ ρ * (r − 1) for (11) and (12). All feasible solutions (ρ, σ 0 , σ j ) of (11) satisfy the following identity:
Since r is even, the degrees of m j=1 σ j (x)f j (x) and f 0 (x) − ρ are less than or equal to 2r − 2 and 2 respectively, and thus, the degree of σ 0 is less than or equal to 2r − 2. Indeed, we can write
2 , where deg(g k ) ≤ r − 1 and h k is a homogenous polynomial with degree r. Then
, which implies h k = 0 for all k = 1, . . . , ℓ. Therefore, all feasible solutions (ρ, σ 0 , σ j ) in SDP relaxation problem (11) are also feasible in SDP relaxation problem (12), and we have ρ * (r) = ρ * (r − 1) if r is even.
Numerical Experiments
In this section, we compare Adaptive SOS relaxation with Lasserre's SDP relaxation and the sparse SDP relaxation using correlative sparsity proposed in [29] . To this end, we perform some numerical experiments. We observe from the results of our computational experiments that (i) although Adaptive SOS relaxation is often strictly weaker than Lasserre's, i.e., the value obtained by Adaptive SOS relaxation is less than Lasserre's, the difference is small in many cases, (ii) Adaptive SOS relaxation solves at least 10 times faster than Lasserre's in middle to large scale problems. Therefore, we conclude that Adaptive SOS relaxation can be more effective than Lasserre's for large-and middle-scale POPs. We will also observe a similar relationship against the sparse relaxation in [29] ; Adaptive SOS relaxation is weaker but much faster than the sparse one. We use a computer with Intel (R) Xeon (R) 2.40 GHz cpus and 24GB memory, and MATLAB R2010a. To construct Lasserre's [17] , sparse [29] and Adaptive SOS problems, we use SparsePOP 2.99 [30] . To solve the resulting SDP relaxation problems, we use SeDuMi 1.3 [27] and SDPT3 4.0 [28] with the default parameters. The default tolerances for stopping criterion of SeDuMi and SDPT3 are 1.0e-9 and 1.0e-8, respectively.
To determine whether the optimal value of an SDP relaxation problem is the exact optimal value of a given POP or not, we use the following two criteria ǫ obj and ǫ feas : Letx be a candidate of an optimal solution of the POP obtained from the SDP relaxations. We apply a projection of the dual solution of the SDP relaxation problem onto R n for obtainingx in this section. See [29] for the details. We define:
If ǫ feas ≥ 0, thenx is feasible for the POP. In addition, if ǫ obj = 0, thenx is an optimal solution of the POP and f (x) is the optimal value of the POP. 
If the signs of both optimal values are the same and Ratio is sufficiently close to 1, then the optimal value of Adaptive SOS relaxation is close to the optimal value of Lasserre's and sparse SDP relaxations. In general, this value is meaningless for measuring the closeness if those signs are different or either of values is zero. Fortunately, those values are not zero and those signs are the same in all numerical experiments in this section.
To reduce the size of the resulting SDP relaxation problems, SparsePOP has functions based on the methods proposed in [15, 34] . These methods are closely related to a facial reduction algorithm proposed by Borwein and Wolkowicz [1, 2] , and thus we can expect the numerical stability of the primal-dual interior-point methods for the SDP relaxations may be improved. In this section, except for Subsection 3.1, we apply the method proposed in [34] .
For POPs which have lower and upper bounds on variables, we can strengthen the SDP relaxations by adding valid inequalities based on these bound constraints. In this section, we add them as in [29] . See Subsection 5.5 in [29] for the details. Table 1 shows the notation used in the description of numerical experiments in the following subsections. 
Numerical results for POP whose quadratic module is non-archimedean
In this subsection, we give the following POP and apply Adaptive SOS relaxation: The optimal value is −1.5 and the solutions are (0.5, 1) and (1, 0.5). It was proved in [26, 33] that the quadratic module associated with POP (14) is non-archimedean and that all the resulting SDP relaxation problems are weakly infeasible. However, the convergence of computed values of Lasserre's SDP relaxation for POP (14) was observed in [33] . In [33] , it was shown that Lasserre's SDP relaxation (2) for (14) is weakly infeasible. Since Adaptive SOS relaxation for (14) has less monomials for representing σ j 's than that of Lasserre's, the resulting SDP relaxation problems are necessarily infeasible.
However, we expect from Thorem 2 that Adaptive SOS relaxation attains the optimal value −1.5. Table 2 provides numerical results for Adaptive SOS relaxation based on (9) . In fact, we observe from Table 2 that ρ * (r) obtained by SeDuMi is equal to −1.5 at r = 7, 8, 9, 10. By SDPT3, we observe similar results.
The difference between Lasserre's and Adaptive SOS relaxations
In this subsection, we show a POP where Adaptive SOS relaxation converges to the optimal value strictly slower than Lasserre's, practically. This POP is available at [8] , whose name is "st e08.gms".
The optimal value is (3 √ 6 − √ 2)/8 ≈ 0.741781958247055 and solution is (x * , y * ) = (( Table 3 show the numerical results of SDP relaxations for POP (15) by SeDuMi and SDPT3. We observe that Lasserre's SDP relaxation attains the optimal value of (15) by relaxation order r = 3, while Adaptive SOS relaxation attains it only at the relaxation order by r = 6.
Numerical results for detecting the copositivity
The symmetric matrix A is said to be copositive if x T Ax ≥ 0 for all x ∈ R n + . We can formulate the problem for detecting whether a given matrix is copositive, as follows: If the optimal value of this problem is nonnegative, then A is copositive. In this experiment, we solve 30 problems generated randomly. In particular, the coefficients of all diagonal of A are set to be √ n/2 and the other coefficients are chosen from [-1, 1] uniformly. In addition, since the positive semidefiniteness implies the copositivity, we chose the matrices A which are not positive semidefinite.
We apply Lasserre's and Adaptive SOS relaxations with relaxation order r = 2. Table 4 shows the numerical results by SeDuMi and SDPT3 for (16), respectively. We observe the following.
• SDPT3 fails to solve almost all problems (16), while SeDuMi solves them for n = 20, 25, 30. In particular, Adaptive SOS relaxations return the optimal values of the original problems although it is no stronger than Lasserre's theoretically.
• SeDuMi solves Adaptive SOS relaxation problems faster than Lasserre's because the sizes of Adaptive SOS relaxation problems are smaller than those of Lasserre's.
• SDPT3 cannot solve any problems with n = 30 by Lasserre's and Adaptive SOS relaxation although it terminates faster than SeDuMi. In particular, for almost all SDP relaxation problems, SDPT3 returns the message "stop: progress is bad" or "stop: progress is slow" and terminates. This means that it is difficult for SDPT3 to solve those SDP relaxation problems numerically.
Numerical results for BoxQP
In this subsection, we solve BoxQP: where each element in Q ∈ S n and c ∈ R n is chosen from [-50, 50] uniformly. In particular, we vary the number n of the variables in (17) and the density of Q, c. In this subsection, we compare Adaptive SOS relaxation based on Theorem 5 with sparse SDP relaxation [29] instead of Lasserre's. Indeed, when the density of Q is small, the BoxQP has sparse structure, and thus sparse SDP relaxation is more effective than Lasserre's.
We observe the following from Table 5 .
• Sparse SDP relaxation obtains the optimal solution for some BoxQPs, while Adaptive SOS relaxation cannot.
• Adaptive SOS relaxation solves the resulting SDP problems approximately 10 ∼ 30 times faster than Lasserre's.
• The values obtained by Adaptive SOS relaxation are within 10% of Sparse SDP relaxation, except for n = 5.
Numerical results for Bilinear matrix inequality eigenvalue problems
In this subsection, we solve the binary matrix inequality eigenvalue problems.
where we define for k ∈ N, x ∈ R n and y ∈ R m :
where B ij (i = 0, . . . , n, j = 0, . . . , m) are k × k symmetric matrices. In this numerical experiment, each element of B ij is chosen from [−1, 1] uniformly. (18) is the problem of minimizing the maximum eigenvalue of B k (x, y) keeping B k (x, y) positive semidefinite. 
Extension to POP with correlative sparsity
In [29] , the authors introduced the notion of correlative sparsity for POP (1) , and proposed a sparse SDP relaxation that exploits the correlative sparsity. They then demonstrated that the sparse SDP relaxation outperforms Lasserre's SDP relaxation. The sparse SDP relaxation is implemented in [30] and its source code is freely available.
We give some of the definition of the correlative sparsity for POP (1) . For this, we use an n × n symbolic symmetric matrix R, whose elements are either 0 or ⋆ representing a nonzero value. We assign either 0 or ⋆ as follows:
⋆ if x k and x ℓ are involved in the polynomial f j for some j = 1, . . . , m, 0 o.w.
POP (1) is said to be correlatively sparse if the matrix R is sparse.
We give some of the details of the sparse SDP relaxation proposed in [29] for the sake of completeness. We construct an undirected graph G = (V, E) from R. Here V := {1, . . . , n} and E := {(k, ℓ) : R k,ℓ = ⋆}. After applying the chordal extension to G = (V, E), we generate all maximal cliques C 1 , . . . , C p of the extension G = (V,Ẽ) with E ⊆Ẽ. See [5, 29] and references therein for the details of the construction of the chordal extension. For a finite set C ⊆ N, x C denotes the subvector which consists of x i (i ∈ C). For all f 1 , . . . , f m in POP (1), F j denotes the set of indices whose variables are involved in f j , i.e., F j := {i ∈ {1, . . . , n} : α i ≥ 1 for some α ∈ F j }. For a finite set C ⊆ N, the sets Σ r,C and Σ ∞,C denote the subsets of Σ r as follows:
Note that if C = {1, . . . , n}, then we have Σ r,C = Σ r and Σ ∞,C = Σ. The sparse SDP relaxation problem with relaxation order r for POP (1) is obtained from the following SOS relaxation problem:
where D j is the union of some of the maximal cliques C 1 , . . . , C p such that F j ⊆ C h and r j = r − ⌈deg(f j )/2⌉ for j = 1, . . . , m.
It should be noted that other sparse SDP relaxations are proposed in [9, 19, 22] and the asymptotic convergence is proved. In contrast, the convergence of the sparse SDP relaxation (19) is not shown in [29] .
We give an extension of Theorem 1 to POP with correlative sparsity. If C 1 , . . . , C p ⊆ {1, . . . , n} satisfy the following property, we refer this property as the running intersection property (RIP):
For C 1 , . . . , C p ⊆ {1, . . . , n}, we define sets J 1 , . . . , J p as follows:
Clearly, we have ∪ p h=1 J h = {1, . . . , m}. In addition, we define
Using a proof similar to the one for the theorem on convergence of the sparse SDP relaxation given in [9] , we can establish the correlatively sparse case of Theorem 1. Indeed, we can obtain the theorem by using [9, Lemma 4] and Theorem 1.
where f 0 denotes the objective function f in POP (1), and d = max{deg(f ), deg(f 1 ), . . . , deg(f m )}. For r ∈ N, we define
From (a), (b) and (c) of Lemma 3.2 in [14] , we obtain the following result:
Proposition 10 Assume that the feasible region K of POP (1) is contained in
n . In addition, we assume that for ρ ∈ R, we have f − ρ > 0 over K. Then there existsr ∈ N such that for all r ≥r, (f − ρ + ψ r + φ r,b ) is positive over R n .
We remark that we do not need to impose the assumption on the compactness of K in Proposition 10. Indeed, we can drop it by replacing K byK defined in Subsection 2.1 as in Theorem 1.
Next, we describe a result from [18] which is useful in deriving another perturbed sums of squares theorem.
Theorem 11 ((iii) of Theorem 4.1 in [18] ) Let f ∈ R[x] be a nonnegative polynomial. Then for every ǫ > 0, there existsr ∈ N such that for all r ≥r,
By incorporating Proposition 10 with Theorem 11, we obtain yet another perturbation theorem.
Theorem 12
We assume that for ρ ∈ R, we have f − ρ > 0 over K. Then we have i. there existsr ∈ N such that for all r ≥r, (f − ρ + ψ r + φ r,b ) is positive over R n ;
ii. moreover, for every ǫ > 0, there existsr ∈ N such that for all r ≥r,
We give an SDP relaxation analogous to (5), based on Theorem 12, as follows:
for some r ≥r, where e i is the ith standard unit vector in R n . One of the differences between (5) and (23) is that (23) has n SOS variables µ 1 , . . . , µ n . These variables correspond to nonnegative variables in the SDP formulation, but not positive semidefinite matrices, since these consist of a single monomial. On the other hand, it is difficult to estimater in the SDP relaxations (5) and (23) , and thus we could not compare the size and the quality of the optimal value of (5) with (23) so far.
We obtain a result similar technique to Theorem 2. We omit the proof because we obtain the inequalities by applying a proof similar to that of Theorem 2.
Theorem 13 For every ǫ > 0, there exists r,r ∈ N such that f * − ǫ ≤ η(ǫ,r, r) ≤ f * + ǫne 
Concluding Remarks
We mention other research related to our work related to Theorem 1. A common element in all of these approaches is to use perturbations ǫθ r (x) or ǫΘ r (x) for finding an approximate solution of a given POP. In [10, 12] , the authors added ǫΘ r (x) to the objective function of a given unconstrained POP and used algebraic techniques to find a solution. In [13] , the following equality constraints were added in the perturbed unconstrained POP and Lasserre's SDP relaxation was applied to the new POP:
2r−1 i = 0 (i = 1, . . . , n).
Lasserre in [20] proposed an SDP relaxation via θ r (x) defined in Theorem 11 and a perturbation theorem for semi-algebraic set defined by equality constraints g k (x) = 0 (k = 1, . . . , m). The SDP relaxation can be applied to the following equality constrained POP: inf x∈R n {f 0 (x) : g k (x) = 0 (k = 1, . . . , m)} ;
To obtain the SDP relaxations, ǫθ r (x) is added to the objective function in POP (24) and the equality constraints in POP (24) is replaced by g 2 k (x) ≤ 0. In the resulting SDP relaxations, θ r (x) is explicitly introduced and variables associated with constraints g 2 k (x) ≤ 0 are not positive semidefinite matrices, but nonnegative variables.
In this paper, we present a perturbed SOS theorem (Theorem 1) and its extensions, and propose a new sparse relaxation called Adaptive SOS relaxation. During the course of the paper, we have shed some light on why Lasserre's SDP relaxation calculates the optimal value of POP even if its SDP relaxation has a different optimal value. The numerical experiments clearly show that Adaptive SOS relaxation is promising, justifying the need for future research in this direction.
Of course, if the original POP is dense, i.e.,F j contains many elements for almost all j, then the proposed relaxation has little effect in reducing the SDP relaxation. However, in real applications, such cases seem rare.
In the numerical experiments, we sometimes observe that the behaviors of SeDuMi and SDPT3 are very different each other. See, for example, Table 4 . In the column of Adaptive SOS, SeDuMi solved significantly fewer problems than SDPT3. On the other hand, there are several cases where SeDuMi outperforms SDPT3. For such an example, see the sparse relaxation column of Table 7 . This is why we present the results of both solvers in every table. In solving a real problem, one should be very careful in choosing the appropriate SDP solver for the problem at hand.
We can prove Lemma 6 in a manner similar to [9, Lemma 4] . We define F r : R n → R as follows:
ψ r,h .
We recall that ψ r,h = j∈C h (1 − f j /R j ) 2r f j for all h = 1, . . . , p and r ∈ N, and that R j is the maximum value of |f j | on B for all j = 1, . . . , m. It follows from the definitions of ψ r,h and R j that we have ψ r,h ≥ ψ r+1,h on B for all h = 1, . . . , p and r ∈ N, and thus we have F r ≤ F r+1 on B. In addition, we can prove that (i) on B ∩ K, F r → f as r → ∞, and (ii) on B \ K, F r → ∞ as r → ∞. Since B is compact, it follows from (i), (ii) and the positiveness of f on B that there existsr ∈ N such that for every r ≥r, F r > 0 on B. Applying Lemma 14 to F r , we obtain the desired result.
