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Abstract
In 2000, A. Tripathi [7] used generating functions to obtain a formula for the number of non-
negative solutions (x, y) of the equation ax+by = n where a, b and n are given positive integers. We
generalize this procedure for the number of solutions of the equation ax+ by+ cz = n. The formula
leads us to a surprising connection between the number of solutions of the equation ax+by+cz = n
and quadratic residues. As a consequence of our work, we are able to prove the equivalence between
two fundamental results by Gauss and Sylvester in the nineteenth century which are generally
viewed to be independent.
1 Introduction
Let a,b,c and n be given positive integers. The purpose of this note is to calculate the number of
solutions N(a, b, c;n) of the equation ax+ by+ cz = n in non-negative integer tuples (x, y, z). Note
that if gcd(a, b, c) does not divide n, then the equation cannot have any solutions and if it does
divide n, then we can divide both sides of the equation by this common factor. Thus without loss
of generality, we can assume that gcd(a, b, c) = 1. We will first show that there is also no loss of
generality in making the assumption that a, b and c are pairwise coprime. This will allow us to use
generating functions to find an explicit formula for the number of solutions. In Section 3 of this
note, we establish the equivalence between two well-known results of Gauss and Sylvester which
are as follows:
Theorem 1 (Gauss (1808)). For distinct odd primes p and q,
p−1
2∑
i=1
⌊ iq
p
⌋
+
q−1
2∑
i=1
⌊ ip
q
⌋
=
(p− 1)(q − 1)
4
,
Theorem 2 (Sylvester (1882)). If p and q are distinct odd prime numbers, the number of natural
numbers which cannot be expressed in the form px+ qy for non-negative integers x and y is equal
to
(p−1)(q−1)
2 .
Theorem 1 was proved in [3]. Gauss used it to give his third proof of the law of quadratic
reciprocity. Eisentein [2] gave a geometric proof of Theorem 1 in 1844. For more information about
these classical proofs, see [1]. Theorem 2 is a special case of a result proved in [5]. In the general
case, p and q just need to be coprime natural numbers instead of distinct odd primes. An easy
proof can be found in [6].
Throughout this note, ⌊x⌋ denotes the greatest integer less than or equal to x.
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2 The Main Theorem
2.1 Reduction to pairwise coprime case
Let a, b, c and n be positive integers and as justified above, assume gcd(a, b, c) = 1. We define the
following symbols:
• Let g1, g2 and g3 denote gcd(b, c), gcd(c, a) and gcd(a, b) respectively. Note that gcd(g1, g2) =
gcd(g2, g3) = gcd(g3, g1) = 1.
• Let a1, b2 and c3 denote the modular inverse of a with respect to the modulus g1, b with
respect to the modulus g2 and c with respect to the modulus g3 respectively.
• Let n1, n2 and n3 denote the remainder upon dividing na1 by g1, nb2 by g2 and nc3 by g3
respectively.
• Let A = a
g2g3
, B = b
g3g1
and C = c
g1g2
.
• Define N = n−an1−bn2−cn3
g1g2g3
. Note that N is an integer.
Lemma 3. With the above notation, the number of solutions of the equation ax+by+cz = n in non-
negative integer tuples (x, y, z) is equal to the number of solutions of the equation Ax+By+Cz = N .
Proof. Let S and T denote the solution sets of ax+by+cz = n and Ax+By+Cz = N respectively.
Then the function φ : S → T such that
(x, y, z) 7→
(x− n1
g1
,
y − n2
g2
,
z − n3
g3
)
provides the required bijection.
Since A, B and C are pairwise coprime positive integers, Lemma 3 shows that there is no loss
of generality in making the assumption that a, b and c are pairwise coprime.
2.2 Statement of Theorem and Proof
As justified above, we assume gcd(a, b) = gcd(b, c) = gcd(c, a) = 1. We define a few other symbols:
• Define b′1 such that b
′
1 ≡ −nb
−1 (mod a) with 1 ≤ b′1 ≤ a. Moreover define c
′
1 such that
c′1 ≡ bc
−1 (mod a) with 1 ≤ c′1 ≤ a.
• Define c′2 such that c
′
2 ≡ −nc
−1 (mod b) with 1 ≤ c′2 ≤ b. Moreover define a
′
2 such that
a′2 ≡ ca
−1 (mod b) with 1 ≤ a′2 ≤ b.
• Define a′3 such that a
′
3 ≡ −na
−1 (mod c) with 1 ≤ a′3 ≤ c. Moreover define b
′
3 such that
b′3 ≡ ab
−1 (mod c) with 1 ≤ b′3 ≤ c.
• N1 = n(n+a+b+c)+cbb
′
1(a+1−c
′
1(b
′
1−1))+acc
′
2(b+1−a
′
2(c
′
2−1)) +baa
′
3(c+1−b
′
3(a
′
3−1)).
Theorem 4. With the notation above, the number of solutions of the equation ax + by + cz = n
with gcd(a, b) = gcd(b, c) = gcd(c, a) = 1 is given by
N(a, b, c;n) =
N1
2abc
+
b′1−1∑
i=1
⌊ ic′1
a
⌋
+
c′2−1∑
i=1
⌊ ia′2
b
⌋
+
a′3−1∑
i=1
⌊ ib′3
c
⌋
− 2.
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Proof. By elementary combinatorics, we know that the number of solutions of ax+ by + cz = n is
equal to the coefficient of xn in
1
(1− xa)(1− xb)(1 − xc)
.
Let ζm denote e
2pii
m . We know that
(1− xa)(1− xb)(1− xc) = (1− x)3
a−1∏
k=1
(1− ζ−ka x)
b−1∏
k=1
(1− ζ−kb x)
c−1∏
k=1
(1− ζ−kc x).
Note that because a, b and c are pairwise coprime, 1 − ζ−ka x, 1 − ζ
−k
b x and 1 − ζ
−k
c x are distinct
for all values of k. Thus we obtain the following partial fraction decomposition:
1
(1− xa)(1 − xb)(1− xc)
=
c1
1− x
+
c2
(1− x)2
+
c3
(1− x)3
+
a−1∑
k=1
Ak
1− ζ−ka x
+
b−1∑
k=1
Bk
1− ζ−kb x
+
c−1∑
k=1
Ck
1− ζ−kc x
.
(1)
On comparing the coefficients of xn on both sides of (1), we find
N(a, b, c;n) = c1 + (n+ 1)c2 +
(n+ 2)(n + 1)
2
c3 +
a−1∑
k=1
Akζ
−nk
a +
b−1∑
k=1
Bkζ
−nk
b +
c−1∑
k=1
Ckζ
−nk
c . (2)
If we substitute x = 0 in (1), we get
1 = c1 + c2 + c3 +
a−1∑
k=1
Ak +
b−1∑
k=1
Bk +
c−1∑
k=1
Ck. (3)
Upon subtracting (3) from (2) to cancel c1 and thus simplify our calculation, we get
N(a, b, c;n)− 1 = nc2+
n(n+ 3)
2
c3−
a−1∑
k=1
Ak(1− ζ
−nk
a )−
b−1∑
k=1
Bk(1− ζ
−nk
b
)−
c−1∑
k=1
Ck(1− ζ
−nk
c ). (4)
The usual procedure for finding coefficients of partial fraction gives
c3 =
1
abc
, c2 =
a+ b+ c− 3
2abc
,
Ak =
1
a(1− ζbka )(1− ζ
ck
a )
, Bk =
1
b(1− ζckb )(1− ζ
ak
b )
and Ck =
1
c(1− ζakc )(1− ζ
bk
c )
.
Substituting these back in (4), we have
N(a, b, c;n) =
n(n+ a+ b+ c)
2abc
+ 1−
(
S1
a
+
S2
b
+
S3
c
)
, (5)
where
S1 =
a−1∑
k=1
1− ζ−nka
(1− ζbka )(1− ζ
ck
a )
, S2 =
b−1∑
k=1
1− ζ−nk
b
(1− ζckb )(1 − ζ
ak
b )
and S3 =
c−1∑
k=1
1− ζ−nkc
(1− ζakc )(1− ζ
bk
c )
.
Equations similar to (5) have been known before in the pairwise coprime case (see, for example
[4]). They do not solve these sums explicitly but express them as summations of some complicated
3
sums, products and quotients of trigonometric functions which could be solved for small values of
a, b and c. However, the summations become intractable as a, b or c become slightly large. In this
paper, we would express the number of solutions in terms of summations of floor functions which
are quite easy to work with, particularly with the help of Lemma 5 that we would describe in the
next section.
Next, we find S1, S2 and S3. By definition of b
′
1, we have bb
′
1 ≡ −n (mod a), so ζ
−nk
a = ζ
bb′1k
a ,
and thus
S1 =
a−1∑
k=1
1− ζ
bb′1k
a
(1− ζbka )(1 − ζ
ck
a )
=
a−1∑
k=1
b
′
1−1∑
j=0
ζ
jbk
a
1− ζcka
=
a−1∑
k=1
b
′
1−1∑
j=0
1
1− ζcka
−
a−1∑
k=1
b
′
1−1∑
j=0
1− ζjbka
1− ζcka
. (6)
It is well known that
a−1∑
k=1
1
1− ζcka
=
a− 1
2
,
and thus changing the order of summations yields
a−1∑
k=1
b
′
1−1∑
j=0
1
1− ζcka
= b′1
(a− 1
2
)
. (7)
By definition of c′1, we have cc
′
1 ≡ b (mod a), so ζ
jbk
a = ζ
jcc′1k
a and thus
a−1∑
k=1
b′1−1∑
j=0
1− ζjbka
1− ζcka
=
a−1∑
k=1
b′1−1∑
j=1
1− ζjbka
1− ζcka
=
a−1∑
k=1
b′1−1∑
j=1
1− ζ
jcc′1k
a
1− ζcka
=
a−1∑
k=1
b′1−1∑
j=1
jc′1−1∑
l=0
ζ lcka . (8)
From (6), (7) and (8), we get that
S1 = b
′
1
(a− 1
2
)
−
a−1∑
k=1
b′1−1∑
j=1
jc′1−1∑
l=0
ζ lcka . (9)
Now,
a−1∑
k=1
b′1−1∑
j=1
jc′1−1∑
l=0
ζ lcka =
b′1−1∑
j=1
jc′1−1∑
l=0
a−1∑
k=1
ζ lcka =
b′1−1∑
j=1
jc′1−1∑
l=0
a−1∑
k=0
ζ lcka −
c′1b
′
1(b
′
1 − 1)
2
. (10)
We know that
∑a−1
k=0 ζ
lck
a 6= 0 only if a divides l in which case the sum is a. Note that here we have
again used the fact that gcd(a, c) = 1. Therefore,
jc′1−1∑
l=0
a−1∑
k=0
ζ lcka = a
(⌊jc′1 − 1
a
⌋
+ 1
)
= a
(⌊jc′1
a
⌋
+ 1
)
.
In the last step we have used that gcd(a, c′1) = 1 and that j ≤ b
′
1 − 1 ≤ a− 1. Hence,
b′1−1∑
j=1
jc′1−1∑
l=0
a−1∑
k=0
ζ lcka = a
b′1−1∑
j=1
(⌊jc′1
a
⌋
+ 1
)
. (11)
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From (9), (10) and (11), we have
S1
a
= b′1
(a− 1
2a
)
+
c′1b
′
1(b
′
1 − 1)
2a
−
b′1−1∑
j=1
⌊jc′1
a
⌋
− (b′1 − 1).
We combine the first and the last terms to get
S1
a
=
c′1b
′
1(b
′
1 − 1)
2a
−
b′1−1∑
j=1
⌊jc′1
a
⌋
+ 1− b′1
(a+ 1
2a
)
. (12)
Symmetrically, we also have
S2
b
=
a′2c
′
2(c
′
2 − 1)
2b
−
c′2−1∑
j=1
⌊ja′2
b
⌋
+ 1− c′2
(b+ 1
2b
)
, (13)
and
S3
c
=
b′3a
′
3(a
′
3 − 1)
2c
−
a′3−1∑
j=1
⌊jb′3
c
⌋
+ 1− a′3
(c+ 1
2c
)
. (14)
The result now follows from (5), (12), (13) and (14).
2.3 An algorithm to find these sums
To be able to calculate the number of solutions faster, we need better methods to calculate these
summations involving floor functions. Let us recall Theorem 1 which states that for distinct odd
primes p and q,
p−1
2∑
i=1
⌊ iq
p
⌋
+
q−1
2∑
i=1
⌊ ip
q
⌋
=
(p− 1)(q − 1)
4
.
It turns out that we can generalize this result for arbitrary numerator and denominator.
Lemma 5. Let a, b, c and K be positive integers such that b < a, c < a, gcd(a, c) = 1 and
K =
⌊
bc
a
⌋
. Then
b∑
i=1
⌊ ic
a
⌋
+
K∑
i=1
⌊ ia
c
⌋
= bK.
Proof. We have
b∑
i=1
⌊ ic
a
⌋
=
K∑
t=1
tnt,
where nt is the number of i such that 1 ≤ i ≤ b and ⌊
ic
a
⌋ = t. Clearly nt =
⌊
(t+1)a
c
⌋
−
⌊
ta
c
⌋
if t < K
and nK = b−
⌊
Ka
c
⌋
. Therefore,
b∑
i=1
⌊ ic
a
⌋
=
K−1∑
t=1
(⌊(t+ 1)a
c
⌋
−
⌊ ta
c
⌋)
t+
(
b−
⌊Ka
c
⌋)
K.
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We rearrange the terms and solve the summation using telescoping sums to obtain
b∑
i=1
⌊ ic
a
⌋
=
K−1∑
t=1
(⌊(t+ 1)a
c
⌋
(t+ 1)−
⌊ ta
c
⌋
t
)
−
K−1∑
t=1
⌊(t+ 1)a
c
⌋
+ bK −K
⌊Ka
c
⌋
.
By canceling terms and solving, we get the required result.
Lemma 5 is helpful to calculate summations of the form
∑b
i=1
⌊
ic
a
⌋
because it reduces to a
summation of the same form with a lower upper limit of summation and a lower denominator. We
shall see in Section 2.5 that after two applications of this lemma, the upper limit of summation and
the denominator both reduce to less than half while the numerator is still less than the denominator.
Remark 6. Observe that if we take a = p, b = p−12 and c = q in Lemma 5, then we get Theorem 1.
Similar to Eisenstein’s proof of Theorem 1 (see [2] or [1] for details), we can also give a geometric
proof of Lemma 5 by counting the number of points under the straight line y = c
a
x.
Let us describe the algorithm for finding the number of solutions N(a, b, c;n) of the equation
ax+ by + cz = n.
1. Reduce the given equation to an equation with gcd(a, b, c) = 1 as described in Section 1.
Then reduce it to the pairwise coprime case as described in Section 2.1.
2. Apply the formula in Theorem 4 to get the number of solutions in terms of the three sum-
mations involving floor functions.
3. Suppose the first summation looks like
∑b1
i=1
⌊
ic1
a1
⌋
for some positive integers a1,b1 and c1
such that b1 < a1, c1 < a1. Then we apply Lemma 5 to get the summation in terms of the
summation
∑K1
i=1
⌊
ia1
c1
⌋
, where K1 =
⌊
b1c1
a1
⌋
.
4. Now we have the summation
∑K1
i=1
⌊
ia1
c1
⌋
. Note that we cannot apply Lemma 5 again to
find this sum since a1 > c1. However, by division algorithm, we have a1 = c1q + r for some
quotient q and remainder r. Then
∑K
i=1
⌊
ia1
c1
⌋
= qK(K+1)2 +
∑K
i=1
⌊
ir
c1
⌋
. Since r < c1, we can
use Lemma 5 again to find this sum.
5. Keep repeating Steps 4 and 5 till the first summation in Step 3 is fully solved. Then follow
the same procedure to find the other two summations and hence the number of solutions.
2.4 An example
Let us apply this algorithm to an example. Consider the equation
4452x + 8030y + 9945z = 3857942.
LetN denote the number of solutions of this equation. Note that gcd(4452, 8030) = 2, gcd(4452, 9945) =
3 and gcd(8030, 9945) = 5. If we apply the reduction to coprime case as in Lemma 3, we get that
the number of solutions of the above equation is equal to the number of solutions of the equation
742x+ 803y + 663z = 128598.
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Now we apply the formula of Theorem 4 to get
N =
129∑
i=1
⌊281i
742
⌋
+
539∑
i=1
⌊621i
803
⌋
+
335∑
i=1
⌊602i
663
⌋
− 166300. (15)
In order to solve the first sum, we apply Lemma 5 to get
129∑
i=1
⌊281i
742
⌋
= 6192 −
48∑
i=1
⌊742i
281
⌋
. (16)
Now,
48∑
i=1
⌊742i
281
⌋
=
48∑
i=1
(
2i+
⌊180i
281
⌋)
= 2352 +
48∑
i=1
⌊180i
281
⌋
. (17)
Another application of Lemma 5 gives
48∑
i=1
⌊180i
281
⌋
= 1440 −
30∑
i=1
⌊281i
180
⌋
= 975−
30∑
i=1
⌊101i
180
⌋
. (18)
Repeating the above procedure, we have
30∑
i=1
⌊101i
180
⌋
= 480 −
16∑
i=1
⌊180i
101
⌋
= 344−
16∑
i=1
⌊ 79i
101
⌋
, (19)
16∑
i=1
⌊ 79i
101
⌋
= 192−
12∑
i=1
⌊101i
79
⌋
= 114 −
12∑
i=1
⌊22i
79
⌋
, (20)
12∑
i=1
⌊22i
79
⌋
= 36−
3∑
i=1
⌊79i
22
⌋
= 18 −
3∑
i=1
⌊13i
22
⌋
, (21)
and
3∑
i=1
⌊13i
22
⌋
= 3−
1∑
i=1
⌊22i
13
⌋
= 3− 1 = 2. (22)
From (16) to (22), we get
129∑
i=1
⌊281i
742
⌋
= 3111.
Repeating the same procedure with the other two summations leads to
539∑
i=1
⌊621i
803
⌋
= 112277,
and
335∑
i=1
⌊602i
663
⌋
= 50934.
Substituting these values back in (15), we find N = 22, i.e., there are 22 solutions for the equation
4452x + 8030y + 9945z = 3857942 in non-negative tuples (x, y, z).
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2.5 Efficiency of the algorithm
We want to find an upper bound for the number of steps required to calculate the number of
solutions of the equation ax+ by + cz = n. Suppose we want to find the sum
∑b
i=1
⌊
ic1
a1
⌋
for some
positive integers a1, b and c1 such that b < a1, c1 < a1 and gcd(c1, a1) = 1.
According to Step 4 of the algorithm, we need to apply Lemma 2 to get
∑b
i=1
⌊
ic1
a1
⌋
in terms of
the sum
∑K1
i=1
⌊
ia1
c1
⌋
for some K1 < c1. Then as step 5 in the algorithm describes, we need to apply
the division algorithm a1 = c1q1+a2 where a2 < c1. Since gcd(c1, a1) = 1, so gcd(a2, c1) = 1. Note
that since c1 < a1, so q ≥ 1 and thus
a1 ≥ c1 + a2 > 2a2,
or equivalently a2 <
a1
2 . With the help of this division algorithm, the sum
∑K1
i=1
⌊
ia1
c1
⌋
can be
obtained in terms of the sum
∑K1
i=1
⌊
ia2
c1
⌋
.
According to step 5 of the algorithm, we again apply Lemma 5 to get the sum
∑K1
i=1
⌊
ia2
c1
⌋
in terms of the sum
∑K2
i=1
⌊
ic1
a2
⌋
for some K2 < a2. Then we again apply division algorithm
c1 = a2q2 + c2 for some c2 < a2 to get the sum
∑K2
i=1
⌊
ic1
a2
⌋
in terms of the sum
∑K2
i=1
⌊
ic2
a2
⌋
. Since
gcd(a2, c1) = 1, so gcd(c2, a2) = 1. Finally, since K2 < a2, c2 < a2 and gcd(c2, a2) = 1, we return
to Step 4 of the algorithm to find the sum
∑K2
i=1
⌊
ic2
a2
⌋
.
Thus with one application of the Steps 4 and 5 of the algorithm (i.e. two applications of both
Lemma 5 and the division algorithm), we can obtain the sum
∑b
i=1
⌊
ic1
a1
⌋
in terms of the sum∑K2
i=1
⌊
ic2
a2
⌋
where a2 <
a1
2 . It is also easy to see that K2 <
b
2 . This makes sure that the Steps 4
and 5 of the algorithm terminate in O(log a) steps and hence the algorithm terminates in O(log t)
steps where t = max(a, b, c).
2.6 Relationship with quadratic residues
Let us recall the Eisenstein’s Lemma which states that for given odd distinct primes p and q, the
quadratic residue is given by
(
q
p
)
= (−1)t, where t =
∑ p−1
2
i=1
⌊
iq
p
⌋
.
Thus the quadratic residues are related to some summations with which we have been dealing
while attempting to solve the equation ax + by + cz = n. This suggests that we might be able to
find an equation whose number of solutions gives the quadratic residues.
Lemma 7. The number of solutions of the equation px+ qy + z = q(p−1)2 is equal to
Np,q =
p− 1
2
+
p−1
2∑
i=1
⌊ iq
p
⌋
.
So,
(
q
p
)
= (−1)Np,q−
p−1
2 .
Proof. Clearly, one way of proving this is by applying Theorem 4. However we could also prove it
directly by fixing a y and then calculating the number of possibilities for x. For a given x and y, z
is automatically determined.
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3 Equivalence between two well-known results
The aim of this section is to establish the equivalence between Theorem 1 and Theorem 2. Through-
out this section, p and q would denote distinct odd primes.
Lemma 8. The number of solutions of the equation px + qy + z = p(q−1)2 +
q(p−1)
2 is equal to
p(q−1)
2 +
q(p−1)
2 + 1 −N0 where N0 is the number of natural numbers which cannot be expressed in
the form px+ qy such that x and y are non-negative integers.
Proof. We first fix a z and then look for the number of solutions of the equation
px+ qy =
p(q − 1)
2
+
q(p− 1)
2
− z.
Thus the number of solutions of the equation px+ qy + z = p(q−1)2 +
q(p−1)
2 is equal to
p(q−1)
2
+ q(p−1)
2∑
n=0
Sn, (23)
where Sn is the number of solutions of the equation px + qy = n. Clearly S0 = 1. Furthermore,
it is well known that whenever 1 ≤ n ≤ (p − 1)(q − 1), Sn could either be 0 or 1 and whenever
(p − 1)(q − 1) < n < pq, Sn = 1. We also prove these facts in Section 4.2 using the methods
developed in Section 3. Thus by the definition of N0,
(p−1)(q−1)∑
n=1
Sn = (p− 1)(q − 1)−N0,
and,
p(q−1)
2
+ q(p−1)
2∑
n=(p−1)(q−1)+1
Sn =
p(q − 1)
2
+
q(p− 1)
2
− (p − 1)(q − 1).
Therefore,
p(q−1)
2
+ q(p−1)
2∑
n=0
Sn = S0 +
(p−1)(q−1)∑
n=0
Sn +
p(q−1)
2
+ q(p−1)
2∑
n=(p−1)(q−1)+1
Sn =
p(q − 1)
2
+
q(p− 1)
2
+ 1−N0.
We calculate the number of solutions of the equation px+ qy + z = p(q−1)2 +
q(p−1)
2 in another
way by considering four separate cases. We recall that Np,q denotes the number of solutions of the
equation px+ qy + z = q(p−1)2 .
Lemma 9. The number of solutions of the equation px + qy + z = p(q−1)2 +
q(p−1)
2 is equal to
2(Np,q +Nq,p)−
(
p+1
2 +
q+1
2 + 1
)
.
Proof. Let X, Y and Z denote q−12 −x,
p−1
2 −y and
q(p−1)
2 −z respectively. We split our calculation
into four different cases according to:
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1. X ≥ 0, Y ≥ 0, Z ≥ 0.
2. X ≥ 0, Y ≥ 0, Z < 0.
3. X ≥ 0, Y < 0.
4. X < 0.
Case 1 : Let
X ≥ 0, Y ≥ 0, Z ≥ 0.
Let S1 denote the set of solutions of px+ qy + z =
p(q−1)
2 +
q(p−1)
2 in Case 1, and let T1 denote the
set of solutions of px+ qy + z = q(p−1)2 . Then the function φ1 : S1 → T1 such that
(x, y, z) 7→ (X,Y,Z)
is a bijection. Thus the number of solutions of px+ qy + z = p(q−1)2 +
q(p−1)
2 in Case 1 is equal to
Np,q.
Case 2 : Let
X ≥ 0, Y ≥ 0, Z < 0.
Let S2 denote the set of solutions of px + qy + z =
p(q−1)
2 +
q(p−1)
2 such that X ≥ 0, Y ≥ 0 and
Z ≤ 0, and let T2 denote the set of solutions of px+qy+z =
p(q−1)
2 . Then the function φ2 : S2 → T2
such that
(x, y, z) 7→ (x, y,−Z)
is a bijection. However, to calculate the number of solutions of px + qy + z = p(q−1)2 +
q(p−1)
2 in
Case 2, we need to subtract the solutions in which Z = 0, but if Z = 0, then the equation becomes
px + qy = p(q−1)2 which has a unique solution x =
q−1
2 and y = 0 because p divides y and y < p
together imply y = 0. Thus the number of solutions of px + qy + z = p(q−1)2 +
q(p−1)
2 in Case 2 is
equal to Nq,p − 1.
Case 3 : Let
X ≥ 0, Y < 0.
Let S3 denote the set of solutions of px+ qy+ z =
p(q−1)
2 +
q(p−1)
2 such that X ≥ 0 and Y ≤ 0 , and
let T3 denote the set of solutions of px+ qy+ z =
p(q−1)
2 . Then the function φ3 : S3 → T3 such that
(x, y, z) 7→ (x,−Y, z)
is a bijection. However, to calculate the number of solutions of the equation in Case 3, one has to
subtract the number of solutions with Y = 0, but if Y = 0, then the equation becomes px + z =
p(q−1)
2 which clearly has
q+1
2 possible values for x and for a given x, z is automatically determined.
Thus the number of solutions of px+ qy + z = p(q−1)2 +
q(p−1)
2 in Case 3 is equal to Nq,p −
q+1
2 .
Case 4 : Let
X < 0.
Let S4 denote the set of solutions of px + qy + z =
p(q−1)
2 +
q(p−1)
2 such that X ≤ 0, and let T4
denote the set of solutions of px+ qy + z = q(p−1)2 . Then the function φ4 : S4 → T4 such that
(x, y, z) 7→ (−X, y, z)
is a bijection. However, to calculate the number of solutions of the equation in Case 4, one has to
subtract the number of solutions with X = 0, but if X = 0, then the equation becomes qy + z =
10
q(p−1)
2 which clearly has
p+1
2 solutions. Thus the number of solutions of px+qy+z =
p(q−1)
2 +
q(p−1)
2
in Case 4 is equal to Np,q −
p+1
2 .
Adding up the solutions in all the above cases, we get the required result.
Upon comparing the number of solutions of the equation px+ qy+ z = p(q−1)2 +
q(p−1)
2 obtained
in Lemma 8 and Lemma 9, and then using Lemma 7, we get
N0 + 2
( p−12∑
i=1
⌊ iq
p
⌋
+
q−1
2∑
i=1
⌊ ip
q
⌋)
= (p − 1)(q − 1).
This establishes the required equivalence between Theorem 1 and Theorem 2.
4 Some applications of techniques developed in this paper
4.1 Another proof of Theorem 1
In this section, we prove Theorem 1 by counting the number of solutions of an equation in two
different ways. Without loss of generality, we can assume q < p. Recall that in Lemma 7, we
counted the number of solutions of the equation px+ qy + z = q(p−1)2 . Now we will count these in
another way.
Lemma 10. If p and q are distinct odd primes such that q < p, then the number of solutions of
the equation px+ qy + z = q(p−1)2 , with q < p, is given by
Np,q =
p+ 1
2
+
(p − 1)(q − 1)
4
−
q−1
2∑
i=1
⌊ ip
q
⌋
.
Proof. Maximum possible value for x is
⌊q(p− 1)
2p
⌋
=
⌊(q − 1)
2
+
p− q
2p
⌋
=
q − 1
2
.
Now we consider two cases :
Case 1 : Let x = 0. Number of solutions in Case 1 is equal to p+12 .
Case 2 : Let x ≥ 1. Fix x = i. Then the number of possible values for y is equal to
1 +
⌊ q(p−1)
2 − ip
q
⌋
=
p− 1
2
−
⌊ ip
q
⌋
.
Hence the total number of solutions in Case 2 is equal to
q−1
2∑
i=1
(p− 1
2
−
⌊ ip
q
⌋)
=
(p − 1)(q − 1)
4
−
q−1
2∑
i=1
⌊ ip
q
⌋
.
Adding up the number of solutions in both the cases, we get the required result.
Theorem 1 now easily follows from Lemma 7 and Lemma 10.
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4.2 Solving the equation ax+ by = n
If we modify the techniques used in Section 2.1 to reduce the equation ax + by + cz = n to the
pairwise coprime case, we can completely solve the equation ax + by = n. Note that if gcd(a, b)
does not divide n, then there is no solution and if it does, then we can divide out both sides of the
equation by gcd(a, b). Thus without loss of generality, we can assume gcd(a, b) = 1.
Let a−1 and b−1 denote the modular inverse of a with respect to b and b with respect to a
respectively. Further, let a1 and b1 denote the remainder when na
−1 is divided by b and nb−1 is
divided by a respectively.
Theorem 11. Let a and b be coprime positive integers and n is some positive integer. Then the
number of solutions of the equation ax+ by = n is given by
N(a, b;n) = 1 +
n− aa1 − bb1
ab
Proof. Let S and T denote the solution sets of ax + by = n and x + y = n−aa1−bb1
ab
respectively.
Then the function φ : S → T such that
(x, y) 7→
(x− a1
b
,
y − b1
a
)
is a bijection.
This formula is equivalent to the one given in [7].
Corollary 12. ax+ by = n has a unique solution if (a− 1)(b− 1) ≤ n < ab.
Proof. If n < ab, then clearly N(a, b;n) < 2. Moreover, since a1 ≤ (b − 1) and b1 ≤ (a − 1),
so N(a, b;n) ≥ n+a+b−ab
ab
. Therefore, if (a − 1)(b − 1) ≤ n, then N(a, b;n) > 0. Thus whenever
(a− 1)(b− 1) ≤ n < ab, N(a, b;n) = 1.
Recall that the Frobenius number of a set {a1, a2, . . . , al} such that gcd(a1, a2, . . . , al) = 1 is
defined as the largest integer which cannot be expressed in the form
k1a1 + k2a2 + · · ·+ klal
where k1, k2, . . . , kl are non-negative integers.
Corollary 12 gives another proof of the fact that the Frobenius number of the set {a, b} such
that gcd(a, b) = 1 is equal to (a − 1)(b − 1). For more information about Frobenius numbers and
the formula for three variables, see [8].
4.3 A by-product summation result
We can modify the proof of Lemma 10 to obtain the following result :
Theorem 13. Let p and q be distinct odd primes such that p < q, then
q−1
2∑
i= q−1
2
−
⌊
q−p
2p
⌋
⌊ ip
q
⌋
=
(p− 1
2
)(⌊q − p
2p
⌋
+ 1
)
.
For example, if we take p = 23 and q = 739, then
⌊
q−p
2p
⌋
= 15, and we get
369∑
i=354
⌊ 23i
739
⌋
= 176.
12
4.4 An application of Theorem 1
We want to show that Theorem 1 can be used to determine the parity of the number of solutions
of a particular linear equation. Let p and q be distinct odd primes, and let p−1 denote the modular
inverse of p with respect to q. Further, let k denote the quantity
(
p−1
2
)
+ p
(
q−1
2
)
p−1.
Theorem 14. The number of solutions of the equation
px+ qy + z = k
has the same parity as
(k + 1)
(k + p+ q
2
)
+
(q2 − 1
8
)
(1 + p−1) +
(p − 1)(q − 1)
4
.
Proof. By Eisenstein’s Lemma,
(
p
q
)
= (−1)t1 and
(
p−1
q
)
= (−1)t2 where t1 =
∑ q−1
2
i=1
⌊
ip
q
⌋
and
t2 =
∑ q−1
2
i=1
⌊
ip−1
q
⌋
. Note that (p
q
)
=
(p−1
q
)
.
Therefore,
∑ q−1
2
i=1
⌊
ip
q
⌋
and
∑ q−1
2
i=1
⌊
ip−1
q
⌋
have the same parity. The result now follows directly from
Theorem 4 and Theorem 1.
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