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Abstract
Let G be a non-abelian group and let Z(G) be the center of G. Associate a graph ΓG (called non-
commuting graph of G) with G as follows: Take G\Z(G) as the vertices of ΓG and join two distinct
vertices x and y, whenever xy = yx. We want to explore how the graph theoretical properties of ΓG can
effect on the group theoretical properties of G. We conjecture that if G and H are two non-abelian finite
groups such that ΓG ∼= ΓH , then |G| = |H |. Among other results we show that if G is a finite non-abelian
nilpotent group and H is a group such that ΓG ∼= ΓH and |G| = |H |, then H is nilpotent.
 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The study of algebraic structures, using the properties of graphs, becomes an exciting research
topic in the last twenty years, leading to many fascinating results and questions. There are many
papers on assigning a graph to a ring or group and investigation of algebraic properties of ring
or group using the associated graph, for instance, see [5–7,9,10,31]. In the present article to
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using the graph theoretical concepts. Before starting let us introduce some necessary notation
and definitions.
Let G be a group. One can associate a graph to G in many different ways (see, for example,
[11,17,27,28,31,39]). Here we consider the following way: Let Z(G) be the center of G. Asso-
ciate a graph ΓG with G as follows: Take G\Z(G) as the vertices of ΓG and join two distinct
vertices x and y whenever xy = yx. Note that if G is abelian, then ΓG is the null graph. The non-
commuting graph ΓG was first considered by Paul Erdös, when he posed the following problem
in 1975 [27]: Let G be a group whose non-commuting graph has no infinite complete subgraph.
Is it true that there is a finite bound on the cardinalities of complete subgraphs of ΓG? B.H. Neu-
mann [27] answered positively Erdös’ question. We later propose a dual of Erdös’ problem in
some sense. Erdös’ problem and Neumann’s answer were the origin of many similar questions
and many people considered various kind of questions which were in similar nature (see, for
example, [1–4,14,15,24–26]). The main object of this paper is to study how the graph theoretical
properties of ΓG effect on the group theoretical properties of G. We call ΓG the non-commuting
graph of G. Also we study what group properties of two non-abelian groups with the isomorphic
non-commuting graphs are always the same.
We consider simple graphs which are undirected, with no loops or multiple edges. For any
graph Γ , we denote the sets of the vertices and the edges of Γ by V (Γ ) and E(Γ ), respectively.
The degree dΓ (v) of a vertex v in Γ is the number of edges incident to v and if the graph is
understood, then we denote dΓ (v) simply by d(v). The order of Γ is defined |V (Γ )| and its
maximum and its minimum degrees will be denoted, respectively, by ∆(Γ ) and δ(Γ ). A graph
Γ is regular if the degrees of all vertices of Γ are the same. A subset X of the vertices of Γ is
called a clique if the induced subgraph on X is a complete graph. The maximum size of a clique
in a graph Γ is called the clique number of Γ and denoted by ω(Γ ). A subset X of the vertices
of Γ is called an independent set if the induced subgraph on X has no edges. The maximum
size of an independent set in a graph Γ is called the independence number of Γ and denoted by
α(Γ ). Let k > 0 be an integer. A k-vertex coloring of a graph Γ is an assignment of k colors to
the vertices of Γ such that no two adjacent vertices have the same color. The vertex chromatic
number χ(Γ ) of a graph Γ , is the minimum k for which Γ has a k-vertex coloring. A path P
is a sequence v0e1v1e2 · · · ekvk whose terms are alternately distinct vertices and distinct edges,
such that for any i, 1  i  k, the ends of ei are vi−1 and vi . In this case P is called a path
between v0 and vk . The number k is called the length of P . If v0 and vk are adjacent in Γ
by an edge ek+1, then P ∪ {ek+1} is called a cycle. The length of a cycle defined the number
of its edges. The length of the shortest cycle in a graph Γ is called girth of Γ and denoted by
girth(Γ ). A Hamilton cycle of Γ is a cycle that contains every vertex of Γ . If v and w are vertices
in Γ , then d(v,w) denotes the length of the shortest path between v and w. The largest distance
between all pairs of the vertices of Γ is called the diameter of Γ , and is denoted by diam(Γ ).
A graph Γ is connected if there is a path between each pair of the vertices of Γ . The vertex
connectivity, κ(Γ ), of a connected graph Γ is the smallest number of vertices whose removal
disconnect Γ . A subset S of the vertices of a connected graph Γ is called a cut set, if Γ \S is not
a connected graph. For a graph Γ and a subset S of the vertex set V (Γ ), denote by NΓ [S] the set
of vertices in Γ which are in S or adjacent to a vertex in S. If NΓ [S] = V (Γ ), then S is said to
be a dominating set (of vertices in Γ ). The domination number of a graph Γ , denoted by γ (Γ ),
is the minimum size of a dominating set of the vertices in Γ . A planar graph is a graph that can
be embedded in the plane so that no two edges intersect geometrically except at a vertex which
both are incident. We denote the symmetric group and the alternating group on n letters by Sn
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the dihedral group of order 2n (n > 2), respectively. If n > 0 is an integer and q is a prime power,
then we denote by PSL(n, q), PGL(n, q), SL(n, q) and GL(n, q), the projective special linear
group, the projective general linear group, the special linear group and the general linear group of
degree n over the finite field of size q , respectively. Let G be a group, H a subgroup of G and let
x ∈ G. Then CG(x) and NG(H) are used for the centralizer of x and the normalizer of H in G,
respectively. A set P = {H1, . . . ,Hn} of subgroups Hi (i = 1, . . . , n) is said to be a partition of
G if every non-identity element x ∈ G belongs to one and only one subgroup Hi ∈ P .
In Section 2 of the paper, we study some graph properties of the non-commuting graph ΓG of
a non-abelian group G. We see that ΓG is always connected, its diameter and girth are always 2
and 3, respectively. If G is finite, then ΓG is Hamiltonian and it is planar if and only if G is finite
of order 6 or 8. Regularity of ΓG, when G is finite, is dealt with. Some results about cut sets in
ΓG are established. It is shown when G belongs to certain classes of groups, the finiteness of all
independent sets of ΓG, implies the existence of a finite bound on the size of all its independent
sets. Periodic groups whose non-commuting graphs have domination number 1 are completely
characterized. Some results concerning the finiteness of the domination number are proved, e.g.,
it is shown that if H is a subgroup of G of finite index such that γ (ΓH ) is finite, then γ (ΓG) is
finite. The domination number of some classical groups are found.
In Section 3, we concentrate on the following conjecture:
Conjecture 1.1. Let G and H be two non-abelian finite groups such that ΓG ∼= ΓH . Then
|G| = |H |.
We prove that if Conjecture 1.1 is true for solvable AC-groups, then it is true for all groups,
where a group G is called an AC-group if CG(x) is abelian for all x ∈ G\Z(G). Conjecture 1.1
is proved when one of the groups in the conjecture is Sn,An,D2n or a non-solvable AC-group. It
is also proved for some other groups.
It is natural to ask what group properties can be inherited via the non-commuting graphs, i.e.:
Question 1.2. For which group property P , if G and H are two non-abelian groups such that
ΓG ∼= ΓH , and G has the group property P , then H has also P?
If Conjecture 1.1 is true, then we show that Question 1.2 is true for the property of being
nilpotent. Also it will easily show that the latter question is always true for the property of being
finite.
In Section 4, we find the chromatic and clique number of some groups.
In Section 5, we give some groups with unique non-commuting graph, i.e. groups G with the
property that if ΓG ∼= ΓH for some group H , then G ∼= H . As expected, and as we shall show, the
non-commuting graph of a group, in general, is not unique and there are non-isomorphic groups
with the same non-commuting graphs. It is shown that the Suzuki simple groups and PSL(2,2n)
(n > 2) have unique non-commuting graphs. In view of these results, we state the following
conjecture:
Conjecture 1.3. Let S be a finite non-abelian simple group and G is a group such that ΓG ∼= ΓS .
Then G ∼= S.
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Proposition 2.1. For any non-abelian group G, diam(ΓG) = 2. In particular, ΓG is connected.
Also the girth of ΓG equals 3.
Proof. Let x and y be two distinct vertices of ΓG. If x and y are adjacent, then d(x, y) = 1. Thus
we may assume that xy = yx. Since x, y are non-central, there exist x′, y′ ∈ V (ΓG) such that
{x, x′} and {y, y′} are edges. If y and x′ or x and y′ are adjacent then d(x, y) = 2. Otherwise the
vertex x′y′ is adjacent to both x and y and again d(x, y) = 2. Let diam(ΓG) = 1, and a be a non-
central element of G. So we have a = a−1 and if b is a central element, then ab is non-central,
thus (ab)2 = 1, which implies that b2 = 1. Thus G is abelian, a contradiction.
For every edge {x, y} of ΓG, {x, y, xy} is a triangle. Hence the girth of ΓG is 3. 
Proposition 2.2. The non-commuting graph of every non-abelian finite group is Hamiltonian.
Proof. First note that the degree of any vertex x in the non-commuting graph ΓG of a non-
abelian group G is equal to |G\CG(x)|. Since x ∈ G\Z(G), |G|  2|CG(x)|. It follows that
d(x) > (|G| − |Z(G)|)/2. Therefore by Dirac’s theorem [12, p. 54], ΓG is Hamiltonian. 
Proposition 2.3. Let G be a non-abelian group. Then ΓG is planar if and only if G is isomorphic
to one of the groups S3, D8 or Q8.
Proof. It is easy to see that the non-commuting graphs of S3, D8 and Q8 are all planar. Now
suppose that ΓG is planar. Since the complete graph of order 5 is not planar, we have ω(ΓG) < 5.
Thus G/Z(G) is a finite group, by the main result of [28]. Now we prove that |Z(G)| 5. Sup-
pose, for a contradiction, that |Z(G)| > 5 and consider a finite subset Z of Z(G) with |Z| > 5.
Since G is not abelian, there exist elements x, y ∈ G such that xy = yx. Let T = Zx ∪Zy. Now
the induced subgraph Γ0 of ΓG by T is a planar graph. Since Γ0 is a finite planar graph, there
exists a vertex v ∈ T such that dΓ0(v) 5 (see, e.g., [12, Corollary 3.5.9]). But for every two ele-
ments z1, z2 ∈ Z we have xz1 does not commute with yz2. Thus dΓ0(w) = |Z| > 5 for all w ∈ T ,
which is a contradiction. Hence G is finite and so ΓG is a finite graph. Thus there exists a vertex
x ∈ G\Z(G) such that d(x) 5 (see [12, Corollary 3.5.9]). Therefore d(x) = |G\CG(x)|  5.
It follows that |CG(x)| |G|/2 and we find |G| 10. It is easy to see that there is only one non-
abelian group of order 10 and its non-commuting graph is not planar. On the other hand, every
non-abelian group of order less than 9 is isomorphic to one of the groups S3, D8 or Q8. 
Proposition 2.4. Let G be a non-abelian group and let S be a cut set of ΓG. If x and y two
vertices of ΓG\S belong to distinct connected components, then S is a union of double cosets of
CG(x)∩CG(y). In particular, if G is finite, then κ(ΓG) = t |Z(G)|, where t > 1 is an integer.
Proof. Let H = CG(x) ∩ CG(y) and a ∈ G such that HaH ∩ S = ∅. Then HaH ⊆ S, for if
there exist elements h1, h2 ∈ H such that h1ah2 /∈ S, then {x,h1ah2} and {y,h1ah2} are edges
of ΓG, a contradiction. Now the first part follows, since the double cosets of H form a partition
for G.
Suppose that |S| = κ(ΓG). Since S is a union of double cosets of H , it is a union of cosets
of Z(G). It follows that κ(ΓG) = t |Z(G)| for some integer t  1. If t = 1, then S = bZ(G)
for some non-central element b in G. Let r and s two elements belong to distinct connected
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This completes the proof. 
Remark 2.5. Let G be a group. Then for every maximal independent set S, S ∪ Z(G) is a
maximal abelian subgroup of G. To see this if x ∈ S, then clearly x−1 ∈ S. Now suppose that
x, y ∈ S ∪ Z(G), we want to show that xy ∈ S ∪ Z(G). Since xy commutes with each element
of S and S is a maximal independent set, we have xy ∈ S ∪Z(G).
Proposition 2.6. Let G be a finite non-abelian group such that ΓG is a regular graph. Then G is
nilpotent of class at most 3 and G = P × A, where A is an abelian group and P is a p-group
(p is a prime) and furthermore ΓP is a regular graph.
Proof. Since d(x) = |G|− |CG(x)| for any vertex x, |CG(x)| = |CG(y)| for any two non-central
elements x, y. It follows that the conjugacy classes of G have only two sizes. Now Theorem 1
of [22] implies that G is nilpotent and it is a direct product of a non-abelian p-subgroup P and
an abelian subgroup A, where p is prime and ΓP is regular. A result of [21] yields that the
nilpotence class of G is at most 3. 
Proposition 2.7. Let G be a finite non-abelian group such that |{d(v) | v ∈ V (ΓG)}| = 2. Then
G is solvable.
Proof. Since d(v) = |G|− |CG(v)| for each v ∈ V (ΓG), we conclude that the conjugacy classes
of G are of 3 different sizes. Now it follows from a result of [23] that G is solvable. 
Remark 2.8. The non-commuting graph of S3 and GL(2, q) (q > 2) have two or three kinds of
degrees respectively (see Proposition 3.26), but S3 is not nilpotent and GL(2, q) is not solvable.
So these last two propositions cannot be improved.
Paul Erdös, who was the first to consider the non-commuting graph of a group, posed the
following problem in 1975 [27]: Let G be a group whose non-commuting graph has no infinite
clique. Is it true that the clique number of ΓG is finite? B.H. Neumann [27] answered positively
Erdös’ question as following.
Theorem 2.9. (B.H. Neumann [27]) Let G be a group whose non-commuting graph has no
infinite clique. Then |G : Z(G)| is finite and in particular the clique number of ΓG, ω(ΓG) is
finite.
The dual question of Erdös may be posed as the following.
Question 2.10. Let G be a group whose non-commuting graph has no infinite independent sets.
Is it true that the independence number of G, α(ΓG) is finite?
We answer this question positively in some cases.
Theorem 2.11. Let G be a group whose non-commuting graph has no infinite independent sets.
If G is an Engel, locally finite, locally solvable or a linear group or a 2-group, then G is a finite
group. In particular α(ΓG) is finite.
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In particular, every cyclic subgroup of G is finite, so G is periodic. We know that an infinite
locally finite group or an infinite 2-group contains an infinite abelian subgroup (see [37, Theo-
rem 14.3.7]), and also every periodic locally solvable or linear group is locally finite. Thus in
these cases G is finite. Now if G is an Engel group, since every abelian subgroup of G is finite,
a result of Plotkin [36, Corollary, p. 55], implies that G is a finite nilpotent group. This completes
the proof. 
Proposition 2.12. Let G be a non-abelian group.
(1) If {x} is a dominating set for ΓG, then Z(G) = 1, x2 = 1 and CG(x) = 〈x〉.
(2) If G is periodic, then γ (ΓG) = 1 if and only if G contains a normal abelian subgroup A
with no element of order 2 and an element x of order 2 such that ax = a−1 for all a ∈ A and
G = A〈x〉 and A∩ 〈x〉 = 1.
Proof. (1) If Z(G) contains a non-trivial element z, then xz is not adjacent to x, a contradiction,
so Z(G) = 1. Also if x2 = 1, then x−1 is not adjacent to x. Now since Z(G) = 1 and x is adjacent
to all vertices of ΓG, CG(x) = 〈x〉.
(2) Suppose that γ (ΓG) = 1. Thus G contains a non-central element x such that {x} is a domi-
nating set for ΓG. By part (1) we have CG(x) = 〈x〉 and x2 = 1. It follows that 〈x〉∩ 〈x〉g = 1 for
all g ∈ G\〈x〉. Now by [32, Theorem 5], A = G\{xg | g ∈ G} is a normal abelian subgroup of G,
such that G = A〈x〉 and obviously A ∩ 〈x〉 = 1. Thus G is a solvable periodic group which im-
plies that G is locally finite. Let a ∈ A be a non-trivial element of A, then B = 〈a, ax〉 is a finite
abelian normal subgroup of G. Hence x induces a fixed-point-free automorphism of order 2 in B ,
which implies that B is an abelian group of odd order (see, for example, [37, Exercise 10.5.1])
and also we have bx = b−1 for all b ∈ B .
Now assume that G contains a normal abelian subgroup A and an element x of order 2 with
the properties stated in the proposition. It is easy to see that Z(G) = 1 and none of the non-trivial
elements of G commutes with x, so {x} is a dominating set. 
Remark 2.13. Let G be a non-abelian group. A subset S of V (ΓG) is a dominating set if and
only if CG(S) ⊆ Z(G) ∪ S. To see this, suppose that S is a dominating set. If a /∈ Z(G) ∪ S
then, by the definition of dominating set, there exists an element x ∈ S such that ax = xa. Thus
a /∈ CG(S). It follows that CG(S) ⊆ S ∪Z(G).
Now assume that CG(S) ⊆ Z(G)∪S. If a /∈ Z(G)∪S, then by hypothesis, a /∈ CG(S). Therefore
a is adjacent to at least one element of S. This completes the proof.
Proposition 2.14. Let G be a non-abelian group and X be a generating set for G. Then X\Z(G)
is a dominating set for ΓG. In particular, every non-abelian group G contains a dominating set
generating a non-abelian subgroup.
Proof. Suppose that G = 〈X〉, since G is non-abelian, Y = X\Z(G) = ∅. Since G is generated
by X, CG(Y ) = Z(G). Now Remark 2.13 implies that Y is a dominating set for ΓG. It is clear
that for every generating set X of a non-abelian group, 〈X\Z(G)〉 is a non-abelian group. Now
the first part completes the proof. 
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finite dominating set. But the converse is not true, as there are groups G with γ (ΓG) = 1, which
are not finitely generated. There are groups whose non-commuting graphs have finite domination
number, but the non-commuting graphs of some subgroups do not have a finite dominating set;
for example, consider the Cartesian product of infinitely many copies of S3 and the direct product
of countably infinite copies of S3, where the domination number of the former group is 2.
Another question which naturally arises is the finiteness of the domination number of the
non-commuting graph of a normal subgroup of finite index in a group whose non-commuting
graph has finite domination number. This is not true in general. For example, take a finite non-
abelian group K with a fixed-point-free automorphism α (see, for example, [37, pp. 307–308]).
Then let H = Dri∈NK be the direct product of infinitely many copies of K . Now we define the
automorphism α¯ of H by α¯({xi}i∈N) = {α(xi)}i∈N. Finally consider G as the semidirect product
of H and 〈α¯〉. The non-trivial elements of 〈α¯〉 form a dominating set for ΓG, and obviously ΓH
has no finite dominating set and the index of H in G is equal to the order of α which is finite.
Theorem 2.16. Let G be a non-abelian group with a subgroup H of finite index. If γ (ΓH ) is
finite, then γ (ΓG) is finite (if H is an abelian group we define γ (ΓH ) = 0).
Proof. We consider two cases:
Case 1. H is a non-abelian group. First assume that H is a maximal subgroup of G. Suppose
that H is not normal in G. Let HG =⋂g∈GHg . Then GHG is a transitive permutation group on
the left cosets of H and the stabilizer of H is H/HG. Since H is a maximal subgroup which is
not normal in G, H/HG is a self-normalizing subgroup of G/HG. Now [16, Theorem 4.2A(iv),
p. 109] implies that Z( G
HG
) = 1. Let X be a finite subset of G such that G
HG
= {xHG | x ∈ X} and
Y be a finite dominating set for ΓH . We prove that S = (X∪Y)\Z(G) is a dominating set for ΓG.
If g ∈ CG(S)\S, then since Z( GHG ) = 1, we conclude that g ∈ HG. Now since g ∈ H\Y , we have
g ∈ Z(H). It follows that g ∈ CG(X) ∩ Z(H) and so g ∈ Z(G). It follows from Remark 2.13
that S is a dominating set for ΓG.
Now assume that H is normal in G. Then, since we are assuming that H is a maximal
subgroup of G, |G : H | = p is a prime number. Let Y be a finite dominating set for ΓH . If
Z(G) = CG(Y ), then Y is also a dominating set for ΓG. Thus we may assume CG(Y )\Z(G) = ∅.
If there exists an element g ∈ CG(Y )\(H ∪ Z(G)), then G = 〈g〉H . Let F = {i | gi /∈ Z(G),
for some i, 1  i  p − 1}. If i ∈ F , then H  CG(gi), since G = 〈gi〉H . In this case let hi
be an element of H such [hi, gi] = 1 and let K = {hi | i ∈ F }. Now we prove that the finite
set T := (K ∪ {g} ∪ (⋃i∈F giY ) ∪ Y)\Z(G) is a dominating set for ΓG. Let x ∈ CG(T )\T .
If x ∈ H , then x ∈ Z(H), since x ∈ CG(Y ) and Y is a dominating set for ΓH . Now, since
g ∈ T , x ∈ CG(g) ∩ Z(H)  Z(G). Thus in this case x ∈ Z(G). Thus assume that x = gjh
for some j ∈ {1, . . . , p − 1} and h ∈ H . Suppose that h /∈ Z(H), then since gjh /∈⋃i∈F giY ,
h /∈ Y , and so there exists an element y ∈ Y such that yh = hy, a contradiction. Thus [y, x] =
[y,gjh] = 1. Thus h ∈ Z(H). Therefore h ∈ CG(g) ∩ Z(H)  Z(G). If gj /∈ Z(G), then
[x,hj ] = [gjh,hj ] = 1, a contradiction. Thus gj ∈ Z(G) and so x = gjh ∈ Z(G), as required.
Now assume that CG(Y )\Z(G) ⊆ H . Then we prove that Y ∪ {a} is a dominating set for ΓG,
where a is any element in G\H . Let x ∈ CG(Y ∪ {a})\(Y ∪ {a}). Then x ∈ H ∪ Z(G), by
the inclusion CG(Y )\Z(G) ⊆ H . If x ∈ H , since Y is a dominating set for ΓH , we have x ∈
Z(H)∩CG(a)Z(G). Now Remark 2.13 completes the proof.
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induction on |G : H | = n. If n = 1, there is noting to prove. Suppose, inductively, that n > 1. If
H is a maximal subgroup of G, then by the previous case, we are done. Thus assume that H is
not a maximal subgroup of G. In this case, there is a proper subgroup L of G such that H  L.
Now since |L : H | < n, the induction implies that γ (ΓL) is finite, and again since |G : L| < n,
by the induction we conclude that γ (ΓG) is finite, as required.
Case 2. Assume that H is an abelian group. We apply by induction on |G : H | = n. If there is a
subgroup L of G such that H  L  G, then by induction hypothesis γ (ΓL) is finite. If L is an
abelian group, then by induction γ (ΓG) is finite. If L is a non-abelian group, then by the Case 1
we have γ (ΓG) is finite. Thus we may assume that H is a maximal subgroup. Let G =⋃ni=1 Hai .
Since H is a maximal subgroup of G which is abelian and G is not abelian, H  Z(G). Now let
a ∈ H\Z(G). Then we have CG(a) = H and we conclude that Z(G) =⋂ni=1 CG(ai) ∩ CG(a)
and {a, a1, . . . , an}\Z(G) is a dominating set for ΓG and the proof is complete. 
Corollary 2.17. Suppose that G is a group and H is a subgroup of finite index in G. If there are
some elements x1, . . . , xm ∈ H such that Z(H) =⋂mi=1 CH(xi), then there are y1, . . . , yn ∈ G
such that Z(G) =⋂ni=1 CG(yi).
Proposition 2.18.
(1) The domination number of the non-commuting graph of every finite non-abelian simple
group is 2.
(2) Let n be an integer and F be a field. If n > 2 or n = 2 and |F | > 3, then γ (ΓGL(n,F )) =
γ (ΓSL(n,F )) = 2.
Proof. (1) Let G be a finite non-abelian simple group. By Theorem B of [8], G is 2-generated.
Let X = {a, b} be a generating set for G, since G is a non-abelian simple group, Z(G) = 1 and
so X ∩Z(G) = ∅. Thus Proposition 2.14 implies that γ (ΓG) 2. On the other hand, since G is
simple, it does not contain a non-trivial proper normal subgroup, and so Proposition 2.12 yields
that γ (ΓG) > 1. Hence γ (ΓG) = 2.
(2) Let H = GL(n,F ) and K = SL(n,F ). If F is finite, then the proof easily follows from
part (1) and Proposition 2.12, since K/Z(K) is a finite non-abelian simple group and Z(H) = 1.
Now assume that F is an infinite field. Let X be the upper triangular matrix such that all its
non-zero entries are 1 and let Y be the transpose of X. Then it is easy to check that {X,Y } is
a dominating set for both ΓH and ΓK . Thus γ (ΓH ) and γ (ΓK) are at most 2. If γ (ΓK) = 1,
then there exists a matrix A /∈ {I,−I } such that A2 = I and {A} is a dominating set, by Propo-
sition 2.12. If Char(F ) = 2, then there exists a matrix P ∈ H such that P−1AP has the form
B = [ In1 00 −In2 ], where n1, n2 are positive integers. Clearly there exists a non-scalar matrix C ∈ H
such that BC = CB and B = C. Thus in this case γ (ΓK) = 2. Now assume that Char(F ) = 2
and γ (ΓK) = 1. There exists a matrix Q ∈ H such that Q−1AQ is an upper triangular matrix
whose all diagonal elements are 1. But we know that the group of all triangular matrices whose
diagonal elements are 1, is a nilpotent group and so its center is non-trivial which contradicts
Proposition 2.12. The proof for other case is similar. 
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In this section we consider the non-abelian groups with isomorphic non-commuting graphs.
Note that if G and H are two groups, then ΓG ∼= ΓH if and only if there exists a bijective map
φ :V (ΓG) → V (ΓH ) such that for every two distinct elements x, y ∈ V (ΓG), we have xy = yx
if and only if φ(x)φ(y) = φ(y)φ(x).
The following lemma will be useful in the sequel.
Lemma 3.1. Let G be a finite non-abelian group. If H is a group such that ΓG ∼= ΓH , then H is
a finite non-abelian group such that |Z(H)| divides
gcd
(|G| − ∣∣Z(G)∣∣, |G| − ∣∣CG(x)∣∣, ∣∣CG(x)∣∣− ∣∣Z(G)∣∣: x ∈ G\Z(G)).
Proof. Since ΓG ∼= ΓH , 0 = |G\Z(G)| = |H\Z(H)|. Thus H is not abelian. Now Z(H)
cannot be infinite, since |Z(H)|  |H\Z(H)|. Therefore H is a finite group, since |H | =
|H\Z(H)| + |Z(H)|. Now since ΓG ∼= ΓH , {d(v) | v ∈ V (ΓG)} = {d(v) | v ∈ V (ΓH )}. But
d(v) = |G| − |CG(v)| for any v ∈ V (ΓG), and clearly |Z(H)| divides d(v) for all v ∈ V (ΓH );
since |G| − |Z(G)| = |H | − |Z(H)|, we have |Z(H)| divides |G| − |Z(G)|. On the other hand,
|CH(x)| − |Z(H)| = |CG(φ(x))| − |Z(G)| for all x ∈ H\Z(H), where φ :ΓH → ΓG is a graph
isomorphism. Thus |Z(H)| divides |CG(x)| − |Z(G)| for all x ∈ G\Z(G). These imply that
|Z(H)| divides
gcd
(|G| − ∣∣Z(G)∣∣, |G| − ∣∣CG(x)∣∣, ∣∣CG(x)∣∣− ∣∣Z(G)∣∣: x ∈ G\Z(G)). 
Proposition 3.2. Let G be a non-abelian group such that ΓG ∼= ΓS3 . Then G ∼= S3.
Proof. It follows from Proposition 2.3 that the only finite non-abelian group whose non-
commuting graph is planar with 5 vertices, is S3, so G ∼= S3. 
The following result will reduce Conjecture 1.1 to AC-groups where a group is called an AC-
group if the centralizer of every non-central element is abelian. The key in the proof is that if φ is
a graph isomorphism between two non-commuting graphs ΓG and ΓH of two groups G and H ,
then the set of non-central elements of centralizer of an element in G is mapped to the set of non-
central elements of centralizer of an element in H , by φ, and moreover, their non-commuting
graphs of these centralizers are isomorphic. The difficulty that has arisen in the proving Conjec-
ture 1.1 is that if the non-commuting graph of a group is null, then we only know that the group
is abelian, and no other information can be retrieved from the non-commuting graph.
Proposition 3.3. Let n > 2 be an integer such that every two finite non-abelian AC-groups with
isomorphic non-commuting graphs and the clique number less than or equal to n have the same
size. Then for every two finite non-abelian groups G and H if ΓG ∼= ΓH and ω(ΓG)  n, we
have |G| = |H |.
Proof. We apply induction on |G|. Since G is non-abelian, |G|  6. If |G| = 6 then G ∼= S3
and Proposition 3.2 implies that G ∼= H , in particular |G| = |H |. Now suppose, inductively
that, |G| > 6 and if G1 and H are two finite non-abelian groups such that ΓG1 ∼= ΓH with
the clique number less than or equal to n and |G1| < |G|, then |G1| = |H |. Note that for
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a graph isomorphism. Also if CG(x) is not abelian then ΓCG(x) ∼= ΓCH (φ(x)). Thus G is an
AC-group if and only if H is an AC-group. Also it is clear that the clique number of the
non-commuting graph of every subgroup of G, in particular CG(x), is less than or equal to n.
Hence by the hypothesis we may assume that G is not an AC-group. So there exists an element
a ∈ G\Z(G) such that CG(a) is not abelian and ΓCG(a) ∼= ΓCH (φ(a)). Since a is non-central,|CG(a)| < |G| and so by induction hypothesis |CG(a)| = |CH(φ(a))|. On the other hand, since
ΓG ∼= ΓH , |CG(a)\Z(G)| = |CH(φ(a))\Z(H)|. It follows that |Z(G)| = |Z(H)| which implies
|G| = |H |. 
Remark 3.4. It is not hard to prove that the requested property for the AC-groups in Propo-
sition 3.3 is true, when n  4, since one can easily find (with help of well-known results) the
structure of G/Z(G) for AC-groups with n = ω(ΓG) 4. It is enough to note that such groups
are a union of n centralizers whose intersection is Z(G) and their union is ‘irredundant.’
Proposition 3.3 shows the importance of AC-groups for proving Conjecture 1.1. The AC-
groups have been extensively studied by many authors (see, e.g., [22,29,38]) and there is a
complete classification of finite non-nilpotent AC-groups by R. Schmidt (see [30]). We start
with some examples of AC-groups.
Lemma 3.5.
(1) For any field F , the group GL(2,F ) is an AC-group.
(2) Every free group is an AC-group.
(3) Every free solvable group is an AC-group.
Proof. (1) Let a be a non-central element of G = GL(2,F ). Then the minimal polynomial a in
F is of degree 2. Thus a is a cyclic matrix. It follows easily that the centralizer of a in the ring of
all 2 × 2 matrices over F , Mn(F ), is equal to the algebra generated by a and F in Mn(F ). Since
the latter algebra is commutative and contains CG(a), the proof of (1) is complete.
(2) If K is a non-cyclic free group, then CG(x) = 〈x〉 for every non-trivial element x ∈ K .
This completes the proof of (2).
(3) This is the last corollary in [38]. 
The following characterization of AC-groups may be useful in some points.
Lemma 3.6. The following are equivalent on a group G.
(a) G is an AC-group.
(b) If [x, y] = 1, then CG(x) = CG(y), whenever x, y ∈ G\Z(G).
(c) If [x, y] = [x, z] = 1, then [y, z] = 1, whenever x ∈ G\Z(G).
(d) If A and B are subgroups of G and Z(G)  CG(A) CG(B)  G, then CG(A) = CG(B).
Proof. This is straightforward (see also [29, Lemma 3.2]). 
Remark 3.7. By Lemma 3.6, if G is a non-abelian AC-group, then the commutativity relation on
G\Z(G) is transitive and γ (ΓG) 2.
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C(G), define U ∧ V = U ∩ V and
U ∨ V =
⋂{
X | X ∈ C(G), U X, V X}.
The set C(G) with the operations ∧ and ∨ is a lattice, where Z(G) and G are 0 and 1 of this
lattice, respectively. Following R. Schmidt [30], a group G is said to be an M-group if every
maximal element of C(G) is also a minimal element of C(G). It is easy to see that a group
G is an M-group if and only if G is an AC-group (see [30, Lemma 2.9]). The finite non-
nilpotent M-groups (i.e. AC-groups) are completely classified by R. Schmidt (see [30, Satz 5.9
and Satz 5.12]).
Theorem 3.8. [30, Satz 5.9] Let G be a finite non-solvable group. Then G is an AC-group if and
only if G satisfies one of the following conditions:
(1) G/Z(G) ∼= PSL(2,pn) and G′ ∼= SL(2,pn), where p is a prime and pn > 3.
(2) G/Z(G) ∼= PGL(2,pn) and G′ ∼= SL(2,pn), where p is a prime and pn > 3.
(3) G/Z(G) ∼= PSL(2,9) and G′ is isomorphic to
A∼= 〈c1, c2, c3, c4, k | c31 = c22 = c23 = c24 = (c1c2)3 = (c1c3)2 = (c2c3)3 = (c3c4)3 = k3,
(c1c4)
2 = k, c2c4 = k3c4c2, kci = cik (i = 1, . . . ,4), k6 = 1
〉
.
(4) G/Z(G) ∼= PGL(2,9) and G′ ∼=A.
Lemma 3.9. In Theorem 3.8, if p = 2 or |Z(G)| is odd or G′ ∩ Z(G) = 1, then G ∼= Z(G) ×
PSL(2,2n).
Proof. If G/Z(G) ∼= PSL(2,9) or PGL(2,9) and G′ ∼=A, then it is easy to see that G′ ∩Z(G) =
Z(G′) and Z(G′) is a cyclic group of order 6 (note that |A| = 6|PSL(2,9)|). Now suppose that
G/Z(G) ∼= PSL(2,pn) or PGL(2,pn) and G′ ∼= SL(2,pn). We have Z(G′) is of order 1 (if
p = 2) and of order 2 (if p > 2), since G′ ∼= SL(2,pn). It follows that G′ ∩ Z(G) = Z(G′) is
always of order 1 or 2 and if |Z(G)| is odd, then G′ ∩ Z(G) = 1, also p = 2 if and only if
G′ ∩Z(G) = 1.
Now suppose that G′ ∩Z(G) = 1 or equivalently p = 2.
Since p = 2, PGL(2,2n) = SL(2,2n) ∼= PSL(2,2n). Thus we have G/Z(G) ∼= PSL(2,2n).
Therefore G′Z(G) = G, since PSL(2,pn) is a non-abelian simple group. It follows that G ∼=
Z(G)× PSL(2,2n). 
Theorem 3.10. [30, Satz 5.12] Let G be a finite non-abelian solvable group. Then G is an AC-
group if and only if G satisfies one of the following properties:
(1) G is non-nilpotent and it has an abelian normal subgroup N of prime index and ω(ΓG) =
|N : Z(G)| + 1.
(2) G/Z(G) is a Frobenius group with Frobenius kernel and complement F/Z(G) and
K/Z(G), respectively and F and K are abelian subgroups of G; and ω(ΓG) =
|F : Z(G)| + 1.
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K/Z(G), respectively; and K is an abelian subgroup of G, Z(F) = Z(G), and F/Z(G)
is of prime power order; and ω(ΓG) = |F : Z(G)| +ω(ΓF ).
(4) G/Z(G) ∼= S4 and V is a non-abelian subgroup of G such that V/Z(G) is the Klein 4-group
of G/Z(G); and ω(ΓG) = 13.
(5) G = A × P , where A is an abelian subgroup and P is an AC-subgroup of prime power
order.
Lemma 3.11. Let G be a non-abelian finite group such that G/Z(G) ∼= S4. Suppose that V is a
non-abelian subgroup of G such that V/Z(G) is the Klein 4-group of G/Z(G). If ΓG ∼= ΓH for
some group H . Then |G| = |H |.
Proof. By the proof of part (3) of Satz 5.12 in [30], we have G is an AC-group and contains
elements x, y, z such that |CG(x)| = 4|Z(G)|, |CG(y)| = 3|Z(G)| and |CG(z)| = 2|Z(G)|.
Now Lemma 3.1 implies that |Z(H)| divides |Z(G)|. Thus there exists an integer m such
that |Z(G)| = m|Z(H)|. On the other hand, since |G| − |Z(G)| = |H | − |Z(H)|, we have
23m + 1 = |H |/|Z(H)|. Also there exists an element a ∈ H such that |CG(x)| − |Z(G)| =
|CH(a)| − |Z(H)| and so 3m + 1 = |CH(a)|/|Z(H)|. Thus 3m + 1 divides 23m + 1 which
yields that 3m + 1 divides m + 7; but 3m + 1 > m + 7 for every m > 3 and if m = 2, then
3m+ 1  m+ 7. Thus m = 1 or 3. By a similar argument, m+ 1 | 23m+ 1. Therefore m = 1 and
|Z(G)| = |Z(H)|. Hence |H | = |G|. 
Lemma 3.12. Let G be a non-abelian finite group such that G/Z(G) be a Frobenius group with
Frobenius kernel and complement F/Z(G) and K/Z(G), respectively and F and K are abelian
subgroups of G. If ΓG ∼= ΓH for some group H , then |G| = |H |.
Proof. Let m = |Z(G)|, n = |Z(H)| and |F | = lm and |K| = sm. Since ΓG ∼= ΓH , |G| −
|Z(G)| = |H | − |Z(H)|, |K| − |Z(G)| = |CH(g)| − |Z(H)| and |F | − |Z(G)| = |CH(h)| −
|Z(H)|, for some g,h ∈ H . It follows that |H |/|Z(H)| = (ls − 1)m/n+ 1, |CH(h)|/|Z(H)| =
(l − 1)m/n + 1 and n = |Z(H)| divides gcd(l − 1, s − 1)m. Thus (l − 1)m/n + 1 divides
(ls−1)m/n+1 and so (l−1)m+n divides (ls−1)m+n. Since G/Z(G) is a Frobenius group,
l − 1 = st for some integer t (see [19, Satz 8.3]). Therefore gcd(s − 1, l − 1) = gcd(t, s − 1) and
so n divides tm which implies tm n. Since (ls − 1)m+n = [(l − 1)m+n]s − (s − 1)(n−m),
we have (l− 1)m+n divides (s − 1)(n−m). But tmm and tm n, thus tm |n−m| and so
|n−m|(s − 1) (s − 1)tm < stm = (l − 1)m < (l − 1)m+ n.
Hence |(n−m)(s − 1)| < (l − 1)m+ n and so (l − 1)m+ n divides (n−m)(s − 1) if and only
if m = n. Therefore |Z(G)| = |Z(H)| which implies that |G| = |H |, as required. 
Lemma 3.13. Let G be a finite non-nilpotent AC-group containing a normal abelian subgroup
N with prime index in G. If ΓG ∼= ΓH for some group H which is not nilpotent. Then |G| = |H |.
Proof. Let |G : N | = p. By the proof of part (1) of Satz 5.12 of [30], we have |CG(x)| =
p|Z(G)| or CG(x) = N for every non-central element x ∈ G. Since G is an AC-group, every
maximal independent subset S of ΓG is either equal to N\Z(G) or a subset of size (p−1)|Z(G)|
and the number of the independent subsets of the latter size is exactly |N : Z(G)| (note that if
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N\Z(G) is the unique independent subset of size |N\Z(G)|. Since ΓG ∼= ΓH and G is an AC-
group, we have H is a finite non-abelian AC-group and
∣∣{d(v) | v ∈ V (ΓG)}∣∣= ∣∣{d(v) | v ∈ V (ΓH )}∣∣= 2.
Thus Proposition 2.7 implies that H is solvable. Now by Lemmas 3.11 and 3.12 and since H is
not nilpotent, we may assume that H satisfies either property (1) or (3) in Theorem 3.10. If H
satisfies (1), then H contains a normal abelian subgroup B of prime index q , and ω(ΓH ) = |B :
Z(H)| + 1. Since ΓG ∼= ΓH , we have∣∣B : Z(H)∣∣= ∣∣N : Z(G)∣∣. (I)
On the other hand, as we mentioned for G, we have every maximal independent subset of ΓH
is either equal to B\Z(H) or a subset of size (q − 1)|Z(H)| and the number of the independent
subsets of the size (q − 1)|Z(H)| is exactly |B : Z(H)| and B\Z(H) is the unique independent
subset of size |B\Z(H)|. Therefore, since ΓG ∼= ΓH , we must have∣∣N\Z(G)∣∣= ∣∣B\Z(H)∣∣. (II)
Now it follows from (I) and (II), |Z(G)| = |Z(H)|. Hence, in this case we have |G| = |H |.
Now assume that H satisfies the property (3). Then H/Z(H) is a Frobenius group with Frobe-
nius kernel and complement F/Z(H) and K/Z(H), respectively; where F and K are subgroups
of H with Z(F) = Z(H), F/Z(H) is a q-group (for some prime q), and K is abelian. Also
ω(ΓH ) = |F : Z(H)| + ω(ΓF ). Since |F/Z(H)| > 1 and Z(F) = Z(H), F is not abelian. So
ω(ΓF ) 3. On the other hand, we have every maximal independent set of ΓH is equal to either
the non-central elements of a conjugate of K (whose size is the same integer |K\Z(H)|) or a
maximal independent subset of ΓF . Note that the number of maximal independent subsets of ΓF
is at least 3. Also we note that the size of a maximal independent subset as Kx\Z(H) (for some
x ∈ H ) is not equal to one in ΓF , since |K/Z(H)| divides |F/Z(H)| − 1 (see [19, Satz 8.3]).
Now we define SH := {S | S is a maximal independent subset in ΓH }, LH := {|S| | S ∈ SH }
and define iH :SH → N with iH (S) = |{S′ ∈ SH | |S| = |S′|}| and TH := {iH (S) | S ∈ SH } and
similarly define SG, LG, iG, TG for G. Since ΓG ∼= ΓH , |LH | = |LG| = 2. Therefore there
exist S1, S2 ∈ SH such that for each S ∈ SH we have |S| = |S1| = |K\Z(H)| or |S| = |S2|,
where S ⊆ F\Z(H). Now since TH = TG, from what we have discussed above, it follows that
iH (S) = 1 for some S ∈ SH . But obviously, iH (S1) > 1 and since F is not abelian iH (S2) > 1,
a contradiction. Hence H cannot satisfy the property (3) in Theorem 3.10. This completes the
proof. 
Proposition 3.14. Let H be a group such that ΓG ∼= ΓH , where G is a finite non-solvable AC-
group. Then |G| = |H |.
Proof. First note that H is finite, by Lemma 3.1. By Theorem 3.8, we may distinguish the
following cases:
Case (1). G/Z(G) ∼= PSL(2,9) or PGL(2,9) and G′ ∼=A, where A is defined in Theorem 3.8.
We first assume that G/Z(G) ∼= PSL(2,9). Then by the proof of [30, Lemma 5.3(b)], G contains
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Z(G)
| = 4 and |CG(y)
Z(G)
| = 5. It follows that H contains two elements
x′ and y′ such that 3|Z(G)| = |CH(x′)| − |Z(H)| and 4|Z(G)| = |CH(y′)| − |Z(H)|. Thus we
conclude that |Z(H)| divides |Z(G)|. Thus |Z(G)| = |Z(H)|k for some positive integer k. Thus
|CH (y′)
Z(H)
| = 4k + 1. Also |G| − |Z(G)| = |H | − |Z(H)| and so | H
Z(H)
| = 359k + 1. Therefore
4k + 1 divides 359k + 1, but 355k = 359k + 1 − 4k − 1 and gcd(4k + 1, k) = 1, so we have
4k + 1 divides 355 = 5 × 71. Now it is easy to see that k = 1. Hence |Z(G)| = |Z(H)| and so
|G| = |H |.
Now assume that G
Z(G)
∼= PGL(2,9). By the proof of [30, Lemma 5.3(b)], G contains two
elements r and s such that |CG(r)
Z(G)
| = 8 and |CG(s)
Z(G)
| = 10. It follows that H contains two el-
ements r ′ and s′ such that 7|Z(G)| = |CH(r ′)| − |Z(H)| and 9|Z(G)| = |CH(s′)| − |Z(H)|.
Thus |Z(H)| divides |Z(G)|. Suppose |Z(G)| = |Z(H)|h for some positive integer h. It fol-
lows that |CH (r ′)
Z(H)
| = 7h + 1. On the other hand, since |G| − |Z(G)| = |H | − |Z(H)|, we have
| H
Z(H)
| = 719h + 1. Hence 7h + 1 must divide 719h + 1 and so 7h + 1 divides 712h. Since
gcd(7h+ 1, h) = 1, 7h+ 1 divides 712 = 8 × 89. Now it is easy to see that h = 1. It follows that
|Z(G)| = |Z(H)| and so |G| = |H |.
Now we deal with the second case:
Case (2). G/Z(G) ∼= PSL(2,pn) or PGL(2,pn) and in both cases G′ ∼= SL(2,pn), where p is a
prime, pn > 3. Let q = pn and k = gcd(q −1,2). The group PGL(2, q) (respectively PSL(2, q))
has a partition P consisting of q + 1 Sylow p-subgroups, (q+1)q2 cyclic subgroups of order q − 1
(respectively q−1
k
) and (q−1)q22 cyclic subgroups of order q + 1 (respectively q+1k ) (see [19,
pp. 185–187 and 193]). Now [30, (5.3.3) in p. 112]] states that if x ∈ G\Z(G), then CG(x)/Z(G)
belongs to P . Suppose that G/Z(G) ∼= PGL(2, q) (respectively PSL(2, q)). Thus there ex-
ist elements g1, g2, g3 ∈ G\Z(G) such that |CG(g1)|/|Z(G)| = q , |CG(g2)|/|Z(G)| = q − 1
(respectively q−1
k
), |CG(g3)|/|Z(G)| = q + 1 (respectively q+1k ). Since ΓG ∼= ΓH , there exist
elements h1, h2, h3 ∈ H\Z(H) such that |H | − |CH(hi)| = |G| − |CG(gi)| and |CH(hi)| −
|Z(H)| = |CG(gi)| − |Z(G)| for i = 1,2,3. Now it follows from Lemma 3.1 that |Z(H)| di-
vides |Z(G)|gcd(q −2, q −1, q) (respectively |Z(G)|gcd( q−1
k
−1, q+1
k
−1, q −1)). Therefore
|Z(G)| = |Z(H)|m for some positive integer m.
Thus so far we have proved that if G is a finite non-solvable AC-group and ΓG ∼= ΓK for some
group K , then |Z(K)| divides |Z(G)|. Since ΓG ∼= ΓH and G is an AC-group, H is so. Therefore
if H is also non-solvable, we have Z(G) divides Z(H) and so |Z(G)| = |Z(H)| which implies
|G| = |H |, as required. Hence we may assume that H is solvable. By Theorem 3.10, H satisfies
one of the properties (1) to (5) and since we want to prove |G| = |H |, by Lemmas 3.11–3.13,
we may assume that H satisfies either the property (3) or (5). Now we prove that H does not
satisfy the property (5), since otherwise, |F/Z(H)| is a prime power. Now it is easy to check
that, in any case, there exists j ∈ {1,2,3} such that |CH (hj )
Z(H)
| is relatively prime to |CH (hi)
Z(H)
| for
i ∈ {1,2,3}\{j}. But since these integers must divide |H/Z(H)|, we get a contradiction.
Thus it remains only to deal with the case where H satisfies the property (3). In this case H
contains a normal subgroup F and an abelian subgroup K such that H/Z(H) is a Frobenius
group with kernel F/Z(H) and complement K/Z(H) also F/Z(H) is a group of prime power
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|K/Z(H)| is relatively prime to |F/Z(H)| and for each h ∈ H\Z(H), we have
CH(h) F or CH(h) = Kg for some g ∈ H. (∗)
Let ai := |CH (hi)Z(H) | for each i ∈ {1,2,3}. Then in any case ( GZ(G) ∼= PSL(2, q) or GZ(G) ∼=
PGL(2, q)) we have a1 = (q − 1)m+ 1. Also we find that | HZ(H) | is either (q3 − q − 1)m+ 1 or
(q
q2−1
k
− 1)m+ 1.
Now assume that G
Z(G)
∼= PSL(2, q) and k = gcd(q − 1,2) = 2. Then a2 = q−32 m + 1 and
a3 = q−12 m + 1. Since gcd(a3, ai) = 1 for i ∈ {1,2} and |F/Z(H)| is a prime power, we
have a3 = |K/Z(H)|, a1 and a2 are r-powers. Since a1 > a2 and both are r-powers, we have
gcd(a1, a2) = a2 and so a2 must divide a1 − a2 = q+12 m. Now since gcd(a2,m) = 1, a2 di-
vides q+12 . It follows that m ∈ {1,2} and q = 5 (note that q > 3 and since k = 2, q is odd, so
q  5). Thus m = 2 and q = 5. Hence | H
Z(H)
| = ( q(q2−1)2 − 1)m + 1 = 119 and a1 = 9 which
must divide 119, a contradiction.
Now suppose that G
Z(G)
∼= PSL(2, q) and k = gcd(q − 1,2) = 1 (or GZ(G) ∼= PGL(2, q)). It
follows that a2 = (q−2)m+1 and a3 = qm+1. Since, in this case, gcd(a1, ai) = 1 for i ∈ {2,3}
and |F/Z(H)| is a prime power, we have a1 = |K/Z(H)|, a2 and a3 are r-powers. Since a3 > a2
and these integers are r-powers, gcd(a3, a2) = a2 and a2 must divide a3 − a2 = 2m. Therefore
a2 divides 2, since gcd(m,a2) = 1. But this is impossible, since a2 = (q − 2)m + 1 > 2. This
completes the proof. 
Remark 3.15. According to Propositions 3.3 and 3.14, the problem of whether two finite non-
abelian groups with the same non-commuting graphs have the same size, is equivalent to that of
whether two finite non-abelian solvable AC-groups with the same non-commuting graphs have
the same size.
In the following we give certain groups for which Conjecture 1.1 is true.
Theorem 3.16. If G is a group and n > 2 is an integer, then the following hold:
(1) ΓG ∼= ΓSn , then |G| = |Sn|.
(2) If n > 3 and ΓG ∼= ΓAn , then |G| = |An|.
Proof. (1) Let a and b be the cycles (1,2, . . . , n) and (1,2, . . . , n − 1), respectively. Then
CSn(a)
∼= 〈a〉 and CSn(b) ∼= 〈b〉. Now Lemma 3.1 implies that G is a finite group and |Z(G)|
divides n− (n− 1) = 1. Thus |Z(G)| = 1 and so |G| = |Sn|.
(2) Suppose first that n is odd. Then a ∈ An and CAn(a) ∼= 〈a〉. By Lemma 3.1, G is a finite
group and |Z(G)| divides gcd(n − 1, n!2 − 1) = 1, since n > 3. Hence Z(G) = 1 and so, in this
case, |G| = |An|.
Now assume that n is even. Then b ∈ An and CAn(b) ∼= 〈b〉. It follows from Lemma 3.1, that
|Z(G)| divides gcd(n−2, n!2 −1) = 1, since n > 3. Therefore Z(G) = 1 and so |G| = |An|. This
completes the proof. 
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ΓG ∼= ΓH , then |G| = |H |.
Proof. We apply by induction on k. The case k = 1 follows from Proposition 3.2. Assume that
k > 1. Let S be the set of all matrices of the form
[
A 0
0 I
]
,
where A ∈ GL(2k−1,2) and I is the identity matrix in GL(2k−1,2). It is easy to see that CG(S)
consists of all matrices as the following form
[
I 0
0 B
]
,
where B ∈ GL(2k−1,2). Thus CG(S) ∼= GL(2k−1,2). Now suppose that φ : ΓG → ΓH is a
graph isomorphism. Then ΓCG(S) ∼= ΓCH (φ(S)), so by induction hypothesis we have |CG(S)| =
|CH(φ(S))|. Since |CG(S)\Z(G)| = |CH(φ(S))\Z(H)|, it follows that |Z(G)| = |Z(H)| and
so |G| = |H |. 
Proposition 3.18. Let G and H be two finite non-abelian groups such that |G\Z(G)| =
|H\Z(H)|. If |G| = pn and |H | = pm, where p is a prime number and n,m are positive in-
tegers, then |G| = |H |. In particular, if ΓG ∼= ΓH , then |G| = |H |.
Proof. We have |Z(G)| = pr and |Z(H)| = ps for some positive integers r, s. Therefore, by
hypothesis, pn − pr = pm − ps . Clearly we have s = r . It follows that |G| = |H |. 
In the following we prove Conjecture 1.1 for dihedral groups.
Proposition 3.19. Let m> 2 be an integer and G = D2m. If ΓG ∼= ΓH for some group H , then
|G| = |H | and H contains an abelian subgroup of index 2.
Proof. By Lemma 3.1, H is finite. If m is odd, then Z(G) = 1 and there is an element b ∈ G
such that |CG(b)| = 2. Thus there exists an element b′ ∈ H\Z(H) such that 2 − 1 = |CH(b′)| −
|Z(H)|. Thus |CH(b′)| = |Z(H)| + 1. It follows that Z(H) = 1 and so |G| = |H |.
If m is even, then |Z(G)| = 2 and there exist elements b1, b2 ∈ G such that |CG(b1)| = 4
and |CG(b2)| = m. Thus 4 − 2 = |CH(b′1)| − |Z(H)|, for some b′1 ∈ H\Z(H). Thus we find|Z(H)| | 2. If Z(H) = 1, then |H | = 2m− 2 + 1 = 2m− 1 and 2m−m = 2m− 1 − |CH(b′2)|,
for some b′2 ∈ H\Z(H). Therefore |CH(b′2)| = m − 1. Therefore m − 1 divides 2m − 1 which
follows m − 1 divides 1. Hence m = 2 which is a contradiction. Hence |Z(H)| = 2 and so
|G| = |H |.
Now since G has a cyclic subgroup A of order m (which is a maximal abelian subgroup),
ΓG ∼= ΓH and |G| = |H |, Remark 2.5 implies that B = φ(A\Z(G)) ∪ Z(H) is an abelian sub-
group of order m in H , where φ is a graph isomorphism from ΓG to ΓH . Clearly B is of index 2
in H , as required. 
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abelian group. If ΓA×G ∼= ΓH for some group H , then |A×G| = |H | and H = Q×B , where B
is an abelian subgroup and Q is a non-abelian p-group.
Proof. By Lemma 3.1, H is finite. The center of A × G is of order p|A| and the centralizer of
every non-central element of A × G is of order p2|A|. It follows that ΓA×G is a regular graph,
and so Proposition 2.6 implies that H is a direct product of a non-abelian q-subgroup Q (q is
a prime and ΓQ is regular) and an abelian subgroup B . Let |Q| = qs , |Z(Q)| = qn, |B| = b
and |A| = a. Note that |CQ(x1)| = |CQ(x2)| = qr , for all non-central elements x1, x2 ∈ Q and
s > r > n > 0. Now using the hypothesis ΓA×G ∼= ΓH , we have
p2a − pa = qrb − qnb (1)
and p3a − pa = qsb − qnb. Thus qsb − qnb = (p2a − pa)(p + 1) = (qrb − qnb)(p + 1) and
so (p + 1)(qr − qn) = qs − qn. It follows that
p
(
qr − qn)= qs − qr (2)
and so p(qr−n − 1) = qs−n − qr−n = qr−n(qs−r − 1). Thus qr−n divides p and so p = q
and r − n = 1. Now (2) implies that p(pn+1 − pn) = ps − pn+1, so pn+2 = ps . Therefore
s = n+ 2. Now (1) yields that a = pn−1b and since |H | = bpn+2 = (bpn−1)p3 = ap3, we have
|A×G| = |H |. This completes the proof. 
We need the following result about PSL(2, q).
Proposition 3.21. Let G = PSL(2, q), where q is a p-power (p prime) and let k = gcd(q−1,2).
Then
(1) a Sylow p-subgroup P of G is an elementary abelian group of order q and the number of
Sylow p-subgroups of G is q + 1.
(2) G contains a cyclic subgroup A of order t = (q − 1)/k such that NG(〈u〉) is a dihedral
group of order 2t for every non-trivial element u ∈ A.
(3) G contains a cyclic subgroup B of order s = (q + 1)/k such that NG(〈u〉) is a dihedral
group of order 2s for every non-trivial element u ∈ B .
(4) The set {Px,Ax,Bx | x ∈ G} is a partition of G. Suppose a is a non-trivial element of G.
(5) If q > 5 and q ≡ 1 mod 4, then
CG(a) =


NG(〈a〉) if a2 = 1 and a ∈ Ax for some x ∈ G,
Ax if a2 = 1 and a ∈ Ax for some x ∈ G,
Bx if a ∈ Bx for some x ∈ G,
Px if a ∈ Px for some x ∈ G.
(6) If q > 5 and q ≡ 3 mod 4, then
CG(a) =


NG(〈a〉) if a2 = 1 and a ∈ Bx for some x ∈ G,
Bx if a2 = 1 and a ∈ Bx for some x ∈ G,
Ax if a ∈ Ax for some x ∈ G,
x xP if a ∈ P for some x ∈ G.
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CG(a) =


Ax if a ∈ Ax for some x ∈ G,
Bx if a ∈ Bx for some x ∈ G,
Px if a ∈ Px for some x ∈ G.
Proof. Parts (1)–(4) are exactly [19, Satz 8.2, p. 191; Satz 8.2, 8.3, p. 192; Satz 8.5, p. 193]. For
other parts, first note that by part (4), the element a lies in the conjugate of one the subgroups
P,A or B , and since CG(a)x = CG(ax), one may assume that a lies in the subgroups P,A or B .
If a ∈ P then with an easy computation, one can see that CG(a) = P . For other cases, in view of
the parts (2) and (3), it is enough to note that in the dihedral group D2m of order 2m (m> 2), if
m is odd, then Z(D2m) = 1 and if m is even, then Z(D2m) is a cyclic group of order 2. 
Lemma 3.22. Let G = PSL(2, q). If A = {|CG(x)|: x ∈ G\{1}}, then
A =


{q, (q + 1)/2, (q − 1)/2, q − 1} if q ≡ 1 mod 4 and q  7,
{q, (q + 1)/2, (q − 1)/2, q + 1} if q ≡ 3 mod 4 and q  7,
{q, q + 1, q − 1} if q ≡ 0 mod 4,
{3,4,5} if q = 5,
{3,4} if q = 3,
{2,3} if q = 2.
Proof. Since PSL(2,2) ∼= S3, PSL(2,3) ∼= A4 and PSL(2,4) ∼= PSL(2,5) ∼= A5 (see [19,
Satz 6.14, p. 183]), it is easy to compute the set A for these groups and for q  7 it follows
from Proposition 3.21. 
Proposition 3.23. Let G = PSL(2, q). If ΓG ∼= ΓH for some group H , then |G| = |H |.
Proof. Note that Z(G) = 1, so it is enough to show that Z(H) = 1. By Lemma 3.22, there exist
two non-trivial elements x, y ∈ G such that |CG(x)| − |CG(y)| = 1. By Lemma 3.1, H is a finite
group and |Z(H)| divides 1. This completes the proof. 
It is natural to ask if ΓG ∼= ΓH and G is a non-abelian finite nilpotent group, is it true that H
is nilpotent? We prove this under an additional condition.
Theorem 3.24. Let G be a finite non-abelian nilpotent group and H be a group such that ΓG ∼=
ΓH and |G| = |H |. Then H is nilpotent.
Proof. By Lemma 3.1, H is also a finite non-abelian group. If K is any finite group and i a
positive integer, then we denote by mi(K) the number of conjugacy classes with size i of K . By
the main result of [13], it is enough to prove that mi(G) = mi(H) for any positive integer i. Since
ΓG ∼= ΓH and |G| = |H |, |Z(G)| = |Z(H)| and so m1(G) = m1(H). Thus suppose that i > 1,
mi = mi(G) and X1, . . . ,Xmi be all of the conjugacy classes of G with size i. Also assume that
mi(H) = m′i and Y1, . . . , Ym′i be all of the conjugacy classes of H with size i. Note that X =
{x ∈ G | |G :CG(x)| = i} = {x ∈ G | d(x) = |G| − |G| } and Y = {y ∈ H | |H :CH(y)| = i} =i
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i
}. Also since |G| = |H | and ΓG ∼= ΓH , we have |X| = |Y |. But |X| =
mii and |Y | = m′i i, which imply that mi = m′i . This completes the proof. 
Now we pose the following conjecture.
Conjecture 3.25. Let G be a finite non-abelian nilpotent group and H be a group such that
ΓG ∼= ΓH . Then H is nilpotent.
We need the following result on GL(2, q) in the sequel.
Proposition 3.26. Let G = GL(2, q), where q = pn > 2 (p is a prime) and a be a non-central
element of G. Then CG(a) is conjugate to one of the following subgroups:
(1) D the subgroup of all diagonal matrices in G. Also |D| = (q − 1)2.
(2) I a cyclic subgroup of G, where |I | = q2 − 1.
(3) PZ(G), where P is the Sylow p-subgroup of G containing all matrices as [ 1 x0 1 ], where x is
in the ground field. Also |PZ(G)| = q(q − 1).
Each of the above subgroups is equal to the centralizer of an element in G and G is the union of
all conjugates of the above subgroups.
Proof. By [19, Satz 7.2 of Chapter II], we have |D| = (q − 1)2 and the number of conjugates of
D is q(q + 1)/2. It is easy to see that CG(d) = D for any non-central element d of D. By [19,
Satz 7.3 of Chapter II], I is a cyclic subgroup of G of order q2 − 1 and CG(I) = I , thus I is the
centralizer of any of its generators. Also the number of conjugates of I is q(q − 1)/2. Thus each
conjugate of I or D is also a centralizer of an element of G. By Lemma 3.5, G is an AC-group, so
Lemma 3.6 implies that Ig ∩Ih = Da ∩Db = Ig ∩Da = Z(G) for arbitrary elements a, b, g,h ∈
G such that Ih = Ig and Da = Db . Now we prove that the intersection of any two conjugates of
PZ(G) is equal to Z(G). Let g and h be two elements such that gh−1 /∈ NG(PZ(G)) and suppose
that 1 = x ∈ Pg and 1 = y ∈ Ph, thus Q1 = (PZ(G))g  CG(x) and Q2 = (PZ(G))h  CG(y),
since P is an abelian group. Note that x, y /∈ Z(G), since gcd(|Z(G)|, |P |) = 1. If CG(x) =
CG(y), since CG(x) is abelian, then CG(x) has a unique Sylow p-subgroup, so Pg = Ph, a
contradiction. Therefore CG(x) ∩ CG(y) = Z(G). It now follows that Q1 ∩ Q2 = Z(G). By a
similar argument, one can prove that Q1∩I v = Q1∩Dw = Z(G) for any two elements v,w ∈ G.
Also D  NG(PZ(G)) = NG(P ), thus PZ(G) has at most q + 1 conjugates in G. On the other
hand, PSL(2, q) has q + 1 Sylow p-subgroups (see [19, Satz 8.2 of Chapter II]). Therefore
PZ(G) has exactly q + 1 conjugates in G. Now we prove that
G\Z(G) =
(⋃
g∈G
(
PZ(G)
)g\Z(G))∪(⋃
g∈G
Ig\Z(G)
)
∪
(⋃
g∈G
Dg\Z(G)
)
.
The size of the right-hand side of the latter equality is
(q + 1)(q − 1)2 + (q − 1)q2(q − 1)/2 + (q − 1)(q − 2)q(q + 1)/2
and also the left-hand side has the size q4 − q3 − q2 + 1 as the right-hand side. So the equality
holds and it implies that G is the union of all conjugates of the subgroups PZ(G), I and D. It
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of P . Thus PZ(G)  CG(x). If there is an element a ∈ CG(x)\PZ(G), then a ∈ Ig , a ∈ Dh or
a ∈ (PZ(G))k for some g,h, k ∈ G. Now using Remark 3.7 it is easy to see that in any case we
can get a contradiction. Thus PZ(G) = CG(x), as required. This completes the proof. 
Lemma 3.27. Let G be a finite group and k be the number of conjugacy classes of G. Then
2|E(ΓG)| = |G|2 − k|G|.
Proof. The number 2|E(ΓG)| is the number of ordered non-commuting pairs of G, and by [18],
it is equal to |G|2 − k|G|. 
Now by counting E(ΓGL(2,q)), one can compute the number of conjugacy classes of GL(2, q),
which is a well-known result.
Corollary 3.28. The number of conjugacy classes of GL(2, q) is q2 − 1.
Proof. Let G = GL(2, q). First we count E(ΓG) using the partition given for G in Proposi-
tion 3.26. Let P , I and D be the subgroups given in Proposition 3.26. Let T1 = PZ(G), T2 = I
and T3 = D. Then {T g1 \Z(G),T g2 \Z(G),T g3 \Z(G): g ∈ G} is a partition for G\Z(G). We have
|{T gi \Z(G): g ∈ G}| = |G : NG(Ti)| = si for i = 1,2,3. If ti := |T gi \Z(G)|, then
2
∣∣E(ΓG)∣∣= 2
( 3∑
i=1
(
si
2
)
t2i +
3∑
i<j
i,j=1
si tisj tj
)
.
By the proof of Proposition 3.26, we have t1 = (q − 1)2, t2 = (q − 1)q , t3 = (q − 1)(q − 2),
s1 = q + 1, s2 = q(q − 1)/2, s3 = q(q + 1)/2. Now Lemma 3.27 implies that the number of
conjugacy classes of G is q2 − 1. 
4. Clique number and chromatic number of some groups
Lemma 4.1. Let G be a finite non-abelian group. Then χ(ΓG) is equal to the minimum number
of abelian subgroups of G whose union is G. Also ω(ΓG) χ(ΓG) |G : Z(G)|.
Proof. Let k be the minimum number of abelian subgroups of G whose union is G and suppose
G is covered by abelian subgroups A1, . . . ,Ak . Then the vertices of ΓG in Ai are independent.
It follows that χ(ΓG) k. Now assume that χ = χ(ΓG). Thus there exist χ independent subsets
M1, . . . ,Mχ of vertices of ΓG whose union is G\Z(G). It follows that the subgroup generated
by 〈Mj,Z(G)〉 is an abelian subgroup of G, for each j . Clearly G is covered by these χ abelian
subgroups, so χ  k.
It is clear that for any graph Γ , χ(Γ ) ω(Γ ). If |G : Z(G)| = m then G =⋃mi=1 aiZ(G) for
some a1, . . . , am ∈ G. Since Zi := 〈ai,Z(G)〉 is abelian for each i, G is covered by m abelian
subgroups Z1, . . . ,Zm. So the first part, implies that χ(ΓG)  |G : Z(G)|. This completes the
proof. 
Lemma 4.2. Let G be a non-abelian finite AC-group. Then ω(ΓG) = χ(ΓG).
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Thus each xi is a non-central element of G and so CG(xi) is abelian. It is easy to see that
G =⋃ωi=1 CG(xi). Now Lemma 4.1 implies that χ = ω. 
Proposition 4.3. Let G = GL(2, q), where q > 2. Then ω(ΓG) = χ(ΓG) = q2 + q + 1. Also if
ΓG ∼= ΓH for some group H , then |G| = |H |.
Proof. It follows from Proposition 3.26 that there exist elements x1, . . . , xq2+q+1 in G such
that G =⋃q2+q+1i=1 CG(xi) such that CG(xi) ∩CG(xj ) = Z(G) for any two distinct indices i, j .
Since G is an AC-group, it follows from Lemma 3.6(b) that x1, . . . , xq2+q+1 are pairwise non-
commutative. So ω(ΓG)  q2 + q + 1. On the other hand, since G is covered by q2 + q + 1
abelian subgroups, ω(ΓG) q2 + q + 1. So ω(ΓG) = χ(ΓG) = q2 + q + 1, by Lemma 4.2.
By Lemma 3.5, G is an AC-group. If q > 3, then G is non-solvable and so Proposition 3.14,
yields that |G| = |H |. Now assume that q = 3. Then it follows from Lemma 3.1 and Propo-
sition 3.26 that H is a finite non-abelian group and |Z(H)| divides |Z(G)| = 2. By Proposi-
tion 3.26, there is g ∈ G such that |CG(g)| − |Z(G)| = |CH(h)| − |Z(H)| and |CG(g)| = 8 for
some non-central element h ∈ H . Thus |CH(h)| = (3s + 1)|Z(H)|, where s is an integer such
that s|Z(H)| = 2, i.e., s = 1 or 2. Since |CH (h)
Z(H)
| = 3s + 1 divides | H
Z(H)
| = 23s + 1. It follows
that s = 1. Hence |Z(G)| = |Z(H)| and so |G| = |H |. 
Lemma 4.4.
ω(ΓPSL(2,q)) =


q2 + q + 1 if q > 5,
21 if q = 5 or 4,
5 if q = 3,
4 if q = 2.
Proof. By [19, Satz 6.14, p. 183], PSL(2,2) ∼= S3, PSL(2,3) ∼= A4, so in the case q = 2,3,
the computation of ω(ΓPSL(2,q)) is straightforward. Since PSL(2,4) ∼= PSL(2,5) ∼= A5 (see [19,
Satz 6.14, p. 183]), so we may assume that q > 5 or q = 4. It follows from parts (4)–(7) of
Proposition 3.21, that ω(ΓPSL(2,q)) is equal to the size of the partition set given in part (4) of
Proposition 3.21, so by parts (1)–(3) we have
ω(ΓPSL(2,q)) = (q + 1)+ (q + 1)(q − 1)q/k2(q − 1)/k +
(q + 1)(q − 1)q/k
2(q + 1)/k = q
2 + q + 1. 
The following example due to Isaacs [10], shows that the equality ω(ΓG) = χ(ΓG) does not
hold in general.
Example 4.5. Let S be an extra special group of order 22m+1, then
(1) ω(ΓS) = 2m+ 1.
(2) |S : Z(S)| = 22m.
(3) χ(ΓS) 2m + 1.
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We begin this section with the following easy observation.
Lemma 5.1. Suppose that G and H are two non-abelian groups. If ΓG ∼= ΓH , then ΓG×A ∼=
ΓH×B , for any two abelian groups A and B with the same order.
Proof. Let φ :ΓG → ΓH be a graph isomorphism and ψ :A → B be a bijective map. Then it is
easy to see that ϕ : (g, a) → (φ(g),ψ(a)) is a graph isomorphism between ΓG×A and ΓH×B . 
Let p be a prime number and G,H be two non-abelian groups of order p3 which are not
isomorphic. Then it is easy to see that ΓG ∼= ΓH which is isomorphic to the complete (p + 1)-
partite graph whose each part has size p2 − p. Therefore, in general it is not true G1 ∼= G2,
for two non-abelian groups with ΓG1 ∼= ΓG2 . Also if H1 and H2 are two non-abelian groups
with isomorphic non-commuting graphs, then in general, even it is not true that H ′1 ∼= H ′2, as the
groups H1 and H2 with the following presentations show,
G = 〈x, y, z | x3 = y3 = z2 = [x, y] = (zx)2 = (zy)2 = 1〉,
H = 〈x, y | x9 = (xy)2 = y2 = 1〉.
Indeed |G′| = |H ′| = 9, but G′  Z3 ×Z3 and H ′  Z9. Thus it is natural to ask that under which
conditions on G or H we have G ∼= H . Now we want to study the non-commuting graph of the
general linear group GL(n, q) of degree n over the finite field of order q . Note that GL(2,2) ∼= S3
and in view of Proposition 3.2, its non-commuting graph is unique.
Proposition 5.2. Let G be a finite non-solvable AC-group such that ΓG ∼= ΓH . If |Z(G)| is odd,
then G ∼= Z(G)× PSL(2,2n), H ∼= Z(H)× PSL(2,2n) and |Z(G)| = |Z(H)|.
Proof. By Lemma 3.9, we have G ∼= A × PSL(2,2n) for some n > 1, where A = Z(G), and
Proposition 3.14 implies that |Z(H)| = |A| and |G| = |H | = |A|2n(2n − 1)(2n + 1).
Since G is an AC-group and ΓG ∼= ΓH , H is also an AC-group. By Lemma 4.4, K := PSL(2,2n)
contains elements x1, . . . , xω, where ω = 22n + 2n + 1 such that |CK(xi)| = 2n for 1  i  2n
and the centralizers of the other xi ’s have orders 2n − 1 or 2n + 1. Also K := ⋃ωi=1 CK(xi)
and CK(xi) ∩ CK(xj ) = 1 for all i = j . Let φ :ΓG → ΓH be a graph isomorphism. Then
H = ⋃ωi=1 CH(yi), where yi := φ((1, xi)) and |CH(y1)| = · · · = |CH(y2n+1)| = 2n|A| and
CH(yi) ∩ CH(yj ) = Z(H) for any two distinct indices i and j . If a Sylow 2-subgroup of H
is normal, then CH(y1) = CH(y2), a contradiction. Thus Sylow 2-subgroups of H are not nor-
mal in H . If a Sylow 2-subgroup S of H is cyclic, then [35, Proposition 1, p. 435] implies that
H contains an abelian normal subgroup N of odd order such that H = NS and no non-trivial
element of S commutes with a non-trivial element of N . Thus |H | = |N ||S|. Since |S| = 2n,
|N | = |A|(2n − 1)(2n + 1). Since H is an AC-group, Lemma 3.6 implies that A  CH(yi) for
some i. But it is a contradiction since |CH(yi)| ∈ {2n|A|, (2n − 1)|A|, (2n + 1)|A|}. Therefore
every Sylow 2-subgroup of H is neither normal nor cyclic. Since |Z(H)| is odd and H is an
AC-group, the centralizer of every element of order 2 is abelian. Now it follows from a result
of Suzuki [34] that H ∼= B × PSL(2,2m) for some abelian group B of odd order and positive
integer m. Thus B ∼= Z(H) and so |B| = |A|. Now since |G| = |H |, it follows that m = n. This
completes the proof. 
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Proof. If n = 1, then PSL(2,2) ∼= S3. So, in this case, the proof follows from Proposition 3.2.
Assume that n 2, then PSL(2,2n) is a simple AC-group and the proof follows from Proposi-
tion 5.2. 
Following Ito [22], we call a non-abelian group G an F -group if for every two non-central
elements x, y ∈ G, such that CG(x) = CG(y), we have CG(x) ⊂ CG(y) and CG(y) ⊂ CG(x).
Lemma 5.4. Let S be a finite non-abelian non-simple F -group. If G is a group such that
ΓG ∼= ΓS , then G is also a non-simple F -group.
Proof. First G is also an F -group, for if x, y ∈ G\Z(G) and CG(x) ⊆ CG(y), then φ(CG(x)\
Z(G)) ⊆ φ(CG(y)\Z(G)), where φ :V (ΓG) → V (ΓS) is a graph isomorphism. So CS(φ(x))\
Z(S) ⊆ CS(φ(y))\Z(S). Thus, since S is an F -group, CS(φ(x)) = CS(φ(y)). It follows that
CG(x)\Z(G) = CG(y)\Z(G) and so CG(x) = CG(y). Therefore G is an F -group. Now sup-
pose, for a contradiction, that G is simple. Thus Z(G) = 1, and so [22, Proposition 4.2], implies
that G is an AC-group. Now Proposition 5.2 and Corollary 5.3 yield that S ∼= G ∼= PSL(2,2n)
for some n > 1, which contradicts the non-simplicity of S. Therefore G is not simple. 
Proposition 5.5. Let G = Sz(22m+1) be the Suzuki group over the field with 22m+1 elements
m> 0 (see [20, p. 182]). If H is a group such that ΓG ∼= ΓH , then G ∼= H .
Proof. Let q = 22m+1 and r = 2m. The Suzuki group G contains elements g1, g2, g3, g4 such
that |CG(g1)| = q2, |CG(g2)| = q − 1, |CG(g3)| = q − 2r + 1 and |CG(g4)| = q + 2r + 1 (see
[20, Theorems 3.10 and 3.11 of Chapter XI]). Therefore |Z(H)| must divide q + 2r + 1 −
(q − 2r + 1) = 4r and q2 − q + 1. Since 4r divides q , we have Z(H) = 1 which implies that
|G| = |H |. Now by Theorems 3.10 and 3.11 of [20, pp. 192–193], there exist subgroups A, B ,
F and C such that their conjugates in G form a partition of G, and A, B , C are cyclic and they
are centralizers of some elements in G also F is a Sylow 2-subgroup of G and it is also the
centralizer of some elements in G. Let Fi = CG(fi) (i = 1, . . . , t); Ai = CG(ai) (i = 1, . . . , s);
Bi = CG(bi) (i = 1, . . . , r); and Ci = CG(ci) (i = 1, . . . , k) be the all conjugates of F , A, B
and C in G, respectively. Let φ :ΓG → ΓH be a graph isomorphism. Now since |G| = |H |,
we have |Fi | = |CH(φ(fi))| = q2, |Ai | = |CH(φ(ai))| = q + 2r + 1, |Bi | = |CH(φ(bi))| =
q−2r +1 and |Ci | = |CH(φ(ci))| = q−1. Also P = {F i = CH(φ(fi)),Ai = CH(φ(ai)),Bi =
CH(φ(bi)),Ci = CH(φ(ci))} is a partition of H . Since |CH(φ(fi))| = q2, CH(φ(fi)) is a Sylow
2-subgroup of H . Now we prove that H is a (CIT)-group, where a finite group of even order is
called a (CIT)-group if the centralizer of any involution is a 2-group. The order of H is even,
since |H | = |G|. If x is a non-trivial 2-element of H , since P is a partition of H , x lies in one
of the subgroups F i , since the orders of other subgroups of this partition are odd. Let x = φ(g),
where g ∈ G, so
φ
(
CG(g)\{1}
)= CH(x)\{1}. (∗)
Since x = φ(g) ∈ CH(φ(fi)), g ∈ Fi = CG(fi). Now it follows from the proof of Theorem 3.11
of [20, p. 193], that CG(g) ⊆ Fi . Thus (∗) implies that CH(x) ⊆ F i and so CH(x) is a 2-group.
Thus H is a (CIT)-group. Now we prove that if P and Q are two distinct Sylow 2-subgroups
A. Abdollahi et al. / Journal of Algebra 298 (2006) 468–492 491of H , then P ∩ Q = 1, i.e. Sylow 2-subgroups of H are independent. For this, it is enough to
show that P = F i for some i. Let 1 = z ∈ Z(P ), then P ⊆ CH(z) and since CH(z) is a 2-group,
we have P = CH(z). Hence so far we have proved that G is a (CIT)-group and Sylow 2-sub-
groups of G are independent. Thus Theorem 5 of [35], implies that if S is a Sylow 2-subgroup
of H , then we have one of the following: (i) S is normal, (ii) S is cyclic, (iii) S is a generalized
quaternion group, (iv) H is a (ZT)-group (see the definition of a (ZT)-group in [35, p. 426]).
But S is not abelian, since Fi is not abelian and ΓFi ∼= ΓS , and since Sylow 2-subgroups of H
are independent and the their number is equal to that of G, so S is not normal. Also S is not a
generalized quaternion group, since we have |S| = |Fi | = q2 and ΓFi ∼= ΓS , so |Z(Fi)| = |Z(S)|,
which is a contradiction, since |Z(S)| = 2 and |Z(Fi)| = q  8. Therefore H is a (ZT)-group. We
know that a (ZT)-group is PSL(2,2n) or Sz(q ′) where n > 2, q ′ = 22m′+1 and m′ > 0 (see [33]).
Now since H is not an AC-group, Proposition 5.2 implies that H ∼= Sz(q ′) and since |H | = |G|,
we have G ∼= H . This completes the proof. 
Acknowledgments
The authors are very grateful to Professor N. Ito for his fruitful discussions. Also they wish to
thank H. Dorbidi for his useful comments.
References
[1] A. Abdollahi, Some Engel conditions on infinite subsets of certain groups, Bull. Austral. Math. Soc. 62 (2000)
141–148.
[2] A. Abdollahi, Finitely generated soluble groups with an Engel condition on infinite subsets, Rend. Sem. Mat. Univ.
Padova 103 (2000) 47–49.
[3] A. Abdollahi, B. Taeri, A condition on finitely generated soluble groups, Comm. Algebra 27 (1999) 5633–5638.
[4] A. Abdollahi, N. Trabelsi, Quelques extensions d’un problème de Paul Erdös sur les groupes, Bull. Belg. Math.
Soc. 9 (2002) 205–215.
[5] S. Akbari, H.R. Maimani, S. Yassemi, When a zero-divisor graph is planar or complete r-partite graph, J. Alge-
bra 270 (2003) 169–180.
[6] S. Akbari, A. Mohammadian, On the zero-divisor graph of a commutative ring, J. Algebra 274 (2) (2004) 847–855.
[7] D.F. Anderson, P.S. Livingston, The zero-divisor graph of a commutative ring, J. Algebra 217 (1999) 434–447.
[8] M. Aschbacher, R.M. Guralnick, Some applications of the first cohomology group, J. Algebra 90 (1984) 446–460.
[9] I. Beck, Coloring of commutative rings, J. Algebra 116 (1988) 208–226.
[10] E.A. Bertram, Some applications of graph theory to finite groups, Discrete Math. 44 (1983) 31–43.
[11] E.A. Bertram, M. Herzog, A. Mann, On a graph related to conjugacy classes of groups, Bull. London Math.
Soc. 22 (6) (1990) 569–575.
[12] J.A. Bondy, J.S.R. Murty, Graph Theory with Applications, Elsevier, 1977.
[13] J. Cossey, T. Hawkes, A. Mann, A criterion for a group to be nilpotent, Bull. London Math. Soc. 24 (1992) 327–332.
[14] C. Delizia, Finitely generated soluble groups with a condition on infinite subsets, Istit. Lombardo Accad. Sci. Lett.
Rend. A 128 (1994) 201–208.
[15] C. Delizia, On certain residually finite groups, Comm. Algebra 24 (1996) 3531–3535.
[16] J.D. Dixon, B. Mortimer, Permutation Groups, Grad. Texts in Math., vol. 163, Springer-Verlag, New York, 1996.
[17] F. Grunewald, B. Kunyavskiı˘, D. Nikolova, E. Plotkin, Two-variable identities in groups and Lie algebras, Zap.
Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 272 (2000), Vopr. Teor. Predst. Algebr i Grupp. 7,
161–176, 347; translation in J. Math. Sci. (N.Y.) 116 (1) (2003) 2972–2981.
[18] K.A. Hirsch, On a theorem of Burnside, Quart. J. Math. (2) 1 (1950) 97–99.
[19] B. Huppert, Endliche Gruppen I, Springer-Verlag, Berlin, 1967.
[20] B. Huppert, N. Blackburn, Finite Groups, III, Springer-Verlag, Berlin, 1982.
[21] K. Ishikawa, On finite p-groups which have only two conjugacy lengths, Israel J. Math. 129 (2002) 119–123.
[22] N. Ito, On finite groups with given conjugate types, I, Nagoya Math. J. 6 (1953) 17–28.
[23] N. Ito, On finite groups with given conjugate types, II, Osaka J. Math. 7 (1970) 231–251.
492 A. Abdollahi et al. / Journal of Algebra 298 (2006) 468–492[24] J.C. Lennox, J. Wiegold, Extensions of a problem of Paul Erdös on groups, J. Aust. Math. Soc. Ser. A 31 (1981)
459–463.
[25] P. Longobardi, On locally graded groups with an Engel condition on infinite subsets, Arch. Math. (Basel) 76 (2)
(2001) 88–90.
[26] P. Longobardi, M. Maj, Finitely generated soluble groups with an Engel condition on infinite subsets, Rend. Sem.
Mat. Univ. Padova 89 (1993) 97–102.
[27] B.H. Neumann, A problem of Paul Erdös on groups, J. Aust. Math. Soc. Ser. A 21 (1976) 467–472.
[28] L. Pyber, The number of pairwise noncommuting elements and the index of the centre in a finite group, J. London
Math. Soc. (2) 35 (2) (1987) 287–295.
[29] D.M. Rocke, p-Groups with abelian centralizers, Proc. London Math. Soc. (3) 30 (1975) 55–75.
[30] R. Schmidt, Zentralisatorverbände endlicher gruppen, Rend. Sem. Mat. Univ. Padova 44 (1970) 97–131.
[31] Y. Segev, The commuting graph of minimal nonsolvable groups, Geom. Dedicata 88 (1–3) (2001) 55–66.
[32] V.P. Šunkov, Periodic group with almost regular involutions, Algebra i Logika 7 (1) (1968) 113–121.
[33] M. Suzuki, On a class of doubly transitive groups, Ann. of Math. 75 (1961) 104–145.
[34] M. Suzuki, On characterizations of linear groups I, II, Trans. Amer. Math. Soc. 92 (1959) 191–219.
[35] M. Suzuki, Finite groups with nilpotent centralizers, Trans. Amer. Math. Soc. 99 (1961) 425–470.
[36] D.J.S. Robinson, Finiteness Conditions and Generalized Soluble Groups, Part 2, Springer-Verlag, New York, 1972.
[37] D.J.S. Robinson, A Course in the Theory of Groups, second ed., Springer-Verlag, New York, 1995.
[38] Yu-Fen Wu, Groups in which commutativity is a transitive relation, J. Algebra 207 (1) (1998) 165–181.
[39] J.S. Williams, Prime graph components of finite groups, J. Algebra 69 (2) (1981) 487–513.
