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Abstract
The present article proposes a partial answer to the explicit inversion of the tensor to-
mography problem in two dimensions, by proving injectivity over certain kinds of tensors
and providing reconstruction formulas for them. These tensors are symmetric differentials
of any order as well as other types obtained after taking their transverse covariant derivative
once. Such reconstruction formulas require introducing additional types of fiberwise Hilbert
transforms which satisfy a convenient generalization of the Pestov-Uhlmann commutator
formula [14].
Numerical simulations in MatLab are provided using the author’s code presented in [8],
justifying the exactness of the formulas in some cases of simple and near-simple metrics,
and displaying issues encountered as one increases either curvature, lack of simplicity, or
tensor order, in all of which cases the formulas derived in the first part become theoretically
insufficient.
1 Introduction
Integral transforms arise in many areas of imaging sciences, including medical and seismic imag-
ing. The most famous example is the two-dimensional Radon transform of a function, with
applications in X-ray computerized tomography:
Rf(s, θ) =
∫
L(s,θ)
f d`, (s, θ) ∈ R× S1,
where L(s, θ) := {(x1, x2) ∈ R2 : x1 cos θ + x2 sin θ = s}. Such integral transforms can be
generalized to (M, g) a non-trapping Riemannian surface with boundary, where the curves of
integrations are the geodesics for the metric g, and to more general integrands expressed here
as smooth functions defined on the unit circle bundle of M (denoted SM), giving rise to the
following geodesic X-ray transform
If(x, v) =
∫ τ(x,v)
0
f(ϕt(x, v)) dt, (x, v) ∈ ∂+SM, (1)
where ϕt(x, v) = (γx,v(t), γ˙x,v(t)) denotes the geodesic flow, τ(x, v) is the first time of exit of the
geodesic γx,v and ∂+SM := {(x, v) : x ∈ ∂M, |v| = 1, v · νx > 0} is the influx boundary of SM
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(νx is the unit-inner normal to ∂M at x). Such a setting covers the case of the X-ray transforms
of symmetric covariant k-tensors for any integer k ≥ 0, in which case the integrand in (1) takes
the form
f(ϕt(x, v)) = f(γx,v(t), γ˙x,v(t)
⊗k).
Given (M, g) a non-trapping surface with boundary and its ray transform defined on ∂+SM ,
questions of theoretical interest are injectivity (or characterization of the lack thereof), stability,
range characterization and reconstruction algorithms.
The case of functions (k = 0) has applications in Computerized Tomography and injectivity
was first solved in [9] for simple metrics. Integral transforms of vector fields (k = 1) arise in
Doppler ultrasound tomography, and injectivity over solenoidal vector fields was first established
in [2] in the simple case. Pestov and Uhlmann then derived in [13] Fredholm equations leading to
a reconstruction procedure up to smooth error for both cases k = 0, 1. These formulas become
exact when curvature is constant, and can be made exact when curvature is close enough to
constant [6]. The case k = 2 arises in the deformation (or linearized) boundary rigidity problem,
which involves the inversion of the ray transform of a second-order tensor (a perturbation of
a known background metric tensor). This case is treated in [18] via variations of Dirichlet-
to-Neumann maps. The case of fourth-order tensors (k = 4) finds applications in travel time
tomography in slightly anisotropic elastic media [17, Ch. 7], where the complex amplitude of
compressional waves gives, to first approximation, the ray transform of a symmetric 4-tensor.
Microlocal techniques in [19] show in general that the normal operator N = I?I is a smoothing
pseudo-differential operator of order −1, and the authors give there a microlocal inversion over
tensors of arbitrary order for simple metrics, thereby giving a microlocal procedure to resolve
singularities. While the work previously described establishes a stability result, the question of
solenoidal injectivity for tensors of any order on simple surfaces was recently established in [12],
and a range characterization was given by the same authors in [10], proving in passing more
general results for attenuated ray transforms. The interested reader is also invited to read the
review [11] for more general settings and open problems.
In the present article, we consider inversion formulas for the X-ray transform over elements
of the form (i) f and (ii) X⊥h (X⊥ denotes the transverse geodesic flow, defined in Sec. 2),
where f, h are smooth functions on SM belonging to the space
Ωk := ker(∂θ − ikId) ∩ C∞(SM),
for some fixed k ∈ Z (∂θ denotes the so-called vertical derivative, defined in Sec. 2), and
h vanishes at the boundary ∂M . The case k = 0 corresponds to functions and solenoidal
vector fields treated in [13]. The integrands of the kind (i) mentioned above are particular
kinds of symmetric tensors in a basis of holomorphic coordinates z = x+ iy for the underlying
Riemann surface (see [4]): an element of Ωk can be obtained by considering tensors of the form
g(x, y) σ(dz⊗p ⊗ dz¯⊗q) with p − q = k for some function g defined on M and where σ denotes
symmetrization. When p or q equals zero, such tensors are symmetric differentials. On the other
hand, elements of the kind (ii) arise naturally by duality of the first problem, in a similar way
to [13] when k = 0. For both integrands considered, the recent s-injectivity result in [12] allows
us to first prove that the problem considered here is, in fact, (completely) injective regardless
of whether these integrands are solenoidal, which not all of them are. This injectivity is to
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be expected as, unlike full symmetric m-tensor fields, these elements are only spanned by two
dimensions of data, which makes the problem considered formally determined.
Reconstruction formulas for solenoidal tensors of order k > 2 in the non-Euclidean setting
are still under active study (in the Euclidean case, Sharafutdinov settles the question in any
dimension n ≥ 2 in [17, Theorem 2.12.2]). In that regard and since any smooth symmetric
tensor decomposes orthogonally into
⊕
l∈ZΩl, inversion of the ray transform over Ωk can be
seen as a building block toward such reconstruction formulas. The range characterization of the
ray transform over Ωk was recently used in [10] as a tool for characterizing the range of the ray
transform over symmetric k-tensors.
Inverting If for f ∈ Ωk can also be recast as inverting the attenuated ray transform of a
function for a particular unitary connection, a purely imaginary “attenuation” term. In the case
of a real-valued attenuation, reconstruction algorithms for such transforms were provided in [16].
A novelty here is that the inversion in this case does not use holomorphic integrating factors.
The main idea here consists in conjugating the Hilbert transform (by appropriate powers of a
non-vanishing abelian differential) rather than conjugating the geodesic flow, and using some
ideas of [13] to derive Fredholm equations for the unknowns. These equations in turn allow
the reconstruction of k-differentials and their transverse derivative up to a smooth, explicitely
given error in the case of simple metrics. In addition, we prove that said error operators become
contractions when the curvature and its gradient are small enough in uniform norm, so that
the Fredholm equations become exact reconstruction formulas via Neumann series, generalizing
a prior result by Krishnan [6] in the case k = 0. Such conditions on curvature become more
stringent as the tensor order k increases. Finally, we present a numerical implementation of
the reconstruction algorithms derived, using a MatLab code previously developed by the author
and presented in [8] in the context of inverting the ray transform over functions and solenoidal
vector fields. We illustrate how the reconstruction algorithms proposed behave depending on
curvature, the order of the differential, as well as the simplicity of the metric.
Outline. The rest of the paper is structured as follows. Section 2 recalls important facts
about the unit circle bundle, after which it is proved in Section 3 that both problems considered
are injective. In Section 4 we introduce generalizations of the fiberwise Hilbert transform,
obtained by conjugating it with powers of a non-vanishing abelian differential, and we generalize
the Pestov-Uhlmann commutator formula to these operators (Lemma 4.1). Section 5 provides
Fredholm equations (Thm 5.2) which in turn lead to exact reconstruction procedures under
smallness assumptions on the curvature (Prop. 5.8, Cor. 5.9). Section 6 covers numerical
examples.
2 The geometry of the unit circle bundle
Let us denote the geodesic flow X = ∂∂tϕt|t=0 on SM . Assuming to work on a simply connected
surface, there exists a global chart of isothermal coordinates (see [1]) x = (x, y) with frame
(∂x, ∂y). At each point, the tangent unit circle is parameterized by an angle θ denoting the
angle of the tangent vector w.r.t. to a fixed vector, e.g. ∂x. In these coordinates the metric is
isotropic and reads ds2 = g(x, y)(dx2 + dy2) = e2λ(x,y)(dx2 + dy2). We will denote by γx,θ(t) the
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unique unit-speed geodesic with initial conditions
γx,θ(0) = x and γ˙x,θ(0) = e
−λ(x)
(
cos θ
sin θ
)
, (x, θ) ∈M × S1.
Defining τ(x, θ) as the first exit time of the geodesic γx,θ, we obtain a geodesic mapping defined
on the set
D := {(x, θ, t) : (x, θ) ∈ SM, −τ(x, θ + pi) < t < τ(x, θ)}. (2)
There exists a circle action on the unit tangent bundle SM , whose infinitesimal generator,
also called vertical vector field, is given by V ≡ ∂∂θ . From X,V one may construct a global frame
of T (SM) by constructing the vector field X⊥ := [X,V ], where [·, ·] stands for the Lie bracket, or
commutator, of two vector fields. One also has the additional structure equations [V,X⊥] = X
and [X,X⊥] = κV , with κ the Gaussian curvature. In isothermal coordinates (x, y, θ), these
vector fields read
X = e−λ (cos θ∂x + sin θ∂y + (− sin θ∂xλ+ cos θ∂yλ) ∂θ) ,
X⊥ = −e−λ (− sin θ∂x + cos θ∂y − (cos θ∂xλ+ sin θ∂yλ) ∂θ) .
(3)
We can then define a Riemannian metric on SM by declaring (X,X⊥, V ) to be an orthonormal
basis and the volume form of this metric will be denoted by dΣ3 (in isothermal coordinates,
this form becomes e2λ dx dy dθ). The fact that (X,X⊥, V ) are orthonormal together with the
structure equations implies that the Lie derivative of dΣ3 along the three vector fields vanishes,
therefore these vector fields are volume preserving. Introducing the inner product
(u, v) =
∫
SM
uv¯ dΣ3, u, v : SM → C,
with the bar denoting conjugation, the space L2(SM,C) decomposes orthogonally as a direct
sum
L2(SM,C) =
⊕
k∈Z
Hk, (4)
where Hk is the eigenspace of −iV corresponding to the eigenvalue k. As in the introduction,
we also denote Ωk := C∞(SM) ∩ Hk. A smooth function u : SM → C has a Fourier series
expansion
u =
∞∑
k=−∞
uk(x, θ), where uk(x, θ) = e
ikθu˜k(x), u˜k(x) =
1
2pi
∫
S1
u(x, θ)e−ikθ dθ.
Such functions admit an even/odd decomposition w.r.t. to the involution θ 7→ θ + pi, denoted
u = u+ + u−, where u+ :=
∑
k even
uk and u− :=
∑
k odd
uk. (5)
An important decomposition of X and X⊥ due to Guillemin and Kazhdan (see [5]) is given by
defining η± := X±iX⊥2 , so that one has the following decomposition
X = η+ + η− and X⊥ =
1
i
(η+ − η−),
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with the important property that η± : Ωk → Ωk±1 for any k ∈ Z. Moreover, it should be noted
that the operators η± are elliptic and that, since M is simply connected, both problems
(η+u = 0 (SM), u|∂M = 0) and (η−u = 0 (SM), u|∂M = 0) ,
only admit the trivial solution u ≡ 0. Using the decomposition above, it is clear that both X
and X⊥ map odd functions on SM into even ones and vice-versa.
3 Injectivity of the ray transform over Ωk and X⊥Ωk
Recall the recent result by Paternain-Salo-Uhlmann on s-injectivity of the ray transform over
tensors of any order:
Theorem 3.1. [12, Theorem 1.1] Let (M, g) be a simple 2D manifold and let m ≥ 0. If f is
a smooth symmetric m-tensor field on M which satisfies If = 0, then f = dh for some smooth
symmetric m− 1-tensor field h on M with h|∂M = 0. (If m = 0 then f = 0).
Thm. 3.1 can be used to establish full injectivity of the ray transform over Ωk and X⊥Ωk.
Theorem 3.2. Let (M, g) be a simple 2D manifold and let k any integer.
(i) If f ∈ Ωk is such that If = 0, then f = 0.
(ii) If f ∈ Ωk with f |∂M = 0 is such that I[X⊥f ] = 0, then f = 0.
Proof. When k = 0, (i) is due to [9] and (ii) is due to [2]. We now treat the case k > 0, the case
k < 0 being completely similar.
Proof of (i). f ∈ Ωk is a particular case of symmetric k-tensor, so if If = 0, by Theorem 3.1
there exists h a k − 1-tensor such that Xh = f on SM and h|∂M = 0. That h is a k − 1 tensor
means that it decomposes into
h = h−k+1 + h−k+3 + · · ·+ hk−3 + hk−1, hl ∈ Ωl,
and h|∂M = 0 implies that hl|∂M = 0 for every l. Writing Xh = (η+ + η−)h = f and projecting
this equation onto each Ωl, we obtain the relations:
η−h−k+1 = 0, η−h−k+3 + η+h−k+1 = 0, . . . , η−hk−1 + η+hk−3 = 0, η+hk−1 = f.
Since each hl vanishes at the boundary, the first equation entails that h−k+1 = 0, and the
vanishing of all coefficients hl follows in cascade by using all equations above but the last one.
Since hk−1 = 0, the last equation concludes that f = η+hk−1 = 0.
Proof of (ii). For f ∈ Ωk, X⊥f is a particular case of symmetric (k+1)-tensor, so if I[X⊥f ] = 0,
by Theorem 3.1 there exists h a k-tensor such that Xh = f on SM and h|∂M = 0. That h is a
k-tensor means that it decomposes into
h = h−k + h−(k−2) + · · ·+ hk−2 + hk, hl ∈ Ωl,
and h|∂M = 0 implies that hl|∂M = 0 for every l. Projecting the equation (η+ + η−)h = X⊥f =
1
i (η+ − η−)f onto each Ωl, we obtain the relations:
η−h−k = 0, η−h−k+2 + η+h−k = 0, . . . , η−hk−2 + η+hk−4 = 0, (6)
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and the last two equations read
η−hk − η+hk−2 = −1
i
η−f and η+hk =
1
i
η+f. (7)
Equations (6) and the boundary conditions imply successively that h−k = h−k+2 = · · · = hk−2 =
0. Therefore equations (7) become
η−(hk +
1
i
f) = 0 and η+(hk − 1
i
f) = 0.
With the boundary conditions (hk± 1i f)|∂M = 0, this implies hk± 1i f = 0, which upon summing
and substracting yields hk = f = 0. Theorem 3.2 is proved.
4 Conjugated Hilbert transforms and commutators
In the L2(SM) decomposition (4), a diagonal operator of particular interest is the so-called
fiberwise Hilbert transform H : C∞(SM) → C∞(SM), whose action is best described on each
Fourier component by
Huk := −i sgn(k)uk, k ∈ Z, with the convention sgn(0) = 0.
Pestov and Uhlmann proved in [14] the commutator formula
[H,X]u = X⊥u0 + (X⊥u)0, u ∈ C∞(SM),
which was a crucial tool in the derivation of reconstruction formulas for functions and solenoidal
vector fields in [13].
A generalization of this formula that is adapted to our problem, is obtained by shifting
the Hilbert transform in frequency: define the shifted Hilbert transform H(k) on the Fourier
components of u as
H(k)ul = −i sgn(l − k)ul, l ∈ Z.
This can be achieved by considering h a non-vanishing section of Ω1 and defining
H(k)u := h
kH(h−ku). (8)
We then notice that this definition does not depend on the choice of h, as its action on the
harmonic components of u is described two equations above. In isothermal coordinates, one has
the obvious choice h(x, θ) = eiθ. As in the case of H ≡ H(0), we now establish commutation
relations.
Lemma 4.1. For every u ∈ C∞(SM), the following formulas hold
[H(k), X]u = X⊥uk + (X⊥u)k, (9)
[H(k), X⊥]u = −Xuk − (Xu)k. (10)
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Proof. We will rely on the fact that
H(k)|Ωl =

0 l = k,
−i Id|Ωl l > k,
i Id|Ωl l < k,
with the fact that η± : Ωp → Ωp±1, we deduce that for any un ∈ Ωn,
[H(k), η+]un =

0 n /∈ {k − 1, k},
H(k)η+uk = −i η+uk n = k,
H(k)η+uk−1 − η+H(k)uk−1 = −iη+uk−1 n = k − 1,
as well as
[H(k), η−]un =

0 n /∈ {k, k + 1},
H(k)η−uk = i η−uk n = k,
H(k)η−uk+1 − η−H(k)uk+1 = iη−uk+1 n = k + 1.
Writing u =
∑∞
n=−∞ un, we now sum the relations above
[H(k), X]
∑
n∈Z
un =
∑
n∈Z
[H(k), η+]un +
∑
n∈Z
[H(k), η−]un
= −i η+uk − iη+uk−1 + i η−uk + iη−uk+1
= X⊥uk + (X⊥u)k.
Similarly,
[H(k), X⊥]u = i−1
(
[H(k), η+]u− [H(k), η−]u
)
= −η+uk − η+uk−1 − η−uk − η−uk+1
= −Xuk − (Xu)k.
The proof is complete.
5 Fredholm equations over Ωk and X⊥Ωk
5.1 Transport equations and past results (the case k = 0)
For f ∈ L2(SM), let us define uf (x, θ) to be the solution to the problem
Xu = −f, u|∂−SM = 0, (11)
so that u|∂+SM = If . For w defined on ∂+SM , we also denote by wψ = w ◦ α ◦ ψ the unique
solution to the transport problem
Xu = 0, u|∂+SM = w,
where α is the scattering relation and ψ(x, θ) := (γx,θ(τ(x, θ)), γ˙x,θ(τ(x, θ))) ∈ ∂−SM for any
(x, θ) ∈ SM .
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When f ∈ C∞0 (M), we define the operator Wf := (X⊥uf )0. It is shown in [13] that when
the metric is simple, the operator W can be extended as a smoothing operator W : L2(M) →
C∞(M). Moreover, this operator vanishes identically if the scalar curvature is constant. The
L2(M)-adjoint operator W ? is given by
W ?h :=
(
uX⊥h
)
0
.
Recall the following theorem due to Pestov and Uhlmann.
Theorem 5.1 (Theorem 5.4 in [13]). Consider f ∈ L2(M) and h ∈ C10 (M) giving rise to the
solenoidal vector field X⊥h and denote If and IX⊥h their respective X-ray transforms. Then
one has the following two formulas
f +W 2f = −(X⊥w(f)ψ )0, where w(f) := (HIf)−, (12)
h+ (W ?)2h = −(w(h)ψ )0, where w(h) := (HI[X⊥h])+. (13)
Although the initial theorem is stated for a simple manifold, formula (12) only requires that
the transport equation (11) be well-defined, and still holds true as long as M is non-trapping.
If the metric is simple, then (12)-(13) both satisfy Fredholm alternatives. If the metric is not
simple, then the operators W,W ? may no longer be smoothing operators. The proof of Theorem
5.1 is covered as a particular case k = 0 of Theorem 5.2 in the next section.
5.2 Fredholm equations
We now derive a generalization of the reconstruction formulas above, using the shifted Hilbert
transforms introduced in Sec. 4. Before stating the theorem, we introduce the generalization of
the operator W above. For any integer k, let us define the operator Wk : Ωk → Ωk by
Wkf := (X⊥uf )k, f ∈ Ωk, (14)
whose properties will be studied in section 5.3. We will show in particular that the operator
W ?k : Ωk → Ωk defined by
W ?kh := (u
X⊥h)k, h ∈ Ωk, h|∂M = 0, (15)
is the adjoint operator of Wk for the L
2(SM) inner product structure on Hk. Moreover, when
(M, g) is simple, both operators will be shown to be compact.
Theorem 5.2. Let k ∈ Z and define σk := +/− if k is an even/odd integer, respectively.
Consider f ∈ Ωk and h ∈ Ωk with h|∂M = 0 giving rise to the tensor field X⊥h and denote If
and I[X⊥h] their respective X-ray transforms. Then one has the following two formulas
f +W 2k f = −(X⊥w(f)ψ )k, where w(f) := H(k)(If)−σk |∂+SM , (16)
h+ (W ?k )
2h = −(w(h)ψ )k, where w(h) := H(k)I[X⊥h]σk |∂+SM . (17)
Proof. Proof of (16): Let f ∈ Ωk for some fixed k and consider the transport equation
Xu = −f, u|∂−SM = 0, (18)
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Upon splitting the above equation into even/odd parts u = uσk + u−σk , we have Xu
f
−σk = −f
and Xufσk = 0. Applying H(k) to (18), using the commutator (9), splitting into odd and even
parts and using the fact that H(k)f = 0, we arrive at the equation
X(H(k)u
f
−σk) = −(X⊥uf )k = −Wkf,
H(k)u
f
−σk |∂+SM = wf := H(k)(Ikf)−σk |∂+SM (data),
(19)
where Wk is defined in (14). Equation (19) implies that H(k)u
f
−σk is nothing but
H(k)u
f
−σk = u
Wkf + wfψ.
Applying the operator (X⊥·)k to the relation above, we establish the relation
(X⊥H(k)u
f
−σk)k = (X⊥u
Wkf )k + (X⊥w
f
ψ)k = W
2
k f + (X⊥w
f
ψ)k.
Applying H(k) to (19), using the commutator relation again and the fact that H(k)Wkf = 0 and
(H(k)u
f
−σk)k = 0, we arrive at the relation
X(H2(k)u
f
−σk) = −(X⊥H(k)u
f
−σk)k.
Combining the last two equations together and using the fact that
X(H2(k)u
f
−σk) = X(−u
f
−σk + (u
f
−σk)k) = f, (using (u
f
−σk)k = 0)
we arrive at (16).
Proof of (17): For a function h ∈ Ωk, let us consider the transport equation
Xu = −X⊥h, u|∂−SM = 0.
Applying H(k) to the above equation and using formulas (9)-(10), we arrive at
X(H(k)u
X⊥h) +X⊥W ?kh+ (X⊥u
X⊥h)k = −X⊥(H(k)h) +X(hk) + (Xh)k,
where W ?k is defined in (15). Using the fact that (Xh)k = 0 and H(k)h = 0 and splitting into
odd and even parts, we get the equation
X(H(k)u
X⊥h
σk
− h) = −X⊥(W ?kh),
with boundary condition
H(k)u
X⊥h
σk
− h|∂+SM = wh := H(k)(I(X⊥h))σk |∂+SM .
We thus deduce that
H(k)u
X⊥h
σk
− h = uX⊥(W ?h) + whψ,
which upon taking the k-th Fourier component yields (17). Theorem 5.2 is proved.
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5.3 Study of the operator Wk
For h ∈ Ω1 non-vanishing smooth section (pick eiθ in isothermal coordinates), the space Hk is
the completion of hkC∞0 (M) for the L2(SM) topology. Recall that we define the space Ωk :=
Hk ∩ C∞(SM).
Proposition 5.3. Assume the manifold (M, g) is simple and let h ∈ Ω1 be non-vanishing. Then
for any integer k, the operator Wk : h
kC∞0 (M)→ Ωk defined by
Wkf = (X⊥uf )k, (20)
can be extended to a smoothing operator Wk : Hk → Ωk.
The proof of Prop. 5.3 requires making explicit the kernel of the operator Wk, which in
turn requires introducing the following two transverse Jacobi fields X⊥γ = a(x, θ, t)γ˙⊥ and
∂θγ = b(x, θ, t)γ˙
⊥, where a, b are two scalar functions defined on D (defined in (2)), solving the
following differential equation on each geodesic
a¨+ κ(γx,θ(t))a = 0, a(x, θ, 0) = 1, a˙(x, θ, 0) = 0,
b¨+ κ(γx,θ(t))b = 0, b(x, θ, 0) = 0, b˙(x, θ, 0) = 1.
The simplicity of the metric is equivalent to the fact that b never vanishes outside t = 0. In
particular, we have the
Lemma 5.4. If (M, g) is simple and f is a smooth function on M , then the following change
of variable formula holds for any x ∈M :∫
M
f(y) dMy =
∫ 2pi
0
∫ τ(x,θ)
0
f(γx,θ(t))b(x, θ, t) dt dθ. (21)
Proof of Lemma 5.4. Let x ∈ M . It is well-known that if the metric is simple, the mapping
(t, θ) 7→ expx(θ, t) = γx,θ(t) is a global diffeomorphism mapping {(t, θ) : θ ∈ [0, 2pi), t ∈
[0, τ(x, θ))} onto M , of which we now compute the jacobian:
∂2 expx(t, θ)
∂t∂θ
= det(∂tγx,θ(t), ∂θγx,θ(t)) = det(γ˙, bγ˙
⊥) = b|γ˙|2 = b(x, θ, t)e−2λ(γx,θ(t)),
where | · | denotes the Euclidean norm so that, since γ is unit speed, e2λ(γx,θ(t))|γ˙x,θ(t)|2 = 1. We
thus deduce that, using the change of variable y = expx(t, θ) = γx,θ(t)
dMy = e
2λ(y)d2y = e2λ(γx,θ(t))b(x, θ, t)e−2λ(γx,θ(t)) dt dθ = b(x, θ, t) dt dθ,
whence (21).
We now proceed to the proof of Prop. 5.3.
Proof of Proposition 5.3. Let us look at this operator in isothermal coordinates, i.e. assume
that g(x) = e2λ(x)Id and an element f ∈ Ωk can be written as f(x, θ) = f˜(x)eikθ. We may
therefore study the operator W˜k : C∞0 (M)→ C∞(M) defined by
W˜k(f˜) = e
−ikθWk(f˜ eikθ), f˜ ∈ C∞0 (M),
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and show that it extends to an operator W˜k : L
2(M)→ C∞(M). By definition,
W˜k(f˜)(x) =
1
2pi
∫
S1
e−ikθX⊥
∫ τ(x,θ)
0
f˜(γx,θ(t))e
ikαx,θ(t) dt,
where we have defined αx,θ(t) := arg γ˙x,θ(t). We compute
2piW˜k(f˜)(x) =
∫
S1
e−ikθX⊥
∫ τ(x,θ)
0
f˜(γx,θ(t))e
ikαx,θ(t) dt dθ,
=
∫
S1
e−ikθ
∫ τ(x,θ)
0
X⊥
(
f˜(γx,θ(t))e
ikαx,θ(t)
)
dt dθ,
=
∫
S1
∫ τ(x,θ)
0
(a
b
∂θ(f ◦ γ) + ik(f ◦ γ)X⊥α
)
eik(αx,θ(t)−θ) dt dθ.
Integrating by parts the first term, we arrive at
W˜k(f˜)(x) =
1
2pi
∫
S1
∫ τ(x,θ)
0
qk(x, θ, t)f˜(γx,θ(t)) dt dθ,
where we have defined
qk(x, θ, t) :=
(
−∂θ
(a
b
)
− ika
b
(∂θαx,θ(t)− 1) + ikX⊥αx,θ(t)
)
eik(αx,θ(t)−θ). (22)
In order to simplify qk, we need the following result, whose proof is given at the end of the
present proof.
Lemma 5.5. We have, for any (x, θ, t) ∈ D,
X⊥α = a˙− a∂tλγ , and ∂θα = b˙− b∂tλγ , where λγ := λ ◦ γ.
Using Lemma 5.5, we can establish that
X⊥α− a
b
(∂θα− 1) = a˙− a∂tλγ − a
b
(b˙− b∂tλγ − 1) = (a˙b− b˙a+ a)/b = (a− 1)/b,
where we have used the fact that ab˙− ba˙ = 1. Then qk(x, θ, t) simplifies into
qk(x, θ, t) =
(
−∂θ
(a
b
)
+ ik
a− 1
b
)
eik(αx,θ(t)−θ). (23)
It is established in [13] that ∂θ
(
a
b
)
has a zero of order 1 at t = 0 (this is partly what makes W0
a smoothing operator). Further, it is clear that a− 1 has a zero of order 2 while b has a zero of
order 1, so (a− 1)/b has a zero of order 1 at t = 0 as well. Since b(x, θ, t) only vanishes at first
order at t = 0 and is smooth on D, the singularity at t = 0 of the function qk(x,θ,t)b(x,θ,t) is removable,
making it a smooth function on D. Therefore, using Lemma 5.4 and denoting (θx(y), tx(y)) the
inverse mapping to the exponential map (θ, t) 7→ y = γx,θ(t), we arrive at
W˜k(f˜)(x) =
∫
M
f˜(y)Wk(x, y) dMy, where Wk(x, y) :=
qk(x, θx(y), tx(y))
b(x, θx(y), tx(y))
,
is a smooth kernel. The proof is complete.
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Proof of lemma 5.5. We need to compute the quantities X⊥αx,θ(t) and ∂θαx,θ(t). Let us denote
Γ(s, t) a variation through geodesics with Γ(0, t) = γ(t) and longitudinal and transverse fields
T (s, t) = ∂tΓ and S(s, t) = ∂sΓ respectively equal to
∂tΓ(s, t) = e
−2λ(Γ(s,t))αˆ(s, t), αˆ :=
(
cosα
sinα
)
,
with T (0, t) = γ˙(t) and S(0, t) equal to the variation field (either X⊥γ or ∂θγ in our case). The
quantity we aim at computing is thus S[α]|s=0 (we denote Y [f ] = Y i∂if). We compute
Ds∂tΓ = ∂s
(
e−2λ◦Γ
)
αˆ(s, t) + e−2λ◦ΓDsαˆ
= ∂s
(
e−2λ◦Γ
)
αˆ(s, t) + e−2λ◦Γ
(
S(α)αˆ⊥ + αˆ[λ] S − αˆ⊥[λ] S⊥
)
.
By virtue of the symmetry lemma (see e.g. [7, Lemma 6.3]), note also that Ds∂tΓ = Dt∂sΓ.
Using this fact and taking the inner product with (∂tΓ)
⊥, we arrive at the relation
S(α) = 〈Dt∂sΓ, ∂tΓ⊥〉 − ∂tΓ[λ]〈S, ∂tΓ⊥〉+ ∂tΓ⊥[λ]〈S⊥, ∂tΓ⊥〉.
We now set s = 0 and, considering for instance the Jacobi field X⊥γ = aγ˙⊥, we get
X⊥α = 〈Dt(aγ˙⊥), γ˙⊥〉 − ∂t(λ ◦ γ)〈aγ˙⊥, γ˙⊥〉+ γ˙⊥[λ]〈−aγ˙, γ˙⊥〉 = a˙− a∂t(λ ◦ γ).
Similarly, considering the Jacobi field ∂θγ = bγ˙
⊥, we arrive at ∂θα = b˙− b∂t(λ ◦ γ).
Next we establish that Wk and W
?
k are adjoint for the L
2(SM) inner product structure on
Hk. For that we will need the following
Lemma 5.6 (Lemma 5.2 in [13]). For any even function f ∈ L2(SM) and odd function h ∈
L2(SM),
(If, Ih)L2µ(∂+SM) = 0.
Proposition 5.7. W ?k is the adjoint of Wk in Hk ⊂ L2(SM).
The proof is very similar to the case k = 0 proved in [13, Proposition 5.3].
Proof. It is enough to establish that
(f,W ?kh)L2(SM) = (Wkf, h)L2(SM),
for f(x, θ) = f˜(x)eikθ and h(x, θ) = h˜(x)eikθ for some f˜ , h˜ ∈ C∞0 (M). Doing so, we write
(f,W ?kh)L2(SM) =
∫
SM
f(uX⊥h)k dΣ
3 =
∫
SM
fuX⊥h dΣ3 = −
∫
SM
X(uf )uX⊥h dΣ3
= −(If, I(X⊥h))L2µ(∂+SM) +
∫
SM
ufX(uX⊥h) dΣ3.
The first term in the right-hand side is zero by virtue of Lemma 5.6 and working on the second
term, we obtain
(f,W ?kh)L2(SM) = −
∫
SM
ufX⊥h dΣ3 =
∫
SM
(X⊥uf )h dΣ3 =
∫
SM
(X⊥uf )kh dΣ3,
where the integration by parts has no boundary term since h|∂SM = 0. The proof is complete.
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Constant curvature cases. In the case of constant curvature, the functions a, b do not
depend on x nor θ (in particular ∂θ(a/b) = 0), and they take the following values
κ = 0 : a(t) ≡ 1, b(t) = t,
κ = −p2 : a(t) = cosh(pt), b(t) = sinh(pt),
κ = p2 : a(t) = cos(pt), b(t) = sin(pt),
hence the respective kernels, obtained after using trigonometric identities:
κ = 0 : qk/b = 0,
κ = −p2 : qk/b = ik(1 + cosh(pt))−1eik(αx,θ(t)−θ),
κ = p2 : qk/b = −ik(1 + cos(pt))−1eik(αx,θ(t)−θ).
In the Euclidean case κ = 0, reconstruction formulas (16) and (17) are exact. However for k 6= 0,
the operators Wk and W
?
k no longer vanish in the nonzero constant curvature case.
We now establish that the operators Wk become contractions in L(Hk) norm whenever the
metric is C3-close to Euclidean. This generalizes a result by Krishnan in [6] for the case k = 0
and metrics close to constant curvature.
Proposition 5.8. Let (M, g) a simple Riemannian manifold with the corresponding family of
operators Wk as defined above. Then there exist two constants C1, C2 > 0 such that for any
integer k, the following estimate holds
‖Wk‖L(Hk) ≤ C1‖∇κ‖∞ + |k| C2‖κ‖∞. (24)
Proof. Since (M, g) is simple, note that applying Lemma 5.4 to f2, we have that for every
x ∈M , ∫
M
f2(y) dMy =
∫ 2pi
0
∫ τ(x,θ)
0
f2(γx,θ(t))b(x, θ, t) dt dθ (25)
Therefore, we may bound formally
2pi|W˜k(f˜)(x)| =
∣∣∣∣∣
∫ 2pi
0
∫ τ(x,θ)
0
qk(x, θ, t)f˜(γx,θ(t)) dt dθ
∣∣∣∣∣
=
∣∣∣∣∣
∫ 2pi
0
∫ τ(x,θ)
0
(
qk√
b
)(
f˜γ
√
b
)
dt dθ
∣∣∣∣∣
≤
√∫ 2pi
0
∫ τ(x,θ)
0
|qk|2
b2
b dt dθ
√∫ 2pi
0
∫ τ(x,θ)
0
f˜2γ b dt dθ.
Squaring, integrating over x ∈M and using (25), we arrive at the relation
‖W˜k(f˜)‖2L2(M)
‖f˜‖2
L2(M)
≤ 1
(2pi)2
∫
M
∫ 2pi
0
∫ τ(x,θ)
0
|qk|2
b2
(x, θ, t)b(x, θ, t) dt dθ dMx.
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Given expression (23), we have
|qk|2
b2
=
(
1
b
∂θ
a
b
)2
+ k2
(
a− 1
b2
)2
.
By writing an ODE in t for the function b∂θa − a∂θb, it is proved in [6] that the function
|1t ∂θ(a/b)| is uniformly bounded by C‖∇κ‖∞ for some positive constant C. Since bt is smooth
over the compact domain D (defined in (2)), non-vanishing by virtue of simplicity, and with
limt→0 bt = 1, we may then deduce that |1b∂θ(a/b)| ≤ C‖∇κ‖∞ for some constant C, which in
turn proves the first term in the right-hand side of (24). Although it would be enough to work
with L2 estimates, we will complete the proof by showing a uniform estimate of the form∣∣∣∣a− 1b2
∣∣∣∣ ≤ C ′‖κ‖∞, (x, θ, t) ∈ D. (26)
Bound on a−1
b2
(proof of (26)): The function a− 1 satisfies the ODE
¨a− 1 + κγ(a− 1) = −κγ , (a− 1)(0) = ˙(a− 1)(0) = 0,
so if Φ =
[
a b
a˙ b˙
]
is the fundamental matrix solution of Φ¨ + κγΦ = 0 with Φ(0) = [ 1 00 1 ] (note that
det Φ(t) = 1 for every t ≥ 0), we have that
(a− 1)(t) = [ 1 0 ]Φ(t)∫ t
0
Φ(s)−1
[
0
−κγ(s)
]
ds =
∫ t
0
(a(t)b(s)− a(s)b(t))κγ(s) ds,
so that we have
a− 1
b2
(t) =
t
b(t)
∫ 1
0
a(t)b(tu)− a(tu)b(t)
b(t)
κγ(tu) du,
where the function Fx,θ(t, u) :=
a(t)b(tu)−a(tu)b(t)
b(t) → u − 1 as t → 0 and smooth w.r.t. all its
arguments, thus uniformly bounded on D × [0, 1]. With t/b(t) bounded over D as well, we
deduce estimate (26), and the proof is complete.
As an obvious corollary, we have
Corollary 5.9. For any fixed k ∈ Z there exists a constant Ck such that
‖κ‖∞ + ‖∇κ‖∞ ≤ Ck, (27)
implies that the operators Wk,Wk are contractions in Hk. In this case, the operators I + W
2
k
and I +W ?2k are invertible elements of L(Hk).
For metrics with curvature satisfying (27), the operators I + W 2k and I + (W
?
k )
2 become
invertible via Neumann series, and equations (16) and (17) become exact reconstruction formulas
f = −
∞∑
p=0
(−W 2k )p(X⊥w(f)ψ )k, and h = −
∞∑
p=0
(−W ?2k )p(w(h)ψ )k. (28)
14
6 Numerical simulations
6.1 Introduction
The purpose of this section is twofold:
(i) Validate the exactness of inversion formulas (28) in some cases of simple and close-to-simple
manifolds.
(ii) Illustrate the fact that in the case of constant curvature, unlike the case k = 0 where the
error operators W0,W
?
0 vanish identically, they no longer do for k 6= 0 and if curvature is
too large, the Neumann series can diverge.
Least-squares methods for the reconstruction of vector fields from knowledge of their ray
transform and additional information (their transverse ray transform) may be found in [20].
Reconstruction of solenoidal tensor fields using bases of solenoidal polynomials and a least-
square method was investigated in [3]. Here we use the code recently developped in MatLab by
the author and presented in [8], based on discretizing explicitely the integral and differential
operators involved.
Formulation and approach. In both problems presented, the unknown tensor always depends
on one scalar function f , as it is either of the form f(x)eikθ or X⊥(f(x)eikθ). For visualization
purposes, this is what we reconstruct numerically. It is customary to introduce the notation
Ikf := I[fe
ikθ] and Ik,⊥f = I[X⊥(feikθ)], and the problems we tackle numerically, equivalent
to the ones treated in the sections above, is to reconstruct the function f from either data Ikf
or Ik,⊥f , with k some fixed integer determining the order of the initial tensor. If we introduce
the operators
W˜k(f) = e
−ikθWk(feikθ) and W˜ ?k (f) = e
−ikθW ?k (fe
ikθ), f ∈ L2(M),
then both operators are L2(M)-adjoint of one another and smoothing when the metric is simple.
The series in (28) can now be written in the sense of functions (and not elements of Ωk) as
f = −
∞∑
p=0
(−W˜ 2k )p ˜(X⊥w(f)ψ )k, w(f) := H(k)(Ikf)−σk |∂+SM (29)
h = −
∞∑
p=0
(−W˜ ?2k )p ˜(w(h)ψ )k, w(h) := H(k)(Ik,⊥h)σk |∂+SM . (30)
Formally, both series (29) and (30) come from equations of the form
f −Kf = AIf,
with f the unknown, I the forward map, A an approximate inversion (parametrix) and K an
“error” operator. Since K can be expressed as Kf = f − AIf , whenever the equation above is
invertible via a Neumann series, one may write
f =
∞∑
p=0
KpAIf =
∞∑
p=0
(Id−AI)pAIf.
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Therefore, such interative formulas only require implementing the forward map I and the ap-
proximate reconstruction formula A in order to be computed, and they do not require computing
the error operators (for the case of formulas (29), they are −W˜k
2
and its adjoint). Such an ap-
proach is systematic of explicit inversion formulas modulo contractive error operators, see e.g.
[8, 15].
Although it is not clear how to quantify the control over curvature (which ensures convergence
of the series) in Corollary 5.9, we will see that the series successfully converges for a one-
parameter family of metrics which can reach the limit of simplicity. In the sections below, we
only briefly recall the approach to focus on the qualitative numerical behavior. The interested
reader may find a more detailed explanation of the method in [8].
Though the code developped in [8] can handle more general boundaries, we restrict the
computational domain to be the unit disc here. We will show the outcome of reconstruction
algorithms inverting for a real-valued function f(x, y) (the phantom visualized in Fig. 1) from
knowledge of either Ikf or Ik,⊥f . The metrics considered will be of constant negative and
positive curvature in section 6.3.1, then we will use in section 6.3.2 a one-parameter family of
metrics which transitions continuously from simple to non-simple to trapping.
Figure 1: Phantom f embedded into the computational domain (unit disc {x2 + y2 < 1}).
6.2 Implementation
6.2.1 Implementation of the forward operators
The forward operators f 7→ Ikf := I(feikθ) and f 7→ Ik,⊥f := I(X⊥(feikθ)) are defined on the
influx boundary ∂+SM of the domain, parameterized by (β, α) ∈ [0, 2pi] ×
[−pi2 , pi2 ], where β
parameterizes the position of the boundary point x(β) = (x(β), y(β))T from where to shoot the
geodesic, and α denotes the angle of initial speed direction, ranging from −pi2 to
pi
2 with respect to
the inner normal at x(β). In the present situation where the domain is the unit disc, it coincides
with the so-called fan-beam coordinates, where we have x(β) =
(
cosβ
sinβ
)
and the inner normal there
has angle β + pi with respect to the x-axis. Computing the forward operators consists of the
following steps.
1. Discretizing ∂+SM appropriately. Here we will choose 2n×n equispaced points in [0, 2pi]×
[−pi2 , pi2 ], where n is the sidelength of the reconstruction grid.
2. For each boundary point (β, α) in this discretization, compute the corresponding geodesic
{(γβ,α, γ˙β,α)(t), 0 ≤ t ≤ τ(β, α)} by solving numerically the geodesic system
x˙(t) = e−λ(x(t)) θˆ(t), θ˙(t) = e−λ(x(t)) θˆ(t)⊥ · ∇λ(x(t)),
16
with initial conditions
x(0) = βˆ, θ(0) = β + pi + α.
This is done by marching forward in time with stepsize ∆t, until the geodesic exits the
domain. The exit test raises a flag whenever x(t)2 + y(t)2 ≥ 1. The outcome of this
procedure is a collection of points of the form (xpβ,α, θ
p
β,α)
N
p=1. It is sufficient to take N as
an integer larger than diam(M)/∆t. The metric and its partial derivatives are defined by
analytic expressions so that there is no particular underlying Eulerian grid in the forward
problem.
3. Using the computed geodesics, compute Ikf and Ik,⊥f by the following quadratures (for
clarity, we make the (β, α)-dependence of (xp, θp)Np=1 implicit here)
Ikf(β, α) ≈ ∆t
N∑
p=1
f(xp)eikθ
p
,
Ik,⊥f(β, α) ≈ ∆t
N∑
p=1
e−λ(x
p)eikθ
p
(
f(xp,+)− f(xp,−)
2∆t
+ ik θ̂p · ∇λ(xp)f(xp)
)
,
where we have defined xp,± := xp ∓∆t θ̂p⊥.
6.2.2 Implementation of the approximate inversions
Right-hand-side of (16). We first rewrite the right-hand side of (16) (denote w ≡ w(f)), so
that the differentiation step only occurs on the final cartesian grid.
− ˜(X⊥wfψ)k =
e−λ
2pi
∫
S1
e−ikθ(θˆ⊥ · ∇wψ − (θˆ · ∇λ)∂θwψ) dθ
=
e−λ
2pi
∫
S1
(θˆ⊥ · ∇wψe−ikθ + ∂θ
(
e−ikθθˆ · ∇λ
)
wψ) dθ
=
e−2λ
2pi
∇ ·
∫
S1
e−ikθeλθˆ⊥wψ dθ − ike
−λ
2pi
∇λ ·
∫
S1
e−ikθθˆwψ dθ. (31)
At each point of the domain, the computation of (31) consists of the following steps:
1. Compute w(f) = (H(k)Ikf)−σk . First extend the data to the range α ∈ [−pi, pi] by oddness
or evenness depending on σk. Then compute the fiberwise shifted Hilbert transform H(k):
this is done for each β-slice separately via Fast Fourier Transform. Finally, restrict it back
to α ∈ [−pi2 , pi2 ].
2. For each gridpoint, compute the integrals u(x) :=
∫
S1 w
(f)
ψ (x, θ)e
−ikθ cos θ dθ and v(x) :=∫
S1 w
(f)
ψ (x, θ)e
−ikθ sin θ dθ, where each access wψ(x, θ) requires computing the basepoint
α ◦ ψ(x, θ) by following backwards the geodesic with initial conditions (x, θ).
3. Compute e
−2λ
2pi (−∂x(eλv)+∂y(eλu))− ike
−λ
2pi (u∂xλ+v∂yλ) at each point of the reconstruction
grid using centered finite differences and pointwise multiplications.
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Right-hand-side of (17). Computing the right-hand-side of (17) requires fewer steps than
the previous one:
1. Compute w(h) = (H(k)Ik,⊥f)σk . First extend the data to the range α ∈ [−pi, pi] by oddness
or evenness depending on σk. Then compute the fiberwise Hilbert transform H(k), done
as above and restrict the result back to α ∈ [−pi2 , pi2 ].
2. For each gridpoint, compute f(x) = 12pi
∫
S1 w
(h)
ψ (x, θ)e
−ikθ dθ. Again, each access w(h)ψ (x, θ)
requires computing the basepoint α ◦ ψ(x, θ) by following backwards the geodesic with
initial conditions (x, θ).
6.3 Numerical resuts
6.3.1 Metrics with constant curvature
For R > 1, the isotropic metric
gR,±(x, y) :=
4R4
(x2 + y2 ±R2)2 , x
2 + y2 ≤ 1, (32)
has constant Gaussian curvature κ = ± 1
R2
throughout the unit disc. As R → ∞, both models
of constant positive and negative curvature converge poinwise to the Euclidean metric. Some
examples of geodesics for each case are given Fig. 2.
Figure 2: Some geodesics for the constant curvature cases. Left to right is arranged by increasing
order of constant curvature κ ∈ {−0.69,−0.39,−0.25, 0.0, 0.25, 0.39, 0.69}, the middle one being
Euclidean.
Experiment 1: Constant positive curvature (CPC). For values of order k ∈ {3, 6, 10} of
the differential, and parameter values R ∈ {1.2, 1.6, 2.0} for the metric gR,+ corresponding
to Gaussian curvatures κ ∈ {0.60, 0.39, 0.25}, we present the outcome of 10 iterations of
the series (29). Note that κ must be strictly less than 1 (i.e. R > 1), since in this limit
case, the boundary is totally geodesic, which violates the strict convexity condition. The
set of values chosen for k includes at least one even and one odd value to check the validity
of the reconstruction algorithm in each case. Relative L2 errors after 10 iterations are
summarized in Table 1.
Experiment 2: Constant negative curvature (CNC). We repeat the same experiment with
the same values of m ∈ {3, 6, 10} and R ∈ {1.2, 1.6, 2.0} as in Experiment 1, this time us-
ing the metric gR,− with corresponding Gaussian curvatures κ ∈ {−0.60,−0.39,−0.25}.
Note that κ must be strictly greater than −1 (i.e. R > 1), since in this limit case, the
manifold becomes the entire Poincare´ disk and has no boundary. Relative L2 errors after
10 iterations are summarized in Table 1.
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(a) I3f (mod/arg), metric gR,+ with R = 2.0 (b) I3f (mod/arg), metric gR,− with R = 2.0
(c) I6f (mod/arg), metric gR,+ with R = 2.0 (d) I6f (mod/arg), metric gR,− with R = 2.0
(e) I6f (mod/arg), metric gR,+ with R = 1.2 (f) I6f (mod/arg), metric gR,− with R = 1.2
Figure 3: Examples of forward data Ikf for various values of tensor order k and metrics with
constant curvature. The data is complex-valued and each plot contains modulus and argument.
Axes are (β, α) ∈ [0, 2pi]× [−pi2 , pi2 ].
CPC κ = 0.25 κ = 0.39 κ = 0.69
k = 3 1.0 1.0 2.8
k = 6 1.3 2.7 17.5 (NC)
k = 10 2.8 5.5 (NC) 35.2 (NC)
CNC κ = −0.25 κ = −0.39 κ = −0.69
k = 3 3.0 7.4 38.4 (DV)
k = 6 3.0 8.0 59 (DV)
k = 10 4.2 10 180 (DV)
Table 1: L2 relative errors (in %) after 10 iterations for cases of constant curvature (left: positive,
right:negative). k: tensor order. κ: curvature. (NC) indicates that the series had not reached
convergence yet was still converging. (DV) indicates divergence.
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(a) CPC: relative L2 error convergence plots,
k ∈ {3, 6, 10}, R ∈ {1.2, 1.6, 2.0}
(b) CNC: relative L2 error convergence plots,
k ∈ {3, 6, 10}, R ∈ {1.2, 1.6, 2.0}
(c) k = 10, κ = 0.69 (d) k = 10, κ = −0.69
Figure 4: (a)&(b): convergence plot for various values of the couple (k,R). (c)&(d): pointwise
errors |f−frc| in cases where the (constant) curvature κ and the tensor order k are too high and
the series fails to converge. In the positive curvature case (left), a smooth artifact is appearing.
In the negative curvature case (right), the errors at gridscale suggest that geodesics do not
sample the center of the domain well enough.
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6.3.2 A one-parameter family of non-constant curvature metrics
In order to illustrate that the reconstruction algorithms also work for metrics with non-constant
curvature, we now use the following one-parameter family of metrics first presented in [8]
g`(x, y) = exp
(
` exp
(−((x− .2)2 + y2)/2σ2)) , x2 + y2 ≤ 1, σ = 0.25. (33)
As ` increases from 0 to e, the metric transitions continuously from Euclidean to simple, to
non-simple non-trapping, to trapping, see Fig. 5.
Figure 5: Examples of geodesics for the metric g` (33) with ` ∈ {0.3, 0.6, 1.2} (l. to r.).
Experiment 3: Inversion of I3. Using the differential order k = 3 as an example, we run 10
iterations of the series (29) reconstructing f from the transform I3(f) = I[f(x)e
3iθ] with
metric g` for ` taking the values 0.3 (simple), 0.6 (“close to” simple yet non-simple) and
1.2 (non-simple). For each value of `, the forward data I3f appears on Fig. 6(a)(c)(e).
Experiment 4: Inversion of I3,⊥. Using the same parameter values (k, `) ∈ {3}×(0.3, 0.6, 1.2)
as in Experiment 3, we now implement the reconstruction algorithm based on formula (30),
i.e. we reconstruct the function f(x) from knowledge of I3,⊥f = I[X⊥(f(x)e3iθ)], where
f(x)e3iθ ∈ Ω3 and X⊥(f(x)e3iθ) ∈ Ω2 ⊕ Ω4. For each value of `, the forward data I3,⊥f
appears on Fig. 6(b)(d)(f).
A convergence plot for both experiments 3&4 is provided Fig. 7(c) and Table 2 summarizes the
relative L2 errors after 10 iterations of each series.
` = 0.3 ` = 0.6 ` = 0.9 ` = 1.2
inversion of I3 2.0 3.0 25 43.8 (DV)
inversion of I3,⊥ 1.3 1.8 22.7 (NC) 38.7 (DV)
Table 2: L2 relative error (in %) at 10 iterations for Experiments 3 and 4. (NC) indicates that
the series had not reached convergence yet was still converging. (DV) indicates divergence.
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(a) I3f (mod/arg), metric g` with ` = 0.3 (b) I3⊥f (mod/arg), metric g` with ` = 0.3
(c) I3f (mod/arg), metric g` with ` = 0.6 (d) I3,⊥f (mod/arg), metric g` with ` = 0.6
(e) I3f (mod/arg), metric g` with ` = 1.2 (f) I3,⊥f (mod/arg), metric g` with ` = 1.2
Figure 6: Examples of forward data I3f and I3,⊥f for different metrics g`. The data is complex-
valued and each plot contains modulus and argument. Axes are (β, α) ∈ [0, 2pi]× [−pi2 , pi2 ].
(a) Inversion of I3 (b) Inversion of I3,⊥ (c) Convergence plots
Figure 7: (a)&(b): Pointwise error |f−frc| at 10 iterations when the series fail to converge (case
` = 1.2). (c): L2 convergence plots for experiments 3 and 4.
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6.4 Concluding comments on the numerical experiments
In light of Experiments 1 and 2, a few remarks are in order:
(i) As was observed previously in [8], negative curvature tends to scarcify geodesics at the
center of the disk, which results in an undersampling of this area. This may be observed
on Fig. 2, where each plot contains the same number of geodesic curves, and for higher
negative curvature, very few actually go near the center. This issue may be solved by
choosing a discretization of the influx boundary ∂+SM that is adapted to the ambient
metric, though how to solve this issue in a way that is both theoretically sound and
numerically practical will be investigated and presented in future work. Let us mention
that this explains why the data in Fig. 6(f) is narrowly supported near the axis α = 0, and
also partly explains the high-frequency undersampling artifacts observed on Fig. 4(d).
(ii) Table 1 suggests that convergence of the series is successful when both the tensor order
k and curvature κ are small enough, and that this convergence degrades as one increases
either one of these parameters. This is in good agreement with estimate (24) in Proposition
5.8, where the estimate on the norm of the error operator degrades as either k or κ
increases. In these cases, it is not expected that the operator Wk remains a contraction,
and the Neumann series needs not converge, leaving the following questions open:
1. Is the operator I +W 2k still invertible as k and/or κ increases ?
2. If it is, how to invert it ? In particular, how to account for some of the eigenvalues
of W 2k which now have modulus greater than one ?
In light of Experiments 3 and 4, we make the following comments:
(iii) Aside from numerical inaccuracies, the convergence plots on Fig. 7(c) demonstrate the
successful convergence of both Neumann series to the initial function in cases ` = 0.3 and
0.6. It should be noted that the case ` = 0.6 is a non-simple metric, thereby leaving hopes
for theoretical improvements in certain cases of non-simple metrics.
(iv) Similarly to point (ii) above, the open questions posed there remain also valid as the metric
becomes no longer simple yet non-trapping. Indeed, Fig.7(c) clearly demonstrate the
failure of both Neumann series inverting I3 and I3,⊥ to converge when ` = 1.2. Moreover,
one observes in Fig. 7(a)-(b) the creation of artifacts at the conjugate loci of each gaussian
bump that belongs to the initial phantom. Such artifacts, already observed in [8] in the
case of functions and solenoidal vector fields (i.e. the case k = 0 here), will be the object
of future work.
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