Machine Learning algorithms have been widely used to solve various kinds of data classification problems. Classification problem especially for high dimensional datasets have attracted many researchers in order to find efficient approaches to address them. However, the classification problem has become very complicated and computationally expensive, especially when the number of possible different combinations of variables is so high. Support Vector Machine (SVM) has been proven to perform much better when dealing with high dimensional datasets and numerical features. Although SVM works well with default value, the performance of SVM can be improved significantly using parameter optimization. We applied two methods which are Grid Search and Genetic Algorithm (GA) to optimize the SVM parameters. Our experiment showed that SVM parameter optimization using grid search always finds near optimal parameter combination within the given ranges. However, grid search was very slow; therefore it was very reliable only in low dimensional datasets with few parameters. SVM parameter optimization using GA can be used to solve the problem of grid search. GA has proven to be more stable than grid search. Based on average running time on 9 datasets, GA was almost 16 times faster than grid search. Futhermore, the GA's results were slighlty better than the grid search in 8 of 9 datasets.
Parameter optimization can be very time consuming if done manually especially when the learning algorithm has many parameters [9, 10] . The largest problems encountered in setting up the SVM model are how to select the kernel function and its parameter values. Inappropriate parameter settings lead to poor classification results.
In this paper, we used two methods to adjust the SVM parameter: grid search with cross-validation and Genetic Algorithms (GA).
Parameter Optimization using Grid Search
The grid search is originally an exhaustive search based on defined subset of the hyper-parameter space. The hyper-parameters are specified using minimal value (lower bound), maximal value (upper bound) and number of steps. There are three different scales that can be used: linear scale, quadratic scale and logarithmic scale. The performance of every combination is evaluated using some performance metrics. Grid search optimizes the SVM parameters (C, , degree, etc.) using a cross validation (CV) technique as a performance metric. The goal is to identify good hyper-parameter combination so that the classifier can predict unknown data accurately. According to [11] , the cross-validation technique can prevent the over-fitting problem.
To choose C and using k-fold CV, we first split the available data into k subsets (in most experiments we set k=10). One subset is used as a testing data and then evaluated using the remaining k-1 training subsets. Then we calculate the CV error using this split error for the SVM classifier using different values of C, and other parameters. Various combination of hyper-parameters value are entered and the one with the best cross-validation accuracy (or the lowest CV error) is selected and used to train an SVM on the whole dataset.
In linear kernel there is only one important parameter to optimize which is C, in RBF kernel and sigmoid kernel there are 2 parameters: C and while polynomial kernel has 3 parameters: C, and degree. Actually there are more than three parameters but selecting more parameters and a large number of steps (or possible values of parameters) result in a huge number of combinations. For example, if we choose to optimize 5 parameters and 25 steps for 1504 each parameter, then the total combinations would be 25 5 or 9,765,625 which requires a huge amount of time. The SVM parameter optimization using grid search is explained in Figure 1 .
One of the biggest problems of SVM parameter optimization is that there are no exact ranges of C and values. We believe that the wider the parameter range is, the more possibilities the grid search method has of finding the best combination parameter. Therefore, in our experiment we decided to make the range of C and from 0.001 to 10,000.
Parameter Optimization using Genetic Algorithm
The GA which was firtsly proposed by John Holland in the 1975, is a method for solving optimization problems that is based on natural selection, the process that drives biological evolution. GA can also be used for SVM parameter optimization. GA searches the best parameters but not naively like a brute-force or grid search. GA is very useful to implement when the best ranges and dependencies of various SVM parameters are not known at all. GA is more appropriate than grid search which is very time consuming because it tries too many combinations of parameters. The parameter optimization using GA algorithm is explained in the Figure 2 . 
Experimental Settings 3.1. Datasets
We used nine dimensional datasets which have the number of features from 45 attributes (the smallest) until 20,000 attributes (the highest). The list of datasets are shown in Table 1 .
Dexter, internet_ads, madelon, musk, spambase, SPECTF heart and intrusion datasets were downloaded from UCI Machine Learning Repository while leukemia and embryonal tumours datasets were from BioInformatics Group Seville (BIGS). 
Performance Metric
The metric used to evaluate the performance of SVM is given in Table 2 [12]: We use accuracy, precision, recall and F-measure as performance measurement which shown in Table 3 . 
Experimental Results
In the beginning, we apply feature selection algotihms to all data sets. After that, we run SVM with three different configuration: SVM with default parameters, SVM with grid search optimization and SVM with GA optimization. The results are explained in the following sections.
Feature Selection Algorithms
Before we applied SVM into high dimensional datasets, we used feature selection algorithms to reduce the number of attributes. Feature selection algorithm is a popular technique used to find the most important and optimal subset of features for building powerful learning models. An efficient feature selection method can eliminate irrelevant and redundant data.
In our previous experiments [13] , we applied two feature selection algorithms which are Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) and the results are shown in Table 4 . Table 4 shows that both GA and PSO have successfully reduced the number of attributes of all data sets, where GA reduced the number of attributes to 31.36% of original data in average while PSO was 13.47% in average. Therefore, in all of our experiments below, we used datasets which have been reduced by PSO.
SVM with Default Parameters
We used LibSVM function provided by RapidMiner Machine Learning Tools and applied this algorithm into 9 datasets with the default parameters and using four different kernels which are linear, RBF, sigmoid and polynomial kernels. The results are shown in Table 5 . SVM with RBF kernel achieved the best results in 5 of 9 datasets while other three kernels (linear, polynomial and sigmoid) achieved best results in 2 of 9 datasets. In embryonal tumours dataset, RBF kernel and sigmoid kernel have the same results.
SVM Parameter Optimization Using Grid Search
In the second experiments, we applied parameter optimization of SVM using grid search. Grid search is used to optimized C parameter (in linear kernel), C and gamma parameter (in RBF and sigmoid kernels) and C, gamma & degree (in polynomial kernel). The parameter ranges for experiments is explained in Table 6 . The SVM parameter optimization using Grid Search experimental results are shown in Table 7 . Compare to the previous results (please see Table 5 ), the SVM parameter optimization TELKOMNIKA ISSN: 1693-6930 
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1507 using grid search gives significant improment. In leukemia dataset, grid search improved the Fmeasure from 84.25% to 100%. In embryonal tumours dataset, grid search improved the Fmeasure from 76.67% to 84.95% and in musk dataset grid search improved the F-measure from 95.68% to 100%. Overall, grid search was able to significantlty improve the classification performance on 8 of 9 datasets. However, grid search was failed to find the best SVM parameters on intrusion dataset. This experiment shows that the grid search always finds near optimal parameter combination within the given ranges, unfortunately it is very time consuming. If the dimension of datasets is quite high or the number of parameter combinations is huge, the grid search might be never finished as it happened in intrusion dataset for all kernels and also in dexter, internet_ads, madelon and spambase datasets for polynomial kernel. Therefore, eventhough grid search gives excellent results in almost all datasets, but it is reliable only in low dimensional dataset with few parameters. Table 7 . SVM parameter optimization using grid search
Parameter Optimization Using Genetic Algorithm
We used GA function provided by RapidMiner Machine Learning Tools to adjust the SVM parameters with the default parameters as follows:
1. Max generations: sets the number of generations for process termination, the default value is 50 2. Population size: specifies the population size or the number of individuals per generation, the default value is 5 3. Tournament fraction: specifies the fraction of the current population which should be used as tournament members, the default value is 0.25 4. Crossover prob: specifies the probability for an individual to be selected for crossover, the default value is 0.9 5. Mutation type: there are three mutation types which are Gaussian mutation, switching mutation and sparsity mutation. We used the default value: Gaussian mutation The experimental results of SVM parameter optimization using GA are shown in Table 8 . Table 8 . SVM parameter optimization: Grid Search vs GA In the previous experiment, grid search had failed because of very long execution time and returned no results when applied to intrusion (all four kernels), spambase (linear, polynomial and sigmoid kernel), madelon (polynomial kernel), internet_ads (polynomial kernel) and dexter (polynomial kernel) datasets. In the current experiment, GA has proven to be more stable than grid search.
In leukemia and musk datasets, grid search achieved 100% accuracy in 4 kernels while GA achieved 100% accuracy in 2 kernels. From these 2 datasets results, we can see that linear kernel is much faster than other kernels (RBF, polynomial and sigmoid kernels). In embryonal tumours, dexter, internet_ads, SPECTF Heart and intrusion datasets, evolutionary search has slightly better accuracy but much faster execution time. Only in 1 dataset (spambase) grid search has better accuracies than the GA.
However, in the madelon and the intrusion datasets GA could not guarantee good results for all kernels because the classification performances were not so good (in madelon datasets the F-measure is only 66.67% and in intrusion dataset the F-measure is only 61.31%).
Conclusion
Although SVM work well with default value, the performance of SVM can be improved significantly using parameter optimization. One of the biggest problems of SVM parameter optimization is there is no exact ranges of C and values. We believe that the wider the parameter range is, the more possibilities the grid search method finds the best combination parameter.
Our experiment shows that the grid search always finds near optimal parameter combination within given ranges. SVM parameter optimization using grid search is very powerful and it is able to improve the accuracy significantly. However, grid search has several disadvantages, it is extremely slow and furthermore it may lead to very long execution time. For example, grid search has been failed in finding optimal SVM parameters for intrusion dataset which has a large number of instances. The process was forced to stop after 2 weeks running. Therefore, grid search is very reliable only in low dimensional dataset with few parameters. To solve this problem, we use Genetic Algorithm (GA) which is very useful to implement when the best ranges and dependencies of various SVM parameters is not known at all. GA has proven to be more stable than grid search. When applied to 9 datasets, GA has an average running time of 294 seconds while grid search is around 4,680 seconds (it does not include intrusion dataset which was failed). It means, SVM parameter optimization using GA is more than 15.9 times faster than using grid search.
