Two-dimensional mixtures of dipolar colloidal particles with different dipole moments exhibit extremely rich self-assembly behaviour and are relevant to a wide range of experimental systems, including charged and super-paramagnetic colloids at liquid interfaces. However, there is a gap in our understanding of the crystallization of these systems because existing theories such as integral equation theory and lattice sum methods can only be used to study the high temperature fluid phase and the zero-temperature crystal phase, respectively. In this paper we bridge this gap by developing a density functional theory (DFT), valid at intermediate temperatures, in order to study the crystallization of one and two-component dipolar colloidal monolayers. The theory employs a series expansion of the excess Helmholtz free energy functional, truncated at second order in the density, and taking as input highly accurate bulk fluid direct correlation functions from simulation.
I. INTRODUCTION
Colloidal monolayers at liquid interfaces have received a significant attention in the last two decades due to their importance both industrially and scientifically. From an industrial perspective, interfacial colloids are important in areas ranging from pharmaceuticals to food and personal care products [1] . From a scientific perspective, interfacial colloids serve as ideal model systems to study self-assembly in two dimensional (2D) condensed matter systems due to the strong confinement of the colloidal particles by the liquid interface [2] .
A particularly important class of interactions for interfacial colloids are isotropic dipolar interactions. If we consider colloidal monolayers at an oil/water interface for example, the dipoles can arise from residual charges at the particle/oil interface together with their image charge in the water sub-phase [3, 4] or from the asymmetric electric double layer [5, 6] or Stern layer [7] at the particle/water interface. For all the aforementioned systems, the dipoles are electric dipoles. However, such dipolar interactions are also relevant for colloids in other confined geometries, e.g., super-paramagnetic particles confined by gravity to be on a flat air/water interface with a magnetic field applied perpendicular to the liquid interface, leading to magnetic dipoles which are perpendicular to the interface [8] .
In recent years, there has been considerable interest in binary mixtures of dipolar colloids with different dipole moments at liquid interfaces due to the very rich self-assembly behaviour exhibited by these systems. For example, in the high temperature regime where the system exists in the fluid phase, the mixture is found to form a microphase separated structure where the smaller particles cluster around the larger particles [9, 10] . On the other hand, in order means that we are no longer able to determine the freezing point accurately, our approach allows us to lift a number of the constraints of the approach in Ref. [21, 22] .
Firstly, we are able to consider both one and two-component dipolar monolayers. Secondly, we do not need to make any a priori assumptions concerning the density profiles of the particles; instead the density fields of the different components are returned as an output of our calculation. Finally, we are able to perform our calculations over large areas containing many unit cells so that the system is not constrained to have a specific crystal structure but is free to choose its optimum crystal structure. Our method therefore complements the approach of van Teeffelen et al., providing a simple but powerful predictive tool for studying the crystallization of one-and two-component dipolar monolayers.
The rest of the paper is structured as follows. In section II we discuss the background theory, including details of system parameters, the density functional theory and the integral equation theory and Monte Carlo simulations on which the DFT is based. In section III we discuss results from our DFT for both one-and two-component dipolar systems and compare these to known results from other methods. Finally in section IV, we give our conclusions.
II. BACKGROUND THEORY

A. The system and interaction parameters
We first consider the one-component system consisting of N colloidal particles with radius R at a flat liquid interface with area A. Each particle possesses a dipole (electric or magnetic) of magnitude P which is oriented perpendicular to the interface. We use the typical distance between particles a ≡ ρ −1/2 as our characteristic length scale, where ρ = N/A is the twodimensional number density of colloids. For low enough colloid densities such that a >> 2R (a condition that is easily satisfied experimentally for many dipolar systems of interest), we can neglect the short range hard core repulsion and treat each colloid as a point-like dipole.
In this case, the interaction between two particles with centre-to-centre separation r is given by βU (r) = Γ a 3 r 3
where β = 1/k B T , k B is Boltzmann's constant, T is the absolute temperature and Γ is the dimensionless dipole interaction strength. Physically, Γ measures the strength of the dipolar interaction between two particles which are at the typical separation a relative to the thermal energy.
As mentioned in the Introduction, such dipolar interactions naturally arise in many 2D colloidal systems. For example, for colloids adsorbed at an oil/water interface with contact angle θ, the dipoles can arise from residual charges at the particle/oil interface together with their image charge in the water sub-phase [3, 4] . In this case Γ = P 2 /8π r 0 a 3 k B T , where P = 2qζ, q = 2πR 2 σ(1 − cos θ), ζ = R(3 + cos θ)/2, σ is the surface charge density at the particle/oil interface, r is the relative permittivity of the oil phase and 0 is the vacuum permittivity. On the other hand, for super-paramagnetic particles on an air/water interface, an induced magnetic dipole arises when a magnetic field B is applied perpendicular to the interface. In this case Γ = µ 0 P 2 /4πa 3 k B T , where µ 0 is the vacuum permeability, P = χB and χ is the magnetic susceptibility of the particle as a whole [8] . Note that the thermodynamic state of a one-component dipolar system is fully characterised by the interaction strength Γ and does not depend separately on temperature and density.
We can generalise the above to two-component dipolar systems. In this case, each component is characterised by its own density ρ 1 , ρ 2 , radius R 1 , R 2 and dipole moment strength
For definiteness, we define species 1 as the species with the larger dipole moment and use the typical separation between these particles a ≡ ρ −1/2 1 as the characteristic length scale for the two-component system. Since dipole moment strength generally correlates with particle size in the experimental system, we will also refer to species 1 and 2 as 'large' and 'small' respectively in what follows. For large enough separations r, the interaction between two particles of species i and j respectively (i, j = 1, 2) is given by
where m i = P i /P 1 is the dipole moment for species i relative to that of a large particle. In Eq. (2), Γ is the dimensionless interaction strength between large particles. For example, for charged colloids at an oil/water interface, Γ = P 2 1 /8π r 0 a 3 k B T . Note that the thermodynamic state of a two-component dipolar system is fully characterised by three parameters: the interaction strength Γ, the dipole moment ratio m 2 and the density ratio ρ 2 /ρ 1 .
B. Integral equation theory
As mentioned in the Introduction, the DFT we implement uses the fluid state as the reference state and therefore requires an accurate description of the fluid state as its starting point. The latter is provided by integral equation theory. For a one-component system, integral equation theory describes the structure of the fluid via two correlation functions, namely the radial distribution function g(r) and the two-body direct correlation function c(r). Physically, ρg(r) corresponds to the density of colloids at a distance r from the origin given that another colloid is located at the origin. These two functions are related to each other via the Ornstein-Zernicke (OZ) relation [18] 
where h(r) ≡ g(r) − 1 is called the total correlation function and the integral is carried out over 2D space for our system. For actual calculations, it is more convenient to express the OZ relation in Fourier space,ĥ
whereĥ(q) andĉ(q) are the 2D Fourier transforms of h(r) and c(r) respectively. The OZ relation is exact, but since it connects two unknown functions, one more relation or closure is needed in order to determine h(r) and c(r).
In order to obtain an accurate DFT, we require accurate expressions for c(r) close to the freezing transition (see subsection II D). However, van Teeffelen et al. have shown that even closures like the hypernetted chain (HNC) and Rogers-Young (RY), which are generally considered to be accurate for soft interactions such as dipolar interactions, are not accurate enough for this purpose [21, 22] . We therefore use Monte Carlo (MC) simulations instead to obtain high precision radial distribution functions g s (r) = h s (r) + 1, where the subscript s refers to quantities obtained from simulations (see next subsection for further details).
Since the accessible range of h s (r) is limited to r ≤ L/2, where L is the simulation box size, we used the extrapolation method of Verlet [23] to extend the correlation functions to large enough r so that Fourier transforms can be performed. Specifically, we used the following closure (the Verlet-HNC closure) to relate h(r) and c(r)
where r c is a suitably chosen cut-off radius for the simulation data such that r c ≤ L/2. In Eq. (5), c HN C (r) is the direct correlation function obtained from the HNC closure c(r) = e −βU (r)+γ(r) − γ(r) − 1 (6) where γ(r) ≡ h(r) − c(r) is the indirect correlation function. In practice, it is numerically more stable to work in terms of γ(r) and c(r) rather than h(r) and c(r). In this case, the Verlet-HNC closure can be rewritten as
The OZ relation and the Verlet-HNC closure can now be solved iteratively to obtain the correlation functions γ(r) and c(r).
The above discussion can be readily generalised to two-component systems. In this case, the fluid structure is described by integral equation theory using three total correlation functions h ij (r) and three direct correlation functions c ij (r) where i, j = 1, 2; due to symmetry h 12 (r) = h 21 (r) and c 12 (r) = c 21 (r). In our calculations, these functions are related to each other via the two-component OZ relations and Verlet-HNC closures. Specifically, using the Einstein summation convention, the two-component OZ relation in Fourier space is given by the matrix equation [10] ĥ
whereĥ ij (q),ĉ ij (q) are the 2D Fourier transforms of h ij (r), c ij (r) respectively, d ij is the diagonal matrix of partial densities
δ ij is the Kronecker delta and no summation is implied by the repeated index i above. On the other hand, the two-component Verlet-HNC closure is given by
where h s,ij (r) are the total correlation functions obtained from simulation, c HN C,ij (r) are the direct correlation functions obtained from the HNC closure
and γ ij (r) ≡ h ij (r) − c ij (r) are the indirect correlation functions of the two-component system. For practical calculations, the OZ relation given by Eqs. (8) and (9) and the Verlet-HNC closure relations given by Eqs. (10) and (11) are solved iteratively in terms of γ ij (r) and c ij (r) rather than h ij (r) and c ij (r) as before. All Fourier transforms are performed using the Discrete Hankel transform [24, 25] . This is equivalent to a 2D fast Fourier transform method where the function to be transformed has radial symmetry, but has the benefit of being expressed as a 1D transform. The order used was 2048, which was found to have converged, and a maximum value of r/a = 30 was used in the transforms, which is sufficiently large that the function has decayed enough to not impact the results.
Another important quantity used to describe the structure of the system is the structure factor. For a one-component system, the structure factor is given by
while for a two-component system, the three partial structure factors are given by [10] S
Hereĥ(q) andĥ ij (q) are the Fourier transforms of the total correlation functions h(r) and
h ij (r) respectively.
C. Monte Carlo simulations
As explained in the previous subsection, we use Monte Carlo simulations as an input to our integral equation theory in order to obtain accurate correlation functions. Verlet [23] showed that very accurate results for these functions could be obtained even using relatively small values of the cut-off radius r c in the Verlet-HNC closure (see Eqs. (7) and (10) ). Practically, this means that we only need to perform simulations on relatively small systems in the fluid state, which are computationally very cheap. Specifically, for the onecomponent systems, we use N = 576 particles in a 24a × 24a square box with periodic boundary conditions (for different values of Γ) while for two-component systems we use N = 576 large particles in a 24a × 24a square box with periodic boundary conditions (for different values of Γ, m 2 and ρ 2 /ρ 1 ). Unless stated otherwise, in all our simulations, the initial state (a random distribution of particles) was first equilibrated for 10 4 MC steps per particle. After equilibration, 4 × 10 4 MC steps per particle are used for the analysis phase, with all quantities obtained by averaging over 4000 snapshots, i.e., 1 snapshot for every 10 MC steps per particle to ensure the snapshots are independent. The maximum MC step length was adjusted to ensure an acceptance probability of around 30% throughout the simulation.
In order for the correlation functions calculated from integral equation theory to be valid, we need to ensure that the simulated system remains in the fluid phase. On the other hand, in order to obtain an accurate DFT for the crystal phase, we require accurate results for c(r) very close to the freezing transition. These two constraints mean that it is imperative that we determine the freezing point of our simulated system Γ c accurately so that we can work with Γ values which are close to, but still below, Γ c .
The freezing point Γ c was determined from our MC simulations in two ways. Firstly, it was determined by measuring the n-fold orientational order parameter of the system, which is defined as
where N is the total number of particles, ... denotes an average over MC snapshots, and ψ n,k is the local n-fold orientational order parameter around the k-th particle defined as
Here the sum j is over the N k nearest neighbours of particle k (where nearest neighbours are those particles that share an edge in a Delauny triangulation), and θ kj is the angle between r kj , the displacement vector from particle k to j, and the x-axis. For two-component systems, Ψ n is defined as the orientational order parameter for the large particles only. The order parameter Ψ n depends very sensitively on the average orientational order of the system, for example Ψ 6 = 0 for a fluid while Ψ 6 = 1 for a perfect hexagonal crystal or hexatic phase (i.e., a 2D phase with orientational but not translational order). Therefore, provided the simulated system actually crystallizes, we can use this order parameter to determine Γ c .
An important technical detail that we should mention here is the fact that the crystallization of one-component dipolar systems has been experimentally demonstrated to proceed via two stages, i.e., first a fluid to hexatic transition, then a hexatic to hexagonal crystal transition [26] , consistent with the theoretical predictions of Kosterlitz, Thouless, Halperin, Nelson and Young (KTHNY) [27] [28] [29] [30] . Strictly speaking therefore, the orientational order parameter Ψ n measures the fluid to hexatic phase transition point rather than the crystallization point per se. However, since the Γ value for the fluid to hexatic transition is less than 10% lower than that for the hexatic to crystal transition for dipolar systems [26] , it is accurate enough for our purposes to use Ψ n to measure the crystallization point.
Although we can use the orientational order parameter to measure Γ c , it is well known from experiments on binary dipolar systems [31] that for larger values of the dipole moment ratio m 2 , the fluid phase can be arrested by a glass transition before crystallization can occur. To account for this possibility, we therefore also determine Γ c (in this context the point where the system ceases to be a fluid because of crystallization or a glass transition) by measuring the 2D dynamic Lindemann parameter which we define as [26, 32, 33] γ
Here ∆r i (t) = r i (t)−r i (t = 0) is the displacement of the i-th particle from an arbitrary initial position after t MC steps per particle. The Lindemann parameter given by Eq. (16) measures the displacement of each particle relative to the average displacement of all particles that fall within a radius of the first minimum in g(r) at t = 0. Specifically, γ L (t → ∞) diverges for a fluid but is bounded for a crystal or a glass. Following Zahn et al. [26] , we define the simulated system to be a fluid provided γ L (t m ) > 0.033, where t m is a large value for t which we chose to be t m = 2000. Once again, for two-component systems, γ L (t) is defined with respect to the large particles only.
We have checked for finite size effects in our MC simulations. We found that when we increased the number of particles from N = 576 to N = 1089 in the one component system, Γ c increased by less than 10% for either the melting or freezing curves in Figure 1 (a). This small shift lies within the uncertainty to which we determine Γ c and is therefore accurate enough for our purposes. We therefore conclude that a system size of N = 576 is large enough for obtaining an accurate measure of the freezing point for our dipolar systems.
D. Density functional theory
In DFT, it is most convenient to study the system in the Grand Canonical Ensemble.
For definiteness, let us consider the two-component colloidal system. In this case, the grand potential functional is given by
where ρ i (r) is the one-body density profile, Λ i is the (irrelevant) thermal wavelength, µ i the chemical potential and Φ i (r) the external potential acting on particles of species i (i = 1, 2).
In all the situations described below, we consider bulk systems, where Φ i (r) = 0. The first term in Eq. (17) is the ideal gas (entropic) contribution to the free energy while the second term, F ex , is the contribution from the interactions between particles and is called the excess Helmholtz free energy [18] [19] [20] .
The form of F ex is not known exactly for most systems, and the challenge in DFT is to construct accurate yet manageable approximations for this functional. Following Ramakrishnan and Yussouff [34] , we perform a series expansion of this functional about the homogeneous fluid state with uniform density ρ 1 , ρ 2 up to second order in the density dif-
where µ ex,i = µ i − k B T ln(ρ i Λ 2 i ) are the excess chemical potentials in the reference uniform liquid state and c ij (r) are the direct correlation functions calculated from the integral equation theory as described in subsection II B. The key inputs that are required for our DFT are therefore the two-body direct correlation functions. Note that although formally the equilibrium density profile obtained from minimising the free energy functional corresponds to an ensemble average over all fluctuations in the system, in practice when making an approximation such as that in Eq. (18), one is effectively neglecting certain fluctuation contributions.
For further discussion on this issue, see e.g. ref. [19, 20, 35, 36] . In particular, contributions from long-wavelength fluctuations are neglected, but for the freezing phenomena we consider here, these are less relevant. Now van Teeffelen et al. have shown that higher than second order terms in the series expansion of the excess Helmholtz free energy functional are required to accurately predict the freezing point Γ c for dipolar systems [21, 22] . However, in this paper we have opted to use the simpler free energy functional given by Eq. (18) where only terms up to second order are included. Although this means that we are no longer able to determine the freezing point accurately (such second order theories underestimate the stability of the crystal phase and therefore lead to predictions for Γ c that are too high [21, 22] ), this simpler functional allows us to consider more complex dipolar systems with much greater ease compared to higher order theories. Specifically, we are able to consider both one-and two-component dipolar systems. We can also calculate the density profiles for the different particles ab initio, without needing to make any a priori assumptions concerning the form of these density profiles. Finally, we are able to perform calculations over large areas containing many unit cells where the system is not constrained by the boundary conditions to have a specific crystal structure but is free to choose its optimum structure.
One limitation of the Verlet closure that we have used in our DFT is the fact that the direct correlation functions c ij (r) can only be obtained for Γ < Γ c . However, it is possible to extend our DFT to Γ > Γ c by using a heuristic scaling approximation for c ij (r) (see next section and Figure 3 (a)). Although this approximation overestimates the stability of the crystal phase, it appears to generate crystal structures which are essentially the same as the equilibrium crystal structure (see Figure 3 (b)) and therefore serve as good approximants for the equilibrium crystal structure. Furthermore, the resultant crystal structures remain (meta)stable for a small range of Γ values below Γ c , where our expressions for c ij (r) are accurate.
The equilibrium density profiles are those which minimise the grand potential Eq. (17), i.e. which satisfy the following pair of Euler-Lagrange equations
Substituting Eqs. (17) and (18) 
We solve these equations using Piccard iteration. For more details on this method see e.g.
Refs. [37, 38] . There exist other more sophisticated approaches to minimising the functionals arising from DFT that can be used -see e.g. ref. [39] and references therein. We start from various initial guesses for the density profiles, including those obtained as a solution at slightly different parameter values (i.e. a neighboring state point) and also from uniform density profiles with small amplitude random noise fields added. In the second case, the system only goes to a crystalline solution with density peaks if the uniform liquid is linearly unstable [40] and this is achieved by scaling the pair direct correlation functions c ij (r) to a higher value of Γ, as mentioned above. We also say more about this scaling procedure below.
III. RESULTS AND DISCUSSION
A. One-component system
We start by considering the one-component system. Our first task is to determine the crystallization point Γ c for this system. As discussed in subsection II C, Γ c was determined using MC simulations by measuring both the orientational order parameter and the Lindemann parameter as a function of Γ. In Figure 1 (a), we plot the orientational order parameter In order to ensure that the system is in the fluid phase at the crystallization point, we define the crystallization point of the one-component system to be at the lower bound value of (see subsection II B). In Figure 2 (a), we plot the total correlation function h(r) for Γ = 11 obtained from Verlet-HNC (solid line) compared to MC simulations (data points). The
Verlet-HNC results are fairly insensitive to the choice of the cut-off length r c used in the closure (10) , provided that r c is large enough. In all our calculations for both one and twocomponent systems, we choose r c = 9a (i.e., vertical dashed lines in Figure 2 ). We note that this value for r c is slightly smaller than the maximum value we could have chosen, i.e., half the MC simulation box size L/2 = 12a, but is larger than half the DFT calculation box (see Figure 4 ) and is therefore large enough for our purposes. For selected systems, we have also checked that using a larger value of r c (close to L/2) does not change our results for the liquid or crystal state. We see from Figure 2 (a) that the agreement between Verlet-HNC and the MC simulations is very good, not just for r ≤ r c , but significantly also for r > r c .
These results show that the Verlet-HNC closure provides a very accurate description of the fluid structure across the entire range of r values.
In Figure 2(b) , we plot the direct correlation function c(r) for Γ = 11 obtained from theVerlet-HNC closure (red curve). We see that c(r) is relatively featureless compared to h(r), a fact that is well known from liquid state theory. However, it is instructive to compare the Verlet-HNC result with the much simpler random phase approximation (RPA) result c RP A (r) = −βU (r) = −Γa 3 /r 3 [18] (gray curve). We see that, on the scale of the figure, there is good agreement between the two except at small r (r/a 1) where the RPA result diverges for r → 0 but the Verlet-HNC result tends towards a large but finite negative value.
The good agreement between the two curves at large r suggests that the Verlet-HNC direct correlation function scales linearly with Γ at large r, just like the RPA. To check whether this scaling also holds at small r, in Figure 3 However, the collapse of the different curves is in fact not perfect. For example, there is a small dispersion between the different curves around r = 0 in the inset of Figure 3 . We see that scaling c(r) preserves the peak positions in the structure factor, but exaggerates the primary peak height, with the peak becoming increasingly prominent as we increase J. Indeed for even larger values of J (e.g., scaling c(r) from Γ = 8 to Γ = 11 using J = 11/8), the principal peak in S(q) diverges, indicating that the fluid phase becomes linearly unstable and undergoes crystallisation [40] .
We conclude therefore that the scaling approximation for c(r) underestimates the stability of the liquid phase. The approximation is nevertheless very useful as it generates crystal structures with the same Bragg peak positions (i.e., same symmetry) as the equilibrium crystal structure (Figure 3(b) ). It also serves as a useful method for inducing the system to crystallise within our DFT calculation as we shall now demonstrate.
Having used integral equation theory to obtain accurate results for c(r) close to the crystallization point, we now feed this information into our DFT to calculate the crystal structure. Using the uniform density fluid state (superposed with random noise) as our initial guess when solving the Euler-Lagrange equations (20) at Γ = Γ c = 11, we find that the fluid state is linearly stable. This is not surprising since, as discussed earlier, the effective crystallization point in our second order DFT is much higher than the equilibrium crystallization point. However, if we instead scale c(r) at Γ = 11 with a scale factor of scaling), we find that we are able to obtain a hexagonal crystal state as a linearly stable solution at Γ = 11, as shown in Figure 4 . Note that the grand potential for this crystal is higher than that of the fluid, indicating that the crystal is in fact metastable. The crystal remains linearly stable at Γ = 10 but melts at Γ = 9, showing that the spinodal point for melting of the crystal structure lies between Γ = 9 and Γ = 10 in our DFT. Note that we are able to obtain the hexagonal crystal in Figure 4 without needing to make any a priori assumptions about the form of the density profile or the symmetry of the crystal state.
The DFT therefore provides a powerful predictive tool for studying the crystal structure of dipolar monolayers.
B. Two-component system
We next turn our attention to the much richer case of two-component systems. We first consider the state point ρ 2 /ρ 1 = 2 and m 2 = 0.025 where the dipole moment of the small particles is small enough to only slightly perturb the structure of the large particles. This state point has been studied by us previously [15, 16] but our focus in those studies was on the crystallization of the small particles. Here our focus is on the crystallization of the large particles. We therefore determine the crystallization point of this two-component system Γ c by measuring the orientational order parameter and Lindemann parameter of the large particles only as a function of Γ in our MC simulations.
In Figure 5 (a), we plot Ψ 6 for the large particles as a function of Γ, starting either from the fluid state (freezing curve) or from a perfect hexagonal AB 2 crystal (melting curve). The inset shows the perfect hexagonal AB 2 crystal used as the initial state for the melting curves.
Both curves show a clear first order phase transition around Γ ≈ 17; the minimal hysteresis between the two curves suggests that this Γ value is close to the equilibrium freezing point of the large particles. Interestingly, the crystallization point in the two-component system occurs at a higher value of Γ compared to that of the one-component system. This may be because the small particles in the two-component system remain disordered during the crystallization of the large particles (see Figure 8(d) ), therefore introducing a higher degree of disorder in the structure of the large particles. In Figure 5 (b) we plot γ L (t) for the large particles (t is the number of MC steps per particle in the system) for different values of Γ, while in Figure 5 (c) we plot γ L (t m = 2000) for the large particles as a function of Γ. We see that there is a clear transition in the long time dynamics around Γ ≈ 20. In order to ensure that the system is in the fluid phase at the crystallization point for the liquid state structure calculations, we define the crystallization point for ρ 2 /ρ 1 = 2 and m 2 = 0.025 to be at the lower bound value of Γ c ≈ 17.
We next use the Verlet-HNC closure to calculate correlation functions in the fluid phase close to the crystallization point. In Figure 6 The vertical dashed line represents the cut-off length r c = 9a that we used in Eq. (10) . The agreement between Verlet-HNC and the MC simulations is very good for both r ≤ r c and r > r c , indicating that the Verlet-HNC closure provides a very accurate description of the fluid structure for the two-component system across the entire range of r. In order to check whether the scaling approximation for the direct correlation function still holds for the two-component system, in Figure 7 (a)-(c), we plot the Verlet-HNC results for the direct correlation functions c ij (r) (i, j = 1, 2) while in the insets we plot c ij (r)/Γ for ρ 2 /ρ 1 = 2, m 2 = 0.025 and a range of Γ values up to Γ = 17. We see that there is good collapse of the different c ij (r) curves onto universal curves in the insets, apart from a small dispersion between the different curves around r = 0. Interestingly, the dispersion is greater for c 12 (r) and c 22 (r) compared to c 11 (r). However, apart from this small discrepancy around r = 0, we conclude that the scaling c ij (r) ∼ Γ holds to a good approximation for two-component systems, provided Γ is large enough.
(a)(b)Having obtained accurate results for c ij (r) close to the crystallization point, we now feed this information into our DFT to calculate the crystal structure for the two-component system. In Figure 8 (a)-(c), we show the crystal structure predicted by our DFT at Γ = 17.
The large and small particle density profiles shown are calculated as follows. We first scaled c ij (r) at Γ = 17 using a scale factor of J = 1.5 and fed this into our DFT. This caused the large particles crystallize into a hexagonal crystal while the small particles remained delocalised in an interconnected honeycomb network around the large particles; the resultant structure is similar to the final structure shown in Figure 8 (a)-(c). These profiles for J = 1.5 are then used as the initial guess when solving the Euler-Lagrange equations for a lower value of J. By gradually reducing J until J = 1 (i.e., no scaling), we found that we are able to obtain the hexagonal crystal shown in Figure 8 (a)-(c) as a linearly stable solution at Γ = 17. We note that the grand potential for this crystal is higher than that of the fluid, indicating that the crystal is metastable. The large particle hexagonal lattice remains linearly stable at Γ = 16 but melts at Γ = 15, showing that the spinodal point for the melting of the large particle hexagonal lattice lies between Γ = 15 and Γ = 16 in our DFT.
From Figure 8 (b), we note that there is a slight preference for the small particles to be at the interstitial sites between three large particles. However, the prominent density channels of small particles connecting these interstitial sites show that the small particles are in fact fluid, moving within the frozen lattice of large particles. These DFT predictions are confirmed by MC simulations. For example in Figure 8(d for relatively small values of m 2 , the melting of super-lattice structures for two-component systems proceeds via two distinct stages, corresponding to the melting of the small particle lattice at higher Γ and the subsequent melting of the large particle lattice at a lower Γ.
Next we use our DFT to study the crystal structure for other state points. scope of this paper. Here, we perform a preliminary exploration by just considering two nearby state points. Firstly, we consider the case ρ 2 /ρ 1 = 2, m 2 = 0.05 in order to see what impact increasing m 2 has on the crystal structure. Secondly, we consider the case ρ 2 /ρ 1 = 1, m 2 = 0.2 to see what impact changing the composition has on the crystal structure. Studying this state point also allows us to check if our DFT can produce crystal structures with symmetries other than the hexagonal symmetry since lattice sum calculations suggest that the zero-temperature structure of this state point is a square lattice [13] .
As before, we first determine the crystallization point Γ c for these state points. In Figure   9 (a), we plot Ψ 6 for large particles for ρ 2 /ρ 1 = 2, m 2 = 0.05 as a function of Γ from MC simulations, starting either from the fluid state (freezing curve, circles) or from a perfect hexagonal AB 2 crystal (melting curve, triangles). The melting curve shows a clear first order phase transition around Γ ≈ 35. The freezing curve exhibits a first order phase transition at a significantly higher Γ value and the transition is also less clear cut. In addition, the value of Ψ 6 in the crystal state is significantly lower for the freezing curve compared to the melting curve for this state point. This is in contrast to the case ρ 2 /ρ 1 = 2, m 2 = 0.025 where the discrepancy in the value of Ψ 6 for the crystal state between the freezing and melting curves is much smaller (see Figure 5(a) ). These results suggest that increasing m 2 lowers the Γ value at which the glass transition occurs, thus preventing the system from achieving full crystalline order at higher values of Γ because the simulations are close to a glassy state. In order to ensure that the system is in the fluid phase at the crystallization point, we define the crystallization point for m 2 = 0.05, ρ 2 /ρ 1 = 2 to be at the lower bound value of Γ c ≈ 35.
The influence of m 2 on the glass transition is confirmed in Figure 9 (b) where we plot arrested by a glass transition before crystallization can occur [31] . The aim of this paper is to construct a predictive model for the structure of binary dipolar systems and we therefore require a route for measuring Γ c that does not rely on any a priori knowledge of the final crystal structure. Since this is not possible using the orientational order parameter route in this case, we use the Lindemann parameter route to measure Γ c instead. From Figure   9 (c), the Lindemann parameter method yields Γ c ≈ 25 for ρ 2 /ρ 1 = 1, m 2 = 0.2 (here Γ c refers to the point where the system ceases to be a fluid either through crystallization or a glass transition). Interestingly, unlike the previous two-component state points studied in this paper, there is no clear transition in the long time Lindemann parameter curve at Γ c , consistent with the fact that it is a glass transition.
Having determined Γ c for the different cases considered above, we next use Verlet-HNC to calculate the direct correlation functions and use these in our DFT to calculate the resultant crystal structure. In Figure 10 (a), we show the crystal structure predicted by our DFT for ρ 2 /ρ 1 = 2, m 2 = 0.05 and Γ = Γ c = 35. The density profiles shown are calculated as follows:
We first scaled c ij (r) at Γ = 35 using a scale factor of J = 1.2 and fed this into our DFT.
This caused the large particles to crystallize into a hexagonal crystal while the small particles remained delocalised in an interconnected honeycomb network around the large particles;
the resultant structure is similar to the final structure shown in Figure 10(a) . These profiles for J = 1.2 are then used as the initial guess when solving the Euler-Lagrange equations for a lower value of J. By gradually reducing J and following the crystalline solution branch until J = 1 (i.e., no scaling), we find that we are able to obtain the hexagonal crystal state shown in Figure 10 (a) as a linearly stable solution at Γ = 35. We note that the grand potential for this crystal is higher than that of the fluid, indicating that the crystal is metastable.
The crystal structure in Figure 10 (a) (for ρ 2 /ρ 1 = 2, m 2 = 0.05) is similar to the one in Figure 8 (c) (for ρ 2 /ρ 1 = 2, m 2 = 0.025). However, we note that the small particles in Figure   10 (a) are more localised at the interstitial sites between three large particles compared to Figure 8 (c). This is not surprising since the larger dipole moment of the small particles in Figure 10 (a) means that they effectively experience a larger confining potential from the large particles. We also note that for ρ 2 /ρ 1 = 2, m 2 = 0.05, lattice sum calculations of the zero-temperature structure (i.e., Γ → ∞) show that the dipole moment of the small particles is large enough to distort the hexagonal lattice of the large particles [13, 16] . However, Figure   10 (a) shows no such distortion. We conjecture that this is because Figure 10(a) shows the structure of the system at finite Γ where the small particle lattice has melted while the large particle lattice remains intact. The delocalisation of the small particles leads to the small particles exerting a much smaller net force on the large particles due to averaging, such that the large particle lattice is no longer distorted.
In Figure 10 (b), we show the crystal structure predicted by our DFT for ρ 2 /ρ 1 = 1,
The calculation of the crystal structure for this state point was more involved compared to the previous ones considered in this paper. We found that it was not possible to induce the system to crystallize by scaling c ij (r) at Γ = 25. Instead, we needed to scale c ij (r) at a lower Γ (Γ = 17) using a large scale factor (J = 1.9). This is not surprising since Γ c represents the glass transition point (rather than crystallization point) in this case, where the system is still very far from crystallization. Stronger scaling of the direct correlation functions is therefore required to induce crystallization, which is provided by using direct correlation functions at a lower Γ in conjunction with a larger scale factor (see Figure 3(b) ). In addition, using a uniform density profile (superposed with random noise) as our initial guess when solving the Euler-Lagrange equations produced a crystal structure with a large number of defects. To overcome this problem, we used a step function density along one edge of the simulation box (superposed with random noise) as our initial density profile instead (c.f. Ref.[40] ). This procedure greatly reduced the number of defects, though a line dislocation is still discernable in the final structure shown in Figure 10(b) .
Finally, the profile obtained from Γ = 17, J = 1.9 was used as the initial guess when solving the Euler-Lagrange equations for Γ = 25, J = 1.9. The scale factor J was then reduced very slowly, allowing us to obtain the crystal state shown in Figure 10 (b) as a linearly stable solution at Γ = 25 with no scaling.
From Figure 10 (b) we see that our DFT predicts a square superlattice structure rather than a hexagonal structure for ρ 2 /ρ 1 = 1, m 2 = 0.2, Γ = 25. Our DFT also predicts that the small particles are localised, unlike the previous state points studied in this paper. The latter is not surprising given the much larger dipole moments of the small particles in this case. The square superlattice structure is in excellent agreement with lattice sum calculations of the zero temperature structure for this state point [13] . It is also consistent with experiments on binary dipolar systems for m 2 ≈ 0.1 where square superlattice structures are found locally, though the experimental system is disordered globally as it is trapped in a glassy state [31] .
The results in Figure 10 illustrate that our DFT is capable of producing a variety of stable crystal structures from first principles.
For future work, it would be useful to perform a comprehensive exploration of the parameter space of the two-component system using our DFT. As our preceding discussion shows, the method works best when the computer simulation derived direct correlation functions are available close to the crystallization point (e.g., the case of Figure 10(a) ). However, our DFT remains relevant even when the computer simulation data is limited by glass transitions to be far from the crystallization point (e.g., the case of Figure 10(b) ), though more care is required in this case when solving the Euler-Lagrange equations to obtain stable crystal structures. We note that we did not observe any demixing of the two species in the two-component system for any of the parameters explored in this paper. This is consistent with previous results on two-component dipolar systems [9, 10] and is a consequence of the fact that the non-additivity parameter for this system is negative for all dipole moment ratios [9, 10] . Physically, a negative non-additivity parameter means that particles on average dislike the opposite species less than they dislike their own species, thus suppressing demixing of the different species. In principle, a negative non-additivity parameter does not preclude solid-solid phase separation occurring. However, we did not observe any evidence for such phase separations for the any of the system parameters we explored.
Finally, we point out that our DFT approach, where we couple a second order theory (SOT) with simulation-derived direct correlation functions, is in principle applicable to other types of interactions and is not restricted to dipolar interactions alone. However, as the SOT under-predicts the freezing temperature [21, 22] while the simulation-derived direct correlation functions are only available above the freezing temperature, we need an additional relation to extend the direct correlation function below the freezing temperature in order to study crystallization phenomena. For dipolar interactions, this extension is provided by our heuristic scaling approximation. However, it is a non-trivial problem to carry out this extension for a general potential and this is the key rate-limiting step that we need to overcome in order to apply our DFT approach to other types of interactions.
IV. CONCLUSIONS
We have constructed a DFT for both one and two-component dipolar monolayers. Our theory utilises a series expansion for the excess Helmholtz free energy functional, truncated at second order in the density profile. Although this simplification means that we cannot determine the freezing point accurately, our approach allows us to calculate ab initio both the density profile and symmetry of the final crystal structure for both one-and two-component dipolar systems. For experimentally realistic interactions such as dipolar interactions, we found that very accurate results for the direct correlation functions are required as input to the DFT, as more simple approximations often used for soft potentials such as the random phase approximation (RPA), or even the hypernetted chain closure (HNC) and the Rogers-Young closure (RY), are not accurate enough. We therefore employed direct correlation functions based on computer simulations which are accurate up to the crystallization point of the system. We also used a heuristic scaling approximation which allowed us to extrapolate the simulation-derived direct correlation functions beyond the crystallization point of the computer simulations and induce the system to crystallize within our DFT.
Our DFT predicts hexagonal crystal structures for one-component systems, and a variety of superlattice structures for two-component systems, including those with hexagonal and square symmetry. These predictions are in good agreement with known theoretical and experimental results for these systems. The theory also provides new insights into the structure of the two-component system in the intermediate temperature regime where the small particle lattice has melted but the large particle lattice remains intact. As such, the DFT bridges the gap between integral equation theory, which works well at high temperatures and lattice sum methods, valid at zero temperature, giving us a powerful predictive tool for studying the crystallization of dipolar monolayers. For future work, it would be useful to perform a comprehensive exploration of the parameter space of the two-component system using our DFT. It would also be useful to extend the model by including third order terms in the free energy expansion [21, 22] in order to obtain more accurate results for both the freezing points and the free energies of the different crystal structures.
