Anti-de Sitter geon families by Fodor, Gyula & Forgács, Péter
ar
X
iv
:1
70
8.
09
22
8v
2 
 [g
r-q
c] 
 10
 O
ct 
20
17
Anti-de Sitter geon families
Gyula Fodor1 and Pe´ter Forga´cs1, 2
1Wigner Research Centre for Physics, RMKI,
1525 Budapest 114, P.O. Box 49, Hungary
2LMPT, CNRS-UMR 6083, Universite´ de Tours,
Parc de Grandmont, 37200 Tours, France
(Dated: November 12, 2018)
A detailed perturbative construction of globally regular, asymptotically anti-de
Sitter (AdS) time-periodic solutions of Einstein’s equations with a negative cosmo-
logical constant (AdS geons) is presented. Starting with the most general superposi-
tion of the l = 2 even parity (scalar) eigenmodes of AdS at linear order, it is shown
that at the fifth order in perturbation theory one obtains five one-parameter geon
families, two of which have a helical Killing vector, one with axial symmetry, and
two others without continuous symmetries. The details and some subtle aspects of
the perturbative expansions are also presented.
I. INTRODUCTION
The gravitational dynamics of asymptotically anti de Sitter (AAdS) spacetimes has at-
tracted considerable interest in the past few years, stimulated to a large extent by the
AdS/CFT correspondence. In the seminal paper [1], the time evolution of a free, massless
scalar field coupled to Einstein’s gravity has been investigated in three spatial dimensions
in AAdS spacetimes, with the result that from a large class of smooth initial data black
holes form, indicating that AAdS is unstable against black hole formation. The instability
uncovered by Ref. [1] manifests itself by the concentration of more and more energy in the
same spatial region, where the mechanism is usually referred to as weak turbulence. A
considerable amount of work has followed (see e.g., the reviews [2–5]), and by now there
is little doubt that AAdS spacetimes exhibit weakly turbulent-type instabilities leading to
black hole formation for a large class of initial data. Asymptotically AdS spacetimes possess
a peculiar causality structure; they are not globally hyperbolic: i.e., there is no Cauchy
hypersurface in them. Therefore it is not sufficient to specify the initial data on a spacelike
2hypersurface to determine the time evolution in AAdS spacetimes. Because of the presence
of timelike conformal boundaries of AAdS spacetimes at (null and spatial) infinity suitable
boundary conditions have to be imposed on the fields.
It is important to note that the peculiarities of AAdS spacetimes also allow for the
existence of various spatially localized (“particlelike”) objects of finite mass in various field
theories. The boundary conditions induced by the negative cosmological constant make
possible the existence of a much larger class of particlelike solutions than in asymptotically
Minkowskian or de Sitter spacetimes.
The central objects of interest of the present paper are spatially localized, time-periodic
solutions of Einstein’s equations in AAdS spacetimes, referred to as AdS breathers. In non-
AAdS spacetimes breather-type solutions exist only under very special circumstances, since
in most field theories breather-type initial data would evolve in general to some radiating
object (oscillons, oscillatons) because of the presence of a continuous spectrum. Spherically
symmetric AdS breathers occur in scalar theories, and it is important that some of them
actually appear to be stable against collapsing to a black hole [6–16]. The existence of such
stable breathers indicate the presence of stability islands in asymptotically AdS spacetimes,
likely forming sets of nonzero measure initial data[17]. The existence of known AdS breathers
is intimately related to the existence of normalizable Fourier eigenmodes of the wave operator
in AdS spacetimes for special values of the frequency (this phenomenon is absent in the
asymptotically Minkowski or the deSitter case). A standard way to start the perturbative
(or numerical) construction of AdS breathers is to deform such normalizable AdS eigenmodes
nonlinearly in order to construct solutions of the full theory.
The central aim of the present paper is to present a detailed perturbative construction
of AdS gravitational breathers in Einstein’s gravity with a negative cosmological constant.
Gravitational AdS breathers are referred to in the literature as “AdS geons,” nomenclature
we shall also use in the following. In contradistinction to spherically symmetric breathers,
gravitational AdS geons have fewer symmetries, and therefore are more difficult to con-
struct. The first example of an AdS geon with a helical Killing vector has been constructed
in perturbation theory in Ref. [18] and subsequent analytical and numerical works have
considerably enlarged our knowledge on AdS geons and on their stability [17, 19–22]. The
trustworthiness of the perturbative geon construction has been greatly enhanced by the nu-
merical results of Refs. [21, 22], leaving little doubt as to the existence of helically symmetric
3AdS geons, being globally regular solutions of Einstein’s equations. Besides these helically
symmetric geons possessing angular momentum, J 6= 0, strong hints of the existence of
axially symmetric geons with J ≡ 0 have been produced by perturbation theory in Ref.
[23]. Such nonrotating geon solutions may seem somewhat counterintuitive, as they consist
just of gravitational waves and one would expect that rotation is necessary to counteract
gravitational attraction.
In this paper we carry out a complete analysis of AdS geons corresponding to the super-
position of the simplest scalar perturbations with l = 2 at linear order with frequency ω = 3.
Starting with the most general superposition at linear order (depending on ten parameters)
we show that to fifth order in perturbation this reduces to five (inequivalent) one-parameter
geon families. It turns out that one really has to push the perturbative approach to fifth
order to establish the result, since at third order there is still a two-parameter family of geons
satisfying the consistency conditions, which splits to two one-parameter families at fifth or-
der. We carry out a full fledged fifth order computation whereby we recover and improve
upon the known helically symmetric and axially symmetric geon families. We have tried to
include all necessary technical details in Appendixes A-G to make our work more useful and
reproducible, including some subtle but essential points in order to be able to solve the fifth
order consistency conditions. It is important that we have discovered two new geon families
with zero angular momentum, which have no obvious continuous symmetries. We present
the most important physical properties of the geon families we have found, consisting of the
relations between their frequencies, masses and angular momenta.
The paper is organized in the following way. In Sec. II we present the basic formalism for
the nonlinear perturbative expansion of time-periodic asymptotically AdS geon solutions.
The specification of the conformal boundary conditions, together with the associated con-
served quantities, is presented in Appendix A. The globally regular localized linear order
solutions are discussed in Sec. III. The used scalar- and vector-type real spherical harmonic
functions and their properties are detailed in Appendix B. In Sec. IV we introduce the class
of geon solutions considered in this paper, namely those that reduce to a combination of the
ω = 3 frequency linear modes in the small amplitude limit. The effect of spatial rotations on
the l = 2 modes is detailed in Appendix C. In Sec. V we present the most important points of
the nonlinear perturbation formalism on AdS spacetime. The definition of the perturbative
quantities are motivated by the Kodama-Ishibashi-Seto gauge invariant formalism, which is
4discussed in Appendix D. All spherical harmonic components of the metric perturbations
are generated by scalar functions that satisfy second order inhomogeneous wave equations.
The method of the introduction of these generating functions, and the calculation of the
metric from them is presented for vector- and scalar-type perturbations in Appendixes E
and F, respectively. Time-periodic solutions of the scalar wave equations are constructed
in Appendix G. The role of the arising resonance conditions and of the appearing free pa-
rameters that correspond to amplitudes of regular homogeneous solutions is explained in
Sec. V. In Sec. VI the previously introduced ω = 3 solutions are considered, and it is shown
that there are five one-parameter families that satisfy the fifth order consistency conditions.
Section VII contains the fifth order expansion results for these five families of solutions,
listing the relations between the frequencies, masses and angular momentums. There is also
a conclusions section at the end of the main part of the manuscript.
II. EXPANSION OF ANTI-DE SITTER GEONS
We consider (3 + 1)-dimensional vacuum Einstein equations, Gµν + Λgµν = 0, where the
cosmological constant Λ is negative, and it is related to the length scale L by
L2 = − 3
Λ
. (1)
We look for solutions of Einstein’s equations perturbatively, assuming that the solution
depends on a small parameter, ε, in terms of which the metric tensor can be expanded in
power series as
gµν =
∞∑
k=0
εkg(k)µν . (2)
The tensor g
(k)
µν represents kth order nonlinear perturbations of the background spacetime
g
(0)
µν . For our calculations we use coordinates xµ = (t, x, θ, φ) and set the zeroth order term
g
(0)
µν to the anti-de Sitter metric in the form
ds20 =
L2
cos2 x
(−dt 2 + dx2 + sin2 x dΩ¯2) , (3)
where dΩ¯2 = dθ2 + sin2 θdφ2 is the standard metric on the 2-sphere. The naturally defined
radius function is
r = L tanx . (4)
5Schwarzschild-type coordinates can be obtained by using r as a radial coordinate, and in-
troducing a rescaled time coordinate t¯ = Lt. The physical time coordinate is t¯, because it
agrees with the proper time of the AdS background at the center.
We choose an ε independent conformal factor
Ω =
cos x
L
. (5)
It follows from (3) that the conformally transformed metric obtained from the background
solution, g˜
(0)
µν = Ω2g
(0)
µν , is regular at the surface x = π/2. This three-dimensional timelike
hypersurface corresponds to conformal infinity and is denoted by I . A natural approach
would be to require the boundary condition lim
x→pi/2
(
Ω2g(k)µν
)
= 0 for all k ≥ 1, which would
ensure that for the whole one-parameter family the conformally transformed metric, g˜µν =
Ω2gµν , would remain unchanged on I ; hence regular and, consequently, each solution in the
family would be asymptotically anti-de Sitter. We give a more detailed description of the
requirements that asymptotically AdS spacetimes have to satisfy in Appendix A. With this
simple choice of boundary conditions the time coordinate t would remain the natural time
coordinate that agrees asymptotically with the AdS time coordinate. To distinguish from
the time coordinate that we will use throughout the paper we denote this t by tˆ. For the
determination of the oscillation frequencies measured by distant observers the Schwarzschild-
type time coordinate t¯ = Ltˆ has to be used.
The ω¯ physical frequency of the geon solutions changes as their amplitude increases, so
it is generally ε dependent. To make the expansion calculations technically much simpler
we use a time coordinate t such that with respect to this t the coordinate frequency ω of
the geons remains constant. This can be achieved by requiring the boundary conditions
lim
x→pi
2
(
Ω2g
(k)
tt
)
= −νk , (6)
lim
x→pi
2
(
Ω2g(k)µν
)
= 0 for µ 6= t or ν 6= t , (7)
where νk are constants, independent of the angular coordinates. Because of the ε → −ε
symmetry of the system, νk are nonzero only for even k. Since νk are assumed to be constants,
the limit of Ω2g
(k)
tt is zero for all spherical harmonic components, except for the l = 0, m = 0
spherically symmetric part. Then the asymptotic behavior of the gtt metric component is ε
dependent,
lim
x→pi
2
(
Ω2gtt
)
= −ν , ν = 1 +
∞∑
k=1
εkνk . (8)
6It follows that the asymptotically AdS time coordinate is tˆ = t
√
ν. The physical frequency
ω¯ has to be calculated with respect to a time coordinate that asymptotically agrees with the
Schwarzschild time coordinate t¯ = Ltˆ = tL
√
ν, and the relation between the two frequencies
is
ω¯ =
ω
L
√
ν
. (9)
The requirements (6) and (7) on the asymptotic form of the metric perturbations ensure
that the resulting metric gµν will be asymptotically AdS. As it is described in more detail
in Appendix A, this follows from the fact that the metric generated at asymptotic infinity
remains essentially the same as that of the AdS metric; in particular, it remains conformally
flat.
III. LINEAR ORDER GEONS
The study of perturbations of spherically symmetric spacetimes was initiated by the sem-
inal paper of Regge and Wheeler[24], taking the (3+1)-dimensional Schwarzschild spacetime
as the background. They have shown that odd parity (also called axial) perturbations are
governed by a scalar function that satisfies a wave equation. It was demonstrated later by
Zerilli[25, 26] that even parity (polar) perturbations are also generated by a single scalar
function. Gauge invariant variables were first applied by Moncrief[27], and later by Ger-
lach and Sengupta[28–30] for general four-dimensional spherically symmetric spacetimes.
Arbitrary dimensional anti-de Sitter background was first considered by Mukohyama[31].
A gauge invariant formalism for general (mˆ + nˆ)-dimensional spherically symmetric back-
ground spacetimes, where nˆ is the dimension of the symmetry spheres, was worked out in
detail by Kodama, Ishibashi and Seto [32]. When mˆ = 2, for arbitrary nˆ, a generalization
of the Regge-Wheeler scalar exists. The generalization of the Zerilli function for the mˆ = 2
case was presented by Kodama and Ishibashi in [33]. When the dimension of the symmetry
spheres is greater than two, in addition to even and odd parity perturbations there is a third
type of perturbation. Since this can be expanded in terms of tensor spherical harmonic
functions, it is called tensor-type perturbation. Tensor-type perturbations were considered
first for cosmological problems, since the symmetry sphere of the background is three di-
mensional in that case [34, 35]. We follow this more general terminology in this paper,
calling even parity (polar) perturbations as scalar-type and odd parity (axial) perturbations
7as vector-type. A detailed description of the linear perturbation formalism of anti-de Sitter
spacetime is given by Ishibashi and Wald in [36], which was a very important reference
during our work.
General solutions of the (3 + 1)-dimensional linearized Einstein equations around the
AdS background (3) can be uniquely decomposed into the sum of scalar- and vector-type
perturbations. Both types of perturbations are further decomposed into spherical harmonic
classes indexed by the integers l, and m with −l ≤ m ≤ l. Perturbations with l = 0 or
1 are pure gauge modes at linear order, so we do not consider them at this stage, i.e. we
shall assume l ≥ 2. Classes of perturbations belonging different l, m, and to scalar- and
vector-types decouple in the linear equations, because of the rotational invariance of the
background and the operators. For the linear case, in each class, the asymptotically AdS
centrally regular perturbations are explicitly known[36]. They are linear combinations of
time periodic solutions labeled by a non-negative integer n. The time phase of the solutions
is arbitrary, which we take into account by allowing two contributions with independent
amplitudes, one with cosine and the other with sine time dependence.
Regular scalar-type perturbations exist only for frequencies
ω
(S)
ln = l + 1 + 2n , (10)
and they are generated by the functions
Φ
(Sc)
lmn = α
(Sc)
lmn cos
(
ω
(S)
ln t
)
p
(S)
ln , (11)
Φ
(Ss)
lmn = α
(Ss)
lmn sin
(
ω
(S)
ln t
)
p
(S)
ln , (12)
where p
(S)
ln are functions of x, and α
(Sσ)
lmn are arbitrary constant amplitudes for each choice of
l, m, n and σ = (s or c). The explicit expression for p
(S)
ln is given by (G11) in Appendix G,
where the nonlinear formalism is discussed in detail. In this section the important points
are the time dependence of Φ
(Sσ)
lmn and the number of independent constants α
(Sσ)
lmn . For fixed
l, n and σ there are 2l + 1 independent modes for each m in the range |m| ≤ l, and the
generated perturbations differ only in their angular behavior.
Regular vector-type perturbations exist only for frequencies
ω
(V )
ln = l + 2 + 2n (13)
8and are generated by the functions
Φ
(V c)
lmn = α
(V c)
lmn cos
(
ω
(V )
ln t
)
p
(V )
ln , (14)
Φ
(V s)
lmn = α
(V s)
lmn sin
(
ω
(V )
ln t
)
p
(V )
ln , (15)
where p
(V )
ln are given in (G14). The integer n gives the number of radial nodes (zero crossings)
of the generating functions.
Each Φ
(Σσ)
lmn function, where Σ = (S or V ), generates a part of the g
(1)
µν linear metric
perturbation that belongs to the l, m scalar or vector spherical harmonic class. The general
scalar or vector l, m class perturbation is the linear combination of these for all n ≥ 0. The
details of the differential map that gives the metric tensor components from the scalars Φ
(Σσ)
lmn
are given in Appendix E for vector- and Appendix F for scalar-type perturbations, where
the formalism for general order in ε is discussed in detail. The important point here is that
all the amplitude constants α
(Σσ)
lmn can be chosen independently, and all the contributions
give time-periodic perturbations with integer frequencies. Any combination of these will be
periodic at least with frequency ω = 1. This shows that if we consider the formalism only
to first order, we have an infinite-parameter family of linear geon solutions. However, only
a small part of these solutions will correspond to truly periodic solutions of the nonlinear
system. In fact, in all cases that we have studied, only single-parameter families survive the
consistency conditions that arise at higher order in the expansion formalism.
A natural first task is to consider cases when only one of the constants α
(Σσ)
lmn is nonzero.
This approach was followed in [18, 19, 21, 23], concentrating on helically or axially symmetric
solutions. It was shown in these papers that only some exceptional single linear modes
survive to higher orders. However, as it was pointed out in [20, 37, 38], modes with identical
frequency should be combined even at linear order. For the cases investigated in these
papers, the same frequency linear combinations have been observed to give as many one-
parameter families of nonlinear solutions as the multiplicity of the given frequency. In [22]
three one-parameter families of helically symmetric AdS geon solutions were presented. To
first order in the expansion each of them reduces to a nontrivial linear combination of three
modes, a vector mode, a scalar mode with one radial node, and a scalar mode without radial
nodes, all three with frequency ω = 5.
9IV. LOWEST FREQUENCY GEONS
One of the main aims of the present paper is to present the complete classification of
those geon families that in the small amplitude limit oscillate only with the lowest possible
frequency. It follows from (10) that in the linear order, the expansion of these solutions
includes only scalar modes with l = 2 and n = 0, and the frequency is ω = 3. As (13)
shows, the frequency of the vector modes is at least ω = 4, so for these types of solutions
vector modes can be generated only at higher orders in the ε expansion. For the linear
scalar modes there are five integer values in the −2 ≤ m ≤ 2 interval, and since for all of
these the time dependence can be sine or cosine, altogether there are ten freely specifiable
constants, α
(Sσ)
2m0 . We consider two solutions equivalent if one can be transformed into the
other by spatial rotations and by a constant time shift. A general spatial rotation can be
specified by three Euler angles α, β and γ. One can expect to be able to make zero three
coefficients from the ten numbers α
(Sσ)
2m0 by appropriate choice of the Euler angles. We use
the rotational freedom to set α
(Sc)
210 = α
(Sc)
2−10 = α
(Sc)
2−20 = 0, keeping only the m = 2 and m = 0
components nonzero from the constants α
(Sc)
2m0 corresponding to the cosine time dependence.
It is shown in Appendix C that this can always be achieved. The five coefficients α
(Ss)
2m0 with
the sine time dependence can be arbitrary at this stage, so we still have seven parameters.
Further restrictions on the parameters, from the nonlinear nature of the problem, will only
come at ε3 and ε5 orders in the small-amplitude expansion procedure.
V. HIGHER ORDER EXPANSION IN GENERAL
We do not attempt here to work out a general formalism to write down explicit expressions
for the εk order components of the Einstein equations. See, for example, [37] for such results.
Nonlinear perturbations of Einstein equations can be efficiently calculated to very high orders
by some algebraic manipulation software, such as Maple, Mathematica or SageMath. If the
covariant components of the metric are known up to the order K,
gµν =
K∑
k=0
εkg(k)µν , (16)
then the contravariant components of the metric can be calculated by the chosen algebraic
manipulation program, and can be expanded up to orderK in ε. After this step, one only has
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to do multiplications and differentiations to compute the components of Christoffel symbols,
the Riemann curvature tensor, and the Einstein equations Gµν+Λgµν = 0. In each case when
one has to multiply two expressions, in order to save memory and time, it is reasonable to
calculate separately the εk components of the product for k ≤ K from the coefficients of the
two terms, in order to ensure that higher than K order components are never calculated and
stored. Although it is relatively easy to calculate the high order components of the Einstein
equations by computer algebra, it is not possible to solve them without understanding their
structure. At each order k the equations contain linear terms in the unknown variables g
(k)
µν ,
which we discuss in the following paragraphs and in Appendixes E and F in detail, and also
contain nonlinear source terms determined by lower order perturbations, which we obtain
by computer algebra.
We 2+ 2 decompose the background AdS metric according to its spherical symmetry[28,
32],
ds20 = gˆab(y)dy
adyb + r2(y)dΩ¯2 , (17)
where ya ≡ (y1, y2) are the coordinates in the time-radius plane (constant angles), and
dΩ¯2 = γijdz
idzj represents the metric of the unit 2-sphere S2. On the time-radius plane the
two-dimensional metric induced by the AdS metric is denoted by gˆab, and the corresponding
derivative operator by ∇ˆa. We use standard spherical coordinates zi ≡ (z3, z4) = (θ, φ), and
on the time-radius plane we use coordinates ya = (t, x).
Scalar functions on the two-dimensional sphere can be expanded in terms of real scalar
spherical harmonics Slm, where l and m are integers satisfying l ≥ 0 and |m| ≤ l. The
definition of the Slm we use is given in Appendix B. One-form fields and symmetric tensors
can be uniquely decomposed into scalar-type and vector-type parts. The vector-type parts
can be decomposed in terms of the vector spherical harmonics V(lm)i. A detailed description
of the decomposition procedure and its practical application is given at the end of Appendix
B.
Higher order perturbations of four-dimensional AdS spacetime can be expanded as sums of
scalar- and vector-type perturbations. At order εk, perturbations in different classes (scalar
and vector) and with different l and m are only coupled to each other through nonlinear
source terms, which are completely determined by lower than k order perturbations. We give
a concise description of the nonlinear gauge-invariant perturbation formalism in Appendix D.
Since we are working with a concrete natural gauge choice at each order in the formalism,
11
the deep understanding of the gauge invariant formalism is not necessary for the actual
calculations.
At each order in the ε expansion one can make a gauge choice and proceed order by
order with the perturbation formalism. We choose a gauge in which the metric perturbation
variables are very closely related to the Kodama-Ishibashi-Seto gauge-invariant variables[32].
This choice corresponds to the Regge-Wheeler gauge in the literature. Scalar- and vector-
type perturbations must be treated separately. Perturbations with spherical harmonic index
l = 0 and l = 1 also require special treatment.
We proceed order by order with the perturbation formalism. We consider εk order pertur-
bations, assuming that all the lower order perturbations are already calculated and fixed. If
the construction is ready up to εk−1 order, then we can calculate the nonlinear source terms
in the εk order Einstein equations by some algebraic manipulation software and decompose
the source terms into (l, m) scalar and vector harmonic components using the procedure
described in Appendix B. There will be only a finite number of nonzero source term com-
ponents at each order. We can solve each scalar and vector (l, m) component equation
separately for the εk order perturbation quantities. In most cases, but not always, it is
enough to consider only those components that have a nonzero nonlinear source term and
take the trivial zero solution for the others. The calculations, especially the necessary in-
tegrations in the x variable, are becoming more and more involved technically as the order
of the expansion increases, but in many cases they can be managed up to order ε6 by an
algebraic manipulation software.
The formalism for vector-type components is somewhat simpler than that of the scalar-
type. Because of the complicated technical details, vector-type perturbations are discussed
in Appendix E and scalar-type perturbations in Appendix F. The equations determining
the kth order perturbation of the metric for the spherical harmonic index l = 0 or l = 1
can always be solved directly, for both scalar- and vector-types, as it is demonstrated in
Appendixes E and F. If there are no source terms arising from lower than k orders, then in
the l ≤ 1 case only the trivial zero solution remains.
When l ≥ 2, for each choice of (l, m), the vector-type perturbation of the metric tensor is
generated by a scalar function ΦV , and similarly, class (l, m) scalar-type perturbations are
generated by another scalar ΦS . To make notation shorter, the indices l and m are dropped
from ΦV and ΦS. As it is shown in Appendixes E and F, both of these functions satisfy a
12
differential equation having the form
− ∂
2Φ
∂t2
+
∂2Φ
∂x2
− l(l + 1)
sin2 x
Φ +
Φ(0)
sin2 x
= 0 . (18)
This equation is the master equation describing all l ≥ 2 scalar- and vector-type εk order
perturbations. Since we are interested in geon configurations, we are looking for time-
periodic solutions of (18). The boundary conditions at infinity are different in the vector
and scalar cases.
The homogeneous part of (18) is the same in all cases, but the inhomogeneous source term
Φ(0)/ sin2 x arising from lower order perturbations is generally different for each vector or
scalar (l, m) component. The actual form of Φ(0) is obtained by an algebraic manipulation
software in each case. Generally, the source term is the sum of a finite number of time-
periodic (or static) terms,
Φ(0) =
αmax∑
α=1
[
p(0c)α cos(ωαt) + p
(0s)
α sin(ωαt)
]
, (19)
where ωα are non-negative integers, and the functions p
(0σ)
α , for σ = c or s, depend only on
the radial coordinate x. The natural way to solve Eq. (18) is to solve the inhomogeneous
equation separately for each individual term in (19), and then to add to the sum of these
the general time-periodic solution of the homogeneous equation. This means that we have
to solve ordinary differential equations for a function p depending on x having the form
d2p
dx2
− l(l + 1)
sin2 x
p+ ω2pp+
p(0)
sin2 x
= 0 . (20)
The frequency of each particular solution is given by the frequency of the corresponding
source term, so in that case ωp = ωα, and p
(0) is one of p
(0c)
α or p
(0s)
α . If one is looking
for the solution of the homogeneous problem, then p(0) = 0, and ωp is yet undetermined.
The detailed description of the solution procedure of (20) is presented in Appendix G. The
solution for the generating function has the form
Φ =
βmax∑
β=1
[
p
(c)
β cos(ωβt) + p
(s)
β sin(ωβt)
]
, (21)
where p
(σ)
β come from various solutions p of (20), and the frequencies ωβ include all ωα from
(19) and some of the resonant frequencies of the homogeneous equation.
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For a given (l, m) vector- or scalar-type component let us find the particular solution
corresponding to the part of the source term in (18) with frequency ωα. It follows from the
results in Appendix G that there are two cases to consider, resonant or nonresonant. The
source term frequency ωα is resonant if for some non-negative integer value of n it is equal
to ω
(S)
ln = l+ 1+ 2n in the scalar-type case, or equal to ω
(V )
ln = l+ 2+ 2n in the vector-type
case. For any nonresonant source term a unique centrally regular asymptotically AdS time-
periodic particular solution of the master equation can always be obtained. (However, some
integrals in x may be extremely hard to perform.)
For a resonant source term centrally regular asymptotically AdS time-periodic solutions
exist only if the following crucial consistency condition holds:∫ pi
2
0
p1p
(0)
sin2 x
dx = 0 , (22)
where p(0) is the radial part of the source term, and p1 is the regular asymptotically AdS
solution of the homogeneous problem, denoted by p
(S)
ln or p
(V )
ln in Appendix G. To satisfy
the consistency condition (22) one often has to include certain homogeneous solutions of
the lower order perturbation equations whose amplitudes will then be determined (and be
different from zero) by (22).
Source terms with resonant frequencies will not only provide relations between the yet
unspecified constants but also provide new constants. For these resonant frequencies the
homogeneous equation has a solution that is behaving well both at the center and at infinity,
and we can add this solution with an unspecified amplitude cp to the particular solutions. If
the source term is nonzero, there is no reason to prefer the value cp = 0. What we observe
at the actual calculations, is that each resonant source term at order εk provides a new
constant, and at order εk+2 we get constraints that restrict their values.
The regular time-periodic general solution of the homogeneous part of Eq. (18) contains
infinitely many unspecified constants, exactly the same way as the linear problem discussed
in Sec. III. For each non-negative integer n there are solutions with frequency given by (10)
or (13), and the amplitude of each of them is arbitrary. At each order in ε only one of
these new constants can be canceled by the ambiguity in how the various states (or their
corresponding initial data) are labeled by the parameter ε. We have only one freedom
in determining the frequency change at each order in the expansion. We do not consider
quasiperiodic solutions having modes with unrelated frequencies in this paper. The inclusion
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of the other constants generally correspond to physically different solutions. In the majority
of cases they correspond to initial data that lead to non-time-periodic evolution. In our
procedure, when considering time-periodic solutions only, the value of these constants will
be restricted by consistency conditions at 2 orders higher in ε. It is clearly impossible to treat
too many unspecified constants even with the most modern algebraic manipulation software.
A reasonable simplifying assumption is to set to zero the amplitude of all homogeneous
modes for which there is no inhomogeneous source term in (18) with the same frequency.
Surprisingly, it turns out that we will have to make a few exceptions to this rule. At ε5 order
some modes give consistency conditions that can be solved only if we allow the same modes
to appear with some nonzero amplitude already at ε3 order, even if at that order there are
still no source terms with their frequency.
VI. HIGHER ORDER EXPANSION OF THE LOWEST FREQUENCY GEONS
Let us now return to the geon configurations considered in Sec. IV, which in the small
amplitude limit only have the ω = 3 frequency components. For the time being we keep all
ten freely specifiable constants α
(Sσ)
2m0 , which determine these solutions to linear order (here
σ = c or s, and |m| ≤ 2). To ease notation we denote them simply by ασm ≡ α(Sσ)2m0 from
now on.
A. Second order
Proceeding to second order in ε, the nonlinear source terms will have scalar-type compo-
nents with l = 0, 2, 4, and vector-type components with l = 1, 3, with all possible |m| ≤ l
belonging to these. The vector components are time independent, but in the scalar com-
ponents, besides the static part, there are terms with cos(6t) and sin(6t) time dependence.
Since ω = 6 cannot be written as l + 1 + 2n for l = 0, 2, 4, it is not a resonant frequency,
and so there are no consistency conditions to satisfy at second order in ε. We do not either
introduce at this level any new constants that would give the amplitude of homogeneous
solutions, because they are not motivated by the presence of corresponding source terms. At
the l = m = 0 component a new unspecified constant, ν2, must be introduced, according to
(6), (F42) and (F43). Later, when its value will be known, it will determine the second order
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change of the oscillation frequency of the geon. Having the metric perturbation to second
order, one can already calculate the leading order behavior of the mass and the angular
momentum by the method described at the end of Appendix A,
M =
135
512L3
ε2
2∑
m=−2
(
α2cm + α
2
sm
)
, (23)
Jx =
45
256L2
ε2
(√
3αs0αc−1 −
√
3αc0αs−1 + αc−2αs1 + αc−1αs2 − αc1αs−2 − αc2αs−1
)
, (24)
Jy =
45
256L2
ε2
(√
3αc0αs1 −
√
3αs0αc1 − αc−2αs−1 + αc−1αs−2 + αc1αs2 − αc2αs1
)
, (25)
Jz =
45
256L2
ε2 (−2αc−2αs2 − αc−1αs1 + αc1αs−1 + 2αc2αs−2) . (26)
B. Third order
At ε3 order there are scalar source terms with l = 0, 2, 4, 6 and vector source terms with
l = 1, 3, 5, with time dependence cos(3t), sin(3t), cos(9t) and sin(9t). The ω = 9 frequency
is resonant, but the consistency conditions (22) belonging to these terms are identically
satisfied. The ω = 3 frequency is resonant only for the l = 2 scalar modes, and for each
value of m = −2,−1, 0, 1, 2 we get two consistency conditions, one from the cos(3t) and
another from the sin(3t) source term. Denoting these ten conditions by Cσm, each of them
contains one term that is a constant times L4ν2ασm, with the same σ and m as in their name
Cσm, and about 20 other terms, which are third order homogeneous in the ten variables ασm.
Because of their length we do not present the detailed form of these conditions here.
We remind the reader that we consider two solutions equivalent if they can be transformed
into each other by a spatial rotation and a time shift. To solve the conditions and to classify
the solutions it is advantageous to employ the Euler rotation described in Sec. IV and in
Appendix C to make αc1 = αc−1 = αc−2 = 0. The ten consistency conditions become
somewhat shorter after this, but they are still cumbersome. It helps if we consider four
cases separately, depending on which of αc2 and αc0 is zero.
For the first case we consider αc2 = αc0 = 0. In this case only the αsm components can be
nonzero. Obviously, by a time translation we can make all αsm = 0 and make αcm equal to
the previous values of αsm. We can also make more coefficients nonzero, setting αcm/αsm as
the same value for all m with nonzero αsm. We do not consider these as different solutions.
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For this first case all ten conditions give the same relation,
ν2 =
1221
3584L4π
(
α2s−2 + α
2
s−1 + α
2
s0 + α
2
s1 + α
2
s2
)
, (27)
which determines the second order change in the oscillation frequency. The absence of
further conditions shows that to third order in ε all linear solutions with αcm = 0 and
arbitrary αsm can be extended to valid nonlinear solutions. From (24)-(26) it can be seen
that all components of the angular momentum are vanishing. Since all αcm are zero, we
still have freedom to make an Euler rotation to set αs1 = αs−1 = αs−2 = 0, which shows
that we actually have a two-parameter family. Rather surprisingly, as we will show later,
when we proceed to fifth order in the ε expansion, the consistency conditions will restrict
this prospective two-parameter family into two one-parameter families, an axisymmetric one
with αs2 = 0 and a nonsymmetric one with αs0 = 0.
As the second case, we consider solutions with αc2 = 0 but αc0 6= 0. In this case we can
make an additional rotation to set, for example, αs1 = 0. Apart from special cases of the
previously found two-parameter solution there is only one new solution in this case, which
in its simplest form has only two nonzero amplitudes among ασm, and these two have to
agree, αc0 = αs2, so it is a one-parameter family, which we call Solution C, since it will be
considered in detail in Sec. VIIC. With a time shift of −π/6 and rotation π/2 around the z
axis we can transform it to a form where the two nonzero coefficients are αs0 = αc2. To our
knowledge, this solution has not been presented in the literature yet. From (26) and (25) it
follows that the angular momentum is zero, so it is a nonrotating solution. We will see that
it can be extended to higher order in the ε expansion formalism. It would be important to
show the existence of this family of solutions by direct numerical search, although this is
not an easy task since it does not have any killing vector, so one has to consider the full
(3+1)-dimensional problem numerically. Solution C, at least for small amplitudes, oscillates
between an axially symmetric state with S20 angular dependence and a nonsymmetric state
with S22 dependence, with a frequency close to ω = 3.
As the third case, we consider solutions with αc2 6= 0 but αc0 = 0. In this class there
are two new one-parameter families of solutions, and both are rotating solutions with one
helical Killing vector. The first solution has only two equal nonzero components, αc2 = αs−2.
There is only one nonzero angular momentum, Jz, so the configuration is rotating around
the z axis. Since all metric components depend on t and φ through trigonometric functions
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of integer multiples of 3t − 2φ, the solution is rotating with angular frequency ω/m = 3/2
with respect to the coordinate t. This is the helically symmetric solution studied in detail in
[18, 21] and in [22], by both analytic and numerical methods. We will refer to it as Solution
E in the following. More details about it will be given in Sec. VIIE.
The second new one-parameter family of solutions in the third case corresponds to a
helically symmetric solution with m = 1. However, since we have transformed away αc−1
and αc1, initially we find it in a nontrivial form. The solution has αs−2 = αs0 = αs2 = 0, and
the remaining three constants are related by αc2/
√
2 = αs−1 = αs1. Calculating the angular
momentum components, it turns out that Jz = 0 and Jx = Jy nonvanishing. Making an
Euler rotation with α = 7π/4, β = π/2 and γ = π, we rotate the angular momentum into
the direction of the z axis, and we obtain the solution in its simplest form, where the only
nonzero components are αc1 = αs−1. After this rotation, only the Jz angular momentum
component is nonzero. This solution was included in the tables presented in [19, 23] as
a likely geon solution, and its expansion up to fourth order was also performed in [23];
however, no numerical study has been carried out to construct it. We refer to this family of
solutions as Solution D in this paper. It will be discussed in Sec. VIID. We will also show
later that the consistency conditions can be satisfied at order ε5, which strongly supports
the claim that it is a true nonlinear one-parameter family. The t and φ dependence of the
metric is through trigonometric functions of multiples of 3t − φ, so the solution is rotating
with angular frequency ω/m = 3.
In the fourth case, when both αc2 and αc0 are nonzero, somewhat surprisingly, there are
no new solutions, only various rotated and time-shifted versions of those presented before.
So performing the analysis to ε3 order, we are left with three one-parameter families of
solutions and with a fourth family that still has two independent parameters at this order.
C. Prospective two-parameter family
For the family of solutions that still appears to have two parameters at third order
we choose a representation when only the two independent constants αc2 and αc0 can be
nonzero from the ten parameters ασm. We have proved earlier that all consistency conditions
at third order in ε can be satisfied in this case. However, at each resonant component, when
a consistency condition may arise, we also have the freedom to add an arbitrary constant
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times the homogeneous solution to the generating function Φ. At order ε3, we denote by c0
the new constant belonging to the scalar-type l = 2, m = 0 component, generated by the
ω = 3 frequency source term. Similarly, there is another constant, denoted by c2, from the
l = 2, m = 2 component. There are other constants that are necessary to introduce at the
other ε3 components, but they will not modify the analysis that follows. There will be no
consistency conditions to satisfy at fourth order in ε; however, one has to introduce a new
constant ν4, giving the ε
4 order frequency change, in the l = m = 0 component. At fifth
order two consistency conditions will be important to us, the first from the l = 2, m = 0,
ω = 3 scalar-type component and the second from the l = 2, m = 2, ω = 3 component,
αc0
{
1836843008L5π
[
1221(c0αc0 + c2αc2)− 1792L3πν4
]
− 6615π2 (1116206877α4c0 + 2345476494α2c0α2c2 + 1078519297α4c2) (28)
+ 16
(
4588209459927α4c0 + 9521613484590α
2
c0α
2
c2 + 4473144605015α
4
c2
)}
= 0 ,
αc2
{
1836843008L5π
[
1221(c0αc0 + c2αc2)− 1792L3πν4
]
− 6615π2 (1172738247α4c0 + 2157038594α2c0α2c2 + 1135050667α4c2) (29)
+ 16
(
4760806742295α4c0 + 8946289210030α
2
c0α
2
c2 + 4645741887383α
4
c2
)}
= 0 .
Multiplying the first equation by αc2, multiplying the second one by αc0, and subtracting,
we obtain the following constraint for the two amplitudes:
αc0αc2
(
α2c0 − 3α2c2
) (
3α2c0 − α2c2
)
= 0 . (30)
At least one of the four factors must vanish here.
If αc0 = 0, then we have a one-parameter family of nonrotating solutions that only has
the l = m = 2 component at the linear order. It is different from the helically symmetric
rotating Solution E, which in addition to l = m = 2 also has a time shifted l = −m = 2
component. This new solution, which we call Solution B, will be discussed in Sec. VIIB.
It has no continuous symmetries described by a Killing vector, so in order to construct it
numerically one will need a (3 + 1)-dimensional code. To our knowledge, this solution has
not been published in other papers yet. Since the spherical harmonic S22 can be rotated
into S21 by an Euler rotation with α = π/4, β = π/2 and γ = 0, this solution can also
be interpreted as the nonlinear generalization of the l = 2, m = 1 linear mode. It is also
different from the helically rotating m = 1 family (Solution D), because it does not have an
l = 2, m = −1 component.
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If αc2 = 0, then we have an axisymmetric nonrotating solution, which has already been
reported in the tables in [19, 23] as a likely geon solution. However, it was only calculated
up to third order in ε, and no numerical study has been reported for its construction. We
refer to this family as Solution A in the following. It will be discussed in Sec. VIIA in detail.
The third possibility in (30) is α2c0 = 3α
2
c2. The case αc0 = −
√
3αc2 can be transformed
into the other case, satisfying αc0 =
√
3αc2, with a rotation around the z axis with angle
α = π/2. A linear solution satisfying αc0 =
√
3αc2 ≡ α¯ can be rotated by Euler angles
α = π/2, β = π/2 and γ = π/2 to a solution for which the only nonzero component is
αc2 = 2α¯, so it is equivalent to the previously studied Solution B.
The fourth possibility in (30) is 3α2c0 = α
2
c2. Here also, by a π/2 rotation around the axis
z, we can transform the case
√
3αc0 = −αc2 into
√
3αc0 = αc2. Then a configuration with√
3αc0 = αc2 ≡ α¯ can be rotated by Euler angles α = π, β = π/2 and γ = 0 to a solution
that has the only component αc0 = −2α¯, so it is equivalent to the axially symmetric Solution
A. We note that the signature of any single ασm can be made opposite by a shift in the time
coordinate t.
VII. FIVE FAMILIES
We have seen up to now that there are exactly five one-parameter families of solutions
that have only ω = 3 frequency components in their small amplitude limit. In this section
we present some more details about the expansion of these solutions up to fifth order in ε.
Up to this order the function ν defined in (8) can be written as ν = 1 + ν2ε
2 + ν4ε
4. Using
(9), the expansion of the physical frequency of the geon is
ω¯ =
3
L
(
1 + ω2ε
2 + ω4ε
4
)
, (31)
where
ω2 = −1
2
ν2 , ω4 =
3
8
ν22 −
1
2
ν4 . (32)
We write the expansion of the total mass and the angular momentum components as
M
L
= M2ε
2 +M4ε
4 , (33)
Ji
L2
= Ji2ε
2 + Ji4ε
4 , i = x, y, z . (34)
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For each concrete configuration the coefficients ofM and Ji can be calculated by the methods
described in Appendix A, using some algebraic manipulation software. Up to second order
in M Eq. (33) can be inverted as
ε2 =
1
M2
M
L
− M4
M32
M2
L2
. (35)
From the physical frequency ω¯ we can define a variable εˆ that is second order small in ε
by setting
ω¯ =
3
L
(
1− εˆ2) , (36)
with inverse relation εˆ2 = 1− Lω¯/3. The expansion of this new variable is
εˆ2 = −ω2ε2 − ω4ε4 , (37)
where ω2 and ω4 are the same as in (31). This can be inverted to the given order to yield
ε2 = − 1
ω2
εˆ2 − ω4
ω32
εˆ4 . (38)
The variable εˆ is useful when giving physical characteristics of solutions, such as mass and
angular momentum, since it is a quantity that is independent of the reparametrization
freedom present in the variable ε. The parameter ε has only a physical meaning yet to
linear order. We can freely make the change ε→ ε˜(ε) = ε+ σ3ε3+ σ5ε5 + . . ., where σ3 and
σ5 are arbitrary constants.
We can expand the mass in terms of the reparametrization invariant εˆ parameter as
M
L
= Mˆ2εˆ
2 + Mˆ4εˆ
4 . (39)
Substituting (38) and (32) into (33) we can express the new type of coefficients in terms of
the previous ones,
Mˆ2 =
2
ν2
M2 , (40)
Mˆ4 =
(
3
ν2
− 4ν4
ν32
)
M2 +
4
ν22
M4 . (41)
Equation (39) can be inverted as
εˆ2 =
1
Mˆ2
M
L
− Mˆ4
Mˆ32
M2
L2
. (42)
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It is also useful to write the expansion of the physical frequency by using the mass as a
small parameter,
ω¯ =
3
L
(
1 + ωˆ2
M
L
+ ωˆ4
M2
L2
)
. (43)
Substituting (42) into (36), we can see that the coefficients ωˆi can be expressed in terms of
the Mˆi in (39) in a simple way,
ωˆ2 = − 1
Mˆ2
, ωˆ4 =
Mˆ4
Mˆ32
. (44)
We can also expand the angular momentum components in terms of the mass,
Ji
L2
= Jˆi2
M
L
+ Jˆi4
M2
L2
+ Jˆi6
M3
L3
. (45)
Substituting (35) into (34) we can get the first two coefficients in terms of the original
coefficients in the ε expansion,
Jˆi2 =
Ji2
M2
, (46)
Jˆi4 =
1
M22
(
Ji4 − Ji2
M2
M4
)
. (47)
To get the Ji6 coefficients directly, one should proceed to sixth order in the ε expansion.
However, there is an indirect method by using the first law of geon dynamics[18],
dJ
dM
=
m
ω¯
, (48)
where m is the spherical harmonic index of the linear seed, and J is the total angular
momentum. At present, this law is only a conjecture for the asymptotically AdS case, but
the sketch of a proof is presented in [21]. We assume that the geon is rotated into a state
satisfying Jx = Jy = 0, such that J = Jz. Since ω¯ is known to second order in M in (43),
assuming the validity of relation (48) allows us to calculate one more term in (45), without
actually calculating the ε expansion up to sixth order. Calculating the expansion of 1/ω¯
from (43), and substituting into (48), we obtain
Jˆz2 =
m
3
, (49)
Jˆz4 = −m
3
ωˆ2 , (50)
Jˆz6 =
m
9
(
ωˆ22 − ωˆ4
)
. (51)
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For the two helically symmetric rotating geon configurations discussed in this paper we
can easily check that the two methods give identical values for Jˆz2 and Jˆz4. For helically
symmetric geons with l = m = 2, i.e. Solution E in this paper, the validity of the conjectured
first law of geon dynamics has been established toO(J3) in Ref. [22]. This makes us confident
enough to use Eq. (48) also for the other helically symmetric family, i.e. Solution D in the
present paper.
A. Axially symmetric (l,m) = (2, 0) solution
We begin with the simplest family, the axisymmetric Solution A from Sec. VIC, since
this has the smallest number of spherical harmonic components in the expansion. Even at
high orders it only contains m = 0 components, no vector-type modes are generated, and
there are no terms with sin(ωt) time dependence. At linear order the solution is generated
by the scalar mode l = 2, m = 0, which has the time dependence cos(3t). We take this
mode with amplitude αSc200 ≡ αc0 ≡ α. At second order in ε there are l = 0, 2, 4 source terms
with static or cos(6t) time dependence. Since these terms are not resonant, the centrally
and asymptotically well behaving generating function and metric can be constructed to ε2
order. At the l = m = 0 component a new parameter, ν2, is introduced, according to (6),
(F42) and (F43), which determines the second order change in the oscillation frequency of
the geon.
At third order there are l = 0, 2, 4, 6 source terms with cos(3t) and cos(9t) time de-
pendence. The cos(9t) terms are resonant, but the consistency conditions are identically
satisfied. Since the frequency ω = 9 is the triple of the basic frequency, the vanishing of
these terms is analogous to the nonexistence of (+++) terms in the expansion of spherically
symmetric self-gravitating scalar fields with Λ < 0 in [39]. It would be instructive to prove
a similar statement for the nonspherical vacuum system studied in this paper. The cos(3t)
term is resonant only for l = 2, and gives the consistency condition
ν2 =
1221
3584
α2
πL4
. (52)
At each resonant source component with some l, m and ω, there is a non-negative integer
n such that ω = l + 1 + 2n, and we can introduce a new unspecified constant clmω that
corresponds to the amplitude cp of the homogeneous regular solution p1 that we can add
23
freely to the inhomogeneous solution according to (G18). For scalar-type perturbations p1
is given by p
(S)
ln in (G11), and for the vector type it is given by p
(V )
ln in (G14). For the axially
symmetric solution the introduction of the constants c203, c209, c409 and c609 are motivated
by the appearance of source terms at third order. Rather surprisingly, we also have to
introduce a new constant c809, corresponding to the homogeneous solution p
(S)
80 , even if there
is no inhomogeneous term at ε3 order with l = 8. However, at order ε5 there will be a
consistency condition (coupled to other conditions) with l = 8, n = 0 and ω = 9, which can
be solved only if c809 is nonzero.
At fourth order in ε there will be l = 0, 2, 4, 6, 8, 10 source terms with ω = 0, 6, 12 frequen-
cies. Since these are nonresonant, the centrally regular asymptotically AdS perturbation can
be calculated to this order. The constant ν4 describing the fourth order frequency change
is introduced at the l = m = 0 component. Having the metric up to fourth order in ε, we
can calculate the first two nonzero coefficients in the expansion (33) of the total mass M ,
yielding
M2 =
135
512
α2
L4
, (53)
M4 =
135
256
α
L3
c203 +
243(58800π2 − 570653)
102760448π
α4
L8
. (54)
The expression for the coefficient M4 involves the yet unknown constant c203, but it is
independent of the others.
At ε5 order there are source terms with l = 0, 2, 4, 6, 8, 10, 12 and ω = 3, 9, 15. The
cos(15t) terms are resonant, but they do not give consistency conditions. The resonance
conditions belonging to the cos(9t) terms at l = 2, 4, 6, 8 give four linear equations that can
be solved for the unspecified constants that were introduced at third order:
c209 =
90140387102134562514971674773
211426422177977512667270721536
α3
πL5
, (55)
c409 = − 29367541304034979607272354161
132141513861235945417044200960
√
5α3
πL5
, (56)
c609 = − 34780824174291627596546643291
10174896567315167797112403473920
√
5
√
13α3
πL5
, (57)
c809 = − 100400488602602669643900951
10333879326179467293942284778200
√
5
√
17α3
πL5
. (58)
We see here that it was really necessary to introduce the constant c809.
Because of the ω = l + 1 + 2n condition, among the cos(3t) source terms only the one
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with l = 2 is resonant at fifth order and gives the consistency condition
1836843008πL5
(
1792πL3ν4 − 1221αc203
)
= 27
(
2718938939216− 273470684865π2)α4 , (59)
which is the only restriction that involves ν4 and c203. The reason that only a combination
of these two constants gets determined is that we have not yet uniquely fixed how we
parametrize the solutions in our one-parameter family by the variable ε. For a nonrotating
family of solutions there are two natural ways to fix the parametrization, by connecting it
either to the mass or to the oscillation frequency of the geon. The approach followed in
[23] to fix the reparametrization freedom is to set M4 and all higher mass coefficients at
zero, making the mass proportional to ε2. An alternative way is to set ω4 and all higher
coefficients zero in the expansion of ω¯ in (31).
The expansion parameters of the mass in terms of the εˆ parameter in (39) can be calcu-
lated using (40), (41), and the consistency condition (59),
Mˆ2 =
630π
407
≈ 4.8629 , (60)
Mˆ4 =
27π(1476864425925π2− 14604436416496)
617019996736
≈ −3.8999 . (61)
Since both the mass and the parameter εˆ are independent of the parametrization choice for
ε, these coefficients are independent of the constants c203 and ν4. Although future higher
order results and numerical analysis may change the picture, (60) and (61) indicate that the
mass is likely to reach a maximum near the amplitude εˆ = 0.79, corresponding to frequency
ω¯ = 1.13/L, and mass value M = 1.51L. Higher amplitude states, where an increase in
central amplitude corresponds to a total mass decrease, are expected to be unstable, which
is a generic behavior for various astrophysical objects. This type of instability has been
observed in [13] for spherically symmetric self-gravitating scalar breathers with Λ < 0.
Using (44) we can calculate the expansion coefficients of the frequency ω¯ in terms of M
in (43),
ωˆ2 = − 407
630π
, (62)
ωˆ4 =
1476864425925π2 − 14604436416496
84756672000π2
. (63)
The value of ωˆ2 was already given in [23], but no fourth order results were presented there
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for this family of solutions. The numerical values of these constants are presented in Table
I.
Solution ωˆ2 ωˆ4
A -0.20564 -0.033913
B -0.20564 0.034657
C -0.12311 -0.12077
D -0.16112 -0.0024852
E -0.27514 0.16970
TABLE I. Numerical values of ωˆ2 and ωˆ4 for the five families of solutions.
B. Nonrotating (l,m) = (2, 2) solution
The second one-parameter family of solutions we consider is the one that reduces to a
single l = m = 2 mode to the linear order. This was named Solution B in Sec. VIC. Since
it does not include a time-shifted l = −m = 2 mode, it is a nonrotating configuration. This
can also be confirmed by calculating the angular momentum, which turns out to be zero.
The solution does not have any continuous symmetries that correspond to a Killing vector
field; in particular, it is not axially or helically symmetric. The existence of this type of
AdS geon solution has not been reported in the literature before. We take the l = m = 2
mode with amplitude αSc220 ≡ αc2 ≡ α. At second order in ε there are only scalar-type source
terms with (l, m) = (0, 0), (2, 0), (4, 0) and (4, 4), with static or cos(6t) time dependence.
There are no resonant terms and the centrally regular asymptotically AdS solution can be
calculated.
At ε3 order there are scalar-type source terms with (l, m) = (2, 2), (4, 2), (6, 2) and
(6, 6), with cos(3t) and cos(9t) time dependence. There are also (l, m) = (3,−2) vector-type
source terms with sin(3t) and sin(9t) dependence. The (l, m) = (2, 2) resonance condition
with ω = 3 yields the value for ν2 given in (52). All other resonance conditions are identically
satisfied at this order. The resonant terms make necessary the introduction of the constants
denoted by clmω describing the amplitudes of the freely specifiable homogeneous solutions, of
scalar-type c223, c229, c429, c629, c669 and of vector-type c3−29. However, it turns out that the
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fifth-order resonance conditions will be solvable only if one introduces five more constants
at third order, which are not motivated by any resonant source terms, scalar-type c829, c869,
and vector-type c5−29, c7−29, and c7−69. It will turn out at order ε
5 that none of these 11
constants are zero. According to our experience with several families of solutions, it appears
to be a general principle that even if there are no source terms at ε3 order for some values
of (l, m, ω), it is necessary to allow a homogeneous solution with an unspecified amplitude
for this mode at ε3 order if there are resonance conditions at ε5 order with these (l, m, ω)
values.
At fourth order in ε there are only nonresonant source terms with l ≤ 10, m ≤ 8, and with
ω = 0, 6, 12. The equations for the ε4 order metric perturbations can be solved. The expan-
sion coefficient M2 in (33) is again given by (53), which is expected because of the identical
factors in front of the parameters in (23). Rather surprisingly, the expansion coefficient M4
also turns out to be exactly the same as that of the axisymmetric solution presented in (54).
This is probably related to the fact that both of these one-parameter families of solutions
originate from the conjectural two-parameter family discussed in Sec. VIC. That family was
valid only to third order in ε, and because of the consistency conditions at ε5 order, only
two one-parameter families survived from it.
At fifth order in ε the (l, m, ω) = (2, 2, 3) resonance condition yields
1836843008πL5
(
1792πL3ν4 − 1221αc223
)
=
(
74331870198128− 7508360162205π2)α4 . (64)
There are ten more consistency conditions belonging to ω = 9 resonance terms, which can
be solved uniquely for the ten remaining clmω constants. Because of the large number of
digits appearing in the rational numbers we do not present their detailed values here.
The expansion parameter Mˆ2 of the mass in terms of the small parameter εˆ in (39) is
the same as in (60), but Mˆ4 turns out to be different, because of the difference between the
right-hand sides of the consistency conditions (59) and (64),
Mˆ4 =
π(40498597854225π2− 398922377441872)
617019996736
≈ 3.985 . (65)
Surprisingly, even the signature of Mˆ4 is the opposite, so in this case we have no indication
for a maximum in the mass. This picture may change at higher orders in the expansion,
and numerical analysis would be necessary to decide whether a maximal mass exists for this
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family of solutions. The coefficients ωˆi in the expansion (43) of the frequency in terms of the
mass can be calculated by the general formulas (44), and their numerical values are given
in Table I.
C. Solution oscillating between (l,m) = (2, 2) and (2, 0) states
We continue with Solution C from Sec. VIB. This one-parameter family of solutions has
two components in the linear order in ε, one (l, m) = (2, 2) component with cos(3t) time
dependence, and another (2, 0) component with sin(3t) dependence. The two modes must
have equal amplitudes but opposite time phases, αSc220 ≡ αc2 ≡ α and αSs200 ≡ αs0 ≡ α. Similar
to the previous family, this is also a nonrotating solution with zero angular momentum and
no continuous symmetries, and it has not been reported in the literature before. This is the
technically most complicated family among the five solutions considered in this paper, when
considering the number of components and the length of the expressions.
At second order in ε there are (l, m) = (0, 0), (2, 0), (4, 0), (4, 2) and (4, 4) scalar-type
source terms with ω = 0 or 6 frequency, and one static vector-type term with l = 3, m = −2.
At ε3 order there are scalar-type source terms belonging to l = 0, 2, 4, 6 and m = 0, 2, 4, 6
with ω = 3, 9. There are also vector-type source terms with l = 3, 5 and m = −2,−4. The
(l, m, ω) = (2, 0, 3) and (2, 2, 3) components give the same consistency condition,
ν2 =
731
1792
α2
πL4
. (66)
All other consistency conditions are trivially satisfied. Because of the presence of homo-
geneous solutions, the following nine clmω constants have to be introduced: c203, c223, c409,
c449, c609, c629, c649, c669 and c3−29. To be able to solve the fifth order conditions one also
has to introduce five more constants: c809, c849, c889, c7−29 and c7−69. All of these will take
a nonzero value from the fifth order consistency conditions.
The equations for the ε4 order metric perturbations can be solved. The expansion coef-
ficients of the total mass M in terms of ε in (33) turn out to be
M2 =
135
256
α2
L4
, (67)
M4 =
135
256
α
L3
(c203 + c223) +
729(39200π2 − 385767)
51380224π
α4
L8
. (68)
The value of M2 here is the double of that in (53), since we have now included two modes
with amplitude α at first order in ε.
28
At fifth order in ε there will be two conditions coming from the (l, m, ω) = (2, 0, 3) and
(2, 2, 3) source terms. These are equivalent to
c203 = c223 , (69)
7347372032πL5
(
896πL3ν4 − 731αc203
)
=
(
491118296077952− 49227041244465π2)α4 . (70)
There will be 20 more nontrivial consistency conditions coming from various ω = 9 source
terms. It turns out that these constraints are not linearly independent, since they can be
uniquely solved for the remaining twelve clm9 constants.
The expansion coefficients of the mass in terms of the parameter εˆ in (39) can be calculated
using (40) and (41),
Mˆ2 =
1890π
731
≈ 8.1226 , (71)
Mˆ4 =
27π(260296835303925π2− 2590848003556096)
28599479507456
≈ −64.719 . (72)
This indicates that the mass is likely to reach a maximum near the amplitude εˆ = 0.25,
corresponding to frequency ω¯ = 2.8/L, and mass value M = 0.25L. The coefficients ωˆi in
expansion (43) of the frequency in terms ofM/L can be calculated by general formulas (44),
and they are given in Table I.
D. Helically symmetric (l,m) = (2,±1) solution
The next solution we consider in detail is Solution D from Sec. VIB. It is a one-parameter
family of helically symmetric configurations, which in the small amplitude limit reduces to
the linear combination of two components, an l = 2, m = 1 mode with cos(3t) time depen-
dence, and an l = 2, m = −1 mode with sin(3t) time dependence. The nonzero amplitudes
are αSc210 ≡ αc1 ≡ α and αSs2−10 ≡ αs−1 ≡ α. Since the two modes must have identical
amplitudes, the ε order metric perturbation components are proportional to cos(3t− φ) or
sin(3t−φ). Even at higher orders, the t and φ dependence will only be through trigonomet-
ric functions of integer multiples of 3t− φ, so the solution is rotating with angular velocity
3 with respect to the time coordinate t. This solution was already reported in [19, 23] as
a possible geon configuration, where a third order analysis in ε was performed for it. Here
we show that the fifth order consistency conditions can also be satisfied, which makes it
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extremely likely that it corresponds to an actual solution of the nonlinear equations, and we
present higher order results for its frequency, mass, and angular momentum.
At each order in ε, and for arbitrary l, if we have a mode with some given m value,
then because of the helical symmetry, this mode can only have a special time dependence.
If m ≥ 0 then the time dependence must be cos(3mt), and if m < 0, then sin(−3mt). In
particular, m = 0 modes must be static. Because of this, we do not explicitly state the
frequency of the various modes in the following. Furthermore, the amplitudes of the m and
−m modes will always be identical.
If at some resonant source term corresponding to (l, m) we add the homogeneous solution
with amplitude clm, then the helical symmetry is preserved only if at the (l,−m) component
we add the corresponding homogeneous solution with the same amplitude. If we would
introduce independent cl−m constants for the −m mode, then the consistency conditions at
fifth order would imply that cl−m = clm, ensuring the helical symmetry of the full nonlinear
solution. The resonant source terms at ε3 order motivate the introduction of the following
amplitude constants: c21, c43, c63 coming from scalar-type terms, and c33 coming from a
vector-type term. The resonance conditions at ε5 order can be solved only if one introduces
three more constants giving the amplitudes of homogeneous solutions not motivated by any
source terms, scalar-type c83 and vector-type c53, c73.
At ε4 order there are scalar-type source terms with l = 0, 2, 4, 6, 8, 10 and m = 0,±2,±4,
as well as vector-type ones with l = 1, 3, 5, 7, 9 and m = 0,±2,±4. There are no conditions,
and the equations can be solved for the metric perturbation. The value of the coefficient
M2 in the expansion (33) of the mass is the same as in (67). The next coefficient is
M4 =
135
128
α
L3
c21 +
135(8400π2 − 83201)
1835008π
α4
L8
. (73)
Only the angular momentum component Jz is nonzero, and its expansion coefficients in (34)
are
Jz2 =
45
256
α2
L4
, (74)
Jz4 =
45
128
α
L3
c21 +
15(25200π2 − 246733)
1835008π
α4
L8
. (75)
At ε5 order there are scalar terms with l = 2, 4, 6, 8, 10, 12 and m = ±1,±3,±5,±7, and
there are vector-type ones with l = 1, 3, 5, 7, 9, 11 and m = ±1,±3,±5,±7. The (l, m) =
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(2, 1) condition takes the form
57401344πL5
(
192πL3ν4 − 205αc21
)
= 3
(
361971753894− 36598980775π2)α4 . (76)
The m = 3 scalar and vector resonance conditions for l = 3, 4, 5, 6, 7, 8 uniquely determine
the six cl3 constants, and there are no more nontrivial restrictions at fifth order.
According to (39), (40) and (41), the expansion coefficients of the mass in terms of the
parameter εˆ are
Mˆ2 =
81π
41
≈ 6.2066 , (77)
Mˆ4 =
729π(38897276775π2− 383950851034)
193171778800
≈ −0.59418 . (78)
This would indicate that the mass is likely to reach a maximum near the amplitude εˆ = 2.3
with mass value M = 16.2L. This high value of εˆ = 2.3 would correspond to a negative ω¯
frequency, so we need higher order analysis and numerical calculations to provide information
about the existence and possible value of the mass maximum. The coefficients ωˆi in the
expansion (43) of the frequency in terms of M/L can be calculated by the general formulas
(44), and their rounded values are included in Table I.
Only the z component of the angular momentum is nonzero, and its expansion coefficients
in terms of the mass in (45) are
Jˆz2 =
1
3
, (79)
Jˆz4 =
41
486π
, (80)
Jˆz6 =
3460269166106− 350075490975π2
165502537200π2
. (81)
The coefficients Jˆz2 and Jˆz4 can be obtained by direct calculation from the metric either
using (46) and (47) or using the conjectured first law of geon dynamics by (49) and (50),
leading to the same results. Since we have not calculated the metric up to sixth order for
this geon family, the value of Jˆz6 was only calculated using the first law by (51).
E. Helically symmetric (l,m) = (2,±2) solution
The last solution among the five families that we consider in detail is Solution E from
Sec. VIB. Similar to Solution D studied in the previous subsection, this is a one-parameter
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family of helically symmetric configurations, which in the small amplitude limit reduces to
the linear combination of two components, now an l = 2, m = 2 mode with cos(3t) time
dependence, and an l = 2, m = −2 mode with sin(3t) time dependence. The two amplitudes
must be identical, αSc220 ≡ αc2 ≡ α and αSs2−20 ≡ αs−2 ≡ α. The ε order metric perturbation
components are proportional to cos(3t − 2φ) or sin(3t − 2φ). At higher orders the t and
φ dependence will be only through trigonometric functions of integer multiples of 3t − 2φ,
so the solution is rotating with angular velocity 3/2 with respect to the time coordinate t.
This is the most thoroughly studied AdS geon solution in the literature, and it has been
investigated in detail in [18, 21] and in [22], by both analytic and numerical methods.
At each order, and for arbitrary l, if m ≥ 0, then the time dependence of the mode must
be cos(3mt/2), and if m < 0 then sin(−3mt/2). In particular, m = 0 modes must be static,
and there are no modes with odd m in this case. The amplitudes of the m and −m modes
will always be identical.
At second order in ε there are scalar-type source terms with (l, m) = (0, 0), (2, 0), (4, 0),
(4,±4), and vector-type terms with (1, 0), (3, 0). The unique centrally regular and asymp-
totically AdS metric perturbation can be calculated.
At ε3 order there are scalar-type source terms with (l, m) = (2,±2), (4,±2), (6,±2),
(6,±6), and vector-type terms with (3,±2), (5,±2). The (l, m) = (2,±2) components yield
the resonance condition
ν2 =
4901
5376
α2
πL4
. (82)
All other conditions are trivially satisfied at this order. The presence of source terms moti-
vate the introduction of the two scalar-type clm constants, c22 and c66, corresponding to the
unspecified amplitudes of homogeneous solutions. The fifth order consistency conditions can
be solved only if a scalar-type c86 and a vector-type c76 constant is also introduced. Although
this is the AdS geon solution that has been studied to the most detail in the literature, the
necessity of these additional homogeneous solutions with nonzero amplitudes has not been
reported up to now.
At ε4 order there are scalar-type source terms with l = 0, 2, 4, 6, 8, 10 and m = 0,±4,±8,
and vector-type ones with l = 1, 3, 5, 7, 9 and m = 0,±4,±8. There are no conditions, and
the equations can be solved for the metric perturbation. The value of the coefficient M2 in
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the expansion (33) of the mass is again the same as in (67). The next coefficient is
M4 =
135
128
α
L3
c22 +
27(1528800π2 − 15345433)
51380224π
α4
L8
. (83)
Only the angular momentum component Jz is nonzero, and its expansion coefficients in (34)
are
Jz2 =
45
128
α2
L4
, (84)
Jz4 =
45
64
α
L3
c22 +
3(4586400π2 − 45350159)
25690112π
α4
L8
. (85)
The coefficient Jz2 is double that of the value for the m = 1 helical family, presented in (74).
At ε5 order there are scalar source terms with l = 0, 2, 4, 6, 8, 10, 12 and m = ±2,±6,±10,
and there are vector-type ones with l = 3, 5, 7, 9, 11 and m = ±2,±6,±10. The (l, m) =
(2, 2) condition takes the form
7347372032πL5
(
2688πL3ν4 − 4901αc22
)
= 15
(
324432451551360− 32944117238417π2)α4 . (86)
The (l, m) = (6, 6), (8, 6) scalar and (l, m) = (7, 6) vector resonance conditions determine
the yet unspecified constants
c66 =
342951235065187003920120571
1274223922034023348070582099200
√
2
√
5
√
7
√
11
√
13α3
πL5
, (87)
c76 =
8354315114469291547881297
22753998607750416929831823200
√
3
√
11
√
13α3
πL5
, (88)
c86 = − 3850991730510763011266813
11604539289952712634214229832000
√
2
√
5
√
11
√
13
√
17α3
πL5
. (89)
The expansion coefficients of the mass in (39) in terms of the parameter εˆ can be calculated
using (40), (41), and the fifth order constraint (86),
Mˆ2 =
5670π
4901
≈ 3.6345 , (90)
Mˆ4 =
729π(869318078838825π2− 8549162771834624)
8619064008828416
≈ 8.1476 . (91)
Since M4 > 0 we cannot infer a mass maximum from these values. The coefficients ωˆi in the
expansion (43) of the frequency in terms of M/L can be calculated by (44). The numerical
values for ωˆ2 and ωˆ4 for the five families discussed in this paper are given in Table I.
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For this solution, only the z component of the angular momentum is nonzero. The
expansion coefficients of Jz in terms of the mass in (45) are
Jˆz2 =
2
3
, (92)
Jˆz4 =
4901
17010π
, (93)
Jˆz6 =
77065569309012736− 7823862709549425π2
741451366656000π2
. (94)
The direct calculation by (46) and (47) gives the same result for Jˆz2 and Jˆz4 as the first law
of geon dynamics using (49) and (50). Since the ε expansion of this solution was presented in
this subsection only up to fifth order, the above results allow the direct expansion of Jz only
up to O(M2). The calculation of Jˆz6 from this information is only possible by the first law
method using (51). In Ref. [22], however, a sixth order computation in ǫ has already been
carried out to obtain the mass-angular momentum relation to O(J3); cf. Eq. (20c) of that
paper. That equation is precisely the inverse of the angular momentum-mass relation (45),
up to third order in J orM , with the coefficients given in (92)-(94). The direct computation
of Eq. (20c) of Ref. [22] made it possible to verify the validity of the conjectured first law
of geon dynamics, Eq.(48), up to O(J3).
VIII. CONCLUSIONS
In the present paper we have given a detailed construction of five one-parameter families
of asymptotically AdS time-periodic vacuum geon solutions with ω = 3, by performing a
fifth order perturbative analysis. We have made an effort to provide all necessary technical
details in order to make the checking of the results relatively easy, as well as to make our
techniques available for other researchers. AdS geon solutions have already been studied in
the literature, but many technical details have not been published yet. Furthermore, up to
now, only helically rotating or axially symmetric geon solutions have been found. By our
high order perturbative method we have shown the existence of two different one-parameter
families of solutions that do not have any continuous symmetries. Surprisingly, they are not
rotating, since all their angular momentum components are zero. For the first time, we have
considered in detail the consistency conditions that appear at fifth order in the expansion.
We have shown that they can be solved only if some nontrivial homogeneous solutions are
34
added at third order, which are not motivated by the presence of any inhomogeneous terms
at third order.
The most important result of our work is that the presented five families are exactly the
ones that reduce to only ω = 3 frequency modes at linear order, and there are no other
such solutions. We have considered ω = 3, because it is the lowest possible frequency in this
system. One may be tempted to easily state that the number of these families obviously
agrees with the multiplicity of the l = 2 modes, spanning −2 ≤ m ≤ 2. However, each of
these modes may have cos or sin time dependence, which seemingly doubles the number of
possible modes. On the other hand, spatial rotation and time shift can make apparently
different solutions identical. For example the l = 2, m = 2 spherical harmonic mode can
easily be rotated to an l = 2, m = 1 state.
Our high order perturbative results not only establish the existence of these families, but
also allow us to calculate how their frequency, mass, and angular momentum depend on
each other. We have obtained expressions for these dependencies that are valid to higher
orders than earlier results available in the literature. These relations will likely be useful
when later direct numerical searches will be performed for these configurations, making it
possible to check the consistency of the two kinds of results. The next big challenge will
be the investigation of the stability of these geon solutions by a numerical time-evolution
code. Numerical studies of nonspherically symmetric evolution of scalar fields with AdS
asymptotics has been reported recently in Refs. [40, 41]. An important open question about
AdS geons is whether all of the one-parameter families presented in this paper are stable up
to a state where they reach a mass maximum.
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Appendix A: Asymptotics and conserved quantities
For the treatment of asymptotically anti-de Sitter spacetimes we use the definition based
on Penrose’s conformal treatment of infinity, which was first proposed for the Λ < 0 case in
[42] and was investigated in more detail in [43–45]. Our manifold (M, gµν) can be asymp-
totically AdS if there exist a manifold (M˜, g˜µν) with boundary I , and a diffeomorphism
from M onto M˜ \ I , such that g˜µν = Ω2gµν . It is also required that I is topologically
S2 × R, and that Ω = 0 on I , but its gradient is nonvanishing there. Using the radial
coordinate x, it is easy to see that our one-parameter family of solutions represented by (2)
with the boundary conditions (6) and (7) clearly satisfies these requirements. The manifold
M belongs to the region 0 ≤ x < π/2, and I is the surface x = π/2. Choosing the confor-
mal factor as in (5), the conformally transformed metric g˜µν = Ω
2gµν is regular at I . The
spacelike one-form nµ = ∇˜µΩ is orthogonal to I , and has the norm
√
g˜µνnµnν = 1/L on
I .
In the case of four spacetime dimensions there is an additional condition that asymp-
totically AdS spacetimes have to satisfy. This condition has various equivalent forms. The
first form of the condition is to require that the induced metric, γ˜µν = g˜µν − L2nµnν , on
the hypersurface I is conformally flat. Since we have required the boundary conditions (6)
and (7), the induced metric on the timelike surface corresponding to infinity in the (t, θ, φ)
coordinate system is
γ˜µν = diag
(−ν , 1 , sin2 θ) , (A1)
where ν is the ε dependent constant defined in (8). Apart from the rescaling of the time
coordinate, this metric is the same as for the exact AdS case, ensuring the asymptotically
AdS property of the investigated family of solutions.
A second equivalent way to state the conformal flatness condition is to require that the
conformal group of I , with respect to the metric induced on it, is the anti-de Sitter group. A
third equivalent possibility, in terms of four-dimensional language, is to require the vanishing
of the magnetic part of the asymptotic Weyl curvature on I .
Similar to the calculation of the curvature belonging to the physical metric gµν in the form
(16) in Sec. V, we can calculate the Weyl tensor C˜µνρσ belonging to the conformal metric
g˜µν by some algebraic manipulation software up to a given order in ε. The dual Weyl tensor
∗C˜µνρσ = ǫ˜µναβC˜
αβ
ρσ can also be calculated, where ǫ˜µναβ is the totally antisymmetric tensor
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belonging to g˜µν . In four spacetime dimensions, from the asymptotically AdS conditions it
follows that the Weyl tensor (and its dual) is vanishing on I . Consequently, one can define
the leading order asymptotic Weyl and dual Weyl tensors on I by
Kµνρσ = lim
→I
1
Ω
C˜µνρσ ,
∗Kµνρσ = lim
→I
1
Ω
∗C˜µνρσ . (A2)
The electric and the magnetic parts of the asymptotic Weyl curvature on I are defined as
Eµν = L2Kµρνσnρnσ , Bµν = L2 ∗Kµρνσnρnσ . (A3)
Because of the antisymmetry of the Weyl tensor, Eµνnν = Bµνnν = 0, so these are symmetric
tensors in the timelike hypersurface I .
The vanishing of the magnetic part is equivalent to the conformal flatness condition in the
definition of asymptotically AdS spacetimes, assuming that Einstein’s equations hold[43, 44].
Hence from our boundary conditions (6) and (7) it necessarily follows that Bµν = 0. We
have also checked this by direct calculation up to certain order in ε for several concrete geon
configurations.
Since γ˜µνEµν = 0, and without matter fields D˜µEµν = 0, where D˜µ is the derivative
operator belonging to γ˜µν , the electric part can be used to define conserved quantities.
Asymptotic symmetries on the spacetime correspond to conformal Killing fields ξµ on I .
For every choice of ξµ and a 2-sphere cross section C of I a conserved quantity is defined
in [43],
Qξ = − L
8π
∮
C
EµνξµuνdS˜ , (A4)
where dS˜ is the volume element on C, and uν is the unit normal to C, both with respect
to the metric γ˜µν . When there are no matter fields, Qξ is independent of the choice of the
hypersurface C, so it is absolutely conserved. The simplest choice for C is to take a constant
t section, and then uµ = (1/
√
ν, 0, 0). Then the conserved charge can be calculated as
Qξ = − L
8π
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ
1√
ν
Eµtξµ . (A5)
To calculate the total mass M ≡ Qξ of the configuration we need to use the ξµ conformal
Killing vector on I corresponding to the timelike asymptotic Killing vector that at large
distances tends to the timelike Killing vector d/dt¯. This means that we have to use the con-
formal Killing vector ξµ = (1/(L
√
ν), 0, 0) for the mass calculation, where the coordinates are
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(t, θ, φ) now. To calculate the Jx, Jy, and Jz components of the angular momentum we choose
the conformal Killing vectors as ξµ = (0, sinφ, cot θ cosφ), ξµ = (0,− cosφ, cot θ sin φ), and
ξµ = (0, 0,−1), respectively. For the three Killing vectors inducing the angular momentum
components we have included an extra −1 factor with respect to the usual right-handed
expressions, in order to obtain the expected positive value for the angular momentum Jz
of a rotating geon with cos(3t− φ) time and angular dependence. There are six other con-
formal Killing fields on I , corresponding to space translation and boost on AdS (see [43]),
but because of our method of calculating the l = 0 and l = 1 spherical harmonic scalar-
and vector-type components, the conserved quantities corresponding to them turn out to be
vanishing.
Appendix B: Spherical harmonic decomposition
Complex spherical harmonics are convenient for linear perturbations, but when going to
higher order the use of real harmonics makes it much easier to ensure that physical quantities
take real values. We use real scalar spherical harmonics that are defined by
Slm =


(−1)m
√
2l+1
2pi
(l−m)!
(l+m)!
Pml (cos θ) cos(mφ) if m > 0 ,
1
2
√
2l+1
pi
Pl(cos θ) if m = 0 ,
(−1)|m|
√
2l+1
2pi
(l−|m|)!
(l+|m|)!
P
|m|
l (cos θ) sin(|m|φ) if m < 0 ,
(B1)
where Pl are Legendre polynomials, and P
m
l are associated Legendre polynomials. The
powers of −1 in the definition are to cancel the Condon–Shortley phase included in the defi-
nition of the associated Legendre polynomials. This way we obtain expressions for Slm with
concrete l and m without alternating signs. On the unit 2-sphere the spherical harmonics
satisfy the differential equation
DiDiSlm + l(l + 1)Slm = 0 , (B2)
where Di is the derivative operator belonging to the standard metric γij on the sphere. The
normalization condition is ∫ pi
0
dθ
∫ 2pi
0
dφ sin θ SlmSlˆmˆ = δllˆδmmˆ . (B3)
Using standard spherical coordinates (B2) can be written as
∂2Slm
∂θ2
+
cos θ
sin θ
∂Slm
∂θ
+
1
sin2 θ
∂2Slm
∂φ2
+ l(l + 1)Slm = 0 . (B4)
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A scalar on the 2-sphere can be decomposed into spherical harmonic components as
f =
∑
l,m
f(lm)Slm , f(lm) =
∫ pi
0
dθ
∫ 2pi
0
dφ sin θ Slmf . (B5)
The function f may depend on the time and radial coordinates. The Ttt, Ttx and Txx
components of a symmetric spacetime tensor Tµν behave as scalars in this respect.
For two-dimensional spheres the vector harmonics V(lm)i can be expressed in terms of the
scalar harmonics as V(lm)i =
1√
l(l+1)
ǫijD
jSlm, where ǫij is the natural volume element on the
sphere, belonging to the metric γij. Their components in standard angular coordinates are
V(lm)θ =
1√
l(l + 1)
1
sin θ
∂Slm
∂φ
, V(lm)φ =
−1√
l(l + 1)
sin θ
∂Slm
∂θ
. (B6)
Clearly, DiV(lm)i = 0. Vector harmonics are only defined for l ≥ 1. They satisfy the same
differential equation as the gradient of the scalar harmonics,
DjDjV(lm)i + [l(l + 1)− 1]V(lm)i = 0 , (B7)
and they are normalized as∫ pi
0
dθ
∫ 2pi
0
dφ sin θV(lm)iV
i
(lˆmˆ)
= δllˆδmmˆ . (B8)
A covariant vector vi satisfying D
ivi = 0 can be decomposed as
vi =
∑
l,m
v(lm)V(lm)i , v(lm) =
∫ pi
0
dθ
∫ 2pi
0
dφ sin θV(lm)iv
i . (B9)
If vi = (vθ, vφ) is a general covariant vector on the 2-sphere, then we can decompose it
into its vector-type and scalar-type parts as vi = Vi+DiS, where D
iVi = 0 (see Proposition
2.1 of [36]). To decompose vi, the first thing to do is to calculate the scalar D
ivi = D
iDiS
and decompose it using (B5). During our concrete calculations, generally there will be only
a finite number of nonzero terms. Then (B2) can be used to construct S by adding the (l, m)
components of DiDiS divided by −l(l+1). After this, the vector-type part Vi = vi−DiS can
be decomposed in terms of vector harmonics using (B9). The (Ttθ, Ttφ) and the (Txθ, Txφ)
component pairs of a symmetric tensor Tµν behave as covariant vectors in this respect.
The decomposition of a symmetric tensor Tij on the 2-sphere begins by calculating the
trace Tijγ
ij, which is a scalar and can be decomposed according to (B5). Taking the traceless
part, Jij = Tij − T kk γij, we can define the vector Ji = DjJij and the scalar J = DiJi (see
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Proposition 2.2 of [36]). The scalar J can be decomposed according to (B5). Defining a
scalar W that satisfies (DiDi + 2)W = 2J , the function W can be constructed by adding
the (l, m) components of J divided by (1 − l)(l + 2)/2. Defining another function, S, by
DiDiS = W , we can construct it from the components of W , with division by −l(l + 1).
If we construct the vector V¯i = Ji − 12DiW − DiS, it has no scalar-type part, so it can be
decomposed using (B9). Then (DiDi+ 1)Vj = 2V¯j defines the the divergence free vector Vi,
which can be calculated from the components of V¯i, dividing them by (1 − l)(l + 2)/2. In
the end, the decomposition of Tij can be written as
Tij = D(iVj) +
(
DiDj − 1
2
γijD
mDm
)
S + T kk γij , (B10)
where the first term is the vector-type part, and the rest are scalar-types. On the 2-sphere
there are no symmetric tensor spherical harmonics [46].
This decomposition procedure of vector and tensors is applied each time when calculating
the (l, m) scalar and vector components of the inhomogeneous source terms that arise from
lower order perturbations.
Appendix C: Rotations of spherical harmonics
In this appendix we study the rotational properties of l = 2 scalar spherical harmonics.
According to (B1),
S22 =
1
4
√
15
π
sin2 θ cos(2φ) , (C1)
S21 =
1
4
√
15
π
sin(2θ) cosφ , (C2)
S20 =
1
8
√
5
π
[1 + 3 cos(2θ)] , (C3)
S2−1 =
1
4
√
15
π
sin(2θ) sinφ , (C4)
S2−2 =
1
4
√
15
π
sin2 θ sin(2φ) . (C5)
We define a function by taking a general linear combination of these,
F =
2∑
m=−2
αmS2m , (C6)
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and make a rotation with Euler angles α, β, and γ. We use the convention that first a
rotation with angle α is made around the z axis, then a rotation β around the new x axis,
and finally a rotation γ around the new z axis. The relation between the coordinates on
the unit sphere is z = cos θ, x = sin θ cosφ, and y = sin θ sinφ. We decompose the rotated
function in terms of the original spherical harmonics,
F¯ =
2∑
m=−2
α¯mS2m . (C7)
The rotated spherical harmonic components can be written as
α¯−2 = A1 cos(2γ) + A2 sin(2γ) , (C8)
α¯−1 = A3 cos γ + A4 sin γ , (C9)
α¯0 = −
√
3
[
B3 sin(2β)−B4 cos(2β)− B5
3
]
, (C10)
α¯1 = A3 sin γ − A4 cos γ , (C11)
α¯2 = A1 sin(2γ)−A2 cos(2γ) , (C12)
where
A1 = B1 cos β +B2 sin β , (C13)
A2 = B3 sin(2β)− B4 cos(2β) +B5 , (C14)
A3 = 2B3 cos(2β) + 2B4 sin(2β) , (C15)
A4 = B1 sin β − B2 cos β , (C16)
B1 = α−2 cos(2α)− α2 sin(2α) , (C17)
B2 = α1 cosα + α−1 sinα , (C18)
B3 =
1
2
(α−1 cosα− α1 sinα) , (C19)
B4 =
1
4
(√
3α0 + α2 cos(2α) + α−2 sin(2α)
)
, (C20)
B5 =
1
4
(√
3α0 − 3α2 cos(2α)− 3α−2 sin(2α)
)
. (C21)
We note that S22 can be rotated into S21 by an Euler rotation with α = π/4, β = π/2, and
γ = 0.
It is expected that by an Euler rotation one can make three of the five α¯m zero. However,
this is not true for any three of them. We prove the claim stated in Sec. IV, that it is always
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possible to make α¯−2 = α¯−1 = α¯1 = 0. It is obviously enough to prove that one can make
α¯−1 = α¯1 = 0, since after that it is easy to make α¯−2 = 0 by a simple rotation with some
angle γ around the z axis. It follows from (C9) and (C11) that α¯−1 = α¯1 = 0 if and only if
A3 = A4 = 0. From A3 = 0 it is possible to express tan(2β), and A4 = 0 can be solved for
tan β. Using the identity tan(2β) = 2 tanβ/(1− tan2 β) we get an equation involving only
α. Using the identity sin2 α = 2 tanα/(1 + tan2 α), this equation can be reduced to a third
order polynomial equation in tanα, which always has at least one real root.
Appendix D: Nonlinear gauge-invariant formalism
The higher order generalization of the linear gauge-invariant perturbation formalism of
[32, 33] was used in [18, 19, 21, 23] for the construction of AdS geon solutions. In this
appendix we give more details about the nonlinear generalization of the Kodama-Ishibashi-
Seto method. We do not attempt to present a general formalism that is gauge invariant
to several orders at the same time. Our aim here is to clarify the transformation of the
variables for a given order gauge change and to motivate the choice of gauge and the used
variables in Appendix E and F and in the main part of the manuscript. For the concrete
calculation of geon configurations we make a specific gauge choice at each order, so a detailed
gauge-invariant formalism is not crucial for us.
At each order in the ε expansion there is a gauge freedom to choose what coordinate
system we use. In the main part of this paper, at zeroth order we use the metric form (3)
with coordinates t and x. Then we can make an εk order gauge transformation for each
k ≥ 1 in increasing order.
Let us take an ε dependent coordinate transformation from coordinates xµ to x¯µ. We
assume that it is a kth order transformation generated by a vector field ξµ, and the inverse
transformation can be expanded as
xµ(x¯, ε) = x¯µ + εkξµ(x¯) +O(εk+1) . (D1)
There should be an index (k) denoting the order on ξµ, but we drop it to simplify the
formulas. In this case the kth order metric perturbation in expansion (2) transforms as
g¯(k)µν = g
(k)
µν +∇(0)µ ξν +∇(0)ν ξµ , (D2)
where ∇(0)µ is the derivative operator belonging to the AdS background metric g(0)µν .
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1. Vector-type perturbation
Using the notation of [36], the components of εk order vector-type metric perturbations
in the V(lm)i class can be written as
g
(k)
ab = 0 , g
(k)
ai = H
(v)
a Vi , g
(k)
ij = 2H
(v)
T D(iVj) , (D3)
where from H
(v)
a , H
(v)
T , and Vi we have dropped the lm indices, and from H
(v)
a and H
(v)
T the
reference that they are order k quantities. Here, as in (17), the indices a, b correspond to
coordinates in the time-radius plane, ya = (t, x), and i, j correspond to coordinates in the
standard 2-sphere, on which the covariant derivative is denoted by Di. General kth order
vector perturbations can be written as linear combinations of these terms for all possible
l and m. The functions H
(v)
a and H
(v)
T depend only on the coordinates y
a. If l = 1 then
D(iVj) = 0, so Vi is a Killing vector field. Then g
(k)
ij = 0, and H
(v)
T is not defined.
The most general vector-type gauge transformation that keeps g
(k)
µν in the vector Vi(lm)
class is generated by a vector ξµ, for which ξa = 0 and ξi = ξ
(v)Vi, where ξ
(v) is a scalar
function on the ya plane. It can be checked easily that the metric perturbation functions
transform as
H(v)a → H(v)a − r2∇ˆa
(
ξ(v)
r2
)
, (D4)
H
(v)
T → H(v)T − ξ(v) for l ≥ 2 , (D5)
where ∇ˆa is the derivative operator on the ya plane of the AdS background metric.
For l ≥ 2 the function H(v)T is always defined, and the combination
Za = H
(v)
a − r2∇ˆa
(
H
(v)
T
r2
)
(D6)
is independent of ξ(v), so it is gauge invariant. It is the vector-type Kodama-Ishibashi gauge-
invariant variable[32]. A natural way to proceed with the actual calculations for l ≥ 2 is to
use the gauge freedom in (D5) to make H
(v)
T = 0, in which case Za = H
(v)
a and g
(k)
ij = 0.
This choice eliminates the highest angular derivatives from (D3), and corresponds to the
Regge-Wheeler gauge in the literature [47].
For the l = 1 case the only gauge-invariant quantity is
Zab = r
2∇ˆa
(
H
(v)
b
r2
)
− r2∇ˆb
(
H
(v)
a
r2
)
, (D7)
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which has only one independent component. In the (t, x) coordinate system,
Ztx =
∂H
(v)
x
∂t
− ∂H
(v)
t
∂x
+
2
sin x cos x
H
(v)
t . (D8)
2. Scalar-type perturbation
The components of εk order scalar-type metric perturbations in the Slm class can be
written as
g
(k)
ab = H
(s)
ab S , g
(k)
ai = H
(s)
a DiS ,
g
(k)
ij = H
(s)
L γijS+H
(s)
T
(
DiDj +
l(l + 1)
2
γij
)
S , (D9)
where the functions H
(s)
ab , H
(s)
a , H
(s)
L and H
(s)
T depend only on y
a. We have dropped the
lm indices and the reference that we are at order k from the functions. The general scalar
perturbation is the linear combination of these for all possible l and m. If l = 0 then
DiS = 0, g
(k)
ai = 0, and H
(s)
a is not defined. If l = 0 or l = 1 then
(
DiDj +
l(l+1)
2
γij
)
S = 0,
in which cases H
(s)
T cannot be defined.
The most general kth order coordinate transformations that keep g
(k)
µν in the scalar Slm
class are generated by vector fields ξµ that has the components
ξa = ξ
(s)
a S , ξi = ξ
(s)DiS , (D10)
where ξ
(s)
a and ξ(s) depend on the coordinates ya, and ξ(s) is defined only for l ≥ 1. The
metric perturbation functions transform as
H
(s)
ab → H(s)ab − ∇ˆaξ(s)b − ∇ˆbξ(s)a , (D11)
H
(s)
L → H(s)L + l(l + 1)ξ(s) − 2r(∇ˆar)ξ(s)a , (D12)
H(s)a → H(s)a − ξ(s)a − r2∇ˆa
(
ξ(s)
r2
)
for l ≥ 1 , (D13)
H
(s)
T → H(s)T − 2ξ(s) for l ≥ 2 . (D14)
For the l = 0 case we have to drop the l(l + 1)ξ(s) term from (D12). In terms of the (t, x)
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coordinates,
H
(s)
tt → H(s)tt − 2
∂ξ
(s)
t
∂t
+ 2 tanxξ(s)x , (D15)
H
(s)
tx → H(s)tx −
∂ξ
(s)
t
∂x
− ∂ξ
(s)
x
∂t
+ 2 tanxξ
(s)
t , (D16)
H(s)xx → H(s)xx − 2
∂ξ
(s)
x
∂x
+ 2 tanxξ(s)x , (D17)
H
(s)
L → H(s)L + l(l + 1)ξ(s) − 2 tanxξ(s)x . (D18)
It is easy to check that for l ≥ 2 the scalar-type Kodama-Ishibashi-Seto gauge-invariant
variables
Z =
2
r2
[
H
(s)
L +
l(l + 1)
2
H
(s)
T + 2r(∇ˆar)Xa
]
, (D19)
Zab = H
(s)
ab + ∇ˆaXb + ∇ˆbXa +
1
2
Zgˆab , (D20)
are gauge invariant[32], where Xa is defined by
Xa = −H(s)a +
r2
2
∇ˆa
(
H
(s)
T
r2
)
. (D21)
For our calculations we use the freedom (D13) to set H
(s)
a = 0 by choosing ξ
(s)
a , and we use
(D14) to set H
(s)
T = 0 by choosing ξ
(s). In this gauge Xa = 0, and the Kodama-Ishibashi
gauge-invariant variables are simply
Z =
2
r2
H
(s)
L , Zab = H
(s)
ab +
1
r2
H
(s)
L gˆab . (D22)
This choice is usually called Regge-Wheeler gauge in the literature. In this gauge, the metric
perturbation does not have g
(n)
ai components, and g
(n)
ij is proportional to γij, in particular,
g
(n)
θφ = 0.
If l = 0 then H
(s)
a and H
(s)
T are not defined. A natural choice is to use the freedom in
(D18) to make H
(s)
L = 0 by choosing ξ
(s)
x appropriately. We also make a choice for ξ
(s)
t in
(D16) which makes H
(s)
tx = 0. Even after this, we have the freedom to make an additional
gauge transformation with
ξ
(s)
t =
f1(t)
cos2 x
, (D23)
where f1(t) is an arbitrary function, because this leaves H
(s)
tx unchanged. Since this trans-
formation is generated by the vector with components ξ(s)t = −f1(t)/L2 and ξ(s)x = 0, the
residual freedom corresponds to the relabeling of the constant time hypersurfaces.
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Appendix E: Vector-type perturbations
We consider εk order class V(lm)i vector-type perturbations of the metric tensor in the
Regge-Wheeler gauge where the g
(k)
ij metric components are vanishing (a, b = 1, 2 and i, j =
3, 4),
g
(k)
ab = 0 , g
(k)
ai = H
(v)
a Vi , g
(k)
ij = 0 , (E1)
where H
(v)
a depend only on the coordinates ya = (t, x). We have dropped the lm indices
from the functions, and also the reference that we are at εk order. The gauge invariant
formalism described in Appendix D shows that one can always make this gauge choice. The
method we present here is based on the linear formalism presented in [36].
1. Case l ≥ 2
If l ≥ 2, the Kodama-Ishibashi gauge-invariant variables Za can be defined, and in our
gauge
Za = H
(v)
a (E2)
(see Eq. (D6)). For simplicity, in the Regge-Wheeler gauge this equation can be considered
as the definition of Za.
For perturbations of the form (E1) the (a, b) components of the εk order Einstein equations
are identically satisfied. All (i, j) components give the same condition,
∂Zt
∂t
− ∂Zx
∂x
= T , (E3)
where T is a source term arising from lower order perturbations, which is assumed to be
already known and calculated. Let us denote the t independent part of the source term by
T1. The time dependent part, T2 = T − T1, generally has the t dependence through sin(ωt)
and cos(ωt) terms, where the frequency ω is some integer. The equation ∂
∂t
Z¯t = T2 can be
integrated easily to obtain the function Z¯t. The time independent part T1 turns out to be
zero in most of the cases, but even if not, the equation − ∂
∂x
Z¯x = T1 can be solved for Z¯x.
The general solution of (E3) can be written in terms of an arbitrary scalar function φV ,
Zt =
∂φV
∂x
+ Z¯t , Zx =
∂φV
∂t
+ Z¯x . (E4)
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It is a general principle that during our computations it is practical to avoid calculating
integrals in x, since performing integrals with respect to t is generally much simpler because
of the simple trigonometric time dependence.
After making the substitution for Za, it turns out that the (a, i) components of the
Einstein equations are not independent. The (x, i) and (t, i) components of the Einstein
equations are equivalent to
∂EV
∂t
= 0 ,
∂EV
∂x
= 0 , (E5)
respectively, where
EV = sin
2 x
(
∂2φV
∂x2
− ∂
2φV
∂t2
)
− 2 tanx∂φV
∂x
− (l + 2)(l − 1)φV + φ(0)V . (E6)
The function φ
(0)
V is determined by the lower order perturbations.
A concrete expression for φ
(0)
V can be obtained by comparing the derivatives of (E6) to
the actual form of the field equations obtained by the algebraic manipulation software. As
the result of the comparison, we have to solve two equations,
φ
(0)
V
∂t
= Tt ,
φ
(0)
V
∂x
= Tx , (E7)
where Ta are given functions of t and x, satisfying the necessary integrability condition.
The solution for φ
(0)
V can be obtained in a straightforward way, but generally it involves the
calculation of an integral in x, which can be hard to obtain in closed form at higher orders
in the ε expansion. For example, at ε5 order, polylogarithm functions tend to arise.
It is possible to avoid the calculation of integrals when solving (E7), since generally the
source terms are sums of a finite number of Fourier components with integer frequencies,
Ta =
k¯max∑
k¯=0
(
T (c,k¯)a cos(k¯t) + T
(s,k¯)
a sin(k¯t)
)
, (E8)
and we can search for the solution in a similar expansion form,
φ
(0)
V =
k¯max∑
k¯=0
(
φ
(0,c,k¯)
V cos(k¯t) + φ
(0,s,k¯)
V sin(k¯t)
)
. (E9)
If k¯ > 0, then it is possible to solve the first equation of (E7) algebraically for φ
(0,c,k¯)
V and
φ
(0,s,k¯)
V . However, the k¯ = 0 component of the first equation is satisfied identically, and the
second gives an expression for the x derivative of φ
(0,c,0)
V . Luckily, it is not necessary to
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calculate the integral to get the concrete form of φ
(0,c,0)
V , since the calculation of the gauge
invariant variables Za in (E4) only requires the differentiated form of the zeroth Fourier
component of φV .
It follows from (E5) that EV is a constant. However, since we can add a constant to φV
without changing Zt and Zx in (E4), we can shift this constant to zero, setting EV = 0. We
define a rescaled scalar function by
φV = rΦV , (E10)
where r = L tanx. Then the EV = 0 condition can be written into the simple form
− ∂
2ΦV
∂t2
+
∂2ΦV
∂x2
− l(l + 1)
sin2 x
ΦV +
Φ
(0)
V
sin2 x
= 0 , (E11)
where
Φ
(0)
V =
1
r
φ
(0)
V . (E12)
Equation (E11) is the master equation describing all l ≥ 2 vector-type perturbations. We
show in Appendix F that l ≥ 2 scalar-type perturbations are described by an equation
having exactly the same form, although the boundary conditions at infinity are different in
the two cases.
We give a detailed description of how to solve the inhomogeneous differential equation
(E11) in Appendix G. After the solution for ΦV with the appropriate boundary condition is
obtained in the way described there, then from (E12) we get φV , and using (E4) we obtain
Za. According to (E2) in our gauge Za = H
(v)
a , and the resulting class V(lm)i vector-type
metric perturbation components can be obtained by (E1).
2. Case l = 1
In this case the first step is to consider the value of
Ztx =
∂H
(v)
x
∂t
− ∂H
(v)
t
∂x
+
2
sin x cos x
H
(v)
t , (E13)
which is the only nonzero component of the antisymmetric Zab gauge invariant quantity given
in (D7). For simplicity, (E13) may also be considered as the definition of Ztx. It follows
from the (x, φ) component of the Einstein equations that the time derivative of Ztx is zero.
The (t, φ) component gives a time-independent value for the x derivative of Z¯tx = Ztx sin
2 x.
48
There are no further restrictions from the remaining components of the field equations. The
expression for Z¯tx can be calculated by integration, and the regularity of the corresponding
metric perturbation at the center can be ensured by setting Z¯tx = 0 at x = 0.
Defining H¯
(v)
t = r
−2H
(v)
t and H¯
(v)
x = r−2H
(v)
x , Eq. (E13) can be written as
Ztx
r2
=
∂H¯
(v)
x
∂t
− ∂H¯
(v)
t
∂x
. (E14)
Here Ztx is already known, and apart from this equation there are no restrictions on the
metric variables H
(v)
a . A particular time independent solution can be found by setting
H¯
(v)
x = 0 and integrating from x = π/2 to obtain H¯
(v)
t = H¯
(v,0)
t . Then the general solution
is
H¯
(v)
t = H¯
(v,0)
t +
∂f
∂t
, H¯(v)x =
∂f
∂x
, (E15)
where f is an arbitrary function of t and x. The function f corresponds to the gauge freedom
ξ(v)/r2 in (D4). If f would depend on t at x = π/2 then H
(v)
t , and consequently g
(k)
tφ , would
diverge as (π/2 − x)−2. This would correspond to an asymptotically rotating coordinate
system. When the spherical harmonic index m is zero, the freedom in f corresponds to
a time and radius dependent rotation in the φ direction. In our calculations we make the
natural gauge choice f = 0. Then H
(v)
t = r
2H¯
(v,0)
t and H
(v)
x = 0, and the metric perturbation
is necessarily regular and asymptotically AdS.
Appendix F: Scalar-type perturbations
We consider εk order scalar-type perturbations in the class belonging to the Slm real
spherical harmonics in the Regge-Wheeler gauge, where the metric perturbation is in the
block diagonal form (a, b = 1, 2 and i, j = 3, 4)
g
(k)
ab = H
(s)
ab S , g
(k)
ai = 0 , g
(k)
ij = H
(s)
L γijS . (F1)
Here the functions H
(s)
ab and H
(s)
L depend only on the coordinates y
a = (t, x), and γij is
the standard metric on the 2-sphere with coordinates zi = (θ, φ). We have dropped the lm
indices from all these functions, and also the reference that we are at εk order. That we
can make this gauge choice follows from the considerations in Appendix D. The formalism
presented here is based on the work in [36] on linear perturbations.
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1. Case l ≥ 2
If l ≥ 2, the Kodama-Ishibashi-Seto gauge-invariant variables Z and Zab can be defined[32],
and in the Regge-Wheeler gauge the metric variables can be expressed as (see Eq. (D22))
H
(s)
L =
r2
2
Z , H
(s)
ab = Zab −
1
2
Zgˆab . (F2)
Here gˆab is the metric induced on the time-radius plane by the background AdS metric. For
simplicity, in the following considerations (F2) can be considered as the definition of Z and
Zab.
The part of the angular components of the εk order Einstein’s equations that is not
proportional to γij gives only one condition, Z = gˆ
abZab+ Z¯, which in our coordinate system
can be written as
Z =
cos2 x
L2
(Zxx − Ztt) + Z¯, (F3)
where Z¯ is an inhomogeneous source term depending on t and x, fixed by the lower order
perturbations.
After substituting Z from (F3), the (a, i) components of the field equations are equivalent
to
∇ˆbZba − ∇ˆaZcc = Sa , (F4)
where Sa is a known source term, depending on the coordinates t and x, arising from lower
order perturbations, and ∇ˆa is the derivative operator in the two-dimensional time-radius
plane of the AdS background. Our first task is to find a particular solution Zab = Z¯ab of
(F4). Then the general solution can be written as Zab = Zˆab + Z¯ab, where Zˆab is a solution
of the homogeneous part of the equation,
∇ˆbZˆba − ∇ˆaZˆcc = 0. (F5)
The expression for Z¯ab is not unique, and one may choose any solution that is technically
easy to obtain.
Using our coordinate system, the (t, θ) and (t, φ) components of the field equations are
both equivalent to
∂Ztx
∂x
− ∂Zxx
∂t
=
L2
cos2 x
St , (F6)
and the (x, θ) and (x, φ) components are
∂Ztt
∂x
− ∂Ztx
∂t
+ tanx(Zxx − Ztt) = L
2
cos2 x
Sx . (F7)
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Similar to the method used for (E3), Eq. (F6) can be solved by decomposing St into a
time independent part S
(1)
t , and to the rest with periodically oscillating time dependence,
S
(2)
t = St − S(1)t . Then integrating
∂Z
(0)
tx
∂x
=
L2
cos2 x
S
(1)
t , −
∂Z
(0)
xx
∂t
=
L2
cos2 x
S
(2)
t (F8)
gives a particular solution. The general solution of (F6) can be written as
Ztx =
∂f1
∂t
+ Z
(0)
tx , Zxx =
∂f1
∂x
+ Z(0)xx , (F9)
where f1 is an arbitrary function of t and x.
Substituting (F9) into (F7), and choosing
f1 = − cot xZtt , (F10)
the x derivatives drop out, and we get
∂2Ztt
∂t2
+ Ztt = f2 , (F11)
where
f2 =
L sin x
cos3 x
Sx − tan2 xZ(0)xx (F12)
is a known function of t and x. Equation (F11) can be solved for Ztt, again without inte-
grating in x,
Ztt = fc cos t + fs sin t + sin t
∫
f2 cos tdt− cos t
∫
f2 sin tdt , (F13)
where fc and fs are arbitrary functions of x. Choosing fc and fs appropriately, we get a
particular solution Ztt = Z¯tt, which has no terms with exactly cos t or sin t time dependence.
Substituting (F10) into (F9) we also get particular solutions for the other components,
Ztx = Z¯tx and Zxx = Z¯xx.
According to Eq. (117) of [36], the general solution of the homogeneous equation (F5)
can be generated by a function φS as
Zˆab =
(
∇ˆa∇ˆb − 1
L2
gˆab
)
φS . (F14)
Using the (t, x) coordinates, this has the components
Zˆtt =
∂2φS
∂t2
− tanx∂φS
∂x
+
φS
cos2 x
, (F15)
Zˆtx =
∂2φS
∂t∂x
− tanx∂φS
∂t
, (F16)
Zˆxx =
∂2φS
∂x2
− tanx∂φS
∂x
− φS
cos2 x
. (F17)
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When we already have both Z¯ab and Zˆab, the general solution of the inhomogeneous equation
(F4) can be written as
Zab = Zˆab + Z¯ab . (F18)
The part proportional to γij of the angular part of the field equations can be checked to be
satisfied at this stage.
In terms of a rescaled scalar function φS defined by
φS = rΦS , (F19)
the expressions for Zˆab in (F15)-(F17) can be written into the alternative form
Zˆtt = L tan x
(
∂2ΦS
∂t2
− tan x∂ΦS
∂x
)
, (F20)
Zˆtx = L
(
tanx
∂2ΦS
∂t∂x
+
∂ΦS
∂t
)
, (F21)
Zˆxx = L tan x
∂2ΦS
∂x2
+ L
(
1 +
1
cos2 x
)
∂ΦS
∂x
. (F22)
The asymptotic behavior of the previously obtained particular solution Z¯ab is generally
not yet ideal for our purposes. The limit
Zl = L
2 lim
x→pi/2
(
Ω2Z¯tt
)
= −L2 lim
x→pi/2
(
Ω2Z¯xx
)
, (F23)
where Ω is the conformal factor defined in (5), is generally a nonvanishing function of t. These
types of divergent terms would make the treatment of asymptotically AdS spacetimes more
difficult, since they would affect the metric induced on the conformal boundary. Luckily, we
can easily cancel these second-order divergent terms in Z¯ab by redefining φS into φS − Zl
and absorbing the new terms into Z¯ab in (F18). This way, the time dependent Zl/ cos
2 x
terms in (F15) and (F17) will exactly cancel the second-order divergent terms in Z¯ab. In the
following we assume that we have already achieved Zl = 0, which will also make simpler the
asymptotically AdS condition on the still unknown function φS.
The function φS will be determined by the (a, b) components of the Einstein equations.
It can be checked, that similar to the first order homogeneous case considered in [36], after
substituting Z from (F3) and Zab from (F18), the (a, b) components are not independent.
They can be written in terms of a single scalar function ES,(
∇ˆa∇ˆb − 1
L2
gˆab
)
ES = 0 . (F24)
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We note that the (t, t) component of (F24) corresponds the (x, x) component of Einstein’s
equations, and vice versa. The scalar function has the form
ES = r
2
(
∇ˆa∇ˆa − 2
r
(∇ˆar)∇ˆa − (l + 2)(l − 1)
r2
)
φS + φ
(0)
S , (F25)
where φ
(0)
S is a source term determined by lower order perturbations. Using the (t, x) coor-
dinates,
ES = sin
2 x
(
∂2φS
∂x2
− ∂
2φS
∂t2
)
− 2 tanx∂φS
∂x
− (l + 2)(l − 1)φS + φ(0)S . (F26)
Viewing (F24) as a differential equation for ES, the general solution is
ES = c1L tanx+
L
cosx
(c2 cos t + c3 sin t) , (F27)
where c1, c2 and c3 are arbitrary constants. If we change the generating function as φS →
φS + φ¯S, where φ¯S satisfies the same differential equation as ES in (F24), then Zab remains
the same in (F18). The general form of φ¯S in this transformation is
φ¯S = c¯1L tanx+
L
cosx
(c¯2 cos t+ c¯3 sin t) , (F28)
where c¯1, c¯2 and c¯3 are some other constants. Substituting into (F26), we can see that this
transformation generates the same type of terms that we have in (F27), so by choosing c¯1, c¯2
and c¯3 appropriately, we can set c1 = c2 = c3 = 0 in (F27), thereby making ES = 0. Hence,
the (a, b) components of the Einstein equations are equivalent to the single condition,
sin2 x
(
∂2φS
∂x2
− ∂
2φS
∂t2
)
− 2 tanx∂φS
∂x
− (l + 2)(l − 1)φS + φ(0)S = 0 . (F29)
Unfortunately, it is not easy to obtain a concrete expression for the scalar source term
φ
(0)
S in (F29) from the source terms of the (a, b) components of Einstein’s equations. We
have to solve inhomogeneous equations of the form
(
∇ˆa∇ˆb − 1
L2
gˆab
)
φ
(0)
S = Sab , (F30)
where Sab are known functions of t and x, given by lower order perturbation results. These
equations can be obtained by substituting (F25) into (F24) and comparing with the (a, b)
components of the Einstein equations. In component form, we have to solve the following
53
three equations for φ
(0)
S :
∂2φ
(0)
S
∂t2
− tanx∂φ
(0)
S
∂x
+
φ
(0)
S
cos2 x
= Stt , (F31)
∂2φ
(0)
S
∂t∂x
− tanx∂φ
(0)
S
∂t
= Stx , (F32)
∂2φ
(0)
S
∂x2
− tanx∂φ
(0)
S
∂x
− φ
(0)
S
cos2 x
= Sxx . (F33)
Generally, the source terms can be decomposed into a finite number of Fourier components
with integer frequencies,
Sab =
k¯max∑
k¯=0
(
S
(c,k¯)
ab cos(k¯t) + S
(s,k¯)
ab sin(k¯t)
)
, (F34)
where S
(c,k¯)
ab and S
(s,k¯)
ab are functions of x. We can search for the solution of (F31)-(F33) in
a similar expansion form,
φ
(0)
S =
k¯max∑
k¯=0
(
φ
(0,c,k¯)
S cos(k¯t) + φ
(0,s,k¯)
S sin(k¯t)
)
, (F35)
where φ
(0,c,k¯)
S and φ
(0,s,k¯)
S depend only on x.
When k¯ > 0 the coefficients can be obtained in a simple algebraic way. In this case the
cos(k¯t) and sin(k¯t) components of both (F31) and (F32) contain an x derivative of φ
(0,c,k¯)
S
or φ
(0,s,k¯)
S . Eliminating the derivative by taking linear combinations of these two types of
equations we obtain linear algebraic equations for φ
(0,c,k¯)
S and φ
(0,s,k¯)
S , which can be solved
easily.
The k¯ = 0 case is different, since then the Fourier component of (F32) is trivially zero.
In this case (F31) yields the differential equation
− L tan2 x∂Φ
(0,c,0)
S
∂x
= S
(c,0)
tt , Φ
(0,c,0)
S =
1
r
φ
(0,c,0)
S , (F36)
where r = L tan x, and (F33) is identically satisfied after this. For higher orders in the ε
expansion it may be difficult to calculate the integral in x to obtain Φ
(0,c,0)
S . For example, at
ε4 order, polylogarithm functions tend to appear. Luckily, it is not necessary to compute this
integral, since the calculation of the gauge invariant variables Zab by (F18) using (F20)-(F22)
requires only the x derivative of the zeroth Fourier mode of ΦS = φS/r.
After the source term φ
(0)
S in (F29) is already determined, our last task in solving the ε
k
order (l, m) scalar perturbation equations is to find the scalar function φS, which corresponds
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to an asymptotically AdS configuration with a regular center. Using the rescaled scalar
function ΦS = φS/r defined in (F19), Eq. (F29) can be written in the simple form
− ∂
2ΦS
∂t2
+
∂2ΦS
∂x2
− l(l + 1)
sin2 x
ΦS +
Φ
(0)
S
sin2 x
= 0 , (F37)
where
Φ
(0)
S =
1
r
φ
(0)
S . (F38)
Equation (F37) is the master equation describing all l ≥ 2 scalar-type perturbations.
We give a detailed description of how to solve the inhomogeneous differential equation
(F37) in Appendix G. After the solution for ΦS with the appropriate boundary condition is
obtained by the method described there, then from (F18) with (F20)-(F22) we obtain Zab,
and by (F3) we get Z. The resulting class Slm scalar-type metric perturbation components
can be obtained by (F2) and (F1).
2. Case l = 0
In this case the scalar spherical harmonic is constant, S ≡ S00 = 1/(2
√
π). As it is shown
in Appendix D, for the l = 0 scalar perturbations it is natural to make a gauge choice in
which H
(s)
L = 0 and H
(s)
tx = 0 in (F1). The (t, x) components of the Einstein equations gives
the condition
∂H
(s)
xx
∂t
= Stx , (F39)
where Stx is a function of t and x fixed by lower order perturbations. Integrating in t, we
get a solution H
(s)
xx = H
(s,0)
xx , and we can write the general solution as
H(s)xx = H
(s,0)
xx + f1 cot x , (F40)
where f1 is a function of x. Substituting into the (t, t) component of the Einstein equations
we get an equation determining the x derivative of f1. The center can be regular only if
H
(s)
xx has a finite limit at x = 0, which fixes the integration constant, so we have to integrate
from x = 0, and we get a unique solution for f1 and H
(s)
xx .
Substituting the calculated H
(s)
xx into the (x, x) component of the field equations, we get
an equation determining the x derivative of
Hˆ
(s)
tt = H
(s)
tt cos
2 x . (F41)
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Integrating from x = π/2, we get a solution Hˆ
(s)
tt = Hˆ
(s,0)
tt . The general solution for H
(s)
tt is
H
(s)
tt =
Hˆ
(s,0)
tt
cos2 x
+
ν¯
cos2 x
, (F42)
where ν¯ can be any function of t. The ν¯/ cos2 x term diverges to the same order as the g
(0)
tt
component of the background AdS metric and corresponds to a εn order time dependent
relabeling of the t coordinate, t→ t˜(t). It is actually the gauge freedom in (D23). Since we
are studying localized configurations, it would be unnatural to choose a time coordinate in
which the metric components are asymptotically oscillating. Hence, we assume from now
on that ν¯ is a constant.
The resulting class S00 scalar-type metric perturbation components can be obtained by
(F1). Since now H
(s)
tt = 2
√
πg
(k)
tt , it follows that the constant ν¯ is related to νk defined in
(6) by
ν¯ = −2√πL2νk . (F43)
Generally, we cannot set νk to zero, since we have assumed that the oscillation frequency
of our geon is an integer in terms of the time coordinate t, independently of the amplitude
parameter ε. The constant νk will describe the change of the physical frequency as the
amplitude of the geon increases.
If there are no source terms arising from the lower order ε expansion, which is certainly
the case for the first order linear perturbations, then the only centrally regular solution in
our gauge is H
(s)
xx = 0 and H
(s)
tt = ν¯/ cos
2 x, which is still a gauge mode.
Appendix G: Time-periodic solutions of the master equation
In this appendix we construct solutions of (20), which generates the time-periodic solu-
tions of the master equation (18).
1. Solutions of the homogeneous master equation
For the first nontrivial order in the ε expansion, i.e., for k = 1, the source term Φ(0) is
necessarily zero. Even at higher orders there are no source terms for several choices of ωp.
Hence we consider the p(0) = 0 case first, and we solve the homogeneous part of Eq. (20),
d2p
dx2
− l(l + 1)
sin2 x
p+ ω2pp = 0 . (G1)
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Defining a new radial coordinate z = sin2 x, and a rescaled function w by
p = w sinl+1 x = wz(l+1)/2 , (G2)
(G1) can be transformed into a hypergeometric differential equation,
z(1 − z)d
2w
dz2
+ [c− (a+ b+ 1)z] dw
dz
− abw = 0 , (G3)
where the parameters are
a =
1
2
(l + 1− ωp) , b = 1
2
(l + 1 + ωp) , c = l +
3
2
. (G4)
A pair of fundamental solutions of the hypergeometric differential equation (G3), which are
numerically satisfactory near the center z = 0, are (see Sec. 15.10 of [48])
w1 = 2F1(a, b; c; z) , w2 = z
1−c
2F1(a− c+ 1, b− c + 1; 2− c; z) . (G5)
Fundamental solutions close to infinity z = 1 are
w3 = 2F1(a, b; a+b−c+1; 1−z) , w4 = (1−z)c−a−b 2F1(c−a, c−b; c−a−b+1; 1−z) . (G6)
The corresponding solutions of (G1) can be written as
p1 = w1 sin
l+1 x , p2 = w2 sin
l+1 x , p3 = w3 sin
l+1 x , p4 = w4 sin
l+1 x . (G7)
Since the hypergeometric function 2F1(a, b; c; z) smoothly tends to 1 at z = 0, because
of the z1−c factor, the solution p2 always diverges as x
−l and corresponds to a perturbation
that is singular at the center, for both the scalar and vector cases. The solution p1 always
gives a regular center. The exponent in w4 is c− a− b = 1/2, and consequently p4 tends to
zero as cosx at infinity x = π/2, while p3 tends to 1 there.
The transformation formula [48]
w1 =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)w3 +
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
w4 (G8)
can be used to write the centrally regular solution in terms of the fundamental solutions at
infinity. Which solution generates asymptotically AdS metric perturbations at infinity de-
pends on whether we consider scalar- or vector-type perturbations. The allowed frequencies
will be different in the two cases.
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In general, the function p can be expanded at infinity as
p =
∞∑
j=0
p¯(j)
(π
2
− x
)j
, (G9)
where p¯(j) are constants. For p = p3 the expansion only contains terms with even power,
and p = p4 only contains terms with odd j.
2. Scalar-type linear perturbations
For scalar-type first order linear perturbations with l ≥ 2 substituting (G9) and (21)
into (F20)-(F22), it follows that the metric perturbation components will not have terms
proportional to p¯(0) that diverge as cos−2 x. This shows that p¯(0) can be arbitrary. However
if p¯(1) is nonzero, there will be terms diverging as cos−2 x both in Zˆtt and in Zˆxx, so the
metric perturbation components would not satisfy our boundary conditions (6) and (7). It
is possible to show that in this case the corresponding metric is really not asymptotically
AdS, by checking that the metric induced at infinity is not conformally flat. Alternatively,
one can show that if p¯(1) 6= 0 the magnetic part of the asymptotic Weyl curvature Bab is
nonzero, so the metric is not asymptotically AdS. We discuss in more detail the conditions
that asymptotically AdS spacetimes have to satisfy in Appendix A.
For the solution p = p4 necessarily p¯
(1) 6= 0, so the corresponding metric is not asymp-
totically AdS. There is no such problem with the p3 solution. The perturbed metric can
be asymptotically anti-de Sitter and, simultaneously, have a regular center, only if p1 is
proportional to p3. From the transformation formula (G8) it follows that this is possible
only if either a or b is a nonpositive integer. This means that asymptotically AdS scalar
perturbations with a regular center only exist for frequencies ωp = ω
(S)
ln given by (10). In
this case a = −n is an integer, the hypergeometric series closes at finite order, and it can be
expressed in terms of Jacobi polynomials
2F1(−n, b; c; z) = n!
(c)n
P (c−1,b−c−n)n (1− 2z) , (G10)
where Pochhammer’s symbol is (c)n = Γ(c+ n)/Γ(c). Substituting this into p1, the asymp-
totically AdS centrally regular solution of (G1) for the frequency ω
(S)
ln is
p
(S)
ln =
1
L
sinl+1 x
n!
(l + 3
2
)n
P
(l+ 1
2
,− 1
2
)
n (cos(2x)) . (G11)
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For the n = 0 case w1 = 1, and the solution is simply
p
(S)
l0 =
1
L
sinl+1 x . (G12)
It follows that the regular asymptotically AdS scalar-type solutions of the homogeneous part
of (F37) with the given frequency can be written as in (11) and (12).
3. Vector-type linear perturbations
For l ≥ 2 vector-type linear perturbations, it follows from (G9) and (21) that the expan-
sion of φV = rΦV starts as
φV =
[
p¯(0)
pi
2
− x + p¯
(1) +
(
p¯(2) − p¯
(0)
3
)(π
2
− x
)
+ · · ·
]
L cos(ωpt) , (G13)
or a similar expression with cos(ωpt) replaced by sin(ωpt). Using (E4) it follows that if
p¯(0) 6= 0 then Zt diverges as cos−2 x, and from (E2) and (E1) it can be seen that the metric
perturbation components g
(k)
ti also diverge as cos
−2 x, so the metric is not asymptotically
AdS.
The solution p = p3 has a nonzero p¯
(0), so it cannot belong to an asymptotically AdS
metric perturbation. The metric can be asymptotically anti-de Sitter with a regular center
only if p1 is proportional to p4. Since by (G8) this is possible only if c− a or c− b is a non-
positive integer, it follows that regular vector-type perturbations only exist for frequencies
given in (13). In this case c− b = −n, and the series in w4 closes at finite order. Using (G8),
(G10), and the symmetry property P
(α,β)
n (−z) = (−1)nP (β,α)n (z), the regular asymptotically
AdS solution of (G1) turns out to be
p
(V )
ln =
1
L
sinl+1 x cosx
n!
(l + 3
2
)n
P
(l+ 1
2
, 1
2
)
n (cos(2x)) . (G14)
The n = 0 solution is
p
(V )
l0 =
1
L
sinl+1 x cos x . (G15)
The regular asymptotically AdS vector generating function that solves the homogeneous
part of (E11) with the given frequency is given in (14) and (15).
4. Solutions of the inhomogeneous master equation
Let us consider two linearly independent solutions of the homogeneous equation (G1).
For the first solution we take the previously defined p1, which is always regular at the center.
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We denote the yet unspecified second solution by pb, and we assume that it corresponds to
an asymptotically AdS linear metric perturbation (scalar- or vector-type). Then the regular
asymptotically AdS solution of the inhomogeneous equation (20) can be obtained as
p = p1
∫ x
pi
2
pbp
(0)
W sin2 x
dx− pb
∫ x
0
p1p
(0)
W sin2 x
dx , (G16)
where the Wronskian is
W = p1
dpb
dx
− pbdp1
dx
. (G17)
Since there is no first derivative term in (20), by Abel’s differential equation identity follows
that the Wronskian of any two solutions of the homogeneous equation is a constant. This
constant is not zero if and only if the two solutions are linearly independent. In the solution
(G16), the singularity of pb at the center is compensated by the choice of x = 0 as the lower
limit in the second integral. Similarly, the choice of π/2 as the lower limit of the first integral
is to compensate for the behavior of p1 at infinity.
For scalar-type perturbations the asymptotically AdS solution is obtained by setting
pb = p3, while for vector perturbations we have to choose pb = p4. The above argument, that
(G16) gives indeed the asymptotically AdS metric, takes into account only the contribution
from the εk order homogeneous terms. However, in each concrete case it is easy to check
that the inhomogeneous terms do not give any terms in the metric perturbation components
g
(k)
µν that diverge as cos−2 x, so our boundary conditions (6) and (7) are satisfied, and the
generated metric is really asymptotically AdS.
In certain resonant cases, the solutions p1 and pb chosen in the above way are not linearly
independent. In these cases p1 is already behaving well both at the center and at infinity.
This happens exactly when the frequency ωp of the source term agrees with the resonant
frequencies given by (10) or (13) belonging to the actual value of l for some non-negative
integer n. In these resonant cases the only available second solution is pb = p2, which is
singular both at x = 0 and at x = π/2. One solution of the inhomogeneous equation can
still be calculated by (G16). However, the singularity of pb = p2 both at the center and at
infinity can only be compensated in the second term of (G16) if we require the condition
(22) given in the main text. The factor W is dropped from the denominator since it is a
nonzero constant.
Equation (22) is a very important consistency condition on the source term p(0) in the
resonant cases. If this conditions fails to hold, then there are no time-periodic centrally
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regular asymptotically AdS perturbations of the system. Even if this condition fails then
there are centrally regular asymptotically AdS perturbations, but they must be secularly
growing with time dependence of the type t cos(ωpt) or t sin(ωpt). However, that type of time
dependence is excluded by the formalism applied in this paper, since we are only working
with periodic solutions now.
For the resonant case the lower limit in the first integral of (G16) can be left arbitrary,
since p1 is behaving well at infinity. This corresponds to the freedom of adding the homoge-
neous solution p1 multiplied by an arbitrary constant. In these resonant cases the centrally
regular asymptotically AdS solutions of the inhomogeneous equation are
p = p1
∫ x
pi
2
p2p
(0)
W sin2 x
dx− p2
∫ x
0
p1p
(0)
W sin2 x
dx+ cpp1 , (G18)
where cp is an arbitrary constant, and we have to require (22). In many cases, the condition
(22) can be used to fix the value of some other constant c¯p, which had to be introduced
earlier at a lower order in the ε expansion.
5. Static mode of scalar perturbations
The general method in the previous subsection can also be applied to the zero frequency
part of the source function φ
(0)
S , when ωp = 0 in (20). However, in this case there is a
computationally less involved method to obtain the corresponding metric perturbation. We
have noted in connection to (F36) that for the zero frequency case it is easy to obtain the
x derivative of the source function p(0), but it can be difficult to perform the integral to get
the actual form of p(0). Luckily, for the static part of the metric perturbation we only need
the derivative of the function p, which can be seen from (F20)-(F22). If ωp = 0, then we
can multiply (20) by sin2 x, and after taking the derivative we can write the equation into
the form
d2p¯
dx2
− l(l + 1)
sin2 x
p¯+ ω¯2p¯ p¯+
p¯(0)
sin2 x
= 0 , (G19)
where
p¯ = sin x
dp
dx
, p¯(0) = sin x
dp(0)
dx
, ω¯p¯ = 1 . (G20)
This equation can be solved by the method described in Sec. G 4, with the only difference
that now the asymptotically AdS solutions belong to p4 for scalar-type perturbations. After
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getting the solution for p¯, the metric perturbations can be calculated using (F20)-(F22),
without calculating p.
6. Static mode of vector perturbations
The time-independent part of vector-type perturbations can also be calculated by the
methods described in Sec. G 4. However, it is also possible to proceed without computing
the integral that is necessary to obtain the function φ
(0,c,0)
V in the expansion (E9). We have
to solve the static part of the equation EV = 0, where EV is given by (E6). We substitute
φV = q and φ
(0)
V = q
(0), where q and q(0) ≡ φ(0,c,0)V are functions of only x,
sin2 x
d2q
dx2
− 2 tanxdq
dx
− (l + 2)(l − 1)q + q(0) = 0 . (G21)
Taking the derivative of the equation and introducing
q¯ =
dq
dx
, q¯(0) =
dq(0)
dx
, (G22)
we obtain
sin2 x
d2q¯
dx2
− 2sin
3 x
cos x
dq¯
dx
− 2
cos2 x
q¯ − (l + 2)(l − 1)q¯ + q¯(0) = 0 . (G23)
We know the source term q¯(0), and to get the metric perturbation by (E4) we only need q¯.
This equation can be solved in a similar way as we have solved (20). The four fundamental
solutions qα for α = 1, 2, 3, 4 can be given by qα = wα sin
l+1 x cosx, with wα given in (G5)
and (G6), where now
a =
l
2
+ 1 , b =
l
2
+ 2 , c = l +
3
2
. (G24)
The inhomogeneous solution for q¯ can be obtained as in (G16), with the replacements p→ q¯,
p(0) → q¯(0), p1 → q1, and pb → q3. When q¯ is known, it determines the x derivative of the
static part of φV , and the metric perturbation variables can be calculated by (E4), (E2),
and (E1).
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