In this paper, we show that communication in the outof-core distributed memory problems requires both interprocessor communication and file 1/0. Thus, in order to improve 1/0 performance, it is necessary to optimize the
introduction
The use of parallel computers to solve large scale computational problems has increased considerably in recent times. With these powerful machines at their disposal, scientists are able to solve larger problems than were possible before. As the size of the applications increase so do their data requirements.
For example, large scientific applications like
Grand Challenge applications require 100s of GBytes of data per run [Ini94] .
Since main memories may not be large enough to hold data of order of Gbytes, data needs to be stored on disks and fetched during execution of the program. Performance of these programs depends on how fast the processors can access data from the disks. A poor 1/0 capabfity can severely degrade the performance of the entire program. The need
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.$3.50 if the data which is used in the computation does not fit in This results in each processor having a local array associated with it. Our main assumption is that local arrays are stored in files from which the data is staged into main memory.
When the global array is an out-of-core array, the corresponding local array will have to be also stored in files.
The out-of-core local array can be stored in files using two distinct data placement models.
The m . . . . . . . . . . . . . . . . . . . . . . . . . . . . The simplest way to view this model is to think of each processor as having another level of memory which is much slower than main memory. If the 1/0 architecture of the system is such that each processor has its own disk, the LAF of each processor can be stored on the disk attached to that processor. If there is a common set of disks for all processors, the LAF may be distributed across one or more of these disks.
In other words, we assume that each processor has its own logical disk with the LAF stored on that disk. The mapping of the logical disk to the physical disks is system dependent.
At any time, only a portion of the local array is fetched and stored in main memory.
The size of this portion depends on the amount of memory available. The owner-computes rule says that the processor that owns a datum will perform the computations which make an assignment to this datum. In the example, it can be observed that for the array assignment (lines 6-8), each processor requires data from neighboring processors. Consider processor 5 from Figure 3 . It requires the last row of processor 1, last column of processor 4, first row of processor 9 and first column of processor 6. This pattern can be considered as a logical shift of the data across processor boundaries.
It should be noted that processor 5 needs to send data to processors 1,4,6 and 9 aa well. The in-core slabs and the corresponding ghost areas are shown using distinct shades.
Communication Strategies in Out-of-core Computations
In an out-of-core application, computation is carried out in phases.
Each phase reads a slab of data (or ICLA), performs computations using this slab and writes the slab back in the local array file. In this case processors may need to communicant e because (1) computation of in-core local array requires data which is not present in memory during the computation involving ICLA and, (2) ICLA cent sins data which is required by other processors for computation. The communication can be performed in two ways: (1) in a col-/ectiue manner, using Out-of-core Communication and (2) in a demand basis, termed as "In-core Communication".
We will now illustrate the two communication approaches using the example of the 2-D elliptic solver (using Jacobi Relaxation) ( Figure  2 ). We now assume that array A is an out-of-core array which is distributed over 16 processors. Each processor stores it's local array into it's local array tile.
3.2.1
Out-of-core Communication
In the out-of-core communication method, the communication is performed collectively considering the entire 00C local array. All processors compute 2.
3.
4.
Node j checks if it needs to send data to other processors. If so, it checks if the required data is in memory.
If not, node j first sends a request to read data from disk and then receives the requested data from disk. If the required data is in memory then the processor does not perform file 1/0.
Node j sends data to node i.
Node i either stores the data back in local file or keeps it in memory (This would depend on whether the data required can be entirely used by the current slab in the memory, if not, the received data must be stored in local files).
To illustrate these steps, consider processors 5 and 6 from Figure 3 
Computing on the ICLA, In the out-of-core method, all the processors communicate this data before the computation on the OCLA begins.
To illustrate the point that out-of-core communication requires
1/0, note that processor 5 needs to send the last column to processor 6. This column needs to be read from the local array file and communicated. Figure 4 shows the phases in the out-of-core communication method.
Node 1 ?JC.4C2 requests data from Node 1 (point 2). Node 1 reads data from disks and sends to node 2 (points 4-5).
3--------='-''-----------
for HPF FORALL-type of computations which have copy-incopy-out semantics.
In the above example, four shifts are required which result in disk accesses, data transfer and data storage (in that order). In this strategy, the communication is performed when a processor requires off-processor data during the computation of the ICLA. Figure 5 illustrates the demanddriven communication method. Node 2 requires offprocessor data at point 2 ( Figure  5 ). Let us assume that the required data is computed by node 1 at point 1 and stored back on disk. When node 2 requires this
In-core Communication. Node 1 sends data to node 2 (points 1-2). Node 2 uses this data at point 3.
q data, it sends a request to node 1 to get this data. Node 1 checks if the data is in memory else it reads the data (point 3). After reading the data from disk, node 1 sends this data to node 2. Node 2 receives this data (point 5) and uses it during the computation of the ICLA. . When this ICLA is in processor's memory, it requires data from processors 1, 4 and 9. Hence, processor 5 sends requests to processors 1, 4 and 9. After receiving the request, processors 1, 4 and 9 check whether the requested data is present in the ICLA or it has to be fetched from the local array file.
Since processors 1 and 9 have also fetched the first slab, the requested data lies in the main memory.
Hence processors I and 9 can send the requested data without doing file 1/0. However, since processor 4 has also fetched the first slab, the requested data does not lie in the main memory.
Therefor, processor 4 has to read the data (last column) from it's local array file and send it to processor 5. The basic premise of this communication strategy is that when a node computes on an ICLA and can determine that a part of this ICLA will be required by another node later on, this node sends that data while it is in its present memory.
Note that in the demanddriven communication, if the requested data is stored on disk (as shown in Figure 5 ), the data needs to be fetched from disk which requires extra 1/0 accesses.
This extra 1/0 overhead can be reduced if the data can be sent to the processor either when it is computed or when it is fetched by it's owner processor.
This approach is shown in Figure 6 . Node 2 requires some data which is computed by node 1 at point 1. If node 1 knows that data computed at point 1 is required by node 2 later, then it can send thw data to node 2 immediately.
Node 2 can store the data in memory and use it when required (point 3). This method is called the Producer-driven communication since in this method the producer (owner) decides when to send the data. Communication in this method is performed before the data is used. This method requires knowledge of the data dependencies so that the processor can know beforehand what to send, where to send and when to send.
It should be observed that this approach saves extra disk accesses at the sending node if the data used for communication is present in its memory.
In the example of the elliptic solver, assume that processor 5 is operating on the last slab (slab 4 in Figure 3(D) ). This slab requires the first column from processor 6. Since processor 6 is also operating on the last slab, the first column is not present in the main memory.
Hence, in the demand-driven communication method, processor 6 needs to fetch the column from it's local array file and send it to processor 5. In the producer-driven communication method, processor 6 will send the first column to processor 1 during the computation of the first slab. Processor 5 will store the column in its local array file. This column will be then fetched along with the last slab thus reducing the 1/0 cost.
Discussion
The main difference between the in-core and out-of-core communication methods is that in the latter, communication and computation phases are separated. Since the communication is performed before the computation, an out-ofcore computation consists of three main phases, Local 1/0, Out-of-core Communication and Computation. The local 1/0 phase reads and writes the data slabs from the local array files. The computation phase performs computations on in-core data slabs. The out-of-core communication phase performs communication of the out-of-core data. This phase redistributes the data among the local array files. The communication phase involves both inter-processor communication and file 1/0. Since the required data may be present either on disk or in on-processor memory, three distinct access patterns are observed 1. Read(write) from my logical disk.
2.
This access pattern is generated in the in-core communication method. Even though data resides in the logical disk owned by a processor, since the data is not present in the main memory it has to be fetched from the 10CS.I array file.
Read from other processor's memory.
In this case the required data lies in the memory of some other processor.
In this case only memory-to-memory copy is required.
Read (write)
from other processor's logical disk.
When the required data lies in other processor's disk, communication has to be done in two stages. In case of data read, in the first stage the data has to read from the logical disk and then communicated to the requesting processor.
In case of data write, the first phase involves communicating data to the processor that owns the data and then writing it back to the disk. 
Communication
Method.
The experiment is performed for four values of the memory ratio (ICLA/OCLA).
From these results we make the following observations 1.
2.
4.
5.
COM P remains constant in all the three communication methods. This is expected as the amount of computation is the same for alI cases.
COMM is largest in the out-of-core Communication method. This is because, each processor needs to read boundary data from a file and write the received boundary data into a file. Since the boundary data is not always consecutive, reading and writing of data results in many small 1/0 accesses. This results in an overall poor 1/0 performance. However, in thk example, for the out-of-core communication method, COMM does not vary significantly aa the size of the available memory is varied.
As the amount of data to be communicated is relatively small, it can fit in the on-processor memory.
As a result, communication does not require stripmining (i.e. becomes independent of the available memory size). If the amount of data to be communicated is greater than the size of the available memory, then COM M will vary as the size of the available memory changes. 
Demand-driven
In-core Comm. Method cost Ratio= $ Ratio=~Ratio=~Ratio= J
Out-of-core Communication
In the out-of-core communication method, the transposition is performed after the computation in the first phase as a collective operation. After the in-core transpose, the ICLAS are communicated to the appropriate processor which stores them back in the local array file.
4.2.2
In-core Communication
In this method, the out-of-core 2D FFT consists of two phases. In the first phase, each processor fetches a data slab (ICLA) from the local array file, performs 1-D FFTs over the columns of the ICLA.
The intermediate in-core data is then transposed. In the second phase, each processor fetches ICLAS from it's local array file and performs lD FFTs over the columns in the ICLA. Figure 8 (B) shows the in-core transpose operation. The figure assumes that the ICLA consists of one column.
After the in-core transpose, the column is distributed across all the processors to obtain corresponding subrows.
Since the data is always stored in the column major order, the subrows have to be stored using a certain stride. This requires a large number of small 1/0 accesses. When the computation of data from these pages is over, either the entire or a part of the slab is stored back on disk. Suppose the local computation requires data which does not lie in the in-core slab (Demand-driven
In-core Communication).
In this case, a page }auit will occur. Since the required data will lie either on the local disk or on the disk owned by some other processor, both "local page faults" and "remote page faults" are possible.
A local page fault fetches data from the local disk. A remote page fault fetches data from a distant processor.
Remote page fault results in interprocessor communication.
If 
