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INTRODUCTION 
The purpose of this paper is to establish the existence of solutions to the 
periodic Boundary Value Problem (BVP) 
(P@> x’)’ +.m, x, x’, x”) = y(t); x(0)=x(l), x’(O)=x’(l) (1) 
under various conditions on the functions p, y: [0, l] --t R and the functionf: 
10, 1 ] x R 3 + R. Here f is essentially assumed to grow linearly and satisfy 
some one-sided conditions; and in general one cannot eliminate x” fromf. It 
is known (see, e.g., Shlapak [ 11, Torzevskii [2], Cesari [3]) that equations of 
type (1) appear in various applications. Under the condition that the growth 
off is sublinear, problem (1) has been recently studied by Fitzpatrick [4] 
and Petryshyn [5]. 
In Section 1, we state some relevant definitions and an abstract result of 
Petryshyn [6, Corollary 21, concerning the solvability of semilinear 
equations involving A-proper mappings, which we use to establish the 
existence of periodic solutions to problem (1) under various conditions on 
the function J 
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In Section 2, we study the existence of the classical solutions in the case 
where (1) is of the generlized Lienard type, i.e., (1) is of the form 
x” + g(x) x’ + f(t, x, x”) = y(t); x(0)=x(l), x’(O)=x’(l). (2) 
Here y E C([O, l]), g: R -+ R is continuous, and f: [0, I] X R3 --f R is 
continuous and, roughly speaking, f (t, p, r, q) grows linearly in p and r but is 
uniformly bounded as a function of q. Our work in this section is motivated 
by the recent papers of Martelli [7] and Martelli and Schuur [8] and the 
earlier paper of Mawhin [9]. When f is independent of x”, the case studied in 
[8], problem (2) (and a simpler problem when f is also independent of x’) 
has been studied extensively by many authors who used either the Schauder 
fixed point theorem, or the Leray-Schauder or the Mawhin coincidence 
degree theories. In his paper [lo], Cesari outlines a branch of research 
followed by Lefschetz, Levinson, Graffi, Cesari, Cesari and Kannan, and 
others. For extensive literature see also [ 11, 121. A related branch may be 
followed in the papers by Lazer [ 131, Lazer and Leach [ 141, Mawhin 19, 
151, Reissig [ 16, 171, Chang [ 181, Berbernes and Martelli [ 191, Kannan and 
Locker [20], and others. As we shall indicate in the sequel, our existence 
results for problem (2) properly extend some of the results of the above 
authors. 
In Section 3, we establish the existence of classical periodic solutions to 
BVP (1) for certain functions y in C([O, 11) without the assumption that 
f(t, p, r, q) is uniformly bounded as a function of q. In fact, we allow a linear 
growth in p, r, and q. 
In Section 4, we note that the method used here, and earlier in [8, 91 and 
others, to obtain the necessary a priori estimates can also be used when 
problem (1) or (2) is formulated as an operator equation in suitable Hilbert 
spaces. This Hilbert space approach allows us to impose weaker conditions 
on f (r, p, r, q) so that the corresponding operator in A-proper. We add that 
the presence of x” in f (t, x, x’, x”) and the weak monotonicity condition we 
impose on f preclude the applicability of the Leray-Schauder, the 
Nussbaum-Savovskii, or the corresponding coincidence degree theories of 
Mawhin and Hetzer. 
1 
In this section, we introduce the relevant definitions and state an abstract 
result of [6, Corollary 21 which we shall use and which deals with the 
solvability of the semilinear equations 
Lx-Nx= y (Y E Y, x E G n W)), (1.1) 
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where X, Y are real Banach spaces, L: D(L) c X --f Y is a (not necessarily 
bounded) Fredholm map of ind(L) = 0 (Le., L E QO(X, Y)) with the null 
space N(L) # (O}, G c X is open, and N: G r‘l D(L) + Y is a nonlinear map 
such that, for each 1 E [0, I], L -AN: C?nD(L)- Y is A-proper with 
respect o some admissible projection scheme ZI 
We recall that if {X,} c D(L) and {Y,} c Y are sequences of finite- 
dimensional oriented spaces and Q,: Y-, Y, is a linear projection for each 
n E Z+, then the scheme r = (X,, Y,, Q,} is said to be admissible for maps 
from D c X + Y provided that dim X,, = dim Y,, dist(x, X,) + 0 for each x 
in D(L), and Q,u -+ y for each y in Y, where “+” and “2” are used to 
denote the strong and the weak convergence, respectively. 
Let G c X be an open, bounded set, let G, = G f? D(L), CD z c ~7 D(L), 
and 8G, =aGn D(L). Then, for each n, Q, = GnX, c G,, G, = 
hX,C CD, and aG,, = aG n_x,, c aG,. Note that G, is an open and 
bounded set in X,, with closure G, and boundary aG, in X,. The closure of 
G, in X, however, is not G,, nor aG, the boundary of G, in X. 
The following class of A-proper mappings proved to be useful since, on the 
one hand, this class includes compact, ball-condensing, and P,-compact 
vector fields, mappings of type (S) and (KS) as well as operators of strongly 
monotone or accretive type and their perturbations by compact or even ball- 
condensing maps. On the other hand, the notion of an A-proper mapping 
proved to be also useful in the constructive solvability of abstract and 
differential equations (for a historical account and survey of the theory, see 
1231). 
DEFINITION 1.1 [ 231. A map T: CD c X+ Y is said to be A-proper w.r.t. 
r iff (i) T,, = Q, TIC” : G,, c X, -+ Y, is continuous; and (ii) if (x,, / x,,, E G,,J 
is any bounded sequence such that Tnj(x_nj) -+ g for some g in Y, then 
there exist a subsequence {x,~~~,) and x E G, such that x, --) x as k + co ,Ckl 
and TX = g. 
Using the generalized egree theory of A-proper mappings, the following 
result which we shall use here has been proved in [6]: 
THEOREM 1.1. Let L E QO(X, Y) be A-proper w.r.t. r with N(L) # (0) 
and suppose there exists a continuous bilinear form [ ., .I on Y x X mapping 
(y, x) into [ y, x] such that 
yER(L) ifand only if [y,x] =0 for each xEN(L). (1.2) 
Let y E Y, let G c X be an open bounded set in X with 0 E G, and let N: 
CD c X -+ Y be a nonlinear bounded map such that 
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(a) L - I1N: GD -+ Y is A-proper w.r.t. r for each 1 E (0, 11. 
(b) Lx#IN+IZyforxE8G, andIE(0, 1). 
(cl QNx+QyfOf or x E N(L) n aG,, where Q is a linear projection 
of Y onto Y, with Y = Y, @R(L). 
(d) Either (i) [QNx + Qv, x] > 0 or (ii) [QNx + Qv, x] < 0 for x E 
N(L)naG,. 
Then Eq. (1.1) has at least one solution in GD. 
Remark 1.1. Theorem 1.1 is [6, Corollary 21 if in the latter, instead of 
the hypothesis that y E R(L), one assumes that conditions (c) and (e) in that 
corollary hold when N is replaced by N + y. Clearly, the results in [6] are 
valid for any admissible scheme Z, not just the scheme Z, Enstructed in (61 
for L E Qo(X, Y), if it is somehow known that L - AN: G, c X+ Y is A- 
proper w.r.t. Z for each i E [0, 1). 
In this section we use Theorem 1.1 to establish the existence of a classical 
solution to the generalized Lienard equation 
x” + g(x) x’ + f(t, x, x’, x”) = y(t); x(0)=x(l), x/(0)=x’(l), (2.1) 
whereg: R-+R andf: [0,1]xR3 + R are continuous and y E C( [ 0, 11) is 
the Banach space of continuous functions y: [O, l] -+ R with the norm ]y10 = 
rnaxgGIG, ]y(t)]. To state the conditions on f and y, under which (2.1) has a 
solution in C’( [0, 1 I), with C2 [ (0, 1 ]) the Banach space with norm /xl2 = 
max{~x’~‘~,(O~j~2},weletY=C([O,1])andX=(xEC2([O,l])/x(O)= 
x(l), x’(0) =x’(l)}. It is known that L: D(L) = X-+ Y, defined by 
Lx(t) = -x”(t) for x E X and t E [0, 11, is a bounded Fredholm map of 
ind(L) = 0; N(L) = {x E X / x(t) constants}; R(L) = (u E Y I 1; u dt = 0); 
X=N(L)@X,; Y = N(L) 0 R(L); and L = L + I: X-+ Y is a linear 
homeomorphism, where Z is the inclusion map of X into Y which is compact 
by the Arzela-Ascoli theorem. 
Let {Y,, Q,} be a projectionally complete scheme for Y, and let {X,} CX 
be such that Y, = K(X,) for each n E Z+. Then Q, y -+ y for each y in Y; 
dist(x, X,) = inf{)x - u I2 ] v E X,} -+ 0; Z, = (X,, Y,, Q,} is admissible for 
(X, Y); and L: X-+ Y is A-proper w.r.t. Z,, (see [6]). Assume that 
(Hl) f: [0,1]xR3+R is continuous and there are constants 
A,B,CER+ with B+xC<2n2 such that lf(t,p,r,q)(<A+Blpl+C(rl 
for t E [0, l] and p, r, q E R. 
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Now, since X is compactly imbedded into C’( [O, 1 I), it follows that N, : 
X-+ Y, defined by N,(x)(t) = g(x)x’(l) for t E 10, 1 ] and x E X, is compact. 
On the other hand, (Hl) implies that N, : X + Y, defined by Nz(x)(t) = 
f(t, x, x’, x”) for t E (0, 1 ] and x E X, is continuous and maps bounded sets 
in X into bounded sets in Y. 
Using Theorem 1.1 and a method used by Mawhin [9] (see also Martelli 
[ 71) to obtain the a priori estimates, we are now in the position to prove our 
first existence result. 
THEOREM 2.1. Suppose that in addition to (Hi) we assume that 
(H2) L - AN, : X -+ Y is A-proper w.r.t. T, for each 1 E (0, 1 J. 
(H3) To a given y E Y there exists M > 0 (depending on y) such that 
Ii {f(t, x, x’, x”) - y(t)} dt # Ofor x E X with Ix(t)] > M for t E [0, 11. 
(H4) There are M, > M and a, b E R such that either (i) or (ii) hofds, 
where 
(i) a>b,xEN(L)andx>M,*f(t,x,O,O)>a,x<-M,* 
f(t, x, 0,O) < b for t E [0, I], and b < y, <a with y, = j: y dt. 
(ii) a<b,xEN(L)andx>N,*f(t,x,O,O)<a,x<-M,* 
f(t, x, 0,O) > b for t E [0, 11, and a < y, ,< b. 
Then the periodic BVP (2.1) has a solution in X. 
Proof We write (2.1) as an operator equation 
Lx=Nx- y, N=N, i-N, (x E x, y E Y), (2.2) 
and apply Theorem 1.1 to the solvability of (2.2). 
Now, since A-properness is invariant under compact perturbations, it 
follows from (H2) that L -/N: X + Y is A-proper w.r.t. r, for each 
;1 E (0, 11. Thus Theorem 1.1(a) holds. Next we show that if (Hl) holds, 
then there exists r > 0 such that if we let G = {x E X] lxIz < r}, then 
Theorem 1.1 (b) holds. For that it s&ices to show that if x E X is a solution 
of 
-x” = lg(x) x’ + Af (t, x, x’, x”) - /Iy for some A E (0, l), (2.3) 
then ]x]~ < M, for some M, > 0 independent of x and ,I. 
So let x E X be a solution of (2;3). Since j: g(x) x’ dt = 0, the integration 
of (2.3) from 0 to 1 yields 
I ; {f(t,x(t),x’(t),x”(t))-y(t)}dt=O. (2.4) 
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It follows from (2.4) and (H3) that there exists t, E [0, 1] such that 
Ix&,)( < M. If we write x(t) = a, + u(t) with a, = ji x dt, then j: u(t) dt = 0, 
x’(t) = u’(t), x(t) = x(&J + ~~,x’(s) ds, and so 
I~~~)l,<~+ll~‘Il=~+ll~‘II, where I\u]I = (1: (u\‘dl) I”. (2.5) 
Now, we claim that 
/lx/l < M + (l/n) lb II = M + (l/N II u’ Il. 
Indeed, set 
(2.6) 
w(t) = x(t f I, - 1) - x&J, if l-&<t<l, 
= x(t t to) - x(t,), if O<tc l-t,. 
(2.6’) 
Since w(O)= w(1) = 0 and w E C’([O, l]), then 124, Theorem 2571 implies 
that 
Now. since 
II WI1 ,< (l/n> II w’ Il. (2.7) 
llw(t) t x(t,)((* = j---'" (x(t + t,)(* dt t f-, 1-Q + lo - 111' df 
II 
and, by analogy, 
= ; lx(t)l* dt, 
I 
II w’ II = lb II = II f.4’ IL 
it follows from (2.7~(2.9) that 
ltxll <M-f llwll GM+ (l/n) llw’ll =M + (lln>llu’ll- 
From the equality 
-x”X = ig(x) x’x t nj-(t, x, x’, x”) x - Ayx 
we obtain, after integration by parts, 
I 
1 
0 
x’*dt=A : {f(t,x,x’,x”)-y(t)}xdt, 
I 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
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since 1; g(x) xx’ d# = 0. In view of (2.4), it follows from (H 1) and Holder’s 
inequality that 
Ilx’l12 = 11~‘/12 <j; {If(h&X’>X”)l + Iv11 lul df 
< (‘4 + IIYII +B l/XII + Cll~‘III II~II. (2.12) 
Now, the function n(t) can be periodically extended onto the entire real line 
with period one. Let this extension be also denoted by u(t). In view of this 
and the fact that ,li u dt = 0, it follows from Wirtinger’s inequality (see 1241) 
that 
II4 < (W77) IIU’II. (2.13) 
In view of (2.6) and (2.13), one easily derives from (2.12) 
I~II* = ibdIi* G ((A + BM + ]1~11)/27c) wil + ((B + 7~/27~*) IIuT. (2.14) 
Since, by (Hl), B + rrC < 27t2, (2.14) implies that 
/l~‘lI=lI~‘lI~~,7 where A, = [7c(A + BM + liyJ/)]/[2n2 - (B + nC)]. 
It follows from (2.15), (2.5), and (2.6) that 
I-WI ,< M + A 1 for t E [0, l] and ]\x/] < A4 +A ,/z. 
Let A, = sup{ ]g(x)] ( (xl< M + A i }. Hence, from the equality 
X IJ 2 = -Ig(x) x’x” 1 A. (2, x, x’, x”) x” + Ayx” 
and from (HI) we obtain 
IIx”II* <<A, iu’ lx’1 Ix”1 dt + j; (A + B 1x1 + Clx’l) 1.x” Idt 
+ j’ IyI lx”/ dr. 
0 
Using Holder’s inequality, we easily get from (2.18) that 
IIx”ll <A +B Ilxll + 642 + C+ll~ll)lb’II 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
and thus, in view of (2.15) and (2.16), we see that ]]x”]] <A,, where A, is a 
constant independent of x and A. Since x’(t,) = 0 for some t, E (0, l), we see 
that 
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X’(f) = [ X”(S) ds, 
fl 
and therefore 
IX'(f>l <i,' Ix"(O dl< IIx"II G-4,. 
It follows from this, (2.16), and the inequality 
Ix”(Ol <A + (A, + c> Ix’Wl +B WI + I.wl for t E [O, 1 ] 
deduced from (2.3), that there exists a constant A, > 0 independent of x and 
1 such that Ix”(t)] <A, for all t E [0, 11. Consequently, the above discussion 
shows that there exists a constant M, > 0, independent of x and A, such that 
Lx#UVx-Ay for ]xlz>M,and IE (0, 1). 
Now, let r > max{M,, M2}, let G = {x E XI IX/~ <r}, and let Qu = IA u df 
for u in Y. Then Q is a projection of Y onto N(L). Note that Theorem 1.1 (c) 
holds, for if x E N(L) I? c?G, then x(t) is a constant function, say x(t) E c, 
and ]x]~ = I cl = r > M, > M. Therefore (H3) implies that 
QNx - Qv = I,’ {f(t, x, 0,O) - y(t)} dt # 0 for x E N(L) n 8G. (2.20) 
To verify Theorem 1.1(d), let the bilinear form [a, +] in Y X X be defined 
by 
[u, x] = j; v(t) x(t) dt. (2.21) 
Then clearly, [., -1 is continuous and it is easy to see that [a, -1 satisfies 
condition (1.2) of Theorem 1.1. We now claim that (i) of (H4) implies (i) of 
Theorem 1.1(d), while (ii) of (H4) implies (ii) of (d). Indeed, if 
x E N(L) n aG, then ]xb = I cl = r > M, . Thus, it follows from (i) of (H4) 
that if c = r, then 
jol {f(W,O,O)-y(t)>a- j’ydt=a-y,)O 
0 
and, consequently, 
[QNx - Q.Y, xl= j; (jol If@, c, 0, 0) - ~(41 df) c ds 
> +y,)cds=(a-y&+-O. I 
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On the other hand, if c = -r, then c < -M, and 1; {f(t, c, 0,O) -- J’} dt < 
b-.Y,<oo, and consequently, IQNx - QY, x] = .I’; cr’: (f(t, c, 0.0) 
- y} dt) c ds > (b - y,) c > 0, i.e., (i) of condition (d) holds. Similar 
argument shows that (ii) of (H4) implies (ii) of Theorem 1.1 (d). 
Thus all the hypotheses of Theorem 1.1 have been verified and conse- 
quently, in either case, the conclusion of Theorem 2.1 follows from 
Theorem 1.1. Q.E.D. 
We now make some relevant comments on hypotheses (H2)-(H4) used in 
Theorem 2.1, which also apply to Theorem 2.2. This will allow us to 
indicate some special cases of Theorem 2.1 (and of Theorem 2.2), to deduce 
some corollaries, and to indicate the relation of our results to some of the 
earlier results obtained by the authors mentioned in the Introduction. 
Remark 2.1 (Hypothesis (H2)). If the function f in (2.1) is independent 
of x” (i.e., f is of the form f(t,x,x’)), then the map N,: X -+ Y given by 
N,x =f(t,x,x’) is compact since X is compactly imbedded into C’((0, 11) 
and so in this case condition (H2) always holds because L - AN: X+ Y is 
A-proper w.r.t. r,, for each A E R. Thus, in this case, Theorem 2.1 yields the 
existence results for the periodic BVP 
X”+g(x)x’+f(t,X,x’)=y; x(0) = x(l), x’(0) = x’(l), (2.22) 
provided, of course, that (Hl), (H3), and (H4) of Theorem 2.1 hold when 
f(t,x,x’,x”) is replaced by f(t,x, x’). Our existence result for (2.22) 
deduced from Theorem 2.1, is most closely related to a recent theorem of 
Martelli and Schuur IS]. This relationship will be discussed later. 
When f is also independent of x’, then N*(X) = f(t, x) is also compact as a 
map from X to Y and so Theorem 2.1 yields the existence results for the 
periodic BVP 
x” + g(x) x’ + f(t, x) = y(t) (t E (0, l)), (2.23) 
x(0) = x( 11, x’(O)=x’(l), (2.24) 
which has been studied by many authors (for extensive literature see [ 3, 11, 
121). Some special cases will be discussed later. 
To state our first consequence of Theorem 2.1, we first recall some facts. 
Given any bounded set Q c X, the ball-measure of noncompactness p,(Q) of 
Q is pz(Q) = inf{r > 0 1 Q admits a finite r-ball covering with centers in X). 
There are other measures of noncompactness but this one fits best in certain 
situations (e.g., [ 27, 28, 301). Improving upon the corresponding results in 
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125, 261 it was shown in [29] that if { Y,, Q,} is a projectionally complete 
scheme for Y and Q is any bounded set in Y, then 
B,(Q) <P, ( u Q,(Q)) = fiz PO ( u Q.(Q)) GPO(Q) rll (2.26) n>1 n>m 
where q = sup, I] Q, /I. A continuous and bounded mapping F: X -+ Y is said 
to be k-ball-contractive if p@(Q)) < kp,(Q) for each bounded set Q c X and 
some k > 0. It is obvious that F is compact iff F is 0-ball-contractive. 
Following Browder [3 11, we say that a continuous and bounded mapping 
F: D c X + Y is k-semicontractive if there exists a continuous and bounded 
mapping V: X x X + Y and a constant k > 0 such that F(x) = V(x, x) for all 
x E D and if, for each fixed x in X, V(., x) is k-Lipschitzian and V(x, .) is 
compact. We shall need Lemma 2.1 proved by Petryshyn [30]. 
LEMMA 2.1. If D c X is open and F: D-+ Y is k-semicontractive, then F 
is k-ball-contractive. 
It was shown by Hetzer [32] that if for a linear map L: X + Y we define 
l(L) by 
l(L) = sup(r > 0 ] r&(Q) <&(L(Q)) for each bounded Q c X), (2.27) 
then Z(L) > 0 if and only if L is semiFredholm. 
COROLLARY 2.1. Suppose that all the conditions of Theorem 2.1 hold 
except for (H2) which is replaced by 
(H2a) There exists a constant k E (0, n-l) such that If(t, p, r, q) - 
f(t,P,r,q)l~kIq-qlfortE 10, 11 andp,r,q,qER. 
Then the periodic BVP (2.1) has a solution in X. 
Proof To prove Corollary 2.1, it suffices to show that L - AN: X + Y is 
A-proper w.r.t. r,, for each ,l E (0, l] when (H2a) holds. 
Now, first note that if L: X-t Y is defined by Lx = x”, then 1(L) > 1. 
Indeed, since we may write X = N(L) OX, and Y = Y2 0 R(L) and identify 
Y2 with N(L), we see that L, = L Ix, is a linear homeomorphism of X, onto 
R(L), and for ach bounded set Q c X we have Q c L ; ‘L(Q) + P(Q), /where 
P is the projection of X onto N(L) defined by Px = IA x dt. Hence, since 
PAP(Q)) = 0, we see that IA(Q) < PdL ;’ (L(Q))) Q IIL ; ’ II ML(Q)), where 
IlL;‘II = sup{lL;‘ylJl~l, I YE R(L), Y f 01. Now, for any Y E R(L), a 
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solution x(t) of the equation Lx =x”(t) = y, x(0) =x(l), x’(O) = x’(1) is 
given by 
x(t) = j; [j; y(r) dr ] ds - t lo1 [l; y(r) di] du + C, (2.28) 
where the constant C is so chosen that sh x(t) dt = 0, i.e., x E X, is the 
unique solution of L I(x) = y when 
c= y(t) ds - t j-- !u’ y(s) dt dv] dt. 
We claim that \lL;‘lj = 1. W e indicate the proof of this fact. First, since 
y E R(L) (i.e., (,!, y dt = 0) it is not hard to show that 
It follows easily from (2.28) that 
IWl < Ii’ [I’ y(r) dr - j; j; Y(T) dr du] ds / + ICI. 0 0 
Since 1: [li y(r) dT - J”; It;: y(r) ds dv] ds = 0, it follows from (2.28a) that 
/xl&l Ij’y(r)dr-/&(r)drdv 1 ds+lCI 
0 0 0 0 
&j: lj: (j+)d+-j~ (j:WdT)dui ds+lCl 
4 j; ijo (jL;W+~ (ds+Cl 
I11 
<f i [Ii 0 o o Iy(r)ldrdu d~+lCI<iliYlo+ICI. I 
In the same way one shows that 1 Cl < a I y I,. Thus IX/~ < $1 y I,. Similarly, 
one shows that Ix’lo< f lvlo and, of course, Ix”1 = IrIo. Hence IIL;‘II = 1 
and so p,(Q) <p,@,(Q)). This shows that I(L) > 1. 
Now, let V: X x X-+ Y be defined by V(x, U) =f(t, x, x’, u”) and note 
that, by (H l), V is continuous and bounded, and N*(X) = V(x, x) for x E X. 
Moreover, for each fixed u in X, the map V( ., u): X -t Y is compact since X 
is compactly imbedded into C’ and the map x ++ V(x, .) is continuous as a 
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map from C’ to C. On the other hand, (H2a) implies that for fixed x E X 
and all U, v E X 
I vx, u) - V(x, v)lo = suyl If(t, x, x’, 24”) -f(t, x, x’, u”)I 
,\ 
~k(u”-v”(o~k/u-v/2. 
This shows that N, : X -+ Y is k-semicontractive. Hence, by Lemma 2.1, N, is 
k-ball-contractive with k E (0,~~~). In view of this, [6, Lemma 2) implies 
that L -IN,: X-+ Y is A-proper w.r.t. To for each 1 E (0, l] and so is the 
map L - AN, since N = N, + N, and N, is compact. Q.E.D. 
Remark 2.3. The proof of Corollary 2.1 shows that in general it is 
difficult to compute Z(L) for a given L although some lower bounds for Z(L) 
can be given for some general maps L. It will be shown in Section 4 that this 
difficulty, which is connected with using ball-contractive maps, can be 
avoided even for f(t, p, Y, q) satisfying weaker conditions than (H2a) when 
Theorem 2.1 and some others stated below are formulated in a Hilbert space 
framework, since then the A-properness of L - AN will be proved under these 
weaker conditions on f and the price we pay is that instead of a classical 
solution to (2.1) or (3.1) we get a generalized solution lying in W:([O, 11) 
and not all one-sided inequalities imposed on f can be allowed in this setting. 
Remark 2.4 (Hypotheses (H3) and (H4)). Going over the proof of 
Theorem 2.1 we see that Condition (H3) can be omitted if somehow one can 
verify the following: 
(A) If x E X is a solution of (2.3), then there exists t, E [O, 11 such 
that Ix(t,)\ < M for some constant M > 0 independent of x and 1. 
(B) The hypothesis (H4) is strengthened to: 
(H4a) There exists M, >, M and constants a, b E R such that either (j) 
or cij) holds where 
ci) a>b; xEN(L) and x>M,=sf(t,x,O,O)>a; xc-M* 
f(t, x, 0,O) < b for t E [0, 11; and b < y, < a. 
(jj) b>a; xEN(L) and x>M,+f(t,x,O,O)<a; x<-Ma 
f(t,x,O,O)>bfortE[O,l];anda(y,<b. 
As another example, we replace (H3) and (H4) by condition (H5) below 
which was used by Fitzpatrick [4], Petryshyn [5], and Martelli and Schuur 
[ 81. We state this result in a form of a corollary to Theorem 2.1, since we 
will use it in the sequel to deduce from it the results of the above authors 
proved by them under stronger conditions on nonlinearities. 
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COROLLARY 2.2. Suppose that (H 1) and (H2) of Theorem 2.1 hold, 
while (H3) and (H4) are replaced by 
(H5) There exist M > 0 and constants a, b E R such that either (a) or 
(cm) holds where: 
(4 a>b and x>M*f(t,x,u,v)>a; X<--M* 
f(t,x,u,v)<bbforaZl(t,u,v)E[O,l]~R~;andb~y,~a. 
(aa) b > a and x > M *f(t, x, 24, v) < a; X<-M=P 
f(t,x,u,v)~bforall(t,u,v)E[O,l]~R~;anda~y,~b. 
Then periodic BVP (2.1) has a solution in X. 
Proof: To deduce Corollary 22 from Theorem 2.1, it suffices to show 
that (H5) implies (H3) and (H4). 
Suppose first that (a) holds. We claim that (H3) of Theorem 2.1 holds. 
Suppose that x E X is such that Ix(t)] > M for all t E [O, 11. Then either 
x(t) > M for all t E 10, 11, in which case (a) implies that i: {f(t, x, x’, x”) - 
y(t)} dt > a -ii ydt = a - y, > 0, or x(t) < -M for all t E (0, 11, in which 
case 1; {f(t, x, x’, x”) - y(t)} dt < b - si y dt = b - y, < 0. Hence (H3) 
holds. It is obvious that (a) implies (i) of (H4) of Theorem 2.1 with 
M, = M. Similarly one proves that (aa) implies (H3) and (ii) of (H4) of 
Theorem 2.1. Q.E.D. 
As a third consequence of Theorem 2.1 we have 
COROLLARY 2.3. Suppose that (HI) and (H2) of Theorem 2.1 hold, 
while (H3) and (H4) are replaced by: 
(H3’) The function y in Y is such that ,fA y dt = 0 and there exists 
M > 0 such that (i fit, x, x’, x”) dt # 0 for x E X with Ix(t)] > M for 
t E [O, 11. 
(H4’) There exists M, >M such that x E N(L) and Ix]> M, * 
f(t, x, (40) x > 0 (orf(t, 4 0, 0) x < 0). 
Then (2.1) has at least one solution in X. 
ProoJ Since y, = 0, we see that (H3’) reduces to (H3). On the other 
hand, it is easy to see that (H4’) is equivalent o (H4) with a = b = 0. Hence 
Corollary 2.3 follows from Theorem 2.1. Q.E.D. 
The following result shows that one can weaken the condition on f in (Hl) 
if one strengthens omewhat he hypothesis on f in (H3’). 
THEOREM 2.2. Let y, = 0 and suppose f: [0, 1 ] x R3 -+ R satisfies 
condition (H2) of Theorem 2.1 and is such that: 
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(H6) There is M > 0 such that f(t, x, x’, x”“) x < 0 for x E X with 
Ix(t)1 > Mfiw t E [0, 11. 
(H7) There exist a continuous function f, : (0, l] x R --t R and a 
constant C E R + with C < 71 such that If(t, p, r, q)j <f,(t, p) + C 1 rl for 
t E [0, l] and p, r, q E R. 
Then BVP (2.1) has a solution in X. 
Proof. To show that Theorem 1.1(b) holds for some G = B(0, r) cX, let 
x E X be a solution of (2.3) for some I E (0, 1). Assume that Ix(t)] > M for 
each t E [O, 11. Then from (2.3) we get Iif(t, x(t), x’(t), x”(t)) dt = 0 which 
is impossible since, by (H6), f(t,x(t), x’(t), x”(t)) is either positive or 
negative for each t E [0, I]. Hence there exists to E [0, l] such that 
Ix(t,)l < M and 
IXWI < M + IIX’ II = M + II u’ II. (2.29) 
Let B,=sup{~f,(t,x)~~O<t,< 1, Ix]<<}. Now, from equality (2.10) we 
obtain, after integration by parts, 
o< I ‘x’“dt=q-’ (f(C,X,X’,X”)X-yx}dt 0 0 
< I ;(f(C,X,X’,X”)X-yx}dt. 
If Ji f(t, x, x’, x”) x dt < 0, then obviously 
In this case it follows from (2.6) that 
IIX’ IV G 44 IIY II + (II Y II/~> lb II. 
If 0 < Ji f(t, x, x’, x”) x dt, then, since f(t, x, x’, x”) x < 0 for 1x1 > M by 
(H6), we have 
llX’l12 qf( t, x, x’, x”) x dt + 
where E = {t E [0, 1 ] 1 Ix(t)1 < M}. It follows from this and (H7) that 
ll~‘llz~~~~l~~~~~~l+~l~‘l~l~l~~+~~lyll~l~~ 
< P, + IIYII + cllx’II1 IIxII* 
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Using (2.6) and (H7), we deduce from the above 
llx’l12 < I4@-C)Ii(B, + llull>M+ L(~CM+B, + llYIl)/~J llx’lli. 
Thus we see that in both cases there exists a constant B, > 0 such that 
jIx’() ,< B,. Hence it follows from this and (2.9) that 
I x@>l< M + B, for all t E IO, 11. (2.30) 
Let B, = w{l &)I IlxI< ~4 + B,J and B, = sup{jf,(t, x)1 ( t E IO, 11, 1x1 < 
A4 + B2}. In view of this, it follows from (2.17) and (H7) that 
llx”/12 <BJ j-; lx’1 lx”) df +.!o’ (B, + C/x’1 + Iyi} Ix”1 dt 
from which we get the estimate 
lIx”ll GBct + (Bj + C>llx’II + 11~11 <B‘, f (B3 + C)B, + 11~11 =B,. 
From this, as in the proof of Theorem 2.1, we deduce 
Ix’(t)/ ,< f’ Ix”1 df < lJx”I( <B, 
- 0 
for all t # [0, 11. (2.3 1) 
Now, in view of (H7), we obtain from (2.3) 
Ix”(t)/ <B, Ix’(t)1 + B, + C lx’(t)/ GB, + (B, + C) B,. (2.32) 
Estimates (2.30)-(2.32) show that there exists a constant M, > 0 such that if 
x EX is a solution of (2.3) for some A E (0, l), then lx/? GM, and so 
Theorem 1.1(b) holds for any r > M,. 
Now, if we take r > max(M, M,}, define G = (x E X 1 Ix12 < r), and note 
that QJJ = 0, then it follows from (H6) that 
QNx = 1; j?& x, 0,O) dt # 0 for xEN(L)naG, 
i.e., Theorem 1.1(c) holds. Moreover, (H6) also implies that /QNx, x] ,< 0 
for x E N(L) r\l aG, where [ ., . ] is the bilinear form given by (2.21), i.e., 
condition (ii) of Theorem 1.1 (d) holds. 
Consequently, Theorem 2.2 follows from Theorem 1.1. Q.E.D. 
Remark 2.5. Since X is compactly imbedded into C’, 16, Remark 81 
implies that the condition f(t, x, x’, x”) x < 0 for 1x1 2 M can be replaced by 
the more general assumption f(t, x, x’, x”)x < 0. It is enough to modify 
Eq. (2.1) by substituting f(t, x, x’, x”) with f(t, x, x’, x”) - EX. If E is small 
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enough, it can be proved that the solutions of the modified equation are 
bounded by a constant independent of E. Letting E + 0 and using the fact that 
a continuous A-proper mapping is proper, when restricted to bounded closed 
sets (see [23, Proposition 1.1~1). we obtain the existence of a solution of 
problem (2.1). 
Remark 2.6. Let us add that Theorem 2.2 appears to be a new result 
even when f is independent of x”. When f is also independent of x’, our 
existence results which follows from Theorem 2.1, Corollary 2.3, and 
Theorem 2.2 are related to Theorem 2 of Martelli [7], concerning the 
existence of periodic solutions for (2.23), as well as the earlier results of 
Lazer [13], Mawhin [9] (scalar case), Chang [18], Reissig [16, 171, 
Berbernes and Martelli [ 191, and others. 
It is interesting to note that condition (Hl) (with C = 0) reduces in this 
case to: 
(Hl’) ThereareA,BER+ ithB<2n2suchthatIf(t,p)l<A+Blpl 
for tE [O, l] andpER. 
In [7] it was assumed that B < 4n2/(2n + 1). It should be noted that 
according to Martelli (see [7]), Reissig informed him that using the 
approach of [ 171 one can obtain a better estimate on B in (Hl’), namely, 
B E (0, 4x2). 
Finally, let us add that the abstract results used by the above authors 
which are essentially based on the Schauder fixed point theorem, the 
Leray-Schauder or the Mawhin coincidence degree theories cannot be used 
to study the solvability of (2.1) when f depends also on x”. 
To compare a variant of Theorem 2.1 with a recent result of Martelli and 
Schuur [8], we first note that if T > 0 is any real number and w(t) is a 
function in C’([O, T]) such that w(0) = w(T) = 0, then extending w(t) as an 
odd function for -T < t < 0 and using the Fourier series xpansion for w(t) 
and w’(t) in l--T, T], together with Parseval’s formula, one easily (e.g., see 
[ 161) deduces the inequality 
IIwII= (f’lw(t),2dtj1’2<; (~~~~w’(l)i’dt)“‘=~llw~ll (2.33) 
-0 
which, by the way, implies (2.7) when T = 1. 
Now, consider the periodic BVP 
x” + g(x) x’ + f(t, x, x’, x”) = y(t); x(0) = x(2x), x’(0) = x’(271), (2.34) 
where the function f is assumed to be such that: 
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(H8) f: [0,2x] x R3 -+ R is continuous and there are constants 
A,BER’ with B c l/fi such that If(t, p, r, q)1 <A + B(p’ + r2)li2for t E 
(0,27c] and p, r, q in R. 
If we set Y = C([O, 2711); X = (x E C’([O, 2x1): x(0) = x(2n), x’(0) = 
x’(27r)); Lx = -x”; Kx = -x” t ix; Nx =f(t, x, x’, x”) for t E 10, 1 1 and 
x E X; and r, = (X,, Y,, Q,} with Y, = K(X,) for each n; then L: X+ Y is 
A-proper w.r.t. r1 and Theorem 2.1 can now be stated as 
THEOREM 2.3. Let y E Y, let g: R + R be continuous and suppose that f 
satisfies (H8) and hypotheses (H2)-(H4) of Theorem 2.1 with 2n replacing 1 
in (H3) and (H4). Then BVP (2.34) has a solution in X. 
Proof: Theorem 2.3 is proved in exactly the same way as Theorem 2.1 
and therefore we shall omit the details except for one relevant and helpful 
step. We note that, in view of (2.33) with T = 2n, we see that if x E X is a 
solution of (2.3) for some L E (0, l), then Ix(t,)j < A4 for some t, E 10, 11 
and, as in the proof of Theorem 2.1, we get inequality 
Ix(t)l GM+ vmx’ll for tE [O, l] and llxli < GM+ 2)lx’I/, 
from which one deduces the relation 
(Ilxll’ t IIx’II*>“* < (5 IIx’l12 + 4M@ilx’ll t 27rM*)“* 
< Js 11x’ /I t 2M”2(271)“4 11x’ II”2 $ (27c)“’ M. 
(2.35) 
Now, in view of (2.4) and (2.10), (H8) implies that 
ll\-‘l12~~~K(lf(f,x,x’,x”)l+~~~}luldt 
< iv’=4 + IIYII +B(IIxII* + IIx’II*)“*~ Ilull. 
Hence, in view of (2.35) and Wirtinger’s inequality, we obtain 
IIX’I( ,< [i/(1 - fiB)][fiA t 11 y/I t @&kft 2Bkf1’2(27c)“4 llX’l/1’21. 
This implies the existence of a constant C, > 0 such that llx’ 11 < C,, Ix(t)1 < 
A4 + fiC, for all t E [0, 11, and I/XII < fiM + 2C,. The rest of the 
proof is the same as that of Theorem 2.1. Hence there exists a constant 
M,>OsuchthatLx#llNx-~yforlx~z>Mand~E(O,l). Q.E.D. 
We note that by virtue of Corollaries 2.1 and 2.2 an immediate conse- 
quence of Theorem 2.3 is the following: 
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COROLLARY 2.4. Suppose g: R-+R is continuous and f: 
[ 0,2n] x R 3 -+ R satisfies condition (H8) and either (H2) of Theorem 2.1 or 
(H2a) of Corollary 2.1. Suppose further that (H5) of Corollary 2.2 holds 
with y, = (27~)’ si” y dt. Then the periodic BVP (2.34) has a solution in X. 
Remark 2.8. Corollary 2.4 extends to the periodic problem (2.34) a 
recent theorem of Martelli and Schuur [8], who established the existence of a 
solution in X to problem (2.34) when f is independent of x” and (HS) holds 
with B < l/4 by using the Alternative Method of Cesari 131, the splitting 
technique of Schuur 1341 and Kannan and Locker [20], and the Borsuk 
theorem for compact vector fields. Since, as noted in Remark 2.1, the map 
L - 1(N, + N,): X+ Y is A-proper w.r.t. r, when N2(x) =f(t, x, x’), 
Corollary 2.4 remains valid without the hypothesis (H2) or (H2a) and our 
proof appears to be simpler than that given in IS]. Moreover, our 
Theorem 2.3 or Corollary 2.4 does not depend on the particular structure of 
the linear operator which the splitting technique seems to require. 
3 
In this section we first study the solvability of the periodic BVP 
(p(t) x’)’ + f(t, x, x', q= y(t); x(0)=x(l), x/(0)=x’(l), (3.1) 
under conditions on f which are considerably weaker than those imposed in 
Section 2. 
Let X and Y be as in Section 2 and let p E C’([O, I]) be such that 
p(O)=p(l),p,=min(p(t)ItE 10, 111 >O, andp,=max{lp’(t)ItE IO, 11). 
If L: X + Y is now defined by L(x)(t) = -(p(t) x’)’ for t E 10, l] and x E X, 
then L is again Fredholm of ind(L) = 0, N(L) = {x E X] x(t) constants}, 
R(L)= (UE YIJAudt=O}, X=N(L)@X,, and Y=N(L)@R(L). Let 
c > 0 be any fixed constant so that K = L + cl is injective. Then K: X-t Y is 
a linear homeomorphism and if (Y,,} c Y is a sequence of finite dimensional 
spaces and Q,,: Y -+ Y,, is a projection for each n E Z+ such that Q, y + y 
for each y in Y, then as was shown in [6], the projection scheme r, = 
(X,, Y,, Q,}, where {X,} CX is such that Y, = K(X,) for each n E Zf, is 
admissible and L: X+ Y is A-proper w.r.t. I-,. In what follows we set q = 
sup,, ]I Q, I] and impose the following condition on f: 
(Cl) f: [0, 1]xR3+R is continuous and there are constants 
A,B,C,DER+ with D<p, and (poB+zp,,C+7cp,D)/p,(p,-D)<2rr2 
such that If(t,p,r,q)J<A +Blpl+C(rl+Dlql for tE 10, l] and 
P, r, 4 E R. 
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Now it follows from (C 1) that N: X + Y, given by N(x)(t) = f(t, x, x’, x”) 
for t E 10, 11 and x E X, is well defined, continuous, and maps bounded sets 
in X into bounded sets in Y, 
THEOREM 3.1. Let p(t) and L be as above and suppose that f satisfies 
condition (Cl) and is such that 
(C2) L - 1N: X 3 Y is A-proper w.r.t. r, for each L E (0, 11. 
Zf y in Y is such that conditions (H3) and (H4) of Theorem 2.1 hold, then 
problem (3.1) has a solution in X. 
Proof. It follows from the proof of Theorem 2.1 that to prove 
Theorem 3.1 it suffices to show that the set of solutions x in X of 
-(px’)’ = Af (t, x, x’, x”) - Ay, O<A< 1, (3.2) 
is bounded in the X-norm by a constant independent of x and 1, and that the 
bilinear form [ ., . ]: Y x X-t R given by 
[v, x] = ,( v(t) x(t) dt for v E Y and x E X (A) 
satisfies condition (1.2) of Theorem 1.1 (i.e., u E R(L) u [v, x] = 0 for each 
x E N(L)). 
So let x E X be a solution of (3.2) for some k E (0, 1). Integrating (3.2) 
from 0 to 1 we see that 
j’ {f(t, x, x’, x”) - y(t)} dt = 0. 
JO 
(3.3) 
It follows from (3.3) and (H3) that there exists to E (0, l] such that 
lx(t,)l < M. As before, let us write x(t) = a,, + u(t), where a, = j: x dt. Then 
1; u(t) dt = 0, x’(t) = u’(t), u(0) = u(l), and as was shown in Section 2 
Ix(t)l G M + II 24’ II3 llxll 4 M + II 24’ II/~. (3.4) 
In view of (3.3), the integration from 0 to 1 of 
-(px’)’ x = /If@, x, x’, x”) x’ - JIyx (3.5) 
yields the equality 
l;p(x’)2dt=Ilo1 {f(t,x,x’,x”)-y(t)}xdt 
=A I : (f(t,x,x’,x”)-y}udt. 
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This and our conditions on p and f imply the inequality 
< l{A+B(x(+C(x’l+Dlx”l+lyl}lu/dr. I 0 
Hence, by Hiilder’s and Wirtinger’s inequalities, we obtain 
PO IIx’l12 =PO IWl12 
<(A +llyll +~ll4l+cll~‘ll +~ll~“ll)ll4 
< (V2~W + llyll +B llxll+ Cllu’ll +D llu”llI llu’ll. (3.6) 
Now, it follows from (3.2) and (Cl) that 
and thus, since D < po, we obtain 
IW’II = Ilu”lI < [ll(~o -DIlLA + Ilyll +B llxll + CC+ PI) ll~‘lll~ (3.7) 
In view of this, it follows from (3.6) and (3.4) that 
+ ~la+llylI+~ll~ll+~~+~~~llu’lllj llu’ll 
< IId 
27~ 
I 
A .llyll++ (A + IIvll> 
0 
$+t [c+D~~Dp”]llu’ll. 
0 
It follows from this and (3.4) that 
~oll~‘1l~d$-! /*(A +IIyII)+ k+-f$f 
0 0 
$ + 
) ( 
c+ 
0 
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The last inequality yields 
where D, > 0 is a constant. It follows from (3.8) and (Cl) that there exists a 
constant D, > 0, independent of x and I, such that l]x’ 1) = /) U’ /) < D,. This 
and (3.4) imply that 
I-Q>l < ~4 + 4 for all t E [0, l] and /Ix]] GM + (DJn). (3.9) 
Since ]]x’]( = ]]u’(] <D,, it follows from (3.9) and (3.7) that ]]x”]/ <D, with 
D, > 0, a constant independent of x and A. Since x’(t,) = 0 for some 
t, E (0, l), one easily shows that 
Ix’@)1 < lIx”ll < 4 for all t E [0, 11. (3.10) 
Now, in view of (Cl), we obtain from the equality 
-px” = lf(t, x, x’, x”) - I$ + p’x’ 
the inequality 
from which, since D < pa, it follows that 
Now, in view of (3.9) and (3.10), (3.11) implies the existence of a constant 
D, > 0, independent of x and A, such that Ix”(t)] < D, for all t E [0, 1 ]. 
The above discussion implies the existence of a constant M, > 0 such that 
LxfUVx-1~ for ]x12>M2 and LE (0, 1). 
Now let [ ., . ]: Y x X+ R be defined by (A). Then clearly, ]., . ] is 
continuous and bounded. Moreover, since Lx = -(px’)‘, we see that 
u E R(L) iff [u, x] = 0 for each x in N(L). Indeed, suppose u E R(L) and 
x E N(L); then there exists u E X such that u = -(pu’)’ and thus, integrating 
by parts we find that [v,x]=~~uxdt=--,fA(pu’)‘xdt=-[pu’x]: + 
I; pu’x’(t) dt = 0 since g(O) = p( 1) and x’(t) = 0 because x(t) is a constant. 
On the other hand, if [v,x] = 0 for each x E N(L), then x(t) = c # 0 and 
[u, x] = JA v(t) c df = c (i u(t) df = 0 implies that u E R(L). Hence condition 
(1.2) of Theorem 1.1 also holds. Consequently, the conclusion of 
Theorem 3.1 follows from Theorem 1.1. Q.E.D. 
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4 
The proofs of Theorems 2.1, 2.3, and 3.1 show that they remain valid 
when f: J X R3 -+ R (J = [O, 1] or J = [O, 27r]) is only assumed to be a 
Caratheodory function, Y = L,(J), X = {x E W:(J) ] x(t) satisfies the 
periodic B.C.}, and when we recall that W:(J) is compactly imbedded into 
C’(J), where W:(J) is the Sobolev space whose inner product and norm are 
given by 
(u, v)2 = $ (LP, ?P), I/ul12= (i ~~u’~‘~~~)“~ for u, v E W:. 
i=O i=l 
This Hilbert space approach allows us to impose weaker conditions on f for 
L - AN: X + Y to be A-proper but, of course, in general we shall only be 
able to establish the existence of generalized solutions to the problems (2.1) 
or (3.1) for certain y in L, and not the classical solutions, where x(t) is said 
to be a generalized sol&ion to problem (3.1) if x E X and x(t) satisfies (3.1) 
for a.e. t E [O, I]. 
We shall simply state here the following analog of Theorem 3.1 since we 
are going to use it to extend [S, Theorem 3.1; 4, Theorem 3.31 to the case 
when f has a linear growth. We first assume that f satisfies: 
(Dl) f: [O, I] x R3 --+ R is a Caratheodory function and there are 
A, B, C, D E R + with D < p. and (poB + 7tpoC + 7cp,D)/p,(p, -D) ( 27~~ 
such that~f(t,p,r,q)~~A+B~p~+C~r~+D~q(fora.e.tE[O,l]andafl 
P, r, q E R. 
Now, it follows from (Dl) and the results on Nemytskii operators that N: 
X + Y, given by Nx(t) = f (t, x, x’, x”) for x E X, is continuous and maps 
bounded sets in X into bounded sets in Y. The map L: X -+ Y given by 
Lx = -(px’)’ is A-proper w.r.t. r. = {X,, Y,,, Q,}, where Y, = K(X,), Kx = 
-x”+x for xEX, and Q,: Y-, Y,, is an orthogonal projection for each 
n E 2’. The function p(f) E C’, p(0) = p(l), and p(t) > p. for t E ]O, 11. 
We now state Theorem 4.1 the proof of which is the same as that of 
Theorem 3.1 and will therefore be omitted. 
THEOREM 4.1. Suppose that in addition to (Dl) the following hold: 
(D2) L - IN: X--t Y is A-proper w.r.t. r. for each 1 E (0, l]. 
(D3) To a given y E L,(O, 1) there exists M > 0 (depending on y) 
such that (A {f (t, x,x’, x”) - y(t)) dt # 0 for x E X with Ix(t)1 >, M for all 
t E [O, 11. 
(D4) There are M, > M and a, b E R ’ such that either (i) or (ii) 
holds. 
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(i) a > b; x E N(L) and x > M, 3 f(t, x, 0,O) > a, x < -M 3 
f(t,x, 0,O) <b for a.e. t E [O, 11; and b ,< yI <a. 
(ii) u,<b;xEN(L)andx>M,~f(t,x,O,O)<u,x<-M=> 
f(t,x,0,0)>bfira.e.tE(O,1];undu~y,,(b. 
Then problem (3.1) has a generalized solution in X. 
The reason for stating Theorem 4.1 is that we are able to deduce from it 
the following corollary which cannot be deduced from the results obtained in 
Sections 2 and 3. 
COROLLARY 4.1. Suppose that all the hypotheses of Theorem 4.1 hold 
except for condition (D2) which is replaced by either (D2a) or (D2b). 
(D2a) There exists a constant a E (0, pO) such that for a.e. t E (0, l] 
[f(t,P,r,q)-f(t,p,r,~)][q-~]~--crIq-~l2forullp,r,q,~E~. 
(D2b) There exists a function a: (0, a) into (0, pO) such that 
[f(t, P, r, q) - f(t, P, r, 4)] [s - q] 2 -a(s) 14 - 412 for a.e. t E 10, 11 and all 
p,r,q,qER with Jq-ql>s. 
Then problem (3.1) has a generalized solution in X. 
Proof To deduce Corollary 4.1 from Theorem 4.1, it suftices to show 
that T, = L -AN: X + Y is A-proper w.r.t. r, for each A. E (0, 11. 
When the function f satisfies condition (D2a), the A-properness of T, is 
proved in the same way as Lemma 3.1 in [S, 221 and so we omit the details. 
We now claim that T, is also A-proper w.r.t. r,, for each 1 E (0, l] when f
satisfies condition (D2b). Our proof is based on the argument used to prove 
[33, Lemma 21. First we use the following fact which follows from (D2b): 
Let u, v E x, let a > 0, and suppose that 11~” - v”ll* = 
j; Ill”- v”/‘dt>u’. Let E=(tE [O, l]jIu”(r)-v”(t)j>$x} and set F= 
(0, 11-E. Then ~/~“-v”I/~=J‘~-~u”-v~~(~dt+J’~/u”-v”)~dt, and it 
follows from (D2b) that 
I ; [f(t,u,u’,u”)-f(t,u,u’,v”)][u’‘-v”] dt 
= (i I) + [f(t, u, u’, u”) - f(t, u, u’, v”)J[u” -v”] dt F .E 
> -p,, 1 ) u”(t) - v”(t)12 dt - a($) 1 [u”(t) - v”(t)l’ dt. 
F E 
(4.1) 
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Now, it follows from 
that 
This and (4.1) imply that 
df(t, u, u’, u”) -f(t, u, u’, ?I”), u” - 0”) 
> --PO II 24” - uq* + i(p, -c&i)) IIU” - uq*. (4.2) 
To prove the A-properness of T,, let A E (0, l] be fixed and let 
(x,,~ I xnj E Xnj) be any bounded sequences uch that g, E Q,T,(x,) + g for 
some g in Y. For simplicity set nj = j for each j E Zt and note that because 
{xj} is bounded and X is reflexive, we may assume that xj - x0 for some x0 
in X. Then, since Wz is compactly imbedded into C’( [0, 1 I), it follows that 
xi(t) + x,(t) and x;(f) -+ x;(t) uniformly for t E [0, I]. Hence it is not hard to 
show that f(t, xj, xi’, x6) -+ f(t, x0, xb, x{) in L, = Y. Now, to prove that 
xi--t x0 in X, it suffices to show that xj” -+ xi in Y. Since dist(x, Xj) + 0 for 
each x in X, there exists a sequence { Wj ] wj E Xj} such that wj + x0 in X. 
This and the boundedness of ( T,(xj)} imply that (T,(xj), Kwj - Kx,) + 0 
since Kwj+ Kx, in Y. Moreover, CTACXj>, KXj - KWj) = (Qj Tl(xj>, 
Kxj - Kwj) + 0 since Qj T,(xj) -+ g and Kxj - Kwj - 0 in Y. It follows from 
this that 
(‘a(Xj), Kxj - Kxo) 
= (TV, KXj - KWj) + (TA(Xj), Kw~ - Kx~) + 0. 
Consequently, we see that 
Aj SE (A* - A*, KXj - Kx,) + 0. 
Now, since Kx = -x” +x for x E X, we can write Aj in the form 
(4.3) 
- f(t, xi, x;, xi), XT - xi) + qqxj - x0) (4.4) 
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where the functional 4 is given by 
#(Xi - x0) = l(f(t, x,j, x;. x(y) - j-p, X”) .I$), xi), XI’ - xl’) 
+ (T,Xi - T~kX(), xi -x,,) + (p/(x; -xl), xj” -XI;). 
It is not hard to show that #(xi -x0) + 0 since xj - x,, in X and .xi + x0 in 
C’([O, 1 I>. 
We now claim that xj” + xl in L,, If not, then there exists c1 > 0 such that 
llxj” - xl (I > a for all j E 2 ‘. Using (4.2) with u = xi and u = x,, and (4.4) 
we see that 
-j-(t,xj,xj’,X;),Xjll -xi) 
> [p,(l -A) + ;qp, -a(fa))J 11-q -x:11’. 
This leads to a contradiction since Aj - #(xj -x0)-+ 0 by (4.3) and the 
property of 0, while the right-hand side is bounded below by [p,(l - 1) + 
a@, - a(fa)] a2 > 0 for each fixed I E (0, 11. This contradiction shows 
that x,‘-+x$ in L,. Hence xi--t x0 in X and by continuity of T, and the 
completeness of { Y,, , Q,}, we see that T,(x,) = Lx, - 1Nx, = g. Q.E.D. 
Remark 4.1. It follows from the discussion in Section 2 that 
Corollary 4.1 remains valid if (H3) and (H4) are replaced by (H5). Thus, in 
particular, Corollary 4.1 extends [4, Theorem 3.3; 5, Theorem 3.11 which 
were proved there under the assumption that f(t, x, x’, x”) = g(t, x’, x”) + 
f,(t, x, x’) with g(t, r, q) bounded and Lipschitzian in q (used in 141) or 
satisfies (D2a) (used in [5]) andf,(t, p, r) is sublinear. 
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