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a b s t r a c t
In this paper, we introduce and solve of the radical quadratic and radical quartic functional
equations:
f

ax2 + by2

= af (x)+ bf (y),
f

ax2 + by2

+ f

|ax2 − by2|

= 2a2f (x)+ 2b2f (y).
We also establish some stability results in 2-normed spaces and then the stability by
using subadditive and subquadratic functions in p-2-normed spaces for these functional
equations.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Defining, in some way, the class of approximate solutions of the given functional equation, one can ask whether each
mapping from this class can be somehow approximated by an exact solution of the considered equation (see [1–6]).
More than a half century ago, Ulam [7] posed the famous Ulam stability problemwhich was partially solved by Hyers [8]
in the framework of Banach spaces. Later, Aoki [9] and Bourgin [10] considered the stability problem with unbounded
Cauchy differences. In 1978, Rassias [11] provided a generalization of Hyers’ theorem by proving the existence of unique
linear mappings near approximate additive mappings. On the other hand, Rassias [12–14] considered the Cauchy difference
controlled by a product of different powers of norm (see also [15,16]). The above results has been generalized by Forti [17]
and Gaˇvruta [18] who permitted the Cauchy difference to become arbitrary unbounded. Gajda and Ger [19] showed that
one can get analogous stability results for subadditive multifunctions. In 1978, Gruber [20] remarked that Ulam’s problem
is of particular interest in probability theory and in the case of functional equations of different types. We wish to note that
stability properties of different functional equations can have applications to unrelated fields. For instance, Zhou [21] used a
stability property of the functional equation f (x−y)+f (x+y) = 2f (x) to prove a conjecture of Ditzian about the relationship
between the smoothness of a mapping and the degree of its approximation by the associated Bernstein polynomials. These
stability results can be applied in stochastic analysis [22], financial and actuarial mathematics, as well as in psychology and
sociology. The reader is referred to [23–32] for a number of results in this domain of research.
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The most famous functional equation is the Cauchy equation f (x + y) = f (x) + f (y) any solution of which is called
additive. It is easy to see that the function f : R→ R defined by f (x) = cx2 with c an arbitrary constant is a solution of the
functional equation
f (x+ y)+ f (x− y) = 2f (x)+ 2f (y). (1.1)
So, it is natural that each equation is called a quadratic functional equation. In particular, every solution of the quadratic
equation (1.1) is said to be a quadratic function. It is well known [33,34] that a function f : X → Y between two real linear
spaces X and Y is quadratic if and only if there exists a unique symmetric biadditive function B1 : X × X → Y such that
f (x) = B1(x, x) for all x ∈ X . The biadditive function B1 is given by
B1(x, y) = 14 (f (x+ y)− f (x− y))
for all x, y ∈ X .
Lee et al. [35] (see also [36]) considered the following functional equation
f (2x+ y)+ f (2x− y) = 4f (x+ y)+ 4f (x− y)+ 24f (x)− 6f (y). (1.2)
In fact, they proved that a function f between two real linear spaces X and Y is a solution of (1.2) if and only if there exists
a unique symmetric biquadratic function B2 : X × X → Y such that f (x) = B2(x, x) for all x ∈ X . The biquadratic function
B2 is given by
B2(x, y) = 112 (f (x+ y)+ f (x− y)− 2f (x)− 2f (y)).
The functional equation (1.2) clearly has f (x) = cx4 as a solution when f is a real valued function of a real variable. So, it
called the quartic functional equation.
In this paper, we achieve the general solutions of the following functional equations:
f (

ax2 + by2) = af (x)+ bf (y), (1.3)
f (

ax2 + by2)+ f (

|ax2 − by2|) = 2a2f (x)+ 2b2f (y) (1.4)
where a, b are fixed positive reals and prove generalized Ulam stability, in the spirit of Gaˇvruta (see [18]), of these
functional equations in 2-normed spaces. Moreover, we generalize Ulam stability results controlled by more general
mappings, by considering approximately mappings satisfying conditions much weaker than Hyers and Rassias conditions
on approximatelymappings. In fact, we investigate new theorems about the generalized Ulam stability by using subadditive
and subquadratic functions in p–2-normed spaces for the functional equations (1.3) and (1.4).
2. Radical functional equations
In this section, R, R+, Q+ and Z+ denote the sets of real, positive real, positive rational numbers and positive integers
respectively.
Let X be a linear space. For a = b = 1, the functional equation (1.3) itself reduces to
f (

x2 + y2) = f (x)+ f (y). (2.1)
If a function f : R→ X satisfies (2.1), then by letting x = y = 0 in (2.1), we have f (0) = 0. Setting x = −x in (2.1), we have
f (

x2 + y2) = f (−x)+ f (y) (2.2)
for all x, y ∈ R. If we compare (2.1) with (2.2), then we obtain that f (−x) = f (x) for all x ∈ R. Letting y = x in (2.1) and
using the evenness of f , we have f (
√
2x) = 2f (x) for all x ∈ R. Putting y = √2x in (2.1) and using f (√2x) = 2f (x), we get
f (
√
3x) = 3f (x) for all x ∈ R. By induction, we lead to f (√nx) = nf (x) for all x ∈ R and n ∈ Z+. We obtain by last equality
that f ( x√n ) = 1n f (x), so f (

m
n x) = mn f (x) for all x ∈ R andm, n ∈ Z+. That is f (
√
rx) = rf (x) for all x ∈ R and all r ∈ Q+.
Replacing x and y by x+ y and x− y in (2.1) respectively, we obtain by using f (√2x) = 2f (x) that
2f (

x2 + y2) = f (x+ y)+ f (x− y) (2.3)
for all x, y ∈ R. If we compare (2.1) with (2.3), we conclude that f satisfies (1.1).
So, we have the following lemma.
Lemma 2.1. If a function f : R→ X satisfies the functional equation (2.1), then f is quadratic.
Remark 1. Let X be a normed space and a function f : R −→ X satisfies (2.1). Then the following two assertions hold:
(1) f (r
k
2 x) = rkf (x) for all x ∈ R, r ∈ Q+ and integers k,
(2) f (x) = x2f (1) for all x ∈ R+, if f is continuous.
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Lemma 2.2. If a function f : R→ X satisfies the functional equation (1.4) with a = b = 1, that is,
f (

x2 + y2)+ f (

|x2 − y2|) = 2f (x)+ 2f (y) (2.4)
then f is quartic.
Proof. Letting x = y = 0 in (2.4), we get f (0) = 0. Setting x = −x in (2.4), we have
f (

x2 + y2)+ f (

|x2 − y2|) = 2f (−x)+ 2f (y) (2.5)
for all x, y ∈ R. If we compare (2.4) with (2.5), we obtain that f (−x) = f (x) for all x ∈ R. Letting y = x in (2.4) and then using
f (0) = 0 and the evenness of f , we have f (√2x) = 4f (x) for all x ∈ R. Putting y = √2x in (2.4) and using f (√2x) = 4f (x),
we get f (
√
3x) = 9f (x) for all x ∈ R. By induction, we lead to f (√nx) = n2f (x) for all x ∈ R and n ∈ Z+. We obtain
f ( x√n ) = 1n2 f (x), and so f (

m
n x) = m
2
n2
f (x) for all x ∈ R andm, n ∈ Z+. So, we have
f (
√
rx) = r2f (x) (2.6)
for all x ∈ R and all r ∈ Q+. Replacing x and y by x+ y and x− y in (2.4), respectively, we obtain
f (

2x2 + 2y2)+ f (|4xy|) = 2f (x+ y)+ 2f (x− y) (2.7)
for all x, y ∈ R. Setting y = x2 + y2 in (2.4) and using the evenness of f , we get
f (

2x2 + y2)− 2f (

x2 + y2) = 2f (x)− f (y) (2.8)
for all x, y ∈ R. Putting x = 2x in (2.7) and using (2.6), we get
2f (

4x2 + y2)+ 32f (|xy|) = f (2x+ y)+ f (2x− y) (2.9)
for all x, y ∈ R. Setting x = √2x in (2.8) and using (2.6), we get
f (

4x2 + y2)− 2f (

2x2 + y2) = 8f (x)− f (y) (2.10)
for all x, y ∈ R. It follows from (2.6)–(2.8) and (2.10) that
f (

4x2 + y2)+ 16f (|xy|) = 2f (x+ y)+ 2f (x− y)+ 12f (x)− 3f (y) (2.11)
for all x, y ∈ R. So we obtain from (2.9) and (2.11) that f satisfies (1.2). Therefore, f is quartic. This complete the proof. 
Remark 2. Let X be a normed linear space and f : R −→ X be a function satisfies (2.4). Then the following two assertions
hold:
(1) f (r
k
2 x) = r2kf (x) for all x ∈ R, r ∈ Q+ and integers k,
(2) f (x) = x4f (1) for all x ∈ R+ if f is continuous.
Now, we solve the functional equations (1.3) and (1.4) which are the generalized forms of (2.1) and (2.4).
Theorem 2.3. Let X be a linear space and f : R→ X be a function:
(1) If f satisfies the functional equation (1.3) and a+ b ≠ 1, then f is quadratic.
(2) If f satisfies the functional equation (1.4) and a2 + b2 ≠ 1, then f is quartic.
Proof. We first assume that f satisfies (1.3). Substituting x, y = 0 in (1.3) to obtain f (0) = 0 since a+b ≠ 1. Setting x = −x
in (1.3), we obtain
f (

ax2 + by2) = af (−x)+ bf (y) (2.12)
for all x, y ∈ R. If we compare (1.3) with (2.12), we obtain that f (−x) = f (x) for all x ∈ R. Letting y = 0 in (1.3) and using
the evenness of f , we have f (
√
ax) = af (x) for all x ∈ R. Putting x = 0 and in (1.3), we get f (√by) = bf (y) for all y ∈ R. So,
we have
f (
√
abx) = abf (x) (2.13)
for all x ∈ R. Replacing x and y by√bx and√ay in (1.3), respectively, we obtain
f (

abx2 + aby2) = af (√bx)+ bf (√ay) (2.14)
for all x, y ∈ R. It follows from (2.13) and (2.14) that f satisfies (2.1). Hence, by Lemma 2.1, f is quadratic.
The remaining assertion goes through by the similar way to the above proof and hence it is omitted. This completes the
proof. 
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Corollary 2.4. Let X be a linear space and f : R→ X be a function:
(1) If f satisfies the functional equation (1.3) and a+ b ≠ 1, then there exists a symmetric biadditive mapping B1 : R×R→ X
such that f (x) = B1(x, x) for all x ∈ R.
(2) If f satisfies the functional equation (1.4) and a2+b2 ≠ 1, then there exists a symmetric biquadraticmapping B2 : R×R→ X
such that f (x) = B2(x, x) for all x ∈ R.
3. Approximation of radical functional equations
In this section, we briefly recall some definitions and results used later on this the paper. The theory of 2-normed spaces
was first developed by Gähler [37] in the mid 1960s, while that of 2-Banach spaces was studied later by Gähler [38] and
White [39]. For more details, the readers refer to the papers [40–42].
Definition 3.1 ([37]). LetX be a real linear space over R with dimX > 1 and ∥ · , ·∥ : X ×X → R be a function. Then
(X, ∥ · , ·∥) is called a 2-normed space if
(2N1) ∥x, y∥ > 0 and ∥x, y∥ = 0 if and only if x and y are linearly dependent;
(2N2) ∥x, y∥ = ∥y, x∥;
(2N3) ∥αx, y∥ = |α| ∥x, y∥;
(2N4) ∥x, y+ z∥ ≤ ∥x, y∥ + ∥x, z∥ for all x, y, z ∈ X and α ∈ R.
If x ∈ X and ∥x, y∥ = 0 for all y ∈ X, then x = 0. Moreover, the functions x → ∥x, y∥ are continuous functions ofX
into R for each fixed y ∈ X [37,40].
The basic definitions of a 2-Banach space are given in [41] (see also [38,39]):
(1) A sequence {xn} in a 2-normed spaceX is called a convergent sequence if there is an x ∈ X such that limn→∞ ∥xn−x, y∥ =
0 for all y ∈ X. In this case, we write limn→∞ xn = x.
(2) A sequence {xn} in a 2-normed spaceX is called a Cauchy sequence if there are y, z ∈ X such that y and z are linearly
independent, limn,m→∞ ∥xn − xm, y∥ = 0 and limn,m→∞ ∥xn − xm, z∥ = 0.
(3) A 2-normed space in which every Cauchy sequence is a convergent sequence is called a 2-Banach space.
Hereafter, we assume thatX is a 2-Banach space and a function g : R→ X is defined by g(αx) = αg(x) for all α ∈ R.
First, using an idea of Gaˇvruta [18], we prove the stability of (2.1) and (2.4) in the spirit of Ulam, Hyers and Rassias.
Let φ,ψ : R3 → R+ ∪ {0} be functions. A function f : R→ X is called φ-approximatively radical quadratic if
∥f (

x2 + y2)− f (x)− f (y), g(z)∥X ≤ φ(x, y, z) (3.1)
and a function f : R→ X is called ψ-approximatively radical quartic if
∥f (

x2 + y2)+ f (

|x2 − y2|)− 2f (x)− 2f (y), g(z)∥X ≤ ψ(x, y, z) (3.2)
for all x, y, z ∈ R.
Theorem 3.2. Let ℓ ∈ {−1, 1} be fixed and f : R → X be a φ-approximatively radical quadratic function. If a function
φ : R3 → R+ ∪ {0} satisfy
φ(x, z) := ∞
i= 1−ℓ2
1
2
3ℓi
2

φ(2
ℓi
2 x, 2
ℓi
2 x, 2
ℓi
2 z)+ φ(2 ℓi+12 x, 0, 2 ℓi2 z)+ 1+ ℓ
2
φ(0, 0, 2
ℓi
2 z)

<∞
and limn→∞ 12ℓn φ(2
ℓn
2 x, 2
ℓn
2 y, z) = 0 for all x, y, z ∈ R, then the limit F (x) := limn→∞ 12ℓn f (2
ℓn
2 x) exists for all x ∈ R and
F : R→ X is a unique quadratic mapping which satisfies the functional equation (2.1) and the inequality
∥f (x)− F (x), g(z)∥X ≤ 12
φ(x, z) (3.3)
for all x, z ∈ R.
Proof. Replacing x and y by x+y√
2
and x−y√
2
in (3.1), respectively, we getf (x2 + y2)− f x+ y√2

− f

x− y√
2

, g(z)

X
≤ φ

x+ y√
2
,
x− y√
2
, z

(3.4)
for all x, y, z ∈ R. It follows from (3.1) and (3.4) thatf (x)+ f (y)− f x+ y√2

− f

x− y√
2

, g(z)

X
≤ φ(x, y, z)+ φ

x+ y√
2
,
x− y√
2
, z

(3.5)
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for all x, y, z ∈ R. Setting y = x in (3.5), we get
∥2f (x)− f (√2x)− f (0), g(z)∥X ≤ φ(x, x, z)+ φ(
√
2x, 0, z) (3.6)
for all x, z ∈ R. Putting x = y = 0 in (3.1), we get
∥f (0), g(z)∥X ≤ 1+ ℓ2 φ(0, 0, z) (3.7)
for all z ∈ R and ℓ ∈ {−1, 1}. It follows from (3.6) and (3.7) that
∥2f (x)− f (√2x), g(z)∥X ≤ φ(x, x, z)+ φ(
√
2x, 0, z)+ 1+ ℓ
2
φ(0, 0, z)
for all x, z ∈ R and ℓ ∈ {−1, 1}. Then we havef (x)− 12 f (√2x), g(z)

X
≤ 1
2

φ(x, x, z)+ φ(√2x, 0, z)+ 1+ ℓ
2
φ(0, 0, z)

and f (x)− 2f  x√2

, g(z)

X
≤ √2

φ

x√
2
,
x√
2
,
z√
2

+ φ

x, 0,
z√
2

+ 1+ ℓ
2
φ

0, 0,
z√
2

for all x, z ∈ R and ℓ ∈ {−1, 1}. Hence it follows that 12ℓj f (2 ℓj2 x)− 12ℓ(j+1) f (2 ℓ(j+1)2 x), g(z)

X
≤ 1
2
ℓ
2 (3j+ 3+ℓ2 )
(φ(2
ℓ
2 (j+ 1−ℓ2 )x, 2
ℓ
2 (j+ 1−ℓ2 )x, 2
ℓ
2 (j+ 1−ℓ2 )z)
+φ(2 ℓ2 (ℓ+j+ 1−ℓ2 )x, 0, 2 ℓ2 (j+ 1−ℓ2 )z)+ 1+ ℓ
2
φ(0, 0, 2
ℓ
2 (j+ 1−ℓ2 )z))
for all x, z ∈ R, ℓ ∈ {−1, 1} and j ≥ 0. Therefore, we obtain 12ℓk f (2 ℓk2 x)− 12ℓm f (2 ℓm2 x), g(z)

X
≤ 1
2
m− 1+ℓ2
i=k+ 1−ℓ2
1
2
3ℓi
2

φ(2
ℓi
2 x, 2
ℓi
2 x, 2
ℓi
2 z)+ φ(2 ℓi+12 x, 0, 2 ℓi2 z)+ 1+ ℓ
2
φ(0, 0, 2
ℓi
2 z)

(3.8)
for all x, z ∈ R and m, k ∈ Z+ with m > k ≥ 0. Thus, { 1
2ℓn
f (2
ℓn
2 x)} is a Cauchy sequence in a 2-Banach spaceX. Hence we
can define a mapping F : R→ X by F (x) := limn→∞ 12ℓn f (2
ℓn
2 x) for all x ∈ R. From (3.1), the following inequality holds:
∥F (

x2 + y2)− F (x)− F (y), g(z)∥X ≤ lim
n→∞
1
2ℓn
φ(2
ℓn
2 x, 2
ℓn
2 y, z) = 0 (3.9)
for all x, y, z ∈ R. So, F (x2 + y2) − F (x) − F (y) = 0 and by Lemma 2.1, F : R → X is quadratic. Taking the limit
m → ∞ in (3.8) with k = 0, we find that the mapping F satisfies (3.3) near the approximate function f : R → X of the
functional equation (2.1).
Next, we assume that there is another quadratic mapping G : R→ X which satisfies (2.1) and (3.3). Since G : R→ X
satisfies (2.1), we have G(2
ℓ
2 x) = 2ℓG(x) and G(2 ℓn2 x) = 2ℓnG(x) for all x ∈ R and n ∈ Z+. Thus, we have 12ℓn f (2 ℓln2 x)− G(x), g(z)

X
= 1
2
3ℓn
2
∥f (2 ℓn2 x)− G(2 ℓn2 x), g(2 ℓn2 z)∥X ≤ 1
2
3ℓn
2
1
2
φ(2 ℓn2 x, 2 ℓn2 z)
for all x, z ∈ R and n ∈ Z+. Therefore, from n →∞, we establishesF (x) = G(x) for all x ∈ R. This completes the proof. 
Corollary 3.3. Let ℓ ∈ {−1, 1} be fixed. If there exist r, s, t ∈ R+ ∪ {0} such that a function f : R→ X satisfies the following
inequality:
∥f (

x2 + y2)− f (x)− f (y), g(z)∥X ≤

ε, ℓ = 1;
ε|x|r |y|s|z|t , ℓ(r + s+ t) < 3ℓ, ℓ(r + s) < 2ℓ;
ε(|x|r |z|t + |y|s), ℓ(r + t) < 3ℓ, ℓr < 2ℓ, ℓs < ℓ

2+ 1− ℓ
2

;
ε(|x|r + |y|s + |z|t), r, s < 2, t < 3, ℓ = 1
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for all x, y, z ∈ R and some ε ≥ 0, then the limit F (x) := limn→∞ 12ℓn f (2
ℓn
2 x) exists for all x ∈ R and F : R→ X is a unique
quadratic mapping which satisfies the functional equation (2.1) and the following inequality:
∥f (x)− F (x), g(z)∥X
≤

3
√
2
2
√
2− 1ε, ℓ = 1;
1
ℓ(2−√2r+s+t−1) ε|x|
r+s|z|t , ℓ(r + s+ t) < 3ℓ, ℓ(r + s) < 2ℓ;
1+√2r
ℓ(2−√2r+t−1) ε|x|
r |z|t + 1
ℓ(2−√2s−1) ε|x|
s, ℓ(r + t) < 3ℓ, ℓr < 2ℓ, ℓs < ℓ

2+ 1− ℓ
2

;
1+√2r
2−√2r−1 ε|x|
r + 1
2−√2s−1 ε|x|
s + 3
2−√2t−1 ε|z|
t , r, s < 2, t < 3, ℓ = 1;
for all x, z ∈ R.
Corollary 3.4. Let ℓ ∈ {−1, 1} be fixed and let A be a C∗-algebra. We denote by√x the unique positive element y ∈ A such
that y2 = x for every positive element x ∈ A. If there exist r, s ∈ R+ such that a mapping f : A → X satisfies the following
inequality:
∥f (xx∗ + yy∗)− f (x)− f (y), g(z)∥X ≤ ε(∥x∥rA + ∥y∥rA)∥z∥sA (3.10)
for all x, y, z ∈ A and some ε ≥ 0, where ℓ(r + s) < 3ℓ, ℓr < 2ℓ. Then the limit F (x) := limn→∞ 12ℓn f (2
ℓn
2 x) exists for all
x ∈ A and F : A→ X is a unique quadratic mapping satisfying
∥f (x)− F (x), g(z)∥X ≤ 2+
√
2r
ℓ(2−√2r+s−1) ε∥x∥
r
A∥z∥sA
for all x, z ∈ A.
Proof. Replacing x and y by x+ y and x− y in (3.10), respectively, we get
∥f (2xx∗ + 2yy∗)− f (x+ y)− f (x− y), g(z)∥X ≤ ε(∥x+ y∥rA + ∥x− y∥rA)∥z∥sA (3.11)
for all x, y, z ∈ A. Replacing x and y by√2x and√2y in (3.10), respectively, we get
∥f (2xx∗ + 2yy∗)− f (√2x)− f (√2y), g(z)∥X ≤ ε(∥√2x∥rA + ∥√2y∥rA)∥z∥sA (3.12)
for all x, y, z ∈ A. It follows from (3.11) and (3.12) that
∥f (x+ y)+ f (x− y)− f (√2x)− f (√2y), g(z)∥X ≤ ε(∥x+ y∥rA + ∥x− y∥rA + ∥
√
2x∥rA + ∥
√
2y∥rA)∥z∥sA (3.13)
for all x, y, z ∈ A. Setting y = 0 in (3.13), we get
∥2f (x)− f (√2x), g(z)∥X ≤ ε(2∥x∥rA + ∥
√
2x∥rA)∥z∥sA
for all x, z ∈ A. The remaining assertion goes through by the similar way to the proof of Theorem 3.2 and hence it is
omitted. 
Remark 3. Let X be a linear space and let A be a C∗-algebra. If a mapping f : A → X satisfies the functional equation
f (
√
xx∗ + yy∗) = f (x)+ f (y), then f is quadratic [43]. But a quadratic mapping does not satisfy this functional equation in
general. Let f : A→ A be the mapping defined by f (x) = x2 for all x ∈ A. It is clear that f is quadratic and that f does not
satisfy this functional equation.
The following example shows that the stability problem for the case of r = 2 was excluded in Corollary 3.4.
Example 3.5. Let X = C be a linear space overR. Define ∥· , ·∥ : X×X → R by ∥x, y∥ = |ad−bc|, where x = a+bi, y = c+
di ∈ C and a, b, c, d ∈ R (i = √−1 is the imaginary unit). Then (X, ∥· , ·∥) is a 2-normed space. Letφ : C→ C be defined by
φ(x) :=

x2 for |x| < 1;
1 for |x| ≥ 1.
Consider the function f : C→ C by the formula
f (x) :=
∞
m=0
1
4m
φ(2mx)
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for all x ∈ C. It is clear that f is bounded by 43 on C. We prove that
∥f (

|x|2 + |y|2)− f (x)− f (y), z∥ ≤ 16(|x|2 + |y|2)|z| (3.14)
for all x, y, z ∈ C. To see this, if |x|2+|y|2 = 0 or |x|2+|y|2 ≥ 14 , then we have (3.14). Now suppose that 0 < |x|2+|y|2 < 14 .
Then there exists a positive integer k ∈ Z+ such that
1
4k+1
< |x|2 + |y|2 < 1
4k
. (3.15)
Hence, 2m|x|, 2m|y|, 2m|x|2 + |y|2 ∈ (−1, 1) for allm = 0, 1, . . . , k− 1. It follows from the definition of f and (3.15) that
∥f (

|x|2 + |y|2)− f (x)− f (y), z∥ =
 ∞
j=k
1
4j
[φ(2j

|x|2 + |y|2)− φ(2jx)− φ(2jy)], z

≤ 3
∞
j=k
1
4j
|z| = 16
4k+1
|z| ≤ 16(|x|2 + |y|2)|z|
i.e. the condition (3.14) holds true.
Assume that there exist a quadraticmappingF : C→ C and a positive constantµ such that ∥f (x)−F (x), z∥ ≤ µ|x|2|z|
for all x, z ∈ C. Then there exists a constant c ∈ C such that F (x) = cx2 for all rational numbers x. So we have
∥f (x), z∥ ≤ (µ+ |c|)|x|2|z| (3.16)
for all x ∈ Q and all z ∈ C. Let λ ∈ Z+ with λ > µ + |c|. If z = ℓi (ℓ ∈ R) and x is a rational number in (0, 1
2λ
), then
2jx ∈ (0, 1) for all j = 0, 1, . . . , λ− 1, and we obtain
∥f (x), z∥ =
 ∞
j=0
1
4j
φ(2jx), z
 ≥ λ−1
j=0
1
4j
φ(2jx)|ℓ| = λx2|ℓ| > (µ+ |c|)x2|ℓ| = (µ+ |c|)|x|2|z|
which contradicts (3.16).
Theorem 3.6. Let ℓ ∈ {−1, 1} be fixed and f : R → X be a ψ-approximatively radical quartic function. If the function
ψ : R3 → R+ ∪ {0} satisfies
ψ(x, z) := ∞
i= 1−ℓ2
1
2
5ℓi
2

ψ(2
ℓi
2 x, 2
ℓi
2 x, 2
ℓi
2 z)+ 1
2
ψ(2
ℓi+1
2 x, 0, 2
ℓi
2 z)+ 1+ ℓ
2
ψ(0, 0, 2
ℓi
2 z)

<∞
and limn→∞ 14ℓnψ(2
ℓn
2 x, 2
ℓn
2 y, z) = 0 for all x, y, z ∈ R, then the limit H(x) := limn→∞ 14ℓn f (2
ℓn
2 x) exists for all x ∈ R and
H : R→ X is unique quartic mapping which satisfies the functional equation (2.4) and the inequality
∥f (x)−H(x), g(z)∥X ≤ 14
ψ(x, z) (3.17)
for all x, z ∈ R.
Proof. Replacing x and y by
√
2x and
√
2y in (3.2), respectively, we get
∥f (

2x2 + 2y2)+ f (

|2x2 − 2y2|)− 2f (√2x)− 2f (√2y), g(z)∥X ≤ ψ(
√
2x,
√
2y, z) (3.18)
for all x, y, z ∈ R. Replacing x and y by x+ y and x− y in (3.2), respectively, we get
∥f (

2x2 + 2y2)+ f (|4xy|)− 2f (x+ y)− 2f (x− y), g(z)∥X ≤ ψ(x+ y, x− y, z) (3.19)
for all x, y, z ∈ R. It follows from (3.18) and (3.19) that
∥2f (√2x)+ 2f (√2y)+ f (|4xy|)− f (|2x2 − 2y2|)− 2f (x+ y)− 2f (x− y), g(z)∥X
≤ ψ(√2x,√2y, z)+ ψ(x+ y, x− y, z) (3.20)
for all x, y, z ∈ R. Setting y = 0 in (3.20), we get
∥2f (√2x)− f (
√
2x2)− 4f (x)+ 3f (0), g(z)∥X ≤ ψ(x, x, z)+ ψ(
√
2x, 0, z) (3.21)
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for all x, z ∈ R. Setting y = x in (3.2), we get
∥f (
√
2x2)− 4f (x)+ f (0), g(z)∥X ≤ ψ(x, x, z) (3.22)
for all x, z ∈ R. From (3.21) and (3.22),
∥2f (√2x)− 8f (x)+ 4f (0), g(z)∥X ≤ 2ψ(x, x, z)+ ψ(
√
2x, 0, z) (3.23)
for all x, z ∈ R. Putting x = y = 0 in (3.2), we get
∥2f (0), g(z)∥X ≤ 1+ ℓ2 ψ(0, 0, z) (3.24)
for all z ∈ R and ℓ ∈ {−1, 1}. It follows from (3.23) and (3.24) that
∥4f (x)− f (√2x), g(z)∥X ≤ ψ(x, x, z)+ 12ψ(
√
2x, 0, z)+ 1+ ℓ
2
ψ(0, 0, z) (3.25)
for all x, z ∈ R and ℓ ∈ {−1, 1}. Sof (x)− 14 f (√2x), g(z)

X
≤ 1
4

ψ(x, x, z)+ 1
2
ψ(
√
2x, 0, z)+ 1+ ℓ
2
ψ(0, 0, z)

and f (x)− 4f  x√2

, g(z)

X
≤ √2

ψ

x√
2
,
x√
2
,
z√
2

+ 1
2
ψ

x, 0,
z√
2

+ 1+ ℓ
2
ψ

0, 0,
z√
2

for all x, z ∈ R. Hence we have 14ℓk f (2 ℓk2 x)− 14ℓm f (2 ℓm2 x), g(z)

X
≤ 1
4
m− 1+ℓ2
i=k+ 1−ℓ2
1
2
5ℓi
2

ψ(2
ℓi
2 x, 2
ℓi
2 x, 2
ℓi
2 z)+ 1
2
ψ(2
ℓi+1
2 x, 0, 2
ℓi
2 z)+ 1+ ℓ
2
ψ(0, 0, 2
ℓi
2 z)

(3.26)
for all x, z ∈ R and integers m, k ∈ Z+ with m > k ≥ 0. Then { 1
4ℓn
f (2
ℓn
2 x)} is a Cauchy sequence in the 2-Banach space
X, and so we can define a mapping H : R → X by H(x) := limn→∞ 14ℓn f (2
ℓn
2 x) for all x ∈ R. From (3.2), the following
inequality holds:
∥H(

x2 + y2)+H(

|x2 − y2|)− 2H(x)− 2H(y), g(z)∥X ≤ lim
n→∞
1
4ℓn
ψ(2
ℓn
2 x, 2
ℓn
2 y, z) = 0
for all x, y, z ∈ R. ThusH(x2 + y2)+H(|x2 − y2|)−2H(x)−2H(y) = 0 and by Lemma 2.2, the mappingH : R→ X
is quartic. Taking the limit m → ∞ in (3.26) with k = 0 we find that H is quartic mapping satisfying (3.17) near the
approximate function f : R→ X of the functional equation (2.4). The remaining assertion goes through by the similar way
to corresponding part of Theorem 3.2. This completes the proof. 
Corollary 3.7. Let ℓ ∈ {−1, 1} be fixed. If there exist r, s, t ∈ R+ ∪ {0} such that a function f : R→ X satisfies the inequality
∥f (

x2 + y2)+ f (

|x2 − y2|)− 2f (x)− 2f (y), g(z)∥X
≤

δ, ℓ = 1;
δ|x|r |y|s|z|t , ℓ(r + s+ t) < 5ℓ, ℓ(r + s) < 4ℓ;
δ(|x|r |z|t + |y|s), ℓ(r + t) < 5ℓ, ℓr < 4ℓ, ℓs < ℓ

4+ 1− ℓ
2

;
δ(|x|r + |y|s + |z|t), r, s < 4, t < 5, ℓ = 1
(3.27)
for all x, y, z ∈ R and for some δ ≥ 0. Then the limit H(x) := limn→∞ 14ℓn f (2
ℓn
2 x) exists for all x ∈ R and H : R → X is a
unique quartic mapping which satisfies (2.4) and the inequality
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∥f (x)−H(x), g(z)∥X
≤

5
8−√2δ, ℓ = 1;
1
ℓ(4−√2r+s+t−1) δ|x|
r+s|z|t , ℓ(r + s+ t) < 5ℓ, ℓ(r + s) < 4ℓ;
2+√2r
ℓ(8−√2r+t+1) δ|x|
r |z|t + 1
ℓ(4−√2s−1) δ|x|
s, ℓ(r + t) < 5ℓ, ℓr < 4ℓ, ℓs < ℓ

4+ 1− ℓ
2

;
2+√2r
8−√2r+1 δ|x|
r + 1
4−√2s−1 δ|x|
s + 5
8−√2t+1 δ|z|
t , r, s < 4, t < 5, ℓ = 1;
for all x, z ∈ R.
Corollary 3.8. Let ℓ ∈ {−1, 1} be fixed and let A be a C∗-algebra. If there exist r, s ∈ R+ such that a mapping f : A → X
satisfies the following inequality:
∥f (xx∗ + yy∗)+ f (xx∗ − yy∗)− 2f (x)− 2f (y), g(z)∥X ≤ ε(∥x∥rA + ∥y∥rA)∥z∥sA (3.28)
for all x, y, z ∈ A and some ε ≥ 0, where xx∗−yy∗ ≥ 0 and ℓ(r+s) < 5ℓ, ℓr < 4ℓ. Then the limitH(x) := limn→∞ 14ℓn f (2
ℓn
2 x)
exists for all x ∈ A andH : A→ X is a unique quartic mapping satisfying
∥f (x)−H(x), g(z)∥X ≤ 2+
√
2r−2
ℓ(4−√2r+s−1) ε∥x∥
r
A∥z∥sA
for all x, z ∈ A.
Proof. Replacing x and y by
√
2x and 0 in (3.28), respectively, we get
∥2f (√2xx∗)− 2f (√2x), g(z)∥X ≤ ε∥
√
2x∥rA∥z∥sA (3.29)
for all x, z ∈ A. Setting y = x in (3.28), we get
∥f (√2xx∗)− 4f (x), g(z)∥X ≤ ε(∥
√
2x∥rA + ∥
√
2y∥rA)∥z∥sA (3.30)
for all x, z ∈ A. It follows from (3.29) and (3.30) that
∥4f (x)− f (√2x), g(z)∥X ≤ ε(2∥x∥rA +
1
2
∥√2x∥rA)∥z∥sA
for all x, z ∈ A. The remaining assertion goes through by the similar way to the proof of Theorem 3.6 and hence it is
omitted. 
Remark 4. Let X be a linear space and let A be a C∗-algebra. If a mapping f : A → X satisfies the functional equation
f (
√
xx∗ + yy∗)+ f (√xx∗ − yy∗) = 2f (x)+ 2f (y), where xx∗ − yy∗ ≥ 0, then f is quartic [43]. But a quartic mapping does
not satisfy this functional equation in general. Let f : A→ A be the mapping defined by f (x) = x4 for all x ∈ A. It is clear
that f is quartic and that f does not satisfy this functional equation.
The following example shows that the stability problem for the case of r = 4 was excluded in Corollary 3.8.
Example 3.9. Let X = C be a linear space over R, and (X, ∥ · , ·∥) denote the 2-normed space obtained in Example 3.5. Let
φ : C→ C be defined by
φ(x) :=

x4 for |x| < 1;
1 for |x| ≥ 1.
Consider the function f : C→ C by the formula
f (x) :=
∞
m=0
1
16m
φ(2mx)
for all x ∈ C. It is clear that f is bounded by 1615 on C. We prove that
∥f (

|x|2 + |y|2)+ f (

|x|2 − |y|2)− 2f (x)− 2f (y), z∥ ≤ 512
5
(|x|4 + |y|4)|z| (3.31)
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for all x, y, z ∈ C, where |x|2 − |y|2 ≥ 0. To see this, if |x|4 + |y|4 = 0 or |x|4 + |y|4 ≥ 116 , then we have (3.31). Now suppose
that 0 < |x|4 + |y|4 < 116 . Then there exists a positive integer k ∈ Z+ such that
1
16k+1
< |x|4 + |y|4 < 1
16k
. (3.32)
Hence, 2m|x|, 2m|y|, 2m|x|2 + |y|2, 2m|x|2 − |y|2 ∈ (−1, 1) for all m = 0, 1, . . . , k− 1. It follows from the definition of
f and (3.32) that
∥f (

|x|2 + |y|2)+ f (

|x|2 − |y|2)− 2f (x)− 2f (y), z∥
=
 ∞
j=k
1
16j
[φ(2j

|x|2 + |y|2)+ φ(2j

|x|2 − |y|2)− 2φ(2jx)− 2φ(2jy)], z

≤ 6
∞
j=k
1
16j
|z| = 512
5× 16k+1 |z| ≤
512
5
(|x|4 + |y|4)|z|
i.e. the condition (3.31) holds true.
Suppose there exist a quartic mappingH : C→ C and a positive constant µ such that ∥f (x)−H(x), z∥ ≤ µ|x|4|z| for
all x, z ∈ C. Then there exists a constant c ∈ C such thatH(x) = cx4 for all rational numbers x. So we have
∥f (x), z∥ ≤ (µ+ |c|)|x|4|z| (3.33)
for all x ∈ Q and all z ∈ C. Let λ ∈ N with λ > µ + |c|. If z = ℓi (ℓ ∈ R) and x is a rational number in (0, 1
2λ
), then
2jx ∈ (0, 1) for all j = 0, 1, . . . , λ− 1, and we obtain
∥f (x), z∥ =
 ∞
j=0
1
16j
φ(2jx), z
 ≥ λ−1
j=0
1
16j
φ(2jx)|ℓ| = λx4|ℓ| > (µ+ |c|)x4|ℓ| = (µ+ |c|)|x|4|z|
which contradicts (3.33).
Now, we are going to establish the modified Hyers–Ulam stability of the functional equations (1.3) and (1.4).
We fix a real number p with 0 < p ≤ 1 and let Y be a linear space. A p-2-norm is a function on Y × Y satisfying
Definition 3.1; (2N1), (2N2), (2N4) and ∥αx, y∥ = |α|p∥x, y∥ for all x, y ∈ Y and α ∈ R. Then (Y, ∥ · , ·∥) is called a
p-2-normed space and ∥·, ·∥ is called a p-2-norm on Y. A p-2-Banach space is a complete p-2-normed space.
We recall that a subadditive function is a function ϕa : A → B having a domain A and a codomain (B,≤) that are both
closed under addition with the following property:
ϕa(x+ y) ≤ ϕa(x)+ ϕa(y)
for all x, y ∈ A. Also, a subquadratic function is a function ϕq : A → B, with ϕq(0) = 0 and the following property:
ϕq(x+ y)+ ϕq(x− y) ≤ 2ϕq(x)+ 2ϕq(y)
for all x, y ∈ A.
Let ℓ ∈ {−1, 1} be fixed. If there exists a constant Lwith 0 < L < 1 such that a function ϕa : A → B satisfies
ℓϕa(x+ y) ≤ ℓLℓ(ϕa(x)+ ϕa(y))
for all x, y ∈ A. Then we say that ϕa is contractively subadditive if ℓ = 1 and ϕa is expansively superadditive if ℓ = −1. It
follows by the last inequality that ϕa satisfies the following properties:
ϕa(2ℓx) ≤ 2ℓLϕa(x), ϕa(2ℓkx) ≤ (2ℓL)kϕa(x)
for all x ∈ A and k ≥ 1.
Similarly, if there exists a constant Lwith 0 < L < 1 such that a function ϕq : A → B, with ϕq(0) = 0 satisfies
ℓϕq(x+ y)+ ℓϕq(x− y) ≤ 2ℓLℓ(ϕq(x)+ ϕq(y))
for all x, y ∈ A. Then we say that ϕq is contractively subquadratic if ℓ = 1 and ϕq is expansively superquadratic if ℓ = −1. It
follows by the last inequality that ϕq satisfies the following properties:
ϕq(2ℓx) ≤ 4ℓLϕq(x), ϕq(2ℓkx) ≤ (4ℓL)kϕq(x)
for all x ∈ A and k ≥ 1.
From now on, we assume that Y is a p-2-Banach space and g : R → Y is a function with g(αz) = αg(z) for all α ∈ R.
LetΦ,Ψ be functions from R3 to R+ ∪ {0}. A function f : R→ Y is called aΦ-approximatively radical quadratic function if
∥f (

ax2 + by2)− af (x)− bf (y), g(z)∥Y ≤ Φ(x, y, z) (3.34)
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for all x, y, z ∈ R, where a, b are fixed positive reals with a + b ≠ 1, and f : R → Y is called a Ψ -approximatively radical
quartic function if
∥f (

ax2 + ay2)+ f (

|ax2 − by2|)− 2a2f (x)− 2b2f (y), g(z)∥Y ≤ Ψ (x, y, z) (3.35)
for all x, y, z ∈ R, where a, b are fixed positive reals with a2 + b2 ≠ 1.
Theorem 3.10. Let ℓ ∈ {−1, 1} be fixed and f : R → Y be a Φ-approximatively radical quadratic function. Assume that
the function Φ is contractively subadditive if ℓ = 1 and is expansively superadditive if ℓ = −1 with a constant L satisfying
2ℓ(1−3p)L < 1,where 3ℓp ≤ ℓ. Then there exists a unique quadratic mapping F : R→ Ywhich satisfies (1.3) and the inequality
∥f (x)− F (x), g(z)∥Y ≤ 1
ℓ(4p − 21−pLℓ)
Φ(x, z) (3.36)
for all x, z ∈ R, where
Φ(x, z) := 2
a
p Φ(x, z)+ 1
a
p Φ(√2x, z)+  3
a+ b− 1
p
Φ(0, 0, z),
Φ(x, z) := Φ(x, 0, z)+ Φ(√2x, 0, z)+ Φ 0,a
b
x, z

+ Φ

x,

a
b
x, z

.
Proof. Replacing x and y by x√a and
y√
b
in (3.34), respectively, we getf (x2 + y2)− af  x√a

− bf

y√
b

, g(z)

Y
≤ Φ

x√
a
,
y√
b
, z

(3.37)
for all x, y, z ∈ R. Setting y = 0 in (3.37), we getf (√x2)− af  x√a

− bf (0), g(z)

Y
≤ Φ

x√
a
, 0, z

(3.38)
for all x, z ∈ R. Putting x = 0 in (3.37), we getf (y2)− bf  y√b

− af (0), g(z)

Y
≤ Φ

0,
y√
b
, z

(3.39)
for all y, z ∈ R. From (3.38) and (3.39), we getaf  x√a

− bf

x√
b

− (a− b)f (0), g(z)

Y
≤ Φ

x√
a
, 0, z

+ Φ

0,
x√
b
, z

for all x, z ∈ R and sof (x)− ba f

a
b
x

−

1− b
a

f (0), g(z)

Y
≤ 1
ap

Φ (x, 0, z)+ Φ

0,

a
b
x, z

(3.40)
for all x, z ∈ R. Substituting x and y by x+y√
2
and x−y√
2
in (3.37), respectively, we obtainf (x2 + y2)− af x+ y√2a

− bf

x− y√
2b

, g(z)

Y
≤ Φ

x+ y√
2a
,
x− y√
2b
, z

(3.41)
for all x, y, z ∈ R. It follows from (3.37) and (3.41) thatf x+ y√2a

+ b
a
f

x− y√
2b

− f

x√
a

− b
a
f

y√
b

, g(z)

Y
≤ 1
ap

Φ

x√
a
,
y√
b
, z

+ Φ

x+ y√
2a
,
x− y√
2b
, z

(3.42)
for all x, y, z ∈ R. Letting x = y = √ax in (3.42), we getf (√2x)+ ba f (0)− f (x)− ba f

a
b
x

, g(z)

Y
≤ 1
ap

Φ

x,

a
b
x, z

+ Φ(√2x, 0, z)

(3.43)
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for all x, z ∈ R. It follows from (3.40) and (3.43) that
∥2f (x)− f (√2x)− f (0), g(z)∥Y ≤ 1apΦ(x, z)
for all x, z ∈ R and so we get
∥4f (x)− f (2x)− 3f (0), g(z)∥Y ≤ 1ap (2
pΦ(x, z)+ Φ(√2x, z)) (3.44)
for all x, z ∈ R. Putting x = y = 0 in (3.34), we get
∥f (0), g(z)∥Y ≤ 1
(a+ b− 1)pΦ(0, 0, z) (3.45)
for all z ∈ R. It follows from (3.44) and (3.45) that
∥4f (x)− f (2x), g(z)∥Y ≤ Φ(x, z)
for all x, z ∈ R. Thus we obtainf (x)− 14 f (2x), g(z)

Y
≤ 1
4p
Φ(x, z) and f (x)− 4f  x
2

, g(z)

Y
≤ 2pΦ  x
2
,
z
2

for all x, z ∈ R. Hence 14ℓk f (2ℓkx)− 14ℓm f (2ℓmx), g(z)

Y
≤ 1
4p
m− 1+ℓ2
i=k+ 1−ℓ2
1
23ℓpi
Φ(2ℓix, 2ℓiz)
≤ 1
4p
m− 1+ℓ2
i=k+ 1−ℓ2
(2ℓL)i
23ℓpi
Φ(x, z) = Φ(x, z)
4p
m− 1+ℓ2
i=k+ 1−ℓ2
(2ℓ(1−3p)L)i (3.46)
for all x, z ∈ R and integers m > k ≥ 0. Then { 1
4ℓn
f (2ℓnx)} is a Cauchy sequence in a p-2-Banach space Y and so we can
define a mapping F : R→ Y by F (x) := limn→∞ 14ℓn f (2ℓnx) for all x ∈ R. Also, we have
∥F (

ax2 + by2)− aF (x)− bF (y), g(z)∥Y
≤ lim
n→∞
1
23ℓpn
Φ(2ℓnx, 2ℓny, 2ℓnz) ≤ lim
n→∞(2
ℓ(1−3p)L)nΦ(x, y, z) = 0 (3.47)
holds for all x, y, z ∈ R. Thus, F (ax2 + by2) − aF (x) − bF (y) = 0 and by Theorem 2.3, the mapping F : R → Y is
quadratic. Taking the limitm →∞ in (3.46) with k = 0, we find that a mapping F satisfies the functional equation (3.36)
near the approximate function f : R→ Y of (1.3).
Next, we assume that there is another quadratic mapping G : R→ Y which satisfies (1.3) and (3.36). Then we have 14ℓn f (2ℓnx)− G(x), g(z)

Y
= 1
23ℓpn
∥f (2ℓnx)− G(2ℓnx), g(2ℓnz)∥Y
≤ 1
23ℓpn
Φ(2ℓnx, 2ℓny)
ℓ(4p − 21−pLℓ) ≤
Φ(x, y)
ℓ(4p − 21−pLℓ) (2
ℓ(1−3p)L)n
for all x, y ∈ R and n ≥ 1. Therefore from n →∞, we establishes F (x) = G(x) for all x ∈ R. This completes the proof. 
Theorem 3.11. Let ℓ ∈ {−1, 1} be fixed and Φ,Ψ : R3 → R+ ∪ {0} be functions and f : R → Y be a Ψ -approximatively
radical quartic function. Assume that the function Ψ is contractively subquadratic if ℓ = 1 and is expansively superquadratic if
ℓ = −1 with a constant L satisfying 2ℓ(2−5p)L < 1, where 5ℓp ≤ 2ℓ. Then there exists a unique quartic mapping H : R → Y
which satisfies the functional equation (1.4) and the inequality
∥f (x)−H(x), g(z)∥Y ≤ 1
ℓ(16p − 41− p2 Lℓ)
Ψ (x, z) (3.48)
for all x, z ∈ R, where
Ψ (x, z) := 1
a2p

4pΨ (x, z)+ Ψ (x, z)+ 10a2 − 5b2 + 5
2a2 + 2b2 + 2
p
Ψ (0, 0, z)

,
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Ψ (x, z) := Ψ (x, 0, z)+ 1
2p
Ψ (
√
2x, 0, z)+ Ψ

0,

a
b
x, z

+ Ψ

x,

a
b
x, z

.
Proof. Replacing x and y by x√a and
y√
b
in (3.35), respectively, we getf (x2 + y2)+ f (|x2 − y2|)− 2a2f  x√a

− 2b2f

y√
b

, g(z)

Y
≤ Ψ

x√
a
,
y√
b
, z

(3.49)
for all x, y, z ∈ R. Setting x = y = √ax in (3.49), we getf (√2ax2)+ f (0)− 2a2f (x)− 2b2f abx

, g(z)

Y
≤ Ψ

x,

a
b
x, z

(3.50)
for all x, z ∈ R. Replacing x and y by√2ax and 0 in (3.49), respectively, we obtain
∥f (
√
2ax2)− a2f (√2x)− b2f (0), g(z)∥Y ≤ 12pΨ (
√
2x, 0, z) (3.51)
for all x, z ∈ R. From (3.50) and (3.51), we geta2f (√2x)− 2a2f (x)− 2b2f abx

+ (b2 + 1)f (0), g(z)

Y
≤ Ψ

x,

a
b
x, z

+ 1
2p
Ψ (
√
2x, 0, z) (3.52)
for all x, z ∈ R. Substituting x = √ax and y = 0 in (3.49), we get
∥2f (
√
ax2)− 2a2f (x)− 2b2f (0), g(z)∥Y ≤ Ψ (x, 0, z) (3.53)
for all x, z ∈ R. Substituting x = 0 and y = √ax in (3.49), we get2f (√ax2)− 2a2f (0)− 2b2f abx

, g(z)

Y
≤ Ψ

0,

a
b
x, z

(3.54)
for all x, z ∈ R. It follows from (3.53) and (3.54) that2b2f abx

− 2a2f (x)− 2(b2 − a2)f (0), g(z)

Y
≤ Ψ (x, 0, z)+ Ψ

0,

a
b
x, z

(3.55)
for all x, z ∈ R. Now, it follows from (3.52) and (3.55) that4f (x)− f (√2x)− 2a2 − b2 + 1a2 f (0), g(z)

Y
≤ 1
a2p
Ψ (x, z)
for all x, z ∈ R and so we get16f (x)− f (2x)− 5(2a2 − b2 + 1)a2 f (0), g(z)

Y
≤ 1
a2p
(4pΨ (x, z)+ Ψ (√2x, z)) (3.56)
for all x, z ∈ R. Putting x = y = 0 in (3.35), we get
∥f (0), g(z)∥Y ≤ 12p(a2 + b2 − 1)pΨ (0, 0, z) (3.57)
for all z ∈ R. It follows from (3.56) and (3.57) that
∥16f (x)− f (2x), g(z)∥Y ≤ Ψ (x, z)
for all x, z ∈ R. So, we havef (x)− 116 f (2x), g(z)

Y
≤ 1
16p
Ψ (x, z) and f (x)− 16f  x
2

, g(z)

Y
≤ 2pΨ  x
2
,
z
2

(3.58)
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for all x, z ∈ R. Hence, we have 116ℓk f (2ℓkx)− 116ℓm f (2ℓmx), g(z)

Y
≤ 1
16p
m− 1+ℓ2
i=k+ 1−ℓ2
1
25ℓpi
Ψ (2ℓix, 2ℓiz)
≤ 1
16p
m− 1+ℓ2
i=k+ 1−ℓ2
(4ℓL)i
25ℓpi
Ψ (x, z) = Ψ (x, z)
16p
m− 1+ℓ2
i=k+ 1−ℓ2
(2ℓ(2−5p)L)i
for all x, z ∈ R and integers m, k ∈ Z+ with m > k ≥ 0. Then { 1
16ℓn
f (2ℓnx)} is a Cauchy sequence in the p-2-Banach space
Y and so we can define a mappingH : R→ Y byH(x) := limn→∞ 116ℓn f (2ℓnx) for all x ∈ R. The remaining assertion goes
through by the similar way to corresponding part of Theorem 3.10. This completes the proof. 
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