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Abstract
We develop a variant of multiclass logistic regression that achieves three properties:
i) We minimize a non-convex surrogate loss which makes the method robust
to outliers, ii) our method allows transitioning between non-convex and convex
losses by the choice of the parameters, iii) the surrogate loss is Bayes consistent,
even in the non-convex case. The algorithm has one weight vector per class
and the surrogate loss is a function of the linear activations (one per class). The
surrogate loss of an example with linear activation vector a and class c has the
form − logt1 expt2(ac −Gt2(a)) where the two temperatures t1 and t2 “temper”
the log and exp, respectively, and Gt2 is a generalization of the log-partition
function. We motivate this loss using the Tsallis divergence. As the temperature
of the logarithm becomes smaller than the temperature of the exponential, the
surrogate loss becomes “more quasi convex”. Various tunings of the temperatures
recover previous methods and tuning the degree of non-convexity is crucial in the
experiments. The choice t1 < 1 and t2 > 1 performs best experimentally. We
explain this by showing that t1 < 1 caps the surrogate loss and t2 > 1 makes the
predictive distribution have a heavy tail.
1 Introduction
Consider a classification problem where every instance x ∈ Rd is labeled by one class c ∈ {1, . . . , C}.
The goal of learning algorithm is to develop a classifier, parameterized byW, which correctly predicts
the class label c of a given instance x. In order to learn the optimal parameter W∗ of the classifier, we
generally minimize the regularized empirical surrogate loss of a set of i.i.d. examples {(xn, cn)}Nn=1
from the data distribution:
W∗ = argmin
W
L(W) +R(W), where L(W) = 1
N
∑
n
ξ(xn, cn|W). (1)
Here ξ(xn, cn|W) denotes the surrogate loss, which approximates the 0-1 loss associated with the
example (xn, cn) and R(W) is the regularizer. In this paper, we consider the linear activation
models where W is a matrix with columns wc (one per class) and in which, both the surrogate loss
ξ(x, c|W) and the classifier can be written as functions of the activation vector defined as a =W>x.
Among different properties of the surrogate functions used in practice, convexity plays an important
role since it provides the convergence guarantee of the solution to a global minimum [12]. Ad-
ditionally, there exist many convex optimization packages for solving the minimization problem
efficiently [11, 21]. The main drawback of the convexity is that the loss of an individual example,
e.g., for a highly misclassified outlier point, can grow indefinitely (at least linearly) and dominate
the objective function. Therefore, it has been shown that the convex functions are not robust to
noise [13]. Specifically, Ben-David et al. [4] showed that among the convex surrogate loss functions
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for linear predictors, the hinge loss has the lowest expected misclassification error rate and any
strongly convex loss has a qualitatively worse guarantee when compared to hinge loss. To alleviate
this problem, several strategies have been proposed to to intorduce non-convexity into the loss
function [15, 10, 9, 18, 6]. More recently, Ding et al. [7] used heavy-tailed properties of t-exponential
distributions to define a robust loss function for logistic regression. The main idea behind these
techniques is to eventually “bend down” the loss and give up those points that are highly misclassified.
More recently, Feng et al. [8] introduced a different approach for detecting and removing the outliers
in logistic regression problem. However, their method makes strict assumption about the type of the
generative distribution and the availability of the noise variance and an upper-bound on the number
of outliers, which makes it impractical in real-world applications.
Another fundamental property of the surrogate loss is its Bayes consistency [3, 19], which indicates
that we can alternatively solve for the minimizer of the empirical surrogate loss and still hope to
converge (in probability) to the minimizer of the expected 0-1 loss. Bayes consistency also implies
that the class label for the point x can be predicted via the argmax operator over the margins,
i.e., argmaxj aj where aj = [a]j . While many convex surrogate losses enjoy Bayes consistency,
achieving Bayes consistency for non-convex losses is a non-trivial property and thus, is an important
considertaion in deigning the loss functions for classification [14].
In this paper, we generalize the ideas in [7] for constructing a non-convex as the negative log
likelihood of a t exponential distribution. Our approach is based on the Tsallis divergence which
is the natural choice of divergence for the family of t-exponential distributions [1]. By varying
the temperature parameters for the generalized logarithm and exponential functions, we transition
between the convex and more robust quasi-convex loss functions. Our experiments clearly show
that the non-convexity is a crucial property for obtaining robustness to both outlier and (random
or adversarial) label noise. The best results are achieved when temperature of the logarithm is less
than 1 (which caps the loss) and the temperature of the exponential is larger than 1 (which gives the
predictive distribution have a heavy tail).
2 Tsallis Entropy and Tsallis Divergence
The logt function with temperature parameter 0 < t < 2 is defined as a generalization of the standard
log function [16, 17],
logt x =
1
1− t (x
1−t − 1) . (2)
The logt function is monotonically increasing and recovers the standard log function in the limit
t → 1. However, some properties of the log function do not generalize to logt. For instance,
logt ab 6= logt a+ logt b in general. Additionally, unlike the standard log function, the logt function
is bounded from below for 0 < t < 1 and bounded from above for 1 < t < 2 by the value−1/(1− t).
This property has been used to design robust loss transformations for metric learning [2].
Using the logt function, we can generalize the notion of the (Shannon) entropy of a probability
distribution. For a probability distribution p(x), the Tsallis entropy [20] is defined as
Ht(p) =
∫
p(x)t dx− 1
1− t =
∫
p(x) logt
1
p(x)
dx. (3)
Note that the standard entropy is recovered when t→ 1. Similarly, the Tsallis divergence between
the distributions p(x) and q(x) can be defined as a generalization of the Kullback-Leibler (KL)
divergence, that is,
Dt(p‖q) = −
∫
p(x) logt
q(x)
p(x)
dx. (4)
Note that the KL divergence is also recovered in the limit t → 1. Similarly, the expt function is
defined as the inverse of logt,
expt(x) = [1 + (1− t)x]1/(1−t)+ . (5)
where [ · ]+ = max( · , 0). Note that again the exp function is recovered in the limit t → 1. An
important property of the expt function is its heavier tail compared to exp for values of 1 < t < 2.
2
This property leads to definition of a class of generalized distributions under the expt function, called
the t-exponential family of distributions with vector of sufficient statistics x,
pt(x|θ) = expt(θ>x−G(θ)), 0 < t < 2 , (6)
where θ is called the canonical parameter and the log-partition function G(θ) ensures that the
distribution is normalized, that is,∫
expt(θ
>x−G(θ)) dx = 1 . (7)
An important distribution related to the t-exponential distribution (6) is called the escort distribution
and is defined as
qt(x|θ) = 1Z(θ) exp
t
t(θ
>x−G(θ)) where Z(θ) =
∫
exptt(θ
>x−G(θ)) dx. (8)
Here Z(θ) is the normalization factor. It can be shown [1] that
∇G(θ) = Eqt [x] =
1
Z(θ)
∫
x exptt(θ
>x−G(θ)) dx. (9)
When dealing with t-exponential distributions, the Tsallis entropy and divergence take the role of
Shannon entropy and KL divergence respectively, for the exponential distributions. For further details,
please see [1].
3 Two-temperature Logistic Regression
Let a =W>x. Following our discussion on the heavy-tail properties of the t-exponential family of
distributions, we model the conditional probability of the class c given input x with a t-exponential
distribution with temperature t2,
pˆt2(c |x,W) = expt2(w>c x−Gt2(W>x)) = expt2(ac −Gt2(a)) . (10)
where the log-partition function Gt2(a(x)) ensures that the probabilities sum up to 1, that is,∑
c
expt2(ac −Gt2(a)) = 1 . (11)
This definition for the conditional probabilities is similar to the ones given in [7]. The definition (10)
also contains the softmax probabilities as special case when t2 = 1,
pˆ(c |x,W) = exp(ac − log
∑
j
exp(aj)) =
exp(ac)∑
j exp(aj)
. (12)
where we use the fact that for t2 = 1, G(a) = log
∑
j exp(aj). In order to adopt the heavy-tail
properties of t-exponential distribution, we are mainly interested in the values of 1 < t2 < 2.
However, for values of t2 6= 1, the log-partition function Gt2(a) does not have a closed form solution
in general and must be calculated numerically1.
Given the prediction probabilities (10) in the form of a t-exponential distribution, we can now define
the mismatch loss between the empirical label distribution pe(c |xn) = Ic=cn , and the prediction
pˆt2(c |xn) using sum of Tsallis divergences with temperature t1,
L(W) = − 1
N
∑
n
∑
c
pe(c|xn) logt1
pˆt2(c|xn,W)
pe(c|xn) = −
1
N
∑
n
∑
c
Ic=cn logt1
pˆt2(c|xn,W)
Ic=cn
. (13)
Using the fact that 0× logt 0 = 0× logt∞ = 0, the loss (13) simplifies to
L(W) = − 1
N
∑
n
logt1 pˆt2(cn |xn,W)
= − 1
N
∑
n
logt1 expt2(w
>
cnxn −Gt2(W>xn))
= − 1
N
∑
n
logt1 expt2([an]cn −Gt2(an)) =
1
N
∑
n
ξt2t1 (xn, cn|W). (14)
1Note that this involves finding the zero of a one-dimensional function, which can be solved efficiently using
general purpose solvers, e.g., fzero function in MATLAB.
3
We refer to the classification algorithm with the loss defined in (14) as Two-Temperature Logistic
Regression (TTLR). The gradient of the loss with respect to the c-th parameter wc can be written as
∇wcL(W) = −
∑
n
pˆt2(cn |xn,W)t2−t1 [Ic=cn · xn −∇wcGt2(an)] , (15)
where
∇wcGt2(an) = qˆt2(c |xn,W) · xn , (16)
and
qˆt2(c |x,W) =
expt2t2(ac −Gt2(a))∑
j exp
t2
t2(aj −Gt2(a))
∼ pˆt2(c |x,W)t2 (17)
is the escort distribution of pˆt2(c |x,W).
We are mainly interested in 0 < t1 < 1 because the loss of each individual observation becomes
capped by a constant −1/(1 − t1). The boundedness of loss provides significant improvement in
handling noisy observations, as we show in the experiments. Note that the gradient of the loss of
the n-th observation contains a importance factor of the form pˆt2(cn |xn,W)t2−t1 that depends on
the conditional probability of the n-th observation and the temperature difference t2 − t1, which
we call the temperature gap. Note that for t2 > t1, the temperature gap is non-negative and the
importance factors damp the gradient of those observations that have small probability towards zero.
However, the loss of each observation is bounded only for values of 0 < t1 < 1. On the other hand,
the importance factors vanish when t1 = t2 and each observation affects the final gradient to the
same extent. This corresponds to, e.g., standard logistic regression where t1 = t2 = 1.
Next, we consider the binary classification as a special case and consider several properties of its
surrogate loss function.
4 Binary Classification
In the binary case C = 2, without loss of generality, we can consider2 c ∈ {±1} and parameterize
the classifier by W = [w+,w−] and the vector of margins a = [w>+x, w
>
−x]
> = [a+, a−]>. Similar
to (10), we can define the probabilities
pˆt2(c = ±1|x) = expt2(w>±x−Gt2(W>x)) = expt2(a± −Gt2(a)) . (18)
The log-partition function Gt2(a) again ensures that the probabilities sum up to 1. Note that
from (11), for any constant b, we have Gt2(a + b1) = Gt2(a) + b1. Therefore, we can sim-
plify the margin vector a by subtracting the mean of the inner-products w
>
+x+w
>
−x
2 , that is, a =
[ (w+−w−)
>x
2 , − (w+−w−)
>x
2 ]
> = [w
>x
2 , −w
>x
2 ]
> = [a2 ,−a2 ]>, where we define w = w+ −w−.
Thus, we can write the probabilities in the following compact form
pˆt2(c |x,w) = expt2(
c
2
w>x−Gt2(w>x) = expt2(
c
2
a−Gt2(a)) . (19)
The definition (19) also contains the logistic probabilities as special case t2 = 1, that is,
pˆ(c |x) = expt2(
c
2 a)
expt2(
c
2 a) + expt2(
−c
2 a)
=
1
1 + exp(−c a) =
1
1 + exp(−cw>x) , (20)
where we use the fact that for t2 = 1, G(a) = log
(
exp a2 + exp
−a
2
)
. However, for t2 6= 1, Gt2(a)
also does not have a closed form solution in general.
Following similar steps as in (13), we can write the loss for the binary case as
L(w) = −
∑
n
logt1 expt2(
cn
2
an −Gt2(an))
−
∑
n
logt1 expt2(
cn
2
w>xn −Gt2(w>xn)) =
∑
n
ξt2t1 (xn, yn|w) (21)
2Note that this assumption is equivalent to considering second class as c = −1.
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Note that using t1 = 1, the empirical loss (21) recovers the logistic regression loss (i.e., negative
log-likelihood) and the t-logistic loss (t = t2) [7]. The gradient of the loss (21) wrt θ takes the form,
∇L(w) = −
∑
n
pˆt2(cn |xn,w)t2−t1
[cn
2
xn −∇Gt2(an)
]
(22)
in which,∇g(an) can be computed via the expectation (9)
∇Gt2(a) =
1
2
∑
c c expt2(
c
2a−Gt2(a))t2∑
c expt2(
c
2a−Gt2(a))t2
x =
1
2
∑
c
c qˆt2(c |x,w) · x, (23)
where qˆt2(c |x,w) ∼ pˆt2(c |x,w)t2 is the escort distribution.
4.1 Properties
The curvature of the two-temperature loss function ξt2t1 (x, y| θ) depends on the choice of the tempera-
ture parameters t1 and t2. For certain choice of temperatures, we still have convex losses while for
the others, the loss function shows a quasi-convex behavior. The properties of the loss function are
summarized in the following theorem. Without loss of generality, we assume c = 1.
Theorem 1. The loss function ξt2t1 (x, c|W) = − logt1 expt2(a2 −Gt2(a)) has the following proper-
ties:
1. For values of t1 ≥ t2 and t1 ≥ 1, the function is convex. Specifically, for t1 = t2 = t ≥ 1,
we have the following convex function
ξtt(x, c| θ) = Gt2(a)−
a
2
. (24)
Moreover, the curvature of the function increases as the gap between the temperatures
|t2 − t1| increases.
2. The function is quasi-convex for t1 < t2 or t1 < 1. Moreover, the function is locally convex
(concave) for large (small) values of margin a. The inflection point of the function happens
at the point which satisfies the following equation
∂2Gt2(a) = (t2 − t1) expt2(a/2− g(a))t2−1
(
1
2
− ∂Gt2(a)
)2
(25)
where
∂Gt2(a) =
1
2
∑
c c expt2(
c
2 a−Gt2(a))t2∑
c expt2(
c
2 a−Gt2(a))t2
(26)
∂2Gt2(a) =
t2
∑
c expt2(
c
2a−Gt2(a))2t2−1 [c/2− ∂Gt2(a)]2∑
c expt2(
c
2a−Gt2(a))t2
. (27)
5 Bayes Consistency
5.1 Binary Case
We use the results of [3] to show the Bayes consistency of the binary case in the following theorem.
Note that because of the form of the margin vector a = [a,−a]> in the binary case, the argmax
operator is equivalent to sign(a).
Theorem 2. The binary surrogate loss ξt2t1 (x, c|w) is Bayes consistent.
Proof. Let us define η = p(c = +1|x) and thus, 1− η = p(c = −1|x). Consider the expected loss
of a given observation x,
E[ξt2t1 (x, c|w)|x]
= p(c = +1|x) ξt2t1 (x,+1|w) + p(c = −1|x) ξt2t1 (x,−1|w)
= −η logt1 expt2(a/2−Gt2(a))− (1− η) logt1 expt2(−a/2−Gt2(a))
= −η logt1 expt2(a/2−Gt2(a))− (1− η) logt1(1− expt2(a/2−Gt2(a))). (28)
5
The value a∗ = arg infa E[ξt2t1 (x, c|w)|x] solves expt2(a∗/2−Gt2(a)) = η
1/t1
η1/t1+(1−η)1/t1 . Taking
logt2 of both sides and using the fact that expt2(−a∗/2−Gt2(a)) = 1− expt2(a∗/2−Gt2(a)), we
have
a∗ = logt2
(
η1/t1
η1/t1 + (1− η)1/t1
)
− logt2
(
(1− η)1/t1
η1/t1 + (1− η)1/t1
)
(29)
Note that logt2 is a monotonically increasing function. Thus for η >
1
2 (respectively, η <
1
2 ), we
have a∗ > 0 (respectively, a∗ < 0). Thus, sign(a∗) = sign(p(c |x) − 12 ), and the loss is Bayes
consistent.
5.2 Multiclass Case
Tewari and Bartlett [19] showed that the Bayes consistency of the binary loss does not necessarily
imply the Bayes consistency of the multiclass case. In general, showing Bayes consistency for a
multiclass loss is more complicated than the binary case and involves gemoetric properties of the
loss function [19]. However, for the class of loss functions satisfying the considtions stated in the
following lemma, we can prove the Bayes consistency.
Lemma 3 (Zhang et al. [22]). A surrogate loss ξ(a, c) w.r.t. a margin a = [a1(x), . . . , am] with the
additional constraint
∑
c ac = 0 is said to be Bayes consistent if for all possible label probability
distributions p(c |x) the following conditions are satisfied:
1. The minimization problem a∗ = argmina
∑
c p(c|x) ξ(a, c) has a unique solution for all
x ∈ Rd, and
2. argmaxc a∗c = argmaxc p(c |x) for all x ∈ Rd.
We now proof the following.
Theorem 4. The multiclass surrogate loss ξt2t1 (x, c|W) = − logt1 expt2(ac − Gt2(a)) is Bayes
consistent.
Proof. The minimizer of the expectation
−
∑
c
p(c |x) logt1 expt2(ac −Gt2(a)) (30)
has the unique solution a∗ such that expt2(a
∗
c −Gt2(a∗)) ∝ p(c |x)1/t1 . Note that the minimizer
is unique since, because expt2 is an injective function, any other minimizer a
∗∗ must satisfy the
following: a∗c −Gt2(a∗)) = a∗∗c −Gt2(a∗∗)) for all c ∈ {1, . . . , C} and the constraint3
∑
c a
∗
c =∑
c a
∗∗
c = 0 implies a
∗ = a∗∗. Finally, monotonicity of expt2 function implies
argmax
c
a∗c = argmax
c
expt2(a
∗
c −Gt2(a∗)) = argmaxc p(c |x)
1/t1 = argmax
c
p(c |x) . (31)
The result of Theorem 4, i.e. pˆt2(x, c|W∗) ∝ p(c |x)1/t1 , is the direct consequence of using the sum
of Tsallis divergences between the observed class distributions and the predicted class probabilities
(see Appendix B). However, the argmax operator is invariant with respect to the positive powers and
thus, we still achieve Bayes Consistency.
6 Experiments
We compare the performance of our TTLR with the following classification techniques: 1) logistic
regression (LR), 2) Linear SVM (SVM), and 3) t-logistic regression (t-LR). We use the same
temperature t2 = t = 1.6 for both t-LR and TTLR and we set t1 = 0.6 for our method. This allows
a temperature gap of t2 − t1 = 1 for our method and t2 − 1 = 0.6 for t-LR. We perform binary
3Note that we can always enforce the constraint
∑
c ac = 0 by adding and subtracting the constant vector
of mean value
(
1
C
∑
c ac
)
1 without changing the probabilities since Gt2(a + b1) = Gt2(a) + b1 for any
constant b.
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Figure 1: The classification accuracy in the presence of outlier noise.
classification experiments in the presence of two types of noise: 1) outlier noise, in which a certain
portion of training examples is contaminated by Gaussian noise with standard-deviation σ = 10, 2)
labeling noise, where with a certain probability, the label of each instance cn is flipped. This first
noise mimics the effect of bad outliers in the data. For the label noise, we consider two different
noises: i) we flip the label of each instance with constant probability, ii) we first run LR on the clean
data and calculate the margin of each training point and then, flip the points with larger margins with
higher probability (the details are given in the Appendix C). The latter noise is harder than the former
one because it targets the training points with larger margins with higher probability. We use the
following datasets for the experiments: 1) Splice4, 2) SVMguide4, 3) Mushrooms5 , 4) MNIST 6
(even vs. odd), 5) USPS7 (even vs. odd), and 6) Handwritten Letters8 (‘a’-‘m’ vs. ‘n’-‘z’). For
Mushrooms, MNIST, USPS, and Letters we randomly select, respectively, 4062, 5000, 5500, and
10,000 points for training. We used an L2-regularizer for LR and TTLR methods. The valued of the
regulaizer parameters for all methods were selected via cross-validation over the range [10−10, 102].
The same initial parameter was used for LR t-LR and TTLR in each trial and was selected from a
zero mean Normal distibution with variance 10−10. We used the original implementation of t-LR
in MATLAB and for SVM, we used LIBSVM [5]. For the optimization of our method, we use the
L-BFGS implementation9 in MATLAB.
6.1 Outlier Noise
For the outlier noise, we vary the ratio of the noisy examples from 0 to 0.5 and report the average
classification accuracy on the test set over 10 repetitions. The results of the experiments in shown
in 1. As can be seen, TTLR is highly robust to the noise while the performance of the other methods
4https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
5https://archive.ics.uci.edu/ml/datasets/mushroom
6http://yann.lecun.com/exdb/mnist/
7www.cs.nyu.edu/~roweis/data.html
8http://ai.stanford.edu/~btaskar/ocr/
9http://www.cs.ubc.ca/~schmidtm
7
Dataset SVM LR t-LR TTLR
Splice 83.65± 0.62 84.65± 0.53 83.76± 0.69 84.44± 0.53
SVMguide 94.56± 0.22 93.80± 0.39 95.42± 0.19 96.10± 0.09
Mushrooms 98.93± 0.24 99.90± 0.06 99.92± 0.04 99.85± 0.04
MNIST 87.39± 0.16 87.05± 0.22 87.61± 0.14 87.71± 0.30
USPS 87.42± 0.25 87.66± 0.19 87.73± 0.23 88.09± 0.17
Letters 75.45± 0.19 74.97± 0.18 75.78± 0.17 75.70± 0.11
Table 1: Classification accuracy with 10% label noise.
Dataset SVM LR t-LR TTLR
Splice 82.56± 0.78 78.49± 2.67 82.76± 0.38 83.66± 0.46
SVMguide 87.14± 0.60 80.30± 0.74 93.80± 0.21 96.14± 0.03
Mushrooms 99.68± 0.00 99.52± 0.17 98.19± 0.24 99.79± 0.03
MNIST 86.74± 0.18 85.46± 0.24 86.50± 0.31 87.83± 0.06
USPS 86.33± 0.18 86.30± 0.23 86.91± 0.32 88.16± 0.13
Letters 74.74± 0.14 74.41± 0.14 75.03± 0.11 76.10± 0.05
Table 2: Classification accuracy with 10% large-margin label noise.
drops significantly even after a small amount of noise is introduced. Among the other methods, t-LR
has the better performance which can be explained by the heavy-tail properties of the probabilities
and non-convexity of the loss. However, using t1 < 1 for our method caps the loss of each individual
observation and thus, results in a major improvement.
6.2 Label Noise
The performance of different method in the presence of random label noise and the large-margin
label noise is shown in Table 1 and Table 2, respectively. For both types of noise, TTLR is the best
performing method in most cases. Especially, the superior performance of TTLR is more evident
from the results of large-margin noise where it outperforms the other method on all datasets. This
result is a direct consequence higher non-convexity of the loss function and capping of the loss of
each example by considering t1 < 1.
6.3 Initialization and Running Time
Although the optimization problem for TTLR is non-convex, we observed low sensitivity to the initial
solution. This can be verified by the low variance of our method, especially in the noise-free case,
as shown in Figure 1. We also report the running time of the different methods in AppendixD. In
general, TTLR has a higher running time compared to all the other methods because of the difficulty
of non-convex optimization problem and higher complexity of calculating the log-partition functions.
As future work, we would like to develop fast and an efficient optimization technique, tailored for our
method.
7 Conclusion
We developed a generalized loss function for logistic regression which provides two temperatures to
tune the properties of the loss. The first temperature allows non-convexity and the boundedness of the
loss while the second one controls the tail-heaviness of the probabilities. Our experiments indicate
that the non-convexity is a crucial property for obtaining robustness to both outlier and label noise.
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A Proof of Theorem 1
For the surrogate loss ξt2t1 (a) = − logt1 expt2(a/2−Gt2(a)), we have
∂ξt2t1 (a)
∂a
= −pˆt2(a)t2−t1
(
1
2
− ∂Gt2(a)
)
(A.1)
∂2ξt2t1 (a)
∂a2
= pˆt2(a)
t2−t1
[
∂2Gt2(a)− (t2 − t1) pˆt2(a)t2−1
(
1
2
−Gt2(a)
)2]
(A.2)
where we defined pˆt2(a) = expt2(a/2 − Gt2(a)) and ∂Gt2(a) and ∂2Gt2(a) are given in (26)
and (27), respectively. For t2 = t1 ≥ 1, we have
∂2ξt2t1 (a)
∂a2
= ∂2Gt2(a) ≥ 0 (A.3)
which can be verified from (27). Moreover, for t1 ≥ 1 and t1 ≥ t2, we have
∂2ξt2t1 (a)
∂a2
=
1
pˆt2(a)
t1−t2
[
∂2Gt2(a) + (t1 − t2) pˆt2(a)t2−1
(
1
2
−Gt2(a)
)2]
≥ ∂2Gt2(a) + (t1 − t2) pˆt2(a)t2−1
(
1
2
−Gt2(a)
)2
≥ ∂2Gt2(a) ≥ 0 (A.4)
Thus, the loss is more convex than the latter case.
Now, consider the case t2 ≥ t1. Suppose pˆt2(−a) = (1 − pˆt2(a)) = λ pˆt2(a) for some λ ≥ 0.
Substituting for pˆt2(−a) in (26) and (27), we can write (A.2) as
∂2ξt2t1 (a)
∂a2
= pˆt2(a)
t2−1 1
(1 + λt2)2
[
t2
(
1 + 1λ
1 + λt2
)
− (t2 − t1)
]
(A.5)
For sufficiently small (respectively, large) value of λ, we have
∂2ξ
t2
t1
(a)
∂a2 > 0 (respectively,
∂2ξ
t2
t1
(a)
∂a2 <
0). The inflection point happens when t2(1 + 1λ ) = (t2 − t1)(1 + λt2), i.e., (25) is satisfied.
Finally, we show the case t1 < 1. We only need to consider the case t2 ≤ t1 < 1. Note that for the
binary case,
expt2(a/2−Gt2(a)) + expt2(−a/2−Gt2(a)) = 1 (A.6)
Using the definition of expt2 , we can write (A.6) as
[1 + (1− t2) (a/2−Gt2(a))]1/(1−t2)+ + [1 + (1− t2) (−a/2−Gt2(a))]1/(1−t2)+ = 1 (A.7)
For a = 0, (A.7) yields
[1 + (1− t2) (−Gt2(0))]1/(1−t2)+ =
1
2
(A.8)
From t2 < 1, we have (1 − t2) > 0 and therefore, Gt2(0) > 0. From convexity and symmetry
(Gt2(a) = Gt2(−a)) conditions, we conclude Gt2(a) ≥ Gt2(0) ≥ 0, ∀a. Consequently, for values
of a ≤ − 1(1−t2) , Gt2(a) = −a2 satisfies (A.6). This implies that for a ≤ − 1(1−t2) , we have
pˆt2(a) = 0 and thus, ξ
t2
t1 (a) = − logt1(0) = − 11−t1 is a constant. From (A.4), we conclude that the
loss is convex for a > − 1(1−t2) and is a constant for a ≤ − 1(1−t2) Thus, it is quasi-convex.
B Implications of Using Tsallis Divergence
Consider modeling the (unknown) posterior distribution p(y|x) for the set of random variables
(x, y) ∈ X × Y using a discriminative model pˆM(y|x). For this purpose, we can minimize the
expected Tsallis divergence between the class posterior distribution of the data and the predicted
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Algorithm 1 Algorithm for Generating the Large-margin Label Noise
Input: Dataset {xn, cn}, noise ratio r
Output: Noisy dataset {xn, cˆn}
Train w by running LR on {xn, cn}
for n in {1, . . . , N} do
Compute un = cn (w>xn)
end for
Compute umax = maxn un
for n in {1, . . . , N} do
Update un ← un − umax
end for
Compute umin = minn un
for n in {1, . . . , N} do
Update sn ← exp(− 10·unumin )
end for
Z ←∑n sn
Is ← Draw brNc samples without replacement from the distribution ∼ 1Z sn
for n in {1, . . . , N} do
if n ∈ Is then
cˆn = −cˆn
else
cˆn = cˆn
end if
end for
posterior probabilities, that is,
Ex
[
−
∑
c∈Y
p(c|x) logt
pˆM(c|x)
p(c|x)
]
=
∫ ∑
c∈Y
p(c|x)t [logt p(c|x)− logt pˆM(c|x)] p(x) dx (B.1a)
= −Ht(y)−
∫ ∑
c∈Y
p(c|x)t logt pˆM(c|x) p(x) dx (B.1b)
≈ −Ht(y)−
∑
n
∑
c∈Y
(Ic=yn)t logt pˆM(cn|xn) (B.1c)
= −Ht(y)−
∑
n
logt pˆM(yn|xn) (B.1d)
in which Ht(y) = −
∫ ∑
c∈Y p(c|x)t logt p(c|x) p(x) dx = Ex
[∑
c∈Y p(c|x) logt 1p(c|x)
]
is the
expected Tsallis entropy of the posterior distribution p(y|x) and is a constant. Note that from (B.1b)
to (B.1c) we perform a Monte Carlo approximation of the integral using a set of samples {xn, yn} and
then, approximate the class posteriors p(c|x) by the 0/1 probability Ic=y . Therefore, we can eliminate
the second sum in (B.1c) and only keep the terms corresponding to the observed labels, as in (B.1d).
However, indeed, minimizing the sum in (B.1d) involves the implicit assumption that the y samples
are drawn from the tempered conditional distribution ∼ p(y|x)t and thus, the minimizer solves
pˆ∗M(y|x) ∼ p(y|x)1/t. In the case of t = 1, the Tsallis divergence reduces to the KL-divergence and
we recover the maximum-likelihood estimation −∑n log pˆM(yn|xn) = − log∏n pˆM(yn|xn) and
pˆ∗M(y|x) ∼ p(y|x).
C Algorithm for Generating the Large-margin Label Noise
The Algorithm 1 illustrates the process for generating large-margin label noise, used in the experi-
ments.
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Dataset SVM LR t-LR TTLR
Splice 8.63± 0.87 0.18± 0.05 0.80± 0.12 4.00± 0.20
SVMguide 0.04± 0.00 0.06± 0.00 2.29± 0.00 8.58± 0.00
Mushrooms 0.13± 0.01 0.75± 0.02 9.47± 0.11 25.46± 0.63
MNIST 6.72± 0.49 8.14± 0.71 44.92± 3.40 575.45± 96.05
USPS 7.38± 0.38 1.48± 0.25 79.63± 10.05 39.77± 6.89
Letters 24.75± 1.32 0.97± 0.06 8.17± 0.43 52.32± 3.54
Table 3: Running time on the noise-free datasets.
D Running Time
Table 3 illustrates the running time of the algorithms on different datasets. In most cases, our method
TTLR is the slowest one among different methods because of the non-convexity of the optimization
problem and higher complexity of calculating the log-partition functions.
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