Abstract. Many real world problems are successfully modelled by partial di erential equations.
1. Introduction. In scienti c computing, the visualization of the solution to real-world problems is an essential aid to the understanding of the physical problem being modelled. Interpolation schemes that will respect the physical properties of the underlying data are thus needed, one example being to preserve positivity. Many data sets that require such interpolants result from the numerical solution of partial di erential equations (PDEs). Many of the methods used to solve such p.d.e. problems compute solutions on rectangular or hexahedral meshes. A good survey of a number of interpolants for such meshes which are appropriate for scienti c visualization in that they provide values that are bounded by the data values \data-bounded" and possibly preserve the shape of data values is given by Brodlie and Mashwama 6] . These interpolants are piecewise linear bilinear and tri-linear and are piecewise cubic and bi-cubic. One such interpolant is a bounded bi-cubic interpolant on a rectangular mesh, 6].
In two and three spatial dimensions a number of general purpose PDE solvers employ triangular and tetrahedral elements in conjunction with triangular and tetrahedral mesh generators to solve problems de ned on complex domains. The best example of this being the nite element method 12] . Alternatively, number of authors use a cell-centered or cell-vertex nite volume spatial discretization schemes to solve convection{dominated PDEs, see 5] 7] and 11] for details. An important feature of these problems is that initial smooth conditions may develop into steep gradients or even shocks and discontinuities.
Standard quadratic interpolation techniques 8], 12] can be used to t six shape functions over each triangle to give an approximation to the surface. Section 2 below and the paper of 10] both show that this method can easily produce interpolated values outside the physical range of the data values. Similar problems arise with the standard quadratic interpolant for tetrahedra , 12] .
There have been many methods which have attempted to overcome some of the problems associated with such interpolants. Some of the earliest work is that of Barnhill et al. 2] 3] . This work will be described in outline form and used as a starting point for the new triangular interpolant developed here. Two other important interpolation methods in this area are those of Abgrall 1] and Barth 4] . Both these schemes have the common approach of using adaptive multi-triangle stencils to achieve high order accuracy for problems which may have shocks and discontinuities. The problem is that the number of possible combinations grows rapidly, the stencil used is potentially large, and the points considered may be some distance from the original node. Abgrall's good results provide a more than adequate justi cation of the scheme however.
A recent paper by Pratt and Berzins, 10] , showed that by adopting a relatively simple approach which involved sacri cing accuracy at the mid-points of edges it was possible to achieve positivity for problems with steep gradients. The aim here is to overcome this de ciency and to consider a simpler alternative to Abgrall's scheme. This will be done by decomposing a standard quadratic interpolant into a combination of four one-dimensional quadratics. Replacing each of these one dimensional interpolants by ones which preserve data boundedness, possibly by replacing one quadratic by two piecewise quadratics, enables a new data-bounded interpolant to be devised. This interpolant is bounded by the minimum and maximum data values de ning it and so may therefore be utilised to preserve positivity. It can also be used for the visualization of the solution and by the numerical solver to recover values over the numerical domain. A novel feature of the new scheme is that the method is local to each triangle or tetrahedral element. The price that is paid for this is that when the interpolant is modi ed to preserve data-boundedness the resulting piecewise polynomial is only C 0 continuous rather than C 1 continuous. The extension of the approach to tetrahedra proves to be straightforward by using a combination of positivity preserving one dimensional and triangular interpolants.
The Standard Quadratic Triangular Interpolation Scheme. A 2D
quadratic triangular interpolant of an unknown function u(x; y) needs six data points: these points are usually at the vertices of the triangle and the mid{points of the sides, 12]. These can be mapped to area coordinates (L 1 ; L 2 ; L 3 ). Six shape functions can be tted to these points such that each is unity at one point and zero at the others. These shape functions are shown in equation (1) .
6 = 4L 1 L 3 The area co-ordinates of points, (L 1 ; L 2 ; L 3 ) , 1 to 6 being (1; 0; 0) , (0; 1; 0) , (0; 0; 1), ( ) and ( 1 2 ) respectively. The interpolated value U I is then de ned by
The position of the points U i is shown in Figure 1 . U i ; i = 1; 2; 3 being the points at which the corresponding L i = 1.
The problem with the standard interpolation formula is that the shape functions associated with the three vertex values are negative over large parts of the triangle. Thus it is possible that new and unphysical extrema may be introduced, 10]. Consider for example the centroid of the triangle marked as U 7 in Figure 1 .In the case when standard quadratic interpolation based on the values U i ; i = 1; 6 is used then A lengthy but straightforward derivation shows that D has the same sign as ?Det where Det is the determinant of the preceeding pair of equations.
Although this test provides useful help in understanding why the standard interpolant may not be data-bounded it does not directly help to construct a data-bounded interpolant. It is this problem, that of constructing a data-bounded quadratic interpolant that will be addressed in Sections 4 and 5 below. This will be achieved by showing that the original polynomial may be interpreted as a combination of onedimensional quadratics. A geometrical outline of the approach is indicated by Figure  1 which indicates how a point on the line A B C is de ned in terms of quadratics using U 2 ; U 4 and U 1 to de ne a value at A, U 3 ; U 7 and U 1 to de ne a value at B and using U 3 ; U 6 and U 1 to de ne a value at C. A further quadratic interpolation using A,B,C then de nes points on that line. The problems are thus reduced to that of nding data-bounded quadratic polynomials in one space dimension and of nding a suitable centroid value. 3 . Two Data-Bounded Piecewise Quadratic Polynomials . In this section two data-bounded one-dimensional piecewise quadratic polynomials are devised. These polynomials will play an important role in the triangular interpolant in Section 4 and in the tetrahedral interpolant in Section 8. The approach taken to ensure data boundedness will be, when necessary, to decompose the original quadratic polynomial into two piecewise polynomial quadratics. ( 1 2 ). This result shows that the polynomial may have extrema at non-nodal points. If the second derivative is zero then as q is linear and hence takes its extrema at the ends of the interval.
In order to get a data bounded interpolant for which any extrema lie at data points, the key observation in modifying the polynomial is that on the interval 0; Let these new values of U 0 and U 1 be denoted by U 0 and U 1 respectively. The new piecewise polynomial is then de ned by
These new values of U 0 and U 1 will be de ned by moving extrema to the closest nodal point, denoted by L new ext , by using equation (5) . In the case when r ? 1 2 or r 
From the last four equations and equation (6) U 1 ? U 1 = (r) where 0 r 1=2 (18) and where 0 (r) 1=4 is the piecewise linear function de ned as in equations (13) 
As a consequence of this, the error as de ned on where u(x) is de ned at the start of this section, but by
Substituting from equations (15) and (16) 
Thus in the same way as limiter schemes in the solution of hyperbolic partial di erential equations vary the order of the method to preserve positivity, see 5], the function (r) varies the order between second j (r)j = 1=4 and third order = 0 to preserve data boundedness. The case (r) = 1=4 only occurs if U 0 = U1 2 
A comparison between equations (23) and (25) shows that when the term d 3 u dx 3 ( 1 ) vanishes then the ratio of the two errors is 4 (r) : 1. This is not generally the case. In the examples below, for example, the ratios of the errors in the two cases are obtained by comparing the bracketted terms ] in equations (23) and (25). Furthermore, if the original polynomial q 1 (:) violates the positivity of the data values, then in order for the modi ed polynomial to be data-bounded there must be a signi cant cancellation in the two terms in ] in equation (23) and (25). This is also shown in the examples below.
3.1.1. Numerical Examples. In this section the cases U 0 = 100; U1 In the rst case U 0 = 100 and the new and original polynomials are identical in 0; 0:5]. Table 1 shows the values of the interpolants at points in (0:5; 1:0) and Table 2 shows the errors in the interpolants. In particular the original quadratic polynomial has a minimum of about -12 whereas the new polynomial remains positive. In this case the new value of U 0 is 0.9 , U 0 ? U 0 = ?99:1 (r) = 0:246 and the change to the original polynomial has to be substantial to achieve data-boundedness. Also shown are the results from the linear polynomial Table 1 Results for the standard, modi ed quadratic and linear interpolants As above, this polynomial may have extrema at non-nodal points which may be removed by modifying the polynomial on the interval 0; 1 3 ] by using a completely di erent value of U 1 from the original or on the interval 1 3 ; 1] by using a completely di erent value of U 0 from the original. This approach preserves C 0 but not C 4 . A Data-Bounded Two Dimensional Quadratic Interpolant . In extending the ideas behind the one-dimensional schemes above to two dimensions there are a number of possible ways to proceed. A direct two dimensional analogy with the previous section would be to notice that the value of U 1 could be changed to U 1 for values of L 1 < 1 2 and similarly for U 2 and U 3 . Although this approach can be made to work for a single triangle there is a problem in enforcing continuity of the solution along exterior edges in a mesh of triangles. For a positive interpolant in a mesh of triangles it is thus important for the scheme to treat edges independently.
The starting point for the two-dimensional quadratic scheme is the observation that the ordinary quadratic interpolant may be written as a combination of four onedimensional quadratic interpolants; two along exterior edges, one through the centroid and the nal one across the other three. There are three such interpolants which will be denoted by U I;j ; j = 1; 2; 3; the subscript I being used to avoid confusion with data points. For example, referring to Figure 1 , let U A = q 1 (U 2 ; U 4 ; U 1 ; L 1 ); U B = q 2 (U 5 ; U 7 ; U 1 ; L 1 ); U C = q 1 (U 3 ; U 6 ; U 1 ; L 1 );
where L 3 =(L 2 + L 3 ) represents the position along the line ABC in that L 3 = 0 at A and L 2 = 0 at C. As each polynomial is exact for a quadratic this interpolant will reproduce a quadratic function. This approach has some similarities with that of Barnhill In the case of the standard quadratic interpolant the centroid value, U 7 is computed using equation (3). This value will, as has already been shown in Section 2, not preserve data boundedness.
Using the notation of Section 2 it is now straightforward to describe the bounded positive quadratic interpolant. LetÛ A be the value corresponding to U A above but replacing the polynomial q 1 with p 1 and let the valuesÛ B ;Û C ;Û D ;Û E ;Û F ;Û G ;Û H ;Û K be similarly de ned using the data-bounded polynomials p 1 and p 2 , and using a centroid value U 7 that is itself bounded by the data values U j ; j = 1; :::; 6. The method used to compute this centroid value will be given in the next section.
De ne the polynomialsÛ I;j ; j = 1; 3 bŷ
each of these polynomials being data-bounded and piecewise quadratic. The e ect of using the di erent combinations of bounded quadratics means that the polynomials are no longer identical and may be directionally biased. For these reasons the bounded positive interpolant used isÛ I wherê The primary requirement is that the centroid value is itself data bounded and that any error introduced is comparable to other errors already present. In the case when the standard quadratic value U 7 de ned by equation (3) is data bounded then this value is used unchanged.
Let U max and U min be the maximum and minimum of the values U 1 ; :::; U 6 . In the case when U 7 lies outside of the range of these values then U 7 is set to either U max or U min using the following procedure. For convenience, consider the case when U 7 > U max , the other case follows without di culty. Let the (data bounded) linear interpolant value at the centroid be denoted by U L 7 As the linear value U L 7 is data-bounded and the quadratic one is not it follows that we can nd a constant 0 1 such that
and hence in replacing U 7 by U max an extra source of error is introduced, which will be denoted by e 7 , where e 7 = U 7 ? U max , and note that 6. Error and Continuity Analysis. The interpolation error of the standard quadratic triangular interpolant is given by Johnson 9] , for example. In order to estimate the value of the extra error incurred by using the one-dimensional databounded polynomials consider the case of the interpolant de ned by equation (38). The valuesÛ A ;Û B ;Û C each have an error of the type considered in Sections 3.1 and 
where (r) is calculated by using the modi ed solution values, i.e.Û A instead of U A etc. The errors eÛ I;2 and eÛ I;3 may be similarly estimated. This expression shows how the additional errors introduced by the one dimensional interpolations, eÛ A ; eÛ B and eÛ C combine with the centroid error to introduce an additional error ,of the same order as the one-dimensional errors, into the interpolant. The rst term in equation (60) is the quadratic interpolant of the errors at points A,B, and C while the second term consists of a similar term to that arising from ensuring that the polynomial q 1 is data bounded, e.g. see equation (23), but with errors in the data values.
Regarding the continuity of the interpolant de ned in this way: the polynomials de ned along the edges of each triangle and through its centroid are clearly continuous. The question remains as to whether or not the dependency of the modi ed polynomials on r and s might cause discontinuities. Both r and s depend in a xed well-de ned way on the nodal data values and so the new interpolant is a composition of continuous functions of (x; y) and so is continuous. In the case of Problem 1 the original interpolant has a maximum value of about 9.8 along the line x = 0 whereas the new polynomial does not allow the solution to rise above the largest nodal value of 5.7971, thus giving rise to the large maximum error shown in Figure 4 .
For Problem 2 the data and original interpolant are both zero at the centroid x = 1 3 ; y = 1 3 but the new interpolant does (correctly given its intent) not allow the solution values to dip below the smallest data value of 0:56 .
In the case of Problem 3, the original quadratic interpolant peaks at 2.1 but the new polynomial remains bounded by the maximum nodal value of 2.041 at point 6. Overall, these results show that the new interpolant remains bounded between the maximum and minimum data values.
8. Extension to Tetrahedral Elements. The method described above is readily extended to the case of the standard quadratic interpolant on tetrahedra 12] in which each exterior triangular face has the same data points as the triangular quadratic interpolant in Figure 1 . The data points are shown in Figure 11 and are numbered 1 to 10. Suppose that we wish to nd the value of the interpolant at a point lying on the Q; R; S triangle de ned by the points Q; R and S on which the volume co-ordinate L 3 is constant. Let QR; RS and QS be the midpoints of the lines between Q and R , R and S and between Q and S respectively. Furthermore let c 1 be the centroid of the triangular face de ned by points 1,2,3; c 2 be the centroid of the triangle de ned by the points 1, 3, 8 and c 3 be the centroid of the triangle de ned by the points 2,3, 8 . The central idea is to use the monotone positive polynomials p 1 and p 2 de ned in Section 2 to compute su cient values on the triangle de ned by Q; R and S so that the triangular interpolant described in Section 3 may be used to nd the value of the interpolant. The values at Q; R and S are computed using the p 1 polynomials along the tetrahedral edges while the values at the midpoints QR; RS and QS are computed using the p 2 polynomial and the centroid values U c1 ; U c2 and U c3 respectively on the exterior faces of the tetrahedron. The three centroid values are calculated in the same way as in Section 5. In other words: The nal step is to use the values U Q ; U R ; U S ; U QR ; U RS ; U QS in the positive triangular interpolant described in Section 6 to compute the required value. The accuracy and positivity properties follow from the properties of the individual linear and triangular interpolants.
As in the case of triangles where for any point there are three such interpolants of this type there are four such tetrahedral interpolants, the one described being associated with the volume co-ordinate L 3 . Again as in the triangular case, providing that the standard quadratics q 1 ; q 2 and the standard quadratic triangular interpolant de ned by equation (1) are used then all four interpolants will give the same answer. When the positivity preserving polynomials p 1 and p 2 and the positivity preserving triangular interpolant de ned by equation (36) are used the four values will no longer be identical, though all will be in the range of the data. One solution is to average the four values. Alternatively the closest value to the original quadratic could be used. 9 . Conclusions and Extensions. This new method for quadratic interpolation on triangles and tetrahedra, based on combinations of linear monotone quadratic polynomials, will preserve positivity in the data in that the interpolant created will be bounded by the maximum and minimum function values used to de ne it.
An obvious extension of the approach is consider the interpolant values on a triangle by global rather than local data values, e.g. 6]. This may be done by locating extrema on each edge, if necessary replacing them by global extremal data values, and using a data bounded quadratic to interpolate in between these new values on that part of the sub-edge where the extremal value lies. In this way, if a non-nodal extremal value outside the data bounds was detected, each quadratic edge polynomial would be decomposed into three piecewise quadratic polynomials. 10 . Acknowledgements. The author would like to thank Ken Brodlie for pointing out the work of Barnhill et al. at a critical moment. The referees are also thanked for their thoughtful comments including suggesting the use of the term "databounded".
