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Abstract
In this paper we present a general method for generation of uniformly continuous groups on abstract
Fréchet spaces (without appealing to spectral theory) and apply it to a such space of distributions,
namely FL2loc(R
n), so that the linear evolution problem
{
ut = a(D)u, t ∈ R
u(0) = u0
always has a unique solution in such a space, for every pseudodifferential operator a(D) with constant
coefficients. We also provide necessary and sufficient conditions so that the spaces L2(Rn) and E ′(R) are
left invariant by this group; and we conclude that the solution of the heat equation on FL2loc(R
n) for all
t ∈ R extends the standard solution on Hilbert spaces for t > 0.
1 Introduction
We consider problems of the type {
u′ = Au, t ∈ R
u(0) = u0 ∈ X
, (1.1)
where A : X → X is a bounded linear operator on a Fréchet space X . In order to solve it, we need to
recognize the essence of the resolution on Banach spaces and adapt it to this more general formulation.
In short, we will extend the usual results of generation of uniformly continuous groups of bounded linear
operators on Banach spaces. See Pazy [24].
The main idea of this paper is based on a simple one, started out by Euler, Napier and Bernoulli’s
researches: the definition of the real exponential function t 7→ exp(t), [6, 10, 16].
If there exists a differential function u : (a, b)→ R with the property that
u′(t) = u(t), for every t ∈ (a, b),
then we list some consequences:
i) if u(t0) = 0 for some t0 then u ≡ 0 in (a, b);
ii) there exists at most one function u : R→ R which satisfies the differential problem{
u′(t) = u(t), t ∈ R
u(0) = 1
(1.2)
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iii) if u satisfies (1.2) then also satisfies
u(t+ s) = u(t)u(s) for every s, t ∈ R.
For every t ∈ R, set
u(t) := 1 + t+
t2
2!
+
t3
3!
+ · · ·+
tn
n!
+ · · · ,
which satisfies the Cauchy problem (1.2), since the sequence of the functions (un)n∈N given by u1(t) := 1+ t
and un(t) := un−1(t) +
tn
n!
satisfies u′n = un−1 and converges uniformly on intervals [−M,M ].
Denote u(t) by exp(t) or et, and set e := u(1). Hence by definition, the map t 7→ et is the unique solution
function of (1.2). More generally, for a 6= 0, the map t 7→ u(t) := u0e
at is the unique solution function of{
u′ = au, t ∈ R
u(0) = u0
,
which is a particular case of (1.1) with X = R and A(y) = ay for y ∈ R.
Such construction may be extended in order to solve the Cauchy problems in RN and more generally in
infinite-dimensional Banach spaces. Indeed, given a bounded linear operator A : X → X on a Banach space
X = (X, ‖ · ‖X), we define for every t ∈ R the bounded linear operator exp(tA) : X → X by
exp(tA) :=
∞∑
n=0
tn
n!
An,
whence t 7→ u(t) := exp(tA)u0 is the unique solution of (1.1).
The approach above is the core of linear (semi)groups definition and theory, and it has become a very
useful tool for solving partial differential equations (PDEs) which involves a temporal derivative. Although it
has been extensively studied over the last decades (the texts [7,15,17,24,30] are some of the most common),
it is usually done on Banach spaces, which are not the most appropriate ones to deal with the distributional
aspects involved.
We propose to extend such construction to more general spaces in order to solve a larger class of evolution
problems. Shortly, the key point is the simple connection between the generator A and the structure of the
vector space X , so that the exponential of A makes sense as a bounded linear operator eA : X → X and may
be used to solve the associated Cauchy problem.
This issue has already been dealt for other authors adding hypothesis on the generator or on the phase
space X . In [8, 20, 21], the semigroup is assumed to be equicontinuous (in the sense of Banach-Steinhauss
theorem for locally convex spaces, see [22, 23, 26]), while others researchers treat the question in some
particular Fréchet spaces, such as done by Dembart [9] (who consider the phase space as the space of the
continuous functions defined on [a, b] into a fixed topological vector space E) and in [14] (setting X = KN,
that is, the collection of scalar sequences). In other words, none of them solves completely the problem of
the (semi)group generation in the general case, so we feel confident to point out some results about it.
In order to recognize some of the advantages of this approach, we consider a typical linear problem over
a Banach space and analyse it over another natural vector space, which is not normable, although it is a
Fréchet space.
Example 1.1. Let CB = CB(R,C) be the vector space of the bounded uniformly continuous complex-valued
functions on R with the supremum norm. For every t ∈ R, set(
T (t)φ
)
(x) := φ(t+ x), for every φ ∈ CB ,
so that {T (t) : t ∈ R} is a C0-group of contractions on CB and its infinitesimal generator A : D(A) ⊂ CB →
CB (which exists since CB is a Banach space) is defined by(
Aφ
)
(x) := φ′(x)
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for every φ ∈ D(A) := {φ ∈ CB : φ
′ exists and belongs to CB}.
The closed densely defined operator A is associated with the Cauchy problem{
ut = ux, t ∈ R
u(0) = u0 ∈ CB
and its solution, namely t 7→ T (t)u0, is an infinitely differentiable function on R whenever u0 ∈ CB ∩
C∞(R,C); and these facts agree with Hille-Yosida theorem.
However we may consider this very same problem on C∞ = C∞(R,C), for which there is no norm which
turns it into a Banach space. There is no difficulty on considering the family of operators T (t) from C∞
into itself. Although (t, x) 7→ u0(t + x) is a solution, we cannot explicit its generator by the usual theory,
since the phase space is not a Banach space. See [24, 30].
Fortunately, C∞ is a Fréchet space with the countable separating family of seminorms
p(m,j)(φ) := sup
|x|6j
∣∣∣∣dmφdxm (x)
∣∣∣∣ , φ ∈ C∞,
for m ∈ Z+ and j ∈ N.
In section 4, we construct a dense subspace of C∞, namely C∞
exp
= C∞
exp
(R,C), where the exponential
of the derivative operator is well defined. More precisely, we have that the partial sums SN :=
N∑
n=0
tn
n!
dn
dxn
φ
converges in C∞ to a function in C∞
exp
, for every φ ∈ C∞
exp
and t ∈ R; that is, if we set
et
d
dxφ :=
∞∑
n=0
tnφ(n)
n!
, for every φ ∈ C∞
exp
,
then the operator et
d
dx : C∞
exp
⊂ C∞ → C∞
exp
⊂ C∞ is well defined and is a bounded linear operator; and the
family of operators {et
d
dx : t ∈ R} is a uniformly continuous group on C∞
exp
such that
(
et
d
dxφ
)
(s) = φ(s+ t),
for every s ∈ R.
All these properties will be verified afterwards in Section 4. For now let us see some consequences of
these properties. First, the derivative operator A := ddx : C
∞
exp
→ C∞
exp
is a bounded linear operator instead
of a closed densely defined operator, whence it may be seen as the generator of the solution group. This
information about the solution cannot be provided by the usual theory of Banach spaces.
If a function φ belongs to C∞
exp
then it is an analytic function on R. So in order to the series
∑ tnφ(n)
n!
be convergent in C∞(R), we restrict ourselves to functions φ extremely smooth; we mean, the set of the
functions φ for which this series is convergent is very restrictive.
On the one hand, if we want to solve (1.1) for a linear operator more general than d/dx and initial
data u0 not so smooth, the idea presented above does not fit anymore. However, we will present very simple
conditions over a linear bounded operator on a Fréchet space to ensure that its exponential exists and solves
the problem (1.1), for every initial data on the space. Under such conditions, the notion of solution to the
problem {
ut = a(D)u, t ∈ R
u(0) = u0
will make sense, for every pseudodifferential operator a(D) : S (Rn) → S (Rn) with constant coefficients.
This paper is organized as follows. In Section 2, we provide a brief introduction to Fréchet spaces and
bounded linear operators on it; we present the main Fréchet spaces we deal with, highlighting FL2loc(R
n)
in Example 2.7; and define pseudodifferential operators on the Schwartz space, Definition 2.10. The main
references are [11–13,18, 19, 22, 23, 26–30].
Then we discuss in Section 3 the compatibility that a bounded linear operator is required to have in
order to stablish the generation theorem (Theorem 3.6) on abstract Fréchet space and to extend the theory
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of generation of uniformly continuous groups found in Pazy [24] to this more general class of complete locally
convex spaces. The requirements for the operator, found in Definition 3.1, are simple ones and allows to
achieve the results with small adaptations on the standard proofs.
Section 4 is completely concerned with applying the results in Section 3 to PDEs. By Theorem 4.1,
pseudodifferential operators with constant coefficients defined on FL2loc(R
n) satisfy the conditions of the
generation theorem and then solve Cauchy problems for which the initial data belongs to this Fréchet space
of distributions. Also, Theorems 4.3 and 4.5 stablish necessary and sufficient conditions under which the
subspaces E ′ and L2 of FL2loc are left invariant by such group, respectively. The Example 4.8 analyse the heat
equation and the relation between the standard solution on Hilbert spaces for t > 0 and the distributional
solution on FL2loc(R
n) for all t ∈ R.
At last in Section 5, we wonder about the several implications of this theory on our understanding of
evolution problems and propose to study whether the spectral theory may be adapted in order to extend
the Hille-Yosida theorem and others to Fréchet spaces.
2 Preliminaries
Before introducing our results, for the sake of understanding, we are going to recall some definitions and to
point out some differences between Banach spaces and Fréchet spaces.
Definition 2.1. A topological vector space (or a TVS, for short) is a vector space X over a field K (R or
C) endowed with a topology τ , such that the vector spaces operations, addition +: X ×X → X and scalar
multiplication · : K×X → X, are continuous maps (see [13, 22, 23, 26, 29, 30]).
In a TVS X , the notion of Cauchy sequence (or Cauchy net, more generally) makes sense. A sequence
(xn)n∈N in X is called a Cauchy sequence if the sequence (xn − xm)n,m∈N converges to zero in X . See
Folland [13].
A seminorm on a vector space X is a function p : X → R such that:
(i) p(x) > 0, for every x ∈ X .
(ii) p(λx) = |λ|p(x), for every x ∈ X and λ ∈ K.
(iii) p(x+ y) 6 p(x) + p(y), for every x, y ∈ X .
The condition (ii), in particular, says that p(0) = 0 for all seminorm p. If x = 0 whenever p(x) = 0, we say
that p is a norm.
Definition 2.2. A separating family of seminorms on a vector space X is a family of seminorms (pα)α∈Λ
on X such that for every nonnull vector x ∈ X there exists α = αx ∈ Λ with pα(x) 6= 0.
If (pα)α∈Λ is a separating family of seminorms on a vector space X , they can be used to define a topology
on X , in the same way we use the norm to define one. More precisely, given x ∈ X , α ∈ Λ and ε > 0 we put
Bα(x; ε) := {y ∈ X : pα(y − x) < ε}
so that the collection B of all finite intersection of sets Bα(x; ε) defines a base for a Hausdorff topology τ
on X , which is called the topology generated by the family of seminorms (pα)α∈Λ. With this topology, a
sequence (xn)n∈N in (X, τ) converges to a vector x ∈ X if and only if it converges to x in every seminorm
pα, that is, for every α ∈ Λ we have
pα(xn − x) −→
n→∞
0,
since the collection of sets of the form
n⋂
j=1
Bαj (x; εj)
with α1, · · ·αn ∈ Λ, ε1, · · · , εn > 0 and n ∈ N, is a local base for τ at x.
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In particular, a series
∑
xn converges to s ∈ X if and only if for every α ∈ Λ
pα
s− n∑
j=1
xj
 −→
n→∞
0.
A series
∑
xn is said to be absolutely convergent if for every α ∈ Λ the series
∑
pα(xn) is convergent.
In [3], the author assumes that the family of seminorms are always saturated, in the sense that for every
finite collection J of indexes j we add qJ := maxj∈J pj to the family of seminorms. The topology generated
by the saturated family coincides with the one generated by the original family of seminorms but has the
advantage that a typical basic neighbourhood of 0 is of the form {y ∈ X : qJ (y) < ε}, for some seminorm
qJ ; that is, no intersections needed. For our purpose, this will be necessary only on Theorem 3.8. We may
change the family of seminorms {p1, p2, p3, . . .} by {p1, p1+p2, p1+p2+p3, . . .} without altering the topology;
in particular, p1 6 p1 + p2 6 p1 + p2 + p3 6 · · · . See [22, 29].
Definition 2.3. A Fréchet space X =
(
X, (pj)j∈N
)
is a TVS X whose topology is given by a countable
separating family of seminorms (pj)j∈N with the property that every Cauchy sequence converges in X.
Thus every Banach space is a Fréchet space, although there are Fréchet spaces which are not Banach
spaces.
Note that if
∑
xn is an absolutely convergent series in a Fréchet spaceX =
(
X, (pj)j∈N
)
then the sequence(∑n
k=1 xk
)
n∈N
is a Cauchy sequence in X (consequently it is convergent), since for every j ∈ N
pj
(
n∑
k=m
xk
)
6
n∑
k=m
pj(xk) −→
m,n→∞
0.
Remark 2.4. Every Fréchet space X =
(
X, (pj)j∈N
)
is metrizable. More precisely, its topology is given by
a translation-invariant metric d : X ×X → R, namely
d(x, y) :=
∞∑
j=1
1
2j
pj(x− y)
1 + pj(x − y)
.
As a metric space, the notion of boundness of a subset B ⊂ X could be defined using the metric d, but
we will not do this. With this metric, every subset would be bounded. We say that a subset B of a Fréchet
space X is bounded if for every neighbourhood V of the origin of X there exists t0 > 0 such that
B ⊂ tV, for all t > t0.
Actually, this is the definition of boundedness on a general TVS X .
If the topology of X is given by a separating family of seminorms (pα)α∈Λ, this concept is equivalent to
state that for every α ∈ Λ the set {pα(x) : x ∈ B} is bounded in R, and we say that B is bounded in every
seminorm.
For now, let us see some examples of Fréchet spaces. We abide by the convention that, unless otherwise
stated, all functions are complex-valued.
Example 2.5. Let Ω ⊂ Rn be an open set, then C∞(Ω) =
(
C∞(Ω), (pm,j)(m,j)∈Z+×N
)
is a Fréchet space,
where
pm,j(φ) :=
∑
|α|6m
sup
Kj
∣∣∂αφ∣∣, for φ ∈ C∞(Ω),
and Kj :=
{
x ∈ Rn : |x| 6 j and d(x, ∂Ω) > 1/j
}
, so that {Kj}j∈N exhausts Ω. That is, the space of all
infinitely differentiable functions endowed with the topology of the uniform convergence of the functions and
their derivatives on compact subsets of Ω is a Fréchet space, [13].
Let E ′(Ω) be the set of distributions with compact support on Ω, that is, the topological dual space of
C∞(Ω).
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Example 2.6. Let S (Rn) be the space of all functions u ∈ C∞(Rn) such that
‖u‖(N,α) := sup
x∈Rn
(1 + |x|)N
∣∣∂αu(x)∣∣
is finite for every non-negative integer N and every multi-index α = (α1, · · · , αn) ∈ Z
n
+. That is, S (R
n) is
the space of all functions u ∈ C∞(Rn) such that xα∂βu goes to zero when |x| → ∞, for all multi-indexes
α, β.
It follows that
(
‖ ·‖(N,α)
)
N,α
is a countable separating family of seminorms on S (Rn) which turns it into
a Fréchet space (see Folland [13]).
More generally, given Hilbert spaces H0 = (H0, ‖·‖H0) and H1 = (H1, ‖·‖H1), we may consider functions
φ : Ω ⊂ Rn → (H0, ‖ · ‖) and then consider the Fréchet spaces C
∞(Ω, H0) =
(
C∞(Ω, H0), (pm,j)(m,j)∈Z+×N
)
and S (Rn, H0) =
(
S (Rn, H0), (‖ · ‖(N,α))N,α
)
, where the seminorms are adapted obviously considering the
norm of H0.
Let S ′(Rn, H0;H1), or S
′ for short, denote the space of all bounded linear applications from S (Rn, H0)
into H1; similarly, E
′(Ω, H0;H1) is defined. If H0 = H1 = C then we get the usual spaces of distributions
S ′(Rn) and E ′(Ω).
The following example is less known, [2, 28], and it was generalized in the sense described above. It
is noteworthy that the Fourier transform F is well defined from S ′(Rn, H0;H1) into S
′(Rn, H0;H1) by
setting
(Fu)φ = 〈Fu, φ〉 := 〈u,Fφ〉 ∈ H1,
for every u ∈ S ′(Rn, H0;H1) and φ ∈ S (R
n, H0). We shall frequently write û instead of Fu.
Example 2.7. Let L2loc
(
Rn,L (H0, H1)
)
, or L2loc for short, be the set of all measurable functions with values
on L (H0, H1) whose norm square is integrable on every compact set of R
n. For simplicity, the reader may
assume that H0 = H1 = C. Set
E :=
{
u ∈ S ′(Rn, H0;H1) : û ∈ L
2
loc
(
R
n,L (H0, H1)
)}
and endow it with the topology generated by the seminorms
p∗j (u) :=
(∫
|ξ|6j
‖û(ξ)‖2
L (H0,H1)
dξ
)1/2
, for u ∈ E and j ∈ N. (2.1)
It follows that this family of seminorms on E is a separating one, whence the function
d(u, v) :=
∞∑
j=1
1
2j
p∗j (u− v)
1 + p∗j (u− v)
defines a metric on it.
Let FL2loc(R
n, H0;H1), or FL
2
loc for short, be the completion of the metric space (E, d). If [u] ∈ FL
2
loc,
we can define its Fourier transform1: if (ul)l∈N ∈ [u] then (ûl)l∈N is a Cauchy sequence in L
2
loc, consequently
there exists a unique w ∈ L2loc such that ûl
l→∞
−→ w in L2loc and we set [̂u] := w, so that the Fourier transform
maps FL2loc into L
2
loc:
F : FL2loc → L
2
loc.
It is straightforward to see that [̂u] is independent of the sequence (ul)l∈N chosen to represent the class
[u], so the Fourier transform is well defined. Maybe we should have denoted this space by F−1L2loc so the
Fourier transform above would have been appropriately defined, in terms of notation. But we follow the
original notation, found in [28].
If p∗j : FL
2
loc → [0,∞) denotes the natural extensions of the seminorms (2.1) to FL
2
loc, it is not hard to
see that topology of the complete (metric, and also linear) space FL2loc is equivalent to the topology generated
by (p∗j )j∈N and hence FL
2
loc =
(
FL2loc, (p
∗
j )j∈N
)
is a Fréchet space, [28].
1Here, we are considering the completion as the quotient space of all Cauchy sequence in E under the canonical equivalence:
(ul)l∈N ∼ (vl)l∈N ⇐⇒ lim
l→∞
d(ul, vl) = 0.
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Remark 2.8. It is quite important to note that L2 = L2
(
Rn,L (H0, H1)
)
and E ′
(
Rn,L (H0, H1)
)
are
natural subspaces of FL2loc
(
Rn,L (H0, H1)
)
.
Indeed, L2 ⊂ FL2loc simply because the Fourier transform is an isometric isomorphism from L
2 onto itself,
by Plancherel Theorem [11, 13, 27, 29]. Moreover, by Paley-Wiener-Schwartz Theorem [27, 29], a temperated
distribution v on Rn belongs to E ′ if and only if v̂ has an entire extension V : Cn → L (H0, H1). In
particular, E ′ is also a subspace of FL2loc.
Although it is quite general to consider FL2loc(R
n, H0;H1), there is no loss of generality by assuming
that H0 = H1 = C, so we do it from now on. The reader is invited to verify that every proof (concerning
the Fréchet space FL2loc = FL
2
loc(R
n,C;C)) may be naturally adapted to the general case.
Definition 2.9. Let T : X → X be a linear operator on X. We say that T is a bounded linear operator if it
takes bounded sets of X to bounded set of X.
We denote the space of all bounded linear operators from X into X by L (X).
If T : X → X is a linear operator then the following statements are equivalent (you may see [13, 22, 23,
26, 29, 30] for a proof):
(i) T ∈ L (X).
(ii) T is continuous.
(iii) For every j ∈ N there exist indexes l1, · · · , lk ∈ N and a constant C > 0 (all depending only on j and
T ) such that
pj(Tx) 6 C
k∑
r=1
plr(x), for all x ∈ X.
We restrict our attention to those pseudodifferential operators ([12,18]) with symbols independent of the
space variable x defined on S (Rn) in order to obtain the groundwork over which the theory of generation
of groups can be applied to solve evolution problems.
Definition 2.10. A pseudodifferential operator of order m on Rn with constant coefficients (or constant
coefficients m-ΨDO for short) is a linear map a(D) : S (Rn)→ S (Rn) given by
(
a(D)ψ
)
(x) :=
∫
Rn
e2piix·ξa(ξ)ψ̂(ξ) dξ, for every x ∈ Rn,
where a ∈ C∞(Rn) satisfies the property that for all multiindex α there is a constant cα > 0 such that∣∣∂αa(ξ)∣∣ 6 cα(1 + |ξ|)m−|α|, ξ ∈ Rn.
We say that a is a symbol of order m on Rn and the space of those functions, denoted by Sm(Rn), is a
Fréchet space with seminorms given by the smallest constants cα which can be used in the inequality above.
This definition also yields a one-to-one correspondence between constant coefficients m-ΨDOs and symbols
a ∈ Sm(Rn).
By the Proposition 8.3 and Corollary 8.23 of Folland [13] and by the Leibniz formula, every constant
coefficients m-ΨDO a(D) is a continuous linear operator from S (Rn) to itself.
As the reader may readily see, every constant coefficients m-ΨDO a(D) induces an operator on the space
of tempered distributions S ′(Rn) by setting
〈a(D)u, ψ〉 := 〈u, a(D)ψ〉,
for every u ∈ S ′(Rn) and ψ ∈ S (Rn).
Throughout this paper uˆ(ξ) =
∫
Rn
e−2piix·ξu(x) dx shall denote the Fourier transform of u ∈ L1(Rn) and
we adopt the notational convention that D = 12pii∂, so that the convenient formula (D
αu)ˆ (ξ) = ξαuˆ(ξ)
holds, for all multiindex α.
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The class of constant coefficients m-ΨDOs is a large one which contains every linear differential operator
a(D) =
∑
|α|6m
aαD
α : S (Rn)→ S (Rn),
where aα ∈ C. To see this, just apply the Fourier inversion theorem to the formula (D
αu)ˆ (ξ) = ξαuˆ(ξ), for
u ∈ S (Rn), to get (
a(D)u
)
(x) =
∑
|α|6m
aα
∫
Rn
e2piix·ξξαuˆ(ξ) dξ =
∫
Rn
e2piix·ξa(ξ)uˆ(ξ) dξ,
where a(ξ) =
∑
aαξ
α is the symbol of a(D). More generally, it is straightforward to check that the class
of pseudodifferential operators associated to the symbols Rn × Rn ∋ (x, ξ) 7→ a(x, ξ) ∈ C contains all linear
differential operators a(x,D) =
∑
|α|6m aα(x)D
α : S (Rn)→ S (Rn), where aα ∈ C
∞(Rn). See [12, 18].
3 Generation theorem and consequences
At this point, the strategy for solving the problem (1.1) in a Fréchet space X is pretty clear. The addition
on X and scalar multiplication are well defined operations and are continuous with the obvious product
topologies. We need to require a continuous linear operator A defined from this space to itself to have
the appropriate compatibility with the topology on X so its exponential operator exp(A) : X → X makes
sense and may be used to define the solution of the associated Cauchy problem. Such strong compatibility
is expressed in terms of the seminorms on the space in Definition 3.1 and fortunately constant coefficients
m-ΨDOs defined on FL2loc will naturally satisfy theses conditions, as we shall see in Theorem 4.1.
Let us make it precise. Fix a Fréchet space X =
(
X, (pj)j∈N
)
.
Definition 3.1. A bounded linear operator A ∈ L (X) is said to be strongly compatible with (pj)j∈N if
satisfies the following properties:
i) pj(Ax) = 0 whenever pj(x) = 0, for every j ∈ N; and
ii) sup
{
pj(Ax) : pj(x) = 1
}
is finite, for every j ∈ N.
We denote by Lsc(X) the set of all A ∈ L (X) which are strongly compatible with (pj)j∈N.
Note that if p : X → R is a norm then every T ∈ L (X) is strongly compatible with p. It is noteworthy
that Lsc(X) is not empty since at least the identity operator of X is strongly compatible with (pj)j∈N.
About the requirements above, the first one has appeared in [2] as a natural condition to obtain ex-
ponential dichotomy for evolution processes and it certainly does not turn pj into a norm; it is a weaker
requirement over the operator, not over the seminorms. An operator A ∈ L (X) that satisfies i. is said to
be compatible with (pj)j∈N.
It is a simple exercise to verify that, if A ∈ L (X) is compatible with (pj)j∈N then one of the expressions
below
sup
pj(x)=1
pj(Ax), sup
pj(x)<1
pj(Ax) and sup
pj(x)61
pj(Ax) (3.1)
is finite if and only if all three are; and in this case, they all coincide. In particular, thanks to Lemma 3.3,
there exists a positive constant c = c(j, A) such that A
(
Bj(0, 1)
)
⊂ cBj(0, 1); according to the notation in
Section 2.
The second condition on the Definition 3.1 is not obvious, since {x ∈ X : pj(x) = 1} is not in general a
bounded set on X , consequently A
(
{x ∈ X : pj(x) = 1}
)
need not to be bounded as well. Also, it is needed
to topologyze appropriately Lsc(X) in order to define the operator exp(A) in Lsc(X). We define seminorms
on Lsc(X) by setting
2
pXj (A) := sup
pj(x)=1
pj(Ax), j ∈ N,
for every A ∈ Lsc(X).
2Obviously, a seminorms p such that p(x) = 0 for all x ∈ X is a null seminorm, so that we have no interest on such p and
hence it will be dismissed from the family of seminorms on X.
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Remark 3.2. The requirements in Definition 3.1 are closely related to the one that has already appeared
in [3]. In fact, they are equivalent. This is the key point in common with Babalola’s approach, but as we
shall see in Remark 3.13 it is practically the only one.
Let Y be a complete Hausdorff locally convex TVS over C and let {qλ}λ∈Λ be a saturated family of
seminorms on it. Set Vλ := {y ∈ Y : qλ(y) < 1} for every λ ∈ Λ. The author deals with a class of linear
operators S : Y → Y with the property that, for every λ ∈ Λ, there exists a positive constant c = c(λ, S) such
that
SVλ ⊂ cVλ,
and he writes S ∈ LA(Y ). Hence, S is bounded and satisfies qλ(Sy) 6 c(λ, S)qλ(y) for every y ∈ Y and
every λ ∈ Λ.
In particular, if Y =
(
Y, (qj)j∈N
)
is a Fréchet space, with qj 6 qj+1 for every j, and S ∈ LA(Y ) then S
is a strongly compatible operator; that is, the Babalola’s condition implies ours. On the other hand, by (3.1),
every strongly compatible operator S : Y → Y satisfy the Babalola’s condition.
One can easily verify that
(
Lsc(X),
(
pXj
)
j∈N
)
is a Fréchet space, thanks to the following lemma.
Lemma 3.3. If A ∈ Lsc(X) then pj(Ax) 6 p
X
j (A)pj(x), for every x ∈ X and every j.
In particular, for every n ∈ N, there holds
pXj (A
n) 6 pXj (A)
n.
Proof. Indeed, for a fixed j ∈ N, the inequality pj(Ax) 6 p
X
j (A)pj(x) is trivial whenever pj(Ax) = 0.
If x ∈ X satisfies pj(Ax) 6= 0 then pj(x) 6= 0 and for x0 =
1
pj(x)
x we get
pj(Ax)
pj(x)
= pj(Ax0) 6 sup
pj(z)=1
pj(Az) = p
X
j (A)
whence pj(Ax) 6 p
X
j (A) pj(x), for every x ∈ X .
Furthermore, since pj(A
nx) 6 pXj (A) pj(A
n−1x), for every x ∈ X and every natural number n > 2, the
result then follows by induction.
If Y =
(
Y, (qk)k∈N
)
is another Fréchet space then we could have defined the space Lsc(X,Y ) and proved
the previous lemma to it, with the obvious adaptations.
Unsurprisingly, we extend the concepts of group of bounded linear operators, C0-group and uniformly
continuous group on Fréchet spaces.
Definition 3.4. A family {T (t) : t ∈ R} ⊂ L (X) is called a group of bounded linear operators on X (or a
group on X, for short) if:
(i) T (0) = I, where I : X → X is the identity operator on X.
(ii) T (t+ s) = T (t)T (s), for every t, s ∈ R.
We say that a group {T (t) : t ∈ R} ⊂ L (X) is a C0-group if
(iii) T (t)x
X
−→
t→0
x, for every x ∈ X.
A group {T (t) : t ∈ R} ⊂ Lsc(X) is said to be a uniformly continuous group if
(iv) T (t)
Lsc(X)
−→
t→0
I, that is, pXj
(
T (t)− I
) R
−→
t→0
0 for every j ∈ N.
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Definition 3.5. Let {T (t) : t ∈ R} ⊂ L (X) be a semigroup on X. Its infinitesimal generator is the linear
operator A : D(A) ⊂ X → X defined by
Ax := lim
t→0
T (t)x− x
t
,
for x ∈ D(A) :=
{
x ∈ X : the limit lim
t→0
T (t)x−x
t exists in X
}
.
We often will write T (·) to denote the group {T (t) : t ∈ R} on X . Clearly, a group T (·) has a unique
infinitesimal generator. If we replace R by the interval [0,∞) in the last two definitions, we get the concept
of semigroups of bounded linear operator on X , indicated by {T (t) : t > 0}, and its infinitesimal generator
A whose definition of course is obtained replacing lim
t→0
by lim
t→0+
.
It is immediate to see that these definitions coincide with the usual ones if X is a Banach space.
Next we state and prove the main results of this paper concerning the generation of uniformly continuous
groups on X . By Pazy [24], Theorem 1.2, we know that, provided that X is a Banach space, a linear
operator A : D(A) ⊂ X → X is the infinitesimal generator of a uniformly continuous group if and only if A
is a bounded linear operator on X . The sufficiency is quite immediate as we state and prove below; and it
is a consequence of the previous lemma. We will refer to it as simply the generation theorem.
Theorem 3.6. For every A ∈ Lsc(X) and t ∈ R the series
∞∑
n=0
(tA)n
n!
converges in Lsc(X) and, naturally, we indicate its sum by e
tA.
Besides, the family {etA : t ∈ R} is a uniformly continuous group of bounded linear operators on X and
the operator A is its infinitesimal generator.
Proof. For each N ∈ N let
SN :=
N∑
n=0
(tA)n
n!
∈ Lsc(X),
and let us show that for each fixed j ∈ N the sequence (SN )N∈N is a Cauchy sequence with respect to the
seminorm pXj .
Indeed, given ε > 0, if N > M are natural numbers we have
pXj (SN − SM ) = p
X
j
(
N∑
n=M+1
(tA)n
n!
)
6
N∑
n=M+1
(
t pXj (A)
)n
n!
< ε,
for N,M large enough, since the numerical series
∑ tn( pXj (A))n
n! converges to the e
tpXj (A) in R.
Now, it is clear that e0A is the identity of X .
Also, since
∑∞
n=0
(tA)n
n! is absolutely convergent by the classical formula for product of series (see Bartle [4],
Theorem 26.15), we conclude that e(s+t)A = esAetA for all t, s ∈ R. Indeed,
e(s+t)A =
∞∑
n=0
[(s+ t)A]n
n!
=
∞∑
n=0
[
n∑
k=0
(
n
k
)
sn−ktk
]
An
n!
=
∞∑
n=0
n∑
k=0
(sA)n−k
(n− k)!
◦
(tA)k
k!
=
(
∞∑
n=0
(sA)n
n!
)
◦
(
∞∑
n=0
(tA)n
n!
)
= esAetA.
Besides, for every j ∈ N we have
pXj (e
tA − I) = pXj
(
∞∑
n=1
(tA)n
n!
)
6
∞∑
n=1
(
t pXj (A)
)n
n!
= etp
X
j (A) − 1,
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whence {etA : t ∈ R} is a uniformly continuous group of bounded linear operators on X .
Finally, by the definition of generator, fixed j ∈ N, if x ∈ X and t 6= 0 we have
pj
(
etAx− x
t
−Ax
)
6
1
t
∞∑
n=2
(
t pXj (A)
)n
n!
pj(x) =
(
etp
X
j (A) − 1
t
− pXj (A)
)
pj(x),
hence A is the infinitesimal generator of {etA : t ∈ R}.
If X is a Banach space then every bounded linear operator A : X → X is the infinitesimal generator of
a unique uniformly continuous group on X . Is the same true for Fréchet spaces? The answer is affirmative
and it is a straightforward generalization of the proof for Banach spaces.
Proposition 3.7. If T (·) and S(·) are uniformly continuous groups on X so that
lim
t→0
T (t)− IX
t
= A = lim
t→0
S(t)− IX
t
in Lsc(X),
then T (t) = S(t) for every t ∈ R.
Proof. We just have to prove that, given τ > 0, T (t) = S(t) for every 0 6 t 6 τ ; or equivalently, given τ > 0
and given ε > 0, we get pXj
(
T (t)− S(t)
)
6 ε for every 0 6 t 6 τ and j ∈ N.
By continuity of the maps t 7→ pXj
(
S(t)
)
and t 7→ pXj
(
T (t)
)
, there exists a positive constant c =
c(j, τ, S, T ) > 0 such that
sup
06s,t6τ
pXj
(
T (t)
)
pXj
(
S(s)
)
6 c.
By hypothesis, there exists a positive constant δ = δ(j, τ, ε, S, T ) > 0 such that
sup
06h6δ
h−1pXj
(
T (h)− S(h)
)
6
ε
τc
.
For 0 6 t 6 τ , take n ∈ N such that t/n < δ, so
pXj
(
T (t)− S(t)
)
= pXj
(
T
(
n
t
n
)
− S
(
n
t
n
))
6
n−1∑
k=0
pXj
(
T
(
(n− k)t
n
)
S
(
kt
n
)
− T
(
(n− k − 1)t
n
)
S
(
(k + 1)t
n
))
6
n−1∑
k=0
pXj
(
T
(
(n− k − 1)t
n
))
pXj
(
T
(
t
n
)
− S
(
t
n
))
pXj
(
S
(
kt
n
))
6 n c
ε
τc
t
n
6 ε
and the proof is complete.
Now we stablish some kind of reciprocal of the generation theorem. To do so, we must fix some notation:
for every j ∈ N, set Xj :=
(
X/p−1j
(
{0}
)
, ‖ · ‖j), where
‖[x]j‖j := inf
pj(z)=0
pj(x − z),
for [x]j
3 in X/p−1j
(
{0}
)
, whence every Xj is a normed space.
3Of course, [x]j stands for the equivalence class of x ∈ X relatively to the quotient space X/p
−1
j
(
{0}
)
.
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Theorem 3.8. If {T (t) : t ∈ R} ⊂ Lsc(X) is a uniformly continuous group on X and every Xj is a Banach
space, then its infinitesimal generator, namely A : D(A) ⊂ X → X, is defined on whole space X, A ∈ Lsc(X)
and T (t) = etA in Lsc(X), for every t ∈ R.
Proof. We may assume that the seminorms of X are a nested increasing sequence, that is, pj 6 pj+1 for
every j, as discussed earlier; hence X1 ⊂ X2 ⊂ · · · ⊂ X .
First we induce a family of linear operators on every Xj by setting
Tj(t) : Xj → Xj
[x]j 7→ [T (t)x]j
for every t ∈ R.
Claim 1: {Tj(t) : t ∈ R} is a uniformly continuous group on Xj , for every j.
Indeed, for fixed j ∈ N, we have
‖Tj(t)[x]j‖j = inf
pj(z)=0
pj
(
T (t)x− T (t)z −
(
z − T (t)z
))
6 inf
pj(z)=0
{
pXj
(
T (t)
)
pj(x− z) + pj(z) + pj
(
T (t)z
)}
= pXj
(
T (t)
)
‖[x]j‖j,
since T (t) is strongly compatible with (pk)k∈N. So Tj(t) is a bounded linear operator.
It is clear that Tj(0) is the identity operator on Xj . Also, for t, s ∈ R, we get
Tj(t)
(
Tj(s)[x]j
)
= [T (t) ◦ T (s)x]j = Tj(t+ s)[x]j
and
‖Tj(t)− IXj‖L (Xj) = sup
‖[x]j‖j=1
‖Tj(t)[x]j − [x]j‖j
= sup
‖[x]j‖j=1
inf
pj(z)=0
pj
(
T (t)x− x− z
)
6 sup
‖[x]j‖j=1
inf
pj(z)=0
pj
((
T (t)− IX
)
(x − z)
)
+ pj
(
T (t)z − z − z
)
6 sup
‖[x]j‖j=1
inf
pj(z)=0
pXj
(
T (t)− IX
)
pj(x− z)
= pXj
(
T (t)− IX
) R
−→
t→0
0.
By Pazy [24], we know that
Tj(t) = e
tAj =
∞∑
n=0
tn
n!
Anj ,
with convergence in L (Xj), where
Aj :=
(
Tj(tj)− IXj
)
◦
(∫ tj
0
Tj(t) dt
)−1
∈ L (Xj)
and tj > 0 is chosen so that ‖Tj(t)− IXj‖L (Xj) 6 1/2 for 0 6 t 6 tj . It is noteworthy that the definition of
Aj does not depend on tj thanks to the uniqueness of the infinitesimal generator.
Let σj : X → Xj be the (continuous) canonical projection, that is, σ(x) := [x]j , for every j; and set
pij : Xj+1 → Xj by pij
(
[x]j+1
)
:= [x]j , which is well defined since pj 6 pj+1; and it is continuous, since for
every w ∈ X such that pj+1(w) = 0 we have
‖pij([x]j+1)‖j = inf
pj(z)=0
pj(x− z) 6 inf
pj(z)=0
{pj(x− w) + pj(z − w)} = pj(x− w)
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and consequently
‖pij([x]j+1)‖j 6 inf
pj+1(w)=0
pj+1(x− w) = ‖[x]j+1‖j+1.
By construction, we get
(
Tj(t) ◦ pij
)
([x]j+1) =
(
pij ◦ Tj+1(t)
)
([x]j+1) and the diagram
X
σj+1
""❉
❉❉
❉❉
❉❉
❉
σj
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
Xj
Aj

Xj+1
Aj+1

pij
oo
Xj Xj+1pij
oo
(3.2)
is commutative, for every j ∈ N.
It is natural to seek the infinitesimal generator of T (·) using the infinitesimal generators Aj of Tj(·),
wondering whether exists a linear operator A : X → X such that every Aj : Xj → Xj is just the projection
of A on Xj induced by σj ; that is, [Ax]j = Aj [x]j holds for every j and x ∈ X . Well, this is the case.
Claim 2: there exists a unique linear operator A : X → X such that the diagram
X
A //
σj

X
σj

Xj
Aj
// Xj
(3.3)
is commutative, for every j ∈ N.
Fix x ∈ X .
Since every σj is surjective, we obtain a sequence (zj)j in X such that σj(zj) = Aj ◦ σj(x) for every
j ∈ N, and then
σj(zj) = Aj ◦ σj(x) = pij
(
Aj+1 ◦ σj+1(x)
)
= pij
(
σj+1(zj+1)
)
= σj(zj+1)
so σj(zj − zj+1) = [0]j , for every j; that is, pj(zj − zj+1) = 0, for every j.
Since pj 6 pj+1, we get pl(zj − zk) = 0 whenever j, k > l, that is, (zj)j is a Cauchy sequence in X ,
consequently we may set
Ax := lim
j→∞
zj,
so that we defined a linear operator A : X → X and it satisfies
σj(Ax) = σj
(
lim
k→∞
zk
)
= lim
k→∞
k>j
σj(zk − zj) + σj(zj) = σj(zj) = (Aj ◦ σj) (x),
that is, A turns (3.3) into a commutative diagram, for every j.
Clearly, Ax is well defined, in the sense that it does not depend on the choice of the sequence (zj)j in X ,
chosen such that σj(zj) = Aj ◦ σj(x) for every j ∈ N.
If B : X → X is a linear operator such that the diagram (3.3) is commutative as well, for every j, then
for every x ∈ X we have σj(Ax − Bx) = [0]j for every j, or equivalently, Ax − Bx ∈ p
−1
j ({0}) for every j.
Since (pj)j is a separating family of seminorms, we get Ax−Bx = 0, for every x ∈ X . Thus, A is the unique
linear operator that turns (3.3) into a commutative diagram, for every j.
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We could prove that A is a closed operator and then by the Closed Graph Theorem we would conclude
that A is a bounded linear operator on X . Instead, we prove a stronger statement.
Claim 3: A is a strongly compatible operator on X =
(
X, (pj)j
)
.
If pj(x) = 0 then σj(x) = [0]j and σj(Ax) = Aj ◦ σj(x) = [0]j , that is, pj(Ax) = 0.
Moreover, for every j, we see that
sup
pj(x)61
pj(Ax) = sup
pj(x)61
{
inf
pj(z)=0
pj(Ax)− pj(z)
}
6 sup
pj(x)61
{
inf
pj(z)=0
pj(Ax− z)
}
= sup
pj(x)61
‖[Ax]j‖j
6 sup
‖[x]j‖j61
‖Aj [x]j‖j <∞
and the last inequality holds because ‖[x]j‖j = infpj(y)=0 pj(x− y) 6 pj(x) 6 1 whenever pj(x) 6 1.
Therefore, A ∈ Lsc(X).
In order to see that A is in fact the infinitesimal generator of T (·), we need to recognize that these
projections σj actually preserve a handy property of projections on Euclidean spaces.
Claim 4: If (xλ)λ∈Λ is a net in X with the property that [xλ]j
λ∈Λ
−→
Xj
[0]j for every j, then (xλ)λ∈Λ is
convergent in X and xλ
λ∈Λ
−→ 0.
We just have to prove that (xλ)λ∈Λ is a Cauchy net in X . Indeed, given ε > 0, we get
pj(xλ − xη) = inf
pj(z)=0
{pj(xλ − xη)− pj(z)}
6 inf
pj(z)=0
pj(xλ − xη − z)
= ‖[xλ]j − [xη]j‖j < ε,
whenever λ, η  γ, for some γ = γ(ε, j) ∈ Λ.
Claim 5: A is the infinitesimal generator of {T (t) : t ∈ R} ⊂ Lsc(X).
Given x ∈ X , for every j ∈ N we have[
Ax−
T (t)x− x
t
]
j
= [Ax]j −
[T (t)x]j − [x]j
t
=
(
Aj [x]j −
Tj(t)[x]j − [x]j
t
)
Xj
−→
t→0
[0]j ,
by the definitions of Aj and Tj(·).
By Claim 4, we conclude that
(
T (t)x− x
t
)
t∈R
converges in X and
lim
t→0
T (t)x− x
t
= Ax, for every x ∈ X.
Therefore, by Theorem 3.6 and by the uniqueness of the infinitesimal generator on Fréchet spaces,
T (t) =
∞∑
n=0
tn
n!
An = etA, for every t ∈ R.
As the reader may note, the spaces Xj were required to be complete so we could use the standard theory
on Banach spaces to get the infinitesimal generator Aj of the uniformly continuous group Tj(·) in Xj. More
precisely, the Neumann series theorem requires completeness and it was implicitly used in the proof. One
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could remove such requirement from the theorem, since one could redo the proof dealing with the completion
of Xj , say Xj: every projection pij : Xj+1 → Xj can be extended continuously to the completions and we
again achieve a commutative diagram with it, so the arguments above still hold. Fortunately, the seminorms
of the Fréchet spaces X of interest for solving evolution PDEs have a special local property that turns every
Xj into a Banach space. Check Proposition 4.7.
Just to emphasize, we actually proved a stronger result, that extends the Theorem 1.2 of Pazy [24].
Theorem 3.9. A linear operator A : D(A) ⊂ X → X is the infinitesimal generator of a uniformly continuous
group if and only if A is a strongly compatible operator on X.
Mathematics is surprisingly wondrous: although it was not our intention to use algebraic arguments in
the proof of Therem 3.8, we did! Implicitly, Claim 2 and Claim 3 together are a universal property of the
projective limit of the spaces Xj . This suggests that the strongly compatible operators are good morphisms
in the category of all complete locally convex topological vector spaces, where its morphisms are the bounded
linear operators on theses spaces. Consequently, we are dealing with convenient bounded operators for our
analytical aims, that is, generation of uniformly continuous groups on Fréchet spaces.
Let us briefly introduce the subject below. Readers who wish to learn more about it may see [22,25,29],
and this includes ourselves.
Remark 3.10 (Universal property of projective limits). Let C be the category of the complete TVS
and the continuous linear applications between them. We may consider a general directed set (Λ,), but
(N,6) is sufficient for our purpose.
In the proof, we have a projective system; that is, we have a map N ∋ j → Xj, where Xj is a Banach
space, and continuous linear maps pik,j : Xk → Xj, for k > j, with the property that pik,j = IdXk if k = j;
and pik,j ◦ pil,k = pil,j for l > k > j in N. In other words, we naturally have a functor Φ: (N,6)→ C defined
by
j
Φ
7−→ Xj (objects)
and
k
>
−→j
Φ
7−→ Xk
pik,j
−→Xj (morphisms).
The projective limit of Φ is an object in C , denoted by
proj limj∈NΦ(j) or simply lim←−
j∈N
Xj ,
and a family of continuous linear maps (which are morphisms in C ) Φk : lim←−
j∈N
Xj → Xk, k ∈ N, with the
following two properties:
P1) if l > k in N then
lim
←−
j∈N
Xj
Φl
!!❈
❈❈
❈❈
❈❈Φk
}}④④
④④
④④
④
Xk Xl
pil,k
oo
is a commutative diagram; and
P2) [Universal property] If W is an object in C and {Bk : W → Xk}k∈N is a family of continuous linear
maps such that Bl = Bk ◦ pil,k for l > k, then there exists a unique continuous linear map
B : W → lim
←−
j∈N
Xj
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which turns
W
B
 Bl

Bk



lim
←−
j∈N
Xj
Φl
!!❈
❈❈
❈❈
❈❈Φk
}}④④
④④
④④
④
Xk Xl
pil,k
oo
into a commutative diagram, whenever l > k in N.
The reader may readily recognize the objects and morphisms used in the proof and hence agree that we
proved that the universal property of the projective limit holds there. As pointed out by Babalola [3], if
X =
(
X, (pj)j
)
is a Fréchet space with pj 6 pj+1 for every j ∈ N, and every Xj is a Banach space, then
lim
←−
j∈N
Xj = X.
Corollary 3.11. If T (·) is a uniformly continuous group on X =
(
X, (pj)j
)
and every Xj is a Banach space
then
a) there exists a unique operator A in Lsc(X) such that T (t) = e
tA;
b) the operator A in part b) is the infinitesimal generator of T (·);
c) there exists a sequence (ωj)j∈N of nonnegative numbers such that
pXj
(
T (t)
)
6 exp(ωj t), for every t ∈ R;
and
d) the map R ∋ t 7→ T (t) ∈ Lsc(X) is differentiable (in the Fréchet sense) and
dT (t)
dt
= A ◦ T (t) = T (t) ◦A, for every t.
The proof is a simple exercise, as long as one has already dealt with such result for Banach spaces.
Remark 3.12. It is important to observe that the Cauchy problem{
T ′(t) = AT (t), t ∈ R
T (0) = I
possess a unique solution for each A ∈ Lsc(X), by Gronwall’s inequality.
It is noteworthy that if X is a Banach space then the statements of the results and their proofs given
above are trivially reduced to the usual proofs. Therefore, the results collected in this section naturally
extend the usual theory of generation of uniformly continuous groups on Banach spaces to Fréchet spaces.
See Pazy [24].
At last, we compare the results and aims of this paper with those found in [3].
Remark 3.13. We shall resctrict attention to Fréchet spaces, although Babalola deals with complete Haus-
dorff locally convex TVS over C. So let Y =
(
Y, (qj)j ∈ N
)
be a Fréchet space with qj 6 qj+1, for j ∈ N.
A C0-semigroup {S(s) : s > 0} in Y (defined as usual) is called a (C0, 1)-semigroup if, for every j ∈ N
and δ > 0, there exists a positive constant c = c(j, S, δ) such that S(s)Vj ⊂ cVj, for every 0 6 s 6 δ.
Hence, essentially, the author requires strong compatibility over the semigroup with this uniform property on
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δ. We apply the strong compatibility on the infinitesimal generator instead, and later on, by Theorem 3.9,
we recognize that it is equivalent to apply on the (uniformly bounded) group generated by it.
According to [3], (C0, 1)-semigroups can be characterized as C0-semigroups {S(s) : s > 0} on Y such that
for each j ∈ N there exist a positive number σj and a natural number k = k(j) so that qj
(
S(s)y
)
6 eσjsqk(y)
for every y ∈ Y and every s > 0. Such result is achieved appealing to arguments of category theory. Actually
the ideas used in the proof of Theorem 3.8 are closely related to these, although we did not anticipated it.
From then on, Babalola’s paper is quite different from ours, leading to
B1) the definition of resolvent operators, Hille-Yosida estimates and generation of (C0, 1)-semigroups;
B2) a Trotter-Kato result, that is, a theorem concerning the perturbation of infinitesimal generators; and
B3) an application to an ODE, which is an artificial and quite simple one.
On the other hand, we do not really deal with C0-groups or C0-semigroups, but we completely characterize
the uniformly bounded groups on Fréchet spaces and extend the standard theory to these spaces. As we shall
see in the next section, the results above may be applied to the distributions space FL2loc, which provide
significant consequences to PDEs; for instance,
1) we explain whether the group preserves or not the support of a function; and
2) we compare the uniformly bounded group generated by the heat operator (according to Theorem 4.1)
with the analytical semigroup generated by it, according to [17].
4 Some applications to PDEs
In Osborne’s words [23], “a majority of the topological vector spaces used in analysis are Banach spaces.
Also, a majority of the remaining spaces are Fréchet spaces. In fact, nearly all the spaces routinely used
in analysis are one of four types: Banach spaces, Fréchet spaces, LF-spaces, or the dual spaces of Fréchet
spaces or LF-spaces”.
That is, the category of Fréchet spaces is a large one where the standard Functional Analysis works very
well; for instance, Hahn-Banach, Banach-Alaoglu, Banach-Steinhauss, Open Mapping, Closed Graph and
Krein-Smulian theorems hold on them. Of course, they hold on more general locally convex spaces. But
the whole point of this approach is to consider a phase space (more general than Banach spaces) where the
notion of exponential of a bounded linear operator makes sense and may be used to obtain the solution of
the Cauchy problem (1.1).
Originally, the main motivation was the distributional aspects involved in a such problem that were not
recognized by the usual approach on normed spaces. Doubtlessly, geometric intuition has been a good guide
for solving many differential problems by seeking solution on Hilbert and Banach spaces, thanks to results
as Lax-Milgram and regularization theorems and Hille-Yosida theorem. Nevertheless we are convinced that
it has restrained our understanding of many phenomena, such as the meaning of the solution of the heat
equation for negative times, as we shall see.
It turns out that FL2loc is a good Fréchet space to start with, since it consists of special tempered
distributions and it herds the properties of the Fourier transform on L2. The next theorem points out that
constant coefficients m-ΨDOs defined on FL2loc naturally satisfy the strongly compatibility required by the
generation Theorem 3.6, and hence it is worth the effort so far.
Theorem 4.1. Every constant coefficientsm-ΨDO a(D) induces a continuous linear map from
(
FL2loc, (p
∗
j )j∈N
)
to itself by setting
a(D)[u] :=
[
a(D)u
]
, for [u] ∈ FL2loc,
which is strongly compatible with the seminorms p∗j on FL
2
loc and consequently generates a group on it.
Proof. Recall that p∗j
(
[u]
)
=
(∫
|ξ|6j
∣∣[̂u](ξ)∣∣2 dξ)1/2, for [u] ∈ FL2loc and j ∈ N.
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Clearly a(D) is linear. To see that it is continuous, first note that if |ξ| 6 j then
[a(D)u]̂(ξ) = lim
l→∞
L2(B(0,j))
(
a(D)ul
)̂(ξ) = lim
l→∞
L2(B(0,j))
a(ξ) ûl(ξ) = a(ξ) [̂u](ξ),
where [̂u] is the limit in L2
(
B(0, j)
)
of the Fourier transform of some sequence (ul)l∈N ∈ [u], by definition.
Now, given [u] ∈ FL2loc, we have
p∗j
(
a(D)[u]
)
= p∗j
([
a(D)u
])
=
(∫
|ξ|6j
|a(ξ)|2
∣∣[̂u](ξ)∣∣2 dξ)1/2
6 ‖a‖L∞(B(0,j))
∥∥[̂u]∥∥
L2(B(0,j))
= ‖a‖L∞(B(0,j)) p
∗
j
(
[u]
)
,
whence we also obtain that a(D) is strongly compatible with the seminorms p∗j . We therefore conclude the
proof by Theorem 3.6.
With the definitions and results we have presented so far, we can already obtain the main result described
in the Abstract.
Corollary 4.2. If a(D) is a constant coefficients m-ΨDO in FL2loc then the Cauchy problem associated to
it, namely {
ut = a(D)u, t ∈ R
u(0) = u0
,
has a unique solution in FL2loc.
As we have seen in Remark 2.8, the space E ′(Rn) is a subspace of FL2loc, so we may wonder whether a
semigroup {eta(D) : t > 0} in FL2loc lets E
′(Rn) invariant. If n = 1 and the symbol a = a(ξ) is a polynomial
then the question is solved below. If z is a complex number, we write z = ℜ z + iℑ z, with ℜ z,ℑ z ∈ R.
Theorem 4.3. Let a(D) =
∑m
α=0 aαD
α be a linear differential operator with constant coefficients of order
m, a(ξ) =
∑m
α=0 aαξ
α its symbol and {eta(D) : t ∈ R} the group generated by it on FL2loc, according to
Theorem 4.1. Then
eta(D)
(
E
′(R)
)
⊂ E ′(R) for all t ≥ 0 (4.1)
if and only if, either m = 1 and ℜ am = 0 or m = 4k, for some k = 0, 1, 2, . . . and ℜ am < 0.
Proof. Recall that E ′(R) ⊂ FL2loc. Given u ∈ E
′(R) and t ∈ R, by Paley-Wiener-Schwartz theorem
([19, 27, 29]), eta(D)u ∈ E ′(R) if and only if, ̂eta(D)u : R → C has an analytic extension V(t,u) : C → C and
there exist constants C = C(t,u), R = R(t,u) > 0 and N = N(t,u) ∈ N such that for all z ∈ C we have
|V(t,u)(z)| ≤ C(t,u)(1 + |z|)
N(t,u)eR(t,u)|ℑ z|.
Note that ̂eta(D)u = eta(ξ)uˆ for every u ∈ FL2loc; in particular, for every u ∈ E
′(R). And by hypothesis,
C ∋ z 7→ eta(z) ∈ C is an analytic function. If u ∈ E ′(R) then ξ 7→ ̂eta(D)u = eta(ξ)uˆ has an analytic extension
C ∋ z 7→ V(t,u)(z) = e
ta(z)uˆ(z).
Now fix t ≥ 0. For z ∈ C the following estimates hold
etℜ a(z)|uˆ(z)| = |̂eta(D)u(z)| = |V(t,u)(z)| ≤ C(t,u)(1 + |z|)
N(t,u)eR(t,u)|ℑ z|
if and only if, there exist constants R, c > 0, such that eℜa(z) ≤ ceR|ℑ z| for every z ∈ C, if and only if there
exist R = R(a),M = M(a) > 0 such that ℜ a(z) ≤ R|ℑ z|, whenever |z| ≥ M , if and only if there exist
R′ = R′(a),M ′ =M ′(a) > such that ℜ(amz
m) ≤ R′|ℑ z|, whenever |z| ≥M ′.
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On the other hand, given z = ξ + iη ∈ C, with ξ, η ∈ R, we put am = α + iβ, also with α, β ∈ R. For
m ≥ 2 we have (the cases m = 0, 1 are easy as the reader may verify)
ℜ(amz
m) =

αξm + αηm + qm(ξ, η), if m = 4k for some k ∈ N
αξm − βηm + qm(ξ, η), if m = 4k + 1 for some k ∈ N
αξm − αηm + qm(ξ, η), if m = 4k + 2 for some k ∈ Z+
αξm + βηm + qm(ξ, η), if m = 4k + 3 for some k ∈ Z+,
where qm(ξ, η) is a real polynomial of degree m but without the powers ξ
m and ηm.
To finish the proof we just have to observe that:
Case m = 4k: In this case m is even, so ξm ≥ 0 and ηm ≥ 0 for all ξ, η ∈ R. If α < 0, for |(ξ, η)| large
enough, we have
αξm + αηm + qm(ξ, η) = (αξ
m + αηm)
(
1 +
qm(ξ, η)
αξm + αηm
)
≤
α
2
(ξm + ηm) < 0 < |η|.
If α > 0, given c > 0, take |(ξ, η)| large enough so that
αξm + αηm + qm(ξ, η) = (αξ
m + αηm)
(
1 +
qm(ξ, η)
αξm + αηm
)
≥
α
2
(ξm + ηm) > c|η|.
The case α = 0 is left to the reader.
Case m = 4k + 1: Suppose β > 0. For a given c ∈ N, we fix ξ ∈ R and, since m > 1 is odd, we may
choose a negative number η < 0 such that
αξm − βηm + qm(ξ, η) = η
m
(
αξm
ηm
− β +
qm(ξ, η)
ηm
)
≥
−β
2
ηm > c|η|.
Similarly, we prove for other choices of signs of α and β.
Case m = 4k + 2: Since m is even, we get ξm ≥ 0 and ηm ≥ 0 for all ξ, η ∈ R. If α < 0 then, given
c ∈ N, for η ∈ R large enough, we have
αξm − αηm + qm(ξ, η) = −αη
m
(
ξm
−ηm
+ 1 +
qm(ξ, η)
−αηm
)
≥
−α
2
ηm > c|η|.
Analogously for α > 0, with ξm in the place of ηm; and the case α = 0 is left to the reader.
Case m = 4k+3: Analogously, we have that m is odd and greater than 1. If β > 0, fix ξ ∈ R and, given
c ∈ N, for η > 0 large enough, we have
αξm + βηm + qm(ξ, η) = η
m
(
αξm
ηm
+ β +
qm(ξ, η)
ηm
)
≥
β
2
ηm > c|η|.
For the other signs of α and β, the proof follows similarly and the theorem is proved.
Remark 4.4. The last theorem provides conditions under which some differential operators generate semi-
groups on the space of distributions E ′(R). It is possible to show that if u ∈ E ′(R) and a(ξ) =
∑m
α=0 aαξ
α is
a polynomial which satisfies the conditions of Theorem 4.3 then the series of pseudodifferential operators
∞∑
n=0
tna(D)n
n!
u
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is such that, for every φ ∈ S (R) with φ̂ ∈ C∞c (R), the following “⋆-weak convergence” holds〈
n∑
k=0
tka(D)k
k!
u, φ
〉
−→
n→∞
〈
eta(D)u, φ
〉
.
This means that the approach we have considered on FL2loc might be a good attempt to extend theorems
about generation of semigroups to more general space of distributions like S ′(Rn) or even D ′(Ω).
Similarly, since L2(Rn) ⊂ FL2loc, we wonder whether a group {e
ta(D) : t ∈ R} in FL2loc lets L
2(Rn)
invariant. The next theorem give a complete characterization of the groups which do that.
Theorem 4.5. Let a(D) =
∑
|α|6m aαD
α be a linear differential operator with constant coefficients on Rn,
let a : Rn → C be its symbol and {eta(D) : t ∈ R} the group generated by it on FL2loc according to Theorem
4.1.
Then
eta(D)
(
L2(Rn)
)
⊂ L2(Rn) for all t > 0 (4.2)
if and only if
sup
ξ∈Rn
etℜ a(ξ) <∞ for all t > 0. (4.3)
Proof. It is easy to see that ̂eta(D)u = eta(ξ)uˆ for every u ∈ FL2loc and that∫
Rn
|eta(ξ)uˆ(ξ)|2 dξ =
∫
Rn
e2tℜ a(ξ)|uˆ(ξ)|2 dξ, for u ∈ L2(Rn),
so that, given u ∈ L2(Rn), eta(D)u belongs to L2(Rn) if and only if
∫
e2tℜ a(ξ)|uˆ(ξ)|2 dξ is finite.
If (4.3) holds, given t > 0 and u ∈ L2(Rn), let M = sup
|ξ|>R
e2tℜ a(ξ) then
∫
Rn
e2tℜ a(ξ)|uˆ(ξ)|2 dξ 6M
∫
Rn
|uˆ(ξ)|2 dξ <∞
and (4.2) is true.
Conversely, let us prove the contrapositive. If (4.3) does not hold, then there exist t > 0 and a sequence
(ξN )N∈N in R
n such that |ξN | → ∞ and
e2tℜ a(ξN ) >
2N
N
,
for all natural number N .
Now we take a countable collection of disjoint balls BN := B(ξN ; rN ) such that
e2tℜ a(ξ) >
2N
2N
, for all ξ ∈ BN and N ∈ N.
To do this, fix a real number r > 0 such that B(ξN ; r)∩B(ξM ; r) = ∅, which is possible since |ξN | → ∞.
By the continuity of ξ 7→ e2tℜ a(ξ) in Rn, for each N ∈ N, let r′N > 0 be such that e
2tℜ a(ξ) > 2N/(2N) for
all ξ ∈ B(ξN ; r
′
N ) and hence set rN := min{r, r
′
N}.
Let fN be defined by
fN (ξ) :=
2−N/2(
m(BN )
)1/2χBN (ξ), ξ ∈ Rn,
then by the Monotone Convergence Theorem the function f :=
∑
fN belongs to L
2(Rn), because∫
Rn
f2(ξ) dξ =
∫
Rn
(
∞∑
N=1
f2N(ξ)
)
dξ =
∞∑
N=1
∫
Rn
f2N (ξ) dξ =
∞∑
N=1
1
2N
<∞.
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We claim that eta(D)fˇdoes not belong to L2(Rn). Indeed, we apply again the Monotone Convergence
Theorem to obtain ∫
Rn
e2tℜ a(ξ)|f(ξ)|2 dξ =
∞∑
N=1
∫
BN
e2tℜ a(ξ)f2N (ξ) dξ >
∞∑
N=1
1
2N
=∞.
Hence (4.2) does not hold for u := fˇ∈ L2(Rn) and the theorem is proved.
Corollary 4.6. If a(D) is a constant coefficients m-ΨDO and its symbol ξ 7→ a(ξ) satisfies ℜ a(ξ) 6 0
whenever |ξ| is large enough, then eta(D)
(
L2(Rn)
)
⊂ L2(Rn) for all t > 0.
The last theorem says that we may replace Hille-Yosida theorem ([24]) by the condition (4.3), if we
want to show that a linear differential operator with constant coefficients is the infinitesimal generator of a
semigroup on L2(Rn). One of the great advantages of Theorem 4.5 over Hille-Yosida theorem is that some
differential operators may be infinitesimal generator of semigroups (on a Fréchet space) without fulfil the
spectral conditions of Hille-Yosida theorem (on Banach spaces).
Now we provide the result that guarantees that normed quotient spaces associated to the Fréchet space
FL2loc are complete.
Proposition 4.7. If X =
(
FL2loc, (p
∗
j )j∈N
)
then every Xj is a Banach space; more precisely, for every
j ∈ N,
Xj = FL
2
loc/(p
∗
j )
−1({0}) ≡ L2
(
B[0, j]
)
,
where B[0, j] denotes the closed ball of Rn centred at the origin and with radius j ∈ N.
Proof. By definition, if [u] ∈ FL2loc then[
[u]
]
j
:=
{
[u] + [v] : p∗j ([v]) = 0
}
=
{
[f ] ∈ FL2loc : [̂f ](ξ) = [̂u](ξ) a.e. |ξ| ≤ j
}
and ∥∥∥[[u]]j∥∥∥j = ∥∥∥[̂u]∥∥∥L2(B[0,j]).
Hence we may identify
[
[u]
]
j
to [̂u]
∣∣∣
B[0,j]
and we are done.
Finally, we apply such results to some PDEs and recognize some advantages of this theory over the
standard one.
Example 4.8 (The heat equation). Let us consider the operator
A := 1−∆: H2(Rn) ⊂ L2(Rn,C) → L2(Rn,C),
where ∆ =
∑n
j=1
∂2
∂x2
j
is the Laplacian operator in Rn.
By Henry [17], A is a sectorial operator with ℜσ(A) > 0, whence −(1−∆) generates an analytic semigroup
on L2 indicated by {e−At : t ≥ 0}. Besides, the fractional power spaces associated to A are the usual Sobolev
spaces Hs = Hs(Rn), characterized by the Bessel potentials: Hs =
{
u ∈ S ′(Rn) : (1 + 4pi2|ξ|2)s/2û ∈ L2
}
.
For t > 0 and u ∈ L2, we have by Sobolev embedding theorem (found in [1, 5, 13, 17, 27]) that
e−Atu ∈
⋂
s∈R
Hs ⊂ C∞(Rn),
so that the solutions of the problem {
ut +∆u = u, t > 0
u(0) = u0 ∈ L
2 , (4.4)
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in the sense of [17, 24], are C∞ functions in the variable x ∈ Rn, instantaneously for positive time.
On the other hand, the map ξ 7→ a(ξ) = −(1 + 4pi2|ξ|2) is the symbol of the pseudodifferential operator
a(D) = −(1 − ∆) : FL2loc → FL
2
loc, whence L
2 is left invariant (according to Theorem 4.5) by the group
{e−t(1−∆) : t ∈ R} generated by a(D) on FL2loc, according to Theorem 4.1.
Finally, if u ∈ FL2loc then
̂e−t(1−∆)u = eta(ξ)uˆ, for every t > 0,
and as in page 34 of Henry [17], if u ∈ L2 then
ê−tAu = eta(ξ)uˆ, for every t > 0,
so that both semigroups coincide on L2; that is, the group generated on FL2loc(R
n) extends the semigroup
generated on the Hilbert spaces. Thus the solution of the heat equation on FL2loc(R
n) for all t ∈ R extends
the standard solution on Hilbert spaces for t > 0. And hence we are able to solve the heat equation (4.4)
backwards in time for any initial data u0 ∈ L
2 ⊂ FL2loc.
Essentially, for u0 ∈ L
2(RN ), the regularity of e−tAu has three stages indexed by the time parameter:
• for t < 0, e−t(1−∆)u0 ∈ FL
2
loc, that is, the solution backwards belongs to a space of very low regularity;
• if t = 0, there is nothing to add, u0 belongs to L
2; and
• for t > 0, e−t(1−∆)u0 ∈ C
∞, that is, the solution are very regular forwards.
Hence it has been suggested that the change of regularity on t ∈ R is quite radical: from the space of
distributions FL2loc on negative times to L
2 on t = 0 and then to C∞ instantaneously for positive time. The
exponential factor e−t(1+4pi
2|ξ|2) in ̂e−t(1−∆)u = e−t(1+4pi
2|ξ|2)û0 explains how the regularity of the solution of
Heat Equation responds to the time parameter, since∫
RN
e−2t(1+4pi
2|ξ|2)(1 + |ξ|)2Mdξ <∞, for t > 0 and any M ∈ N,
and
lim
|ξ|→∞
e−2t(1+4pi
2|ξ|2)(1 + |ξ|)2M =∞, for t < 0 and any M ∈ N.
Example 4.9 (The derivative operator on R). Consider the Cauchy problem{
ut = ux, t ∈ R
u(0) = u0 ∈ C
∞
in the phase space C∞(R,C), which is a Fréchet space, as seen before.
We shall analyse the generation of a uniformly group on a dense subspace of C∞, without using the
generation theorem. This is quite particular to this equation.
Let C∞
exp
be the set of all functions φ ∈ C∞ such that, for every m ∈ Z+ and j ∈ N, there exists a constant
M =M(φ,m, j) > 0 such that
sup
n∈N
p(m,j)
(
M−n
dn
dxn
φ
)
= sup
n∈N
sup
|x|6j
∣∣∣∣M−n dn+mdxn+m φ(x)
∣∣∣∣ <∞.
The index “exp” refers to the fact that the exponential of the derivative operator is well defined there.
Proposition 4.10. If φ ∈ C∞
exp
then φ is a real analytic function and
d
dx
φ ∈ C∞
exp
.
Moreover,
a) C∞
exp
is a dense subspace of C∞(R);
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b) the partial sums SN :=
N∑
n=0
tn
n!
dn
dxn
φ converges in C∞(R) to a function in C∞
exp
, for every φ ∈ C∞
exp
and
t ∈ R; its limits is denoted by et
d
dxφ;
c) et
d
dx : C∞
exp
→ C∞
exp
is well defined and is a bounded linear operator and hence et
d
dx ∈ L
(
C∞(R)
)
by
density;
d) the family of operators {et
d
dx : t ∈ R} is a linear uniformly continuous group on C∞(R) such that(
et
d
dxφ
)
(s) = φ(s+ t), for every s ∈ R.
Proof. By definition, for every t ∈ R and s0 ∈ supp φ, we have sup|s|6j
∣∣φ(n)(s)∣∣ 6 M(φ, j)n+1, for every n,
and (
et d/dxφ
)
(s0) =
∞∑
n=0
tn
n!
φ(n)(s0),
so
∣∣∣∣ 1n!φ(n)(s0)
∣∣∣∣1/n 6 (Mn+1n!
)1/n
R
−→
n→∞
0. Hence, for every s ∈ supp φ,
(
et d/dxφ
)
(s) =
∞∑
n=0
tn
n!
φ(n)(s) = φ(s+ t) (4.5)
and the series has an infinite convergence radius.
Also, if |x| 6 j then∣∣∣∣ dn+mdxn+m φ′(x)
∣∣∣∣ =M(φ,m+ 1, j)n ∣∣M(φ,m+ 1, j)−nφn+m+1(x)∣∣ 6Mn sup
n
p(m+1,j)
(
M−nφ(n)
)
,
whence φ′ belongs to C∞exp.
To prove item a), first note that x 7→ e−x
2
belongs to C∞exp, by choosing M(m, j) = 2j. Now we claim
that if φ ∈ C∞exp and f ∈ C
∞
c (R) then φ ∗ f ∈ C
∞
exp. Indeed, for |x| 6 j, we get∣∣∣∣ dn+mdxn+m (φ ∗ f)(x)
∣∣∣∣ 6 ∫
B(0,R)
∣∣∣∣ dn+mdyn+mφ(y)
∣∣∣∣ |f(x− y)| dy = c(φ, f,m, j)M(φ, f,m, j)n,
where the integer R = R(f, j) is chosen so that R > d(0, supp f) + j.
Recall that if ψ ∈ L1(R,C) with
∫
ψ = a, and f ∈ L∞(R,C) is continuous on an open set U ⊂ R, then
f ∗ ψt
t→0
−→
R
a f uniformly on compact sets of U , where ψt(x) = t
−1ψ(t−1x), for t > 0. See Follland [13].
In particular, set ψ(x) := pi−1/2e−x
2
and f ∈ C∞c (R). For every pair (m, j) we have
p(m,j)(f ∗ ψt − f) = sup
|x|6j
∣∣f (m) ∗ ψt(x) − f (m)(x)∣∣ t→0−→
R
0,
and then every f ∈ C∞c (R) can be approximated by functions f∗ψt ∈ C
∞
exp in the topology of
(
C∞(R), (p(m,j))
)
.
Since C∞c (R) is a dense subspace of C
∞(R), we are done.
To prove item b), we just have to verify that
(
p(m,j)(SN )
)
N∈N
is a Cauchy sequence in R, for every pair
(m, j). Indeed, for M > N ,
p(m,j)(SM − SN ) 6
M∑
n=N+1
tn
n!
p(m,j)
(
φ(m)
)
6
M∑
n=N+1
(tM)n
n!
sup
n
M−n p(m,j)
(
φ(m)
) N,M→∞
−→
R
0.
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Finally, if φ ∈ C∞exp and |x| 6 j, we have∣∣∣∣ dn+mdxn+m (et d/dxφ)(x)
∣∣∣∣ 6 ∞∑
k=0
tk
k!
c(φ,m, j)Mk+n = cMn etM ,
so that et d/dxφ ∈ C∞exp.
Clearly, φ 7→ et d/dxφ is linear and, for (m, j) ∈ Z+ × N, we have
p(m,j)
(
et d/dxφ
)
= sup
|x|6j
∣∣∣∣ dmdxmφ(t+ x)
∣∣∣∣ 6 sup
|x|6j+⌈|t|⌉
∣∣∣∣ dmdxm φ(t+ x)
∣∣∣∣ = p(m,j+⌈|t|⌉)(φ),
where ⌈|t|⌉ denotes the smallest integer greater than |t|.
Therefore, by (4.5), the last two items are proved at once.
Example 4.11 (The i derivative operator on R). The operator
i
d
dx
: H1 ⊂ L2(R,C) → L2(R,C),
does not fulfil the spectral conditions of Hille-Yosida Theorem, because R ⊂ σ(id/dx); consequently it cannot
generate a semigroup on L2 in the sense of this theorem.
However, i ddx is a pseudodifferential operator and a(ξ) = −2piξ is its symbol, so by Theorem 4.5 we obtain
the semigroup {eitd/dx : t ≥ 0} on L2(R).
Example 4.12 (The bi-Laplacian operator on R). By Theorem 4.3, the operator − d
4
dx4 has the property
that e−t
d4
dx4 u ∈ E ′(R) whenever u ∈ E ′(R) and t ≥ 0.
5 Final Comments
It is known that if X is a Banach space and A : X → X is a bounded linear operator then the exponential
of A is well defined as a bounded linear operator, exp(A) : X → X , and may be used to solve the Cauchy
problem {
ut = Au, t ∈ R
u(0) = u0
.
Essentially, if X is a Fréchet space, we have recognized which strong compatibility a bounded operator A
is required to have so that such resolution still works. Moreover, the approach presented extends naturally
the standard theory of generation of uniformly continuous groups and may be applied to pseudodifferential
operators with constant coefficients A = a(D) defined in a Fréchet space of distributions, namely FL2loc(R
n),
which contains L2 and E ′. We have established criteria to identify whether the semigroup generated by a(D)
acts on these subspaces and analysed the regularization of initial data backwards and forwards by the solution
group of the heat equation on FL2loc, which coincides with the standard solution semigroup on Hilbert spaces
for positive times.
The strong connection with the usual theory on normed spaces and the results achieved have convinced
us that we may consider hyperbolicity (see [2]), semilinear problems, generation of analytic semigroups, non-
autonomous linear operators (that is, to consider linear operators A = A(t) depending on t) and spectral
theory for Fréchet spaces as well.
Moreover, Remark 4.4 suggests our approach leads to a new theory of generation of (semi)groups on
spaces of distributions and then to the solution of a larger class of linear evolution problems; also, for those
problems we already have solved in Banach spaces, it allows us to set a much more singular initial data.
As seen in Example 4.8, the theory we presented already explains partially the regularization process
which the exponential of the Laplacian operator performs; and it is partial in the sense that it only recognizes
three stages of this process. To be more precise, if u0 ∈ L
2 then e−t(1−∆)u0 ∈ FL
2
loc for t < 0, that is,
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the backwards solution belongs to a space of very low regularity, and this is everything we can say about
it for now; e−t(1−∆)u0 = u0 ∈ L
2 for t = 0; and e−t(1−∆)u0 ∈ C
∞ for t > 0. We believe that a complete
explanation for this phenomena might be provided by a theory of generation of semigroups on spaces of
distributions. We mean, if we identify, for every t ∈ R, which space of distribution the object e−t(1−∆)u0
belongs to, then the phenomena mentioned before will be satisfactorily explained.
Besides, we know that the inclusion of
(
L2, ‖ · ‖L2
)
into FL2loc is continuous thanks to the Plancherel
theorem. As for E ′, it is not clear how its original topology is related to its topology as subspace of FL2loc.
Our future aims concerns all these subjects.
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