We propose a Gaussian ensemble as a description of the long-time dynamics of isolated quantum integrable systems. Our approach extends the Generalized Gibbs Ensemble (GGE) by incorporating fluctuations of integrals of motion. It is asymptotically exact in the classical limit irrespective of the system size and, under appropriate conditions, in the thermodynamic limit irrespective of the value of Planck's constant. Moreover, it captures quantum corrections near the classical limit, finite size corrections near the thermodynamic limit, and is valid in the presence of non-local interactions. The Gaussian ensemble bridges the gap between classical integrable systems, where a generalized microcanonical ensemble is exact even for few degrees of freedom and GGE, which requires thermodynamic limit. We illustrate our results with examples of increasing complexity.
The far from equilibrium dynamics of isolated manybody systems with many nontrivial integrals of motion attracted considerable attention as such dynamics have been recently realized in several experiments [1] [2] [3] [4] [5] [6] [7] . In particular, it has been conjectured that the infinite time averages of various observables for a system evolving with a time-independent HamiltonianĤ are described by the Generalized Gibbs Ensemble (GGE) [8] :
whereĤ i is a complete (in some yet unspecified sense) set of integrals of motion forĤ, the second equation relates β i to expectation values h i of the integrals in the initial state, and C is a normalization constant. A key difficulty with quantum GGE stems from the absence of an accepted well-defined notion of quantum integrability. As a result, GGE is strictly speaking unfalsifiable. For example, it was initially shown to fail for the 1D XXZ spin chain [9] [10] [11] , but later studies [12, 13] cured this by adding new integrals of motion in Eq. (1) . In contrast, classical integrability is well-defined [14] . Moreover, the microcanonical version of GGE -Generalized Microcanonical Ensemble (GME) is exact for a general classical integrable Hamiltonian H(p, q) [14, 15] ,
where q = (q 1 , . . . , q n ) and p = (p 1 , . . . , p n ) are the generalized coordinates and momenta and H k (p, q) are the integrals of motion. The time evolution of any dynamical variable (observable) O(t) ≡ O(p(t), q(t)) is obtained by evolving with H(p, q) starting at t = 0 and h k is the initial value of H k (p, q). Note that unlike the microcanonical distribution for a nonintegrable Hamiltonian or GGE, Eq. (3) holds for any number of degrees of freedom n and arbitrary interactions, i.e. does not require thermodynamic limit. In some sense, classical integrable dynamics are more ergodic, but in a restricted part of the phase-space cut out by the integrals of motion. What can play the role or replace the microcanonical ensemble for a quantum integrable system with arbitrary particle number? More preciesly, how to quantize Eqs. (2) and (3), i.e. what is a suitable density matrixρ that turns into Eq. (2) in → 0 limit? To what extent does it describe the quantum dynamics and how does it compare to GGE? These are the questions we address in this paper. We propose a multivariable Gaussian inĤ i as an appropriateρ and show that it has several remarkable features. In particular, it provides quantum corrections to Eq. (2) at any particle number, i.e. a semiclassical approximation to the exact density matrix. It further yields finite size correction to GGE and is expected to work well in systems with long-range interactions, see also Fig. 1 .
In the case of Gibbs or Generalized Gibbs distributions, one can simply replace H(p, q) or H k (p, q) with the corresponding operators. This does not work for Eq. (2), because the average of a product ofĤ i with so constructed density matrix is equal to the product of averages, which is not the case for a typical quantum state. Therefore, to reproduce various time averages, we need to broaden the delta-functions in Eq. (2) .
It is natural to proceed by analogy with the usual quantum microcanonical ensemble and to replace the right hand side of Eq. (3) with an equal weight average over all eigenstates |n ofĤ i ,
sufficiently close to quantum expectation values h i = Ĥ i 0 of the integrals in the initial state [16, 17] . The problem is that E (n) i are generally discrete, while h i can be anywhere in between. For example, integrals of motion for a collection of noninteracting fermions are their occupation numbers taking values 0 and 1, while their expectation values are arbitrary numbers ranging from 0 to 1. As a result, it is not always possible to find even a single eigenstate sufficiently close to the prescribed set of h i . This problem can perhaps be Classical GME (all interac0ons and system sizes) GGE (short-range) (4) is exact. By design it converges to the classical GME (2) when → 0. The latter is a rigorous theorem in classical mechanics valid for a general integrable system at any number of degrees of freedom. The Gaussian ensemble contains GGE as a particular case and therefore holds whenever GGE does (e.g. for short-range interactions and system size L → ∞). It is also valid for models where mean-field is exact due to large interaction range r.
resolved for a certain class of models in the thermodynamic limit through coarse-graining or suitable redefinition of the integrals [16] [17] [18] . However, in other integrable models there seems to be no simple, well-motivated remedy even at large particle number. We consider one such example below -interaction quenches in the BCS model, where there are no eigenstates reasonably close to h i (see Fig. 4 ). In any case, since Eq. (3) is valid for any n, we are looking for a model-independent approach uniformly applicable at any particle number.
Instead, we propose broadening δ-functions in Eq. (2) directly. Specifically, we consider a Gaussian ensemblê
where parameters µ i and Σ ij are fixed by first and second moments of the initial conditions
i.e.ρ G by design reproduces exact first and second order correlation functions of conserved quantities. Note also that whenĤ i have unbounded and continuous spectra, µ i = H i 0 and Σ is the covariance matrix,
It turns out that this ensemble has a number of significant advantages over various alternatives. First, it converges to Eq. (2) and therefore is exact in the classical limit for any number of degrees of freedom. Indeed, in this limit Ĥ iĤj 0 = Ĥ i 0 Ĥ j 0 and spectra ofĤ i are continuous. Therefore, a product of δ-functions solves Eqs. (5) and (6) and, assuming the solution is unique, we arrive at the above statement. Moreover, we find that not only Eq. (4) is exact in → 0 limit, but it also captures the leading quantum correction (∝ ), at least in all examples we studied. Higher order corrections, however, do not necessarily agree (see below). For this reason, we also expect the Gaussian ensemble to be exact for models with long-ranged interactions in the thermodynamic limit, such that the mean-field is exact effectively rendering such models classical.
Second, the Gaussian ensemble contains GGE as a particular case (when the coefficients at the bilinear inĤ i terms in the exponent in Eq. (4) vanish) and therefore always works as well as or better than GGE. Furthermore, we find that averages withρ G converge to exact infinite time averages faster than for GGE with increasing system size. For example, in a 1D fermion model on L sites we analyze below, the convergence is 1/L 2 for the Gaussian ensemble and 1/L for GGE. Now suppose the only integral is the total energy and the Eigenstate Thermalization Hypothesis (ETH) holds, i.e. expectation values of observables in an eigenstate are functions of the corresponding eigenenergy only [19] . Then, the Gaussian (unlike Gibbs or microcanonical) ensemble reproduces not only time-averaged expectations but also fluctuations of global and local observables, since these quantities depend on energy and its fluctuation only [20] . Fluctuations in turn enter various Kubo response coefficients, fluctuation-dissipation and other thermodynamic relations. Similarly, the multivariable Gaussian (4) correctly predicts expectations and fluctuations of observables satisfying the generalized ETH [16] in any integrable system. Lastly, Eq. (4) is modelindependent and well-defined for any spectra ofĤ i with no need to choose a measure of closeness of eigenstates to the prescribed set of expectation values h i .
Of course, one can consider other representations of δ-functions in Eq. (2) and include more parameters to match higher order moments of {Ĥ i }. However,ρ G is sufficient for many purposes as outlined above and as we will see in the examples below. Our proposal also does not fully resolve the difficulty with the notion of quantum integrability mentioned in the first paragraph. However, it in part bypasses this issue in models with smooth integrable classical limit, such as e.g. BCS-Gaudin model considered below. In such cases, we can rely on the well-defined concept of classical integrability and Eq. (4) makes good sense due to its connection to the rigorous result (3) for classical integrable systems. In the absence of a sound quantum definition, this route via classical integrability is useful for making unambiguous statements about general properties of quantum systems believed to be integrable. For example, Ref. 21 uses this approach to derive energy level statistics in such systems. In what follows we consider several specific examples to illustrate the above points.
Convergence to classical GME. Perhaps, the simplest quantum system with a transparent classical limit is the 1D harmonic oscillator in a coherent state. In this case, we find that the discrepancy between exact infinite time averages and the Gaussian ensemble expectation values of observables is of order 2 [22] . For example,
whereΛ = ωn,n is the number operator and E 0 is the classical energy. Next, we look at two-spin Gaudin magnets (see below for larger number of spins) -two interacting spins of arbitrary magnitudes (S 1 , S 2 ) in a magnetic field,
Let us designateĤ 1 as the Hamiltonian to generate quantum dynamics, though both Gaussian ensemble and infinite time averages are the same for a generic linear combination ofĤ 1 andĤ 2 . Classically (when spins become angular momenta variables), this is an integrable system with two degrees of freedom. There are five independent parameters inρ G to be fixed by two first and three second moments ofĤ 1 andĤ 2 . We start the dynamics from |ψ(0) = |σ 1 ⊗|σ 2 , where |σ i=1,2 is a spin coherent state characterized by a direction (θ i , φ i ) in which the projection ofŜ i is maximal. We choose coherent initial states for the ease of visualizing dynamics in the classical limit, since they correspond to individual points in the phase-space. However, other initial states are equally good. For an observable, we pickŜ z 1 , arbitrarily set (θ 1 , φ 1 ) = (0.5π, 0.5π), (θ 2 , φ 2 ) = (0.3π, 0), γ = 1, and choose B = γS 2 , so that the effects of the magnetic field and interaction on the first spin are comparable.
We consider two cases: S 1 = S 2 and S 1 = 1/2 at increasing S 2 . The classical limit (for the second spin) is → 0, S 2 → ∞, while keeping S 2 = const. Therefore, terms of order 1/S k 2 are of order k . Fig. 2 shows the difference Ŝ z 1 G − Ŝz 1 ∞ between the Gaussian ensemble and infinite time averages as a function of S 2 . In the first case, the system becomes truly classical as S 1 = S 2 → ∞ and the discrepancy (in Ŝ z 1 = finite) is of order 2 . We see that the Gaussian ensemble indeed captures the main quantum correction of order . Somewhat surprisingly, the agreement is even better in the second case, when the first spin stays quantum. Here at large S 2 the difference goes as 1/S 3 2 , i.e. the discrepancy is of order 3 . Comparison with GGE. To compare with GGE at increasing system size, we analyze quenches in a freefermion system, where GGE is exact in the thermody- 
(color online) Mismatch between ensemble (Gaussian and GGE) and infinite time averages in a three-point correlation function of the lattice site occupation numberni for the free-fermion model (10) with Q = π/3 as a function of the chain length L. We normalize by the first cumulant, which is the same for both ensembles. The time evolution is due to a quench from φ, V1, V2 = 0 to φ = 0.3, V1 = 1.5, V2 = 1.0. The mismatch vanishes as L −1 for GGE and as L −2 for the Gaussian ensemble. The latter thus captures the leading finite size correction (∝ L −1 ) to the thermodynamic limit.
whereĉ j annihilates a fermion at site j,n j =ĉ † jĉ j , and Q = 2π/M is a commensurate modulation. We impose j"ens ! "1j="1 (1) and ∆ (2) , of the BCS order parameter (14) .
a periodic boundary condition and choose M = 6 (L is a multiple of M ). We prepare the system in the ground state ofĤ with φ = V 1 = V 2 = 0 at half filling and quench to nonzero φ, V 1 , and V 2 . This mixes M single-particle eigenstates in the pre-quench Hamiltonian. The parameter φ breaks the time-reversal symmetry and V 1 , V 2 break the particle-hole symmetry thus removing all symmetry protected degeneracies in the single-particle spectrum. Natural integrals of motion are mode occupation numbers of the post-quench Hamiltonian. Since GGE by construction captures averages of all single-particle occupation numbers and Gaussian ensemble -those of all their linear and bilinear combinations, they exactly reproduce the time average of single-body and two-body observables, respectively, for any L [22] . Therefore, we study a three-body correlation function n 1n2n3 . In Fig. 3 , we plot the difference between the infinite time and ensemble averages normalized by the first cumulant n 1 n 2 n 3 . We see that the GGE approaches the thermodynamic limit L → ∞ as 1/L as expected [17, 23, 24] while the Gaussian ensemble -as 1/L 2 as anticipated above [22] . In addition to faster approach, the Gaussian ensemble result agrees with the time average better at any given L by orders of magnitude.
Long-range interactions. Our last example is the BCS model [25] on N single-particle levels i . In terms of Anderson pseudospin-1/2 operators [26] ,
As usual, we write the BCS coupling constant as g = λδ [27, 28] , where δ is the mean spacing between i 's and λ is the dimensionless BCS coupling strength. The integrals of motion of the BCS Hamiltonian are Gaudin magnets [29, 30] (central spin models),
It is straightforward to verify that the total z-projection
z is conserved. This model has several interesting features in addition to being the celebrated BCS model of superconductivity. First,Ĥ i are conserved for any (even unequal) spin magnitudes S i , not just S i = 1/2, i.e. the model is integrable (whatever this means in the quantum case) for arbitrary S i . It is therefore one of the few models where one can gradually go from extreme quantum to purely classical while maintaining integrability. In the classical limit, when spins become angular momenta variables and commutators turn into Poisson brackets, H BCS is integrable in the strict classical sense [31, 32] and Eq. (3) holds. Thus, the Gaussian ensemble (4) has a good foundation. On the other hand, the range of interactions in Eq. (11) is infinite andĤ i are not additive. So, there is no obvious justification [33] for a factorizable exponential form of the density matrix in Eq. (1).
We perform a sudden interaction quench λ in → λ fn , i.e. we evolve withĤ BCS (λ fn ) starting from the ground state at λ in . In numerics, we take N = 2K, S z = 0, λ in = 0.5, and λ fn = 2.0. The single-particle spectrum is i = 2i/(N − 1) + η i , where η K = η K+1 = 0.1 and η i = 0 for i = K, K + 1 [34] . Precise choice of the parameters is unimportant as long as the initial state is not dominated by just a few eigenstates ofĤ BCS (λ fn ). Otherwise, Gaussian ensemble becomes effectively exact as it has enough parameters to match all |c n | 2 in time aver-
nn , where c n are the coefficients in the decomposition of the initial state into the eigenstates ofĤ BCS (λ fn ). This is not a problem for large N , but for N ≤ 12 we need to choose λ in and λ fn carefully to satisfy this condition. We use exact numerical diagonalization to construct the Gaussian ensemble, GGE, and determine |c n | 2 for N ≤ 16. The main challenge turns out to be solving for the Gaussian ensemble and GGE parameters, not obtaining the eigenstates.
Our attempts to construct an equal weight ensemble failed as we were unable to find even a single eigenstates with eigenvalues E (n) i ofĤ i sufficiently close to their expectation values h i = Ĥ i 0 in the initial state. For example, in Fig. 4(a) we show the minimum distance between E (n) i and h i ,
where
and h i grow as N . We see that D is comparable to the average h i = N −1 i h i and by far exceeds the smallest |h i |. Moreover, D/N does not appreciably decrease with increasing N between N = 12 and 16, even though available N are too small for a reliable conclusion. Now let us compare the Gaussian ensemble and GGE to the quench dynamics. We look at two versions of the BCS order parameter suitable for a system with fixed particle number (fixed S z ) [28] ,
where N ↑ is the number of up spins, N ↑ = N/2 for S z = 0. Fig. 4(b) shows the normalized difference between ensemble averaged ∆ (i=1,2) for both ensembles and the infinite time average [performed before taking square roots in Eq. (14)] as a function of N . The difference is of order 10 −2 − 10 −3 with an overall decreasing trend with increasing N for either ensemble for both definitions of the order parameter. The mismatch is significantly smaller for the Gaussian ensemble for all N .
It is well-known that mean-field becomes exact for the BCS model in N → ∞ limit due to infinite interaction range [26, 35, 36] . Mean-field is equivalent to replacing quantum spin-1/2s with classical spins [26, 31, 32] in the Hamiltonian (11) and integrals of motion (12) . On the other hand, we know that Gaussian ensemble (4) is exact in the classical limit. Thus, we expect it to become exact for the BCS dynamics in the thermodynamic limit. The parameter controlling finite size corrections to mean-field is δ/∆ 0 , where ∆ 0 is the ground state gap. This parameter therefore plays the role of . If the Gaussian ensemble captures the leading quantum correction of order to the classical limit as in previous examples, the discrepancy between ensemble and infinite time averages should go as (δ/∆ 0 ) 2 ∝ N −2 . In conclusion, we proposed the multivariable Gaussian ensemble (4) as a quantum extension of exact classical GME (2). Our proposal stems from the classical definition of integrability thus largely bypassing difficulties associated with the absence of a sound widely accepted quantum notion. It is well and uniformly defined for any quantum system. It is exact in the classical limit and provides corrections of order to this limit at any particle number as well as finite size corrections to GGE whenever GGE holds. Further, we expect the Gaussian ensemble to become exact for models with long-range interactions in thermodynamic limit (as long as mean-field becomes exact). In this paper, we also analyzed two simple one-and two-body models and two many-body models to support these statements.
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(S15)
) and we include the zero point energy ω/2 into µ. The classical limit is
In this limit, sums in Eqs. (S15) and (S16) turn into integrals resulting in µ = E 0 and σ = ω|z|. We see that σ → 0, ωn → E andρ G → Cδ(E − E 0 ), i.e. we recover the classical microcanonical ensemble. Now let us demonstrate that the Gaussian ensemble captures the leading quantum correction to infinite time averages. We restrict ourselves to powers of the number operator,n k = (â †â ) k , where k is a nonnegative integer. Note that expansion in is equivalent to the expansion in 1/|z| 2 , see Eq. (S17). The infinite time average is
where we used the fact that | z|n | 2 = |z| 2n e −|z| 2 /n! is a Poisson distribution with parameter |z| 2 whose k th factorial moment, i.e. the expectation value ofn(n − 1) . . . (n − k + 1), is |z| 2k , which is straightforward to verify directly. Next, we evaluate the Gaussian ensemble averages. Let n 0 = µ/( ω) and s = σ/( ω). We begin by showing that corrections to the classical answer n 0 = s 2 = |z| 2 as |z| 2 → ∞ are exponentially small (∝ e −|z| 2 = e −E0/ ω ) and therefore can be neglected when calculating corrections of order . Eq. (S15) becomes
Observe the following relation for any nonnegative integer k as n 0 , s, and n 0 /s tend to infinity,
where we obtained the last relation by integrating by parts. Therefore, we can extend summations in Eq. (S19) from [0, ∞) to (−∞, ∞) with an exponentially small error, i.e.
Similarly, we derive s 2 = |z| 2 up to an exponentially small error. Therefore, the Gaussian ensemble expectation value is
We evaluate the sums involved using the Poisson summation formula,
The saddle-point analysis of the integrals on the r.h.s. shows that the contribution of p = 0 terms is suppressed by a factor e −2π 2 |z| 2 , i.e. it is sufficient to keep only the p = 0 term,
where we changed the variable x = y + 1 in the integral and evaluated it with a simple version of the saddle-point method. Thus,
Comparing Eqs. (S18) and (S25), we see that they agree up to terms proportional to . In other words, Gaussian ensemble reproduces the leading term and the first quantum correction.
This agreement, however, does not extend to terms of order 2 and higher. Consider, for example,n 3 . The exact infinite time average follows from the first three factorial moments mentioned above
To obtain the Gaussian ensemble, we evaluate the integral in the first equation in (S24) for k = 3 and k = 0,
where the error arises from |z|
2 /2 , which we estimated via repeated integration by parts. Therefore, there is a discrepancy of order 2 . For instance, since q 6 = (5/2)( /mω) 3 n 3 + expectation values of lower powers ofn that are captured exactly by construction, the discrepancy in the third order cumulant of q 2 between the Gaussian ensemble and exact infinite time averages is 2.5( /mω) 3 |z| 2 = 2.
CALCULATION OF THREE-BODY OBSERVABLES IN THE FREE-FERMION MODEL
In the main text, we compared GGE and the Gaussian ensemble for quenches in a free-fermion model
with periodic boundary conditions and Q = 2π/M with integer M , such that L is a multiple of M . The pre-quench HamiltonianĤ in has φ = V 1 = V 2 = 0 and is therefore diagonal in the momentum basis,
Due to our choice of the modulation wavenumber Q = 2π/M , the quenched HamiltonianĤ fn mixes momenta k, k + Q, k + 2Q, . . . k + (M − 1)Q only among themselves. It is convenient to introduce a two-index momentum notation that reflects this property:ĉ k →ĉ q,α , where q = 2π/L, 4π/L, . . . , 2π/M , α = 0, 1, . . . , M −1, and k = q +αQ. The quenched Hamiltonian splits into L/M independent sub-Hamiltonians (sectors)
where h q α,β is an M × M matrix,
Diagonalizing h q , we obtain single-particle energies (q) = (U q ) −1 h q U q and new fermion operatorsb q,γ =
γ,βĉ q,β . The conservation laws are mode occupation numbersN q,γ . The GGE and Gaussian ensemble density matrices arê
where we usedN q,β =N 2 q,β to absorb the linear inN q,β terms in the definition ofρ G into the quadratic part. We are interested in the three-point correlation function of the lattice site occupation number
Therefore, we need to evaluate the following average:
with respect to the time-evolved state of the system as well as Gaussian ensemble and GGE. The time-evolution is
where . . . t is the expectation value at time t. The infinite time average is nonzero only for terms with zero phase factor, i.e. when (q,
Since we removed time-reversal and particle-hole symmetries, there are no degeneracies in the single-particle spectrum as well as no two-particle and threeparticle resonances. Consequently, the time average is zero unless the double indices on creation and annihilation operators are pairwise equal, i.e. the set {(q, α ), (v, γ ), (p, ζ )} is a permutation of {(k, β ), (u, δ ), (s, η )}. Therefore, only terms that can be cast into the form N q,αNr,βNs,γ t = N q,αNr,βNs,γ 0 survive. The same holds for expectation value (S37) evaluated in any eigenstate ofĤ fn and hence for both ensemble averages. Thus,
where R qrs αβγ are coefficients of order one and . . . ens stands for the average with respect to either ensemble. Becauseρ GGE in Eq. (S32) is a (tensor) product of functions of individual occupation numbers [S1],
as long as no two occupation number operators, i.e. pairs of indices coincide, {q, α} = {r, β} = {s, γ} and {q, α} = {s, γ}. Since occupation numbers in different sectors are uncorrelated in the initial state, the same factorization holds for N q,αNr,βNs,γ 0 if q, r, s are distinct. For most remaining terms, when q = r (but α = β) or q = s (but α = γ) or r = s (but β = γ), the GGE and initial state averages do not necessarily agree. In other words, GGE fails to capture the correlations between different occupation numbers within the same sector. Since the number of such terms(∝ number of pairs of sectors) is of order (L/M ) 2 ∝ L 2 , n jn n m ∞ − n jn n m GGE ∝ 1/L at large L (M is fixed). Similarly, the Gaussian ensemble automatically matches N q,αNr,βNs,γ 0 for distinct q, r, s and for q = r = s, q = r = s, q = s = r, but not for q = r = s (except when two of the indices α, β, γ are equal). In other words, it reproduces two-body, but not three-body correlations between occupation numbers in the initial state. The number of q = r = s terms is proportional to L, so n jn n m ∞ − n jn n m G ∝ 1/L 2 . This behavior with the system size L is in agreement with Fig. 3 in the main text for both ensembles. The fact that the Gaussian ensemble is exact for oneand two-point correlation functions of lattice site occupation numbers forced us to consider three-point functions.
Computing initial state and ensemble averages Another implication of Eq. (S40) is that we need not determine the Lagrange multiplies λ q,α for GGE in Eq. (S32), since GGE averages reduce to expectation values of single mode occupation numbers N k,α 0 in the initial state.
We do however need N k,α 0 and we also need N p,αNq,β 0 in Eqs. (S33) to construct the Gaussian ensemble,
N p,αNq,β 0 = 0| 
where {gr} is the set of momenta occupied in the ground state of the pre-quench Hamiltonian.
To construct the Gaussian ensemble, we have to solve the last two equations in (S33) for σ pα,qβ . Since N p,αNq,β 0 = N p,α 0 N q,β 0 for p = q in the initial state, we set σ pα,qβ = 0 for p = q. Then,ρ G is a tensor product over different 
