Abstmcr-Semidefinite pmgrams derived fmm the KalmanYakubovich-Popov lemma are quite common in contml and signal processing applications. The programs are often of high dimension making them hard or impossible to solve with general-purpose solven. KYPD is a customized solver for KYP-SDPs that utilizes the inherent structum of the optimization problem thus impmving efficiency significantly.
INTRODUCTION
Solving semidefinite programs derived from the KalmanYakubovich-Popov lemma is quite common in control and signal processing. In fact, some of the most important applications of SDPs in control involve KYP-SDPs. A far from complete list of applications include linear system design and analysis [I] , [2] , robust control analysis using integral quadratic constraints [31, [41, [SI, [6] , quadratic Lyapunov function search [7] and filter design [XI.
In applications the size of the SDP is often very large making it hard or even impossible to solve with generalpurpose software. However, the KYP-SDP has a very special structure that may be exploited to make efficient solvers. KYPD [9] is developed in YALMIP [IO] and first utilizes the KYP-SDP structure to form an SDP with fewer variables. Then KYPD calls a general-purpose solver to actually solve the SDP This solver can be any of YALMPs interfaced primal-dual SDP-solvers, e.g. SeDuMi [ I I] or SDFT3 [IZ]. KYPD is also one of YALMIF's solvers.
There are other efficient solvers for KW-SDPs. They are based on cutting plane methods [131, [141, [151, [161, interior-point whith A E Rnxn, B E Rnxm, C , P E S" and Mk E Sn+"', I; = 0,1,. 
is a special case of the constraint with the size of A being 0 x 0. Thus, in a general case, we can handle a mixture of KYP constraints and standard M I S . At the moment KYPD cannot handle the temi (C, P ) in the objective function but this will be possible in the next version of the solver.
Before solving a KYP-SDP some preprocessing of the problem may be highly desirable or even necessay. The problem can in some cases be replaced by a reduced order equivalent problem resulting in a shorter computational time. Preprocessing can also lead to improved numerical conditioning of the problem. In Section II we declare what assumptions are usually made for KYP-SDPs, in Section UI we explain the ideas behind the solver KYPD, in Section IV we show what preprocessing can be done if the assumptions are not fulfilled, in Section V it is shown how to use KYPD to solve semidefinite programs similar to KYP-SDPs, hut with other stability regions, in Section VI we compare some solvers for KYP-SPDs, in Section VlI possible future work is presented, and finally in Section Vm some conclusions are given.
ASSUMPTIONS
A common assumption is that the pair (A, B ) is controllable. This implies that the operator F bas full rank, [ZO] .
To see this we fi-rst notice that P will not change if we apply feedback, A = A -BL. The operator is transformed as (2) As the pair (A, B ) is controllable we can chose A Hunvitz.
If the operator is equated with zero the (I,l)-block of the operator reads
A T P + P A = O
Because A is Hunvitz this implies that P = 0. Since the feedback can be interpreted as a congruence transformation on the operator we hnve shown that F ( P ) = 0 implies P = 0, i.e. the operator bas full rank.
In fact x is not changed either under the above congruence transformation, and the Mk-matrices are transformed anologously to F ( P ) . This 
III. KYPD-SOLVING AN EQUIVALENT DUAL PROBLEM
The solver KYPD is based on solving a problem equivalent to the dual oroblem of (1). The eauivalent dual . .
has considerably fewer variables than the primal SDP and can be solved using any primal-dual solver. Afterwards the original primal solution can be reconstructed. Solving the KYP-SDP in this fashion decreases the computational time from order n6 to order n4. To reduce the number of variables in the dual some Lyapunov equations are solved. A set of basis matrices for the dual variable results. Solving the equivalent problem using a primal-dual SDP-solver yields a solution to both the equivalent dual problem and to an equivalent primal problem. Using the basis matrices and the solution to the equivalent primal problem it is possible to find x in ( I ) solving a small overdetermined hut consistent system of linear equations. Having x the only remaining unknown variable in ( I j is P . The matrix P can be found by solving a Lyapunov equation corresponding to the (1.1)-block of (I).
A. The dual problem
The dual of (1) is The dual objective can be written as
As the new basis matrices are linear combinations of the old basis matrices they satisfy both (3) and (4). Hence, the dual SDP can be reformulated as
This standard SDP can be solved with any primal-dual SDP solver. The computational cost for this is typically of the order n4. If we are only interested in the objective value we are ready, but if we want the primal variables P and x we have to reconstruct them. To this end we need the fact that the dual solution, X, of the above SDP is actually also a solution to (I), see [ZO].
C. Reconstructing 3: and P
Primal-dual SDP solvers deliver the dual as well as the primal variable. Hence, we get X in (I), but we are really interested in P and x. It tums out that they can he reconstructed using the basis matrices. Remember that
Hence, from the definition of adjoint operators it follows that where G is the same matrix as in (7) and
This is a overdetermined hut consistent system of equations. Now, when we have x we can compute P by solving the Lyapunov function corresponding to the (I,l)-block of the constraint in (I).
IV. PREPROCESSING
It is common in applications that the assumptions given in Section Il are not fulfilled. Hence, preprocessing the problem may be necessary. Preprocessing can improve comvntational efficiency and numerical conditioning. All 
C. Linearly dependenr Mk-matrices
If the A&-matrices are linearly dependent, then either the objective function is not bounded from below or the problem can he reduced to an equivalent problem with fewer variables and new linearly independent matrices. To this end define Table I. or a relative error less than where
From an eigenvalue decomposition of D and D we get t, x, y, z as If the inversion of the maUix ( z 1 ~ zA) is numerically illconditioned a transformation of the generilized KYP-LMI, similar to the one done in (Z), will change the eigenvalues of A.
VI. COMPAKISON OF SOLVERS
The LMI Control Toolbox [23] was for a long time considered the standard SDP solver for control related problems. It is still one of the most numerically stable solvers around hut has been surpassed by many solvers when it comes to computational speed. In recent years the fast and reliable solver SeDuMi hns become a popular choice. In this section we will compare how efficient some solvers are for KYP-SDPs. We will solve the SDPs with the LMI Control Toolbox. and SeDuMi, KYPD calling SeDuMi. Originally, the analytic cutting plane method solver for KYP-SDPs 1151 was going to he part of the comparison. This was actually the fastest solver for most of the tests we mn, but often it had to terminate early because of numerical problems. The relative error in the objective function was in some cases as high as However, we believe that there are remedies to the difficulties and have contacted the developers of this solver. If everything turns out well the analytic cutting plane method solver will he a formidable competitor.
VII. FURTHER IMPROVEMENTS OF THE SOLVER
A general-purpose primal-dual solver applied to rniii f T z s. 
VIII. CONCLUSIONS
We have presented a structure-exploiting solver for K WSDPs. It decreases the computational complexity from n6 to n4. Some preprocessing that may be benefitial is described.
How to use the solver for analysis with respect to other stability regions is explained. Possible improvements for future versions of the solver are indicated.
