In recent years simulation has been the most used tool for performance analysis of communication networks, due to the ever increasing complexity of modern architectures and technologies. There are two correlated problems that are typically encountered when using simulation, especially by less experienced practitioners. Often, the number of factors that affect the response of such systems is high, which makes it difficult to distinguish their relative impact on the performance. Secondly, it would be helpful to know which are the most important factors before running the actual simulation campaign, so as to reduce the number of scenarios, hence the overall computational time, which otherwise can grow unnecessarily large. Both these problems are alleviated substantially if well-established methodologies, e.g. the 2 k ⋅ r factorial analysis, are employed. In this work we present a new tool that implement all the procedures for running a 2 k ⋅ r factorial analysis in a simple and sound manner. The tool, called factorial2kr, has been developed within the ns2measure framework, which is an integrated module, in a mature state of development, for collecting and analyzing statistical data with the widely used network simulator ns-2. The software is released under GPL.
INTRODUCTION
In the computer networking domain, the study of a system can rarely be carried out through analytical models alone. In fact, the large size and the complexity of advanced networking architectures usually lead to a considerable number of assumptions or simplifications being introduced into the mathematical model, so as to make it tractable. This irreparably increases the gap between the model and the real system, which has to be somehow recovered before the system under study goes into production. One way to achieve this goal is to build a prototype of the system, which however can be very expensive, when feasible at all, and still provides only partial results due to small-scale limitations. For these reasons, it is most often the case that simulation is used as an intermediate step between mathematical models and prototyping, because it allows to investigate the performance with an accurate level of detail under a wide variety of conditions. We now introduce the terminology that we use throughout this work in the context of simulation experiments. First, the response variable is the outcome of a simulation, i.e. the measured performance of the system. Second, we call factors the variables that affect the response variable and whose effects need to be quantified. The possible values that a factor can take are called levels or values. Then, a simulation scenario is a given set of factors' levels. Each scenario can be uniquely identified by all the values of its factors. Finally, a group of simulation scenarios where the primary factors are varied among a set of levels of interest identifies a simulation campaign.
Usually, to study a system through simulation, the analyst designs a simulation campaign where the system is emulated in different scenarios characterized by different values of the factors. In general the goal of a properly designed simulation campaign is to obtain the maximum knowledge with the minimum number of simulations [1] . Thoughtful design of the campaign also helps in separating out the effects of factors affecting the performance, and in determining if a factor has a significant or negligible effect on the response variable. The latter is not always totally obvious because the response can change with different values of a factor, but observed differences might be simply due to random variations caused by measurement errors and other parameters that were not under control.
If there are no computational constraints on the simulation campaign to be run, one can straightforwardly run one simulation for every possible combination of all the factors. This kind of analysis is called full factorial, and it can be automated to some extent with publicly available tools like [3] , [5] and [7] , which are developed for widely used network simulators, i.e. SWAN, ns-2, and openWNS. Even though automation can lessen the burden of configuring and running the experiments, still the running time of a full factorial analysis can be quite high. In fact, if there are k factors, given that the n-th factor has n i levels, a full factorial analysis requires n experiments:
It is easy to see that n can grow very large even with a relatively small number of factors, due to the product in (1) . Therefore, it is not always possible to run a full factorial analysis, because of constraints on the overall running time of simulations, or on the amount of output data to be collected and analyzed. In most cases, a fractional factorial analysis is carried out instead, where the system response to only a subset of all the possible combinations Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. ⋅ r factorial analysis to evaluate the performance of a novel routing protocol for mobile ad-hoc wireless networks. In [11] this method is used to identify the parameters that influence the performance of the video transmission over frame relay networks. The 2
analysis is not only useful in networking but there are several works that exploit it in different fields, e.g. in [12] it is used to investigate the impact of the design parameters of a chip packaging process.
In this paper we present a tool, called factorial2kr
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, that allows to perform a 2 k ⋅ r factorial analysis starting from the data of a simulation campaign appropriately designed. Our tool helps to automate the analysis process and to speed up the analysis phase. Moreover the automation of post-processing simulation output analysis helps to increase the credibility of the results reducing human errors, as discussed in [4] . The tool is developed inside the framework ns2measure [8] , which is a statistical environment that can be used to collect data from ns2 simulations. The standard method for carrying out a 2 k ⋅ r factorial analysis would be to either write a home-made tool or import the simulation data, after post-processing and filtering, into a numerical computational environment having such feature, like Matlab 2 . Both approaches are error-prone, since some operations have to be carried out manually. On the other hand, with our proposed solution, it is possible to carry out the whole process of running simulations with ns-2 3 and performing a 2 k ⋅ r factorial analysis on the output data in an integrated manner, hence without the possibility of introducing human errors due to, e.g., incomplete or mismatched data, erroneous conversion from one data format to another.
The rest of this document is organized as follow. Section 2 contains a detailed description on the 2 k ⋅ r factorial analysis methodology. Section 3 illustrates briefly the ns2measure framework, in the context of which we developed the factorial2kr tool. Section 4 describes the tool, while a usage example is included in Section 5. Finally the Section 6 draws the conclusions. in which the k parameters to be investigated are fully varied between two fixed value (one low and one high, respectively) to evaluate the contribution of every factor. Every scenario is replicated r times, each time with different seeds for initializing the random number generators, to evaluate the contribution of the statistical variations and experimental errors. The results of this analysis are the absolute and relative contributions of all factors and of any possible combination of them. The combination of two or more factors is the effect due to the mutual variation of these factors. An absolute contribution represents the variation of the performance index in absolute terms with respect to the corresponding parameter: a positive value indicates an increment of the object function with a higher value of that factor. A relative contribution is a percentage that indicates the slice of the total shift of performance index due to the variation of the value of a parameter from the low to the high value. The variations of the results that cannot be considered to depend on the factors, but might be due to statistical errors or parameters not considered into the analysis, fall into the measure called unexplained variations. Starting from the value of the unexplained variations, the confidence interval of the absolute contributions is calculated; this interval helps to quantify the reliability of the computed contributions.
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In the following we are going to illustrate how the contribution are evaluated starting from the responses of all replicas in each scenario.
The analytical model used to represent the response of any scenario in the simple k = 2 case is the following:
where q 0 accounts for the amount of response that does not change between the different scenarios (a kind of baseline), whereas the other q i terms represent each the contribution of a different factor i, x i is either 1 or -1 depending on whether the level is low or high, respectively, and e accounts for the experimental error. Moreover, the interferences due to interactions between factors are also taken into account: two, or more, factors are said to interact if the amount of effect of one depends upon the level of the others. The term q ij accounts for the combined effect of factors i and j.
Every absolute effect is calculated from the mean responses using the following formula:
where i y is the average result of the i-th scenario and S is a matrix called sign table; an example of it is the following (in the twofactor scenario):
This matrix is formed using the following guidelines. The first column of the matrix consists of all 1's and is used to calculate the average of all scenario results, the next two columns represent a single parameter and contain basically all possible combination of -1 and 1. The fourth column is the product of the entries in the previous columns and corresponds to the combined effect of the two parameters. Each row has associated a single scenario in which the parameters and the value of each element in the row is 1 if the value of the corresponding factor is high, otherwise it is -1.
The q i 's are absolute contributions; if we want to derive the relative contributions, we have to compute the variations. Specifically, the total variation or Total Sum of Squares (SST) is given by:
where y is the mean of responses from all replications of all experiments, while y ij is the result of the j-th replica of the i-th scenario. The SST can be divided into several parts as follows:
, and SSA, SSB, SSAB are variations explained by factors A, B and interaction AB, respectively. The SSE is the unexplained variation attributed to the experimental errors and parameters that were not under control.
Since the total variation can be represented by the following:
we can write this relation as SST = SSY -SS0 = SSA + SSB + … + SSAB + … + SSE. This can be used as a lead to compute SSE.
In conclusion, the sum of squares is computed using the following equations: From the sum of squares we can obtain the percentage of the variation of y due to the j-th effect evaluating the ratios between the sum of squares of the factors and the total sum of squares.
Confidence intervals for the effects can eventually be derived by computing the variance of errors, which is estimated from the SSE as follows:
( ) The confidence intervals for the effects are:
where the t-value is read at 2 ( 1)
degrees of freedom. The confidence interval can be used to understand if a factor can be ignored or not. Starting from the assumption that the statistical errors must be negligible in a well designed simulation campaign, if the range of the absolute contribution of one factor contains the zero, the effect of that factor can be ignored.
The statistical confidence of the results is based on the following assumptions, which ensure that the observations are independent and normally distributed with constant variance:
(i) the model errors are statistically independent;
(ii) the errors are normally distributed;
Visual tests can be run a posteriori on the results to check whether the assumptions hold with an acceptable approximation:
(i) (independent errors) We compute the residuals and prepare a scattered plot of residuals versus the predicted response. Any visible trends in the scatter plot indicate a dependence of errors on the factors levels. If the residuals are one or more orders of magnitude smaller than the predicted response, any trend can be ignored.
(ii) (normally distributed errors) We prepare normal quantile-quantile (Q-Q) plots of errors. If any plot is approximately linear, the assumption is satisfied.
A full example analysis is reported in Section 5 to illustrate how to use the method in practice, also including the visual test plots to verify the validity of the assumptions.
ns2measure FRAMEWORK
This section describes the ns2measure 4 module [8] , distributed under the GNU Public License (GPL), which contains the factorial2kr tool. The software ns2measure, released as a patch for ns-2, addresses two problems: the collection of samples of metrics and the statistical analysis of output data. As for data collection, it provides a general mechanism for specifying which events are to be logged. This allows one to record data about any type of event rather than just data related to packet transmission events (which, as already said, form ns-2 traces). Data collection is performed efficiently, avoiding frequent I/O, which would otherwise slow down the simulation. The format used in the data log entries simplifies the extraction of information for post-processing analysis, e.g. for generating plots. The data collection subsystem is based on the implementation of a C++ class called Stat, which processes and organizes samples from an arbitrary number of different metrics. When the user instruments the ns-2 C++ code with calls to a Stat::put() method, samples of a metric are passed to a Stat object. The samples are processed into a different histogram for each metric and only the final outcome is written to file. The Stat class provides support for three types of data: metrics averaged over time (e.g. throughput or loss rate), metrics reflecting stochastic values over continuous-time (e.g. number of packets in a queue), and metrics reflecting stochastic values over discrete-time (e.g. end-to-end delay for a flow of packets).
As for automating statistical analysis, ns2measure allows a user to execute a number of independent replications of the same simulation scenario and to compute means and confidence intervals on the chosen metrics. This framework relieves the ns-2 user from having to write code i) in the Tcl scenarios for selecting independent sub-streams of random numbers (which is seldom done rigorously), and ii) in some post-processing scripting language for computing confidence intervals (which is seldom done at all). However, ns2measure still leaves it to the user to define simulation scenarios. When a large set of such scenarios, which differ from one another by few lines of code that modifies a single factor, are to be generated, things rapidly get out of control of the simulation user, jeopardizing the credibility of the whole campaign. To solve this problem recently we have improved the ns2measure framework adding a group of tools, called ANSWER, that helps to automate the simulation workflow explicitly designed for facilitating large-scale simulation campaigns, i.e. those involving many factors [7] . The use of this tools reduces the space for errors when defining scenarios, controls the execution of a large number of scenarios, and reduces the time overhead required for output data analysis.
factorial2kr TOOL
The factorial2k tool is released under GPL and can be downloaded at:
http://cng1.iet.unipi.it/wiki/index.php/Factorial2kr
As described below, it performs the post simulation analysis using the factorial methodology described in general terms in Section 2.
The first step is to run a simulation campaign designed according to the 2 k ⋅ r factorial guidelines: two only levels for each of the k factors (one high and one low) are mutually varied all together obtaining all the possible combinations. Each combination represents a scenario that must be replicated with different random seeds r times. Starting from the raw data collected using ns2measure, the factorial2kr tool analyzes the results performing all the passages previously illustrated finally showing as output the absolute and relative contributions of each factor and their combinations. Moreover, the tool uses the results of the single replicas to evaluate the statistical errors, which are summarized by the confidence interval of the absolute contributions and the percentage of the unexplained variations. The obtained output is shown in Table 1 .
The interpretation of the output is as follows. Using the same notation as in Section 2, the base value of the response variable is y. Each factor, or combination of factors, i contributes to the final value of the metric by an amount equal to x i , i ∈ {A, B, C, AB, AC, BC, ABC } in absolute terms. For instance, if x A > 0, this means that the metric of interest increases by x A by switching the level of factor A from low to high. Similarly, if x AB < 0, this means that the metric of interest decreases as factors A and B switch from low to high level together. Note that this is in addition to any change of the metric of interest due to each single factor. The relative weight of each factor, or combination of factors, is reported in the last column as a percentage of variation. The rows with the highest values of p i correspond to the most important factors, as far as the metric of interest is concerned.
Note that 100
i p e = − ∑ , i.e. in general there is a fraction of the variation which cannot be explained by changing the values of the factors. This unexplained variation is the sum of two components: i) errors due to the initialization of the random number generators and ii) errors due to the system parameters not considered as factors in the analysis.
All the passages performed according to the guidelines of the factorial methodology are based on the assumptions of independent and normally distributed errors. Such assumptions must be verified to validate the analysis. To this purpose, the tool provides, in two different files, the raw data to plot the residuals versus the predicted response and the normal quantile-quantile (Q-Q).
EXAMPLE SCENARIO
In this section we perform a full 2 k ⋅ r factorial analysis in an example scenario to better illustrate how the method can be used in practice. For this reason, we selected on purpose a system that has been studied deeply in the last years through both simulations and analytical models. This way, we can focus on showing how to interpret the data coming from the factorial2kr tool under known circumstances.
The system under study consists of a single-hop IEEE 802.11 wireless network with a number of stations, all in the transmission range of one another, transmitting data in asymptotic conditions, i.e. a constant size packet is generated at the Medium Access Control (MAC) layer as soon as the previous one is successfully dis- patched. No channel errors are introduced. Such a system has been modeled mathematically in the popular work of Bianchi [9] . In Table 2 we illustrate the system parameters that do not change during the factorial simulation campaign. Since asymptotic conditions cannot be simulated with ns-2, we have enhanced the latest version of the simulator (2.33) with this feature. A patch to the simulator is provided, together with the scripts to run the simulation campaign and the full output data, in the factorial2kr website. A more detailed usage of the tool can be found in appendix, while the xml configuration file of the following simulation campaign in the ANSWER format [8] can be found in Figure 4 .
We have focused our attention on the contention mechanism that each station uses to gain a transmission opportunity. Table 3 shows the factors with the relative low and high values used for the 2 k ⋅ r factorial analysis: minimum and maximum size of the back-off window size; maximum number of retransmissions before a packet is dropped; packet size; number of stations. Note that the latter is not a factor under control of the system designer. However, its presence into the factorial analysis helps to evaluate how the system behavior change with different levels of connected stations and how each factor changes its influence with an increasing network load.
The metrics, or response variables, considered are defined as follows. The throughput is the amount of data that each station delivers successfully to destination, without including the MAC and physical headers, in the unit of time. The average end to end delay is the average time that elapses between when a packet starts the back-off algorithm to gain access to the medium and when the station receives the acknowledgement after its successful transmission. The packet drop rate, is the number of packets dropped in the unit of time. Since we have assumed ideal channel conditions, a packet can be dropped only if the maximum number of retransmissions is exceeded. Finally, the average number of retransmissions is the average number of times that a packet has to be retransmitted until either an acknowledgment is received by the sending station or it is dropped.
The factorial2kr tool has been run once for each metric. A broad view of the overall results is illustrated in Figure 1 , which contains the four histograms of the relative contributions, one for each response variable. Only the factors, and their combinations, that affect the performance most are reported. Once these major contributors are selected, an analyst can understand how they influence the response variable by looking at the sign of the absolute contributions. If an absolute contribution of a factor is positive, it means that its transition from the low value to the high increases the response variable; on the contrary, if the response is negative, the transition from low to high decreases the response.
In the rest of the analysis we focus on a single metric, i.e. the throughput, whose complete factorial2kr output is reported in Table 4 . As expected, the throughput is influenced mostly by the number of terminals, the packet size and their combination. Regarding the number of stations, when it increases from 10 to 50 the amount of transmitted data decreases by 60% of the overall variation because the bandwidth is shared by an increasing number of competitors, and the probability of collision also increases. On the other hand, the throughput increases with the packet size because the impact of the MAC overhead becomes relatively smaller.
The percentage of the errors is approximately zero for all the response variables and therefore the confidence intervals for the absolute values are negligible. As last step, we have performed the visual tests in order to verify that the assumptions of independent and normally distributed errors hold. Figure 2 shows the scattered plot of residual versus the predicted response, used to verify that the errors are normally distributed. As can be seen this assumption holds because it does not show any visible trend. Figure 3 shows the normal quantile-quantile plot of errors, used to verify that the errors are normally distributed. As it is shown, the plot is approximately linear and therefore the initial assumption is true with a good approximation. 
CONCLUSIONS
The 2 k ⋅ r factorial analysis is a well known method to find out the parameters that most influence the performance of a system, useful for optimally designing the experiments. In this work we have presented a tool called factorial2kr that in conjunction with ANSWER helps to completely automate the process to perform a factorial analysis. Our work automates the launch of the simulation campaign and analyzes the obtained results helping the end user to find out the contributions that modifies mostly the system responses.
