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Abstract 
This paper extends the 1-D systolic array approach with a method of systematic linear design of systolic algorithms. 
Past methods for mapping the Least-Mean-Square (LMS) Adaptive Finite-Impulse-Response (FIR) filter onto parallel 
and pipelined architectures either introduce delays in the coefficients updates or have excessive hardware requirements. 
In this article, we describe an efficient 1-D systolic array for the LMS adaptive FIR filter that produces the same output 
and error signals as produced by the standard LMS adaptive filter architecture with single assignment form of processor 
functions.
The  proposed  systolic  architectures  that  are  designed  operate  on  a  block-by-block  basis  and  makes  use  of  the 
flexibility in the design, which takes the inner product step (convolution sum) of the tap weight vector and the tap input 
vector in the design consideration. It enables us to extract more than one algorithm for the same problem. The input and 
output data flow sequentially and continuously into and out of the systolic arrays at the system clock rates, during each 
clock period, processing element of the same type operates in parallel. The most computationally demanding among 
them performs only two consecutive multiplications and two additions/subtractions per clock period, thereby allowing a 
very high throughput and very fast  block signal processing to be achieved at the expense of a delay of L samples 
between the input and output and 100% utilization, L being the block size.
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1. Introduction
The  need  for  higher  sampling  rates  in  the 
signal processing area together with the advent of 
VLSI  technology  simulates  research  for  new 
computing  architectures  with  faster  throughput 
than  that  of traditional  von  Neumann  machine. 
The  conventional  ways  of  increasing  the 
processing speed of these computers by increasing 
their components have apparent limits determined 
by the underlying physical processes.
The  goal  of  parallel  processing,  and  in 
particular the  goal  of  parallel  computing,  is  the 
acceleration of the computations: what is done by 
a  single  processing  unit  in  time  T  that  can 
possibly  be  done  in  time  T/n  processing  units, 
where (n) denotes number of processors [1].
Systolic  parallel  processing  is  the  class  of 
parallel  computers,  which  make  use  of  local 
interconnection patterns and distributed memory.  
                                                                                                                                                                       
Advancements  in  VLSI  technology  have 
spurred efforts  to map  complex algorithms  onto 
regular architectures  with  computations  that  can 
be parallelized and/or pipelined![3].
Without  exceptions,  previously  proposed 
methods  to  paralyze  and/or  pipeline  the  LMS 
adaptive FIR filter introduce either delays in the 
coefficients  updates  [4],  [5]-[6]  or  a  large 
hardware overhead [7] and is not represented as a 
systolic arrays [8]. In [5]-[6], each coefficient of 
the  system  receives  an  equal  delay  in  the 
coefficient update, resulting in the delayed LMS 
adaptive  filter.  The  delayed  LMS  algorithm  is 
generalized  in  [4]  to  allow  different  coefficient 
delays for both the filter output computation and 
the calculation of the coefficient updates. 
The pipelined LMS adaptive FIR architecture 
[8],  computed  the  LMS  adaptive  filter  output 
exactly and delayed by L samples, broadcasted the 
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input signal, and the overall complexity (high) is 
linear  in  the  number  of  filter  coefficients.  The 
employment of LMS adaptive filter with delayed 
updates has difficulty in choosing the step size to 
obtain fast and accurate adaptation behavior. The 
best  step  size  choice  for  these  algorithms  is  a 
complicated function of the input statistics and the 
delays within the adaptation loop [9], [10]. Step-
size normalization for the delayed LMS adaptive 
filter  has  been  proposed  [11];  however,  the 
performance of the resulting system still depends 
on the input  signal correlation  statistics and  the 
adaptation delays.  
Clearly,  it  would  be  desirable  to  obtain  a 
systolic  array  whose  coefficient  updates  contain 
no adaptation delays so that the normalized LMS 
adaptation  or  other  variable  step-size  strategies 
can be reliably employed.                          
The problem under investigation of the various 
systolic  arrays  of  LMS-based  adaptive  (FIR) 
transversal  digital  filter  involves  the  systolic 
design  of  the  inner  product  output  (convolution 
sum) of the tap-input vector with the tap-weight 
vector.  The  inner  product  (convolution  sum) 
computation is a matrix-by-vector multiplication, 
which can be carried out systolically by inputting 
the samples into the processing elements (PEs) or 
cells of the systolic arrays [8]. Systolic algorithms 
exhibiting different properties can result from the 
systematic design of the flitters array. 
One  methodology  of  systematic  design  of 
systolic  arrays,  as  opposed  to  ad  hoc  design,  is 
based  on  the  representation  of  algorithms  by 
means of  dependence graphs.  One class of  such 
graphs corresponds to the systolic algorithms, in 
that  the  projection  of  a  graph  from  this  class 
delivers  a  systolic  parallel  algorithm,  and  in 
particular such constituents of the algorithm as the 
respective  systolic  array  and  the  required 
input/output  operations.  The  relation  between 
different systolic algorithms for one and the same 
problem  is  evident:  applying  certain 
transformation on a graph of this class results in 
other  graphs  of  the  same  class  which,  when 
projected, gives rise to other systolic algorithms 
which exhibit different properties [1]. 
     
                                                
2. Systematic  Linear  Design  of  Systolic 
LMS-based Adaptive Digital Filters
                   
Many  researchers  have  considered  the 
problem of efficiently mapping a given problem 
on parallel (systolic) architecture. 
As a first step toward the implementation of 
an algorithm onto a processor array, it is common 
practice to  go through  a number of  refinements 
(regularization, single assignment form, etc.) that 
makes the algorithm more suitable to a simple and 
modular  VLSI  design.  The  usual  assumption  is 
that the algorithm can be expressed by a system of 
recurrence equation [12].
In  this  work,  the  modeling  tools  and 
transformation  techniques  of  the  systematic 
design methodology introduced in [13] and [14] 
are used. This methodology, although not the only 
one available, has proved to be the most powerful 
in  that  most  of  the  existing  systolic  array 
algorithms are covered by it and a great number of 
new  algorithms  can  be  synthesized  from  the 
known ones.
The output of the adaptive transversal filter is 
related to the input and impulse response of the 
filter by the convolution sum [14]:  
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Where  the  superscript  H signifies  Hermitian 
transposition,  and  the  inner  product  of  the  tap-
weight vector ŵ(n), and the tap-input vector u (n) 
represents the output of the filter. Let the number 
of the tap-input weight vector be three coefficients 
(M = 3), thus, the assignments of the filter output 
can be written as [15]:
y(n) := ŵ1  . u(n) + ŵ 2 . u(n–1) + ŵ 3 u(n–2)    
…(2)
Various  methods  of  implementing  discrete 
convolution systolically are now presented.
Method 1: A  dependence  graph  for  the 
convolution  sum  in  (1)  is  shown  in  Figure  (1). 
This  is  a homogeneous  dependence  graph  in  Z
n
with  constant  dependence  vectors  where  Z 
denotes the set of integer numbers. It is clear from 
the figure that n = 2. The functions performed at 
each  vertex  are  specified  on  an  arbitrary  vertex 
shown in Figure (1-a). The following dependence 
vectors  represent  the  arcs  of  the  graph  and  are 
shown in Figure (2). 
T T w d ) 1 , 0 ( (u) d      , ) 0 , 1 ( ) ˆ (   ) 1 , (1 (y) d T     
…(3)                                     
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where u denotes the vertically-entered u-data, ŵ 
denotes the horizontally- entered w data, and y is 
the result of the summation in (1).
Fig.1. Systolic Dependence Graph for the Convolution Sum.
Now  to  give  a  temporal  and  spatial 
interpretation for the two coordinates of a vertex 
in  Z²,  the  computational  activities  attached  to  a 
vertex z = (z1,z2) have to be executed at time
t =  z1    (z1  )                                        …(4)
in a processor located in a point 
z*=z2(z*)                                              …(5)
This  means  that,  if  the  original  dependence 
graph space is Z², the processor space is Z. Also, 
if two vertices of the dependence graph are onto 
one and the same processor, the respective time 
periods are different.
A projection vector e, e   Z², can be used to 
obtain the time and location of execution of vertex 
z as follows
t=e
T.z                                                         …(6)
z*=z–(e
T.ze
T.e)e                                        …(7)
The above equations specify a projection of the 
dependence  graph. The  mapping  given  by 
equations (4 and 5) is evidently a special case of 
equations (6 and 7) for the following projection 
vector
e=(1,0)
T                                                       ...(8)
In this framework, the z1–axis and the z2–axis 
in Figure (1-a) should represent the time instances 
and the processor locations respectively. It may be 
deduced from this figure that the left bottommest 
cell  will  yield  the  convolution  data  points 
consecutively, one at a time, in the forward order 
in the fifth time instant, the five convolution data 
will appear at the outputs of the five processors 
with y(0) at the left bottommost cell output and 
y(3) at the right bottommost cell output.
Before proceeding with the mapping, we have 
to  make  sure  that  the  causality  condition  is 
satisfied. That is,
e
T .d   0                                                     ...(9)
Using (8), equation (9) can be reduced to; d1  0.   
The  above  condition  is  satisfied  for  the 
dependence vectors of the graph shown in   Figure 
(2): 
d1
(u)=0,  dı
(ŵ)=1,  dı
(y)=1                             ...(10)
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Fig.2. Dependence Vectors for the Graph of Fig. 1.
Satisfying the causality condition ensures that the 
computational activities of a vertex z via an arc         
(z,  z)  described  by  a  dependence  vector                    
d  (d  = z - z)  cannot  be  executed  before  the 
computations  are  assigned  to  z. The  number  of 
delay elements  to be arranged in a connection 
between processors located at points z* and z* is 
determined as follows
(z*,z*)=e
T·(z-z)                                     ...(11) 
Applying  now  (7)  and  (11)  on  the  dependence 
graph  of  Figure  (1-a)  results  in  a  regular  array 
structure.  This  structure  is  the  systolic  array 
shown  in  Figure  3.  The  small  shaded  boxes 
indicate  delay  elements.  The  last  condition 
provides  that  at  least  one  delay  element  is 
arranged  in  each  connection  and  the  resulting 
structure is, therefore, completely pipelined. The 
arcs of the dependence graph which are described 
by the dependence vectors d
(ŵ)  =  (1,0)
T  ,  d
(u)  =  
(0,1)
T   and  d
(  y)   =   (1,-1)
T   are mapped  onto 
interconnections  between  the  respective 
processors via

(ŵ) = d1
(ŵ) = 1, 
(u) = d1
(u) = 0,  
(y) = d1
(y) = 1
...(12)
The arcs described by the dependence vector d
(ŵ) are mapped onto loop connections: an output of 
a cell is connected to an input of the same cell. 
Since  no  delay  elements  are  arranged  in  the  u-
interconnections (
(u) =0), this array is classified 
more precisely as semi-systolic.
The procedure executed by each cell/processor 
of  the  array  is  simply  a  repetition  of  the 
computational activities attached to each node of 
the dependence graph, see figure (3-b). The array 
features  rippling  or  broadcasting  of  the  u-data, 
staying of the ŵ – data, and pipelining of the y-
data.
From the summary of the LMS adaptive filter 
equations, we can realize a semi-systolic array for 
the  LMS  algorithm  depending  on  the  systolic 
array of the adaptive filter output y(n). Figure 4 
shows  a  systolic  array  realization  of  LMS 
algorithm with three coefficients [15]. 
The addition of the products, which belong to one 
output signal sample y(n), is pipelined, the input signal 
sample u(n) which is input into the bottommost cell of 
the array is propagated to all other  cells in the same 
clock  period.  The  error  signal  sample e(n)  is 
propagated  to  all  cells  without  delay  elements,  to 
compute  the  term  μu(n)e*(n),  which  represents  the 
correction that is applied to the current estimate of the 
tap-weight vector, ŵ(n).  The step-size parameter  is 
preloaded  in  each  cell,  which  represents  a  suitable 
constant  value.  The  procedure  executed  by  each 
cell/processor of the array is shown in Figure (5) [15].  
                           
                            Procedure IPS                                                      
                        begin
                            ŵ`:= ŵ; u`:= u;
                            y`:= y + ŵu 
                         end 
              (b)
Fig.3. Systolic array of the inner product ŵ
H(n)u(n).
(a)
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Fig.4. A  Semi-Systolic  Array  Realization  of  LMS 
Algorithm (for M=3).
Fig.5. A Procedure for the Inner Product Step and 
Updates  the  Current  Estimate  of  the  Tap-Weight 
Vector of the LMS Algorithm.
3. Systolic  LMS  Design  Based  on 
Convolution Sum
Method 2: The output of the adaptive transversal 
filter  (ŵ
H (n)u(n)),  using  the  LMS  algorithm, 
enables us to  take  different  features of  the  first 
design  and  then  we  can  obtain  many  systolic 
arrays; each  one  has  its  own  systolic  properties 
that may be preferred to the other [15]. 
Design  with  Rippling  of  the 
Intermediate Results  
             
The  computations  which  correspond  to  the 
following assignments:
1) k - u(n
M
1 k
*
k
w ˆ ) n ( y  


can  be  represented  graphically  as  shown  in      
Figure (6). The small black boxes stand for delay 
elements and the triangles represent multipliers.
Fig.6. Canonical Realization of a FIR Filter
Fig.7. A Staged-Adder Canonical Form Realization 
of Adaptive  Transversal  FIR  Filter  Using  LMS 
Algorithm.
In  practice,  the  multiport  adder  has  to  be 
realized by a sequence of additions carried out by 
dual-input adders [13]. A staged-adder canonical 
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form  the  realization  of  the  LMS  adaptive  FIR 
digital filter is shown in Figure (7). Note that the 
structure shown can be considered as a chain of 
similar stages.
The structure  shown  in  Figure(7)  can  be 
considered as a chain of similar stages. Figure (8) 
gives another representation of the same structure. 
The samples are transferred from cell to cell via 
delay elements, i.e. we have pipelining in the u-
data flow. On the other hand, no delay elements 
are arranged in the interconnections via which the 
y-data is transferred. The addition of the products, 
which belong to one sample of the output signal, 
is carried out by the rippling of the signals from 
right to left in a single period [15].
Fig.8. A Semi-Systolic Array Representation of LMS Algorithm-Based Adaptive Transversal FIR Filter.
Designs with Broadcasting of the Input 
Samples
Figure  (9)  shows  an  alternative  semi-systolic 
array in which the addition of the products, which 
belong to one output sample, is pipelined [15]:
Out Signal Moving Faster
Figure  (10)  shows  another  systolic  array  for 
the  LMS.  U-data  and  y-data  move  in  the  same 
direction  (such  an  array  is  classified  as 
unidirectional)  but  at  different  velocities  which 
are due to the different number of delay elements 
in the respective interconnections. Zeros are input 
into  the  upper  input  of  the leftmost  cell.  When 
moving  to  the  right,  these  data  items  collect 
products of coefficients and input signal samples. 
The  data items  shown  in  parentheses  above  the 
array are intermediate results corresponding to the 
samples of the output signal [15]!
Input Signal Moving Faster  
Another  unidirectional  systolic  algorithm!for 
the LMS is specified in Figure (11). In this case, 
the u-data moves faster than the y-data!

q
m
ŵ !!
y
e
u !!
y
e
u !!
Procedure IPS & updates of ŵ
begin
u:= u ; e:= e ;
q :=  u;
m:=  qe;
ŵ:= ŵ  +  m;
y:= y + ŵu
end
 !!
q
m
ŵ1 !!
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ŵM !!
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q
m
ŵ3 !!
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ŵ2 !!
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Fig.9. A Semi-Systolic Array Representation of LMS Algorithm-Based Adaptive Transversal FIR Filter with 
Broadcasting of the Input Signal Samples.
Fig.10. A  Semi-Systolic  Array  Representation  of  LMS  Algorithm-Based  Adaptive  Transversal  FIR  Filter  in 
Which the y-Data Moves Twice as the u-Data.
Fig.11. A Semi-Systolic Array Representation of LMS Algorithm-Based Adaptive Transversal FIR Filter in 
Which the u-Data Moves Twice as the y-Data.
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(2)-Slow LMS Algorithms
           
The  systolic  algorithm  of  Figure  (12)  makes 
use of bidirectional data flow. In this algorithm, u-
data and y-data move at the same velocity but in 
opposite direction.
If there is a second signal u* which has to be 
processed with the same coefficient set to produce 
a second output signal y*, the utilization can be 
improved.  In  this  case,  the  sampling  of  the 
additional  signals  replaces  the  nil-data  in  the 
original algorithm, as shown in Figure (13) [15].                                                                                                                            
A  Bidirectional  LMS  Algorithm  with 
100% Utilization
A bidirectional systolic LMS algorithm, which 
makes  use  of  a  completely  pipelined  systolic 
convolution  algorithm  and  exhibits  of  100% 
utilization, will be presented [1].
The systolic array to be described below makes 
use of a cell which stores two filter coefficients 
denoted  by  v  and  t,  Figure  (14).  The  cell  is 
capable of executing in!each clock period one of 
the two alternative function options depending on 
the type of the input data! For the LMS algorithm 
with  a  set  of  M  coefficients,  the  algorithm 
requires an array of M/2 cells (M–even) [15].
Fig.12. A bidirectional LMS Systolic Array!
Fig.13. Concurrent Execution of Two LMS Algorithms Using the Same Coefficient Set!
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(a)                                                                                     
  
(b)
Fig.14. A Bidirectional Systolic Array Realization of LMS Algorithm to Increase the Utilization.  Knowing that x 
= (M/2) + 1, and Each Bottom w Equals (x+1).
4. Throughput and Processing Rate
Now by using the systolic arrays and applying 
the simulation of data flow, it is found that:
 All  systolic  arrays  have  the  same  number  of 
cells, which is equal to M, except the systolic 
array  of  Figure  (14),  designed  with  100% 
utilization, and has M/2 cells.
 Running  time  is  different  from  one  array  to 
another as follows:   
 The array that is designed with broadcasting of 
the input samples takes M-clock periods.  
 The unidirectional systolic arrays with output, 
input signal moving faster respectively have a 
number of clock periods twice that of the tap-
weight vector, i.e., 2M clock periods.  
1 ŵ
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u:= u ; e:= e ;
q:= u;
m:= qe;
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Procedure inner product step 
begin
if  (p is an input signal sample)  then 
begin  p:= p ;    r:= r + vp       end ;
else
begin  r:= r ;    p:= p + tr        end ;
end
t !!
r
p
r
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 The arrays with bidirectional data flow (2-slow 
algorithm  and  concurrent  execution  of  two 
LMS algorithm using the same coefficient) and 
the  last  array  that  is  designed  with  100% 
utilization, both require 2M clock periods. 
 Commutative  product-type  measures  for  the 
array with  broadcasting  of the  input  signal is 
M
2, for the unidirectional systolic arrays and for 
the  arrays  with  bidirectional  data  flow  is 
(2M)M, and the last array, designed with 100% 
utilization is (M/2)2M.
 Efficiency and utilization for all the cells is not 
exactly  100%  due  to  the  broadcasting  of  the 
error signal to each cell of these arrays, but for 
the array of 2-slow algorithm also is not exactly 
50% for the same reason.
 Broadcasting happened in all the systolic arrays 
due  to  the  broadcasting  of  the  error  signal 
samples. For  this  reason  these  arrays  are 
classified as a semi-systolic arrays.
 Throughput  and  processing  rate  is  the  same 
magnitude of all systolic arrays designed, since 
these have same assignment form for each cell, 
therefore, the throughput is:
    

    

2 2
1
1 1
1
. x con x
LMS f
…(13)
Where T+ is an addition consumption time, T is a 
multiplication consumption  time, and Tcon is the 
convolution time. The latency is M-sample delay 
in the output. 
A  comparison  of  processing  rate  and 
throughput between our implementation and other 
parallel  and  serial  algorithms  can  be  made.  In 
[16],  a  serial  implementation  of  the  transform-
domain  FIR  adaptive  filter  operating  by  FFT  is 
described; it requires a number of  computations 
per block  equal to  (3L/2)  log2 L  multiplications 
and 3L  log2 L  additions for  two  FFT’s and  one 
inverse FFT in addition to 3L multiplications and 
2L  additions  for  the  adaptation  rule.  These 
computations  must  be  performed  during  a  time 
interval  of  LTS seconds  where  TS is  the  time 
period  of  the  system  clock.  To  increase  the 
processing rate of the serial system, LTS can be 
made  at  least  equal  to  the  time  required  by  all 
these  computations.  Hence,  TS can  at  least  be 
made equal to: 
TS = [(3/2) log 2L+3] T + [3 log2 L+2] T+
…(14)
Using  the  number  of  multiplications  to 
demonstrate  the  difference  in  processing  rate,  it 
may be seen upon comparing Equations (13) and 
(14)  that  the  processing  rate  of  our 
implementation is always greater than that of the 
serial FFT system. To compare the systolic array 
implementation of the inner product (convolution 
sum)  ) ( ) ( n u n H w  that  decreased  latency  and 
increased  the  throughput  rate,  with  the  serial 
operations. Knowing  that  convolution,  which 
takes  time  proportional  to  L
2,  the  FFT-based 
convolution  requires  time  proportional  to 
L(1+2log2L),  but  the  implementation  latency  is 
proportional to L, (M = L). That difference can 
make  FIR  filter  evaluation  by  FFT-a  process 
known as fast convolution- more efficient for FIR 
filter  past  a  certain  length  [13].  A  particularly 
efficient implementation of the wavelet transform 
(Mallat’s  pyramid  or  tree  algorithm)  requires 
computation  proportional  (approximately)  to  L 
[16].
Comparison of the throughput of the preferable 
systolic array realization of LMS algorithm with 
more  conventional  architectures  for  delayless 
LMS adaptive filtering is made. The throughput of 
the conventional architecture is approximately

 


1)T (L T 2
1
. conv f
This throughput can be increased if a binary-
tree adder architecture is used [8]; this structure is 
not regular, however, and is difficult to implement 
in VLSI, in which case, the throughput becomes

 


1]T L
2
[log T
1
bin f

where log2 L +1 denotes the next largest integer 
value of  log2 L +1. For the pipelined architecture 
[8],  they  assume  an  adaptive  noise  canceling 
configuration for the filter, in which case, only the 
error  signal  is of  interest.  It  is  seen  that  the 
elemental  computation  within  the  structure  is  a 
single multiply and two adds; then the throughput 
is given by  

 



2
1
pipe f
The  throughput  of  the  implementation  is 
greater  than  the  previous  two  architectures,  but 
smaller  than  that  of  the  pipelined  architecture 
which has drawbacks, over our implementation, of 
broadcasting  the  input  signal.  The  overall 
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complexity (high) is linear in the number of filter 
coefficients if  is chosen to be a power of two, it 
is not represented in a systolic form and its output 
latency is equal to the FIR filter length (i.e., L).
To compare our designed systolic arrays with 
the Frequency-domain Block LMS of [17], in [17] 
the throughput rate is given by:  




T 2 T 3
1
B f
   
Which  is  less  than  the  efficient implementation, 
and the latency  is proportional to (2  L +1). All 
cells have not single assignment form, it needs a
large  number  of  cells  to  implement  a  suitable 
block LMS array, and finally the utilization is not 
100% because the neighboring rows of the matrix 
are  input  skewed  by  one  clock  period.  But  the 
algorithm  has  single  assignment  form,  L- cells, 
and  throughput  greater  than  the  above,  100% 
utilization,  L latency,  L-clock  periods  for  one 
sample  block  and  finally  the  flexibility  in  the 
design,  which  takes  the  inner  product 
(convolution  sum)  ) n ( u ) n ( H w in  the  design 
consideration, which enables to extract more than 
one algorithm for the same problem .
And last but not least, comparing the efficient 
implementation of the algorithm (in systolic array) 
with the other implementations when the latter are 
implemented digitally.
The  adaptive  work  [18],  introduced  a  new 
source  of  error,  namely,  quantization  precludes 
the  tap  weights  reaching  their  optimum  Wiener 
setting  and  causes  a  large  increase  in  the  total 
output mean squared error, compared to the pure 
analog (infinite precision) form of the algorithm.
A  practical  solution  [14],  for  combating  the 
arithmetic  error  is  to  use  more  bits  for  the  tap 
weights  than  for  the  data  but  that  leads  to 
excessive complexity in the design.
Sixty-four  bits  are  considered  to  be  the 
minimum  for  representing  a  real  number  in 
scientific  and  technical  computations,  therefore, 
systolic arrays that operate on (input, output,  or 
internal)  variables  whose  values  have  to  be 
represented by multibit numbers are called word 
level systolic arrays [1]; they can be placed on one 
VLSI chip.
  
5. Conclusions
 Various systolic arrays of LMS-based adaptive 
(FIR)  transversal  digital  filters that were 
designed can be effectively implemented using 
only  local  communications  on  a  parallel 
system  comprised  of  combinatorial  circuits, 
clocked  delay  elements  and  distributed 
memory. 
 The  technique  described  exploits  the 
recurrence  inherent  in  the  application  and  is 
based on the convolution sum (inner product 
ŵ
H (n) u(n)) in the LMS algorithm, which gives 
flexibility of deriving more than one systolic 
algorithm from the basic systolic structure.
 Proposed systolic  arrays  for  1-D  convolution 
sum  allow  an  increase  in  the  number  of 
processors to increase throughput rate and to 
reduce the latency that is not achievable using 
the  conventional  systolic  array  synthesis 
method.
 Unlike the other structures, the throughput is 
independent of the filter length, implying that 
LMS  adaptive  FIR  filter  systolic  array  with 
several hundreds  of  filter coefficients can  be 
represented  by  a  word-level  systolic  arrays 
(multibit  numbers),  when  Considering  the 
inner  product  step  as  a  typical  operation 
involved in many word-level systolic arrays for 
various signal processing operations.    
There is also good future work on a 2-D LMS 
adaptive nonrecursive (or FIR) digital filters with 
excitation u(n1, n2), response y(n1, n2) and order of 
the pair (M1, M2) to extract a systolic array for the 
algorithm, and also by taking 2-D inner product 
step of the weight vector and the input vector as a 
basic  systolic  representation  of  the  algorithm 
which  can  design  it  by  the  dependence  graph 
method.
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 تاذ ﺔﯾزاﻮﺘﻤﻟا تﺎﺠﻟﺎﻌﻤﻟا ﻦﻣ ﺔﻓﻮﻔﺼﻣ ﺪﺣاﻮﻟا ﺪﻌﺒﻟا (1-D)   ﺔﯿﻤﻗﺮﻟا تارﺎﺷﻹا ﺢﯿﺷﺮﺘﻟ   
ﻟأ ﺔﻘﯾﺮﻄﺑ ـ (FIR)    ﻟأ ﺔﯿﻣزراﻮﺧ ماﺪﺨﺘﺳﺎﺑ  ـ LMS .   
  
ﻲﻟﻼﮭﻟا ﻦﯿﺴﺤﻟا ﺪﺒﻋ ﻲﻠﻋ ضﺎﯾر *           ﻋﺮﻗﺎﺑ ﺒ ﺪ ﻲﻤﺷﺎﮭﻟا لﻮﺳﺮﻟا **           يﺪﮭﻣ رﺪﯿﺣ ﻲﻠﻋ ** *
 * ﺔﯿﺋﺎﺑﺮﮭﻜﻟا ﺔﺳﺪﻨﮭﻟا ﻢﺴﻗ /   ﺔﺳﺪﻨﮭﻟا ﺔﯿﻠﻛ /   ﻟا ﺔﻌﻣﺎﺠﻟا ﺔﯾﺮﺼﻨﺘﺴﻤ   
   ** ﺔﯿﺋﺎﺑﺮﮭﻜﻟا ﺔﺳﺪﻨﮭﻟا ﻢﺴﻗ /   ﺔﺳﺪﻨﮭﻟا ﺔﯿﻠﻛ /   داﺪﻐﺑ ﺔﻌﻣﺎﺟ   
      *** ﺔﺳﺪﻨھ ﻢﺴﻗ   تﺎﻣﻮﻠﻌﻤﻟا /   ِ ﻲﻣزراﻮﺨﻟا ﺔﺳﺪﻨﮭﻟا ﺔﯿﻠﻛ /    داﺪﻐﺑ ﺔﻌﻣﺎﺟ   
ﺔﺻﻼﺨﻟا   
   ﺪ    ﻌﺒﻟا تاذ ﺔ    ﯾزاﻮﺘﻤﻟا تﺎﻓﻮﻔ    ﺼﻤﻟا ﺔ    ﯿﻠﻜﯿھ ﻢّ ﯿ    ﻘﺗ ﺔ    ﻟﺎﻘﻤﻟا هﺬ    ھ (1-D)      ﺔ    ﯾزاﻮﺘﻤﻟا ﺔ    ﯿﻄﺨﻟا تﺎ    ﯿﻣزراﻮﺨﻟا ﻢﯿﻤ    ﺼﺗ ﺔ    ﻘﯾﺮﻃ ﻊ    ﻣ  . ﺮ    ﻄﻟا نأ  ﻞ    ﯾﻮﺤﺘﻟ ﺔﻣﺪﺨﺘ    ﺴﻤﻟا ق
 عﻮﻨﻟا وذ ﺢﺷﺮﻤﻟا (FIR)                     ﻲﺑﻮ  ﺒﻧﻷا ﻎ  ﯾﺮﻔﺘﻟاو ءﻞ  ﻤﻟا ﺔ  ﻘﯾﺮﻃ ﮫ  ﻠﻤﻌﺑ ﮫﺒ  ﺸﯾ ﺐ  ﯿﻛﺮﺗو ﺔ  ﯾزاﻮﺘﻣ ﺔ  ﯿﻠﻜﯿھ ﻰﻟإ لﺪﻌﻣ ﻰﻧدأ ﻊﺑﺮﻣ ﺔﯿﻨﻘﺗ ماﺪﺨﺘﺳﺎﺑو  ,        تاﺮﯿﺧﺄ  ﺗ ﺎ  ﻣأ ﺎ  ﮭﻘﻓاﺮﺗ
 ﺔﯾدﺎﻣ تﺎﺒﻠﻄﺘﻣ ﻰﻟإ جﺎﺘﺤﺗ وأ ﺢﺷﺮﻤﻠﻟ تﻼﻣﺎﻌﻤﻟا ﻢﯿﻗ ﺪﯾﺪﺠﺗ ﻲﻓ ﺔﯿﻨﻣز ) ﺔﯿﺟرﺎﺧ ﺮﺋاود  ( ﺔﯿﻓﺎﺿإ .   
    ﻟا اﺬھ ﻲﻓ   ﻢﯿﻤ  ﺼﺘ  ,                ﺪ  ﺣاﻮﻟا ﺪ  ﻌﺒﻟا تاذ ﺔ  ﯾزاﻮﺘﻤﻟا تﺎ  ﺠﻟﺎﻌﻤﻟا ﻦ  ﻣ ﺔﻓﻮﻔ  ﺼﻣ ﺎﻧدﺪ  ﺣ (1-D)        ﻢ  ﺋﻼﻤﻟا ﺢ  ﺷﺮﻤﻠﻟ (LMS)              جاﺮ  ﺧﻹا تارﺎ  ﺷإ صاﻮ  ﺧ ﻚ  ﻠﻤﯾ يﺬ  ﻟاو
 ﻢﺋﻼﻤﻟا ﻲﺳﺎﯿﻘﻟا ﺢﺷﺮﻤﻠﻟ يدﺎﯿﺘﻋﻻا ﻢﯿﻤﺼﺘﻟا ﺔﻟﺎﺣ ﻲﻓ ةﺪﻟﻮﺘﻤﻟا ﻚﻠﺘﻟ ﮫﺑﺎﺸﻣ ﺄﻄﺨﻟاو (LMS)   ﺢﺷﺮﻤﻟا تﻻدﺎﻌﻣ ﻦﻣ ةدﺮﻔﻨﻣ ﺔﻐﯿﺻ ماﺪﺨﺘﺳﺎﺑ ﻚﻟذو         .   
 نأ                 ﻢﯿﻤ  ﺼﺘﻟا ﺔ  ﻧوﺮﻣ صاﻮ  ﺧ ﻦ  ﻣ ةدﺎﻔﺘ  ﺳﻻﺎﺑ ﺔ  ﻋﻮﻤﺠﻣ ﺪ  ﻌﺑ ﺔ  ﻋﻮﻤﺠﻣ تﺎﻧﺎﯿﺒﻟا لﻮﺧد سﺎﺳأ ﻰﻠﻋ ﻞﻤﻌﺗ ﺔﺿوﺮﻔﻤﻟا ﺔﻓﻮﻔﺼﻤﻟا ﺔﯾرﺎﻤﻌﻣ  ,          ﻰ  ﻠﻋ ﺪ  ﻤﺘﻌﯾ هروﺪ  ﺑ يﺬ  ﻟاو
 ﻲﺿﺎﯾﺮﻟا فﺎﻔﺘﻟﻻا ةﻮﻄﺧ (CONVOLUTION SUM)   ﺢﺷ ﺮﻤﻠﻟ تﻼﻣﺎﻌﻤﻟا ﮫﺠﺘﻣو تﻻﺎﺧدﻹا ﮫﺠﺘﻣ ﻦﯿﺑ  ,            ﺔ  ﯿﻣزراﻮﺧ ﻦ  ﻣ ﺮ  ﺜﻛأ جاﺮﺨﺘ  ﺳا ﻦ  ﻣ ﺎﻨﺘﻨﻜﻣ ﻲﺘﻟاو
ﺣاو ﺔﻟﺄﺴﻤﻟا ﺲﻔﻨﻟ ةﺪ .   
            ﺔ  ﻣﻮﻈﻨﻤﻟا تﺎ  ﻀﺒﻧ لﺪ  ﻌﻣ ﻰ  ﻠﻋ ﺪﻤﺘﻌﺗ ﺔﻣﻮﻈﻨﻤﻟا جرﺎﺧ ﻰﻟاو ﻦﻣ جاﺮﺧﻹاو لﺎﺧدﻺﻟ ﺮﻤﺘﺴﻤﻟاو ﻞﺴﻠﺴﺘﻤﻟا بﺎﯿﺴﻧﻻا نأ  ,              ﺮ  ﺻﺎﻨﻌﻟا نﺄ  ﻓ ﺔ  ﯿﻨﻣز ةﺮ  ﺘﻓ ﻞ  ﻛ لﻼ  ﺧ
يزاﻮﺘﻣ ﻞﻜﺸﺑ ﻞﻤﻌﺗ عﻮﻨﻟا ﺲﻔﻨﻟ ﺔﺠﻟﺎﻌﻤﻟا   .   
    ﻊﻤﺟ ﻲﺘﯿﻠﻤﻋو ﻦﯿﺘﻌﺑﺎﺘﺘﻣ بﺮﺿ ﻲﺘﯿﻠﻤﻋ ﺖﺒﻠﻄﺗ ﺔﯿﺿﺎﯾﺮﻟا تﺎﺑﺎﺴﺤﻟا نأ / ﻜﻟ حﺮﻃ اﺪﺟ ﻲﻟﺎﻋ جاﺮﺧإ لﺪﻌﻣ ﺞﺘﻨﯾ اﺬھو ﺔﯿﻨﻣز ﺔﻀﺒﻧ ﻞ  "  تﺎﺠﻟﺎﻌﻣ ﺔﻣﻮﻈﻨﻣو
اﺪﺟ ﺔﻌﯾﺮﺳ  "  هراﺪﻘﻣ ﻲﻨﻣز ﺮﯿﺧﺄﺗ ﻞﺑﺎﻘﻣ L     جذﺎﻤﻨﻟا ﻦﻣ (Samples)    ةءﺎﻔﻛ ﻚﻟﺬﻛو جاﺮﺧﻹاو لﺎﺧدﻹا ﻦﯿﺑ ١٠٠     . %
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