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ALTERNATIVE FORMS OF THE SCORE TEST FOR HETEROGENEITY IN A CENSORED EXPONENTIAL MODEL 

Sanjiv Jaggia* 

Abstract-Different versions of the score test for neglected heterogeneity 
for a right censored exponential model are analyzed. These tests depend on 
how the information matrix is estimated. A test based on the theoretical 
information matrix is derived that is shown to outperform all the other 
tests. Further, tbe noncentrality parameter of the test is examined to show 
how the power of the test is reduced when data are censored. 
I. Introduction 
Parametric models have been used widely in the analysis of the 
duration of time until the occurrence of some event of interest.1 A 
peculiar feature of such models is that data on durations are seldom 
complete. It is common for some observations to be censored, 
typically right censored. Information from the censored observations is 
extracted for estimation using standard maximum-likelihood tech­
niques. However, the effect of censored data on the performance of 
diagnostic tests is not very clear. Testing of censored models is 
important since they may be especially sensitive to specification 
errors.2 In this note the effect of the censoring on different versions of 
the score test for neglected heterogeneity is examined. 
In order to implement a score test, the information'matrix has to be 
evaluated under the null hypothesis. With censored data, the theoreti­
cal (expected) information cannot be found without making additional 
assumptions regarding the censoring mechanism. In this note a 
heterogeneity test for an exponential model is derived that is based on 
the theoretical information matrix. This test uses the most commonly 
occurring, type I, right censored data. The Monte Carlo experiments 
indicate that such a test performs better than the tests, in the extant 
literature, that are based on the observed (sample) information matrix. 
Further, the noncentrality parameter of the test is examined to show 
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1 See Kiefer (1988) and Lancaster (1990) for a survey of duration 
models. 
2 Horowitz and Neumann ( 1989) show that the standard diagnostics may 
lead to erroneous conclusions when data are censored. See also Jaggia and 
Trivedi (1994). 
how the power of the test is affected by the length of the data 
acquisition period. 
The rest of the paper is organized as follows. Section II discusses 
various versions of the heterogeneity test. A test based on the 
theoretical information matrix is developed. The Monte Carlo analyses 
of all tests are presented in section III. Section IV concludes. 
II. Background 
A common cause of censoring is finite observation periods, which 
leads to right censored data. Individuals are observed over fixed time 
periods, and some durations may not have ended when the observation 
period ends. Typical data consist of t1, X;, and C;, where t1 is the 
observed duration, X1 is a vector of explanatory variables, and C1 
equals I if the duration is complete and 0 if censored. 
(I) 
The T;'s are the actual durations and the L;'s are the censoring times. 
The log-likelihood function is 
N 
2f = L (c; In [J(t1IX;)] + (1 - C1) In [S(t1IX1)]) (2) 
i=l 
wheref(t) is the density function and S(t) is the survivor function ofT. 
For an exponential model, f(t1IX1 ) = f.l; exp ( -e1) and S(t1IX1) = 
exp ( - e1), where f.l; = exp (XII3) and E; = f.l;t1• When heterogeneity is 
present, f.l; = exp (XII3 + U1 ) = V1 exp (Xff3), where V1 = exp (U;) 
represents unobserved heterogeneity. Let cr2 represent the variance of 
V. For small cr2, the density function can be approximated by a 
second-order Taylor series expansion3 around the unit mean of Vas 
(3) 
3 See Lancaster ( 1990, p. 311 ). 
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Since Vis not observable, 
(4) 
The corresponding likelihood function is 
N 
$' = L \Ct[ln (!l1) +In [1 + (u2/2)(EI- 2et)]} 
;~I (5) 
A score test of heterogeneity can be constructed that tests for u2 = 
0. Score or Lagrange multiplier (LM) tests are based on the estimation 
of only the null model.4 These tests are easy to implement as opposed 
to the Wald or likelihood ratio tests, for which the alternative model 
has to be estimated. Further, a score test is particularly suitable for this 
application since u2 is being tested on the boundary of the parameter 
space. 
Consider 
(6) 
Let 0 = (u2 13'). Let s(80) and /(00) denote the score vector and the 
information matrix evaluated under the null hypothesis, where s1(0) = 
a.!6'1au2, s2(0) =a .!6'1af3', and/(®)= -E[a2 .!6'/a®a®']. Here, 
a.!6'1 1 
-- = - L (EI - 2Ctet) = S1 (®o). (7)2au li 2 
0 
The test of neglected heterogeneity is 
(8) 
where (-)denotes evaluation at the maximum-likelihood estimates and 
/ 11 = [/11 -/12(/22 )- 1/ 2 d- 1 is the partitioned inverse of /(8). LM is 
asymptotically x2(l) distributed under H0. 
In order to implement the test, / 11 has to be evaluated. When all the 
observations are complete, the theoretical information matrix is easily 
computed and / 11 equals 1/N. When data are censored, such a matrix 
cannot be found without making additional assumptions regarding the 
censoring mechanism. Here -/(®) = E(Ha). where He = a2 .91/ 
aeae· and the expectation is taken with respect to the joint 
distribution of It and C1 conditional on Xt. Moreover, since Ct assumes 
only two values, 
- /(0) = E(H9 jC, = l)P(C1 = l) (9)
+ E(HeiCt =O)P(C, =0) 
where 
E(HalCt = 1) = JHef(ttlCt = 1)dt 
and E(!fe lC1 = 0) is simply He evaluated at Ct = 0 and It= Lt. Notice 
that Lt does not have to be the same for all individuals as all individual 
4 See Godfrey (1988) for an exposition and the required regularity 
conditions. 
durations may not start on the same date, even though they are all 
observed until a common predetermined date. In such a situation, L1 
will be different for various individuals and, hence, is random. With 
L;'s known, the following simplification aids in computing equation 
(9): 
1 fLt 
E(HaiCt = l) = ( ) Jn Hef(IJ dt.P Tt<L1 o 
Also, P(C1 =0) =P(T1 > L1) = l - P(C1 = l) = exp ( -!J;Lt). 
In this note, the above simplifications are used to derive5 
(10) 
where 
811 = L [2- exp (-z1)(ZI + 2zt + 2)) 
812 = L [exp (-z;)(z1 + 1)- l] 
822 = L [1 - exp (-z1)] 
Z; = lltL;. 
Note that if L1 -+ oo, implying no censoring, exp (-z1) = 0. Hence 
[II = liN, as derived with uncensored data. 
Kiefer (1984) proposes a test that uses the sample variance ofs1(®). 
Consider the mean score (liN)( a .9Jiau2) = (1/N)= s1• The suggested 
variance of the mean score is (l/N2)"i. (s1 - Sm)2, where sm is the 
sample mean ofs. As the covariance between the scores is ignored, the 
above variance is overestimated, which would result in an underrejec­
tion of H0. Kiefer recommends a one-tailed test as it is based on testing 
for u 2 = 0 against u2 > 0. 
For a more satisfactory test, one has to allow for the possible 
correlation of s1(0) with s2(0), even though the allowance is based on 
the sample information matrix. Under the usual regularity conditions, 
one can use either the sample Hessian of the log-likelihood function or 
simply the outer product of the sample scores as an estimate of/(®). 
The score test based on the outer product of the sample scores is 
identical to White's information matrix test as suggested by Lancaster 
and Chesher (1985). 
ill. Monte Carlo Experiments 
The Monte Carlo experiments are conducted to study the size and 
the power properties of the various versions of the heterogeneity test 
described above. LM, is based on the theoretical information matrix. 
LM, is based on the outer product of the sample scores, LMh is based 
on the sample Hessian, and LMk is Kiefer's test and is one-tailed. 
A sample size of 200 is used in most experiments. Further, ll = 
exp (f3o + X1!31 +X 2{32 + U) is considered where W= (-2, -2, l). 
X1and X2 are N(O, l) distributed and are held fixed for all experiments. 
Further, since the score test developed in this paper is based on an 
approximation (see equations (3) and (4)), the lognormal as welt as the 
gamma heterogeneity distributions are considered to check the power 
of these tests. Both distributions are generated with a unit mean and a 
s The details of the derivation are available from the author on request. 
The information matrix for the Weibull model can be derived similarly, 
though some of its components involve the numerical evaluation of 
incomplete digamma and trigamma functions. 
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TABLE I.-PERCENTAGE REJECTIONS AT S% LEVEL. OF SIGNIFICANCE 
No HETEROGENEITY (112 = 0), 200 OBSERVATIONS 
No 30% SO% 
Test Statistic Censoring Censoring Censoring 
LM, (theoretical) 0.046 0.036 0.032 
LM, (sample score) 0.168 0.160 O.IS2 
LMh (sample Hessian) 0.1S8 0.168 0.146 
LMk (Kiefer) 0.004 0.004 0.006 
TABLE 2.-PERCENTAGE REJECTIONS AT S% LEVEL OF SIGNIFICANCE, 

No HETEROGENEITY (112 == 0), SOO OBSERVATIONS 

No 30% SO% 
Test Statistic Censoring Censoring Censoring 
LM, (theoretical) 0.044 0.044 0.030 
LM, (sample score) 0.102 0.134 0.120 
LMh (sample Hessian) 0.164 0.190 0.194 
LMk (Kiefer) 0.004 0.008 0.008 
TABLE 3.-PERCENTAGE REJECTIONS AT S% LEVEL. OF SIGNIFICANCE, 

No HETEROGENEITY (112 = 0), 1000 OBSERVATIONS 

No 30% SO% 
Test Statistic Censoring Censoring Censoring 
LM, (theoretical) 0.034 0.048 0.030 
LM, (sample score) 0.074 0.096 0.094 
LMh (sample Hessian) 0.136 0.132 O.lo6 
LMk (Kiefer) 0.002 0.010 0.008 
variance of 0.05. To create right censored data, since t = min (T, L), 
different values for L are used to allow for various degrees of 
censoring. L is taken as 20 and 5, respectively, to generate about 30% 
and 50% censoring. 
All tests are replicated 500 times. To evaluate size, however, 
allowance was made for the Monte Carlo error. Based on 500 
replications, the standard error at the 5% level of significance is 
[0.05(0.95)/500] In = 0.009747. A 95% confidence interval around a 
5% level ranges between 0.031 and 0.069. From table I it is found that 
the number of rejections of only LM, falls within the above interval. 
For LMs the proportion of rejections is higher than the nominallevel.6 
The performance of LMh cannot be evaluated accurately as the 
estimated information matrix is not always nonnegative definite. Thus 
the resulting test statistic becomes meaningless sometimes owing to 
sampling fluctuations (the estimated 111 is negative in about 19% of the 
500 replications). As expected, Kiefer's test underrejects. 
In order to check whether the size of these test statistics improves 
with larger samples, samples of 500 and 1000 observations are also 
considered (see tables 2 and 3). It is found that even though the 
nominal size of LMs gets closer, it is still significantly higher than the 
chosen level of 5%. For implementing LMh, the estimated / 11 is 
negative in only about 2.8% and 0.33% of the replications with 
samples of 500 and 1000, respectively. Even though the positive­
definiteness problem is alleviated with larger samples, the rejection 
rate of LMh is still significantly higher than 5%. 
The power of the above tests, against distributional alternatives of 
lognormal and gamma heterogeneity, is shown in tables 4 and 5. Once 
again, LM, is found to be most powerful with both lognormal as well 
6 Davidson and MacKinnon (1983) report similar size problems in the 
Monte Carlo analysis involving linear regression models. See also Kennan 
and Neumann (1988) and Onne (1990). 
TABLE 4.-PERCENTAGE REJECTIONS AT S% LEVEL OF SIGNIFICANCE, 

LOGNORMAL HETEROGENEITY (112 == 0.5), 200 OBSERVATIONS 

No 30% SO% 
Test Statistic Censoring Censoring Censoring 
LM, (theoretical) 0.970 0.786 O.S70 
LM, (sample score) 0.936 0.698 0.474 
LM1, (sample Hessian) 0.460 0.240 0.218 
L~(Kiefer) 0.724 0.420 0.288 
TABI..E S.-PERCENTAGE REJECTIONS AT S% LEVEL OF SIGNIFICANCE, GAMMA 

HETEROGENEITY (112 == O.S), 200 OBSERVATIONS 

No 30% SO% 
Test Statistic Censoring Censoring Censoring 
LM, (theoretical) 1.000 0.930 0.730 
LM, (sample score) 0.994 0.860 0.660 
LMh (sample Hessian) 0.418 0.290 0.240 
LMk (Kiefer) 0.6S6 0.518 0.322 
as gamma heterogeneity. Even though the number of rejections of LM, 
seems similar to that of LM,, a comparison of the power of the two 
tests cannot be made as the size of these tests is shown to be different. 
On a size-corrected basis, the power of LM, would be less than that of 
LM,. 
It is interesting to note that the number of rejections with censored 
data are less than that with uncensored data for all tests. This decrease 
in power can be explained through the noncentrality parameter of the 
test. Given H0: <r2 = 0, let the sequence of alternative hypotheses be 
given by H0 : <r2 = .jN. Then, asymptotically, the test is distributed as 
x2(1, 1)),1 where the noncentrality parameter 'Tl = (1/N)'r2// 11 • When all 
observations are complete, 111 = liN and 'Tl = -r2• With the above­
censored data, / 11 depends on parameters ~ as well as censoring times 
L. Given W= [-2, -2, I], evaluated at the mean X, along with L = 
20, 'Tl equals 0.409-r2• This value is much smaller than the one derived 
with complete observations. Therefore the power of the tests is 
affected by the length of the data acquisition period, and it becomes 
smaller as the period is reduced. With L = 5, TJ equals 0.018-r2• 
IV. Conclusion 
In this note various versions of the heterogeneity test for a right 
censored exponential model are analyzed. Different versions of the test 
depend on the choice of estimate of the information matrix. A test 
based on the theoretical information matrix is derived that performs 
better than the ones that are based on the observed information matrix. 
Further, it is shown that the power of the test decreases when the 
observation period (censoring times) is reduced. 
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TESTS OF THE SPECIFICATION OF UNIVARIATE AND BIVARIATE ORDERED PROBIT 
J. S. Butler and Patrali Chatterjee* 
Abstract-This note presents tests of the specification of univariate and 
bivariate ordered probit. The test is sensitive to deviations from either 
normality or the exogeneity of the explanatory variables. As an example, 
the ownership of dogs and televisions, both sources of time-intensive 
entertainment, is studied. The specification for dogs is not rejected, the 
specification for televisions is rejected at the 2.0% level, and the 
specification of both together is rejected at the 1.3% level. 
I. Introduction and Literature Review 
Ordered probit models represent situations in which a discrete 
outcome represents greater affinity, preference, or propensity for a 
good or outcome. Examples include children or, in this paper, dogs and 
televisions. The underlying propensity could represent a tendency or 
quality; examples include discrete quality measures and contract 
provisions negotiated as a function of bargaining strength. 
The assumptions of the ordered probit model include a list of 
explanatory variables that affect the dependent variable and are 
exogenous, i.e., uncorrelated with either the normally distributed latent 
disturbance or the prediction error from the model. Maximum­
likelihood estimation (MLE) maintains and efficiently employs the 
assumptions, but is inconsistent if any of the assumptions are invalid. 
This note proposes tests of the assumptions of normality and exogene­
ity using estimation by the generalized method of moments (GMM). 
The null hypothesis of the GMM test of the specification is a joint 
hypothesis that the latent dependent variable is distributed normally 
and that the explanatory variables are exogenous. If the test produces a 
rejection of the joint null hypothesis and instrumental variables are 
available, the model could be reestimated by GMM to test separately 
the effect of normality. If the test does not reject the joint null 
hypothesis, however, MLE could be used with stronger assurance that 
specification error is not present. 
Ordered probit models are applied rarely in bivariate models. We 
report here estimation in such a model after testing the model 
specification. We examine ownership of dogs and televisions, both 
sources of time-intensive entertainment. 
See Maddala (1983) for the earliest uses ofordered probit models in 
economics. The papers cited here use ordered probit in two-equation 
Received for publication December 12, 1994. Revision accepted for 
publication October 2, 1995. 
* Vanderbilt University. 
The authors wish to thank Kathryn H. Anderson, Amy Crews, and 
Douglas Wolf for helpful contributions. Remaining errors are the responsi­
bility of the authors. 
models. Jimenez and Kugler (1987), Frazis (1993), and Butler et al. 
(1994) use ordered probit models as the first stage of a selection bias 
model. All are studying aspects of education: the effect on earnings of 
in-service training in a Colombian program, the effect on earnings of 
schooling choice concerning college, and the effect on grades in 
intermediate microeconomics of calculus classes. A different two­
stage model with ordered probit in the first stage is used by Kao and 
Wu ( 1990), who study the default risk of bonds (first stage) and the 
yield on bonds (second stage). Arne! and Liang (1994) model the entry 
of banks into new markets by probit or ordered probit and, as a second 
stage, the market performance of banks. 
Gustaffson and Stafford (1992) study the decisions of Swedish 
mothers to work and to receive public child care subsidies. They use 
ordered probits to model the decision to work in three ranges. Their 
model does not allow correlated disturbances. 
Calhoun (1989, 1991) uses bivariate ordered probit models to study 
the relationship between desired and excess fertility. The dependent 
variables are children ever born CEB and desired family size DFS. 
DFS and CEB can be estimated as a bivariate ordered probit, and the 
DFS can be censored in that it can be reported as the number of 
children ever born, even if the DFS is less than CEB. The censored 
model then takes DFS as reported if DFS exceeds CEB or as CEB or 
less if DFS is reported to be CEB. That avoids asking about unwanted 
births (DFS Jess than CEB). Calhoun (1989, 1991) thus estimates a 
censored model not used in this paper, but does not test the 
specification. 
U. 	 The Ordered Probit Model and the Bivariate Ordered 
Probit Model 
We begin by specifying the bivariate ordered probit model, then 
describing the univariate test, and finally describing the bivariate test. 
We indicate the two ordered probit indexes by subscripts a and b, 
functions of single indices z,. and z11• which are functions of exogenous 
variables X and coefficients Pa and Pb· The exogenous variables need 
not be the same in the two equations, and a simultaneous-equations 
model in the two indexes can be estimated ifeach equation includes at 
least one regressor omitted from the other. Subscripts indicating 
individual observations are suppressed. The unobserved propensities 
are defined as 
(I) 
(2) 
