and thermal building properties). The aim of this paper is to present a generic methodology to evaluate the energy performance of 11 such systems. Artificial neural networks (ANNs) have proved to be suitable to tackle such complex problems, particularly when 12 the system to be modelled is compact and cannot be divided up during the testing stage. Reliable "black box" ANN modelling is 13 able to identify global models of the whole system without any advanced knowledge of its internal operating principles. The 14 knowledge of the system's global inputs and outputs is sufficient. The proposed methodology is applied to evaluate three different
Introduction
The literature survey carried shows that there is no reliable and generic method allowing RETS long-term energy performance prediction in different conditions. As described earlier, some of the current methods (component approach) are not able to model systems charge the storage via an internal heat exchanger and the DHW is prepared with an internal heat exchanger covering the 111 whole height of the store. 
Proposed performance evaluation approach for SCS

122
To be relevant and overcome the weaknesses of the current methods, the modelling methodology must comply with the following 123 five requirements:
124
(i) It must be generic so it can be used with several SCSs for building applications: Combisystems with a heat pump or boiler 125 auxiliary, absorption chiller, etc.
126
(ii) It must be nonintrusive so this method can be used to model a system using only its inputs and outputs. There is no need to 127 dismantle the system to test it and therefore no damage to it. (iii) The method must take into account the whole system so all interactions between subsystems are modelled. The real behaviour of the system will thus be modelled.
(iv) The system procedure test must be short so the cost of the qualification test is low.
To fulfil the first, second and third requirements, the most appropriate solution consists in using a "black box" model. In contrast
135
to a physical detailed model, designing a "black box" model does not require knowing the system's internal parameters such as 136 the efficiency of its sub-systems, thermal conductivities and the mechanisms of the control and regulation systems. When using a
137
"black box" model, modelling simplification hypotheses necessary to build a physical model, which usually leads to errors, are 138 bypassed. Therefore, it is possible to identify a global model of the system without being intrusive. As presented in section 1, a 139 global approach appears more relevant to fulfil the third and fourth requirements. The novel methodology proposed in this paper
140
is based on the SCSPT that has been developed at INES, the French National Institute for Solar Energy. Artificial intelligence
141
methods are able to learn from data, so an efficient model can be created with a good ability to generalize results to new data.
142
ANNs, presented in section 3.3.1, fulfil the fifth condition. 
145
The five steps to model and then to evaluate the performance of a system following the proposed approach are represented in Figure 4 . The proposed methodology consists on first testing the system to be characterized in a semi-virtual test bench during a
147
short sequence of time, typically 12 days, and in a dynamic way. Then the harvested data will serve to design a dynamic neural 148 network model of the system. Basically, the ANN learns the internal behaviour of the tested system. The model will then be used
149
to predict the system's behaviour, e.g. its annual energy consumption, when unseen data are presented to it and thus evaluate its 150 performance.
151
The Short Cycle System Performance Test (SCSPT)
152
The SCSPT method is composed of two main stages: Step 1
Step 2
Step 3
Step 4
Step 5 emitter and the building are simulated, in real time, within the TRNSYS software. The semi-virtual test bench is represented in Figure 5 .
163
The solar collector model used is the one defined in [30] . Most particularly one can model flat plate and vacuum tube collectors.
164
The parameters of the model are identified using standard tests. Moreover, the borehole model used is described in [31] . 
183
The boundary conditions are simulated by a building model defined in the IEA Solar Heating and Cooling program Task 32 [33] ,
184
a standard DHW draw-off profile and a specific 12-day weather data sequence selected from the annual weather data using the 185 algorithm presented above.
186
Boundary conditions for the systems considered in this study -temperatures (outdoor, ground), solar radiation, air velocity,
187
humidity, loads etc. -are all determined by the collector area, the building quality and the climate where the system is installed.
188
Therefore, in the present study, boundary conditions will be indicated as the climate-building-collector area. 
219
Several other ANN modelling studies have been reported recently, but they focused on modelling isolated system components 220 [41] , [42] , [43] , [44] , [45] , [46] .
221
ANN theory is clearly presented in [47] and [48] . ANNs are parametric analytical functions whose concept takes inspiration from 
Optimization algorithm
237
This section considers models with one output. The multi-output case can be deduced from the simple case. The modelling 238 problem is equivalent to the determination of an unknown real function :
→ that defines the relation between inputs and the 239 output of the system. When the identification of this function is based on an input-output = { ( ), ( )} =1 set of 240 experimental data, the modelling process is called "black box" modelling. In this case, the relation between inputs and output 241 experimental data can be described as:
where is the observation noise and is a vector that contains all the system inputs. The noise is usually assumed to have a 244 normal distribution with a zero mean. The system model is an approximation of this relation but uses a parametric function ̂:
where , called the model regressor, is a vector formed by the chosen model inputs, at different times, and only the chosen 247 delayed outputs.
248
The model implements a → mapping as well; ̂ is the output of the model and is a vector of parameters to be determined
249
(synaptic weights). In this study, the structure of the system model is an ANN. The determination process of all elements and 250 parameters of the ANN such that it fits the observations is called the learning or training process. Parameters are always estimated
251
by minimizing a specific criterion function (or objective function) so that it is an optimization problem. Usually the cost function used is the mean square error ( ):
eq. 5
Under the assumptions presented in this section, the solution of the problem can be expressed as:
There exist two categories of methods to find this minimum: the gradient-free and the gradient-based methods. Gradient-free 
262
̃ to the Hessian matrix in the following Newton-like update:
Note that the initial step size must be indicated by the user. When the scalar ( ) is zero, this is simply the Newton method, using 265 the approximate Hessian matrix. When ( ) is large, this becomes a gradient descent with a small step size. The Newton method is 266 faster and more accurate near an error minimum, so the aim is to shift toward the Newton method as quickly as possible. The 267 authors found in [50] that the LM algorithm is more relevant than the other optimization algorithms that were tested (gradient 268 descent with momentum, scaled conjugate gradient, resilient back propagation). This is why it was adopted for the methodology 269 developed herein. 
271
As explained in section 3.3.2, the goal of optimization algorithms is to determine the ANN weights that minimize the model error
272
based on the training data (observations). Usually, the resulting models fit the learning data set with high accuracy. However, the 273 model prediction precision may be very poor for unseen data. In some cases, this means that the resulting model has learnt only 274 characteristics of the training data set and not the system's behaviour. In other cases, probably the optimizer has been stacked in a 275 local minimum. The learning strategies are ways to deal with those optimization algorithms and the ANN structure in order to 276 obtain a model that has good generalization ability. One must be aware that all the optimization algorithms based on the gradient 277 are local methods. In fact, they are, generally, valid only for a region near the minimum. This is why a good way to prevent the 278 algorithms to be stacked on a local poor minimum is to train the ANN several times with different starting points (weights 279 initialization). The initialization method used in the proposed methodology is the Nguyen-Widrow method [51] .
280
Usually measured data are very expensive to harvest and consequently there is not enough data for training. For instance, in the 281 present work, the short time of the system test, 12 days, restricts the amount of data available for training. Therefore, ( ; ) = ( ; ) + eq. 8
287
where and are two constant parameters calculated using a Bayesian regularization methodology. By constraining the size of
Model configuration
The definition of the modelling input-output configuration is crucial to develop a generic methodology. Generally, SCS physical inputs and outputs differ from one to another. They depend on the energy sources used by the system and how this was designed 
302
and define the modelling lag space.
303
When using a dynamic model, the question of how many delayed inputs and outputs to choose arises. There is no rule to find the 304 right time delays that are necessary to model a system because it depends a great deal on the data and the model structure. In the 305 present work, time delays are chosen following a trial and error process. Some methods found in the literature (for instance [54] )
306
were tested but they did not give satisfactory results.
efficient networks based on raw data. This is why it is essential to carry out some data pre-processing before training. By 
317
The modelling time step is equal to 30 min. It was noted that the on-off cycles of the auxiliary system generate discontinuities in 318 data. To smooth the collected data, a moving average of five time steps was applied to them.
319
The activation functions chosen to be used in the methodology are, in the hidden layer, the tangent hyperbolic function ℎ and,
320
in the output layer, tanh or a linear function ( : → ). As mentioned in section 3.3.1, and if tanh is considered rather than the 321 linear function in the output layer, the model's structure has only one output (̂), which is given by:
is used, like all networks considered in the study, eq. 11 becomes:
) eq. 12 where and are synaptic weights of the bias to the hidden and output layers, respectively.
328
Following eqs. 10 and 12, with tanh bounded between −1 and 1, and by applying triangle inequality, the following can be From eq. 13 it appears that the output from the network is bounded. In order to enhance the extrapolation ability of the ANNs, the 335 normalization bounds were chosen carefully so that the bounds in eq. 13 would be large enough. In the case of a linear function,
336
the normalization bounds are flexible. This is why a fixed normalization interval of ±1 is used for all models.
337
The data quality is crucial so that a reliable and accurate model with good generalization ability can be identified. These data
338
should reflect the nonlinear and dynamic behaviour of the system to be evaluated as much as possible. The authors have
339
conducted several studies to determine the optimal strategy to test the system (and thus the optimal learning data) by choosing 340 specific days from the days of the year in three climates (Zurich, Stockholm and Barcelona). The goal was to create a learning 341 sequence representative of the three climates. However, the initial SCSPT test sequence (presented in section 3.2) shows the most 342 satisfactory results obtained to date. Therefore, the latter was retained to create training data. 
344
Proposals for the optimal number of neurons to be used in the hidden layer can be found in the literature. Some of them give this 345 number as a function of the size of the training data set and input-output numbers [55] . Other methods try to give the maximum has been proved and it is easy to find a counter example for each one [57] . The method retained herein is intended to fix a 348 relatively large number of maximal neurons and by a trial and error rule, only one network with a number of neurons 349 between 1 and will be selected.
350
During the training process, a number of networks are created (with different neurons, initializations, output AF and time delays).
351
The Bayesian information criterion (BIC) was chosen to select the most relevant network [47] , [58] . It is defined by the following:
The (see eq. 5) in is calculated using the training data and in a closed loop architecture (see Figure 7) , in which inputs
355
and the initial values of the outputs, are used to predict the outputs (long-term model simulation) at future time steps.
356
Because the true output is available during the training of the network it is efficient to use it instead of feeding back the estimated 357 output. The resulting architecture is called open loop architecture (see Figure 7) . The advantage of this architecture (used only 358 during training) is that the input to the ANN is more accurate.
359
The selects ANNs, that have a lower value, with a small number of parameters (synaptic weights). This is advantageous
360
because ANNs with a reduced number of parameters have a better generalization power as stated in [59] .
361
The whole training and selection process was developed in MATLAB R2012b and is represented in Figure 8 . This process was 362 repeated for each model structure when changing time delays, normalization bounds and the output AF.
364
Figure. 7: Open loop architecture (left) and closed loop architecture (right)
365
In the following section, the results of two different models for each system are presented:
366
• ANN1 is the model that is selected as the best model after the comparison of its performance with all the created ANNs 367 models in different boundary conditions (Climate, Building type and collector area).
368
• ANN2 is the model that would be selected based only on the BIC criterion (according to the process described in Figure 8 ). 
369
ANN
375
Testing all the systems physically over 1 year in different conditions is clearly impossible, so physical detailed and validated
376
TRNSYS models were used, instead of real systems, in order to validate the ANN predictions in the first step. The validation process depends on the availability of each system detailed model (TRNSYS). In fact, the validation protocol of 
Description of systems models
383
Four physical detailed models were selected to validate the methodology. All models were developed in TRNSYS software and 384 some of them as part of the European MACSHEEP project [60] . The parameters of the main components were identified using 385 experimental tests. In the following a brief description of each model is given:
386
 Standard SCSGB is a commercial SCS with a condensing gas boiler. The hydraulic scheme of this system is represented 387 in Figure 2 . This model does not take into account heat losses in the loops.
388
 Optimized SCSGB is a second system that was derived from the standard one. There is no physical difference between 389 the two systems, but the control algorithm of the second one was optimized to improve the performance of the system. 
392
For all systems, the target indoor and DHW temperatures are 20°C and 45°C, respectively. The auxiliary systems are controlled to
393
keep the upper part of the storage tank temperature near 50°C.
394
According to the methodology, the systems to be evaluated must be physically tested to build the training data. To do so, the real 395 systems corresponding to the Standard and Optimized SCSGB were tested according to the SCSPT method in the "Zurich SFH60
16m²" boundary conditions, the conditions used for training. The real SCSs combined with HP were not available; their physical 397 tests were simulated (in order to create the training data) using the detailed TRNSYS models in the same conditions as the two 398 first systems (see Figure 10 ). Annual simulations using TRNSYS were done as well in order to compare them to those of the
399
ANNs. 
406
The input-output data harvested during the tests were used to design dynamic ANN models for each system, according to the 407 method described in section 3. An example of the data used for training is represented in Figure 11 . The 12 days of the test 408 sequence were applied successively without interruption. The features of the selected ANN models of each system are presented 409 in Table 2 .
410
All the neural models were used to make annual simulations in different boundary conditions (using the closed loop architecture).
411
The The most valuable criterion to evaluate the performance of a solar thermal system is to measure its energy consumption during a used during training (16m²) was considered to validate the ANN models. Varying this parameter in a wide range will not be 419 meaningful because this parameter was not taken into account during the training process. In fact, during the system test (or its 420 simulation) the collector area was fixed (16m²). On the whole, the predictions of the "black box" models and the detailed TRNSYS simulations are very close. In fact, the 430 differences between the two methods in estimating system energy consumption are nearly within the ±10% range for most 431 conditions, especially in the case of the SCS combined with water source HP.
421
432
For low heat demand boundary conditions (e.g. an environment with the Barcelona climate), the absolute differences are not 433 excessive but the low energy level makes these differences (deviation in percent) proportionally higher.
435
Figure. 
438
The results show that the ANN model selection based on the BIC criterion does not select the best model. Several statistical estimates for all systems, but only for certain specific conditions close to the training conditions. In fact, according to Figure 11 shows that the training data 460 corresponding to the energy rate of the auxiliary varies between 0 kW and 1.93 kW. The same variable corresponding to the 461 "Stockholm SFH100 16 m²" test conditions varies between 0 kW and 2.9 kW (Figure 16 ). This means that the neural models
462
should predict a variable that is excessively out of range compared to the training data. However, Figure 16 shows that the ANN 
476
Concerning the system combined with HP, only the one combined with the water source HP was tested. Its model, developed on 477 the basis of the experimental data, was used to predict the annual system consumption in different conditions. This is equivalent to 478 a real application of the methodology. 
500
An example of the recorded and simulated energy rate is presented in Figure 20 . 510 Table 6 presents the characteristics of the selected model of the tested SCS combined with water source HP. This system is not the 511 one simulated in section 4.1.1. The neural model was used to simulate the system's dynamic behaviour in different conditions.
512
ANN predictions are presented in Figure 21 . ANN estimations are realistic. They are the same order of magnitude as the SCS
513
water source HP model (as in Figure 14) .
514
For the sake of completeness, ANN model predictions should be compared to annual real in situ measurements of different 515 systems on different climates, building types and collector areas. However, this study would require much more time to be 516 completed.
517
Conclusion and perspectives
518
In the present paper, the results of the development of a new generic methodology to model thermal energy systems for building 519 applications are presented. This can be applied to systems as found on the market, obviating the need to dismantle the system in 520 order to characterize it. The ANN models developed are able to predict, with a good level of precision, the annual consumption of 521 three different types of system based on a short learning sequence test lasting only 12 days. In fact, the ANN generalization ability 522 makes possible to predict the system's behaviour in various environments (other climate types and other building types), different 523 from the environment used during the ANN learning process. Prediction errors are in most cases within the range of ±10% for 524 non-extreme boundary conditions. The proposed approach will be helpful in the context of energy performance guarantees.
525
Moreover, ANN annual simulation takes only a few seconds. This is ideal for engineers and designers to compare different 526 solutions and select the system most suitable for a given building and location. The methodology is completely objective; it could 527 be used by non-experts because its application consists only on testing the system and applying the developed training algorithm.
528
Neural network limitations appear in conditions that are very different from those used in training. In fact, ANN predictions are 529 poor for boundary conditions that are very different from the condition used during the physical test.
530
Future work will concentrate on the development of an optimal method to build up the learning data set. Using data from different 531 climates and conditions seems to be relevant. This certainly will improve the generalization ability of the neural model and might also reduce the sequence length. The methodology will be extended to other solar thermal configuration systems that include the cooling function and ventilation as well. The specific features of ANN energy predictions for each system will also be studied.
