Abstract. Let k be a number field. We study how well can finite sets of O k equidistribute modulo powers of prime ideals, for all prime ideals at the same time. Our main result states that the optimal rate of equidistribution in O k predicted by the local contstraints cannot be achieved unless k = Q. We deduce that Q is the only number field where the ring of integers O k admits a simultaneous p-ordering, answering a question of Bhargava. Along the way we establish a nontrivial upper bound on the number of solutions x ∈ O k of the inequality |N k/Q (x(a − x))| ≤ X 2 where X is a positive real parameter and a ∈ O k is of norm at least e −B X for a fixed real number B. The latter can be translated as an upper bound on the average number of solutions of certain unit equations in O k .
1. Introduction
1.1.
Optimal rate of equidistribution in number fields. In this paper we study the optimal rate of "local" equidistribution in the rings of integers of number fields. First we will precise what kind of equidistribution we mean. For any ring A we may map it into the profinite completion A = lim ← A/I where I runs over all cofinite ideals in A. The additive group of A is a compact topological group so it is equipped with a unique Haar probability measure m. We say that a sequence of finite subsets E n ⊂ A equidistributes in A if the sequence of probability measures on A µ n := 1 |E n | x∈En δ x converges weakly-* to the Haar measure m. If k is a number field and A = O k is its ring of integers this means that (E n ) n∈N equidistributes in O k = p O kp where p runs over prime ideals of O k and O kp is the ring of integers in the completion k p . In practice, for example when E n are given by some arithmetic construction, it is often easier to prove that the equidistribution holds in O kp for each prime p than that it holds in the product p O kp . This is why we focus on the weaker notion of local equidistribution in O k . We say that (E n ) n∈N locally equidistributes in O k if for every prime ideal p the sequence of probability measures µ n (defined as above) converges weakly to the unique Haar probability measure on O kp . We can measure the rate of equidistribution in O kp by looking at the p-adic valuation of the product of differences s =s ′ ∈En (s − s ′ ). There is a minimal rate of growth of these valuations, and when it is achieved we can say that (E n ) n∈N equidistributes optimally in O kp . It happens, for example, when E n are sets of the first n elements of a sequence (a i ) i∈N which is a p-ordering (Definition 1.3). The p-orderings were introduced by Manjul Bhargava in [4] in order to generalize the notion of the factorial to any Dedekind domain (or even subsets of Dedekind domains) and to extend the classical results of Pólya on integer valued polynomials in Q[t] to arbitrary Dedekind domains [4, Theorem 14] . While it is easy to see that for a fixed finite set P of primes p one can find a sequence E n that equidistributes optimally in O kp for all p ∈ P it is not clear if there exists a sequence of sets E n that equidistributes optimally for all primes p 2010 Mathematics Subject Classification. 11N25,11K38,13F20,11D57. October 29, 2018 at the same time. It is certainly possible in Z because we we can take E n = {1, 2, . . . , n}. As the main result of this paper we prove that k = Q is the only number field for which O k enjoys this property. As a corollary we answer the question of Bhargava [4, Question 3] for rings of integers in number fields. Bhargava asked which Dedeking domains admit simultaneous p-orderings. Our main result implies that Z is the only ring of integers where this is possible.
1.2. p-orderings and equidistribution. Let A be a ring and let I be an ideal of A. We say that a finite subset S ⊆ A is almost uniformly distributed modulo I if for any a, b ∈ A we have | {s ∈ S | s − a ∈ I} | − | {s ∈ S | s − b ∈ I} |∈ {−1, 0, 1}.
(1.1)
If A/I is finite the condition (1.1) is equivalent to the following |{s ∈ S | s − a ∈ I}| − |S| |A/I| < 1.
(1.2)
Let k be a number field and let O k be its ring of integers.
Definition 1.1. We call a finite subset S ⊆ O k n-optimal if |S| = n+1 and S is almost uniformly equidistributed modulo every power p l , l ≥ 1 for every prime ideal p of O k .
The n-optimal sets are in a sense locally as uniformly equidistributed as possible. The sequences of n-optimal sets are precisely the ones that equidistribute optimally in O kp for all primes p at the same time. The main result of this paper determines the numbers fields k where the rings of integers O k admits arbitrary large n-optimal sets. Theorem 1.2. Let k be a number field different than Q. Then there is a natural number n 0 such that there are no n-optimal sets for n ≥ n 0 .
In particular, unless k = Q there are no sequences of finite subsets that equidistrubute optimally modulo all prime powers. Motivation for considering n-optimal subsets comes from the theory of integer valued polynomials and from the study of p-orderings. We recall the definition of a pordering in a subset of O k , following [4] . Definition 1.3. Let S ⊂ O k and let p be a non-zero proper prime ideal. A sequence (a i ) i∈N ⊂ S is a p-ordering in S if for every n ∈ N we have v S (p, n) := v p n−1 i=0 (a i − a n ) = min
where v p stands for the additive p-adic valuation on k. The value v S (p, n) does not depend on the choice of a p-ordering ( [4] ).
Bhargava defines the generalized factorial as the ideal n! S = p p vS(p,n) where p runs over primes in O k . A sequence (a i ) i∈N ⊂ S is called a simultaneous p-ordering in S if it is a p-ordering in S for every prime ideal p. Simultaneous p-orderings are also called Newton sequences [7, 8] . A sequence (a i ) i∈N ⊂ O k is a simultaneous p-ordering in O k if and only if the set {a 0 , a 1 , . . . , a n } is n-optimal for every n ∈ N. In [4, 5] Bhargava asks what are the subsets S ⊂ O k (or more general Dedekind domains) admitting simultaneous p-orderings and in particular for which k the ring O k admits a simultaneous p-ordering. The last question was addressed by Melanie Wood in [19] where she proved that there are no simultaneous p-orderings in O k if k is an imaginary quadratic field. This result was extended in [1, Theorem 16 ] to all real quadratic number fields Q( √ d) except possibly for d = 2, 3, 5 and d ≡ 1 mod 8. Existence of a simultaneous p-ordering implies that there are n-optimal sets in O k for all n. As a corollary of Theorem 1.2 we get: Corollary 1.4. Q is the unique number field whose ring of integers admits a simultaneous pordering.
This answers [4, Question 3] for rings of integers in number fields. Note that an having an upper bound on the size of n-optimal sets is a priori stronger than non-existence of simultaneous porderings because not every n-optimal set can be ordered into an initial fragment of a simultaneous p-ordering. We do not know any example of a Dedekind domain that has arbitrary large n-optimal sets but no simultaneous p-orderings. We remark that the ring F q [t] admits a simultaneous pordering [4, p. 125] . It would be interesting to know which finite extensions F of F q [t] have the property that O F admits a simultaneous p-ordering.
1.3.
Test sets for integer valued polynomials. The notions of p-orderings and n-optimal sets are connected to the theory of integer valued polynomials. Let P ∈ k[X] be a polynomial. We say that P is integer valued on S ⊂ O k if P (S) ⊂ O k . Following [7] we denote the module of integer valued polynomials of degree at most n by
We call a subset E ⊂ O k an n-universal set if the following holds. A polynomial P ∈ k[X] is integer valued (on O k ) if and only if P (E) ⊂ O k . It is easy to prove, using Lagrange interpolation, that |S| ≥ n + 1 for any n-universal set S. It was shown in [6, 18] that if |S| = n + 1 then S in n-universal if and only if it is almost uniformly distributed modulo all powers of all prime ideals. In our notation the latter is equivalent to S being n-optimal. It is proved in [6] that for every n ∈ N there exists an n-universal set of size n + 2, so it is interesting to ask whether there are n-universal sets of cardinality n + 1 (i.e. n-optimal sets). For k quadratic imaginary number field it was proven in [6] that there is an upper bound on the size of n-optimal sets. This generalizes the analogous result for k = Q( √ −1) from [18] . For general quadratic number fields Cahen and Chabert [8] proved that there are no 2-optimal sets, except possibly in Q( √ d), d = −3, −1, 2, 3, 5 and d ≡ 1 mod 8. From our main result we easily deduce the following. Corollary 1.5. Let k = Q be a number field. Then for n ∈ N big enough the minimal cardinality of an n-universal set in O k is n + 2.
1.4. Average number of solutions of a unit equation. One of our key technical ingredients in the proof of Theorem 1.2 is the following bound, which can be interpreted as a bound on the average number of solutions of the unit equation [20] . To shorten notation we will write x = |N k/Q (x)| for x ∈ k. Theorem 1.6. Let k be a number field of degree N with d Archimedean places and let B ∈ R. There are constants Θ 1 , Θ 2 , Θ 3 , Θ 4 dependent only on k and B such that for every a ∈ O k , 0 < X ≤ a e B and κ = min{ 1 2N (N −1) , 1 4N −1 } we have |{x ∈ O k | x(a − x)) ≤ X 2 }| ≤ Θ 1 X 1+κ a −κ + Θ 2 (log X) 2d−2 + Θ 3 log log log log a + Θ 4 .
The traditional form of the unit equation is α 1 λ 1 + α 2 λ 2 = 1 where α 1 , α 2 ∈ k × and the indeterminates λ 1 , λ 2 are the units of O k . We may consider an equivalent form of the unit equation α 1 λ 1 + α 2 λ 2 = α 3 where α 1 , α 2 , α 3 ∈ O k . (1.
3) It is clear that the number of solutions depends only on the class of (α 1 , α 2 , α 3 ) in the quotient of the projective space P 2 (k)/(O × k ) 3 . Let ν(α 1 , α 2 , α 3 ) be the number of solutions of (1.3). It was known since Siegel [17] that ν(α 1 , α 2 , α 3 ) is finite and Evertse [9] found an upper bound independent of α 1 , α 2 , α 3
In fact, Evertse, Györy, Stewart and Tijdeman [10] showed that except for finitely many points
3) has at most two solutions. Theorem 1.6 gives a quantitative control on the "average" number of solutions of (1.
and α 3 is fixed with α 3 not much smaller than X. Theorem 1.7. Let k be a number field of degree N with d Archimedean places, let B ∈ R and put κ = min{
There exist constants Θ 1 , Θ 2 , Θ 3 , Θ 4 dependent only on k and B such that for every α 3 ∈ O k , 0 < X ≤ α 3 e B we have
The number of terms in the sum is of order X 2 log X so Theorem 1.7 shows that the average value
Unless α 3 ≫ e e e X 2 log X this improves (on average) on the pointwise bound of Evertse, Györy, Stewart and Tijdeman [10] .
1.5. Outline. To prove Theorem 1.2 we argue by contradition. We assume that there exists a sequence S ni of n i -optimal subsets where n i tend to infinity.
First we show (Theorem 3.1) that for each n i there exists a cylinder (see Definition 2.18) C ni ⊆ V of volume O(n i ) containing S ni . This fact was implicit in the proofs of Theorem 1.2 for k = Q( √ −1) in [18] and for k quadratic imaginary in [6] . Argument in [6, 18] relied on a technique called "discrete collapsing"
1 which crucially uses the fact that the norm N k/Q is convex for any quadratic imaginary number field k. Finding a way to prove Theorem 3.1 for a general number field k is one of the main contributions of the present paper. A key number-theoretical input is provided by Proposition 2.5 which counts the number of x ∈ O k such that |N k/Q (x(a − x))| ≤ X 2 for some X > 0 and a ∈ O k is subject to the condition |N k/Q (a)| ≥ Xe −B where B is a fixed real number. The proof of Proposition 2.5 combines a variant of Ikehara's Tauberian theorem, counting points of O k in thin cylinders and Baker-Wüstholz's theorem on linear forms in logarithms.
From Theorem 3.1 we deduce (Corollary 3.2) that there exists a compact set Ω and sequences (s ni ) i∈N , (t ni ) i∈N ⊂ V with s ni = n i |∆ k | 1/2 such that the rescaled sets s −1 ni (S ni − t ni ) are all contained in Ω. Thus, it makes sense to look at subsequential weak-* limits of measures
Any such limit will be called a limit measure. It is always a probability measure supported on Ω, absolutely continuous with respect to the Lebesgue measure and of density 2 at most one 3 (see Lemma 4.2) . By passing to a subsequence if necessary we can assume that µ ni converge to a limit measure µ. The measure µ contains the information about the asymptotic geometry of the sets S ni . Our strategy is to exploit the properties of n-optimal sets to show that no such limit measure can exist. We introduce a notion of energy of probability measures on V (see Definition 4.3). For any compactly supported probability measure ν on V , absolutely continuous with respect to the Lebesgue measure and of bounded density we define
In [6] it was called simply "collapsing". We add the adjective discrete to distinguish it from the collapsing for measures used in the present paper.
2 By density we mean the Radon-Nikodym derivative with respect to the Lebesgue measure. 3 The reason why we introduced the factor |∆ k | 1/2 in the formula sn i = n i |∆ k | 1/2 is to ensure that the limits have density at most 1.
where · : V → R extends the norm |N k/Q | from k to V = k ⊗ Q R. The volume formula for noptimal sets (see [6, Corollary 5.2] ) allows us to prove (Proposition 4.4) that for any limit measure µ we have
where γ k , γ Q are the Euler-Kronecker constants of k and Q respectively (c.f. [12] ). We know that the norm of the product of differences in an n-optimal set must divide the norms of products of differences in all subsets of O k of cardinality n + 1 ([6, Corollary 5.2]). This is used to show that µ minimizes the energy I(µ) among all probability measures of density bounded by one (Lemma 4.5). The last property forces strong geometric constraints on µ. In Proposition 4.6 we show that any such energy-minimizing measure must be of the form µ(A) = Leb(A ∩ U ) where Leb is the Lebesgue measure on V and U is an open set of measure 1 whose boundary satisfies certain regularity conditions. This part of the argument uses the collapsing procedure for measures (Definition 6.1) which is analogous to the discrete collapsing from [6] and similar to the Steiner symmetrization. We remark that if the field k is not imaginary quadratic then there is no reasonable discrete collapsing procedure for subsets of O k . The passage from subsets of O k to measures on V seems crucial for this part of the argument. At this point we have established that µ ni converge weakly-* to µ = Leb| U for some open subset U of V with sufficiently regular boundary. This is equivalent to saying that S ni = (O k ∩ (s ni U + t ni )) ⊔ R ni where the remainder satisfies |R ni | = o(n i ). The idea for the last part of the proof is to show that for n i big enough, there is a prime ideal p ni such that S ni fails to be almost uniformly equidistributed modulo p ni . This part is analogous to the proofs in [6, 18] but slightly harder since we do not know the shape of U explicitly. This problem is solved by relating the almost uniform distribution of S ni with the lattice point discrepancy of U (see 5.1). If S ni were almost uniformly distributed modulo all prime ideals then the maximal discrepancy of U would be strictly less than 1 (Lemma 5.3). On the other hand, we show (Lemma 5.4) that once dim R V ≥ 2 and ∂U is smooth enough the maximal discrepancy of U must be strictly greater than 1. This is the only place in the proof where we use the assumption that k = Q. We deduce that there must be a prime p ni such that S ni in not uniformly equidistributed modulo p ni . This contradicts the fact that S ni is n i -optimal and concludes the proof.
1.6. Notation. Let k be a number field of degree N and let O k be the ring of integers of k. Numbers r 1 , r 2 are respectively the number of real and complex places of k. Put d = r 1 + r 2 . The field k is fixed throughout the paper and so are the numbers N, r 1 , r 2 , d. We identify V with
We will write
be the norm of the extension k/Q. The field k embeds in V and x = |N k/Q (x)| for every x ∈ k. We write ∆ k for the discriminant of k. We use standard big-O and little-o notation. The base of all logarithms is e. We will write A, A ∞ , A f for the rings of adeles, infinite adeles and finite adeles respectively 4 . We will write Leb for the Lebesgue measure on V , which is the product of Lebesgue measures on the real and complex factors. For any measure µ and measurable sets E, F we will write µ| E (F ) = µ(E ∩ F ). We write B R (x, R) (B C (x, R)) for the ball of radius R around x ∈ R (x ∈ C). We will write M 1 (V ) (resp. P 1 (V )) for the set of finite (resp. probability) measures ν on V which are absolutely continuous with respect to the Lebesgue measure and the Radon-Nikodym derivative satisfies dν(v)/dLeb(v) ≤ 1 for almost every v ∈ V . For any real number t we will write [t] = max{z ∈ Z| z ≤ t}. If G is a group we will write G for the group of unitary characters of G.
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Counting problem
The main result of this section is Proposition 2.5. It is a key ingredient in the proof of Theorem 3.1 on the shape of n-optimal sets in O k . As a corollary of Proposition 2.5 we get the following counting result that may be of independent interest. Theorem 2.1. Let k be a number field of degree N with d Archimedean places, let B ∈ R and put κ = min{
dependent only on k and B such that for every X > 0 and a ∈ O k such that a ≥ Xe −B we have
To state Proposition 2.5 we need to introduce some notations and auxiliary objects. For v ∈ V we will write |v| i for the absolute value of i-th coordinate.
λF . For technical reasons we will also require that the boundary ∂F does not contain any points of O k .
We have the following elementary observation.
The proof is left to the reader. We will often use this lemma in the latter part of the proof and sometimes we shall do so without additional comment. Let W k be the torsion subgroup of O 
By definition if we are given a good fundamental domain F then every element y ∈ O k except 0 decomposes uniquely as y = xλ for x ∈ F ∩ O k , λ ∈ O × k . Let us fix a good fundamental domain F . For a ∈ O k , a = 0 and X > 0 we define the set
Proposition 2.5. Let k be a number field of degree N with d Archimedean places, let B ∈ R and put κ = min{
Choose a good fundamental domain F . There exist constants Θ 1 , Θ 2 , Θ 3 , Θ 4 dependent only on k, F and B such that for every X > 0 and a ∈ O k such that a ≥ Xe −B we have
2d−2 + Θ 3 log log log log a + Θ 4 . (2) Suppose that a ∈ F . For every ε > 0 there exists M such that
The proof consists of dividing the set S(a, X) in two parts S 1 , S 2 where S 1 consists of pairs (x, λ) where λ ∞ is "not too big" compared to log a − log x and S 2 is the complement of S 1 . To estimate the size of S 1 we will use the Aramaki-Ikehara Tauberian theorem (Section 2.1) and to control S 2 we rely on Baker-Wüsholz theorem on linear forms in logarithms and counting integer points in cylinders (Section 2.3). Theorem 2.1 is an easy consequence of Proposition 2.5.
The inequality x(a − x) ≤ X 2 implies that either x ≤ X or a − x ≤ X. For any such x different than 0 and a there exists a pair (y, λ) ∈ S(a, X) such that λ
Theorem 2.1 now follows 6 from Proposition 2.5 (1).
2.1. Aramaki-Ikehara theorem. We will need an extension of the classical Tauberian theorem of Wiener and Ikehara due to Aramaki [2] . Our goal is Lemma 2.8 and it is the only result form this section that we will be using later. (1) Z(s) has a meromorphic extension to C with poles on the real line.
(2) Z(s) has the first singularity at s = a > 0 and A j ∈ C for j = 1, . . . , p are such that
is of polynomial order of growth with respect to Im(s) in all vertical strips, excluding neighborhoods of the poles.
Then, there exists δ 0 > 0 such that for all X ≥ 1
Corollary 2.7. Let (a n ) n∈N be a sequence of positive real numbers such that the Dirichlet series
an n s satisfies the assumption of Theorem 2.6. Then for every integer k ≥ 0 and X ≥ 1 we have
(2) If Z(s) has a simple pole at 1 with residue ρ then n≤X a n (log X − log n)
Proof.
(1) Note that
an(log n) (2) Be the previous point we have n≤X a n (log n)
. We use this identity in the following computation:
The following lemma is a key ingredient in the proof of Proposition 2.5.
Lemma 2.8. Let ρ k be the residue of the Dedekind zeta function ζ k (s) at s = 1, let h k be the class number of k and let w k be the size of the torsion subgroup of O × k . Then there exist δ 0 > 0 such that for every X ≥ 1 and every integer k ≥ 0 we have
Proof. Let χ 1 , . . . , χ h k be the characters of the class group of k, with
(N a) s are entire for i ≥ 2 and L(s, k, 1) is the Dedekind zeta function of k with unique simple pole at s = 1 with residue ρ k . All of them are of polynomial growth on vertical strips. Consider the Dirichlet series
It has non-negative coefficients and extends to a meromorphic function on C with a simple pole at s = 1 with residue (2) follow from Corollary 2.7 applied to G(s).
2.2.
Proof of Proposition 2.5. We adopt the following convention. The constants C i , B i appearing in the inequalities successively throughout the proof are dependent on k and B alone. This is usually not a straightforward observation, but from the way the proof is structured it should be easy to check for the reader that C i , B i depend only on k, B and the constants C j , B j for j < i. As we want to keep the proof reasonably short we omit the computations of exactly how big C i , B i should be in terms of k and B.
Proof. (1) The problem is invariant under multiplying a by O × k so we may assume, without loss on generality, that a ∈ F . Recall that a ≥ Xe −B and
Let α be the constant from Lemma 2.4. We define
and S 2 := S \ S 1 . We start be estimating the size of S 1 . We will use the fact that for non-negative
The summands in the last formula vanish unless x ≤ Y so we get
The last passage uses Lemma 2.8. It remains to bound the size of |S 2 |.
Lemma 2.9. Put B 1 := α −1 ((log X − log a )N −1 + 2 log C 0 + log 2) where C 0 is as in Lemma 2.3. Let (x, λ) ∈ S 2 . Then either λ ∞ < B 1 or there exists i ∈ {1, . . . , d} such that
Proof. Assume that λ ∞ ≥ B 1 and that (x, λ) ∈ S 2 . Let j ∈ {1, . . . , d} be such that |λ| j is maximal. By Lemma 2.4 we have log |λ| j ≥ α λ ∞ . Since λ ∞ ≥ B 1 we have log |λ| j ≥ (log X −log a )N −1 +2 log C 0 +log 2. By Lemma 2.3 log
x a | j so we have log | x a −λ| j ≥ log |λ| j −log 2. From this and the fact that (x, λ) ∈ S 2 we deduce that
At the same time |λ| j ≥ 1 because λ = 1 so we also have log
Let f = 1 if j > r 1 and f = 0 otherwise. Substracting (2.2) we get
At least one term in the sum must be smaller or equal to the average. Therefore, for some i we have
This is slightly better than what we needed to prove.
Lemma 2.10. There is a constant C 5 dependent only on k, B such that
Proof. The number of λ satisfying λ ∞ ≤ B 1 , where B 1 is as in Lemma 2.9, is at most
The last inequality uses Lemma 2.8.
We have the following estimate on |S
. There are constants C 6 , C 7 , C 8 , C 9 dependent on k, B alone such that for i = 1, . . . , d we have
The proof of the Lemma 2.11 relies on Baker-Wustholz's bounds on linear forms in logarithms. We postpone it to the next section. By Lemma 2.9 we have
As κ = min{
This proves the first part of Proposition 2.5.
The proof of this case is reduced to the following lemmas. Lemma 2.12. For every δ > 0 there exists M 1 such that for every M ≥ M 1
The summands in the last formula vanish unless M ≤
For the last inequality we have used Lemma 2.8. As a ≥ Xe −B we have
We have the following analogue of Lemma 2.11.
The proof is postponed to the next section. We will also need the following trivial observation. 
This concludes the proof of Proposition 2.5. 
Linear forms in logarithms and bound on |S
where a ν = 2 if ν is a complex Archimedean place and a ν = 1 otherwise. The value of h(ω) does not depend on the choice of K.
The height enjoys the following sub-additivity property h(xy) 
where C n,D is a constant depending only on n and D.
We will apply this Theorem with α i being equal to the absolute values of units in O 
where C 10 depends only on k and the choice of ξ 1 , . . . , ξ d−1 .
Proof. As x, y ∈ F ∩ O k the definition of Weil height with K = k and Lemma 2.3 imply that h(x) ≤ 1 N log x + log C 0 and similarly for y. We have h ′ (
d−1 with w being a torsion element. Theorem 2.16 yields
Since max j=1,...,d−1 |b j | = λ ∞ the Corollary follows.
is a set C which is a coordinate-wise product of closed balls
where C 11 is a constant depending only on k.
Proof. First we prove that any cylinder C ′ of volume strictly below π r2 4 −r2 cannot contain more than one point of O k . Write
On the other hand if x, y ∈ O k are distinct then x − y = |N k/Q (x − y)| ≥ 1. Hence C ′ can contain at most one point from O k . The lemma follows since we can cover C with at most 1 + C 11 Leb(C) cylinders of volume π r2 4 −r2 .
Lemma 2.20. For every z ∈ C with |1 − z| ≤ 1 2 we have log | log |z|| ≤ log |1 − z| + log 2.
Proof. Let z = 1−t. Then |t| ≤ 1 2 and log |z| = − ∞ n=1 t n n . Hence | log |z|| ≤ 2|t| and consequently log | log |z|| ≤ log |1 − z| + log 2.
We can are ready to prove Lemma 2.11.
Proof of Lemma 2.11. Recall that
We work under assumption that X ≤ a e B so in the second case we have
It remains to bound |T i |. First we show that for every λ ∈ T i we have λ ∞ ≤ C 15 log a log log a + C 16 . (equation (2.13). We have
Here we define the constant B 2 = κ ′ B + log 2 + 2 log C 0 to lighten the notation. It follows that for λ ∞ ≥ 
The only thing we used is that λ ∞ ≥ 3 so max{1, log λ ∞ } = log λ ∞ . Using inequalities log x ≤ log X ≤ log a + B we get
we deduce that
We proved this inequality under assumption that λ ∞ ≥ B 3 but by making C 16 bigger if necessary this inequality is also valid if λ ∞ ≤ B 3 . Inequality 2.13 already implies a non-trivial upper bound of form
. This is too weak for our purposes when a is large. To get the desired bound we need to consider the relations between pairs λ, λ
−β λ ∞+B2 and the same for λ ′ . Taking the difference we get
Using Corollary 2.17 we get
Let B 4 ≥ max{9370, B 3 } be a constant dependent only on C 10 , B 3 and B 2 such that whenever
∞ . We divide the set T i into two parts: a "tame" part
Let us list the elements of
By Lemma 2.21 and choice of B 4 we have 
Together with (2.9) this gives Lemma 2.11.
The proof of Lemma 2.13 is very similar.
Proof of Lemma 2.13. We adopt notation from the proof of Lemma 2.11. By the same reasoning as in the proof of Lemma 2.11 we get
For M 2 big enough we have
log log log log a + C 20 .
7 The non-integer indexes are a result of a correction of the proof that required introduction of additional constants.
The Lemma is proven.
2.4. Average number of solutions of unit equations. For completeness we explain how Theorem 1.7 follows from Theorem 2.1.
Proof of Theorem 1.7. Let a = α 3 . Assume that
counts the number of x ∈ O k such that x(a − x) ≤ X 2 . This is the same quantity we bound in Theorem 2.1.
3. Geometry of n-optimal sets.
As before let k be a number field of degree N and let d be the number of Archimedean places of k. Recall that V ≃ R r1 × C r2 where r 1 , r 2 are the numbers of real and complex Archimedean places of k. The aim of this Section is to show the following theorem.
Theorem 3.1. There exists a positive constant Θ 5 dependent only on k with the following property. For every n-optimal set S ⊂ O k there exists a cylinder (see Definition 2.18) C of volume Θ 5 n such that S ⊂ C.
We prove it in Section 3.2. As an easy consequence we get:
Proof. Let C the cylinder from Theorem 3.1. Let t be the center of C. We have
3.1. Generalities on n-optimal sets. Recall that for a finite subset F ⊂ O k we define Vol(F ) =
x =y∈F (x − y). Let n! k be the generalized factorial in O k as defined in [15] , this is also the generalized factorial in O k in the sense of Bhargava [4] . We remark that m k ! is an ideal of O k , not a number. We have shown in [6, Proposition 2.6] that a set S ⊂ O k of size n + 1 is n-optimal if and only if
Also by [6, Proposition 2.6] for every subset F ⊂ O k of size n + 1 we have
Lemma 3.3. Let S ⊂ O k be an n-optimal set. Then for every x ∈ S we have
where A 1 ≥ 1 is a 8 constant depending only on k.
Proof. By (3.2) we have
Using formula (3.1) we get y∈S\{x} log x − y ≤ log N k/Q (n k !). Second equality in the lemma is [15, Theorem 1.2.4].
We immediately get:
Corollary 3.4. Let S be an n-optimal set. Then for every x = y ∈ S we have log x − y ≤ n log n + A 1 n.
Remark 3.5. A posteriori we know that the bound in the above Corollary is very far off but it will be used in the proofs to ensure that the quadruple-logarithmic error term from Proposition 2.5 is negligible. Our first goal is to give an upper bound on the norms of differences of pairs of elements in hypothetical n-optimal sets. We start with the following lemma, giving a non-trivial lower bound on the product of norms of elements in two translates F − x, F − y of a set F ⊂ O k . Lemma 3.6. Let B ∈ R, let F be a finite subset of O k and let x, y ∈ F be such that log |F | ≤ log x − y + B. Then for every 0 < log X ≤ log x − y + B we have
The constants Θ i depend only on k and B.
Proof. By translating F if necessary we can assume that x = 0. Put a = y. Then the leftmost sum takes the form z∈F \{0,a} log z(a − z) .
+Θ 3 log log log log a + Θ 4 ) dt t .
The last inequality is an application of Theorem 2.1. Integrating the last expression we get the desired inequality.
Lemma 3.7. There exists a constant Θ 7 , dependent only on k, such that for every n big enough and every n-optimal set S we have log x − y ≤ log n + Θ 7 for every x = y ∈ S.
Proof. Let A 1 be the constant from Lemma 3.3, we recall that A 1 ≥ 1 and it depends only on k. Let x = y ∈ S. Either log x − y ≤ log n + A 1 or we can we can apply Lemma 3.6 with F = S, log X = log n + 2A 1 and B = A 1 . In the latter case we get z∈S\{x,y}
where the constants depend only on k. By Corollary 3.4 we have log x − y ≤ n log n + A 1 n so 2Θ 3 log log log log x − y log X = o(n). The same holds for other error terms. Hence, for n big enough we have z∈S\{x,y}
By Lemma 3.3 we get 2n log n + 2A 1 n ≥ z∈S\{x,y} (log z − x + log z − y ) + 2 log x − y .
Of course log x − y ≥ 0 so we deduce that 2n log n + 2A 1 n ≥2n log n + 3nA 1 −
log Θ 6 ≥κ(log x − y − log n)
Hence, for n big enough log x − y ≤ log n + κ −1 log Θ 6 where Θ 6 depends only on k. Lemma holds with Θ 7 = max{κ −1 log Θ 6 , A 1 }. The constant Θ 7 depends only on k.
The second ingredient in the proof of Theorem 3.1 is the following weaker version of Theorem 3.1.
Proof. We shall crucially use Proposition 2.5 (2) together with Lemma 3.7. In order to use Proposition 2.5 (2) we fix a good fundamental domain 
Together with Lemma 3.7 this implies that there exists at least one pair x, y ∈ S such that log n + A 2 ≤ log x − y ≤ log n + Θ 7 . Let us fix a pair x 0 , y 0 with x 0 − y 0 maximal among all pairs in S. By translating S if necessary we may assume that x 0 = 0 and put a = y 0 . Let X = a . Then log n + A 2 ≤ log X ≤ log n + Θ 7 . The question is invariant under multiplying S by elements of O × k so we may assume without loss of generality that a ∈ F . For every z ∈ S we have z ≤ X and a − z ≤ X so z(a − z) ≤ X 2 . Therefore, with notation from Proposition 2.5 we have S \ {0} ⊂ {xλ −1 |(x, λ) ∈ S(a, X)}. 
By the inequality above S ′ contains at least (1 − δ)n elements. To prove the lemma it is enough to show that S ′ is contained in a cylinder of volume at most nΘ 8 . By (3.3) we have
By Lemma 2.3 we have a constant C 0 > 0 such that C
Θ7/N n 1/N . It follows that S ′ is contained in the cylinder
The volume of C 1 is n2 r1 π r2 e Θ7 C N 0 C N 21 =: nΘ 8 where Θ 8 depends only on k and δ.
We are ready to prove Theorem 3.1
Proof of Theorem 3.1. Assume that n is big enough so that Lemma 3.7 holds and Lemma 3.8 holds with δ = 1/100 and Θ 8 = Θ 8 (1/100). Also for technical reasons we require n ≥ 4d, Θ 8 ≥ 1 and the constant C 11 from Lemma satisfies C 11 ≥ 1. This is not a problem since they can be always replaced by a bigger constants as long as these constants depend only on k. Let S be an n-optimal set and let C 1 be the cylinder of volume nΘ 8 containing at least 99n 100 points of S. Write
For a positive constant A > 0 (how big will be precised later) we put C
The idea of the proof is to show that for large A (how large depends only on k) and every y ∈ C A 1 the intersection C 1 ∩ {x ∈ V | x − y ≤ ne Θ7 } is too small to contain 99% of S. Then from Lemma 3.7 and Lemma 3.8 we can deduce that y ∈ S and consequently that S ⊂ C 
Hence, there exists j = i such that |x − y| j ≤ Rj 2N Θ8C11 . Define
and note that Leb(
By Lemma 2.19 we get
100 n. This contradicts (3.8). Thereby we showed that S \ C 
Limit measures and energy
be an increasing sequence of natural numbers. Let k be a number field and assume that (S ni ) i∈N is a sequence of n i -optimal sets in O k . By Corollary 3.2 there are sequences
Define a sequence of measures
Since Ω is compact we can assume, passing to a subsequence if necessary, that µ ni converge to a limit probability 9 measure µ. This observation uses crucially Corollary 3.2 and is the key step in the proof of Theorem 1.2. Such limit measures are the central object of study in this section. Definition 4.1. A probability measure µ on V is called a limit measure if it is a weak-* limit of a sequence of measures µ ni constructed as above.
4.1. Density of limit measures. Let ν be a probability measure on V , absolutely continuous with respect to the Lebesgue measure on V . The density of ν is the unique non-negative function f ∈ L 1 (V ) such that dν = f (t)dt where dt is the Lebesgue measure. We say that ν is of density at
Lemma 4.2. Any limit measure µ on V is of density at most 1.
Proof. Let (n i ) i∈N and let (µ ni ) i∈N be a sequence of measure defined as in (4.1) such that µ is the weak limit of µ ni as i → ∞. By Lebesgue density theorem it is enough to verify that µ(C) ≤ Leb(C) for every bounded cylinder C ⊂ V . We have
4.2. Energy of limit measures. We start by defining the two notions of energy for probability measures on V .
Definition 4.3. Let ν be a probability measure on V and write
We define energies I(ν), I ′ (ν) as
provided that the integrals converge.
We will refer to I as energy and to I ′ as discretized energy since it is designed to handle finitely supported atomic measures. The integral defining the energy converges for all compactly supported measures of bounded density. The main goal of this section is to establish:
9 While µn i are not probability measures because µn i (V ) = 1 + 1 n i any weak-* limit point will be a probability measure. Proof. Let us fix a sequence (µ ni ) i∈N of measure defined as in (4.1) such that µ is the weak-* limit of µ ni as i → ∞. Observe that by the volume formula [6, Corollary 5.2]
we have
Our task is reduced to proving that lim i→∞ I ′ (µ ni ) = I(µ). This doesn't simply follow from the weak-* convergence because the logarithm is not continuous in the neighborhood of 0. We remedy that by approximating the logarithm by a well chosen family of continuous functions.
Let T > 0. For x > 0 put log T x := max{−T, log x} and let log T 0 := −T . For any compactly supported probability measure ν on V put:
Note that we integrate over the diagonal as well. The function log T is continuous so we get lim i→∞ I T (µ ni ) = I T (µ). On the other hand, by Lebesgue dominated convergence theorem we have lim T →∞ I T (µ) = I(µ) so I(µ) = lim T →∞ lim i→∞ I T (µ ni ). We estimate the difference I T (µ ni ) − I ′ (µ ni ).
We proceed to estimate the left hand side. Note that by Corollary 3.2 and our choice of s ni , t ni there is a compact cylinder
. Then for every x, y ∈ S ni we have x − y ∈ s ni Ω ′ . Hence
(log s ni − log z − T ) (4.6) = (n i + 1)
(log s ni − log z − T ). 
By Lemmas 2.4 and 2.3 for every x ∈ F and λ ∈ O × k such that xλ ∈ Ω ′′ we have
We can estimate the sum in (4.7) by
Once T is big enough we will have C 22 (log n i − log x ) + C 23 ≤ 2C 22 (log n i − log x ) for every x satisfying x ≤ n i |∆ k | 1/2 e −T . Therefore, for T big enough we can bound the last expression by
The last expression becomes
For the last inequality we have used Lemma 2.8. The constant C 25 depends only on k. We wrap inequalities together to get
It follows that for any T big enough we have lim sup i→∞ |I
The proposition is proved.
Measures of minimal energy.
In this section we show that the limit measures, provided that they exist, realize the minimal energy among all probability measures of density at most 1. Next we study the properties of energy minimizing measures.
Lemma 4.5. For every compactly supported 11 probability measure ν on V with density at most 1
Proof. Let ν be a compactly supported probability measure on V of density at most 1. Lemma 7.1 affords a sequence E n of subsets of O k such that |E n | = n + 1 and the measures
converge weakly-* to ν. Put log * t = log t of t > 0 and log * 0 = 0. For every measure µ on V we have I ′ (µ) = log * x−y dµ(x)dµ(y). The function (x, y) → log * x−y is lower semicontinuous on R ≥0 so lim sup
lim sup
By [6, Corollary 5.2] we get
It follows that any limit measure realizes the minimal energy among all probability measures of density at most 1. We turn to the investigation of such energy minimizing measures. Our goal is to prove: Proposition 4.6. Let ν be a compactly supported probability measure on V of density at most 1 which is realizing the minimal energy among all such measures. Then there exists an open set U such that ν = Leb| U and moreover there exists v ∈ V such that (∂U − v) ∩ V × is a codimension 1 subvariety of class C 1 and λ(U − v) ⊂ U − v for every 0 < λ < 1.
We will write M 1 (V ), P 1 (V ) for the sets of respectively finite measures and probability measures on V with Lebesgue density bounded by 1. One of the key tools used to prove Proposition 4.6 is the collapsing procedure c i,vi : M 1 (V ) → M 1 (V ) (see Definition 6.1), introduced and studied in the Section 6. We will also need the following identities.
Lemma 4.7.
(1) for every x ∈ R, T > 0 we have
log |x − t|dt = log(|T + x|) − log(|T − x|).
(2) Write dxdy for the Lebesgue measure on C in coordinates z = x + iy. For every se iθ ∈ C, s > 0 we have
2 log s otherwise, 11 The assumption on the support makes the proof easier but the statement should remain valid without it.
d ds
Proof of Proposition 4.6. Let ν ∈ P 1 (V ) be a measure such that the energy I(ν) is minimal on P 1 (V ). By Corollary 6.8 there exists v = (v 1 , . . . , v d ) ∈ V such that c i,vi (ν) = ν for every i = 1, . . . , d. Translating ν by −v we may assume that v = 0. We will construct an open set U such that ν = Leb| U , λU ⊂ U for every 0 ≤ λ < 1 and ∂U ∩ V × is a C 1 -submanifold of V × of codimension-1. Let P V , P i , i = 1, . . . , d be a functions on V defined by
Clearly P i (x) depends only on the i−th coordinate of x so it makes sense to abuse the notation and write P i (x) = P i (x i ). We will show that U can be chosen as
To prove that the boundary ∂U ∩ V × is a C 1 -submanifold we will establish certain regularity properties of P i for coordinates i = 1, . . . , d and use the implicit function theorem. Starting from
Step 3 we assume, for the sake of the proof, that V = R 2 .
Step 1. We show that there exists a unique α ∈ R such that Leb(P −1
It is easy to see that P −1 V ((−∞, t))) is bounded for every t ∈ R. We will consider the gra-
allowing it to take value ±∞ on some coordinates. We show that for almost all v ∈ V the gradient ∇P V (v) is non-zero. In such case the function t → Leb(P −1 V ((−∞, t))) is a continuous bijection from [ess inf P V , +∞) to [0, +∞) so we can find a unique α with Leb(P −1 V ((−∞, α))) = 1. Let F i , h i be the functions defined as in Definition 6.1. Since our measure is already collapsed with respect to all coordinates, the function h 1 = h 2 = . . . = h d is the density of ν. Hence for every i = 1, 2, . . . , d we have
To shorten notation we will write V i for the subset of V defined by v i = 0 and dv i and for the Lebesgue measure on V i . In these coordinates we have
By Lemma 4.7 for i = 1, . . . , r 1 we have
and for i = r 1 + 1, . . . , d
We have
Note that (4.14), (4.15) are strictly positive or +∞ as soon as x i > 0 or s i > 0 and strictly negative or −∞ if x i < 0. In particular the gradient ∇P V (v) is non-zero for v = 0. This proves Step 1.
Step 2.
We prove that ν = Leb| U and that λU ⊂ U for every 0 ≤ λ < 1.
For any two measures µ, µ ′ ∈ M 1 (V ) we define a bilinear form
With that definition we have I(µ) = µ, µ for every µ ∈ M 1 (V ). The function P V is defined so that ν, µ = V P V (x)dµ(x) for every µ ∈ M 1 (V ). Let ν ′ = Leb| U ′ ∈ P 1 (V ). By the choice of U we have ν, ν ′ ≤ ν, ν with equality if and only if ν = Leb| U . Let ε ≥ 0 be small and put ν ε = (1 − ε)ν + εν ′ . This measure is in P 1 (V ) so
We deduce that
We already know that ν, ν ′ − ν, ν ≤ 0 so ν, ν ′ = ν, ν and ν = Leb| U . It remains to show that λU ⊂ U for every 0 ≤ λ < 1. Note that U ⊂ P −1 V ((−∞, α]) so it will be enough to prove that P V (λx) < P V (x) for every x ∈ V \ 0. This is true because the computations from Step 1 imply that the derivative Step 3. From now on we assume V = R 2 . The proof of the general case follows the same outline with some parts being easier for complex coordinates
12
. By the previous steps ν = Leb| U where , α) ). The set U is contained in the box (−F 1 (0), F 1 (0))×(−F 2 (0), F 2 (0)) (see Figure 4 .1) and that is where we study the regularity properties of P 1 , P 2 . The functions F 1 (t), F 2 (t) vanish outside (−F 2 (0), F 2 (0)), (−F 1 (0), F 1 (0)) respectively and admit their maximum at t = 0. We show that the derivative
Between the second and the third line we had right to restrict the outer integral from R to [−F 2 (0), F 2 (0)] because outside this interval F 1 (t) is 0 so the inner integral vanishes. Same computations show that
This concludes the proof of Step 3.
Step 4. We show that for every ε > 0 there exists A ε > 0 such that
Let ε > 0 and let ε < |x 1 | ≤ F 1 (0). Assume that x 1 > ε (i.e. x 1 is positive). Since we can always restrict to a smaller ε we will assume for technical reasons that
To estimate the last quantity we go back to the definition of F 1 (see Definition 6.1). It implies that
The final lower bound is positive and depends only on ε, F 1 (0) and F 2 (0). Same computation gives a negative upper bound for d dx1 P 1 (x 1 ) when x 1 < 0. The argument for i = 2 is identical.
Step 5. We show that P i (x i ), i = 1, 2 are of class C 1 on (−F 2 (0), F 2 (0)) and (−F 1 (0), F 1 (0)) respectively.
The points (F 1 (t), t) for t ∈ [−F 2 (0), F 2 (0)] are in the boundary ∂U . Since
The function P 1 is strictly increasing on [0, +∞) so let us write P
−1 1
for the inverse of P 1 restricted to [0, +∞). Then, for t ∈ (0, F 2 (0)) we have
We deduce that F 1 (t) is strictly decreasing on (0, F 2 (0)) and that
whenever the formula is well defined. We have an analogous equation for F 2 from which it follows that F 2 : (0,
and let A = A ε ′ be the constant from Step 4. Combining (4.17) with Step 4 we get
By Step 3 we have
The above will serve as an input to the Cauchy-Schwartz inequality. Put G x (s) := log |s + x| − log |s − x| for s ∈ [0,
and we use substitution t = F 1 (s) to get
We use Cauchy-Schwartz and (4.18) to estimate the first summand and get:
To show continuity we choose 0 ≤ x, x ′ < F 2 (0) − 2ε and perform the same calculation to get
The right hand side tends to 0 as
. We let ε → 0 and use symmetry of P 2 to deduce that P 2 is of class
Step 6. We will deduce that F 1 , F 2 are of class
By symmetries of the problem it is enough to show that F 1 is of class C 1 on (0, F 2 (0)). For t ∈ (0, F 2 (0)) we have α = P 1 (F 1 (t)) + P 2 (t) so F 1 (t) = P −1 1 (α − P 2 (t)). By Step 5 P 1 is of class C 1 so the same is true for P
on its domain of definition. As a composition of two C 1 functions F 1 is of class C 1 .
Step 7. We have
Being a finite disjoint union of graphs of functions of class C 1 the set ∂U ∩ V × is a C 1 -submanifold of codimension 1. This concludes the proof.
5. Non-existence of n-optimal sets.
5.1.
Discrepancy and almost equidistribution. Let ν be any limit measure on V = k ⊗ Q R. In this section we study the discrepancy of the sets U such that ν = Leb| U which are provided by Proposition 4.6. We recall the notion of lattice point discrepancy (see [11] ).
And the maximal discrepancy
We will need the following technical property of the maximal discrepancy.
Lemma 5.2. Let U be a bounded measurable subset of V such that ∂U has zero Lebesgue measure.
Because the set U is bounded, the unions defining E and E t are locally finite. We deduce that E and E t are closed and E t has measure 0 for every
Assume that the first inequality holds. Fix a point v 0 ∈ Q t0 . Let Q be the unique connected component of (V × V × ) \ E containing (v 0 , t 0 ). For ε > 0 let Q ε = {(v, t) ∈ Q| t < t 0 − ε}, for ε small enough it is a non-empty open set because t 0 lies in the interior of
We deduce that D t (U, v) > 1 + δ with δ = εLeb(U )|∆ k | −1/2 for t ∈ T and all v ∈ W . In the case D t0 (U, v) ≤ −1 the same argument works with Q ′ = {(v, t) ∈ Q| t > t 0 + ε}.
We show that if ν is a limit measure and U is the open set provided by Proposition 4.6 then U must have very low maximal discrepancy.
Lemma 5.3. Let ν be a limit measure on V and let U be an open set such that ∂U is Jordan measurable of Jordan measure 0 and ν = Leb| U . Then U satisfies D t (U ) < 1 for all t ∈ V × .
Proof. We argue by contradiction. Assume that for some t 0 ∈ V × we have D t0 (U ) ≥ 1. By Lemma 5.2 there exists open sets T ⊂ V × , W ⊂ V and δ > 0 such that |D t (U, v)| > 1 + δ for every t ∈ T, v ∈ W . By making W smaller if necessary we may assume it is an open cylinder in V , similarly by taking smaller T if necessary we may assume that there exists κ > 1 such that κ −1 ≤ t ≤ κ for all t ∈ T . Let (n i ) i∈N , (S ni ) i∈N be a sequence of n-optimal sets and let
be such that the measures ν ni defined as in (4.1) converge weakly-* to ν. Translating S ni be appropriate elements of O k we may assume that t ni = 0, this will simplify considerably the formulas in the proof. By [6, Corollary 2.4] the sets S ni are almost uniformly distributed modulo powers of every prime ideal p of O k . This means that for every prime p of O k , l ∈ N and a ∈ O k we have
In order to get a contradiction we will exhibit a prime p ni for all big enough n i such that S ni fails to be almost uniformly equidistributed modulo p ni .
Let
Since ν ni converges weakly-* to Leb| U and the boundary ∂U has Jordan measure 0 we can deduce that |R ni | = o(n i ). The set T −1 is open so by Corollary 7.3 for n i big enough there exists an ̟ ni ∈ s ni T −1 ∩ O k such that the principal ideal
Since
We showed that in some sense E ni fails "badly" to be almost uniformly equidistributed modulo p ni . From this we need do deduce that S ni is not almost equidistributed modulo p ni . Call
Our next goal is to prove that for n i big enough there exists at least one 13 good element in ̟ ni W . Let us estimate the number of bad elements of
so the number of good elements is Leb(W )n i κ −1 − o(n i ). We infer that for n i big enough there exists at least one good element
We know that N p ni = ̟ ni ≥ κ −1 |∆ k | 1/2 n i so for n i big enough (5.2) implies that S ni in not almost equidistributed modulo p ni . This is a contradiction because n-optimal sets are almost uniformly equidistributed modulo all prime ideals of O k .
The last ingredient that we will need in order to show that n-optimal sets cannot exist for large n is the following lower bound on the discrepancy.
Proof. We claim that there exists t 0 ∈ V × , v 0 ∈ V such that (t 0 ∂U + v 0 ) ∩ O k contains at least 3 points
14
. Let N = dim R V . For every v ∈ V × let us identify the tangent space T v V × with V in the obvious way. For every point p ∈ ∂U ∩ V × the tangent space T p ∂U is a codimension 1 subspace of V . Call a (real) codimension 1 subspace H of V singular if we have H ⊂ V \ V × .
Step 1. We show that there is x 0 ∈ ∂U ∩ V × such that T p ∂U is not singular. Write Gr N −1 (V ) for the space parametrizing all (N − 1)-dimensional real vector subspaces of V . The map φ(p) :
Either the exists a point p ∈ M such that T p ∂U is nonsingular or we can assume that the image φ(M ) consists solely of singular subspaces. The set of singular subspaces in Gr N −1 (V ) has r 1 elements, each corresponding to a real coordinate of V . Hence, φ(M ) = H for some singular subspace H. We deduce that M is contained in a hyperplane H ′ parallel to H. In particular the r 1 singular subspaces and H ′ cut out a bounded region of V . This is a contradiction because r 1 + 1 ≤ N + 1 and the only way N + 1 codimension 1 hyperplanes can cut out a bounded region in N -dimensional space is when they are pairwise non-parallel.
Step 2. We construct a continuous map γ : [0, 1] → ∂U such that γ(0) = x 0 and γ(s)−γ(0) > 0 for 0 < s ≤ 1. Choose any smooth complete Riemannian metric on ∂U ∩ V × . Choose a vector w ∈ T x0 ∂U such that w = 0. Let γ : [0, +∞) be the unique geodesic ray such that γ(0) = x 0 and d dt γ(t) = w. We have d dt γ(0) − γ(t) = w = 0 so for t small enough we have γ(s) − γ(0) > 0 fo every s ≤ t. Up to reparametrizing γ we may assume t = 1.
Step 3. We show that there exists
. First note that as s approaches 0 the norm γ(s) − x 0 tends to 0. Hence lim Step 4.
Indeed, we may take p 1 = 0, p 2 = 1 and
where s 1 , x 1 are provided by Step 3.
Step 5. We will show that for every small enough ε > 0 there exists open neighborhood
The desired conditions are satisfied once ε is small enough because Step 6. We show that for small enough ε > 0 we have either
Set W is open so it has positive measure.
14 This is of course not true if V = R and U is an interval.
One of them must be bigger than 1 so Step 6 and the lemma follows.
5.2.
Proof of the main theorem. In this section we prove the main result of the paper.
Proof of Theorem 1.2. We argue by contradiction. As before V = k⊗ Q R = R r1 ×C r2 . Assume that there is a sequence (n i ) i∈N ⊂ N with n i → ∞ such that for every i ∈ N there exists an n i -optimal set S ni . By Theorem 3.2 there exists a compact cylinder Ω ⊂ V and sequences s ni , t ni ⊂ V such that s ni = n i |∆ k | 1/2 and s
Those measures are supported in Ω.
Since Ω is compact we may assume, passing to a subsequence if needed, that ν ni converge weakly-* to a probability measure ν. This a measure that we called in Section 4 a limit measure. By Lemma 4.2 the measure ν is absolutely continuous with respect to the Lebesgue measure on V and its density is bounded by 1. By Proposition 4.4 we have
is the set of absolutely continuous probability measures on V of density at most 1. By Lemma 4.5 the measure ν realizes the minimal energy among all probablity measures in P 1 (V ). Hence, by Proposition 4.6 there exists an open set U of measure 1 such that ∂U ∩ V × is a C 1 -submanifold of V × , λU ⊂ U for 0 < λ < 1 and (up to translation) ν = Leb| U . By Lemma 5.4 applied to U there exists t ∈ V × such that D t (U ) > 1. On the other hand Lemma 5.3 yields D t (U ) < 1 for every t ∈ V × . This yields the desired contradiction.
Collapsing of measures
Write M 1 (V ), (P 1 (V )) for the set of finite measures (resp. probability measures) ν on V which are absolutely continuous with respect to the Lebesgue measure such that the density dν/dLeb is almost everywhere less or equal to 1. For i ∈ {1, . . . , d} and v i ∈ R or C (depending on whether i corresponds to real or complex place) we will define an operation called collapsing c i,vi : P 1 (V ) → P 1 (V ) that has the following property: either I(c i,vi (ν)) < I(ν) or ν is of a very specific form. It is a version of the Steiner symmetrization ( [14] ), but for measures in M 1 (V ) instead of subsets of V . We shall make it precise in a moment. The operation of collapsing is the continuous analogue of the collapsing operation on subsets of O k used in [18] and [6] where it was defined for k quadratic imaginary. We remark that for number fields k other than quadratic imaginary ones there is no reasonable discrete collapsing procedure for subsets of O k . In this section we study the effect of collapsing on the energy of measures. Our goal is the Corollary 6.8 which says that the measures ν in P 1 (V ) that minimize the energy I(ν) are, up to translation, invariant under all collapsing operations.
Let h : V → R ≥0 be given by
The collapsed measure c i,vi (ν) is given by the density h i . By construction c i,vi (ν) is symmetric with respect to the subspace
Collapsing is closely related the Steiner symmetrization in the following way. If V = R d , then for any measurable subset E ⊂ V we have c i,0 (Leb| E ) = Leb| St i (E) where St i (E) is the Steiner symmetrization of E with respect to the hyperplane V i (c.f. [14] ). For further use we introduce a symmetric bilinear form on
3)
The integral converges as soon as ν, ν ′ are finite signed measures with bounded density. The energy can be expressed as I(ν) = ν, ν . We will also need a modified version of the bilinear form ·, · defined as
Note that ν 1 , ν 2 0 = ν 1 , ν 2 . The following result is intuitively obvious but the proof is quite involved.
Lemma 6.2. Let ν 1 , ν 2 ∈ M 1 (R) and x ∈ R and let δ ≥ 0. Then c 1,x (ν 1 ), c 1,x (ν 2 ) δ ≤ ν 1 , ν 2 δ and equality holds if and only if there exists y ∈ R such that ν 1 , ν 2 are restrictions of the Lebesgue measure to some intervals centered in y.
. Throughout the proof we will write
]. We will prove that the minimum of µ 1 , µ 2 δ with µ i ∈ M 1 (R) subject to condition µ i (R) = m i for i = 1, 2 is realized if and only if µ 1 , µ 2 are Lebesgue measures restricted to translates E 1 + y, E 2 + y for some y ∈ R. This is clearly equivalent to the lemma. The proof is actually easier for δ > 0 and we will first prove it for δ > 0 and then deduce the general statement. By abuse of notation for every pair of measurable sets I 1 , I 2 ⊂ R we will write I 1 , I 2 δ := Leb| I1 , Leb| I2 δ .
Step 1. We will introduce a shifting/gluing operation G on finite sums of closed intervals I 1 , I 2 that strictly reduces the value of I 1 , I 2 δ , preserves the measures of I 1 , I 2 and can be applied until I 1 , I 2 are two intervals centered in the same point. Write (I I 2 ) for the result of the operation G. We will show that for every δ ≥ 0
We will show also that after finitely many applications G produces two concentric intervals. This step proves the lemma for pairs Lebesgue measures restricted to finite unions of intervals.
Before defining G we need to set up some notation. Let I i = C 
(6.5) We know that 0 < κ ≤ c 
By Lemma 6.3 ∆ 2,0 ≥ ∆ 2,δ > 0. We have shown that G reduces the value of I 1 , I 2 and that the reduction is the highest if δ = 0. We can apply G unless n 1 = n 2 = 1 and I 1 and I 2 are concentric. If a single application of G does not reduce the total number of connected components then we were in the first case and the rightmost connected components of I ′ 2 we will be in the second case so this iteration of G will reduce the total number of connected components by at least 1. This proves that G stops after at most 2(n 1 + n 2 ) iterations and then we are left with two concentric intervals.
Step 2. We show that there exist bounded measurable sets J i with Leb(J i ) = m i for i = 1, 2 such that J 1 , J 2 δ ≤ ν 1 , ν 2 δ and the following holds: if we have equality, then either ν 1 = Leb| J1 and ν 2 = Leb| J2 or one of J 1 or J 2 is disconnected 15 . Moreover if δ > 0 then J 1 , J 2 are finite unions of closed intervals and equality holds if and only if ν 1 = Leb| J1 and ν 2 = Leb| J2 .
this function is continuous and bounded from below so there exists an α such that Leb(P
Let J 2 be any measurable subset of measure m 2 such that
In that case we choose
It is a finite sum of closed intervals because P σ is analytic. We go back to the general case and argue that ν 1 , Leb| J2 ≤ ν 1 , ν 2 with an equality if and only if suppν 2 ⊂ P −1 δ ((−∞, α]) and ν 2 | S1 = Leb| S1 . Indeed
The equality holds if and only if ν 2 (R \ S 2 ) = 0 and the mass of ν 2 is as concentrated on S 1 as possible i.e. ν 2 | S1 = Leb| S1 . If the equality holds and ν 2 is not a restriction of Lebesgue measure to S 1 or S 2 then we can choose J 2 to be disconnected. Thus we can replace ν 2 with ν ′ 2 = Leb| J2 in such a way that either ν 1 , Leb| J2 < ν 1 , ν 2 , or ν 2 = Leb| J2 for some closed interval J 2 , or ν 1 , Leb| J2 = ν 1 , ν 2 and J 2 is disconnected. Next, we perform the same trick for ν ′ 2 to replace ν 1 with Leb| J1 for some measurable set J 1 of measure m 1 . If ν 2 = Leb| J2 then the symmetric argument provides J 1 such that Leb| J1 , Leb| J2 < ν 1 , ν 2 or Leb| J1 , Leb| J2 = ν 1 , ν 2 and J 1 is disconnected or ν 1 = Leb| J1 . If δ > 0 we chose J 1 , J 2 as finite sums of closed intervals and the equality ν 1 , ν 2 δ = J 1 , J 2 δ holds if and only if ν i = Leb| Ji for i = 1, 2. This proves Step 2.
Step 3. We prove the lemma for δ > 0.
Step 2 there are finite unions of closed intervals J 1 , J 2 such that ν 1 , ν 2 δ ≥ I 1 , I 2 δ with an equality if and only if ν i = Leb| Ji for i = 1, 2. By Step 1 J 1 , J 2 δ ≥ E 1 , E 2 δ with an equality if and only if J 1 , J 2 are concentric intervals. Those two observations put together prove the lemma in the case δ > 0.
Step 4. Let E i be as in Step 3, let δ > 0 and let I 1 , I 2 be finite unions of intervals of total lengths m 1 , m 2 respectively. We show that
Let m be the number of times we can apply operation G to I 1 , I 2 . Write I
2 for the result of j-th iteration of G. Since G can be applied until we get two concentric intervals we have up to translation I (m) 1 = E 1 , I
(m) 2 = E 2 . By inequality (6.4) we get
Taking the sum from j = 0 to m − 1 we get
Step 5. We prove the Lemma for compactly supported ν 1 , ν 2 . Let Σ be an interval containing the supports of ν 1 , ν 2 . Let E i be as in Step 3 and fix δ > 0. We
The set measures of form Leb I where I is a finite union of intervals is dense in M 1 (Σ) so by Step 4 we deduce that
Step 3 it follows now that ν 1 , ν 2 ≥ E 1 , E 2 . We can have an equality only if ν 1 , ν 2 δ = E 1 , E 2 δ . In that case, again by Step 3, ν 1 , ν 2 restrictions of Lebesgue measure to concentric intervals of lengths m 1 , m 2 respectively.
Step 6. We prove the general case. By
Step 2 either we can find bounded measurable sets I 1 , I 2 of measures m 1 , m 2 respectively such that ν 1 , ν 2 > J 1 , J 2 in which case Step 5 finishes the proof, or ν i = Leb| Ji , i = 1, 2 in which case Step 5 again finishes the proof or ν 1 , ν 2 = J 1 , J 2 and and J 1 or J 2 is disconnected. In the last case Step 5 yields J 1 , J 2 > E 1 , E 2 . The lemma is proven. 
Proof. For 0 < κ < c 2 − c 1 we have
For the last inequality observe that
are both intervals of length b 1 − a 1 . The center of the first one is in b 2 − κ − c 1 and the center of the second is a 2 − κ − c 1 . We always have |b 2 − κ − c 1 | > |a 2 − κ − c 1 | so the integral over the fist integral is bigger because log(x 2 + δ 2 ) is strictly increasing in |x|. We show that ∆ δ is strictly decreasing in δ ≥ 0. We have
For the last inequality observe that the function 2δ x 2 +δ 2 is decreasing in |x|, both integrals are over intervals of length b 1 − a 1 and the first one is further from 0 than the second. We deduce that
∈ R is continuous with respect to weak-* topology.
Proof. Let f 1 , f 2 be the densities of ν 1 , ν 2 respectively. We have
Lemma 6.5. Let ν 1 , ν 2 ∈ M 1 (R) and x ∈ C . Then c 1,x (ν 1 ), c 1,x (ν 2 ) ≤ ν 1 , ν 2 and equality holds if and only if there is an y ∈ C such that ν 1 , ν 2 are restriction of the Lebesgue measure to balls centered in y.
Proof. Step 1. We define collapsing along a line ℓ in C. First let us assume that ℓ is the real line R ⊂ C. Let ν be finite a measure on
We write c R (ν) for the measure h(x + iy)dxdy. Let ν 1 , ν 2 ∈ M 1 (C), we argue that ν 1 , ν 2 ≥ c R (ν 1 ), c R (ν 2 ) with an equality if and only if there exists t ∈ R such that ν 1 , ν 2 are translates of c R (ν 1 ), c R (ν 2 ) by it. Let f 1 , f 2 be the densities of ν 1 , ν 2 respectively. For x ∈ R define ν
The inequality in the second line holds by Lemma 6.2 with equality if and only if ν x1 1 , ν x2 2 are Lebesgue measures restricted to concentric intervals for every x 1 , x 2 ∈ R. Call t the common center of these intervals. Then ν 1 , ν 2 are translates of c R (ν 1 ), c R (ν 2 ) by it.
For ℓ = R we choose any isometry ι of C such that ι(ℓ) = R and put c ℓ (ν) = ι −1 (c R (ι * ν)). Like before we have that ν 1 , ν 2 ≥ c ℓ (ν 1 ), c ℓ (ν 2 ) with an equality if and only if there exists z ∈ ℓ ⊥ such that ν 1 , ν 2 are translates of c R (ν 1 ), c R (ν 2 ) by z. Equivalently we have ν 1 , ν 2 = c ℓ (ν 1 ), c ℓ (ν 2 ) if and only if there exists a line ℓ ′ parallel to ℓ such that ν i = c ℓ ′ (ν i ) for i = 1, 2.
Step 2. Let m i = ν i (C) and let B 1 , B 2 be closed balls of volumes m 1 , m 2 respectively, centered at 0. We show that for every ν 1 , ν 2 ∈ M 1 (C) compactly supported we have either ν 1 , ν 2 > B 1 , B 2 or ν 1 , ν 2 are the Lebesgue measure restricted to concentric balls.
Let R > 0 be such that supp ν i ⊂ B C (0, R) for i = 1, 2. By Lemma 6.4 there exists a pair of measures ν if necessary we may assume that ℓ 1 = zR, ℓ 2 = wR. Being collapsed implies that densities of ν 1 , ν 2 are characteristic functions of measurable sets, so we have ν i = Leb| Ii for some bounded measurable sets I i . Let s i be the orthogonal reflection in ℓ i for i = 1, 2. Since ν ′ 1 , ν ′ 2 are collapsed along ℓ 1 , ℓ 2 they are invariant under the group S of isometries generated by s 1 , s 2 . Since arg(z) − arg(w) ∈ πQ the group S is dense in O(2) (the orthogonal group group of C seen as R 2 ). We deduce that I 1 , I 2 must be (up to a measure 0 set) closed balls B 1 , B 2 respectively. This proves Step 2.
Step 3. We prove the lemma. Without loss of generality we can assume x = 0. Let B 1 , B 2 be as in Step 2. We need to show that B 1 , B 2 ≤ ν 1 , ν 2 with equality if and only if ν 1 , ν 2 are Lebesgue measures restricted to concentric balls. Method is similar to Step 2 from the proof of Lemma 6.2. Consider P (z) = 2 C log |x−z|dν 1 (x). Then P is a continuous function on C such that |P (z)| tends to ∞ as |z| → ∞. There exists α ∈ R such that Leb(P −1 ((−∞, α))) ≤ m 2 ≤ Leb(P −1 ((−∞, α])). Choose a bounded measurable set I 2 of measure m 2 such that
Like in the Step 2 from the proof of Lemma 6.2 we have ν 1 , Leb| I2 ≤ ν 1 , ν 2 with an equality if and only if ν 2 | S1 = Leb| S1 and supp ν 2 ⊂ S 2 . If the inequality is strict we replace ν 2 by Leb| I2 and apply the same reasoning to find I 1 of measure m 1 such that I 1 , I 2 ≤ ν 1 , Leb| I2 < ν 1 , ν 2 . In the second case we deduce that supp ν 2 ⊂ S 2 so ν 2 is compactly supported. By the symmetry of the problem this is enough to deduce that either ν 1 , ν 2 are compactly supported or we can find bounded measurable sets I 1 , I 2 with measures m 1 , m 2 such that I 1 , I 2 < ν 1 , ν 2 . In the first case Step 2 finishes the proof and in the second case again by Step 2 we have B 1 , B 2 ≤ I 1 , I 2 < ν 1 , ν 2 .
As an easy consequence of Lemma 6.2 and Lemma 6.5 we get Lemma 6.6. Let V = R r1 × C r2 . Let ν 1 , ν 2 ∈ M 1 (V ) and v = (v 1 , . . . , v d ) ∈ V . Then c i,vi (ν 1 ), c i,vi (ν 2 ) ≤ ν 1 , ν 2 and equality holds if and only if there is an z ∈ R or C such that ν 1 = c i,y (ν 1 ) and ν 2 = c i,y (ν 2 ).
Proof. Assume without loss of generality that v = 0. We will first treat the case where i corresponds to a real place. Write V i = {v ∈ V |v i = 0} and e i = (0, . . . , 0, 1, 0, . . . , 0) ∈ V where the unique non-zero entry is placed in the i-th coordinate. Let f 1 , f 2 be the densities of ν 1 , ν 2 . For x ∈ V i and j = 1, 2 define the measure ν By Lemma 6.2 the equality holds if and only if there exists z ∈ R such that for all x, y ∈ V i the measures ν x 1 , ν y 2 are the Lebesgue measure restricted to intervals centered in z ∈ R. In that case we also have ν 1 = c i,y (ν 1 ) and ν 2 = c i,y (ν 2 ). If i corresponds to a complex case the proof is identical but we use Lemma 6.5 in place of Lemma 6.2. Lemma 6.7. Let ν ∈ P 1 (V ) and let i ∈ {1, . . . , d}, v i ∈ R if i ∈ {1, . . . , r 1 } or v i ∈ C otherwise. Then either I(c i,vi (ν)) < I(ν) or I(c i,vi (ν)) = I(ν) and there exists v Proof. Use Lemma 6.6 for ν 1 = ν 2 = ν.
As a consequence of Lemma 6.7 we get: Corollary 6.8. Let ν ∈ P 1 (V ) be a measure minimizing the energy I(ν) on P 1 (V ). Then there exists v = (v 1 , . . . , v d ) ∈ V such that c i,vi (ν) = ν for every i = 1, . . . , d.
7. Appendix 7.1. Measure theory.
Lemma 7.1. Let ν be a probability measure on V of density at most 1. Then there exists a sequence of subsets (E n ) n∈N of O k such that |E n | = n + 1 and the sequence of measures ν En,n := 1 n x∈En δ n −1/N |∆ k | −1/2N x (7.1)
converges weakly-* to ν.
Proof. The proof is based on a sequence of reductions to easier problems. First note that if we manage to find a sequence of sets E n ⊂ O k such that the measures ν En,n converge weakly-* to ν then |E n | = n + o(n). Removing or adding o(n) points to each E n does not affect the weak-* limit so we may easily obtain a desired sequence. The proof is reduced to finding any sequence (E n ) of finite subsets of O k such that ν En,n converge weakly-* to ν. Let P ⊂ M 1 (V ) be the set of finite measures for which this is possible.
Step 1. We prove that P is a closed convex subset of M 1 (V ). The fact that P is closed is immediate from definition. Thus, to prove that it is convex we only need to show that for every ν, ν ′ ∈ P we have 1 2 (ν + ν ′ ) ∈ P . Fix a set a 1 , . . . , a 2 N of representatives of O k /2O k . Let E n , E ′ n be sequences of subsets of O k such that ν En,n , ν E ′ n ,n converge weakly-* to ν, ν ′ respectively. Define
(a i + 2E (ν + ν ′ ) so the latter belongs to P .
Step 2. Let U ⊂ V be an open set of finite Lebesgue measure such that ∂U is Jordan measurable and has Jordan measure 0. Then the measure ν(A) := Leb(A ∩ U ) belongs to P . Indeed it is enough to take E n = O k ∩ (n 1/N , . . . , n 1/N )U.
Step 3. For every measurable set E ⊂ V of finite measure the measure ν E (A) := Leb(A ∩ E) is in P . This follows from the fact that the Lebesgue measure is Radon so there exists a sequence of open sets U n containing E such that ν Un converge weakly-* to ν E . Removing from U n a closed set of arbitrary small Lebesgue measure we can assume that ∂U has Jordan measure 0 so the Step 2 applies.
Step 4. The convex hull of measures ν E from the previous step is weakly-* dense in the set of measures of density at most 1. Indeed, let ν be a finite measure with density f ∈ L 1 (V ) such that f (v) ≤ 1 almost everywhere. For every t ∈ [0, 1] let E t = {v ∈ V |f (v) ≥ t}. Those are measurable sets of finite measure and we have ν = 1 0 ν Et dt. Hence, by convexity ν ∈ P . The lemma is proven. We deduce that for X big enough there exists an element w ∈ X 1/N O × k U ∩ O k such that wO k is prime. We replace w by wλ for some λ ∈ O × k to get an element of X 1/N U ∩ O k generating a prime ideal. This proves the statement for t ∈ R × because we can take X = t . To get the general case choose an open set W ⊂ V × and a finite set y 1 , . . . , y m of elements of V × such that for every translate tU, t ∈ V × there exists an λ ∈ O × k , t 0 ∈ R × and i ∈ {1, . . . , m} such that λt o y i W ⊂ tU . This can be always arranged because V × /R × O × k is compact. The case of the corollary that we have already proved applied to open sets y i W implies that for t 0 big enough the sets t 0 y i W all contain a prime element. But then so do the translates λt 0 y i W for every λ ∈ O × k . Since one of them is contained in tU and t 0 → ∞ as soon as t → ∞ the corollary is proven.
