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Resumo
O Retalho é um mundo de extrema competitividade. A rentabilização dos recursos ao dis-
por do retalhista é uma tarefa fundamental para a gestão das empresas, e esse acréscimo
de competitividade está muitas vezes escondido na imensa quantidade de dados que a sua
atividade gera. O espaço, como um dos recursos mais dispendiosos no retalho, é uma das
variáveis de mais difícil repartição. Qual o número de metros quadrados a atribuir à cate-
goria x? E porque não atribuir mais à categoria y em detrimento da x? Num universo de
categorias de produtos cada vez mais vasto, estas decisões tornam-se ainda mais difíceis,
e a necessidade de estudar a elasticidade de espaço de cada categoria é uma tendência
crescente.
Esta dissertação, integrada num projeto profissional de um Grupo retalhista português,
procurava desenvolver um Sistema de Apoio à Decisão (SAD) que acrescente informação
útil à alocação de espaço por parte do retalhista às diferentes categorias de produto. Para
tal, foi recolhido um conjunto de variáveis que permitiu relacionar o espaço das diferentes
categorias de produtos e as respetivas vendas. Através da aplicação de técnicas e algorit-
mos de Data Mining, foram gerados modelos de previsão de vendas ao nível da categoria
de produto.
Dado que o espaço disponível é fixo, os modelos não podem ser usados individualmente
para a distribuição do espaço das lojas. Assim, os modelos de previsão de vendas foram
combinados com um método heurístico de otimização, um Algoritmo Genético, progra-
mado para encontrar uma solução constituída por um conjunto de áreas que, segundo os
modelos de previsão, maximize as vendas.
O sistema criado é aplicado a um caso de estudo real, com resultados que nos deixam
otimistas em relação à sua aplicação futura no processo de alocação de espaço em lojas
de retalho.
Palavras-chave: retalho, elasticidade de espaço, Data Mining, Algoritmo Genético.
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Abstract
Retail is a world of extreme competitiveness. Maximizing the profitability of the available
resources to the retailer is a major task for the management of companies. Information
that can be used for the increase in competitiveness is often hidden in the immense amount
of data that retail activity generates. Space, as one of the most expensive resources in re-
tail, is one of the variables of more difficult allocation. How many square meters to assign
to category x? And why not give more space to the category y instead of x? In a ever wider
universe of product categories, these decisions become even more difficult and the need
to study space elasticity in each category is a growing trend.
This dissertation, as part of a professional project of a Portuguese retail corporation, ai-
med to develop a Decision Support System (DSS) to add useful information to the process
of space allocation by the retailer to the different product categories. For this purpose, we
collected a set of variables that are related to the space allocated to different product ca-
tegories and the respective sales. Through the application of Data Mining techniques and
algorithms, sales forecasting models were generated for each product category.
Since the available space is fixed, the models cannot be used individually for space al-
location within stores. The sales forecasting models were combined with a heuristic opti-
mization method, a Genetic Algorithm, programmed to find a solution composed of a set
of areas that, according to the forecasting models, maximize sales.
The system created is applied to a real case study, with results that makes us optimis-
tic about its future application in the process of space allocation in retail stores.
Keywords: retail, space elasticity, Data Mining, Genetic Algorithm.
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Capítulo 1
Introdução
A acrescida competitividade que se tem vindo a sentir no mercado retalhista português
nos passados anos é uma evidência até para o consumidor mais desatento. Empresas de
retalho disputam diariamente a fidelização dos clientes através das mais diversas políticas
de Marketing enquanto revestem as suas lojas de melhores produtos, melhores preços e
melhor atendimento. Maior competividade traz mais custos, e mais custos implicam uma
diminuição da margem de lucro. E é neste clima de forte concorrência que surge a neces-
sidade do retalhista em otimizar ao máximo os recursos de que já dispõe, sendo um deles,
o espaço.
A origem do tema desta tese está intimamente ligado com o conceito de elasticidade
de espaço: o acréscimo que se dá nas vendas pelo aumento de uma determinada percen-
tagem da área de venda, tipicamente 1%. É de vital importância para o retalhista, no
momento de alocação do espaço pelas diferentes categorias de produtos, saber qual o im-
pacto nas vendas de atribuir x m2 a determinada categoria ao invés de outra, tendo sempre
em mente uma maior rentabilização de um dos recursos mais dispendiosos ao seu dispor.
Num passado recente, a D. E. do Grupo retalhista português onde este projeto foi inte-
grado, sentiu a necessidade de estudar esta problemática. Este trabalho surge na sequência
de uma primeira abordagem a este problema, que consistiu num estudo econométrico que
procurava estimar elasticidades de espaço por categorias de produtos. Apesar do sucesso
do cálculo das elasticidades, e da prova empírica do impacto do espaço nas vendas das
categorias de produtos, as limitações dos dados (referentes ao ano de 2004) e técnicas
utilizadas impediram a operacionalização dos resultados (Castro [2007]).
A abordagem seguida por Castro [2007] foi inspirada no trabalho de Desmet e Renau-
din [1998]. Com base na pesquisa bibligráfica realizada, estes trabalhos apresentam-se
como únicos no tratamento da problemática. Em ambos foram utilizados modelos e me-
todologias típicos em econometria. O estudo que aqui se apresenta recorre essencialmente
a algoritmos e técnicas de Data Mining.
1
Figura 1.1: Esquema do projeto.
O problema típico no retalho estudado pela comunidade académica centra-se na aloca-
ção de produtos à prateleira, ou seja, desenvolvem-se sistemas que selecionam os produtos
a integrar a área de exposição e de venda tendo em vista uma maior rentabilidade. Vários
estudos foram desenvolvidos para este problema com recurso a Econometria (Gaur et al.
[2005]), Investigação Operacional (Dréze et al. [1994] e van Nierop e Philip Hans Franses
[2008]) e mesmo Machine Learning, com a aplicação de regras de associação (por Chen
e Lin [2007] e Nafari e Shahrabi [2010]) e Algoritmos Genéticos (Hwang et al. [2009]).
A proposta idealizada para dar resposta às necessidades expostas pelo Grupo retalhista
é esquematizada na Figura 1.1. Numa primeira fase, o nosso foco foi construir uma base
de dados com a qual pudéssemos trabalhar com vista os objetivos definidos. Era claro
que a qualidade dos dados iria ter um enorme impacto no sucesso do projeto. Posterior-
mente, esses dados iriam ser utilizados para criar modelos de previsão de vendas ao nível
da categoria de produto. Cada um destes modelos permite modelar a relação entre espaço
e vendas da categoria em causa. Gerados os modelos, estes iriam ser integrados num al-
goritmo de otimização que procurasse o conjunto de áreas (um valor para cada categoria,
cada modelo) que maximizasse as vendas.
Esta dissertação está estruturada seguindo o CRISP-DM (Chapman et al. [2000]), mo-
delo de processo para projetos de Data Mining. Dada a natureza do projeto e técnicas
utilizadas, a utilização deste manual para planeamento de tarefas revelou-se crucial.
O início dos trabalhos focou-se em compreender a problemática e o contexto em que o
projeto se inseria, identificando todos os recursos, pressupostos e requisitos dos trabalhos.
Esta fase está descrita no capítulo 2.
A segunda fase do projeto, e capítulo 3 desta dissertação, diz respeito à recolha e
tratamento de dados. Era absolutamente crucial recolher variáveis que permitissem criar
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modelos de previsão de vendas precisos e que relacionassem a área de venda de determi-
nada categoria com as respetivas vendas. Para tal, foi necessário criar uma base de dados
de raiz e dar o tratamento adequado a cada variável, de forma a reduzir possível ruído nos
dados utilizados para modelação.
O capítulo 4 descreve a fase de modelação e avaliação dos modelos. Foram aplicados
diferentes algoritmos de Data Mining com vista encontrar aquele com melhor desem-
penho para cada uma das categorias de produtos. Este capítulo incorpora também um
pequeno estudo do desempenho do algoritmo Random Forests, com vista a encontrar evi-
dência sobre a volatilidade de precisão do algoritmo a partir de características da base de
dados.
A última fase do projeto, capítulo 5, diz respeito à criação do sistema de otimização de
layout de lojas com base nos modelos gerados. É descrito de forma informal o sistema de
otimização utilizado, um Algoritmo Genético, e são demonstrados os resultados da apli-
cação do sistema num caso prático. Esta dissertação integra um dicionário de conceitos
para suporte ao leitor, podendo ser consultado no Apêndice F.
Acreditámos que o sistema que aqui apresentado revela potencial para a sua operaci-
onalização por parte da D. E., e esperamos que seja uma contribuição válida e importante
para o tratamento desta problemática na indústria retalhista.
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Capítulo 2
Negócio e Problema
Este capítulo procura expor os objetivos e requisitos do projeto na perspetiva do negócio,
traduzindo este conhecimento num problema de Data Mining e num plano para atingir os
objetivos propostos.
2.1 Objetivos do negócio
O espaço, como um dos recursos mais dispendiosos para os retalhistas, é uma das va-
riáveis de mais difícil repartição para o gestor, na medida que a abundância de produtos
correntes e novos é bastante elevada, e o espaço total de exposição destes produtos dentro
de uma loja é limitado. Daí, a boa alocação do espaço aos diferentes produtos e respetivas
categorias torna-se uma questão crucial para o bom desempenho das lojas de retalho. Esta
suposição lógica dos retalhistas do impacto do espaço nas vendas é atestada por evidência
empírica (Castro [2007] e Desmet e Renaudin [1998])
2.1.1 Contexto
Esta dissertação é o resultado de um projeto que procurou tratar a problemática “Otimiza-
ção e Elasticidade de Espaço por Categorias de Produtos em Lojas de Retalho”, no âmbito
do estágio curricular na D. E. de uma empresa de retalho portuguesa do autor Fábio Pinto,
mestrando em Análise de Dados e Sistemas de Apoio à Decisão da Faculdade de Econo-
mia da Universidade do Porto.
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2.1.2 Motivação
O nascimento deste projeto na D. E. resulta do interesse em procurar alocar otimamente
o escasso espaço de exposição disponível para um número crescente de produtos, com
vista uma melhor exploração dos recursos das lojas, através do estudo da elasticidade do
espaço em relação às vendas, que resulte num incremento das mesmas e numa maior sa-
tisfação dos consumidores.
Refira-se a realização de uma dissertação de mestrado no passado com o mesmo
tema aqui abordado, dissertação essa escrita por um elemento que integra a D. E., e
co-orientadora de tese, Mestre A. C.. O estudo foi essencialmente econométrico, des-
critivo e os dados utilizados foram meramente seccionais. Foram calculados valores para
a elasticidade do espaço em relação às vendas por categoria (e elasticidade cruzada entre
categorias), mas não foi posto em prática nenhum método de otimização, e nenhum sis-
tema de apoio à decisão resultou desse trabalho. Ficou sugerido a utilização de dados em
painel como proposta de trabalho futuro, tal como vai aqui ser desenvolvido.
2.1.3 Alocação de espaço por categoria
Atualmente, e ao longo do período temporal aqui estudado, a alocação de espaço por ca-
tegoria nas lojas da empresa retalhista está associada a duas equipas distintas da D. E.:
a equipa de Análise e Projetos, que analisa os registos históricos de vendas e previsões
de vendas (provenientes do Controlo de Gestão) que servem como valores de referência
para o ajuste do espaço concedido a cada categoria, para além de estudos comparativos
entre lojas que ajudam a entender a rentabilidade de determinada categoria dado o espaço
que lhe está associado; e a equipa de Layouts, que com base nas propostas que recebe
da equipa de Análise e Projetos, nas políticas comerciais da Administração e no feedback
recebido das próprias lojas, cria os layouts seguindo um conjunto de regras que envolve
profundidade de prateleiras, espaço mínimo entre prateleiras, estética e ambiente das lo-
jas. O cumprir deste conjunto de regras implica um ajustamento do espaço proposto.
O sistema de apoio à decisão que se procura obter com este projeto será uma nova
ferramenta, totalmente baseada em dados reais, que a equipa de Análise e Projetos terá ao
dispor para fazer propostas de espaço mais rentáveis à equipa de Layouts.
2.1.4 Objetivos
O objetivo primário deste projeto é estudar a viabilidade da utilização de ferramentas de
Data Mining para modelar a relação entre o espaço de prateleira de cada categoria e as
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respetivas vendas. Este estudo terá impacto em qualquer resultado prático que possa advir
do projeto.
Secundariamente, procura-se identificar as variáveis mais importantes para a modela-
ção pretendida; verificar se os dados recolhidos são suficientes e, caso não sejam, propor
estratégias de recolha de dados adequadas para esse fim; e desenhar uma estratégia para
integração de modelos de Data Mining no processo de otimização de espaço de prateleira
das lojas para cada categoria, que inclua não só o desenvolvimento dos modelos mas tam-
bém a sua manutenção. Este último objetivo é o que procura satisfazer diretamente as
necessidades da Direção de Espaço, na procura do sistema de apoio à decisão que res-
ponda às necessidades mencionadas.
Os critérios de avaliação dos objetivos do negócio foram definidos como:
- Avaliação quantitativa e qualitativa dos modelos desenvolvidos. A avaliação quan-
titativa está dependente dos resultados dos modelos gerados (secção 4.2) e a quali-
tativa pelo impacto que os modelos poderão ter no desempenho do sistema de apoio
à decisão gerado (secção 5.3).
- Qualidade do relatório que descreve o estudo realizado.
O atingir dos objetivos enunciados será atestado pela direção do projeto, ou seja, os res-
ponsáveis da orientação: Prof. Doutor Carlos Soares, orientador; e Mestre A. C., co-
orientadora.
2.2 Recursos e enquadramento
Nesta secção são enunciados os elementos da D. E. do Grupo retalhista e da Faculdade de
Economia do Porto que integraram este projeto. Como esta dissertação surge numa cola-
boração entre um grupo empresarial e uma universidade, são mencionados os requisitos e
circunstâncias que fazem parte do protocolo vigente na colaboração.
2.2.1 Recursos humanos
Os recursos humanos disponíveis para o desenvolvimento do projeto estão descritos na
Tabela 2.1.
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Intervenientes Função Área de Trabalho Entidade
Fábio Pinto Orientando
Data Mining e
Economia
FEP
Carlos Soares Orientador
Data Mining e Ciência
da Computadores
FEP/INESC TEC
A. C.
Co-
orientadora
Perita no negócio
D. E. Grupo
Retalhista
V. R. Consultor Perito no negócio
D. E. Grupo
Retalhista
J. P. Consultor Perito no negócio
D. E. Grupo
Retalhista
S. L. Consultor Perito no negócio
D. E. Grupo
Retalhista
Tabela 2.1: Recursos Humanos
2.2.2 Dados
Os dados recolhidos no Grupo Retalhista são provenientes de um servidor atualizado di-
ariamente, que encaminha a informação para um data warehouse, onde a informação é
acumulada. A extração da informação é depois realizada através de um software para
gestão de espaço de lojas, em rede com o servidor, ou diretamente da rede da empresa.
2.2.3 Software
R linguagem e software open-source para computação estatística e gráfica. www.r-project.org
Rapidminer software open-source para machine learning.
www.rapid-i.com
Weka software open-source para machine learning.
www.cs.waikato.ac.nz/ml/weka/
Excel software com ferramentas de cálculo e construção de gráficos.
www.office.microsoft.com/en-us/excel
Floor Planning Plus software utilizado no cliente planificar os layout´s das lojas onde
fica definido o espaço concedido a cada categoria.
www.jda.com/solutions/floor-planning/
Space Planning Plus software utilizado no cliente para definir os planogramas das lojas,
onde se faz a alocação dos produtos às prateleiras/plataformas de exposição.
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www.jda.com/solutions/space-planning/
AutoCAD software utilizado pelo cliente, mais especificamente a equipa de layout´s,
para criar os layout´s definitivos.
www.usa.autodesk.com/autocad/
2.2.4 Requisitos, pressupostos e restrições
Esta dissertação foi desenvolvida mediante circunstâncias específicas. O estágio curricu-
lar que acompanhou este projeto tinha término a 19 de Fevereiro de 2012. No entanto,
o estágio foi prolongado mais um mês, dado que na data prevista ainda se esperava por
algumas variáveis que integraram a base de dados final. No final do estágio, todos os
elementos necessários para a sua conclusão do projeto já estavam recolhidos.
De modo a permitir a compreensão do projeto por parte de elementos não peritos das
técnicas aqui utilizadas, é importante que o estudo aqui descrito tenha um nível de aces-
sibilidade aceitável de modo a que a compreensão das ilações retiradas não seja posta em
causa e as mesmas sejam passíveis de serem aplicadas.
Dado o intuito em operacionalizar os sistemas inteligentes desenvolvidos por parte da
D. E., é requerido que a validação da fiabilidade desses sistemas seja feita com grande
rigor e responsabilidade.
Como pressupostos do projeto, foi assumida a disponibilidade de todos os dados ne-
cessários, com a granularidade e qualidade adequadas aos objetivos estabelecidos; e a
disponibilidade de conhecimento de domínio, em particular pela colaboração da equipa
da D. E..
O término do desenvolvimento do projeto coincidiu com o final do estágio presencial
no Grupo Retalhista, ou seja, 19 de Fevereiro de 2012 (entretanto prolongado por mais
um mês).
Tal como é típico destas colaborações entre o meio empresarial e académico, foi im-
posta a total confidencialidade do nome do Grupo retalhista, bem como quaisquer dados
passíveis de serem utilizados para fins de concorrência.
2.2.5 Riscos e contingências
O principal risco ao sucesso do projeto estava ligado à qualidade dos dados: os dados
disponibilizados podiam não conter informação que permitisse relacionar o espaço de
prateleira e as vendas, por inadequação das variáveis ou da amostra. Nesse caso, o foco
do trabalho seria nos outros objetivos secundários propostos, que podiam ainda assim ser
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atingidos e por via destes, no futuro, permitir que se atinja o objetivo primário.
2.3 Objetivos de Data Mining
Nesta secção, os objetivos do negócio são transformados num problema de Data Mining,
sendo expostos os objetivos técnicos a atingir. De forma a avaliar os modelos gerados, é
definida uma meta a atingir em termos de precisão de acordo com os padrões de qualidade
do Grupo retalhista.
2.3.1 Objetivos
O primeiro objetivo de Data Mining traduz-se com a primeira abordagem à base de da-
dos: seleccionar um subconjunto de categorias de produtos que se esperaria que fosse
mais adequado para o desenvolvimento do projeto. Este processo está retratado na secção
3.2. Numa primeira fase, definiu-se que apenas se iria trabalhar com 3 ou 4 categorias de
produtos e avaliar se seria possível expandir o trabalho às restantes categorias. Tal ideia
acabou descartada com o desenvolvimento do projeto, como se explica na secção 4.4.
Foi também definido como objetivo de Data Mining: o desenvolvimento de novas
variáveis com informação útil; a elaboração de modelos que sejam representativos da re-
lação entre o espaço concedido a uma categoria de produtos e as vendas dessa mesma
categoria; a obtenção da descrição informal dos modelos quando interpretáveis; a avalia-
ção empírica de diversos algoritmos de Data Mining e a seleção do melhor; a realização
de um primeiro esboço do sistema de apoio à decisão, com integração dos modelos gera-
dos com um algoritmo de otimização.
2.3.2 Critérios de avaliação de sucesso dos modelos desenvolvidos
Numa reunião realizada com a diretora de Estudos de Mercado do Grupo retalhista, foi
mencionado que as previsões de vendas dadas por aquele departamento eram considera-
das positivas se as mesmas conseguissem estar num intervalo de 10% do valor real. Este
valor foi transportado para este projeto e tomou-se como meta para a precisão dos mode-
los de previsão gerados.
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2.3.3 Técnicas de Data Mining a utilizar
As metodologias utilizadas focaram-se sobretudo em técnicas de pré-processamento dos
dados, algoritmos de regressão e métodos heurísticos de otimização. Grande parte destas
técnicas foram aplicadas com recurso ao software R. Dada a liberdade na escolha das fer-
ramentas a utilizar, o R foi selecionado dada a acessibilidade que apresenta para alguns
elementos do projeto e versatilidade nas múltiplas tarefas a realizar.
No que toca à seleção de algoritmos de regressão, a interpretabilidade dos modelos é
interessante para o negócio mas não é fundamental. Desta forma, o foco foi o desempe-
nho dos algoritmos.
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Capítulo 3
Recolha e Tratamento de Dados
Este capítulo engloba duas das fases mencionadas no CRISP-DM: entendimento e prepa-
ração dos dados. No entanto, dado o planeamento de trabalhos realizado, este capítulo é
dividido em duas partes: análise exploratória e seleção de dados.
A análise exploratória de dados procurou confirmar a significância das variáveis se-
lecionadas e atestar a qualidade das mesmas. Aqui é resumida sinteticamente a base de
dados que originou o trabalho desenvolvido.
A seleção de dados é motivada pela impossibilidade de recolha de uma amostra re-
presentativa dos dados. Um dos grandes desafios deste projeto centrou-se na escolha de
variáveis com informação útil para o problema e na procura do subconjunto de dados que
permitiria procurar uma solução para o problema. Este subconjunto de dados traduz-se
nas categorias de produtos mais propícias à modelação que se pretendia. Este capítulo
inclui uma secção que expõe o processo de seleção de dados para modelação.
3.1 Análise exploratória de dados
A primeira tarefa após a recolha inicial de dados foi a limpeza dos mesmos. Esse processo
está descrito no Apêndice A. A Tabela 3.1 resume sinteticamente cada uma das variáveis
utilizadas neste trabalho.
3.1.1 Área de venda
Logo após as primeiras reuniões do projeto, ficou claro que existiria um problema nos da-
dos que seria difícil de contornar: a reduzida variação da variável “Área”. O facto da área
de venda de uma categoria ter alterado muito pouco ou nada impossibilita a sua modela-
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Variável Descrição Fonte
Area Área total de uma categoria,
numa loja, num dado período.
Interna
Vendas_liquidas
Vendas líquidas mensais de uma
categoria, numa loja, num dado
período.
Interna
Periodo
Mês a que corresponde a
observação.
Interna
Insignia Insígnia da loja. Interna
Cluster
Cluster por potencial de vendas
da loja.
Interna
Cluster_cliente
Cluster por tipo de cliente da
loja.
Interna
IPC_Regiao Índice de Poder de Compra do
concelho onde a loja se insere.
Externa ( INE
[2011])
Dias_N_Uteis Dias não úteis do mês. Externa
Indice_Pcat
Índice de Penetração da
categoria por cluster de tipo de
cliente.
Interna
Tabela 3.1: Variáveis Recolhidas
ção no âmbito aqui pretendido, dado que é expectável que as vendas oscilem bastante, e
se a área de venda não variar, nunca será possível determinar o impacto que uma possível
alteração na área de venda terá nas vendas. Daí, com vista a que os modelos encontrados
sejam o mais rigorosos e verdadeiros possível, revela-se fundamental encontrar as cate-
gorias com maior volatilidade na área de venda e possivelmente restringir a modelação a
essas categorias.
Como medidas de expressão dessa volatilidade foram estimadas duas estatísticas por
categoria de produto:
- O número de alterações médio (NAM), em unidades, da área de venda durante o
período estudado. Definido por
NAM =
∑nl=1 fp,l
n
(3.1)
com
fp,l =
{
1 se ap,l 6= ap−1,l
0 caso contrário
em que l representa a loja, p representa o período (mês) e a representa o valor da
variável “Àrea”.
12
- A variação média absoluta mensal (VMAM), em percentagem, da área de venda.
Definida por
V MAM =
∑nl=1
∑kp=2 up,l
23
n
×100 (3.2)
com
up,l = |
ap,l−ap−1,l
ap−1,l
| (3.3)
em que l representa a loja, p representa o período (mês) e a representa o valor da
variável “Àrea”.
Estas duas estatísticas permitiram fazer uma primeira seleção de dados, uma vez que se
tornou possivel encontrar as lojas, agrupadas por insígnias, que possuem pouca ou ne-
nhuma variação da sua área de venda e cujo interesse da parte do negócio na sua modela-
ção é nulo. Este processo está retratado no Apêndice A.
Foi criada uma nova estatística, de nome score, por categoria, para medir a magnitude
da variação/alterações das categorias, que consiste na multiplicação entre as já apresenta-
das NAM e VMAM.
score = NAM×V MAM (3.4)
O objetivo é que esta estatística seja um suporte para encontrar as categorias de maior
interesse para uma modelação precisa. Definiu-se uma categoria com nível de score Alto
como uma categoria cujo valor de score fosse superior ou igual ao 90o percentil do con-
junto de valores de score. Na secção 3.2, esta estatística será um dos argumentos uti-
lizados para selecionar o subconjunto de categorias que à partida apresentam melhores
características para modelação da relação entre área e vendas.
3.1.2 Vendas líquidas
O conjunto de dados relativos às vendas, obtido pela D. E. no sistema em rede do Grupo
retalhista, apresenta as características demonstradas na Tabela 3.2.
A variável Tip_Vendas refere-se ao tipo de vendas que determinado registo comporta:
vendas líquidas totais, que registam o total de vendas de uma determinada categoria de
produtos numa dada loja, num dado momento; ou vendas líquidas promocionais, que re-
gistam o total de vendas do conjunto de produtos associados a uma atividade promocional
(inseridos numa categoria de produtos) numa dada loja, num dado momento.
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Variável Ano Periodo Cod_Loja Insignia Cod_Cat Tip_Vendas
Nofactores 2 12 318 8 295 2
Instâncias 851697
Tabela 3.2: Vendas Líquidas
Com vista adicionar a variável Vendas_liquidas à base de dados já trabalhada, os da-
dos foram cruzados utilizando as variáveis comuns. Este procedimento foi realizado tanto
para os dados com área de venda total (soma da área permanente mais a área promocio-
nal), como para os da área de venda promocional, onde foi feita a correspondência com
os registos de vendas promocionais líquidas.
De referir que esta associação entre área de venda promocional com vendas promo-
cionais acarreta uma margem de erro. Não é possível saber se o produto adquirido pelo
consumidor estava exposto na área de venda promocional ou permanente, a única infor-
mação existente é que o produto tinha uma atividade promocional associada e daí o registo
da sua venda ser feito nas vendas promocionais.
O processo de cruzamento de dados não foi pacífico. No Apêndice A expõe-se deta-
lhadamente este processo.
Projectando graficamente todas as observações no que toca às variáveis Area e Ven-
das_liquidas, restringindo as observações às do Tipo área de venda/vendas totais, obtém-
se o gráfico contido na Figura 3.1.
Figura 3.1: Área - Vendas totais
Cada ponto representa uma observação para uma categoria, para uma dada loja, num de-
terminado momento temporal. A curva a azul é estimada a partir de uma regressão linear,
tendo como propósito a visualização da relação entre as duas variáveis. Podemos visuali-
zar 8 observações que se destacam das restantes. Pelo que se pode ver, poderá justificar-se
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limitar a área de venda total num valor à volta dos 300 m2, para qualquer categoria e para
qualquer loja, dado que as observações com uma área de venda total à direita deste valor
não parecem apresentar grande eficiência.
Na Figura 3.2 mostra-se a mesma projecção mas restringida para área/vendas promo-
cionais. Este gráfico apresenta algumas nuances diferentes do anterior. É possível ver um
Figura 3.2: Área - Vendas promocionais
ponto de estagnação entre a relação entre área de venda promocional e vendas promoci-
onais, aproximadamente entre 10-25 m2, sendo mesmo possível notar um ligeiro sentido
descendente da linha traçada a azul.
Mais uma vez, 8 observações destacam-se das restantes. Isto indica que as 8 ob-
servações identificadas na Figura 3.1 como pouco eficientes, devem essa ineficiência à
dimensão do espaço promocional associado à respetiva categoria.
Figura 3.3: Área - Vendas totais, com insígnia
O gráfico da Figura 3.3 apresenta os registos para área/vendas totais, com a introdução
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da variável Insignia, reflectida nas cores dos pontos. Fica patente as diferenças em termos
de dimensão de loja entre as 3 insígnias estudadas. No Apêndice A é possível encontrar
mais alguns detalhes acerca desta variável.
3.1.3 Período
Esta variável poderá ser também chamada de mês, dado que a sua função na base de dados
é precisamente associar cada registo mensal a um mês específico.
A sua integração no modelo como variável independente prende-se com o facto de a
base de dados conter diversas séries temporais, logo, como é típico, não está isenta de
sazonalidade, ainda para mais sabendo que se está a modelar vendas de lojas de retalho.
Estudando a distribuição das vendas ao longo dos 12 períodos, obteve-se o gráfico
contido na Figura 3.4.
É possível notar no gráfico da Figura 3.4 um claro aumento do número de outliers nos
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Figura 3.4: Histograma Período/Vendas
meses de Dezembro, Novembro, e Setembro, sendo no entanto difícil analisar os boxplots
devido à grande dispersão da variável “Vendas Líquidas”.
O gráfico da Figura 3.5 confronta a variável “Período” com o número de alterações
de área total. Curioso que existe claramente um mês (Fevereiro) em que o número de
alterações de área é mais elevado em relação ao mês anterior, por outro lado, os meses em
que se verificam menos alterações de área são meses que correspondem à época de Verão
(Junho, Julho e Agosto).
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Figura 3.5: Histograma Período/Alterações Área
3.1.4 Insígnia
Esta variável divide as observações em 3 grupos, sendo que as observações repartem-se
por estes três grupos da forma sintetizada pela Tabela 3.3.
Insígnia Observações
6 84645
8 41115
10 207125
Tabela 3.3: NoObservações por Insígnia
É na insígnia 10 onde caem grande parte das observações, logo esta deverá ser a insígnia
com maior número de lojas presente na base de dados, como é comprovado pela Tabela
3.4.
Insígnia NoLojas
6 39
8 26
10 111
Tabela 3.4: NoLojas por Insígnia
Analisa-se no gráfico da Figura 3.6 a distribuição das vendas por insígnia. A insígnia 6
é aquela que apresenta valores mais elevados de vendas, seguida pela insígnia 10 e final-
mente a 8.
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Figura 3.6: Histograma Insígnia/Vendas
3.1.5 Cluster de lojas por potencial de vendas
A variável “Cluster de lojas por potencial de vendas” classifica cada observação tendo em
conta a loja nessa instância, com uma das seguintes siglas: A,B,C,D,E,F,G,e H; sendo que
a classificação de A implica que determinada loja pertence ao grupo de lojas com maior
potencial de vendas, e a classificação de H implica o oposto, ou seja, que a loja pertence
ao cluster de lojas com menor potencial de vendas.
Dos dados fornecidos pela D. E., 6 lojas que fazem parte da base de dados fornecida
anteriormente não estão classificadas nesta variável. A razão dada é que essas lojas per-
tencem às ilhas e não se enquadram em nenhum dos outros clusters.
Com vista perceber a distribuição da população de lojas nos diferentes clusters desta
variável, apresenta-se o histograma da Figura 3.7. Nota-se claramente uma relação direta
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Figura 3.7: Histograma “Cluster por potencial de vendas”
entre o grau de potencial de vendas dos clusters e o número de lojas pertencentes a esses
clusters. Às 6 lojas não classificadas nesta variável foi inicialmente atribuído a nomen-
clatura INS, no entanto, com vista manter a homogeneidade da variável, as lojas foram
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reclassificadas de acordo com a Tabela 3.5 recorrendo à assistência de peritos no negócio.
Loja Cluster atribuído
L0801 B
L0803 D
L0804 C
L0805 D
L0806 E
L0807 E
Tabela 3.5: Cluster atribuído às lojas das ilhas
O mesmo histograma apresentado anteriormente na Figura 3.7 mas agora com a reclassi-
ficação das lojas insulares:
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Figura 3.8: Histograma “Cluster por potencial de vendas”, corrigido
Procura-se agora retirar algumas ilações sobre a relação desta variável com as restantes
variáveis recolhidas.
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Figura 3.9: Cluster por potencial de vendas - Vendas Liquidas
19
A Figura 3.9 apresenta um gráfico boxplot onde se opõe as variáveis “Cluster de lojas por
potencial de vendas” e “Vendas Liquidas”.
Analisando o gráfico verifica-se uma correspondência entre a especificação da variá-
vel “Cluster por potencial de vendas” e os dados recolhidos relativos às vendas das lojas.
O gráfico da Figura 3.10 sintetiza a informação proveniente de uma tabela de contin-
gência elaborada para as variáveis “Cluster de lojas por potencial de vendas” e “Insígnia”.
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Figura 3.10: Cluster por potencial de vendas - Insígnia
A insígnia 6 vê ser atribuído às suas lojas graus elevados de potencial de vendas tal como
seria expectável. Sendo a insígnia que tipicamente comporta as lojas de maior dimensão,
é esperado que estas lojas tenham um potencial de vendas mais elevado que as lojas as-
sociadas a outras insígnias. Na insígnia 10 é onde se encontra o maior número de lojas
e daí entende-se a maior dispersão de grau, ainda assim, grande parte das lojas foram
classificadas com um grau intermédio entre os graus tipicamente atribuídos às insígnias 6
e 8, tal como seria previsível.
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Figura 3.11: Cluster por potencial de vendas - Cluster de lojas por tipo de cliente
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Na Figura 3.11, apresenta-se um gráfico idêntico ao anterior ao contido na Figura 3.10,
mas que leva em conta a variável “Cluster de lojas por tipo de cliente” em vez da “In-
signia”. Neste gráfico a relação entre as duas variáveis não é tão evidente. Talvez fosse
de esperar alguma concentração das lojas de nível 2 (lojas com perfis de clientes com
preferência por produtos de qualidade) nos graus mais elevados de potencial de vendas,
no entanto, este não é um pressuposto que se possa exigir dado que existem muitos fa-
tores que influenciam a classificação nestes clusters. Por outro lado, as lojas de nível 3
concentram-se em graus mais baixos no que toca a potencial de vendas.
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Figura 3.12: Boxplot Cluster por potencial de vendas - IPC_Regiao
No gráfico da Figura 3.12 está representado um gráfico boxplot dos registos da variável
“IPC_Regiao” distribuídos pelos diferentes graus da variável “Cluster por potencial de
vendas”. Como se pode verificar, quanto maior for o grau da variável “Cluster por poten-
cial de vendas”, maior tende a ser o Indíce de Poder de Compra (IPC) da região onde a
loja/observação se insere. Tal não se verifica excepcionalmente no grau H, dado que este
cluster aglomera essencialmente lojas da insígnia 8, que engloba lojas da carácter urbano.
3.1.6 Cluster de lojas por tipo de cliente
A necessidade de tentar medir o impacto que o perfil do cliente possa ter nas vendas das
lojas origina a necessidade de integração desta variável no estudo. A variável desdobra-se
em quatro classificações: 1, associada às lojas com clientes de perfil standard; 2, clientes
que valorizam a qualidade; 3, clientes mais sensíveis ao preço; e finalmente, 4, associado
às lojas que se situam nas ilhas, dado que os clientes destas lojas apresentam um perfil
totalmente diferente das restantes classificações.
Analisa-se no gráfico da Figura 3.13 a distribuição das lojas pelos diferentes perfis de
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clientes. O cluster que aglomera mais lojas é o 1, que corresponde às lojas com clientes
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Figura 3.13: Histograma “Cluster por tipo de cliente”
de perfil standard. Tanto o cluster 2 como o 3 integram um número de lojas semelhante,
com ligeira vantagem para as lojas com clientes que dão maior ênfase aos preços. Por
último, como seria de esperar, o cluster 4, devido ao número reduzido de lojas nas ilhas
relativamente ao continente.
Projectando as “Vendas Líquidas” distribuídas pelos clusters de clientes no gráfico
boxplot da Figura 3.14 vemos que as vendas distribuem-se pelos quatro clusters de uma
forma coerente com a especificação desses mesmos clusters, dado que os registos de ven-
das mais elevados acabam por se concentrar nas lojas com perfis de clientes que têm
preferência pela qualidade, e os registos com vendas mais baixas nas lojas com perfis de
clientes mais sensíveis ao preço, excluindo as lojas das ilhas por serem um aglomerado à
parte.
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Figura 3.14: Boxplot “Cluster por tipo de cliente” - “Vendas Líquidas”
Confrontando a variável “Cluster por tipo de cliente” com o IPC onde a loja (observa-
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ção) se insere, novamente num boxplot, temos o gráfico que se apresenta na Figura 3.15.
Mais uma vez visualiza-se que a variável em análise distribui-se de forma coerente com
os pressupostos da variável de cluster, dado que os registos com valores mais elevados de
IPC concentram-se no cluster 2 e os valores mais baixos no cluster 3.
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Figura 3.15: Boxplot Cluster por tipo de cliente - IPC Região
3.1.7 Índice de poder de compra
A variável “Índice de poder de compra” (IPC) tem como fonte o Instituto Nacional de
Estatística (INE) português, numa publicação feita em 2011. Assumiu-se que a variação
entre 2009 e 2010 deste índice é muito baixo ou mesmo nulo, daí, foram associados os
dados do IPC tanto para o ano de 2010 como o ano de 2009 da base de dados. Para cada
loja, foi recolhido o IPC do concelho onde a loja se insere, e alocado esse IPC a todas as
observações dessa loja.
Projectando os registos da variável num gráfico boxplot:
IPC_Regiao
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Figura 3.16: Boxplot IPC Região
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3.1.8 Dias não úteis por mês
Esta variável foi integrada no estudo devido à evidência de que os hipermercados faturam
grande parte do seu volume de negócio em dias não úteis para o cliente comum, ou seja,
fins-de-semana ou feriados. Como o número de dias não úteis de um mês varia conforme
o calendário, é de esperar que nos meses em que há maior número de dias não úteis se
registe um maior volume de vendas, e devido às mudanças de calendário já mencionadas,
esses acréscimos não podem ser considerados sazonalidade.
A Tabela 3.6 apresenta algumas estatísticas descritivas da variável.
Mínimo 8
1o Quartil 9
Mediana 9
Média 9.455
3o Quartil 10
Máximo 11
Tabela 3.6: Estatísticas - Dias Não Úteis por Mês
3.1.9 Índice de penetração por categoria
O Índice de Penetração por Categoria é uma variável com fonte interna e é calculada para
cada categoria dentro de cada um dos clusters de tipo de cliente, isto é, existem 4 índices
por categoria, um para cada cluster. A variável foi associada á base de dados tendo em
conta esta especificação.
Algumas estatísticas descritivas da variável:
Mínimo 0.00
1o Quartil 94.00
Mediana 100.00
Média 99.12
3o Quartil 104.00
Máximo 358.00
Tabela 3.7: Estatísticas - Dias Não Úteis por Mês
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3.2 Seleção de dados
Logo após as primeiras reuniões do projeto, ficou claro que existiria um problema nos
dados que seria difícil de contornar: a reduzida variação da variável “Área”.
Como é natural, as alterações de espaço numa loja de retalho não ocorrem com uma
frequência mensal. Apesar de algumas categorias sofrerem mais alterações de espaço que
outras, o número de categorias com área de venda estática seria sempre bastante conside-
rável. Tendo em conta que o objetivo final do projeto é aplicar um algoritmo de otimização
sobre a variável independente “Área”, é muito importante ter a noção de que os modelos
apenas poderão responder perante circunstâncias para as quais lhe foram fornecidos da-
dos.
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Figura 3.17: Representatividade de uma amostra
O que está em causa é a representatividade da amostra para a questão que se quer respon-
der. Tome-se como exemplo a Figura 3.17: a “Amostra A”, sendo x1 a variável Área e
x2 qualquer outra variável independente, é melhor do que a “Amostra B” (para estas va-
riáveis); da mesma forma que a “Amostra B” é melhor do que a “Amostra C”. O objetivo
da procura das categorias de produto com maior variação de área é para que as amostras
recolhidas se aproximem mais da “Amostra A” do que da “B” ou “C”, dado que uma sig-
nificativa parte das categorias se aproximam da “Amostra C” (mais detalhes em Apêndice
B).
Com isto em mente, foi definido nesta fase do projeto que a primeira abordagem à
base de dados consistiria em procurar as categorias que mais alterações de espaço apre-
sentavam, e deste subconjunto escolher 3 ou 4 para uma primeira fase de modelação, dado
que estas categorias mostrariam caraterísticas que fariam acreditar numa otimização do
espaço mais fiável.
No processo de seleção de categorias para modelação, além da volatilidade da área de
venda, é necessário ter em conta que as categorias selecionadas apresentem um compor-
tamento ao nível das vendas o mais homogéneo possível na população de lojas. O intuito
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deste requisito é o de reduzir o impacto do fator loja na relação entre área e vendas.
Para medir essa volatilidade, foram calculadas duas estatísticas na caraterização das
categorias: o desvio-padrão das vendas estandardizadas por categoria 1; e o desvio-padrão
das vendas em percentagem das vendas totais por categoria. Quanto mais baixo forem os
desvios-padrão, mais homogéneas são as vendas da categoria em causa no conjunto de
lojas. Saliente-se que estes cálculos foram feitos apenas para vendas totais. Os boxplots
das Figuras 3.18 e 3.19 ilustram a distribuição dos resultados obtidos.
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Figura 3.18: Boxplots dos desvios-padrão das vendas estardandizadas, por insígnia
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Figura 3.19: Boxplots dos desvios-padrão das vendas em percentagem das vendas totais,
por insígnia
A análise dos boxplots revela comportamento muito semelhante das categorias nas dife-
1Calculada após uma primeira fase de estandardização das vendas por loja e por período, seguido do
cálculo do desvio-padrão dos valores obtidos por categoria e por período, e do cálculo da média dos 12
valores obtidos (um por período).
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rentes insígnias, no entanto, nas lojas da insígnia 6 parece haver uma maior homogenei-
dade no comportamento das vendas por categoria.
É importante agora voltar a calcular as estatísticas de alterações/variação da área de
venda para cada categoria, dado que a base de dados sofreu fortes alterações e os resul-
tados poderão ser diferentes daqueles apresentados anteriormente. Foi identificada uma
categoria outlier (com o código 3003) cujo valor de score era bastante elevado, sendo
assim eliminada da base de dados (ver Apêndice C).
Área Total
alterações
va
ria
çã
o
0
10
20
30
40
50
l
l l
l
l
ll
l
l
l
l
l ll
l
l l
l l
l
l
l
l
l
l
l
l
l
l
l
ll ll
l
ll
l
l
l
lll lllll
l
ll ll
l
l
l
ll
l
l
l
l
l
ll ll
l
l
l
l
l
l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
0 2 4 6 8 10 12 14
nível_do_score
l Alto
l Baixo
Figura 3.20: Variação/alterações da área de venda, por categoria, sem outlier
O objetivo passa agora por encontrar, com recurso a estes quadros de informação, 3 ou 4
categorias com caraterísticas favoráveis para modelação, mas ao mesmo tempo distintas,
na medida que possamos retirar ilações quanto às caraterísticas mais importantes que uma
categoria deverá ter para a modelação bem sucedida da relação entre vendas e área.
Assim, como todas estas categorias já têm uma variação/número de alterações de área
de venda total bastante aceitável, procura-se diversidade dentro desta volatilidade: cate-
gorias com muita volatilidade na área de venda permanente e pouca na área promocional;
categorias com pouca volatilidade na área de venda permanente e muita na área pro-
mocional; e categorias com um nível semelhante de volatilidade na área permamente e
promocional.
Relativamente ao número de observações, todas as categorias com um nível de score
alto apresentam um número de observações suficiente para a sua modelação, logo, este
não será um fator de diferenciação. No entanto, o mesmo não acontece para as estatísticas
de homogeneidade calculadas, e este será um fator importante na seleção de categorias.
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Figura 3.21: Selecção de categorias
O gráfico da Figura 3.21 tem no eixo das abcissas o score da área permanente das cate-
gorias, no eixo das ordenadas o score promocional, e no tamanho de cada ponto o registo
para a homogeneidade da respetiva categoria2, que se distinguem pelas diferentes cores
dadas aos pontos.
Posto isto, as categorias selecionadas são:
• 3204 - apresenta muita volatilidade ao nível da área de venda permanente e uma
homogeneidade de vendas acima da média.
• 3101 - apresenta muita volatilidade ao nível da área de venda promocional e uma
homogeneidade de vendas ligeiramente abaixo da média.
• 3001 - apresenta volatilidade considerável nas duas componentes da área de venda
e é a categoria com o melhor registo de homogeneidade do grupo de categorias cujo
nível de score foi classificado como alto.
• 308 - apresenta volatilidade considerável nas duas componentes de área de venda
e é a categoria com o pior registo de homogeneidade do grupo de categorias cujo
nível de score foi classficado como alto. O intuito da sua seleção é que se espera
que os resultados obtidos para esta categora sejam piores que os resultados obtidos
para as restantes, principalmente em relação à 3001, o que iria dar boas indicações
relativamente ao raciocínio que está a seguir.
2Foi utilizado o desvio-padrão das vendas em percentagem das vendas totais dado que este é a aborda-
gem tipicamente utilizada na D. E. para este tipo de análise.
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Capítulo 4
Modelação
Neste capítulo, é feita uma sintética introdução ao conceito de Data Mining e extração de
conhecimento de dados. Esta pequena secção precede a exposição informal dos algorit-
mos e metodologias de avaliação utilizadas neste trabalho.
Tal como se referiu anteriormente, foram selecionadas 4 categorias de produtos para
modelar numa primeira fase. Posteriormente, após análise dos resultados dessa primeira
fase de modelação, foi decidido avançar para a modelação de todas as categorias de pro-
dutos. Os resultados destas experiências são apresentados neste capítulo.
Finalmente, com o intuito de uma melhor compreensão dos resultados da modelação
realizada, foi realizado um pequeno estudo com recurso a Metalearning sobre o desem-
penho do algoritmo Random Forests.
4.1 Introdução ao Data Mining
O conceito de Data Mining está intimamente ligado ao processo KDD (Knowledge Dis-
covery in Databases), que se divide em 6 fases: seleção de dados, pré-processamento,
transformação de dados, Data Mining e interpretação/avaliação dos resultados. Uma va-
riação mais detalhada deste processo é o já mencionado CRISP-DM (Chapman et al.
[2000]).
Segundo Fayyad et al. [1996], Data Mining define-se pela “aplicação de algoritmos
específicos para extrair informação a partir de dados” e, como mencionado, é uma das eta-
pas do processo KDD. Ainda de acordo com o autor atrás citado, as tarefas mais comuns
em Data Mining são:
• Deteção de outliers - identificação de registos de dados não comuns.
• Aprendizagem de regras de associação - procura de relações entre variáveis.
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• Agrupamento de dados (clustering) - procura de registos de dados similares de
forma a que possam ser agrupados ao mesmo grupo de dados.
• Sumarização de dados - representação sintética de uma base de dados através de
gráficos e/ou tabelas.
• Classificação - estimação de um modelo a partir de dados que permita reconhecer a
estrutura de novos dados.
• Regressão - estimação de uma função que modele um determinado conjunto de
dados mediante a minimização de uma medida de erro.
Neste trabalho, a tarefa de Data Mining em prática será a regressão, logo, será a tarefa à
qual se dará mais ênfâse.
4.1.1 Regressão
Nesta subsecção pretende-se dar uma pequena introdução ao conceito de regressão, expli-
cando genericamente o seu processo. Dado que uma exposição mais detalhada acabaria
por ultrapassar o âmbito deste trabalho, optou-se por uma simplificação da mesma.
Suponha-se uma base de dados que apenas possui duas variáveis. Uma regressão que
apenas modela a relação entre duas variáveis é denominada de regressão simples. Se-
guindo de perto o trabalho de Sykes [1992], considere-se que as variáveis da base de
dados são: vendas líquidas mensais de uma categoria de produtos numa loja de retalho
(V) e área de venda mensal dessa mesma categoria (A) na loja em questão. Formula-se a
hipótese que a área de venda de uma categoria de produto tem impacto sobre as vendas
líquidas dessa mesma categoria. Assim, V será a variável dependente e A a variável inde-
pendente. Naturalmente, V não poderá ser explicado apenas por A e a equação não ficaria
completa sem uma componente de erro representada por ε. Desta forma:
V = α+β1A+ ε (4.1)
onde
• α - é a constante, ou seja, representa quanto a loja venderia caso A fosse igual a 0;
• β1 - o efeito de mais uma unidade de A em V, hipoteticamente positivo;
• ε - a componente de erro que completa a equação e representa todos os outros
fatores que influenciam V.
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Denomina-se α de termo constante e β1 de coeficiente da variável 1, neste caso, A. Es-
tes dois parâmetros são também denominados de parâmetros desconhecidos, dado que a
etapa final de uma regressão é precisamente encontrar estes valores de modo a minimizar
o erro. O método mais comum para este processo é o Método dos Mínimos Quadrados,
introduzido por Gauss (Sorenson [1970]).
4.2 Metodologia de avaliação
Esta secção expõe as medidas de erro para regressão utilizadas na avaliação dos modelos
gerados no Capítulo 4, bem como a metodologia de avaliação para estimar esse erro.
4.2.1 Medidas de erro em regressão
Para avaliar os modelos gerados serão utilizadas 3 medidas de erro em modelos de previ-
são. Existem mais alternativas na literatura, no entanto, para este trabalho, serão estima-
das as seguintes:
Taxa de Erro Médio é uma medida de erro típica para avaliar modelos de previsão, so-
bretudo devido à fácil interpretabilidade. Neste trabalho, por Taxa de Erro Médio
(TEM) de um modelo entende-se:
TEM =
∑ni=1 |x1,i−x2,ix1,i |
n
onde
• x1,i é o valor real;
• x2,i é o valor previsto.
Erro Médio Quadrático (RMSE) é uma medida de erro frequente na avaliação de mo-
delos de previsão e relaticamente à TEM tem a desvantagem de ser dependente da
escala, ou seja, poderemos comparar modelos de categorias de produtos diferentes
usando a TEM mas não poderemos usando o RMSE, dado que as categorias em
causa podem ter volumes de vendas muito distintos e o RMSE é sensível a essas
diferenças. Quanto mais baixo for RMSE, menor é o erro do modelo. O RMSE
define-se por:
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RMSE =
√
∑ni=1 x2,i− x1,i
n
onde
• x1,i é o valor real;
• x2,i é o valor previsto.
R2 denominado de coeficiente de determinação, indica quanto da variável dependente é
explicada pelas variáveis independentes que constituem a regressão, variando entre
0 e 1. Tal como a TEM, permite comparar modelos de categorias diferentes. Quanto
mais alto for o R2, menor é o erro do modelo. Matematicamente, traduz-se por:
R2 = 1− ∑i(x1,i− x2,i)
2
∑i(x1,i− x¯)2
onde
• x1,i é o valor real;
• x2,i é o valor previsto;
• x¯ é a média dos valores reais.
O desempenho dos algoritmos de Data Mining vai ser comparado com dois modelos line-
ares: uma simples regressão linear múltipla; e um modelo baseline, cujas previsões con-
sistem na média da variável objetivo (vendas líquidas), no período disponível, da mesma
loja que se está a prever. A estimação do erro destes modelos irá permitir avaliar a difi-
culdade do fenómeno que se está a modelar.
4.2.2 Metodologias de estimação de erro
A qualidade de um modelo terá necessariamente de ser medida pela sua estimativa de
erro. Independentemente do objetivo da modelação, caso o modelo não seja um retrato
verdadeiro da realidade que tenta simular, a sua utilidade é nula.
Para que se possa atestar a qualidade de um modelo estatístico é necessário que a sua
metodologia de avaliação simule a realidade da forma mais fiel possível. Em contexto de
Data Mining, as três principais metodologias de estimação de erro são:
• Holdout - neste método, os dados são divididos em dois grupos: o conjunto de
treino (que tipicamente comporta dois terços dos dados) e o conjunto de teste (que
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reúne as restantes observações). A separação dos dados com os quais se treina
um determinado algoritmo dos dados com o qual esse algoritmo é confrontado e
avaliado permite evitar a estimação de erro demasiado optimista e, como referido
anteriormente, permite simular a realidade (Han e Kamber [2005]).
• Cross-validation - o método de validação cruzada inicia-se pela divisão dos dados
iniciais em k partições aleatórias de tamanho aproximadamente igual. Em cada ite-
ração, uma das partições de dados é deixada de parte para avaliação e as restantes
partições são utilizadas para treinar o modelo. Este processo repete-se k vezes, até
que todas as partições sejam utilizadas como conjunto de teste. O erro de um mo-
delo de previsão é obtido pela média dos k valores de erro obtidos (Han e Kamber
[2005]). Tipicamente, k é igual a 10.
• Bootstrap - este método tem a particularidade de uma observação poder aparecer
mais que uma vez no conjunto de treino, dado que a seleção aleatória de observa-
ções para o conjunto de treino é feita com reposição. A partir de uma base de dados
com d observações, são selecionadas d observações, com reposição, que constituem
o conjunto de treino. O conjunto de teste é depois formado por todas as observa-
ções que não integraram o conjunto de treino Han e Kamber [2005]. Este método é
particularmente útil quando o número de observações é bastante reduzido.
As três metodologias que se apresentaram anteriormente sofrem da desvantagem de to-
marem os dados como indiferentes do tempo, ou seja, não levam em conta que os dados
a serem trabalhados poderão ser temporalmente referenciados. Daí, uma vez que a base
de dados na origem deste trabalho é constituída por múltiplas séries temporais, revela-se
crucial aplicar uma metodologia que leve em consideração a referência temporal das ob-
servações.
Figura 4.1: Esquema Sliding Window. Fonte: adaptado de Torgo [2010].
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A metodologia sliding window acrescenta duas importantes características ao método hol-
dout: primeira, respeita a ordem temporal das observações que constituem o conjunto de
treino e conjunto de teste, ou seja, todas as observações que fazem parte do conjunto de
treino são anteriores às observações que se encontram no conjunto de teste, simulando o
processo de previsão que ocorre quando se utiliza os modelos; segunda, leva em conta
possíveis mudanças de regime no fenómeno que se está a tentar prever, dado que é possí-
vel alterar a “janela” que constitui a conjunto de treino, eliminando as observações mais
antigas e acrescentando as mais recentes, mantendo o conjunto de treino numa dimensão
constante. O esquema da Figura 4.1 ilustra o conceito, em que w representa o intervalo
temporal que é integrado no conjunto de treino.
Assim, demonstra-se apropriado aplicar esta metodologia para a avaliação dos mode-
los de previsão gerados no âmbito desta dissertação e projeto.
4.3 Algoritmos de Data Mining para regressão
Os algoritmos de Data Mining utilizados para modelação neste trabalho são essencial-
mente algoritmos para regressão/previsão. Nos próximos pontos expõe-se informalmente
as características e fundamentos essenciais para a compreensão e aplicação dos mesmos.
Para uma melhor compreensão desta subsecção chama-se a atenção para a consulta do
Apêndice F, onde é apresentado o Dicionário de Conceitos.
.
4.3.1 Cubist
A base do algoritmo presente no package do R Cubist (descrito em Kuhn et al. [2011]) foi
inicialmente publicada num artigo de Quinlan [1992] onde foi apresentado um modelo hí-
brido nomeado de M5. Posteriormente, o modelo foi aperfeiçoado num trabalho assinado
por Wang e Witten [1996] e renomeado de M5’. Sinteticamente, o algoritmo Cubist tem
início na geração de uma árvore e, em vez de realizar a seleção de atributos típica através
de uma métrica de entropia, realiza essa seleção através da minimização da variação do
erro intra-subconjunto de grupos de instâncias que são criados pelos diferentes ramos da
árvore gerada. Cada uma das folhas terminais da árvore contém regressões lineares, cujas
variáveis explicativas são os atributos usados na criação do ramo da árvore em questão.
Essas regressões são posteriormente utilizadas para realizar previsões, previsões essas que
são “suavizadas” por regressões lineares intermédias em cada nó do ramo da árvore que
está a realizar a previsão. Finalmente, a árvore é reduzida a um conjunto de regras (inici-
almente ramos da árvore gerada), que são “podadas” e/ou combinadas para simplificação.
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A implementação presente no package Cubist possui funções de boosting, correção
de instâncias1 e uma métrica de importância de atributos2.
4.3.2 Redes Neuronais Artificiais
A Rede Neuronal Artificial aqui utilizada encontra-se presente no package nnet do R,
tratando-se de uma rede neuronal do tipo feed-forward. De referir que existe evidência
empírica da capacidade das Redes Neuronais Artificiais em prever vendas de retalho (Orra
e Serpen [2005] e Alon et al. [2008]) com razoável precisão.
Redes Neuronais Artificiais são formadas por unidades artificiais, denominadas de
neurónios, ligadas entre si. Estruturalmente, uma Rede Neuronal Artificial possui pelo
menos 3 camadas de neurónios: a camada de inputs, onde se encontram os neurónios
que recebem os dados do conjunto de treino; a camada de outputs, que contém a previ-
são/classificação que a rede neuronal apresenta para uma determinada instância que lhe
é dada; e as camadas “escondidas”, que no caso da rede do package nnet é apenas uma.
A cada uma das conexões entre unidades está associado um peso que é encontrado por
um algoritmo (tipicamente o algoritmo de retropropagação) que iterativamente procura
os pesos que otimiza um determinado critério de erro. Este processo termina quando se
atinge convergência na definição dos pesos.
A rede presente no package nnet exige a definição de 3 parâmetros específicos à cons-
trução da rede: size, que especifica o número de unidades que a camada “escondida” da
rede possui; decay, que controla o ritmo a que o algoritmo de retropropagação realiza o
update dos pesos das conexões; e o maxit, que define o número máximo de iterações que
poderão existir até que se dê uma convergência do peso de cada neurónio.
4.3.3 Support Vector Machines
A invenção do algoritmo Support Vector Machines (SVM’s) é em grande parte creditada
ao trabalho desenvolvido por Vladmir Vapnik, em particular o trabalho de Vapnik e Cor-
tes [1995].
A ideia essencial dos SVM’s (na sua versão mais standard com aplicação em tare-
fas de classificação) é a de que os dados do conjunto de treino podem ser projectados
para um novo espaço multi-dimensional através da aplicação de funções kernel, e nesse
novo espaço é possível obter um hiper-plano que separa as diferentes classes de dados.
1Uma vez que uma observação é prevista pelo modelo, o algoritmo está preparado para encontrar ob-
servações similares (usando o algoritmo k-NN) e apresentar como previsão da observação em causa uma
média em conjunto com as k observações similares.
2Estima, em percentagem, o número de vezes que cada variável é usada numa condição/modelo linear.
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Existem vários hiper-planos que podem classificar os dados, mas a escolha devará recair
sobre o hiper-plano que representa a maior distância (margem) entre classes. Caso esse
hiper-plano não exista, deverá ser escolhido um hiper-plano que separe as classes da me-
lhor forma possível (soft margem). Este problema de otimização é muitas vezes resolvido
com métodos de programação quadrática.
Neste trabalho foi utilizado o package e1071 do R para aplicação de Support Vector
Machines. Esta versão de SVM permite definir diversos parâmetros sendo so mais im-
portantes para este trabalho: o tipo de função kernel, cost (parâmetro de penalização) e
epsilon (parâmetro da função de perda).
4.3.4 MARS
Multivariate Adaptive Regression Splines (MARS) é uma técnica de regressão introduzida
por Friedman [1991] como um método que capta relações não lineares entre variáveis
através do uso de modelos lineares. Apresenta-se sobretudo como um modelo cujas bases
teóricas derivam da Estatística. Um modelo MARS tem a seguinte forma genérica (adap-
tado de Torgo [2010]):
mars(x) = α+
k
∑
i=1
βiBi(x)
onde α e βi são constantes e B são tipicamente funções hinge, que assumem a forma:
H[−(xi− t)] = max(0, t− xi) H[+(xi− t)] = max(0,xi− t)
onde x é um previsor e t é um valor limiar para o previsor. As funções hinge traduzem-se
em splines através dos quais é possível modelar relações não lineares nos dados.
O package do R utilizado para aplicar o MARS a este trabalho foi o earth, com re-
curso ao manual de Milborrow [2011]. A aplicação possui diversos parâmetros para um
melhor ajustamento aos dados aconselhando-se uma consulta ao manual de Milborrow
[2011] para uma total compreensão dos mesmos. Para este trabalho, os modelos MARS
foram melhorados ajustando essencialmente três parâmetros: newvar.penalty, penaliza-
ção em termos de erro por adicionar nova variável ao modelo; nk, número máximo de
termos do modelo antes de “podar”; e minspan, que permite aumentar a resistência do
modelo a ruído nos dados de treino.
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4.3.5 Generalized Boosted Models
O package gbm para o R implementa os denominados Generalized Boosted Models, em
grande parte inspirados no trabalho de Friedman [2001] com o Gradient Boosting Ma-
chine. Como guia para aplicação deste package foi usado o manual de Ridgeway [2007].
O conceito de boosting pode ser sinteticamente reduzido na ideia de combinar vários
previsores fracos num único previsor. Inicialmente, pesos são atribuídos a cada uma das
instâncias e, em cada iteração, é gerado um modelo e os pesos de cada instância são re-
vistos tendo em conta a capacidade dos modelos em prever a instância em causa. Por
fim, um modelo combina as previsões de todos os modelos gerados onde o peso de cada
previsor na previsão final é calculado em função da sua capacidade preditiva. No package
gbm, os modelos gerados são árvores de regressão.
Para além da implementação da Gradient Boosting Machine, o package gbm dispõe
de outras capacidades que permitem ajustar da melhor forma possível o modelo aos dados
em questão, tais como o estimador out-of-bag para o número óptimo de iterações e uma
variedade de funções de perda que não são usualmente associadas com algoritmos de bo-
osting. Para este trabalho, os parâmetros ajustados foram: ntrees, que controla o número
de árvores do ensemble; shrinkage, que controla a de expansão das árvores; e distribution,
que condiciona a função de perda.
4.3.6 Random Forests
Random Forests é um algoritmo da autoria de Breiman [2001], também conhecido pelo
conceito de bagging (Breiman [1996]). Este algoritmo é o culminar do trabalho de in-
vestigação de Breiman incorporando vários conceitos por ele desenvolvidos. Tal como o
MARS, é na sua essência um modelo estatístico.
A ideia fundamental que deu origem ao bagging é semelhante ao conceito original
de boosting: a de que um conjunto de previsores a trabalhar em uníssono, mesmo que
relativamente fracos, são melhores que um só previsor.
No Random Forests é aplicado o conceito de bagging. O algoritmo pode ser resumido
em três passos:
1. Os dados de treino são divididos em n partições(tantas quanto o número de árvores,
definido pelo utilizador) com reposição (bootstrap).
2. Para cada uma das partições é gerada uma árvore de regressão sem ser “podada”.
Esta árvore tem a particular caraterística de a cada nó escolher a melhor variável
de split a partir de um conjunto de variáveis aleatoriamente selecionadas. Em cada
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iteração, é possível estimar o erro da árvore gerada confrontando-a com as obser-
vações que não constam no conjunto de treino, às quais Breiman denominou de
out-of-bag3.
3. Gerada a última árvore, as previsões finais são obtidas ao agregar (no caso de re-
gressão, calcula-se a média) as previsões individuais de cada árvore.
O package do R utilizado para aplicar Random Forests aos dados deste trabalho foi o
randomForest com recurso ao manual de Liaw e Wiener [2002]. Os parâmetros de ajus-
tamento essenciais desta aplicação são: ntree, que regula o número de árvores da floresta;
mtry, que define o número de varíaveis aleatoriamente selecionadas como candidatas a
cada split; e proximity, que permite calcular a proximidade entre observações (seme-
lhança) e incorporar essa informação nas previsões.
4.4 Modelação das categorias seleccionadas
4.4.1 Condições experimentais
Descritos os algoritmos e metodologia que vão ser utilizados, estão reunidas as condições
para realizar a primeira modelação dos dados com vista obter modelos de previsão de
vendas ao nível da categoria.
Na secção 3.2 desta tese foram escolhidas 4 categorias que, mediante a exploração dos
dados que foi realizada, apresentaram características que as tornaram interessantes para
uma primeira fase de modelação.
Para todas as categorias a janela temporal que consititui a conjunto de treino e teste
é a mesma: as observações registadas entre Janeiro de 2009 e Junho de 2010, inclusivé,
integram o conjunto de treino; as restantes observações do ano de 2010 constituem o con-
junto de teste. A excepção é a categoria 3204, que devido a não ter registos para o ano
de 2009, vê o seu conjunto de treino ser constituído pelas observações registadas entre
Janeiro de 2010 e Agosto de 2010, inclusivé; e o conjunto de teste constituído pelas res-
tantes observações do ano de 2010.
Todos os modelos gerados neste trabalho respeitam a estrutura apresentada na Tabela
4.1, excepto alguns casos devido a restrições de observações, sendo esses casos expostos
na secção 4.5. A afinação dos parâmetros de todos os algoritmos foi feita utilizando o
conjunto de teste. No entanto, numa conjuntura em que um maior número de observações
fosse disponibilizado, poderia ser útil reservar uma percentagem dessas observações para
3Após a última iteração, esta funcionalidade permite estimar um erro out-of-bag do Random Forest sem
utilizar um conjunto de teste típico.
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um conjunto de validação, ajustar os parâmetros dos algoritmos nesse conjunto, e final-
mente estimar o erro no conjunto de teste. Seria também uma boa prática para avaliar
a capacidade de generalização dos modelos. Caso no futuro se extenda este trabalho a
novos dados, é importante considerar esta nota.
Variável Descrição Fonte Tipo
Vendas_liquidas
Vendas líquidas
mensais de uma
categoria, numa
loja, num dado
período.
Interna Dependente
Area
Área total de uma
categoria, numa
loja, num dado
período.
Interna Independente
Periodo
Mês a que
corresponde a
observação.
Interna Independente
Insignia Insígnia da loja. Interna Independente
Cluster
Cluster por
potencial de vendas
da loja.
Interna Independente
Cluster_cliente
Cluster por tipo de
cliente da loja.
Interna Independente
IPC_Regiao
Índice de Poder de
Compra da região
onde a loja se insere.
Externa (INE) Independente
Dias_N_Uteis
Dias não úteis do
mês.
Externa Independente
Indice_Pcat
Índice de
Penetração da
categoria por cluster
de tipo de cliente.
Interna Independente
Yt_1
Vendas líquidas do
respectivo período
anterior.
Interna Independente.
Tabela 4.1: Variáveis
No caso particular da categoria 3204, a falta de observações no ano de 2009 leva a
que variável “Periodo” seja retirada do grupo de variáveis independentes. Dado que seria
impossível para uma regressão linear estimar os coeficientes de “Periodo” para os meses
que integram o conjunto de teste, é justo que os restantes modelos não integrem também
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essa variável. O número de instâncias do conjunto de treino e teste para cada uma das
categorias é resumido na Tabela 4.2.
Categorias 3204 3101 3001 308
Conj. Treino 1074 2597 2453 2978
Conj. Teste 517 882 845 1038
Tabela 4.2: No Observações das Categorias Selecionadas
Assim, todos os modelos foram gerados com a mesma metodologia que é de seguida ape-
nas apresentada para a categoria 3204:
Cubist foi possível melhorar um pouco o modelo ao ajustar os parâmetros committees e
neighbours, para 10 e 4, respetivamente. De referir que o aumento do parâmetro
committees, que controla o boosting do modelo, piorava a capacidade preditiva. O
modelo gerado continha 52 regras.
Rede Neuronal Artificial todas as variáveis numéricas foram transformadas para que
se encontrassem na mesma escala. Foram divididas pelo registo máximo de cada
uma para que todas variassem entre 0 e 1. Com vista otimizar os parâmetros size
e decay foi utilizado o package caret do R, os valores encontrados foram 15 e
0,00001, respetivamente. O parâmetro maxit ficou definido em 3000. A rede gerada
assumia a forma 17-15-1, ou seja, a camada de inputs possui 17 neurónios, a camada
hidden possui 15 neurónios (definido no parâmetro size, que não deve ser superior
ao número de previsores).
SVM a implementação em R incorpora um parâmetro que permite transformar as variá-
veis para que se encontrem na mesma escala, daí não é necessário qualquer transfor-
mação prévia dos dados. Mais uma vez foi utilizado o package caret para otimizar
os parâmetros do algoritmo, encontrado-se os valores 0,0001 e 0,02 para os parâ-
metros epsilon e cost, respetivamente. Refira-se ainda que a kernel utilizada foi
uma função sigmóide, que implica o ajustamento de um outro parâmetro, coef0.
Após algumas experiências ficou definido em -0,4, mantendo-se todos os restantes
valores.
MARS não é necessário transformar os dados visto que o algoritmo incorpora uma fun-
ção que o faz automaticamente. Existem alguns parâmetros (nk, minspan, new-
var.penalty etc) que podem ser ajustados para um melhor desempenho do algoritmo,
no entanto, para esta categoria, não houve melhorias e os valores foram mantidos
em default.
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GBM dada a grande versatilidade destes modelos, foram experimentados diversos pa-
râmetros com vista um melhor fit aos dados. A melhor performance foi a de um
modelo com 3000 árvores, com o parâmetro shrinkage (learning rate de cada ár-
vore no momento de expansão) definido em 0,4. Refira-se que a performance destes
modelos tende a ser um pouco instável dada a aleatoriedade que está associada à
sua geração. Os modelos gerados por este algoritmo tendem a ter uma interpretabi-
lidade muito difícil, podendo mesmo ser considerados black box.
Random Forests na versão do package randomForest precisam de ser ajustados essen-
cialmente dois parâmetros, o número de árvores da “floresta” e o mtry, este último
representando o número de variáveis aleatoriamente escolhidas como candidatas a
cada split. Para o ajustar do mtry, Breiman [2001] sugere tentar o valor default (no
variáveis independentes/3), metade do default e o dobro, e dos três escolher o me-
lhor. Como o default neste caso é 8/3, foi também testado 4/3 e 16/3, com a melhor
performance a recair sobre 4/3. Relativamente ao número de árvores da “floresta”,
o modelo não apresenta sensibilidade às alternativas testadas, e o valor default (500)
mantém-se. Apesar da componente aleatória do algoritmo, a performance preditiva
é bastante estável.
Todos os modelos gerados daqui em diante seguirão uma abordagem igual à que foi re-
alizada para esta categoria, daí, não será explicitado os valores dos parâmetros. Mais
detalhes no Apêndice D.
4.4.2 Resultados
Como se referiu anteriormente na secção 4.2.1, como comparação aos modelos gerados
com algoritmos de Data Mining foram criados mais dois modelos: uma simples regressão
linear múltipla com as mesmas variáveis utilizadas anteriormente e um modelo baseline.
A Tabela 4.3 reúne a performance dos 8 modelos, em termos das medidas de erro ex-
plicitadas na secção 4.2.1, para cada uma das categorias selecionadas. Para facilitar as
conclusões retiradas do texto, apresenta-se também o Gráfico 4.2.
Analisando os resultados por categoria:
3204 esta categoria apresenta os piores resultados do grupo de 4 categorias selecionadas
para modelação. Nenhum dos modelos apresenta uma performance que possa ser
considerada razoável, no entanto, o SVM e o baseline tendem a ser superiores aos
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Categorias 3204 3101 3001 308
Algoritmo Medida Erro
Cubist
T.Erro 90,91% 28,09% 21,95% 16,58%
RMSE 246,97 3065,61 15545,41 5827,96
R2 0,44 0,92 0,97 0,97
Rede Neuronal
T.Erro 106,18% 25,41% 27,51% 17,27%
RMSE 193,54 2187,17 22565,20 5421,74
R2 0,42 0,96 0,96 0,97
SVM
T.Erro 61,89% 16,70% 22,42% 12,96%
RMSE 184,35 1977,63 15905,20 5060,28
R2 0,56 0,97 0,97 0,98
MARS
T.Erro 113,47% 27,98% 44,50% 24,22%
RMSE 276,27 2458,29 16537,03 6744,37
R2 0,40 0,95 0,96 0,95
GBM
T.Erro 82,01% 83,73% 29,88% 25,71%
RMSE 207,20 5512,66 24973,59 12347,00
R2 0,47 0,79 0,91 0,85
Random Forest
T.Erro 76,25% 24,36% 21,17% 12,44%
RMSE 165,18 2650,14 15851,46 6895,59
R2 0,57 0,94 0,97 0,97
Regressão Linear
T.Erro 86,90% 174,61% 121,36% 70,12%
RMSE 219,89 4564,30 26619,49 16484,80
R2 0,49 0,82 0,89 0,70
Baseline
T.Erro 59,34% 46,90% 143,73% 29,79%
RMSE 142,19 5462,56 65278,39 22247,79
R2 0,69 0,72 0,34 0,48
Tabela 4.3: Resultados da modelação das categorias seleccionadas
restantes, com vantagem para o baseline. Esta evidência é a justificação clara de
que os modelos gerados não são bons.
3101 relativamente à categoria anterior, a performance dos modelos melhorou, destacando-
se o SVM que apresenta uma capacidade preditiva bastante aceitável, aproximando-
se da meta de 10% definida na secção 2.3.2. De referir que este SVM possui uma
função kernel “radial”, em oposição à “sigmoid” da categoria 3204.
3001 a capacidade preditiva dos algoritmos nesta categoria é claramente superior com-
parativamente às categorias anteriores, com destaque para o Cubist, que parece ser
o tem a melhor performance, seguido do Random Forests e do SVM.
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Figura 4.2: Taxa de erro, em termos percentuais, dos 8 modelos nas 4 categorias selecio-
nadas
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308 por último, a categoria que foi seleccionada por a priori evidenciar que seria de difí-
cil modelação. É claramente a categoria em que os algoritmos têm melhor desem-
penho, com destaque para o SVM e Random Forests, que apresentam uma precisão
muito interessante e bastante próxima da meta de 10%.
Periodo 46.11
Yt_1 36.79
Cluster 27.08
Area 26.30
Dias_N_Uteis 11.22
IPC_Regiao 8.74
Cluster_Cliente 4.44
Insignia 4.08
Indice_Pcat 1.61
Tabela 4.4: Categoria 308 - Importância das variáveis independentes no modelo Random
Forests
Analisa-se na Tabela 4.4 a importância das variáveis4 no modelo Random Forest gerado
para a categoria 308 (que representa a categoria Bebidas Espirituosas e Espumantes),
escolhido por ser o melhor modelo gerado nesta fase em termos das medidas de erro defi-
4Através da função varImp do package caret para R. Esta função mede a importância das variáveis
independentes num modelo com um método que difere consoante o algoritmo em questão. Para o algoritmo
Random Forests do package randomForest, esta função funciona como um wrapper sobre a função de
importância do randomForest, no entanto, e neste caso específico, apenas recolhe o vector do decréscimo
médio em termos do MSE e escala os valores de 0 a 100.
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nidas. A variável mais importante para o modelo é a que representa o fator sazonalidade.
Em termos de negócio, isto é algo lógico, na medida que é típico um acréscimo de vendas
nesta categoria em épocas festivas. A variável “Área” aparece em quarta posição, mos-
trando ter impacto significativo sobre as vendas da categoria de produtos em questão.
Comparando estes resultados com os pressupostos que levaram à selecção destas 4 ca-
tegorias, é evidente que se verifica uma enorme discrepância. Não parece haver correlação
entre as variáveis que foram calculadas para caracterizar as categorias e a performance dos
algoritmos. Este resultado é parcialmente explicado na secção 4.6.
No entanto, saliente-se que apenas se está a analisar 4 categorias, quando o total da
base de dados soma 109. Parece ser inevitável modelar todas as categorias e tentar perce-
ber o porquê de desempenhos tão distintos por parte dos algoritmos.
4.5 Modelação de todas as categorias
4.5.1 Condições experimentais
Analisando novamente a Tabela de resultados 4.3, destacam-se dois algoritmos como os
mais robustos na modelação das 4 categorias seleccionadas: o Support Vector Machines
e o Random Forests. É importante no entanto salientar uma particularidade em relação ao
SVM da categoria 3204, dado que a função kernel é do tipo “sigmoid” em vez da típica
“radial’’ que é utilizada nas restantes 3 categorias. Este facto reveste-se de excecional
importância se juntarmos a evidência de que este SVM com a função “sigmoid”, nesta
categoria, tem uma performance muito interessante quando comparada com os restantes
algoritmos.
Assim, vão ser testados 3 algoritmos na modelação de todas as categorias:
Random Forests com o número de árvores em default (500) e o mtry ajustado para o
dobro do valor default5, 18/3 no caso dos modelos com 9 variáveis independentes
e 16/3 para os modelos com 8 variáveis independentes6.
Support Vector Machine - radial como anteriormente (nas categorias 3101, 3001 e 308)
a melhor performance deste algoritmo se deu quando os parâmetros cost e epsi-
lon estavam ajustados em 20 e 0,00001, respetivamente, será testado um SVM com
estes mesmos parâmetros para todas as categorias, mantendo-se todos os restantes
5A modelação das categorias selecionadas no ponto anterior mostrou que grande parte dos modelos
Random Forest tinham melhor desempenho quando este parâmetro era ajustado para o dobro do valor
default.
6Modelos onde a janela do conjunto de treino é reduzida para os primeiros 8 meses de 2011, e a variável
“Periodo” é excluída.
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parâmetros em default. Potencialmente seria possível melhorar o desempenho com
uma otimização individual por categoria. No entanto, algumas experiências reali-
zadas mostraram que nunca seria nada de muito significativo.
Support Vector Machine - sigmoid para este SVM vão ser mantidos os parâmetros que
permitiram a performance interessante na categoria 3204: cost ajustado para 0,02;
epsilon para 0,00001; e coef0 ajustado para -0,4. Os restantes parâmetros não foram
alterados.
Devido a restrições relativas ao número de observações, não é possível modelar todas as
categorias para as quais existem dados, assim, definiu-se que apenas seriam modeladas
categorias que possuíssem no total pelo menos 1000 observações. Isto resulta em 89 ca-
tegorias para as quais serão gerados modelos.
No entanto, tal como aconteceu com a categoria 3204, existem categorias que ape-
nas têm dados de 2010, o que implica um conjunto de treino e de teste com uma janela
temporal diferente (dados de Janeiro de 2010 a Agosto de 2010 correspondem ao con-
junto de treino; dados do restante ano de 2010 correspondem ao conjunto de teste). Por
conseguinte, exige-se uma especificação do modelo também diferente, implicando que a
variável “Periodo” seja excluída. Para distinção, definiu-se que estas categorias (10 no
total) teriam uma sliding window de tipo 2, sendo que as restantes 79 teriam sliding win-
dow de tipo 1 (dados de Janeiro de 2009 a Junho de 2010 correspondem ao conjunto de
treino; dados do restante ano de 2010 correspondem ao conjunto de teste). O Apêndice
D.1 reúne esta informação com detalhe individual.
Os critérios de selecção dos modelos baseiam-se fundamentalmente nas 3 medidas
de erro que têm sido utilizadas para avaliar a performance dos algoritmos e definidas em
4.2.1. Se um modelo apresentar melhores resultados em pelo menos duas das medidas de
erro que os outros modelos, há grande probabilidade de esse ser o modelo seleccionado,
exceptuando casos em que a discrepância na medida de erro em que o modelo “perde”
for muito elevada. No caso de dois modelos apresentarem os 3 indicadores de erro muito
similares é dada preferência aos SVM face ao Random Forests, apenas por uma questão
de eficiência computacional.
4.5.2 Resultados
No Apêndice D.2 demonstram-se os resultados da modelação das 89 categorias bem como
o modelo seleccionado para cada uma delas, evidenciado a verde. No gráfico 4.3 são apre-
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sentados os resultados para as 89 categorias e 3 modelos testados em termos de taxa de
erro média (em percentagem). A sigla SVM_r representa o SVM com função radial e
SVM_s representa o SVM com função sigmoid.
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Figura 4.3: Taxa de erro, em termos percentuais, dos 3 modelos em 89 categorias
O Random Forests tem melhor desempenho em 41 categorias, o SVM com a kernel radial
tem melhor desempenho em 45, e por fim, o SVM com a kernel sigmoid, que apresenta
melhores resultados em 3 categorias. Curioso que nas categorias em que o SVM com
kernel sigmoid é superior, o Random Forests e o SVM com kernel radial têm um com-
portamento muito similar entre si, mas que é, indiscutivelmente, inferior ao desempenho
do SVM com kernel sigmoid. Nas restantes categorias o Random Forests e o SVM com
kernel radial têm quase sempre uma performance bastante similar, o que é positivo para
a atestar a modelação que se fez. A tabela 4.5 sumariza os resultados obtidos pelo melhor
modelo de Data Mining para cada categoria em relação ao modelo baseline.
Modelo Mínimo 1oQuartil Mediana Média 3oQuartil Máximo
Melhor DM 7,20 8,66 11,62 17,60 20,29 86,38
Baseline 7,68 10,58 13,78 27,73 27,83 198,90
Tabela 4.5: Sumário dos resultados, em termos de taxa de erro média percentual, dos 89
modelos
Em termos médios, os resultados obtidos pelo modelos de Data Mining são superiores
aos do modelo baseline. Para além de uma precisão superior, os modelos de Data Mining
permitem modelar a elasticidade para uma otimização de layout (como será apresentado
no Capítulo 5) o que não acontece com o baseline.
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Figura 4.4: Taxa de erro, em termos percentuais, do melhor modelo Data Mining (DM)
em relação ao respetivo baseline
Globalmente, os resultados da modelação são positivos. Cerca de metade das cate-
gorias de produtos têm um modelo cuja taxa de erro média é inferior, igual ou bastante
próxima dos 10% definidos como meta, como se traduz pela mediana de 11,62%.
4.6 Estudo do desempenho do algoritmo Random Forests
No ponto 3.2, foram seleccionadas 4 categorias que pelas estatísticas de caracterização
que tinham sido calculadas e pressupostos racionais que tinham vindo a ser seguidos,
seriam mais interessantes e até mesmo fáceis para modelar. No entanto, chegada a fase
de modelação, aquilo que se encontrou foi uma enorme discrepância de desempenho do
mesmo algoritmo, fosse ele qual fosse, de categoria para categoria. A tabela 4.6 é evidên-
cia disso mesmo.
Mínimo 1o Quartil Mediana Média 3o Quartil Máximo
7,2 9,1 11,6 21,2 21,1 120,9
Tabela 4.6: Sumário dos resultados (TEM, em percentagem) com o algoritmo RF
É evidente que os dados são diferentes, e cada categoria de produtos tem as suas próprias
características no que toca a comportamentos de vendas, mas não deixa de ser curioso,
que o mesmo algoritmo, com as mesmas variáveis independentes, apresente uma perfor-
mance tão distinta apenas porque em vez de se estar a modelar vendas de carne de Suíno,
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se esta a modelar vendas de carne de Ovino. Quais são as características nos dados que
fazem com a modelação tenha melhores ou piores resultados?
4.6.1 Metalearning
Metalearning pode ser definido como o uso de dados acerca da performance de algoritmos
de Machine Learning em problemas prévios para prever o seu desempenho em problemas
futuros ( Brazdil et al. [2009]).
Em contexto de metalearning, os dados que descrevem o desempenho dos algoritmos
e as caraterísticas da base de dados são denominados de metadata, e cada variável que
tenta explicar o desempenho é chamada de metafeature. Tipicamente, dado que os estu-
dos metalearning tendem a incluir problemas de diferentes domínios, as metafeatures são
bastante genéricas (ex., número de atributos; skewness média, etc), no entanto, quando os
problemas são da mesma natureza, faz sentido incluir metafeatures mais específicas. O
pequeno estudo que se apresenta no ponto seguinte insere-se nesta última.
No entanto, enquanto o objetivo final típico do metalearning é prever o desempenho
que os algoritmos de Machine Learning terão num dado problema, e sugerir a utilização
de um ou mais algoritmos (simplificando o processo de Data Mining), o objetivo deste
estudo é encontrar as metafeatures que mais influenciam o desempenho dos algoritmos, o
que poderá permitir desenhar planos de recolha de dados que visem melhorar os modelos
preditivos e ajudar a perceber alguns dos resultados que obtivemos anteriormente na fase
de modelação.
4.6.2 Metafeatures e condições experimentais
Com vista encontrar evidência que ajude a perceber a disparidade encontrada, vai ser
utilizado um dos algoritmos que melhor desempenho obteve na modelação das diversas
categorias, o Random Forests.
A metadata contém 89 observações, uma por categoria modelada, assumindo-se como
medida do erro dos modelos a taxa de erro média do Random Forests para todas as cate-
gorias. Estes valores podem ser verificados no Apêndice D.2 com detalhe.
As metafeatures, tal como foi mencionado anteriomente, são calculadas a partir da
base de dados original e tentam caracterizar o melhor possível os dados que foram trans-
mitidos ao Random Forests. A Tabela 4.7 explicita as metafeatures utilizadas.
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Metafeature Descrição
No.Observações Número de instâncias da categoria
Sliding.Window Tipo de Sliding Window
Var_AreaTotal Variação da Área Total
AltM_AreaTotal No Alterações médio da Área Total
Var_AreaPerm Variação da Área Permanente
AltM_AreaPerm No Alterações médio da Área Permanente
Var_AreaProm Variação da Área Promocional
AltM_AreaProm No Alterações médio da Área Promocional
Percent_I6 Percentagem de observações da insígnia 6
Percent_I8 Percentagem de observações da insígnia 8
Percent_I10 Percentagem de observações da insígnia 10
Amp.VL.Ctreino Amplitude das Vendas Líquidas no conjunto de treino
Amp.Area.Ctreino Amplitude das Área Total no conjunto de treino
Amp.Area.Cteste Amplitude das Área Total no conjunto de teste
Tabela 4.7: Meatfeatures
Na descrição das metafeatures, por variação entenda-se a estatística definida em 3.1.1 e
por número de alterações médio a estatística também definida em 3.1.1, denominadas de
VMAM e NAM, respetivamente. Ainda a referir que por amplitude neste estudo especí-
fico entenda-se o valor máximo a dividir pelo valor mínimo da variável, invés do habitual
valor máximo a subtrair pelo valor mínimo.
4.6.3 Resultados
Posto isto, foi aplicado o Random Forests para regressão tendo como variável dependente
a taxa de erro média dos 89 modelos e tendo as 14 metafeatures como variáveis inde-
pendentes. Foi utilizado 10-fold cross-validation para estimar o erro. Os resultados estão
sumarizados na Tabela 4.8. O valor obtido para R2 de 0.663 (com o parâmetro mtry defi-
mtry RMSE R2 RMSE DP R2 DP
2 0.148 0.66 0.0847 0.215
8 0.146 0.663 0.0877 0.234
14 0.15 0.65 0.0871 0.224
Tabela 4.8: Resultados meta-level com todas as metafeatures em termos de R2, RMSE e
respectivos desvio-padrão.
nido em 8) dá confiança em relação à qualidade da regressão. No entanto, para avaliar a
importância das metafeatures vai ser executada a mesma regressão mas com todas as ob-
servações, sem deixar espaço para um conjunto de teste. O R2 desta regressão é estimado
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em 0.93.
Falta agora avaliar a importância das 14 metafeatures na regressão que foi realizada.
A implementação do Random Forests utilizada dispõe de uma função para medir a im-
portância das variáveis independentes no modelo que foi gerado que, em contexto de
regressão, retorna dois vectores: o primeiro consiste no decréscimo médio na precisão do
modelo, por variável; e o segundo no decréscimo médio em termos de Mean Squared Er-
ror (MSE), por variável. No entanto, vai ser utilizado novamente o package caret( Kuhn
[2012]) para o R para medir a importância de cada metafeature. As metafeatures que não
constam na Tabela 4.9 são redundantes para o modelo.
Metafeature Importância
Amp.VL.Ctreino 13.51
AltM_AreaPerm 12.33
No.Observações 12.12
Percent_I8 8.04
Amp.Area.Ctreino 7.89
Percent_I6 7.09
Percent_I10 3.92
Sliding.Window 3.26
Var_AreaProm 2.13
Tabela 4.9: Metafeatures com mais importância na regressão com todas as observações.
A Tabela 4.9 mostra que três metafeatures destacam-se em termos de importância no
metamodelo: a amplitude da variável “Vendas Líquidas” no conjunto de treino; o número
de alterações médio da área permanente dentro da categoria em questão; e o no de obser-
vações.
Estes resultados para além de exporem o porquê da performance do Random Forests
em determinadas categorias, são informação de grande relevo caso, no futuro, seja neces-
sário proceder a uma nova recolha de dados com vista melhorar a capacidade predictiva
dos modelos.
Falta agora entender a relação das três metafeatures mais importantes com a taxa de
erro médio do Random Forests ao modelar as 89 categorias. O gráfico da Figura 4.5
projecta as 4 variáveis7 em boxplots, estando o registo de cada uma das categorias ligado
por uma linha azul.
A análise gráfica da interacção das 4 variáveis mostra nitidamente um aglomerado
de categorias que têm uma taxa de erro média baixa, um número de observações elevado,
um número de alterações médio da área permanente que pode ser considerado dentro da
7Para permitir a visualização, todas as variáveis foram transformadas para a mesma escala [0,1].
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Figura 4.5: Taxa de erro média e as três metafeatures mais importantes.
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média, e uma amplitude da variável “Vendas Líquidas” baixa. Mediante estas evidências,
podemos considerar que para diminuir a taxa de erro média de uma dada categoria, mo-
delada pelo Random Forests, seria útil recolher mais observações; controlar o número de
alterações médio da categoria em causa para que este se encontre dentro da média nas
observações que são recolhidas; e restringir a modelação às observações que levam a um
registo de amplitude das “Vendas Líquidas” baixo, o que naturalmente irá implicar uma
aplicação do modelo mais restrita mas também mais precisa.
A evidência de que as categorias com taxa de erro média mais baixa têm um número
de alterações médio da área permanente mediano é particularmente curioso. A área per-
manente de uma categoria numa dada loja é algo que sofre muitas poucas alterações por
razões de logística óbvias. Tipicamente, é através do ajustamento da área promocional
que pode ser dada mais enfâse a uma categoria num layout. As categorias que têm um
número de alterações médio fora da média acabam por ser atípicas: caso seja abaixo da
média, são categorias com pouca atenção por parte do gestor de espaço, provavelmente
resultante da pouca rentabilidade que a categoria apresenta ou até de uma elasticidade de
espaço praticamente nula; caso seja acima da média, são categorias provavelmente ins-
táveis em termos de comportamento de vendas, o que leva a mais ajustamentos do seu
espaço dentro do layout. Ambos os extremos tornam a sua modelação mais imprecisa.
4.7 Conclusão
Neste capítulo foi sinteticamente exposto o conceito de Data Mining e os fundamentos
essenciais das técnicas de regressão aplicadas. Ainda em termos de revisão de literatura,
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foi explicitada a metodologia de avaliação utilizada para testar os modelos gerados.
Numa primeira fase, foram modeladas 4 categorias de produtos selecionadas com base
nos resultados obtidos na secção 3.2. Os resultados obtidos não corresponderam aos pres-
supostos definidos na seleção das categorias.
Assim, partiu-se para a modelação de todas as categorias de produtos. Estes resulta-
dos foram positivos dado que diversos modelos apresentaram um desempenho superior
ou bastante próximo dos padrões de precisão definidos pelo Grupo retalhista.
Contudo, com vista um melhor entendimento dos resultados obtidos nas duas fases de
modelação, foi realizado um pequeno estudo com recurso a Metalearning para desvendar
as características das categorias de produtos que maior influência teriam sobre a mode-
lação das respectivas vendas pelo algoritmo Random Forests para regressão. Tal estudo
permitiu obter esse conhecimento.
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Capítulo 5
Otimização e Sistema de Apoio à
Decisão
Gerados os modelos de previsão de vendas ao nível da categoria de produto, reúnem-se
agora as condições para criar um Sistema de Apoio à Decisão (SAD) que possa assistir
os gestores de espaço no momento de definição de layouts.
Como uma das variáveis independentes dos modelos é precisamente a área de venda
total da categoria de produtos, a aplicação de um algoritmo de otimização sobre essa va-
riável de cada um dos modelos (dado que a otimização não pode ser independente para
cada categoria), com a restrição da área de venda total do layout que se está a otimizar,
irá originar num conjunto de área ótimas que, segundo os modelos gerados e o algoritmo
de otimização definido, maximizará as vendas.
Genericamente, um processo de otimização define-se pela seleção do melhor elemento
de um conjunto de soluções, mediante um determinado critério. Para este SAD, o algo-
ritmo de otimização aplicado tem por base um Algoritmo Genético, usualmente utilizado
na área de Machine Learning.
Este capítulo inicia-se por uma breve revisão de literatura sobre Computação Evolu-
tiva, focando particularmente os já mencionados Algoritmos Genéticos. Seguidamente, é
exposto o SAD desenvolvido nesta dissertação resultante do combinar de modelos de pre-
visão de Data Mining com um algoritmo de otimização. E finalmente, são apresentados
os resultados da aplicação de SAD a um caso prático.
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5.1 Computação evolutiva
A aplicação de princípios darwnianos1 à resolução de problemas computacionais resultou
numa área da Ciência de Computadores denominada de Computação Evolutiva.
Atualmente, a Computação Evolutiva divide-se em quatro sub-ramos: Programação
Evolutiva, Estratégias Evolutivas, Programação Genética e Algoritmos Genéticos ( Eiben
e Simth [2003]). A Figura 5.1 mostra um esquema de um algoritmo de Computação Evo-
lutiva genérico. O algoritmo que vai ser aplicado neste trabalho segue a estrutura deste
esquema, tomando sobretudo moldes de Algoritmo Genético.
Figura 5.1: Esquema - Algoritmo de Computação Evolutiva. Fonte: adaptado de Eiben e
Simth [2003].
5.1.1 Algoritmos Genéticos
Os Algoritmos Genéticos (AGs) nascem do trabalho desenvolvido por Holland [1975]
nos anos 60/70. Tal como o nome sugere, Holland inspirou-se na Teoria da Evolução de
Darwin para desenvolver estes algoritmos, cujo objetivo primário era estudar comporta-
mentos adaptativos.
Um AG engloba cinco fases fundamentais: a definição da representação das soluções;
a seleção dos pais; a recombinação das soluções (crossover); a mutação das soluções; e a
escolha das soluções sobreviventes.
Na versão clássica do AG, a representação das soluções é feita de forma binária, que
se traduz num determinado código que representa uma solução para o problema que se
está a otimizar. A população inicial de soluções é tipicamente gerada de forma aleatória,
seguindo-se a seleção probabilística (todas as soluções têm uma probabilidade em serem
selecionadas) das soluções que irão passar à fase seguinte de recombinação. A proba-
bilidade de cada solução é estimada com base na função fitness definida (quanto maior
for o fitness da solução, maior é a probabilidade de ser selecionada para crossover) que
1Charles Darwin, autor do livro “A Origem das Espécies” publicado em 1859.
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avalia cada uma das soluções e retorna o respetivo output. Este grupo restrito de soluções
selecionadas é denominado de pais.
A fase de crossover proporciona que as soluções pais sejam recombinadas2 e daí sur-
jam novas soluções, denominadas de filhos. De seguida dá-se o processo de mutação, que
mediante uma taxa de mutação, seleciona aleatoriamente uma ou mais soluções do grupo
filhos para que sejam mutadas. Essa mudação ocorre através da escolha de um elemento
binário da solução (ou soluções) eleita e a sua “troca”, ou seja, caso o elemento seja 0
passa a 1, e vice-versa.
Gerado o grupo filhos, dá-se a substituição deste grupo pela população inicial. Este
é procedimento usual em termos de escolha das soluções sobreviventes no AG clássico.
A função fitness avalia novamente todas as soluções da população e o ciclo reinicia-se.
O processo termina assim que uma determinada condição seja atingida, que poderá ser
um determinado número de iterações ou um determinado valor de fitness para a melhor
solução.
5.2 Especificação do Sistema de Apoio à Decisão
Neste ponto será exposto o processo de combinação dos modelos de previsão por ca-
tegorias de produtos gerados no Capítulo 4 com um Algoritmo Genético, tal como foi
primeiramente retratado na Figura 1.1, tendo como objetivo criar um Sistema de Apoio à
Decisão3(SAD) na definição de layouts de lojas de retalho.
Como se mencionou anteriormente, a construção de um Algoritmo Genético engloba
cinco fases fundamentais: a definição da representação das soluções; a seleção das solu-
ções pais; o método de recombinação das soluções; o operador de mutação; e a escolha
das soluções sobreviventes. É particularmente importante para o sucesso deste sistema
que os pressupostos específicos do problema possam ser integrados na elaboração do Al-
goritmo Genético:
Representação das soluções uma solução é constituída pela área de cada categoria numa
dada loja e num dado momento, ou seja, cada solução terá tantos elementos quanto
o número de categorias existentes no layout que se está a otimizar. Existem três
restrições fundamentais que todas as soluções devem cumprir: o valor mínimo de
área que é definido para cada categoria; o valor máximo de área que é definido para
2Na versão clássica do AG, a recombinação dá-se pela seleção aleatória de dois pais e um ponto de
partição dos mesmos. A nova solução surge do combinar das partes opostas dos pais.
3Este SAD foi desenvolvido na sua totalidade e de origem no software R.
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cada categoria; e o limite de área total do layout. De referir que o valor máximo
e mínimo de área para cada categoria é definido pelo valor máximo e mínimo da
área que cada categoria apresentou no ano mais recente da base de dados4, neste
caso, 2010. A população inicial consiste em 30 soluções, 10 das quais consituídas
pelas áreas registadas no período homólogo que se está a otimizar, e as restantes
20 por soluções aleatórias, geradas dentro dos pressupostos definidos. A função de
fitness que avalia as soluções é constituída pelos modelos de previsão gerados5, que
mediante os diferentes registos de área que lhe são apresentados, fazem previsões
de vendas. A soma de todas as previsões de vendas, de todas as categorias presentes
na solução, constitui o valor de fitness dessa mesma solução.
Seleção dos pais a escolha das soluções que irão gerar novas soluções é feita com base
numa probabilidade6 associada a cada solução, estimada tendo em conta o output
que a função fitness dá a essa solução. Desta forma, das 30 soluções que constituem
a população neste momento, 10 são selecionadas para a fase de crossover.
Crossover nesta fase, as 10 soluções selecionadas, geram 10 novas soluções. De forma
a não violar as restrições que foram impostas a todas as soluções, é necessário um
operador de crossover específico. A resposta é dada por um operador que, dadas
duas soluções selecionadas para crossover, calcula a média das duas, e daí nasce
uma nova solução. Este procedimento permite manter as restrições invioladas.
Mutação este operador de variação ocorre selecionando aleatoriamente um subconjunto
das soluções resultantes do processo de crossover, mediante uma taxa de mutação.
Dessas soluções selecionadas para mutação, são escolhidos aleatoriamente dois ele-
mentos de cada solução, aos quais é somado (ao primeiro) e subtraído (ao segundo)
o valor m. Este valor é calculado fazendo a média entre os dois elementos da solu-
ção selecionados para mutação a dividir por 100, o que permite garantir que a área
total do layout não seja ultrapassada. No entanto, este operador poderá desrespei-
tar as restrições de área mínima e máxima de cada categoria. Para contornar este
4Foi assim implementado, no entanto, é facilmente parametrizado. Ainda assim, a definição destes
extremos com base em dados históricos apresentou-se como a solução mais representativa da realidade.
5De forma a tornar este problema de otimização computacionalmente viável, os elementos que consti-
tuem cada solução estão arredondados às unidades (metros).
6
Prob(x) =
Fitness(x)
∑Fitness
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problema a solução é corrigida caso um dos elemento mutados se encontre fora do
intervalo definido, ao ser atribuído ao elemento em questão o valor extremo mais
próximo7.
Seleção dos sobreviventes terminados os processos de crossover e mutação, as 10 novas
soluções geradas são adicionadas à população. Com uma população total de 40
soluções, é altura de nova avaliação por parte da função de fitness. As soluções são
depois ordenadas tendo em conta o output que a função de fitness dá a cada solução,
e as 30 melhores mantêm-se para nova iteração. Aqui, o ciclo reinicia-se.
O SAD criado realiza otimizações a nível mensal, isto é, dada uma loja, um determinado
número de categorias e um mês, o AG procura o conjunto de áreas que maximiza as
vendas, mediante as previsões de vendas realizadas pelos modelos gerados no capítulo 4.
5.3 Caso prático
Após os resultados positivos que foram atingidos na fase de modelação, e desenvolvido
o SAD que poderia dar assistência à tomada de decisão dos gestores de espaço do Grupo
retalhista, foi colocado o desafio de testar o sistema numa aplicação. A oportunidade sur-
giu após sugestão da diretora da D. E. do Grupo retalhista onde este projeto teve origem.
Em Maio de 2011, a loja “L0010” sofreu uma remodelação da sua logística que en-
volveu um novo layout. A grande maioria das categorias de produtos presentes nesta loja
viu o seu espaço ser alterado. Este novo layout acarreta até uma certa dose de inovação,
dado que foram aplicadas algumas ideias que constituem na nova política do Grupo em
moldar as suas lojas cada vez mais ao gosto dos clientes.
Para esta remodelação, os analistas do Grupo basearam-se sobretudo em dados de
2010 e 2009 (que integram a nossa base de dados) para fazer as suas sugestões de aloca-
ção de espaço. Desta forma, foi proposto que se testasse o SAD criado na otimização da
loja “L0010” para Junho de 2011 e, mediante o conjunto de área otimizadas encontradas,
se comparasse esses valores com as áreas que a loja efetivamente passou a ter a partir de
Junho de 2011.
7Exemplo: caso o valor mínimo da categoria em questão seja 3, e o elemento mutado tenha 1, dá-se a
substituição de um pelo outro.
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5.3.1 Condições experimentais
Como pressupostos para esta otimização, assumiu-se que, excepto as variáveis “Área” e
“Dias Não Úteis”, as restantes variáveis independentes mantinham-se constantes8, dado
que nos parece aceitável que de 2010 para 2011 estas não tenham sofrido alterações de
relevo. Para gerar a população inicial, as áreas reais utilizadas foram as relativas ao ano
2010.
Das 89 categorias para as quais é possível construir modelos de previsão, 85 integram
o layout da loja “L0010”, logo, vai-se realizar uma otimização para 85 valores.
Os modelos de previsão gerados para a otimização integram todas as observações
disponíveis relativamente aos anos de 2009 e 2010. Como já tinham sido testados ante-
riormente, não admitimos a necessidade de deixar de parte um conjunto de teste. Para
avaliar a qualidade do SAD, vai ser utilizado o R2 tal como é definido no ponto 4.2.1.
5.3.2 Resultados
Para 50000 iterações9 e com uma taxa de mutação de 0.1, o Algoritmo Genético apresenta
o comportamento10 que se pode ver na Figura 5.2.
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Figura 5.2: Comportamento do Algoritmo Genético para 50000 iterações em termos de
fitness máximo da população.
8Essas variáveis são: “Período”,”Insígnia”,”Cluster de lojas por potencial de vendas”, “Cluster de lojas
por tipo de cliente”, “Índice de poder de compra” e “Índice de penetração de categoria”. Os registos destas
variáveis em Junho de 2010 foram mantidos para a as previsões que se fizeram para Junho de 2011.
9O sistema demorou cerca de 20 horas para correr com 50000 iterações, num processador Intel Duo
Core CPU 2.50Ghz, no sistema operativo Windows 7 Ultimate 64 bits.
10Os valores de fitness foram transformados para a escala entre 0 e 1, tendo como 0 valor de fitness
mínimo, e tendo como 1 o valor máximo de fitness atingido pelo sistema.
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Observa-se na Figura 5.2 um crescimento mais lento do valor de fitness a partir sensivel-
mente das 40000 iterações. Este gráfico sintetiza a capacidade do Algoritmo Genético
desenhado em procurar, dentro do espaço definido, soluções que maximizem o fit.
Comparando os resultados obtidos pelo sistema com as áreas reais da loja “L0010”
em Junho de 2011, estima-se um R2 de 0.70. Tendo em conta a amostra e assumindo
que as áreas definidas pelos gestores são as ideais, este registo deixa-nos otimistas em
relação à qualidade das áreas encontradas. No entanto, importa reparar na Figura 5.3 que
relaciona o R2 da melhor solução em cada iteração com as áreas reais da loja em Junho
de 2011. À medida que o número de iterações aumenta, o Algoritmo Genético vai encon-
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Figura 5.3: Comportamento do Algoritmo Genético para 50000 iterações em termos de
R2.
trando soluções que melhoram o fitness mas que se afastam das áreas reais da loja. Este é
um resultado menos animador.
Revela-se agora importante analisar as áreas obtidas pelo SAD e encontrar as maiores
discrepâncias em relação às áreas reais. No Apêndice E, é apresentada uma tabela com
a diferença absoluta, por categoria, das áreas otimizadas pelo SAD em relação às àreas
reais.
Numa primeira comparação entre as área encontradas pelo SAD e as áreas reais,
destaca-se que categorias como a 3001, a 110, e a 3302 (Brinquedos, Doçaria e Papelaria)
estão claramente sobrevalorizadas pelo sistema. Estas categorias têm um factor em co-
mum: recebem em períodos específicos do ano campanhas promocionais muito fortes. Pa-
rece claro que os modelos destas categorias (com taxas de erro médias de 22.44%,11.82%
e 21.77%, respetivamente) não estão a conseguir associar esse boom que se dá nas vendas
a uma influência sazonal mas sim a um aumento de área, que também ocorre por intermé-
dio do aumento da área promocional da categoria. Naturalmente, o desajustamento destes
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modelos tem também implicações em todas as restantes áreas.
Por outro lado, verificam-se algumas nuances interessantes nestes resultados. Para
as categorias adjacentes 1502 e 1503 (Legumes e Especialidades Frutas e Legumes, res-
pectivamente), o SAD sugere áreas bastante distintas das áreas reais: para a categoria
de Legumes atinge o máximo do intervalo definido para essa categoria; para a categoria
Especialidades Frutas e Legumes atinge o mínimo. Tendo em conta a excelente precisão
dos modelos em causa (7.20% e 10.79%, respectivamente), podemos considerar este re-
sultado como informação útil para a D. E..
5.4 Conclusão
Neste capítulo foi exposto o processo em que combinámos os modelos gerados no cápi-
tulo 4 com um algoritmo de otimização, concretamente um Algoritmo Genético.
Depois de uma introdução à Computação Evolutiva e a exposição dos processos de
um Algoritmo Genético, especificamos o SAD desenvolvido onde adaptamos o Algo-
ritmo Genético clássico às necessidades do problema que se estuda.
Posteriormente, o SAD é testado numa aplicação prática com resultados interessantes
para os gestores de espaço.
De referir que o SAD especificado em 5.2 é uma das versões criadas do mesmo sis-
tema. Por interesse demonstrado de elementos ligados ao Grupo retalhista em que se
realizou este projeto, foi criada uma versão modificada da aplicação em que a otimização
realizada era anual. Em vez de se procurar o conjunto de áreas que maximizava as vendas
para um mês em particular, procurava-se o conjunto de áreas que, constantes ao longo dos
12 meses do ano, permitiam a maximização das vendas no período em questão. Posterior-
mente, surgiu a necessidade e o interesse em criar o mesmo sistema mas para otimização
de área permanente. Este SAD também foi desenvolvido com resultados promissores.
No entanto, por questões de espaço, não será exposto nesta dissertação os detalhes desse
estudo.
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Capítulo 6
Conclusões e Trabalho Futuro
Nesta dissertação, foram combinadas técnicas de Data Mining e otimização para desen-
volver um sistema que permita assistir o gestor na decisão sobre a alocação de espaço às
diversas categorias de produtos que integram o layout de uma loja de retalho. Os mo-
delos de Data Mining para previsão permitiram medir o impacto de alterações de espaço
sobre as vendas da categoria em causa, e, aplicando um Algoritmo Genético, foi possível
desenvolver um sistema com o intuito de encontrar o conjunto de áreas que maximizasse
as vendas de acordo com os modelos de previsão. Com base na pesquisa bibliográfica
realizada, este é o primeiro estudo desta natureza a ser publicado.
A construção da base de dados utilizada neste trabalho foi o primeiro desafio pro-
posto. Era absolutamente fundamental recolher variáveis chave que permitissem gerar
modelos de previsão de vendas precisos. No entanto, foi levado em conta que os dados
disponíveis para este trabalho poderiam não ter a granularidade suficiente para o objetivo
final da aplicação dos modelos de previsão. Daí, a procura das categorias que apresentas-
sem maior volatilidade da variável “Área” foi a primeira abordagem realizada à base de
dados. Ainda a salientar que ficaram por recolher algumas variáveis que poderiam ter um
impacto positivo na qualidade da modelação:
• variável de mensuração da concorrência de cada loja. Os prazos dados ao projeto
impediram a integração desta variável no estudo, dada a sua demora em ser dispo-
nibilizada;
• variável de mensuração de grau de atividades promocionais. A única variável dispo-
nível que poderia tentar medir este fenómeno seria a área promocional. No entanto,
após testes, verificou-se que não conseguia captar o fenómeno;
• variável de mensuração de qualidade de área. A variável “Área” utilizada neste
trabalho não incluiu nenhuma informação acerca da qualidade da mesma. É sa-
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bido pelos especialistas do negócio que atribuir uma determinada quantidade de
área a uma categoria na entrada da loja é diferente do que atribuir a mesma quanti-
dade a uma categoria que se encontra num extremo da loja com menos exposição.
Acredita-se que este fenómeno tem influência nas vendas das categorias.
A primeira abordagem consistiu na modelação de um pequeno conjunto de categorias es-
colhidas de acordo com pressupostos que deveriam maximizar a qualidade dos dados para
os objetivos do projeto: 1) categorias com maior variação da variável Área e 2) maior ho-
mogeneidade de comportamento de compra entre lojas. Os resultados obtidos não foram
os esperados.
Daí, passou-se a outra fase de modelação em que todas as categorias foram envolvi-
das. Os resultados foram positivos na medida que muitos modelos gerados apresentaram
um precisão superior ou bastante próxima dos padrões definidos pelo Grupo retalhista.
Contudo, os resultados obtidos na primeira fase de modelação não foram ignorados.
De modo a ter um maior conhecimento da base de dados e perceber as razões que leva-
ram aos resultados desanimadores dessa modelação, foi realizado um estudo com recurso
a Metalearning. O objetivo deste estudo foi a modelação da relação entre as caracterís-
ticas das categorias e o desempenho dos modelos de elasticidade. Os resultados foram
interessantes e constituem informação útil para o projeto.
A integração dos modelos de previsão de vendas com um método heurístico de otimi-
zação foi realizada através da aplicação de um Algoritmo Genético. As recomendações
do sistema foram comparadas com os resultados de uma alteração realizada recentemente
numa loja com resultados considerados interessantes pela D. E.. A aplicação prática do
SAD criado deixa boas perspectivas para a sua operacionalização. No entanto, há ainda
potencial para melhorar os resultados obtidos, seja por recolha e integração de novos
dados, seja por desenvolvimento dos métodos propostos. Em particular, é fundamental
traçar um plano de recolha de variáveis e observações que permita melhorar os modelos
de previsão e torná-los mais consistentes com a realidade. Idealmente, essas observações
retratariam a variação sistemática do espaço das categorias nas lojas para a recolha de
uma amostra mais representativa.
Não obstante, esta primeira versão do SAD já tem capacidade de transmitir informa-
ção útil à D. E. do Grupo retalhista e, no momento da escrita desta dissertação, procura-se
operacionalizar esta versão como uma nova ferramenta para a alocação de espaço em lo-
jas de retalho.
Acreditamos que o trabalho desenvolvido nesta dissertação tenha sido o primeiro
passo na investigação com vista obter um Sistema de Apoio à Decisão fiável, útil e passí-
vel de ser utilizado pelos retalhistas na decisão de alocação de espaço às muitas categorias
de produtos que integram o layout de uma loja de retalho.
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Apêndice A
Limpeza Inicial de Dados
Este Apêndice expõe a limpeza inicial da base de dados e explica o porquê do formato de
algumas variáveis.
A.1 Variável Área
O conjunto de dados inicial fornecido comportava registos mensais, durante o período de
3 anos (entre 2008 e 2010) para 223 lojas e 189 categorias. Os dados continham 611233
instâncias, descritas por 7 atributos: Ano; Período (mês); Código da Loja; Insígnia; Có-
digo da Categoria; Tipo de Área e Área de Venda.
Cada observação regista a área de venda, em metros quadrados, que uma determinada
categoria tinha numa determinada loja, num dado momento. Essa área de venda é dis-
tinguida pelas seguintes siglas: PE, para espaço permanente; PR2A, PR3A, PRAL, PRBP,
PRNA, OTCR, OTLC, OTSZ, para espaços promocionais. A variável Insignia divide o
conjunto de lojas em 8 grupos: 2,3,6,8,9,10,22,24.
Variável Ano Periodo Cod_Loja Insignia Cod_Cat Tip_Area
Novalores 3 12 223 8 189 2
Instâncias 611233
Tabela A.1: Dados iniciais com a variável Área
A primeira abordagem à base de dados foi procurar possível ruído e inconsistências nos
dados:
- Foram eliminadas 3 lojas que foram identificadas como erros de registo na base de
dados, e 12 lojas de uma insígnia (2) que não se insere no propósito deste estudo.
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- No que toca a categorias, 9 foram identificadas como erros de registo ou fora do
propósito de estudo, daí a sua exclusão.
- As áreas de venda associadas a espaços promocionais foram somadas para um só
registo e reclassificadas como PROMO.
Posteriormente, quando os dados relativos às vendas foram disponibilizados, verificou-se
que apenas existiam registos de vendas entre 2009 e 2010, logo, todos os dados com re-
gisto de áreas de venda de 2008 tornaram-se inúteis, daí:
Variável Ano Periodo Cod_Loja Insignia Cod_Cat Tip_Area
Novalores 2 12 208 7 180 2
Instâncias 414376
Tabela A.2: Dados 2009-2010
Foram eliminadas 5 lojas e duas categorias que apenas possuíam registos em 2008.
A tabela contida em A.2 apresenta as estatísticas calculadas para diferentes subcon-
juntos da base de dados, fazendo a divisão por insígnia das lojas e tipo de área de venda.
A análise a A.2 revela que 3 insígnias (3,9 e 24), num total de 22 lojas, não apresentam
qualquer variação nas respetivas áreas de vendas, logo, não interessam ao estudo e se-
rão eliminadas da base de dados. Por indicação dos especialistas no negócio, as lojas da
insígnia 22 (5 lojas) serão também eliminadas dado que englobam um conceito de loja
bastante diferente das restantes e a sua permanência na base de dados poderia perturbar
os resultados.
A tabela contida em A.3 compreende as estatísticas referidas na secção 3.1.1 para a
base de dados que será usada após a eliminação das lojas das insígnias 3, 9 e 24.
Com vista obter uma melhor visualização dos dados e perceber a tendência e relação
entre as duas estatísticas calculadas, foram criados os gráficos contidos no Âpendice B,
secção B.1, onde é possível visualizar as diversas categorias, representadas por cada um
dos pontos dos gráficos, e respectivos registos de alterações/variação. O interesse nos
gráficos das insígnias 3,9, e 24 é nulo, como é possível concluir após a análise da tabela
contida na tabela da Figura A.2, daí a sua não representação.
Também no Apêndice B é possível visualizar os gráficos das Figuras B.1, B.2, B.3 e
B.4 acrescidos da classificação de score Alto, através dos pontos representados a verme-
lho.
A Tabela A.3 resume as categorias cujo nível de score foi classificado como alto, para
todas as insígnias, nos diferentes tipos de área.
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Ordem Área Total Área Permanente Área Promocional
1a 3003 1306 3003
2a 3202 3202 109
3a 3001 1310 3101
4a 110 1201 5505
5a 1603 1308 303
6a 4103 1303 4901
7a 4201 1603 4204
8a 3101 1501 4201
9a 4106 3303 301
10a 3301 1602 116
11a 3204 1601 -
12a 5505 604 -
13a 4401 1304 -
14a 4204 603 -
15a 4301 1503 -
16a 5502 5301 -
17a 4101 1305 -
18a 3104 1802 -
Tabela A.3: Categorias com score Alto
Após a eliminação das insígnias 3, 9, 22 e 24, a base de dados apresenta-se com as cara-
terísticas descritas na Tabela A.4.
Variável Ano Periodo Cod_Loja Insignia Cod_Cat Tip_Area
Novalores 2 12 176 3 173 2
Instâncias 408005
Tabela A.4: Dados com insígnias 6,8, e 10
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Alterações/Variação Média 
das Categorias 
Total Área Permanente Promocional 
Min 1st Q Med Média 3rd Q Max Min 1st Q Med Média 3rd Q Max Min 1st Q Med Média 3rd Q Max 
Todas 
Nºalterações (unit) 0,00 0,79 2,04 3,29 5,50 14,01 0,00 0,10 0,83 0,68 1,00 2,07 0,39 1,00 1,66 2,12 2,53 8,79 
Variação (%) 0,00 1,27 3,71 30,25 13,01 3168,18 0,00 0,52 0,94 3,11 1,59 82,03 5,72 58,75 87,57 297,32 214,90 4109,08 
Insignia 3 
Nºalterações (unit) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,06 0,00 0,00 NA NA NA NA NA NA 
Variação (%) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 NA NA NA NA NA NA 
Insignia 6 
Nºalterações (unit) 0,00 1,35 4,43 5,95 9,63 20,00 0,00 0,52 1,27 1,04 1,46 2,56 0,89 1,00 2,29 3,11 3,82 13,68 
Variação (%) 0,00 2,65 7,69 22,91 21,84 937,77 0,00 1,05 1,56 4,29 2,75 60,94 3,24 54,10 83,33 254,51 265,70 2737,58 
Insignia 8 
Nºalterações (unit) 0,00 0,12 0,92 0,80 1,12 7,00 0,00 0,08 0,85 0,66 0,92 1,92 0,00 1,00 1,00 1,80 2,00 7,00 
Variação (%) 0,00 0,71 1,31 50,85 2,23 5250,99 0,00 0,60 1,03 2,76 1,76 98,61 0,00 14,23 83,33 233,57 150,26 6001,14 
Insignia 9 
Nºalterações (unit) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 NA NA NA NA NA NA 
Variação (%) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 NA NA NA NA NA NA 
Insignia 
10 
Nºalterações (unit) 0,00 0,40 1,67 3,00 5,09 14,14 0,00 0,00 0,55 0,55 0,87 2,00 0,08 1,00 1,08 1,74 2,00 7,20 
Variação (%) 0,00 0,40 2,15 37,36 9,28 4242,85 0,00 0,00 0,55 3,37 1,11 160,24 4,10 47,33 88,34 273,79 175,96 5431,62 
Insignia 
22 
Nºalterações (unit) 0,00 0,00 0,00 0,44 0,60 2,67 0,00 0,00 0,00 0,16 0,33 2,00 0,00 0,50 1,00 0,80 1,00 4,00 
Variação (%) 0,00 0,00 0,00 24,49 3,64 2465,60 0,00 0,00 0,00 4,24 0,22 143,56 0,00 1,92 11,11 234,49 44,79 9246,01 
Insignia 
24 
Nºalterações (unit) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 NA NA NA NA NA NA 
Variação (%) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 NA NA NA NA NA NA 
A.2 Tabela Alterações/Variação média por insígnia
  
Alterações/Variação Média 
das Categorias 
Total Área Permanente Promocional 
Min 1st Q Med Média 3rd Q Max Min 1st Q Med Média 3rd Q Max Min 1st Q Med Média 3rd Q Max 
Todas 
Nºalterações (unit) 0,00 0,82 2,29 3,46 5,63 14,35 0,00 0,13 0,89 0,70 1,02 2,10 0,38 1,00 1,67 2,13 2,53 8,90 
Variação (%) 0,00 1,32 3,76 31,59 13,21 3226,82 0,00 0,53 0,96 3,14 1,61 80,75 5,73 59,34 87,94 297,55 215,48 4073,15 
Insignia 6 
Nºalterações (unit) 0,00 1,35 4,43 5,95 9,63 20,00 0,00 0,52 1,27 1,04 1,46 2,56 0,89 1,00 2,29 3,11 3,82 13,68 
Variação (%) 0,00 2,65 7,69 22,91 21,84 937,77 0,00 1,05 1,56 4,29 2,75 60,94 3,24 54,10 83,33 254,51 265,70 2737,58 
Insignia 8 
Nºalterações (unit) 0,00 0,12 0,92 0,80 1,12 7,00 0,00 0,08 0,85 0,66 0,92 1,92 0,00 1,00 1,00 1,80 2,00 7,00 
Variação (%) 0,00 0,71 1,31 50,85 2,23 5250,99 0,00 0,60 1,03 2,76 1,76 98,61 0,00 14,23 83,33 233,57 150,26 6001,14 
Insignia 
10 
Nºalterações (unit) 0,00 0,40 1,67 3,00 5,09 14,14 0,00 0,00 0,55 0,55 0,87 2,00 0,08 1,00 1,08 1,74 2,00 7,20 
Variação (%) 0,00 0,40 2,15 37,36 9,28 4242,85 0,00 0,00 0,55 3,37 1,11 160,24 4,10 47,33 88,34 273,79 175,96 5431,62 
A.3 Tabela Alterações/Variação média por insígnia (6,8 e
10)
A.4 Variável Vendas líquidas
O processo de correspondência de instâncias entre as da variável “Área” e “Vendas líqui-
das” não foi pacífico, dado que os dados possuem fontes diferentes e as inconsistências
encontradas foram muitas. A fonte da base de dados das áreas de venda é a Direção de
Espaço do Grupo retalhista, no entanto, os dados relativos às vendas têm como fonte a
rede de dados da empresa. O facto de ter existido uma reestruturação dos códigos das ca-
tegorias em 2010 explica grande parte dos valores em falta encontrados (registos de áreas
de venda sem respetivas vendas líquidas), exactamente 19073 instâncias na área total (na
correspondência com vendas totais) e 5880 instâncias na área promocional (na correspon-
dência com vendas promocionais). Foram também encontrados 142 registos nos dados
de área de venda total, e 5 nos dados de área de venda promocional, com vendas líquidas
negativas. Segundo os especialistas no negócio estes registos não são erros, dado que se
trata de vendas líquidas, no entanto, foram eliminados dos dados devido aos problemas
que poderiam provocar na fase de modelação.
Relativamente aos valores em falta (NA), foi feita uma distribuição dos mesmos por
categoria de forma a que fosse possível aplicar a reestruturação de códigos de categoria
que originou o problema. A reestruturação foi realizada com base na Tabela A.5.
Cod_Cat Medida Cod_Cat Medida
105 Passa para 3502 3205 Apagar NA´s
116 Passa para 1603 3206 Apagar NA´s
119 Apagar NA´s. 3207 Apagar NA´s
309 Passa para 308 3603 Passa para 3005
612 Passa para 604 3604 Passa para 3005
1103 Apagar NA´s 3605 Passa para 3005
1901 Passa para 1602 4101 Apagar NA´s
1902 Passa para 1602 4103 Apagar NA´s
1903 Passa para 1602 4104 Apagar NA´s
1904 Passa para 1602 4105 Apagar NA´s
1905 Passa para 1602 4202 Passa para 4201
3002 Passa para 3501 4801 Dividir área entre todas as 43
3103 Dividir área entre 3104/3105 4802 Dividir área entre todas as 43
3201 Apagar NA´s 4803 Dividir área entre todas as 43
3202 Apagar NA´s 4804 Dividir área entre todas as 43
3204 Apagar NA´s 4805 Dividir área entre todas as 43
Tabela A.5: Medidas de reestruturação
No final da reestruturação o número de NA´s foi reduzido para 4258 nos dados de área
de venda total e 2951 nos dados de área de venda promocional. A medida tomada para
lidar com estes valores em falta foi a sua eliminação da base de dados, dado que não foi
encontrada uma possível origem dos erros.
Os especialistas no negócio sugeriram que algumas categorias que no momento inte-
gravam a base de dados fossem eliminadas dado que o seu interesse era muito baixo ou
mesmo nulo. Essas categorias são: 3202, 3207, 4901, 4904, 5101, 5103, 5104, 5105,
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5106, 5109, 5110, 5111, 5112, 5113, 5115, 5118, 5203, 5204, 5205, 5206, 5302, 5304,
5306, 5403, 5404, 5406, 5407, 5409, 5412, 5413, 5416, 5501, 5502, 5505, 5601 e 5606.
A variável Tipo refere-se ao género de registo a que a instância se refere: se é um
registo de área de venda total com respetivas vendas totais; ou se é um registo de área
de venda promocional com respetivas vendas promocionais. O estado da base de dados
encontra-se resumido na Tabela A.6.
Variável Ano Periodo Cod_Loja Insignia Cod_Cat Tipo
Nofactores 2 12 176 3 110 2
Instâncias 385112
Tabela A.6: Dados com vendas
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Apêndice B
Detalhes da Análise Exploratória de
Dados
Este Apêndice aglomera algum material da exploração dos dados que por menor interesse
ou falta de espaço foram reunidos nesta secção.
B.1 Gráficos de análise da variável Área
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Figura B.1: Todas as Insígnias
70
Área Total
alterações
va
ria
çã
o
0
200
400
600
800
l llll ll
l
llll ll ll
l l ll l lll l ll
l
ll
lll lll ll ll ll
l
l ll
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
llll
l
l
l
l
l
l
l
l l
ll
ll ll
l lll l
l
l l
l
l
l
ll
ll l
l
l ll
ll
l
0 5 10 15 20
Área Permanente
alterações
va
ria
çã
o
0
10
20
30
40
50
60
l
ll
l
l lll
l
l l
l
l
l
l l
l
lll
l
ll
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l ll
l l
ll l
ll
l
l
l
l
l
l
l
l
l
l
l ll
l
l l
l
l
l
l
ll l
ll llll
ll
l
l l
l
l
0.0 0.5 1.0 1.5 2.0 2.5
Área Promocional
alterações
va
ria
çã
o
0
500
1000
1500
2000
2500
l
ll
l
l
l
l
l
ll
l l
l
l
l
l
l
ll
l l
ll
l l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l ll
l
ll l
l
ll
l
ll
l
l
2 4 6 8 10 12
Figura B.2: Insígnia 6
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Figura B.3: Insígnia 8
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Figura B.4: Insígnia 10
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Figura B.5: Todas as Insígnias, com score
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Figura B.6: Insígnia 6, com score
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Figura B.7: Insígnia 8, com score
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Figura B.8: Insígnia 10, com score
B.2 Análise Área vs Vendas
O gráfico da Figura B.9 compara os dados de vendas promocionais com área promocio-
nal, distinguindo as observações por insígnia de loja.
Figura B.9: Área - Vendas promocionais, com insígnia
Com o intuito de estudar a rentabilidade por m2, calculou-se o rácio entre as vendas totais
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e área de venda total para cada categoria. Os resultados obtidos são graficamente apre-
sentados nos boxplots da Figura B.10.
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Figura B.10: Boxplots dos rácios área/vendas por categoria
Analisando a Figura B.10 vemos um comportamento muito similar entre as diferentes in-
sígnias, no entanto, a insígnia 8 parece apresentar, muito ligeiramente, uma rentabilidade
menor que as restantes insígnias. Na Tabela B.1 fica sintetizado a impressão dada pela
Figura B.10.
Todas Insígnia 6 Insígnia 8 Insígnia 10
Média Rácio 1027 e 1050 e 1012 e 1083 e
Tabela B.1: Médias do rácio área/vendas totais, por insígnia
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Apêndice C
Detalhes da Seleção de Dados
Este Apêndice apresenta detalhes sobre a secção 3.2 onde as foram selecionadas as cate-
gorias para uma primeira fase de modelação tendo em conta características específicas.
O gráfico contido na Figura C.1 apresenta a variação da área das categorias de produ-
tos medida pela estatística score, incluindo a categoria cujo valor de score a tornava um
outlier.
Área Total
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Figura C.1: Variação/alterações da área de venda, por categoria
A Tabela C.1 resume as categorias cujo nível de score foi classificado como alto após a
reestruturação dos códigos de categorias, eliminação de instâncias com valores em falta,
eliminação de categorias sem interesse para o cliente e eliminação da categoria outlier. É
também apresentada a Tabela C.2 que sumariza a informação relativamente às estatísticas
calculadas quanto à homogeneidade de vendas das categorias e ao número de observações
para as categorias indicadas anteriormente como as mais voláteis em termos de área de
venda. Como suplemento, é apresentada informação também tendo em conta a variável
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Insignia.
Cod_Cat alter_at var_at score_at alter_pe var_pe score_pe alter_pr var_pr score_pr
3001 13,44 34,22 460,03 0,97 0,94 0,91 7,46 84,97 633,71
110 10,01 41,21 412,33 1,03 0,84 0,87 4,88 89,20 435,07
3204 5,06 41,93 212,35 0,45 6,72 3,02 1,00 77,03 77,03
3101 14,50 14,62 211,97 0,97 1,43 1,39 8,90 433,71 3861,23
3301 9,66 21,69 209,55 1,12 0,98 1,10 5,18 218,86 1133,84
4106 5,17 28,96 149,81 1,12 1,03 1,15 2,19 134,26 293,46
3501 9,78 15,15 148,19 0,56 1,02 0,57 3,76 144,59 543,99
308 13,62 10,75 146,49 0,95 2,03 1,92 6,11 314,55 1921,75
3104 10,95 12,98 142,06 0,91 2,06 1,87 2,96 86,28 255,16
306 12,14 11,26 136,75 1,05 2,08 2,17 4,63 207,82 962,10
3203 9,66 12,89 124,50 0,91 3,37 3,08 2,86 86,68 248,28
Tabela C.1: Categorias com nível de score Alto, área total.
Cod_Cat nrobsT ssd_T %sd_T nrobsI6 ssd_I6 %sd_I6 nrobsI8 ssd_I8 ssd_I8 nrobsI10 ssd_I10 ssd_I10
3001 3298 0,63 0,68 899 0,52 0,66 24 0,08 0,05 2375 0,33 0,37
110 4018 0,45 0,49 899 0,46 0,41 612 0,54 0,71 2507 0,37 0,42
3204 1591 0,08 0,01 436 0,07 0,01 2 NA NA 1153 0,08 0,01
3101 3479 0,21 0,21 899 0,13 0,14 167 0,08 0,05 2413 0,15 0,16
3301 3236 0,37 0,37 896 0,32 0,31 44 0,06 0,04 2296 0,31 0,34
4106 3101 0,37 0,30 759 0,37 0,32 290 0,06 0,02 2052 0,12 0,09
3501 3700 0,20 0,18 899 0,15 0,15 384 0,13 0,10 2417 0,13 0,14
308 4016 0,29 0,29 899 0,28 0,24 615 0,27 0,33 2502 0,26 0,28
3104 3271 0,21 0,20 899 0,17 0,17 12 0,09 0,05 2360 0,16 0,17
306 4022 0,38 0,41 899 0,40 0,36 615 0,35 0,43 2508 0,34 0,39
3203 3312 0,08 0,02 893 0,07 0,02 58 0,07 0,01 2361 0,07 0,02
Tabela C.2: Número de observações e homogeneidade das categorias com nível de score
Alto, área total.
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Apêndice D
Detalhes da Modelação
Este Apêndice acolhe alguns detalhes do Capítulo 4.
A Tabela D.1 resume os parâmetros dos algoritmos utilizados para modelar as 4 cate-
gorias selecionadas na secção 4.4.
Categorias 3204 3101 3001 308
Algoritmo Parâmetro
Cubist
Commitees 10 12 13 20
Neighbors 4 2 1 4
Rede Neuronal
Size 15 28 28 25
Decay 0,00001 0,000001 0,00001 0,00001
Maxit 3000 3000 3000 3000
SVM
Kernel sigmoid radial radial radial
Cost 0,02 25 20 20
Epsilon 0,0001 0,00001 0,00001 0,00001
MARS
Nk default 20 16 20
Minspan default 0 0 -1
Newvar.penalty default 0 0 0
GBM
Ntrees 3000 500 3000 3000
Shrinkage 0,4 0,4 0,1 0,4
Distribution laplace laplace laplace laplace
Random Forest
Ntree 500 1500 500 500
Mtry 4/3 18/3 18/3 18/3
Tabela D.1: Parâmetros dos modelos das quatro categorias selecionadas
D.1 Observações
O anexo que se apresenta a seguir regista algumas caraterísticas dos dados por categoria.
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Categoria Nº Observações Limitações 
Sliding 
Window 
101 4017 Nenhuma. Tipo 1 
102 4019 Nenhuma. Tipo 1 
103 4019 Nenhuma. Tipo 1 
104 4004 Nenhuma. Tipo 1 
107 4019 Nenhuma. Tipo 1 
109 4019 Nenhuma. Tipo 1 
110 4018 Nenhuma. Tipo 1 
111 4019 Nenhuma. Tipo 1 
112 4013 Nenhuma. Tipo 1 
113 4019 Nenhuma. Tipo 1 
114 3965 Nenhuma. Tipo 1 
115 4019 Nenhuma. Tipo 1 
117 4021 Nenhuma. Tipo 1 
118 3993 Nenhuma. Tipo 1 
301 3991 Nenhuma. Tipo 1 
302 4022 Nenhuma. Tipo 1 
303 4021 Nenhuma. Tipo 1 
304 4022 Nenhuma. Tipo 1 
305 2057 Apenas dados de 2010. Tipo 2 
306 4022 Nenhuma. Tipo 1 
307 4022 Nenhuma. Tipo 1 
308 4016 Nenhuma. Tipo 1 
401 211 Nº muito reduzido de observações. Apagada. - 
601 4022 Nenhuma. Tipo 1 
602 4012 Nenhuma. Tipo 1 
603 4022 Nenhuma. Tipo 1 
604 4011 Nenhuma. Tipo 1 
605 4015 Nenhuma. Tipo 1 
606 4022 Nenhuma. Tipo 1 
607 4016 Nenhuma. Tipo 1 
608 4022 Nenhuma. Tipo 1 
609 3990 Nenhuma. Tipo 1 
610 4015 Nenhuma. Tipo 1 
611 4002 Nenhuma. Tipo 1 
801 4022 Nenhuma. Tipo 1 
802 4022 Nenhuma. Tipo 1 
803 3994 Nenhuma. Tipo 1 
804 4016 Nenhuma. Tipo 1 
805 4014 Nenhuma. Tipo 1 
806 4022 Nenhuma. Tipo 1 
807 4020 Nenhuma. Tipo 1 
808 4022 Nenhuma. Tipo 1 
1101 4014 Nenhuma. Tipo 1 
1102 4022 Nenhuma. Tipo 1 
1103 3918 Nenhuma. Tipo 1 
1105 4022 Nenhuma. Tipo 1 
1108 4013 Nenhuma. Tipo 1 
1109 2736 Nenhuma. Tipo 1 
1201 4022 Nenhuma. Tipo 1 
1202 4014 Nenhuma. Tipo 1 
1203 4018 Nenhuma. Tipo 1 
1301 4003 Nenhuma. Tipo 1 
1302 3996 Nenhuma. Tipo 1 
1303 2034 Apenas dados de 2010. Tipo 2 
1304 4008 Nenhuma. Tipo 1 
1305 3994 Nenhuma. Tipo 1 
1306 2029 Apenas dados de 2010. Tipo 2 
1307 96 Nº muito reduzido de observações. Apagada. - 
1308 1662 Apenas dados de 2010. Tipo 2 
1309 1606 Apenas dados de 2010. Tipo 2 
1310 14 Nº muito reduzido de observações. Apagada. - 
1501 4022 Nenhuma. Tipo 1 
1502 4022 Nenhuma. Tipo 1 
1503 3829 Nenhuma. Tipo 1 
1601 3960 Nenhuma. Tipo 1 
1602 4005 Nenhuma. Tipo 1 
1603 3992 Nenhuma. Tipo 1 
1801 3696 Nenhuma. Tipo 1 
1802 3954 Nenhuma. Tipo 1 
3001 3298 Nenhuma. Tipo 1 
3004 1483 Apenas 11 observações de 2010. Tipo 2 
3005 3088 Nenhuma. Tipo 1 
3101 3479 Nenhuma. Tipo 1 
3102 3607 Nenhuma. Tipo 1 
3104 3271 Nenhuma. Tipo 1 
3105 3313 Nenhuma. Tipo 1 
3106 1894 Apenas dados de 2010. Tipo 2 
3201 2981 Nenhuma. Tipo 1 
3203 3312 Nenhuma. Tipo 1 
3204 1591 Apenas dados de 2010. Tipo 2 
3205 1951 Apenas dados de 2010. Tipo 2 
3206 1305 Apenas dados de 2010. Tipo 2 
3301 3236 Nenhuma. Tipo 1 
3302 3266 Nenhuma. Tipo 1 
3303 3074 Nenhuma. Tipo 1 
3304 113 Nº muito reduzido de observações. Apagada. - 
3401 3293 Nenhuma. Tipo 1 
3402 3330 Nenhuma. Tipo 1 
3403 3733 Nenhuma. Tipo 1 
3404 3453 Nenhuma. Tipo 1 
3501 3700 Nenhuma. Tipo 1 
3502 3969 Nenhuma. Tipo 1 
4101 704 Nº muito reduzido de observações. Apagada. - 
4103 986 Nº muito reduzido de observações. Apagada. - 
4104 667 Nº muito reduzido de observações. Apagada. - 
4105 125 Nº muito reduzido de observações. Apagada. - 
4106 3101 Nenhuma. Tipo 1 
4201 684 Nº muito reduzido de observações. Apagada. - 
4203 640 Nº muito reduzido de observações. Apagada. - 
4204 669 Nº muito reduzido de observações. Apagada. - 
4205 171 Nº muito reduzido de observações. Apagada. - 
4301 684 Nº muito reduzido de observações. Apagada. - 
4303 859 Nº muito reduzido de observações. Apagada. - 
4304 669 Nº muito reduzido de observações. Apagada. - 
4305 436 Nº muito reduzido de observações. Apagada. - 
4401 684 Nº muito reduzido de observações. Apagada. - 
4403 640 Nº muito reduzido de observações. Apagada. - 
4404 669 Nº muito reduzido de observações. Apagada. - 
4405 316 Nº muito reduzido de observações. Apagada. - 
 
D.2 Resultados da modelação
Esta subsecção do Apêndice D expõe os resultados detalhdos dos 3 modelos testados para
modelar as 89 categorias. Tal como mencionado anteriormente, os critérios de selecção
dos modelos baseiam-se fundamentalmente nas 3 medidas de erro que foram utilizadas
para avaliar a performance dos algoritmos e definidas em 4.2.1. Se um modelo apresentar
melhores resultados em pelo menos duas das medidas de erro que os outros modelos, há
grande probabilidade de esse ser o modelo seleccionado, exceptuando casos em que a
discrepância na medida de erro em que o modelo “perde” for muito elevada. No caso de
dois modelos apresentarem os 3 indicadores de erro muito similares é dada preferência aos
SVM face ao Random Forests, apenas por uma questão de eficiência computacional.
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Categoria 
Sliding 
Window 
Random Forests SVM - radial SVM - sigmoid 
Erro_Médio RMSE R
2
 Erro_Médio RMSE R
2
 Erro_Médio RMSE R
2
 
101 Tipo 1 16,54% 25365,71 0,88 16,17% 26375,80 0,88 21,99% 21308,23 0,81 
102 Tipo 1 8,18% 17075,86 0,97 7,80% 17628,07 0,98 13,98% 15286,93 0,93 
103 Tipo 1 12,95% 29500,19 0,91 13,27% 30302,54 0,91 16,10% 27758,47 0,88 
104 Tipo 1 8,47% 3538,34 0,98 9,09% 3695,04 0,98 14,78% 3107,39 0,96 
107 Tipo 1 10,57% 26371,40 0,96 9,21% 27543,41 0,97 16,41% 23980,09 0,93 
109 Tipo 1 7,78% 19551,10 0,98 7,95% 19965,64 0,98 12,14% 18002,71 0,96 
110 Tipo 1 12,16% 39231,08 0,96 11,82% 43870,34 0,98 31,72% 21212,74 0,77 
111 Tipo 1 8,24% 28400,22 0,98 8,02% 29268,10 0,98 13,16% 25886,96 0,95 
112 Tipo 1 9,37% 10300,54 0,98 8,90% 10615,72 0,98 21,07% 7908,17 0,79 
113 Tipo 1 9,49% 11716,99 0,96 9,09% 11943,62 0,95 17,44% 10010,77 0,85 
114 Tipo 1 8,25% 8249,39 0,99 9,13% 8315,88 0,99 14,10% 7446,40 0,96 
115 Tipo 1 7,65% 12583,81 0,98 8,24% 12960,14 0,98 15,03% 11559,54 0,96 
117 Tipo 1 9,35% 21346,82 0,97 8,45% 22284,46 0,97 14,53% 19498,17 0,94 
118 Tipo 1 13,11% 3905,08 0,96 14,32% 4019,85 0,94 16,75% 3400,75 0,93 
301 Tipo 1 9,25% 12894,92 0,97 9,59% 13072,44 0,95 15,05% 11575,51 0,91 
302 Tipo 1 11,31% 33761,56 0,92 10,98% 34255,51 0,93 18,90% 29983,27 0,82 
303 Tipo 1 10,95% 26073,68 0,95 11,58% 26274,31 0,94 22,72% 22424,15 0,82 
304 Tipo 1 13,09% 17984,82 0,94 12,73% 17947,80 0,93 19,76% 16151,55 0,89 
305 Tipo 2 41,48% 18359,59 0,66 37,93% 17374,73 0,64 38,09% 15361,65 0,66 
306 Tipo 1 15,44% 21493,25 0,95 15,07% 22083,45 0,95 28,82% 12724,60 0,68 
307 Tipo 1 9,67% 8977,84 0,96 9,74% 9294,28 0,96 14,92% 8132,35 0,92 
308 Tipo 1 12,43% 30557,22 0,97 12,96% 33066,42 0,98 33,17% 13357,67 0,69 
601 Tipo 1 15,53% 35665,27 0,89 16,33% 36359,68 0,87 19,51% 32467,39 0,84 
602 Tipo 1 10,57% 11693,96 0,95 10,43% 12151,44 0,94 16,76% 10346,22 0,89 
603 Tipo 1 7,93% 31107,62 0,98 7,40% 31870,18 0,99 13,28% 27410,25 0,96 
604 Tipo 1 8,71% 26472,66 0,97 8,29% 27271,11 0,97 14,79% 24114,37 0,95 
605 Tipo 1 9,07% 17039,77 0,98 8,48% 17610,71 0,98 13,50% 15418,85 0,93 
606 Tipo 1 7,74% 33071,20 0,98 7,54% 33818,07 0,99 13,69% 29857,12 0,96 
607 Tipo 1 7,64% 22487,13 0,98 7,72% 23382,11 0,97 17,42% 18216,89 0,90 
608 Tipo 1 9,22% 29266,24 0,98 8,97% 29801,17 0,98 15,02% 26970,76 0,94 
609 Tipo 1 12,52% 5695,40 0,97 15,64% 5720,30 0,95 19,84% 4695,70 0,96 
610 Tipo 1 10,69% 30283,60 0,97 9,23% 30546,29 0,97 25,38% 25215,19 0,88 
611 Tipo 1 12,19% 27891,59 0,97 13,28% 28775,51 0,96 17,42% 24605,01 0,91 
801 Tipo 1 7,41% 60844,37 0,98 7,13% 62918,61 0,97 11,93% 55445,70 0,95 
802 Tipo 1 7,95% 15138,64 0,97 7,68% 15692,50 0,97 14,83% 14047,08 0,95 
803 Tipo 1 10,22% 8115,06 0,97 8,73% 8527,21 0,95 19,41% 6535,23 0,87 
804 Tipo 1 7,24% 74884,14 0,98 7,38% 75637,93 0,98 12,21% 70490,17 0,95 
805 Tipo 1 8,62% 9617,23 0,98 8,39% 10061,97 0,98 14,97% 8568,76 0,95 
806 Tipo 1 13,94% 23762,65 0,94 13,35% 24547,20 0,95 18,43% 19763,02 0,89 
807 Tipo 1 14,89% 13835,03 0,94 13,36% 13531,70 0,94 30,69% 11613,77 0,82 
808 Tipo 1 7,63% 18067,58 0,98 7,53% 18663,51 0,98 13,25% 16212,36 0,95 
1101 Tipo 1 10,98% 25983,13 0,98 10,97% 26672,60 0,98 19,14% 22444,18 0,95 
1102 Tipo 1 8,10% 31754,56 0,97 8,56% 32721,12 0,97 13,75% 29451,02 0,94 
1103 Tipo 1 86,38% 4787,32 0,90 71,30% 5338,14 0,84 216,42% 2341,27 0,31 
1105 Tipo 1 8,38% 33328,46 0,98 8,17% 34396,91 0,98 14,36% 30680,12 0,95 
1108 Tipo 1 11,16% 8875,04 0,95 11,12% 9017,33 0,94 17,07% 7948,95 0,89 
1109 Tipo 1 32,75% 2628,50 0,84 29,57% 2711,47 0,86 37,57% 1777,24 0,81 
1201 Tipo 1 10,20% 32393,78 0,96 9,86% 32867,58 0,96 19,30% 30242,24 0,90 
1202 Tipo 1 33,18% 40421,01 0,75 31,42% 42565,37 0,78 42,33% 23886,03 0,46 
1203 Tipo 1 12,96% 29956,17 0,95 12,98% 30325,12 0,93 28,04% 19236,25 0,64 
1301 Tipo 1 9,70% 4935,34 0,92 9,43% 5035,03 0,91 14,53% 4739,28 0,91 
1302 Tipo 1 9,93% 10041,74 0,96 9,34% 10225,35 0,96 16,28% 8937,43 0,89 
1303 Tipo 2 22,17% 21850,20 0,78 23,56% 20733,02 0,67 30,33% 18758,99 0,74 
1304 Tipo 1 9,14% 14527,25 0,97 8,92% 14766,74 0,96 14,67% 12841,10 0,94 
1305 Tipo 1 9,61% 13142,79 0,96 9,52% 13425,15 0,96 16,50% 10872,92 0,88 
1306 Tipo 2 17,88% 11655,73 0,87 20,53% 10487,30 0,62 22,91% 9681,75 0,84 
1308 Tipo 2 17,16% 2232,03 0,90 36,63% 2173,73 0,62 40,08% 2101,05 0,65 
1309 Tipo 2 19,15% 17154,57 0,87 18,88% 16854,22 0,83 15,90% 13257,14 0,87 
1501 Tipo 1 11,27% 59559,79 0,94 11,26% 60670,69 0,94 15,16% 57099,83 0,91 
1502 Tipo 1 8,25% 31880,38 0,96 7,20% 33695,51 0,97 12,49% 30251,80 0,95 
1503 Tipo 1 10,79% 32741,32 0,97 11,22% 34250,37 0,95 24,04% 20607,42 0,76 
1601 Tipo 1 7,32% 23377,00 0,98 6,83% 24322,72 0,97 11,77% 22137,05 0,95 
1602 Tipo 1 9,04% 30405,31 0,98 9,32% 31254,34 0,97 22,21% 22411,11 0,81 
1603 Tipo 1 8,40% 10614,49 0,97 7,75% 10926,29 0,97 14,18% 9581,85 0,91 
1801 Tipo 1 12,32% 14982,81 0,95 12,38% 15872,65 0,96 35,45% 12285,40 0,88 
1802 Tipo 1 8,66% 10936,31 0,96 8,80% 11512,27 0,96 13,94% 9729,17 0,94 
3001 Tipo 1 21,14% 93887,06 0,97 22,44% 93501,04 0,97 47,99% 26423,61 0,85 
3004 Tipo 2 99,91% 2532,48 0,81 80,03% 2361,26 0,80 100,58% 1509,71 0,75 
3005 Tipo 1 39,23% 4911,77 0,87 38,00% 5002,76 0,87 65,32% 3297,90 0,68 
3101 Tipo 1 24,28% 11987,64 0,94 17,23% 12875,35 0,97 53,00% 7917,87 0,70 
3102 Tipo 1 20,29% 14001,37 0,96 23,64% 14474,55 0,96 54,95% 11112,27 0,90 
3104 Tipo 1 32,55% 10184,38 0,89 39,96% 10162,56 0,89 56,31% 5980,83 0,80 
3105 Tipo 1 51,42% 3898,45 0,90 50,98% 3924,53 0,91 59,91% 2873,95 0,85 
3106 Tipo 2 30,48% 4931,71 0,83 30,31% 4704,26 0,69 35,78% 3889,36 0,83 
3201 Tipo 1 45,34% 2672,91 0,91 32,45% 2610,18 0,93 50,59% 1659,73 0,84 
3203 Tipo 1 29,84% 1009,73 0,93 28,76% 1090,45 0,93 41,84% 799,26 0,83 
3204 Tipo 2 87,11% 387,79 0,50 89,72% 422,49 0,45 64,66% 267,89 0,53 
3205 Tipo 2 16,03% 7353,45 0,96 14,77% 7264,47 0,97 22,83% 5682,75 0,91 
3206 Tipo 2 120,90% 265,08 0,86 77,68% 265,22 0,85 97,34% 141,06 0,68 
3301 Tipo 1 107,11% 24423,83 0,97 25,20% 25472,72 0,97 90,59% 16148,91 0,72 
3302 Tipo 1 61,87% 46448,06 0,94 21,77% 48176,81 0,94 60,75% 19676,31 0,70 
3303 Tipo 1 17,11% 6108,15 0,87 14,07% 6462,02 0,84 34,66% 4876,34 0,66 
3401 Tipo 1 35,79% 7113,16 0,89 21,30% 7213,60 0,92 33,95% 5923,59 0,81 
3402 Tipo 1 25,03% 4298,80 0,95 25,30% 4509,27 0,94 43,96% 3599,88 0,91 
3403 Tipo 1 12,04% 14863,45 0,96 12,26% 15394,98 0,96 25,62% 11107,86 0,92 
3404 Tipo 1 11,62% 12262,54 0,97 18,22% 12917,06 0,98 44,34% 10913,69 0,95 
3501 Tipo 1 22,77% 8281,45 0,94 22,49% 8535,07 0,95 35,19% 7048,62 0,88 
3502 Tipo 1 33,01% 28625,60 0,99 35,70% 29939,67 0,99 60,76% 26753,88 0,97 
4106 Tipo 1 77,68% 10889,19 0,97 32,01% 11332,36 0,96 48,16% 8240,67 0,89 
 
Apêndice E
Detalhes da Otimização e Sistema de
Apoio à Decisão
Neste Apêndice são expostas individualmente as áreas consideradas pelo SAD como óti-
mas após o processo iterativo. Como comparação, são apresentadas também as áreas
reais que a loja “L0010” passou a apresentar a partir de Junho de 2011, calculando-se a
diferença absoluta entre os dois conjuntos de valores.
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Categoria Descrição Área Área Otimizada Diferença Absoluta
3001 Brinquedos 74,07 206 132,34
110 Doçaria 36,28 113 76,54
1203 Congelados a Granel 61,61 25 36,82
1503 Especialidades F&L 52,78 18 35,26
3502 Pet Care 98,84 68 30,89
3302 Papelaria 49,37 79 29,69
3105 Banho 16,24 45 28,63
1502 Legumes 69,59 96 26,56
3104 Têxtil Quarto 35 61 26,11
1802 Soluções de Refeição 35,48 9 26,08
4106 Puericultura 70,84 46 24,68
606 Higiene Corporal 68,73 45 23,85
113 Aperitivos 13,57 37 23,18
3106 Festa 6,87 30 23,04
1202 Bacalhau 32,18 10 22,35
3005 Desporto 27,97 49 20,74
1303 Queijo Auto Serviço 25,36 5 20,66
1105 Aves 29,96 13 17,14
3204 Infantil 17,73 1 16,44
303 Cervejas 10,64 26 15,85
804 Iogurtes e Sobrem. 70,12 55 15,41
1102 Suino 26,99 13 13,74
1306 Carnes Auto Serviço 15,32 2 13,61
308 B.Espirit/Espumantes 15,58 29 13,05
3303 Publicações 8,82 22 12,98
302 Refrigerantes 55,26 42 12,96
1801 Refeições Atendimento 30,88 18 12,93
1305 Carnes Livre Serviço 29,17 17 12,50
306 V.R.Norte/Fortificad 32,62 21 12,11
1302 Carnes Atendimento 4,33 16 11,48
304 Aguas 31,5 20 11,42
608 Produtos para Cabelo 46,88 35 11,41
1601 Pão Tradicional 22,99 12 11,02
3205 Lavandaria 35,15 46 11,01
3501 Jardim 50,87 40 10,70
3102 Cozinha 37,08 47 9,93
607 Produtos para Homem 16,21 6 9,79
3301 Livraria 90,71 100 9,29
611 Hig e Protecção Bebé 29,35 37 7,83
1108 Cozinha Fácil 15,06 7 7,79
3404 Auto 38,45 31 7,68
801 Leite e Bebidas Soja 42,18 49 6,96
117 Bebidas Quentes 15,74 23 6,91
610 Perfum e Cosmética 29 22 6,78
109 Cereais 33,55 40 6,62
1101 Bovino 21,3 15 6,34
1304 Queijo Livre Serviço 25,39 19 6,16
808 Refeições Congeladas 56,59 50 6,16
805 Vegetais e Frut Cong 40,71 35 6,10
602 Produtos para Loiça 17,71 12 5,74
601 Produtos para Roupa 41,85 36 5,53
114 Dietéticos 19,53 25 5,26
111 Bolachas 48,09 53 4,91
603 Limpeza da Casa 61,27 56 4,86
806 Peixe e Marisco Cong 39,71 35 4,67
1103 Ovino 9,03 5 4,32
3101 Mesa 63,83 60 4,00
3403 Iluminação e Energia 32,16 28 3,96
609 Básicos de Saúde 8,07 4 3,80
301 Sumos e Refrigerados 28,57 25 3,78
604 Prod Papel e Consum. 46,32 43 3,59
1109 Congelados 9,38 6 3,40
3402 Manut. e Reparação 24,99 28 3,22
101 Gorduras Liquidas 17,41 15 2,88
1602 Pastelaria 48,47 46 2,75
1501 Frutas 87,18 85 2,57
1603 Padaria Ind. e Afins 16,65 14 2,54
3206 Garagem 3,64 1 2,35
1201 Pescado Fresco 53,37 51 2,09
3201 Quarto 7,6 6 2,04
3004 Bagagens 10,3 9 1,75
104 Refeições 7,73 6 1,74
605 Higiene Oral 17,49 16 1,68
305 Vinhos Região Sul 24,45 26 1,62
107 Ingredientes Basicos 49,72 51 1,56
307 V. Mesa/Estrangeiros 12,62 14 1,48
3203 Cozinha 1,1 3 1,46
118 Mel e Doces 4,64 6 1,34
807 Sobremesas Cong 29,76 29 1,12
115 Alimentação Infantil 12,95 14 0,72
803 Ovos 5,38 6 0,60
3401 Tratamen Superficies 16,09 16 0,15
112 Sobremesas 10,83 11 0,15
102 Temperos 23,04 23 0,03
103 Conservas 29,07 29 0,01
Apêndice F
Dicionário de Conceitos
Árvore de regressão é um modelo de previsão que pode ser representado na forma de
uma árvore de decisão.
Categoria de produtos conjunto de produtos que partilham características comuns ou
semelhantes.
Entropia em teoria da informação, entropia mede o grau de aleatoriedade de uma variá-
vel aleatória. No processo de gerar uma árvore de decisão, a entropia serve para
medir o grau de dificuldade em prever a variável objetivo.
Estimador Out-of-bag selecionando aleatoriamente e com reposição parte dos dados do
conjunto de teste, um estimador out-of-bag permite que à medida que um modelo
é gerado vá sendo confrontado com estes dados préviamente isolados, permitindo
gerar um modelo com base na estimativa de erro daí retirada.
Função de perda função que mapeia um evento e atribui uma penalização caso esse pro-
cesso se dê de forma errática.
k-NN o algoritmo k-nearest neighbor classifica objetos de acordo com instâncias seme-
lhantes do conjunto de dados que lhe é fornecido.
Modelo representação ou interpretação simplificada da realidade através de equações ou
fórmulas matemáticas.
Layout esboço que mostra a distribuição física, tamanhos e pesos de elementos como
texto, gráficos ou figuras num determinado espaço, mais especificamente, numa
loja.
Loja unidade comercial destinada à venda de produtos.
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Prateleira cada uma das tábuas internas e horizontais de uma estante destinadas à expo-
sição de produtos.
Rede Neuronal Feedforward as conexões entre os neurónios da Rede Neuronal não for-
mam um circuito fechado. Este tipo de redes difere das Redes Neuronais Recorren-
tes.
Tabela de contingência processo de organizar a informação correspondente a dados bi-
variados.
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