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Abstract
The cooperative exploration problem necessarily involves communication among agents,
while the spatial separation inherent in this task places fundamental limits on the amount
of data that can be transmitted. However, the impact of limited communication on the
exploration process has not been fully characterized. Existing exploration algorithms do not
realistically model the tradeoff between expansion, which allows more rapid exploration
of the area of interest, and maintenance of close relative proximity among agents, which
facilitates communication.
This thesis develops new algorithms applicable to the problem of cooperative explo-
ration under communication constraints. The exploration problem is decomposed into two
parts. In the first part, cooperative exploration is considered in the context of a hierarchi-
cal communication framework known as a mobile backbone network. In such a network,
mobile backbone nodes, which have good mobility and communication capabilities, pro-
vide communication support for regular nodes, which are constrained in movement and
communication capabilities but which can sense the environment. New exact and approx-
imation algorithms are developed for throughput optimization in networks composed of
stationary regular nodes, and new extensions are formulated to take advantage of regular
node mobility. These algorithms are then applied to a cooperative coverage problem.
In the second part of this work, techniques are developed for utilizing a given level of
throughput in the context of cooperative estimation. The mathematical properties of the
information form of the Kalman filter are leveraged in the development of two algorithms
for selecting highly informative portions of the information matrix for transmission. One
algorithm, a fully polynomial time approximation scheme, provides provably good results
in computationally tractable time for problem instances of a particular structure. The other,
a heuristic method applicable to instances of arbitrary matrix structure, performs very well
in simulation for randomly-generated problems of realistic dimension.
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Chapter 1
Introduction
A fundamental issue facing developers of autonomous mobile robots is the necessity of
operating in a priori unknown environments. The ability to autonomously explore an un-
known environment, build a map of this environment and, if necessary, estimate the robot's
own location within that map is regarded as primary prerequisites for fully autonomous
robots. Two aspects of this challenge are captured by the exploration and coverage prob-
lems [13], and by the well-known simultaneous localization and mapping (SLAM) problem
[55].
In the coverage problem, stationary or mobile robots are deployed with the goal of
maximizing the area covered by the robots' sensors [7]. A closely related problem is that
of exploration, in which mobile robots seek to completely cover a given environment [7],
generally in a minimum amount of time or with a minimal amount of sensor overlap. The
exploration problem can also involve discovering areas that have not been covered (as op-
posed to such areas being given as input).
In the SLAM problem, the goal is not only to cover an unexplored area, but also to
estimate the locations of objects within this area and if necessary, the robot's own location.
Objects are generally represented either as features in the environment, or are described
implicitly through a grid representation of the world, in which each grid space can either
be occupied by an object, or unoccupied.
Both the exploration and mapping problems have have been examined in the context of
cooperative multi-robot teams. Such teams offer many potential benefits in terms of effi-
ciency and robustness. However, interference between robots can sometimes cause robotic
teams to perform their collective tasks more slowly than an individual robot could [46],
while the computation time required to coordinate and assign tasks to multiple robots is of-
ten quite high. (Interference within a team of robots has been studied formally by Sharma
et al. in [45].) Thus, scalability is an important characteristic in algorithms for cooperative
mobile robot teams [52]. The magnitude of problem parameters and the number of robots
available to perform tasks are both unknown a priori in many problems of interest [31].
Without the ability to adapt a solution structure to problem instances of practical scale, the
full benefit of using multiple robots is not realized. The need to create cooperative algo-
rithms that scale well with the size of a robot team and with the magnitude of problem
parameters (e.g. the number of features in a mapping problem) has led to a widespread
interest in decentralized and approximate algorithms for many problems [10, 14, 33].
In feature-based exploration and mapping problems, true scalability requires that a large
number of robotic agents be able to cooperatively explore and estimate the location of a
large number of features spread over a large area. Large numbers of agents rely on ef-
ficient, polynomial-time algorithms in which communication among agents facilitates the
coordination of planning [4]. However, when the number of features is very large, it is
impossible for all agents to communicate all information to all other agents. Furthermore,
because of the spatially distributed nature of the exploration task, communication is hin-
dered by large separations between agents. The effects of path loss, which increase with
separation distance [40], result in decreasing data rate for a fixed transmission power as
distance between agents increases. Thus, it is necessary that algorithms for cooperative au-
tonomous mapping account for the fact that not all information can be transmitted between
agents, and that agents must be able to act in situations where only partial information is
available.
This thesis examines two distinct facets of the problem of cooperative exploration under
communication constraints: the problem of controlling mobile sensing agents such that a
balance is achieved between exploration and communication efficiency, and the problem
of efficiently utilizing the available communication channel. These problems are related to
both the exploration problem and the mapping problem. To advance the state of the art in
each of these areas, this thesis develops communication-aware, computationally efficient
algorithms for mobile backbone network optimization and for cooperative estimation under
communication constraints.
1.1 Thesis Outline
The chapters of this thesis are organized as follows:
Chapter 2 provides background information and context for the problem of cooperative
exploration under communication constraints. Technical details of some key ideas and
technologies used in Chapters 3-5 are given.
Chapter 3 develops new algorithms for optimization of a particular type of network
known as a mobile backbone network. Networks using this hierarchical communication
framework are composed of regular nodes (sensing agents) and mobile backbone nodes
(which serve as relocatable communication hubs). Two objectives are considered: one in
which the goal is to maximize the number of regular nodes that achieve a desired mini-
mum throughput level Tmin, and one in which the goal is to maximize the total throughput
achieved by all regular nodes.
For the case in which the objective is to maximize the number of regular nodes that
achieve throughput at least Tmin, both an exact MILP-based technique and the first known
approximation algorithm with computation time polynomial in the number of regular nodes
and the number of mobile backbone nodes are described. Both approaches are validated
through simulation and are shown to be computationally tractable for problems of inter-
est. In addition, the approximation algorithm is proved to have a theoretical performance
guarantee.
Chapter 3 also develops algorithms for maximizing the total throughput achieved by all
regular nodes. Two formulations of this problem are considered: one in which all regular
nodes transmitting to the same mobile backbone node adjust their transmission power in
order to combat the near-far effect, and one in which all regular nodes transmit at full power,
but schedule their transmissions such that each mobile backbone node receives from at most
one regular node at a time.
For the case in which regular nodes are able to adjust their transmission power, an exact
algorithm with computation time polynomial in the number of regular nodes is developed.
This algorithm is compared with a second, MILP-based exact algorithm, as well as with a
greedy heuristic algorithm, both of which are also developed in Chapter 3.
When regular nodes transmit at a fixed power level, reduction to an open shop schedul-
ing problem facilitates the formulation of linear programming-based algorithms for opti-
mally allocating transmission times for all regular nodes and mobile backbone nodes, under
the assumption that preemption of transmissions carries no penalty. The linear program is
then modified to account for time delays caused by preemption in the resulting schedule.
Chapter 4 extends the mobile backbone network optimization techniques developed in
Chapter 3 to the case of mobile, controlled sensor platforms. A MILP-based exact algo-
rithm for the problem of placing both regular nodes and mobile backbone nodes, while
simultaneously assigning mobile backbone nodes to regular nodes, is shown to perform
well in practice for problems of moderate size. A polynomial-time approximation algo-
rithm is also developed, and a performance guarantee is established. The algorithm is also
modified to accommodate variable distribution of information in the environment, with the
objective of placing regular nodes in the most valuable locations such that they are able to
communicate with mobile backbone nodes.
These network optimization techniques are then applied to a cooperative exploration
problem using a limited lookahead strategy. The performance of this limited lookahead
strategy is examined in the context of a cooperative exploration problem in which sensing
locations are given a priori, and a performance bound is established for a special case of
this exploration problem. Finally, the network optimization algorithms developed in this
chapter are integrated into an exploration technique that takes a given area to be explored,
divides it into convex subregions, places sensing locations within these subregions such
that the entire area is covered while ensuring that all sensing locations are connected.
Chapter 5 focuses on efficient use of available communication bandwidth and provides
insight into the way to best utilize limited communication capabilities in information-
sensitive tasks, as well as the performance one can hope to achieve with a limited amount of
communication capability. In the context of cooperative estimation, the problem of select-
ing information for transmission between two agents is considered. Two novel algorithms
are presented: an approximation algorithm that provides a provably good solution to the
transmission selection problem in computationally tractable time for a particular class of
problem, and a heuristic algorithm that is applicable to all problem instances and that is
shown through simulations to have good empirical performance.
For the case of a block-diagonal information matrix, a polynomial-time approximation
algorithm that carries a theoretical performance guarantee is developed. This algorithm,
which is based on reduction to a multiple-choice knapsack problem, provides provably
good performance in computationally tractable time. Since block-diagonal information
matrices arise quite naturally in certain sensing models, this algorithm has important prac-
tical applicability.
For the case of a fully-populated information matrix, Chapter 5 develops a heuristic
algorithm that demonstrates good performance in simulation for problems of realistic com-
plexity. Although it carries no performance guarantee, this algorithm can be applied to
problems in which correlations exist between all pairs of feature locations being estimated;
thus, this algorithm has very general applicability.
Finally, Chapter 6 summarizes the work done in this thesis and provides future direc-
tions for research.

Chapter 2
Background
This chapter provides background information and context for the problem of cooperative
exploration under communication constraints. Technical details of some key ideas and
technologies used in Chapters 3-5 are also given.
2.1 Coverage, Exploration and Mapping
Three related issues in mobile robotics are the problems of coverage, exploration and map-
ping. In coverage and exploration, the objective is to maneuver mobile robots in order to
optimally cover all areas in the environment with the robots' sensor footprints [13]. In
mapping, the objective is to build a probabilistic representation of the world based on noisy
sensor measurements.
2.1.1 Coverage and Exploration
Most coverage and exploration algorithms focus on minimizing, either directly or indi-
rectly, the time or energy required to explore an area. Some algorithms guarantee complete
coverage, while others (notably, nondeterministic algorithms) do not offer such a guarantee
but may entail a decreased computational burden. The earliest work in coverage focused
on planning the motion of a single robot so as to completely explore an area. Most of this
work was based on the idea of decomposing the environment into a set of cells, each of
which could be easily covered using a back-and-forth motion on the part of the robot [12].
The idea of cellular decomposition quickly became a mainstay in the coverage literature
and still appears in algorithms for multiple robots [ 11].
Ge and Fua [20] focused on limiting repeated coverage of previously-explored areas in
multi-robot teams by maintaining a small amount of unexplored area around all explored
areas and obstacles. This procedure enables the total time required to explore the area to
be bounded, although in the worst case, the upper bound on total time is equivalent to the
single-robot upper bound.
Kong, Peng and Rekleitis [ 11] described an algorithm in which multiple agents dynam-
ically explore an environment in the presence of unknown objects. The robots' cellular
decomposition of the environment is updated when a new obstacle is discovered, and in-
formation about the accessibility of these cells is communicated via an adjacency graph
that is shared among all agents. However, the algorithm in Ref. [11] assumes unlimited
communication capabilities.
Batalin and Sukhatme [7] addressed the problem of covering an environment while si-
multaneously building a communication network. In their algorithm, a single robot carries
and dispenses a limited number of "network nodes" in the environment. The nodes, in turn,
provide the robot with instructions for traveling in the least recently visited direction, thus
eliminating the need for explicit localization on the part of the robot.
Rekleitis, Lee-Shue, New and Choset [43] extended a decomposition-based coverage
algorithm for a single robot to the case of multiple robots, with the added restriction that
two robots can communicate if they have a line-of-sight connection; however, the impacts
of interference and separation distance were not modeled. The work presented in this thesis
takes the important step of modeling these two factors.
Also of note are techniques in which it is assumed that not all areas of the environment
can be covered, and in which the goal is to choose sensing locations that, for example,
minimize the entropy of the resulting estimate of some quantity in the environment. Much
work in this area has been done by Guestrin and Krause (e.g., [29] and [30]). A hallmark
of the work of Guestrin and Krause is the exploitation of submodularity, which will also
play an important role in this thesis.
2.1.2 Mapping
In many applications, it is desirable to map the locations of objects or features within an
environment. Some early work in mapping was done by Smith, Self and Cheeseman [47].
Leonard [34], Durrant-Whyte and Thrun [57] continue to be major contributors to the field.
Early work in mapping focused on algorithms for a single robot. Thrun [53] presented
a machine learning-based algorithm for single-agent exploration, as well as an algorithm
combining both grid-based and topological mapping paradigms, aimed at increasing com-
putational efficiency while maintaining accuracy and consistency [54].
Algorithms for multiple robots have generally focused rapid dispersion of agents at
the expense of communication capability. For example, Simmons et al. [46] presented
a greedy heuristic algorithm for robot motion planning. They noted that their algorithm
"tends to keep the robots well separated." This is a desirable characteristic in the case in
which communication among agents is unnecessary; however, such separation can cause
great degradation in performance of any decentralized or cooperative algorithm in which
communication is necessary.
Indeed, while the mapping problem has been studied in great detail, and in fact decen-
tralized algorithms exist for performing mapping [63, 64], none of these techniques ade-
quately address the issue of communication among agents or capture the tradeoff between
agents expanding their separation (in order to cover the area of interest more quickly) and
staying close to one another (in order to maintain adequate communication links). Some
approaches in this direction have involved, for example, constraining the amount of infor-
mation that can be sent between agents in any one time step. This approach does not allow
agents to take advantage of close proximity to send large amounts of data, nor does it re-
alistically model the cost of communicating over very large distances. Other approaches
have involved setting a maximum inter-agent distance in order to maintain connectivity,
but this approach does not balance the reward of information gained by increasing inter-
agent separation with the increased cost of communicating: the inter-agent separation is
set a priori and does not depend on specific characteristics of the map, or the status of the
exploration process. Empirical work has been done on balancing the dispersion of robots
with maintenance of a communication network [35], but a full analysis was not carried out.
2.2 Mobile Backbone Network Optimization
The first part of thesis will model the cooperative exploration problem using a particular
type of network known as a mobile backbone network. In this type of network, mobile
backbone nodes, which have superior mobility and communication capabilities, provide
communication support for regular nodes, which are limited in mobility and communica-
tion capability but which can sense the environment.
Mobile backbone networks were described by Rubin et al. [44] and Xu et al. [62]. Xu
et al. discussed the mobile backbone network architecture as a solution to the scalability
issues inherent in ad hoc networks. Noting that most communication bandwidth in large-
scale networks is dedicated to packet-forwarding and routing overhead, they proposed a
multi-layer hierarchical network architecture, as is already used in the Internet [62]. The
authors found empirically that most mobile ad hoc networks could operate efficiently with
only two layers of hierarchy, and so they introduced algorithms for dynamic selection of
mobile backbone nodes from among candidate nodes in order to address challenges aris-
ing from the mobility of these networks, which are not seen in the Internet application.
Additionally, they provided a theoretical basis for finding the optimal number of mobile
backbone nodes given the overall network size and communication capabilities of the mo-
bile backbone nodes and the regular nodes. Rubin et al. [44] also focused on selecting
a subset of candidate mobile backbone nodes and described protocols for coordination of
network resources through these mobile backbone nodes.
Srinivas et al. [51] formulated the connected disk cover (CDC) problem, in which many
mobile backbone nodes with fixed communication ranges are deployed to provide commu-
nication support for a set of fixed regular nodes. The goal of the CDC problem is to place
a minimum number of mobile backbone nodes such that each regular node is covered by
at least one mobile backbone node and all mobile backbone nodes are connected to each
other. Thus, the CDC problem takes a discrete approach to modeling communication, in
that two nodes can communicate if they are within communication range of each other, and
otherwise cannot.
Srinivas and Modiano [50] used a more sophisticated model of communication, in
which the throughput (data rate) achieved between a regular node and a mobile backbone
node was modeled as a decreasing function of both the distance between these nodes, and
the number of other nodes that are operating at the same frequency. A second key differ-
ence between the work of Srinivas and Modiano and previous work lies in their assump-
tions about the availability of mobile backbone nodes: while previous formulations have
assumed that a large or unlimited number of mobile backbone nodes are available, and a
minimum number are to be selected such that a specific goal is accomplished, Srinivas and
Modiano assumed that a fixed number of mobile backbone nodes are available, and are
to be utilized in such a way as to optimize performance. Building upon this throughput
model and assumption about mobile backbone node availability, Srinivas and Modiano for-
mulated the maximum fair placement and assignment problem (MFPA) and the maximum
throughput placement and assignment problem (MTPA). In the MFPA formulation, mobile
backbone nodes are placed and regular nodes are assigned to communicate with them, such
that all regular nodes are assigned and the throughput achieved by the minimum-throughput
regular nodes it maximized. In the MTPA formulation, the objective is to maximize the
total throughput achieved by all regular nodes. Srinivas and Modiano presented exact al-
gorithms for the MFPA problem and for a restricted version of the MTPA algorithm with
at most two mobile backbone nodes, as well as heuristic algorithms for these problems.
2.3 Estimation under Communication Constraints
The second part of this thesis examines the problem of selecting information for trans-
mission among agents with the objective of reducing the agents' uncertainty about a set of
parameters being estimated; in the case of cooperative exploration, the locations of features
in the environment.
2.3.1 The Information Filter
The work presented in Chapter 5 leverages the properties of the information filter, which is
mathematically equivalent to the traditional Kalman filter but which possesses properties
of value for the cooperative exploration problem [36, 22]. The information matrix and
information vector are defined as Y = P- I and y = P- 1 , where P is the covariance matrix
in the traditional Kalman filter, and X is the state vector. Compared to the covariance filter,
the information filter essentially exchanges complexity in the measurement update step for
complexity in the prediction step.
Denoting the state transition matrix by F, the observation matrix by H, the process noise
covariance matrix by Q, and the observation noise covariance matrix by R, the prediction
step of the information filter can be written as
Y(klk-1) = [F(k)Y-'(k - l l k- 1)FT (k)+Q(k)]- '
y(klk-1) = Y(klk- 1)F(k)Y-l(k -Ilk- 1)y(k- Ilk- 1)
and the measurement update step is:
Y(klk) = Y(klk - 1) +HT(k)R- (k)H(k)
y(klk) = y(klk- 1) +HT(k)R-(k)z(k)
The information filter is particularly well suited for cooperative sensor fusion problems
in which many measurement updates may take place in a single time step [36, 22]. This
additive structure also facilitates the development of the algorithms described in Chapter 5.
2.3.2 Covariance Intersection
Covariance intersection, introduced by Julier and Uhlmann [23, 59], is a very widely-used
technique for creating consistent estimates in the presence of unknown correlations. A
consistent estimate is one that does not underestimate the true uncertainty in the system.
That is, if the fusion of two estimates of known correlation produces covariance matrix C,
then an estimate with covariance matrix C is consistent if C - C is positive semidefinite.
The covariance intersection technique simply involves taking convex combinations of
the information matrices being fused. For the case of two estimates, yl and Y2, with infor-
mation matrices Y1 and Y2, a consistent estimate Y3, Y3 is simply
Y3 = oY1 + (1 - -) Y 2
Y3 = Y + ( 1 - ()y 2
for any o E [0, 1].
Julier and Uhlmann proved that this simple, easily implemented technique is guaranteed
to produce a consistent estimate, and they noted that the particular value of o used can be
selected in order to optimize some quantity of interest, such as the trace or the determinant
of the resulting covariance matrix. Such optimization is particularly efficient in the case
that the objective function is convex in w, a property that will be leveraged in Chapter 5.
2.3.3 The Channel Filter
Work has been done by Nettleton et al. [38] in the area of decentralized estimation under
communication constraints. In Ref. [38], the problem of exchanging information among
agents was considered in the context of the information filter. In the algorithm presented in
Ref. [38], the information to be sent from the sender's information matrix Y is selected as
the single submatrix containing the features about which the sender has learned the most
since the previous transmission. This is a reasonable approach, but it can be improved upon.
Improved selection techniques will be discussed further in Chapter 5. These techniques
are incorporated into the overall communication architecture given in in [38], which is
described here for convenience.
Once a submap is selected for transmission, it is extracted from the information matrix
using two projection matrices, Gm and G,, where Gmy(klk) contains the features selected
for transmission and Gy(klk) contains all unselected features. Then, the information vector
and matrix to be sent are:
y*(klk) = Gm[y(k k) -Y(kk)G T x (GvY(klk)GT) Gvy(k k)]
Y*(k k) = Gm[Y(k k)- Y(k k)GT x (GvY(k k)GT) G-GvY(k k)]G .
This submap is then sent to the channelfilter, which maintains a record of the common
information between two agents. The channel filter is updated as follows:
ychan(k k) =- ()Ychan(k k - 1) + (1 - o)Gg y* (k k)
Ychan(k k) W= (Ychan(kk - 1) + (1 - )G * (kk)Gm
where w is the covariance intersection weighting parameter. The receiving agent updates
its own channel filter in the same way, and updates its estimate as
y(klk) = y(klk - 1)+Gschan(klk) - ychan(klk-1)]
Y(k k) Y(kk - 1)+Gs[chan(k k) - Ychan(k k - 1)]G
where Gs is a projection matrix that "inflates" the map to the appropriate size in the case
that the channel filter does not contain information on all states; for instance, vehicle states
that are only maintained locally and are not transmitted among agents.
This chapter has provided background information and context for the problem of co-
operative exploration under communication constraints. The following three chapters will
utilize the ideas and technologies described here in the development of new algorithms.
Chapter 3
Static Network Optimization
3.1 Introduction
As described in Chapter 2, previous work in mobile backbone network optimization has fo-
cused on optimal placement of mobile backbone nodes in networks of fixed regular nodes
(referred to as static network optimization in this work) [50], or on optimal mobile back-
bone node trajectory design in networks of uncontrolled regular nodes [49]. This chapter
extends previous work in static network optimization and lays the foundation for new mo-
bile network optimization techniques, or techniques for optimizing networks of controlled
regular nodes and mobile backbone nodes, which will be developed in the next chapter.
Two types of objective function are considered this this chapter: utility is treated as a
piecewise constant (step) function of the data rate achievable between a regular node and a
mobile backbone node, and also as a monotonically increasing function of this data rate.
In many control and sensing applications, there exists a clear threshold between an
acceptable or useful data rate between agents and an unacceptable data rate. For example,
a given level of throughput Tmin may be necessary in order to receive adequate feedback in
a control system, or transmission of a series of sensor measurements may require a given
data rate. This type of situation can be modeled by a step utility function: throughput below
"rmin has zero utility, while throughput above Tmin has unit utility. Optimization using a step
utility function is described in Section 3.2.
Other applications are more suitably modeled using a monotonically increasing objec-
tive function; that is, an objective function that seeks to maximize the aggregate throughput
achieved by all regular nodes. Optimization using an increasing utility function is described
in Section 3.3.
3.2 Step Utility
This section describes network optimization under a piecewise constant utility function
(i.e., a step). In this model, data rate below a given threshold 'rmin has zero utility, while
throughput above ,min has unit utility. This utility function can correspond, for example,
to the case in which regular nodes are taking sensor measurements, the data from each
measurement has a given size, and the goal is to transmit packets of measurement data
from as many regular nodes as possible within a given timeframe. Thus, the objective of
this section is to maximize the number of regular nodes that achieve throughput at least
Zmin.
3.2.1 Problem Statement
Although many factors can affect the throughput that a regular node can achieve to its
assigned mobile backbone node, there are two major factors that are common to nearly
all communication architectures: the distance between the regular node and the mobile
backbone node, and the number of other regular nodes that are also communicating with
that particular mobile backbone node and thus causing interference. This work models the
throughput that can be achieved between a regular node and its assigned mobile backbone
node as an arbitrary decreasing function of both of these quantities. For example, as de-
scribed in Ref. [50], the throughput r between regular node i and mobile backbone node j
when using a Slotted Aloha communication protocol can be approximated by
1
(ij) e - A(j) -d(i,j)a  (3.1)
where e is the base of the natural logarithm, IA (j) I is the number of regular nodes assigned
to mobile backbone node j, d(i, j) is the distance between regular node i and mobile back-
bone node j, and a is the path loss exponent.
This section assumes that each regular node is assigned to a single mobile backbone
node. An implicit assumption is made that regular nodes assigned to one mobile back-
bone node encounter no interference from regular nodes assigned to other mobile backbone
nodes (for example, because each "cluster" composed of a mobile backbone node and its
assigned regular nodes operates at a different frequency than other clusters). This section
also assumes that the mobile backbone nodes can communicate effectively with each other
over the entire problem domain, so that there is no additional constraint that the mobile
backbone nodes need to be "connected" to one another.
Building upon this throughput model, we pose the mobile backbone network optimiza-
tion problem as follows: our goal is to place a number of mobile backbone nodes, which
can occupy arbitrary locations in the plane, while simultaneously assigning the regular
nodes to the mobile backbone nodes, such that the number of regular nodes that achieve a
given minimum throughput level min is maximized.
Denoting the problem data as Lr (the locations of the regular nodes) and the decision
variables as Lm (the selected locations of the mobile backbone nodes) and A (the assign-
ment of regular nodes to mobile backbone nodes), this optimization problem can be more
formally stated as:
max FT(Lr,Lm,A, min) (3.2a)
Lm,A
subject to A E c/ (3.2b)
where F,(Lr,Lm,A, A, min) is the number of regular nodes that achieve throughput level rmin,
given node placements Lr and Lm, assignment A, and throughput function '; and s is the
set of feasible assignments, i.e., the assignments in which each regular node is assigned to
at most one mobile backbone node.
A typical example of a solution to this problem is shown in Figure 3.2.1 for a group
of regular nodes denoted by o. The mobile backbone nodes, denoted by *, have been
placed such that they maximize the number of regular nodes that achieve the given min-
imum throughput level. This example is typical in that the clusters of regular nodes and
.. 6I'E3.
*
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Figure 3-1: A typical example of an optimal mobile backbone network. Mobile backbone
nodes, indicated by *, are placed such that they provide communication support for regular
nodes, shown as o. Each regular node is assigned to one mobile backbone node. Dashed
lines indicate the radius of each cluster of nodes.
mobile backbone nodes are relatively small, and the regular nodes are distributed intelli-
gently among the mobile backbone nodes, with fewer regular nodes being allocated to the
mobile backbone nodes with larger cluster radii. In this case, all regular nodes have been
successfully assigned to mobile backbone nodes.
We note that Problem 3.2 is a sub-problem of the maximum fair placement and as-
signment (MFPA) problem considered in Ref. [50], in which the objective is to maximize
the minimum throughput achieved by any regular node, such that all regular nodes are as-
signed. An algorithm for solving the MFPA problem takes advantage of the fact that there
are only O(N4 ) possible values for the minimum throughput level achieved by any regular
I
node by performing a search over these possible values of min and solving Problem 3.2
for each value of "min. Thus, an improved algorithm for solving Problem 3.2 also yields an
improved algorithm for the MFPA problem.
3.2.2 Solution Strategy
Problem 3.2 is, unfortunately, a nonconvex optimization problem and thus is not amenable
to naive solution techniques. However, Problem 3.2 has special structure that can be lever-
aged.
Although the mobile backbone nodes are able to occupy arbitrary locations, they can be
restricted to a relatively small number of locations without sacrificing optimality. Specifi-
cally, each mobile backbone node can be placed at the 1-center of its set of assigned regular
nodes in an optimal solution. The 1-center location of a set of regular nodes is the location
that minimizes the maximum distance from the mobile backbone node to any regular node,
and it is easily computed [1]. Clearly, if a mobile backbone node that is not located at the 1-
center of its assigned regular nodes is receiving data from each regular node at throughput
at least "min, then the mobile backbone node can be moved to the 1-center of these regular
nodes, and all regular nodes will still achieve throughput at least "min.
Fortunately, although there are 2N possible subsets of N regular nodes, there are only
O(N 3) distinct 1-center locations. This is due to the fact that each 1-center location either
coincides with a regular node location, is located at the middle of the diameter of two
regular nodes, or is located at the circumcenter of three regular nodes [39]. Thus, there are
+ + distinct 1-center locations.
1 2 3
Leveraging the fact that there are a limited number of possible mobile backbone node
locations (polynomially many in N), Ref. [50] solves the MFPA problem by performing
an exhaustive search over all possible placements of K mobile backbone nodes for each
possible value of the minimum throughput, determining the optimal assignment for each
placement by solving an integer network flow problem. The computation time of this
search-based algorithm is thus polynomial in the number of regular nodes, but exponential
in the number of mobile backbone nodes.
3.2.3 MILP approach
A primary contribution of this work is the development of a single optimization problem
that simultaneously solves the mobile backbone node placement and regular node assign-
ment problems, thus eliminating the need for an exhaustive search over possible mobile
backbone node placements. This is accomplished through the formulation of a network
design problem. In network design problems, a given network (represented by a directed
graph) can be augmented with additional arcs for a given cost, and the goal is to achieve
some desired flow characteristics at a minimum cost by intelligently "purchasing" a subset
of these arcs [2].
The network design problem that produces an optimal placement of mobile backbone
nodes and assignment of regular nodes is constructed as follows. A source node, s, is
connected to each node i in the set of nodes N= {1,. .. ,N} (see Figure 3.2.3). These nodes
represent regular node locations. The arcs connecting s to i c N are of unit capacity. Each
node i c N is in turn connected to a subset of the nodes in M= {N + 1,...,N + M}, where
M is O(N3 ). Set M represents the set of candidate locations for mobile backbone nodes,
and there are O(N 3) such locations because mobile backbone nodes can be placed at 1-
center locations of subsets of regular nodes without sacrificing optimality. Node i E N is
connected to node N + j E M iff regular node i is contained in one of the sets defining
1-center location j. The arc connecting i to N + j is of unit capacity. Finally, each node
in M is connected to the sink, t. The capacity of the arc connecting node N + i E M to the
sink is the product of a binary variable yi, which represents the decision of whether to place
a mobile backbone node at location i, and a constant ci, which is the floor of the inverse
with respect to cluster size of the throughput function, evaluated at the desired minimum
throughput level. In other words, ci is the maximum number of regular nodes that can be
assigned to a mobile backbone node at location i at the desired throughput level zmin. For
example, for the approximate Slotted Aloha throughput function described by Eq. (3.1),
ci i= , (3.3)
where z is the desired minimum throughput and ri is the radius associated with 1-center
ylcl
t
s
Figure 3-2: The network design problem corresponding to the joint placement and assign-
ment problem for mobile backbone networks. Unlabeled arc capacities are equal to one.
location i. This means that if at most ci regular nodes are assigned to the mobile backbone
node at location i, each of these regular nodes will achieve throughput at least T. Denote
the set of nodes for this network design problem by JV and the set of arcs by .
If K mobile backbone nodes are available to provide communication support for N
regular nodes at given locations and a throughput level is specified, the goal of the network
design problem is to select K arcs incident to the sink and a feasible flow x such that the
net flow through the graph is maximized. This network design problem can be solved via
the following mixed-integer linear program (MILP):
N
max xi (3.4a)
xy i=l
M
subject to yi < K (3.4b)
i= 1
xE ij= x 1i  i J \{s,t} (3.4c)
j: (i,j) E 1: (1,i) Ea
xij > 0 V (i,j)E e (3.4d)
xij <5 1 V (i,j) E .9 : j E J\ {t} (3.4e)
X(N+i)t < yici V i {1,...,M} (3.4f)
yi E {0,1} V iE {1,...,M}. (3.4g)
The objective of this problem is to maximize the flow x through the graph (Eq. (3.4a)).
The constraints state that at most K arcs (mobile backbone node locations) can be selected
(3.4b), flow through all internal nodes must be conserved (3.4c), arc capacities must be
observed (3.4d - 3.4f), and yi is binary for all i (3.4g). Note that, for a given specification
of the y vector, all flows x are integer in all basic feasible solutions of the resulting (linear)
maximum flow problem.
A solution to problem (3.4) provides both a placement of mobile backbone nodes and
an assignment of regular nodes to mobile backbone nodes. Mobile backbone nodes are
placed at locations for which yi = 1, and regular node i is assigned to the mobile backbone
node at location j if and only if Xi(N+j) = 1. The number of regular nodes assigned is equal
to the volume of flow through the graph.
We make the following observations about this algorithm:
Remark 3.2.1 If K mobile backbone nodes are available and the goal is to assign as many
regular nodes as possible such that a desired minimum throughput is achieved for each
assigned regular node, the above MILP problem needs only to be solved once for the de-
sired throughput value and with a fixed value of K. To solve the MFPA problem, which is
the primary problem of interest in Ref [50], it is necessary to solve the above MILP prob-
lem multiple times for different throughput values in order to find the maximum throughput
value such that all regular nodes can be assigned. There are at most O(N 4 ) possible mini-
mum throughput values; searching among these values using a binary search would require
O(log(N)) solutions of the MILP problem, with O(N 3 ) binary variables in each problem.
Remark 3.2.2 It should be noted that the worst-case complexity of mixed-integer linear
programming is exponential in the number of binary variables. However this approach
performs well in practice, and simulation results indicate that it compares very favorably
with the approach developed in Ref [50] for cases of interest (See Table 3.1). Note that
while the computation time of the search-based algorithm increases very rapidly with the
problem size, the MILP-based algorithm remains computationally tractable for problems
of practical scale.
Remark 3.2.3 If arbitrarily many mobile backbone nodes are available and the goal is
simply to achieve a desired minimum throughput while utilizing a minimal number of mo-
bile backbone nodes, then a MILP problem similar to the one above needs only to be
solved once, for the values of ci corresponding to the desired throughput. The problem
should be modified such that it is a minimization problem, with EY yi as the objective and
E xlsi = N as a constraint.
3.2.4 Hardness of Network Design
Although the MILP-based algorithm performs well in practice, it is not a computationally
tractable approach from a theoretical perspective. This fact motivates consideration of
the fundamental tractability of the network design problem itself; if the network design
problem is NP-hard, it may be difficult or impossible to find an exact algorithm that is
significantly more efficient than the MILP algorithm. This section proves the hardness of
network design on a network of the form shown in Figure 3.2.3, which in this thesis is
called a two-layered graph. This type of graph is more formally defined as follows:
The node set of a two-layered graph is the union of node sets {s}, N, M and {t}.
Table 3.1: Average computation times for the MILP-based and search-based algorithms,
for various numbers of regular (N) and mobile backbone nodes (K) in the maximum fair
placement and assignment (MFPA) problem, using ILOG CPLEX 9.020.
Arcs originating at s must terminate at nodes in N; arcs originating in N must terminate at
nodes in M; and arcs originating in M must terminate at {t}. All arcs have unit capacity
except those terminating at {t}, which have integer capacity. All arcs are fixed except those
terminating at {t}, which are the arcs to be selected in the network design problem.
The hardness proof reduces an instance of the K-vertex cover problem to an instance
of the network design problem on a two-layered graph. The K-vertex cover problem is
defined as follows:
INPUT: Graph G = (V, E); K.
QUESTION: Is there a vertex cover S for G of size at most K?
where a vertex cover S is a set of vertices of G such that each edge in G is covered by at
least one vertex in S.
Theorem 3.2.4 Network design on two-layered graphs is NP-hard.
Proof 3.2.1 An instance of the K-vertex cover problem can be reduced to a network design
problem on a two-layered graph as follows. For each edge in G there is a node in N;
likewise, for each vertex in G, there is a node in M. Node s is connected to each node
in N. An arc is present between node n E N and node m E M if and only if edge m is
incident to vertex n in G. Finally, each node in M is connected to t, and the capacity of
the arc connecting m E M to t is at least the degree of vertex m in G. An example of this
N K MILP Algorithm Search-based Approach
3 2 3 sec 20 sec
4 2 4 sec 81 sec
5 2 5 sec 202 sec
6 2 6 sec 507 sec
6 3 6 sec > 30 min
8 3 8.5 sec > 30 min
10 3 9 sec > 30 min
15 5 18 sec > 30 min
20 5 47 sec > 30 min
25 5 196 sec > 30 min
transformation is shown in Figure 3-3.
Then, given an instance of the K-vertex cover problem, a solution can be obtained by
solving the network design problem on the corresponding two-layered graph with cardi-
nality constraint K. If the maximum flow achieved in an optimal solution to the network
design problem is equal to |E , then the answer to the K-vertex cover problem is YES. If the
maximum flow is less than |El, the answer is NO.
The time required for this reduction is O(IEI + V I); therefore, the network design prob-
lem is NP-hard.
It should be noted that this type of graph not only models all mobile backbone network
optimization problems of the type described Section 3.2, but also many problems that do
not arise in mobile backbone network optimization. Thus, hardness of network design on
a two-layered graph does not imply hardness of mobile backbone network optimization.
Nevertheless, hardness of the network design problem is evidence for hardness of mobile
backbone network optimization, in the sense that any efficient exact algorithm for solving
the mobile backbone network optimization problem must exploit some geometric property
not captured in the network design problem, rather than exploiting the structure of the
network design problem itself (unless P=NP).
3.2.5 Approximation Algorithm
The MILP formulation of Section 3.2.3 provides an optimal solution to the mobile back-
bone network optimization problem with a step utility function in computationally tractable
time for moderately-sized problems. For large-scale problems, an approximation algorithm
with computation time that is polynomial in the number of regular nodes and the number
of mobile backbone nodes is desirable. This section describes such an algorithm.
The primary insight that motivates the approximation algorithm is the fact that the max-
imum number of regular nodes that can be assigned is a submodular function of the set of
mobile backbone node locations selected. Given a finite ground set D = {1,...,d}, a set
function f(S) defined for all subsets S of D is said to be submodular if it has the property
15
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(a) A graph given as input in the K-vertex cover problem.
t
(b) A two-layered graph in the network design problem to which the K-vertex cover problem is reduced.
Figure 3-3: An example of conversion from a K-vertex cover problem to an network design
problem.
S
that
f(SU{i,j})- f(SU{i}) f(SU {j})- f(S)
for all i, j E D, i : j and S C D \ {i, j} [8]. In the context of the network design problem,
this means that the maximum flow through the network is a submodular function of the set
of arcs incident to the sink that are selected.
Submodular functions in discrete optimization are analogous to convex functions in
continuous optimization [19]. Both can be efficiently minimized; however, maximization
is more difficult. Fortunately, it has been shown that for maximization of a nondecreasing
submodular set function f, where f(0) = 0, greedy selection of elements yields a perfor-
mance guarantee of 1 - (1 - -)P > 1 - e, where P is the number of elements to be selected
from the ground set and e is the base of the natural logarithm [37]. This means that if an
exact algorithm selects P elements from the ground set and produces a solution of objective
value OPT, greedy selection of P elements (i.e., selection via a process in which element
i is selected if it is the element that maximizes f(S U {i}), where S is the set of elements
already selected) produces a solution of value at least (1 - (1 - 1)P) -OPT[37]. For the
network design problem considered in this section, P = K (the number of mobile backbone
nodes that are to be placed), and OPT is the number of regular nodes that are assigned in an
optimal solution. Note that greedy selection of K arcs amounts to solving at most O(N 3K)
maximum flow problems on graphs with at most N + K + 2 nodes. Thus, the computation
time of the greedy algorithm is polynomial in the number of regular nodes and the number
of mobile backbone nodes.
We now prove that the objective function in the problem under consideration is sub-
modular.
Theorem 3.2.5 If G is a graph in the network design problem described in Section 3.2.3,
the maximum flow that can be routed through G is a submodular function of the set of arcs
selected.
Proof 3.2.2 We begin by restating the submodularity condition asfollows:
f* (S) + f* (SU {i, j}) f*(SU {i}) + f* (SU {j} ) (3.5)
where f* is the maximum flow through G, as a function of the set of selected arcs. Next, we
note that for a fixed selection of arcs S, the problem of finding the maximum flow through
G can be expressed as an equivalent matching problem on a bipartite graph with node sets
L and R 1. This is accomplished as follows: node set L in the bipartite matching problem is
simply node set N in the maximum flow problem. Node set R is derived from node set M in
the maximum flow problem, with one modification: if the arc from node N + i E M to t has
outgoing capacity ci, then R contains ci copies of node N + i, each of which is connected to
the same nodes in L as the original node N + i. Thus, each node N + i in the maximum flow
problem becomes a set of nodes N + i in the bipartite matching problem, and the cardinality
of this set is equal to ci. An example of this reformulation is shown in Figure 3-4.
For any feasible flow in the original graph, there is a corresponding matching in the
bipartite graph with cardinality equal to the volume of flow; likewise, for any feasible
matching in the bipartite graph, there is a corresponding flow of volume equal to the car-
dinality of the matching. Therefore, the maximum flow through the original graph is equal
to the cardinality of a maximum matching in the bipartite graph.
The graphs expressing the relation in Eq. (3.5) are shown in the top row of Figure 3-5:
the sum of the maximum flows through the left two graphs must be less than or equal to the
sum of the maximum flows through the right two graphs.
Converting these maximum flow problems into their equivalent bipartite matching prob-
lems, we obtain the condition that the sum of the cardinalities of maximum matchings in
bipartite graphs GI and G2 in Figure 3-5 is at most the sum of the cardinalities of maximum
matchings in G3 and G4.
Consider a maximum matching M1 in graph G1, and denote its cardinality by Ns. This
means that Ns nodes from set S are covered by matching M 1. Note that MI is a feasible
matching for G2 as well, since all arcs in G1 are also present in G2.
'A set of edges in a graph is a matching if no two edges share a common end node. A maximum matching
is a matching of maximum cardinality [5].
N=4
(a) A graph over which a maximum flow problem can be formulated. Unlabeled arc capacities are equal
to one.
N+ 1
N+2
IN+3
AT=4
(b) A bipartite matching problem that is equivalent to the maximum flow problem above.
Figure 3-4: An example of conversion from a maximum flow problem to an equivalent
bipartite matching problem, for N = 4, M = 3.
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Figure 3-5: Schematic representation of the graphs involved in the proof of the submodularity condition. The top graphs relate to the
original maximum flow problem, while the bottom graphs are their equivalent reformulations in the bipartite matching problem. For
clarity, not all arcs are shown.
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It is a property of bipartite graphs that if a matching Q is feasible for a graph H, then
there exists a maximum matching Q* in H such that all of the nodes covered by Q are also
covered by Q* [5]. Denote such a maximum matching for matching M 1 in graph G2 by M 2 ,
and note that Ns nodes from set S are covered by M 2. Denote the number of nodes covered
by M2 in node sets i and j by Ni and Nj, respectively. Then, the total cardinality of these
maximum matchings for graphs G 1 and G2 is equal to 2Ns + Ni + Nj.
Now consider the matching obtained by removing the edges incident to node set jfrom
M2 . Note that this matching isfeasiblefor graph G3, and its cardinality is Ns +Ni. Likewise,
the matching obtained by removing the edges incident to node set i from M2 is feasible
for graph G4 , and its cardinality is Ns + Nj. Since these matchings are feasible (but not
necessarily optimal)for G3 and G4, the sum of the cardinalities of maximum matchings for
these graphs must be at least 2Ns + N i + Nj. This establishes the submodularity property
for the matching problem as well as for the maximum flow problem.
Then, given a network design graph G, K mobile backbone nodes and M possible mo-
bile backbone node locations, and denoting by f the maximum flow through G as a func-
tion of the set of mobile backbone node locations selected, an approximation algorithm
with performance guarantee 1 - 1 is:
Algorithm 1 Greedy
S - 0
max flow -- 0
for k=1 to K do
for m=1 to M do
if f(S U {m}) > maxflow then
maxflow 
- f(S U {m))
m* <- m
end if
end for
S +- SU {m* }
end for
return S
3.2.6 Computational Efficiency of the Greedy Approximation Algo-
rithm
Greedy Algorithm 1 is computationally efficient, solving at most O(KN 3) maximum flow
problems with at most N + K + 2 nodes each. Furthermore, additional computation effi-
ciency can be achieved by exploiting the structure of the maximum flow problem solved
at each iteration of the greedy algorithm. Note that in the first round of greedy selection,
each maximum flow problem is of the form shown in Figure 3-6: a single node is con-
nected to the sink, and it is in turn connected to a subset of the nodes representing regular
nodes. The capacity of the minimum cut in this graph is equal to min{cj, 6+(j)}, where
6S+ (j) is the incoming degree of node j. Then, the first round of greedy selection can be
accomplished by searching over O(N 3) values of min{cj, 6+ (j)}, rather than formulating
and solving O(N 3) maximum flow problems. Furthermore, if cj - 5+(j), then all regular
nodes covered by the mobile backbone node at location j can be assigned to that mobile
backbone node in any optimal assignment. Thus, if a mobile backbone node location j can
be found in the first round of greedy selection such that cj = + (j) = maxi min{ci, 6+ (i),
this location can be selected and in the second round of greedy selection mobile backbone
node location j and all regular nodes incident to j can be removed from the graph, thereby
reducing the graph over which the second round of greedy selection takes place to one of
the form shown in Figure 3-6.
Thus, a more efficient implementation of the greedy selection algorithm would search
over all locations 1,...,M for a location j such that
cj 6+(j) = max min{ck,6+(k)}
kc1,...,M
Unfortunately, it is not always possible to select such a location. For example, consider
a configuration of regular nodes as shown in Figure 3-7(a), and assume that the throughput
function is such that up to five regular nodes can be assigned to a mobile backbone node
with any 1-center radius. In this case, a mobile backbone node can be placed such that it
covers exactly five regular nodes; see Figure 3-7(b). However, if the throughput function
is such that six regular nodes can be assigned, it is no longer possible to place a mobile
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Figure 3-6: Schematic representation of the graphs over which the maximum flow problem
is solved in the first round of greedy mobile backbone node location selection.
backbone node at a 1-center location such that exactly six regular nodes are covered.
However, empirical results indicate that it is nearly always possible to select such a
location at each round of greedy selection for a random configuration of regular nodes.
This yields a best-case computation time of O(KN 3). If it is impossible to select such a
location, all subsequent rounds of greedy selection will involve solution of a maximum flow
problem. However, each of the maximum flow problems solved by the greedy algorithm
is solved over a bipartite graph with node sets NU{t} and {s}UK, where K is the set of
nodes from M whose outgoing arcs are selected. Because maximum flow problems can
be solved even more efficiently in bipartite networks than in general networks [2], the
greedy algorithm is thus highly efficient even in the case in which it is impossible to take
advantage of max-flow/min-cut duality. In the worst case, solution of O(KN 3) maximum
flow problems on bipartite graphs has overall complexity O(K 3N 4) [3].
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(a) A configuration of regular nodes for which exactly
five regular nodes can be covered by a mobile backbone
node placed at a 1-center location, but exactly six can-
not.
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(b) A mobile backbone node placement
actly five regular nodes are covered.
Figure 3-7: In this configuration of regular nodes, it is possible to cover exactly five regular
nodes with a mobile backbone node placed at a 1-center location, but it is not possible to
cover exactly six.
for which ex-
3.2.7 Experimental Evaluation of the Greedy Approximation Algo-
rithm
As described in the Section 3.2.5, greedy selection of mobile backbone node locations re-
sults in assignment of at least [(1 -(1 - -)K) OPT] > [(1 - 1) OPT1 regular nodes,
where K is the number of mobile backbone nodes that are to be placed and OPT is the
number of regular nodes assigned by an exact algorithm (such as the MILP algorithm de-
scribed in Section 3.2.3) [37]. However, this observation is based on a general result for
nondecreasing submodular functions and not for the specific problem under consideration
in this section. Therefore, it is of interest to experimentally examine the performance of
the greedy algorithm for our problem of interest.
To this end, computational experiments were performed on a number of problems of
various sizes. Regular node locations were generated randomly in a finite 2-dimensional
area, and a moderate throughput value was specified (i.e., one high enough that there was
no trivial selection of mobile backbone node locations that would result in assignment of all
regular nodes). Results were averaged over a number of trials for each problem dimension.
Figure 3-8 shows the performance of the approximation algorithm relative to the ex-
act (MILP) algorithm. In Figure 3-8(a), the average percentage of regular nodes assigned
by the exact algorithm that are also assigned by the approximation algorithm is plotted,
along with the theoretical lower bound of [(1 - 1) .OPT], for various problem sizes. In
this figure, a data point at 100% would mean that, on average, the approximation algorithm
assigned as many regular nodes as the exact algorithm for that particular problem size. As
the graph shows, the approximation algorithm consistently exceeds the theoretical perfor-
mance guarantee and achieves nearly the same level of performance as the exact algorithm
for all problem sizes considered.
Figure 3-8(b) shows the computation time required for each of these algorithms, plotted
on a logarithmic axis. As the figure shows, the computation time required for the approxi-
mation algorithm scales gracefully with problem size. The average computation time of the
approximation algorithm was about 10 seconds for N = 40 and K = 8, whereas the MILP
algorithm took nearly three hours to solve a problem of this size, on average. Both the
MILP algorithm and the approximation algorithm were implemented using ILOG CPLEX
9.020.
3.3 Increasing Utility with Data Rate
Thus far, this chapter has assumed that the utility of a communication configuration as a
function of achieved data rate is a step function; that is, if a regular node achieves through-
put less than znin, it adds nothing to the objective function, and if a regular node achieves
throughput at least Tmin it increases the overall objective by one. This utility model is ap-
propriate in many cases; for instance, the case in which a prescribed amount of data must
be transmitted in order to accomplish a specific task. However, other utility functions are
appropriate for other tasks. This section considers an objective function for each mobile
backbone node that is an increasing function of the data rates between it and its assigned
regular nodes. This type of objective function is appropriate, for example, when the quality
of the estimate produced through a cooperative estimation task is an increasing function of
the amount of data that each sensing agent is able to transmit.
The problem of maximizing the total throughput achieved by a set of regular nodes was
considered by Srinivas and Modiano [50]. They developed an exact algorithm capable of
optimally placing up to two mobile backbone nodes and assigning regular nodes to these
mobile backbone nodes, under the assumption that all regular nodes communicating with
a particular mobile backbone node achieve the same throughput. The algorithm developed
in [50] is appropriate for arbitrary throughput functions, but is only applicable when K < 2.
This section develops an algorithm capable of solving this problem for arbitrarily many
mobile backbone nodes, again under the assumption that all regular nodes communicating
with a particular mobile backbone node achieve the same throughput, and with the addi-
tional assumption that the total throughput (or more generally, the utility of the information)
received by a mobile backbone node is a concave function of the number of regular nodes
assigned. This formulation models typical power adjustment measures taken to combat
the near-far effect [41] in ad hoc networks and is applicable to many common throughput
functions.
N=15, K=5 N=20, K=5 N=25, K=6
Size of problem instance
N=30, K=7 N=40, K=8
(a) Performance of the approximation algorithm developed in this section,
relative to an exact solution technique, in terms of number of regular nodes
assigned at the given throughput level.
N=15, K=5 N=20, K=5 N=25, K=6
Size of problem Instance
N=30, K=7 N=40, K=8
(b) Computation time of the approximation algorithm and the exact (MILP)
algorithm for various problem sizes.
Figure 3-8: Comparison of the exact and approximation algorithms developed in this chap-
ter. Although the MILP-based exact algorithm developed in this chapter significantly out-
performs existing techniques in terms of required computation time, experiments indicate
that the greedy approximation algorithm achieves nearly the same level of performance
with an even greater reduction in computation time.
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Additionally, this section develops and solves a second formulation in which regular
nodes can communicate with multiple mobile backbone nodes, and the throughput achieved
by a regular node to a particular mobile backbone node is a function only of the distance
between these two nodes. This formulation allows all regular nodes to transmit at full
power and so is applicable to cases in which regular nodes cannot adjust their transmission
power, or in which it is undesirable for them to do so.
3.3.1 Equalized Received Power
In this formulation, we assume that all regular nodes communicating with a particular mo-
bile backbone node achieve the same throughput level. This assumption has both practical
justification and computational advantages.
In situations in which the so-called near-far effect comes into play, this effect can be
combated through transmission power adjustment on the part of the regular nodes [41].
The near-far effect occurs when the power received by a mobile backbone node from a
nearby regular node is much greater than the power received from a distant regular node,
hindering the communication capability between the mobile backbone node and the more
distant regular node. This effect can be alleviated if all regular nodes communicating with
a particular mobile backbone node adjust their power such that the mobile backbone node
receives transmissions of the same power from each regular node.
This formulation has two computational advantages: first, it allows consideration of
only the O(N 3) 1-center locations for mobile backbone node placement, since every mobile
backbone node can be placed at the 1-center of its assigned regular nodes in an optimal
solution. Because all regular nodes achieve the same throughput as the most distant regular
node, the total throughput of all regular nodes is clearly maximized if the distance to the
most distant regular node is minimized.
Second, this formulation simplifies the calculation of the aggregate throughput received
by each mobile backbone node: the data received by a mobile backbone node can be re-
garded as a function of the number of regular nodes assigned to it, not the particular regu-
lar nodes that are assigned. At first glance, it would seem that the particular regular nodes
assigned to a mobile backbone node would have an impact on the aggregate throughput
achieved. For instance, in Figure 3-9, the regular nodes assigned in Assignment 1 could
clearly achieve a higher throughput level than those assigned in Assignment 2, even though
they are assigned to a mobile backbone node at the same location, because the distance
from the mobile backbone node to the most distant regular node is smaller in Assignment
1. Note, however, that Assignment 1 would never occur in an optimal solution: any exact
algorithm (indeed, any algorithm that produces even a locally optimal solution with respect
to mobile backbone node placement) would obtain a higher objective value by placing the
mobile backbone node at the 1-center of the regular nodes assigned in Assignment 1 (as
shown in Figure 3-10) rather than at the 1-center of a different set of regular nodes, as is
the case in Assignment 1. Stated another way, at least one of the most-distant regular nodes
within the 1-center radius of an optimally-placed mobile backbone node will always be
assigned. (In fact, if more than one regular node is assigned, at least two assigned regular
nodes will be most-distant; i.e., they will lie on the boundary defined by the 1-center radius
of the mobile backbone node.) Therefore, it can be assumed a priori that all regular nodes
adjust their transmission power such that the power received by the mobile backbone node
is equal to the power received from the most distant regular node within the 1-center radius.
Then, the problem considered in Section 3.3.1 can be stated as follows: the objective
is to place mobile backbone nodes, which are able to occupy any location in the plane but
which can be restricted to occupy only 1-center locations without sacrificing optimality,
while simultaneously assigning regular nodes to mobile backbone nodes, where each reg-
ular node can be assigned to at most one mobile backbone node, such that the sum of the
utility of the data received by each mobile backbone node is maximized, where utility is
a function of the total data received, and total data received is a function of the number of
regular nodes assigned and the 1-center radius of the location where the mobile backbone
node is placed. This problem formulation can be expressed as
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Figure 3-9: Two possible assignments of regular nodes to a mobile backbone node. Black
lines indicate assignment. Although Assignment 1 results in a greater aggregate throughput
than Assignment 2, Assignment 1 would never occur in an optimal solution because the
mobile backbone node is not placed at the 1-center of its assigned regular nodes. A better
placement of the mobile backbone node is shown in Figure 3-10.
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whereI denotes the plac ment of mobile backbnode nodes, A denotes the assignment of
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Figure 3-10: An improved assignment of the regular nodes assigned in Assignment n. The
mobile backbone node is placed at the 1-center of its assigned regular nodes.
max ,Fk(rk(L),a) (3.6a)
LA k=l
subject to A E ¢ (3.6b)
L E -(3.6c)
where L denotes the placement of mobile backbnode nodes, A denotes the assignment of
regular nodes to mobile backbone nodes, Fk(ik(L) ,A) is the utility of the data received by
mobile backbone node k as a function of the radius of the 1-center location where k is
placed (denoted by rk(L)) and the assignment of regular nodes to mobile backbone nodes,
2' is the set of feasible placements of mobile backbone nodes, i.e., the placements such that
each mobile backbone node is placed at a 1-center location and no two mobile backbone
nodes are placed at the same 1-center location. d9e is the set of feasible assignments of
regular nodes to mobile backbone nodes, i.e., those such that each regular node is assigned
to at most one mobile backbone node.
The remainder of this section will demonstrate that Problem 3.6 can be solved exactly
via decomposition into two subproblems: placement of mobile backbone nodes (referred
to as the placement subproblem), and assignment of regular nodes to mobile backbone
nodes, given a placement (referred to as the assignment subproblem). We focus first on the
assignment subproblem.
While it is most appropriate to maximize the sum the utility of the data received by
each mobile backbone node, for simplicity, the remainder of the section will focus only
on maximizing the total throughput. Note that this is a special case of the more general
problem; utility is simply a linear function of throughput. However, the results obtained in
this section hold for more general utility functions.
3.3.2 Assignment subproblem
Given a placement of mobile backbone nodes, the goal of the assignment subproblem is to
assign each regular node to at most one mobile backbone node such that the total throughput
is maximized. One important assumption is made in the solution of this problem: it is
assumed that the total throughput received by a mobile backbone node is a concave function
of the number of regular nodes assigned to it. In other words, for a fixed 1-center radius,
the marginal increase in total throughput attained by assigning an additional regular node is
a nonincreasing function of the number of regular nodes that have already been assigned.
Recall that in Section 3.2, the throughput achieved by a regular node was a nonin-
creasing function of both the distance between the regular node and its assigned mobile
backbone node, and the number of other regular nodes communicating with that mobile
backbone node and thus causing interference. In this section, the distance between a reg-
ular node and its assigned mobile backbone node is effectively replaced by the 1-center
radius of the mobile backbone node, and again interference occurs when many regular
nodes are assigned to the same mobile backbone node. Our assumption is that this inter-
ference is such that the total throughput received by a mobile backbone node is a concave
function of the number of regular nodes assigned; or, equivalently, the marginal increase in
total throughput achieved by assigning an additional regular node is a decreasing function
of the number of regular nodes already assigned.
While this assumption may seem somewhat artificial, it is often satisfied in practice. To
further explore the conditions necessary for the total throughput function to be concave in
the number of regular nodes assigned, let zr(n) denote the per-node throughput achieved
by each regular node when n regular nodes are assigned to a mobile backbone node with 1-
center radius r. The interference assumption tells us that Tr(n + 1) < Zr(n). Then, the total
throughput achieved by all regular nodes is a concave function of the number of regular
nodes assigned if and only if, for all n,
n Tr(n) - (n - 1)Tr(n - 1) > (n + l)Tr(n + 1) - n Tr(n)
2nTr(n) > (n + 1 )Tr(n + l) + (n - 1) r(n - 1)
2nzr(n) ! n[r(n+ 1) +,r(n - 1)] +r(n+ 1) - r(n - 1)
Tr(n + 1) + Tr(n - 1) +r(n + 1) - r(n - 1)
r (n) > +2 2n
This condition holds for many common and important throughput functions; for in-
stance, the approximate Slotted Aloha function given in Section 3.2 and the CDMA-based
throughput function given in Ref. [50]. Indeed, any throughput function such that rr(n)
decreases at least as quickly as I satisfies this condition.
In the case that utility is maximized rather than throughput, the equivalent condition
would be concavity of utility as a function of the number of regular nodes assigned. This
condition is naturally satisfied in some formulations of the exploration problem - for in-
stance, the case in which each regular node transmits its own independent measurements
of a set of features - but not necessarily in all formulations of the exploration problem.
Leveraging the concavity of the total throughput as a function of the number of regular
nodes assigned, one can find an optimal assignment of regular nodes to mobile backbone
nodes through the solution of a network flow problem on the multigraph shown in Figure 3-
11. A multigraph is a graph in which multiple arcs can exist between a given pair of nodes.
In the multigraph in Figure 3-11, multiple arcs connect each of the nodes representing
mobile backbone nodes to the sink. Flows along these arcs represent assignment of regular
N+ 1
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Figure 3-11: The network design problem for optimal assignment of regular nodes, given
a placement of mobile backbone nodes. All arc capacities are equal to one.
nodes to the mobile backbone nodes; if n of these arcs have positive flow for a particular
mobile backbone node, this means that n regular nodes have been assigned to that mobile
backbone node. Note that each of these arcs has a cost cij associated with it; this cost
represents the marginal reward gained by the ability of the mobile backbone node i to
receive data from an additional (jth) regular node. Assuming a concave utility function,this
network flow problem will always produce a feasible assignment of regular nodes to mobile
backbone nodes; moreover, an integer optimal solution always exists.
This network flow problem can be solved via the following linear program:
max Cij4+Ni,t  (3.7a)
i-= 1...K,j= 
...Ni
subject to xi, - xj,k j= 1,...,N+K (3.7b)
(i,j)E -f (j,k)Ein
0 < xi j < 1 V (ij) E d (3.7c)
where xij is the flow from node i to node j, X+i, is the flow along the jth arc from node
t
N + i to node t, Ni is the number of arcs from node N + i to t (the number of regular nodes
covered by the mobile backbone node at location i), and d is the set of arcs.
3.3.3 Placement subproblem
Because the mobile backbone nodes can be restricted to the O(N 3) 1-center locations,
an exact algorithm for solving the overall simultaneous placement and assignment prob-
lem with computation time polynomial in N consists of searching over all possible mobile
backbone node placements, solving the linear program in Eq. 3.7 for each placement, and
selecting the placement with the best objective value and an assignment corresponding to
this value.
Denoting the O(N 3 ) 1-center locations as 1,... ,M the selected locations of the K mo-
bile backbone nodes as kl,..., kK, and the objective value in an optimal solution of prob-
lem 3.7 as a function of the mobile backbone node placement as f(kl ... kK), this search-
based technique is given by Algorithm 2:
Algorithm 2
best throughput +- 0
for kl = I ... M-2do
for k2 = ki + I ... M- 1do
for k3 = k2 + l...Mdo
if f(k, k2, k3) > bestthroughput then
bestthroughput 
- f(ki,k 2 ,k3 )
best placement 
- {kl ,k2 ,k 3}
end if
end for
end for
end for
return best_placement
where K = 3 in this example (in general, there will be K FOR loops in the algorithm), and
where the optimal assignment is determined by the flows in the solution to problem 3.7
using the optimal placement.
Additionally, the simultaneous placement and assignment problem is amenable to so-
lution using MILP, as was the placement problem in Section 3.2. The MILP formulation of
Table 3.2: Average computation times for the MILP-based and search-based algorithms,
for various numbers of regular (N) and mobile backbone nodes (K) in the maximum fair
placement and assignment (MFPA) problem, using ILOG CPLEX 9.020.
this problem is:
max cijxN+i,t
i= 1...Kj= 
...Ni
subject to E = Xj,k
(i,j)Ed (j,k)EdW
0 < Xij < 1
0 XN+i,t Yi
E yi=K
i=1...M
(3.8a)
(3.8b)
(3.8c)
(3.8d)
(3.8e)
V (i, j) E
i = 1...M
where the multigraph has been modified to include all possible mobile backbone node
locations i = 1 ... M, each of which is "activated" via a binary variable yi.
Table 3.2 compares the computation time of the search-based method described by Al-
gorithm 2 with the MILP-based method described by Eq. 3.8. As the table indicates, the
MILP-based method tends to outperform the search-based method for problems of moder-
ate size. However, if the application in which the algorithm will be used involves a fixed
number of mobile backbone nodes and an unknown (and possibly very large) number of
regular nodes, it may be desirable to use the search-based method due to the fact that the
computation time of this method is polynomial in the number of regular nodes, unlike that
of the MILP-based method. However, this benefit did not appear for the problem dimen-
sions considered in this thesis (see Table 3.2).
N K MILP Algorithm Search-based Approach
3 2 5.2 sec 1.8 sec
4 2 10.8 sec 18.5 sec
5 2 21 sec 82 sec
6 2 37.8 sec 298.6 sec
6 3 55.8 sec > 30 min
8 3 174.6 sec > 30 min
10 3 246.0 sec > 30 min
Table 3.3: Relative performance of the greedy heuristic compared to an exact algorithm, in
terms of the fraction of optimal total throughput achieved.
Note that either the search-based method or the MILP-based method can easily be used
to find the best placement and assignment such that all regular nodes are assigned to mobile
backbone nodes. Depending on how the data rate is modeled as a function of distance, this
may or may not be the configuration that results in the greatest total throughput or utility.
3.3.4 Greedy heuristic
As in Section 3.2, a greedy procedure for mobile backbone node location selection, where
the mobile backbone node location that yields the greatest improvement in the maximum
cost flow is selected in each round of selection, yields good empirical performance with
improved theoretical computation time (polynomial in N and K). However, in this case
the computation time is not seen to be greatly reduced in practice. Table 3.3 summarizes
the average performance of the greedy heuristic relative to that of the exact algorithms
described in Section 3.3.1 for a set of randomly-generated problems of various sizes.
3.3.5 Time Division Multiple Access (TDMA)
In many applications, regular nodes can adjust their transmission power such that mobile
backbone nodes receive transmissions at the same power level from all regular nodes. How-
ever, this is not always possible. In some applications, regular nodes simply "share" the
limited resource of the channel to the mobile backbone node. One way in which multiple
agents can cooperatively utilize a shared communication medium is through the use of a
N K Relative Performance
of Greedy Approach
3 2 0.98
4 2 0.98
5 2 0.97
6 2 0.96
6 3 0.96
8 3 0.99
10 3 0.97
time division multiple access (TDMA) protocol.
A TDMA protocol involves scheduling communications between regular nodes and
mobile backbone nodes such that the communication channel is efficiently utilized and
allocated among regular nodes. This section makes the following assumptions:
1. Each regular node can transmit to at most one mobile backbone node at a time.
2. Each mobile backbone node can receive from at most one regular node at a time.
3. Each regular node has a finite amount of data available to transmit. Otherwise, an
optimal schedule would assign only the nearest regular node to communicate with a
particular mobile backbone node, for any placement of mobile backbone nodes.
4. There is a finite time horizon over which all communications must take place. Oth-
erwise, all available data could eventually be communicated for any placement of
mobile backbone nodes.
The problem of interest in this section is to place mobile backbone nodes while simultane-
ously scheduling communications from regular nodes to mobile backbone nodes, such that
the total amount of data communicated is maximized. As in Section 3.3.1, the problem can
be decomposed into a placement subproblem and a scheduling subproblem. This section
will focus first on the scheduling subproblem.
3.3.6 Scheduling subproblem
As described above, a feasible schedule of communication from regular nodes to mobile
backbone nodes allows each regular node to transmit to only one mobile backbone node at
a time, each mobile backbone node to receive from only one regular node at a time, and all
communications to take place within a finite window of time (for convenience, this window
is normalized to unit length). As a first step toward developing a feasible schedule, we first
solve the simpler problem of finding an optimal allocation of transmission time for each
regular node/mobile backbone node pair in which the only constraint is that the total time
that any agent spends transmitting or receiving is at most one. This allocation can be found
via the following linear program:
N K
max Ynktnk (3.9a)
n=lk=l
N
subject to tnk < 1 k= 1,...,K (3.9b)
n=1
K
, tnk < 1 n = 1,...,N (3.9c)
k=
K
S7nktnk _ dn n = 1...N (3.9d)
k=l
This linear program can be interpreted as solving a maximum flow problem on a gen-
eralized network such as the one shown in Figure 3-12, subject to side constraints limiting
the total transmission time of each regular node to one. In a generalized network, each
arc has a factor y associated with it. If one unit of flow enters the arc, y units of flow exit
it. In this case, all arcs have y = 1 with the exception of the arcs connecting the nodes
representing regular nodes to the nodes representing mobile backbone nodes. The values
of gamma for these nodes represent the data rates that can be achieved from the regular
nodes to the mobile backbone nodes. Then, the goal of this problem is to transmit as much
data as possible from the regular nodes to the mobile backbone nodes (3.9a), subject to the
constraint that each regular node transmits for a total of at most one time unit (3.9b), each
mobile backbone node receives for a total of at most one time unit (3.9c), and no regular
node transmits more data than it has available (3.9d). The variable t represents flow, while
d, represents the total amount of data available to transmit from regular node n.
The question of whether such an optimization can be used to generate a feasible com-
munication schedule (i.e., one in which each regular node is transmitting to at most one
mobile backbone node at any given time and each mobile backbone node is receiving from
at most one regular node at any given time) in computationally tractable time is fundamen-
tally related to the issue of preemption.
Preemption is an important notion in the machine scheduling literature. In machine
scheduling problems, a set of jobs require processing on a set of machines. In a preemptive
schedule, a job can be interrupted during its execution on a particular machine, another job
cap;
ts
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Figure 3-12: The network flow problem corresponding to the scheduling problem. Ca-
pacities of all arcs are equal to one, except the arcs originating at the source, which have
capacities dl,..., dN. Arcs connecting nodes 1,..., N to nodes N+ 1,...,N + K have fac-
tors 7nk All other arcs have unit y (i.e., they are typical arcs).
can utilize the machine for processing, and the original job can later be re-started with no
penalty (i.e., with no increase in total processing time). The relationship between commu-
nication scheduling and preemption can be illustrated through reduction of the communi-
cation scheduling problem to an open shop scheduling problem, a well-known variant of
the traditional machine scheduling problem [21].
In the open shop scheduling problem, each job n E {1,... N} requires processing on
machine k E { 1,... K} for time tnk. No job can be processed by more than one machine
at a time, and no machine can process more than one job at once. Open shop scheduling
differs from other machine scheduling problems, such as job shop and flow shop problems,
in that there is no constraint on the order in which jobs must be completed, or the order
in which jobs must be processed on various machines [21]. Variants of the open shop
problem involve minimizing the time to complete all jobs (called the makespan of the
schedule), completing as many jobs as possible before their respective due dates (possibly
with different release dates for each job), and maximizing the reward collected by time T,
where each job has a given reward.
The relationship between communication scheduling to open shop scheduling is clear:
regular nodes are represented by jobs, and mobile backbone nodes are represented by ma-
chines. Since there is no constraint on which mobile backbone nodes receive particular
pieces of data, there is also no constraint on the order in which regular nodes transmit to
mobile backbone nodes. Therefore, given an allocation of transmission times between reg-
ular nodes and mobile backbone nodes, the problem of scheduling communication between
these nodes can be posed as an open shop scheduling problem.
Previous work has established that if preemption is not allowed, it is NP-hard to gener-
ate an optimal schedule for the open shop scheduling problem [21 ]. However, if preemption
is allowed, it has been shown that there always exists a feasible schedule with a makespan
that is equal to the maximum total time required by any job or machine (in the case of mo-
bile backbone network communication scheduling, the maximum communication time of
any regular node or mobile backbone node) [21]. Moreover, such a schedule can be found
in polynomial time [21]. Thus, if communications can be preempted without penalty, the
linear program in Eq. 3.9 can be used to generate optimal communication times for each
regular node-mobile backbone node pair, such that a feasible communication schedule can
be found in polynomial time.
In the communication scheduling problem, a preemption occurs when one regular node
must stop its transmission to a mobile backbone node so that another regular node can
transmit to that mobile backbone node. Because there is little time lost in the process
of stopping transmissions or switching frequencies, is it not unreasonable to assume that
preemption carries little detriment in the communication scheduling problem.
However, in order to properly interpret the data it receives from the regular nodes, it
is important that each mobile backbone node is able to associate received data with the
particular regular node that transmitted it. A header can be appended to the beginning of
each transmission in order to identify the regular node that transmitted it; however, such
a header inevitably increases the amount of time required to complete the transmission.
If the number of preemptions is large, the total fraction of transmission time devoted to
transmitting headers can become significant. Fortunately, it has been shown that the number
of preemptions that take place can indeed be bounded and is in fact small. Lawler and
Labetoulle demonstrate that at most 4K 2 - 5K + 2 preemptions occur in a time-optimal
schedule (recall the K is the number of machines/mobile backbone nodes); furthermore,
they give a polynomial-time algorithm for constructing such a schedule. 2
Thus, the linear program given by Eq. 3.9 can be modified to ensure that all communi-
cation takes place within the specified timeframe by modifying it as follows:
NK
max Lynktnk (3.10a)
n=l k=l
N
subject to Y tnk _ 1 - (4K 2 - 5K + 2) k= 1,...,K (3.10b)
n=1
K
tnk 1- (4K 2 - 5K + 2)6t n= 1,...,N (3.10c)
k=1
K
Ynktnk < dn n = 1...N (3.10d)
k=1
where 3t is the additional time needed to perform a "handoff" at each preemption, and the
total duration of the timeframe has been decreased by a factor of (4K 2 - 5K + 2)6t. This
factor is constant for fixed K and is therefore particularly appropriate for situations in which
K is known a priori, but the number of regular nodes and the timeframe of communication
may be large.
Note that this formulation is conservative, since in many instances, fewer than 4K 2 -
5K + 2 preemptions will occur. In order to maximize the efficiency of the resulting sched-
ule, one can efficiently search over the possible values for the number of preemptions (us-
ing, for example, a binary search) until the feasible schedule with the smallest number of
preemptions if found.
2The problem addressed by Lawler and Labetoulle, in terms of the communication scheduling problem,
actually minimizes the time required to collect all data from the regular nodes and could easily be used for
this purpose.
3.3.7 Placement
Although the scheduling portion of the problem can be efficiently solved using insights
gained from the open shop machine scheduling problem, the placement portion of the prob-
lem remains challenging. Because each regular node is able to transmit at full power and
achieve its maximum possible data rate to the mobile backbone node to which it is trans-
mitting, the mobile backbone nodes can no longer be restricted to 1-center locations in an
optimal solution. They can instead be placed anywhere in the plane, making the overall
placement and assignment problem a non-convex optimization problem.
By adopting a discretization procedure one can reduce the complexity of the problem
while maintaining a bounded discretization error. Depending on the desired accuracy of
the solution, an e can always be found such that a spatial discretization of possible mobile
backbone node locations at intervals of e, followed by a search over all possible mobile
backbone node placements in which an optimal schedule is found for each placement,
yields a solution in which each regular node is a distance of at most vZE farther from each
mobile backbone node than in an optimal solution. Unfortunately, this approach does not
scale well with the spatial dimensions of the problem. Future research on this problem
should address intelligent selection of candidate mobile backbone node locations.
3.4 Summary
This chapter has introduced the network design formulation of mobile backbone optimiza-
tion, a powerful and intuitive tool for solving network optimization problems under a va-
riety of objectives. Is has then leveraged this formulation to develop new algorithms for
mobile backbone network optimization for the case in which the objective is to maximize
the number of regular nodes that achieve throughput at least zmin, as well as for situations
in which the total throughput (or the utility of the total throughput) is maximized.
For the case in which the objective is to maximize the number of regular nodes that
achieve throughput at least zmin, both an exact MILP-based technique and the first known
approximation algorithm with computation time polynomial in the number of regular nodes
and the number of mobile backbone nodes were described. This approximation algorithm
is based on the submodularity of the objective in the network design problem.
Based on simulation results, this chapter has shown that the MILP-based approach pro-
vides a considerable computational advantage over existing search-based techniques for
mobile backbone network optimization. This approach has been successfully applied to
a problem in which a maximum number of regular nodes are to be assigned to mobile
backbone nodes at a given level of throughput, as well as to a related problem in which
all regular nodes are to be assigned to a mobile backbone node such that the minimum
throughput achieved by any regular node is maximized.
For cases in which a MILP approach is impractical due to constraints on computation
time, the greedy approximation algorithm developed in this chapter presents a viable al-
ternative. This algorithm carries the benefit of a theoretical performance guarantee, and
simulation results indicate that it performs very well in practice.
This chapter has also developed algorithms for maximizing the total throughput achieved
by all regular nodes. Two cases were considered: the case in which all regular nodes trans-
mitting to the same mobile backbone node adjust their transmission power in order to com-
bat the near-far effect, and the case in which all regular nodes transmit at full power, but
schedule their transmissions such that each mobile backbone node receives data from at
most one regular node at a time.
For the case in which regular nodes are able to adjust their transmission power, an
exact algorithm with computation time polynomial in the number of regular nodes was
developed. This algorithm was compared with a second, MILP-based exact algorithm,
as well as with a greedy heuristic algorithm. Simulation results showed that the MILP-
based technique tends to outperform the search-based method in terms of computation time,
although both are most appropriate for problems of moderate scale. The greedy heuristic,
which is most computationally efficient, was demonstrated to perform almost as well as the
exact techniques in terms of total throughput achieved.
For the case in which regular nodes transmit at a fixed power level, reduction to the
open shop scheduling problem facilitated the formulation of linear programming-based
algorithms for optimally allocating transmission times for all regular nodes and mobile
backbone nodes. The linear program was also modified to account for time delays caused
by preemption in the resulting schedule.
In the next chapter, the algorithms presented in Section 3.2 will be extended to the
case in which regular nodes are capable of moving. This will facilitate integration of these
algorithms into an architecture for exploration.

Chapter 4
Mobile Network Optimization and the
Exploration Problem
The problem formulations of the previous chapter assumed that the locations of regular
nodes are fixed a priori and that only the locations of mobile backbone nodes are variable
[16, 50, 51]. This assumption is reasonable for some applications, such as scenarios that
involve mobile agents extracting data from a fixed sensor network. In some previous work,
mobile backbone nodes were deployed to provide communication support for mobile but
uncontrolled regular nodes whose trajectories were known [49]. However, in many applica-
tions the locations of both regular nodes and mobile backbone nodes can be controlled. For
example, consider a cooperative exploration mission being executed by a heterogeneous
team of air and ground vehicles. The ground vehicles can move and can accurately sense
phenomena at ground level, while the air vehicles are more mobile and are better equipped
to communicate over long distances.
This chapter develops a modeling framework and solution technique that are appropri-
ate for problems in which the motion of regular nodes can be controlled. In this framework,
L candidate regular node locations are available a priori, perhaps selected by heuristic
means or due to logistical constraints. Each of N regular nodes (N < L) must occupy one
of these locations, and no two regular nodes can be assigned to the same location. Given an
initial location and a mobility constraint, each regular node is capable of reaching a subset
of the other locations. There are K mobile backbone nodes (K < N) that can be placed
anywhere, a throughput function z is specified, and a desired minimum throughput ,min is
given.
Given these assumptions, the goal of this section is to place both the regular nodes and
mobile backbone nodes while simultaneously assigning regular nodes to mobile backbone
nodes in order to maximize the number of regular nodes that are successfully assigned and
achieve the desired minimum throughput level Tmin, under the given throughput function "r.
Denoting the problem data as Li (the initial locations of the regular nodes) and L (the set of
all locations); and the decision variables as Lr (the selected locations of the regular nodes),
Lm (the selected locations of the mobile backbone nodes), and A (the assignment of regular
nodes to mobile backbone nodes), this optimization problem can be stated as:
max F,(Lr,Lm,A,Z min)Lr,Lm.
subject to Lr E r(Li)
where Fv(Lr,Lm,A, "min) is the number of regular nodes that achieve throughput level Tmin,
given node placements Lr and Lm, assignment A, and throughput function r; and r(Li) de-
notes the set of regular node placements reachable from Li under the regular node mobility
constraints.
In this problem formulation, regular node placement can greatly impact the quality of
the network that can be achieved through mobile backbone node placement and assignment.
Note that other considerations can also come into play when placing mobile backbone
nodes; for instance, sensor data available at some locations can be more useful than sensor
data available at other locations. Considerations such as sensor data quality can be modeled
in the framework presented in this chapter. However, for clarity, this chapter will focus only
on optimizing network throughput under the assumption that all candidate regular node
locations are equally good in other respects.
Additionally, this chapter only considers a step utility function; i.e., regular nodes that
achieve throughput at least ,min have unit utility, and those that do not achieve 'rmin have
zero utility, as in Section 3.2. However, the other results of Chapter 3 also hold in the case
of mobile regular nodes.
N+ 1 N+L +1 N+2L +
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Figure 4-1: The network design problem corresponding to the joint placement and assign-
ment problem for mobile backbone networks, with regular node mobility. Unlabeled arc
capacities are equal to one. For clarity, not all arcs and nodes are shown.
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4.1 Network design formulation
As in Section 3.2, optimal placement of mobile backbone nodes and simultaneous place-
ment and assignment of regular nodes is achieved through the solution of a network design
problem.
The network graph over which this optimization takes place is schematically repre-
sented in Figure 4-1. This graph is constructed as follows: the source node, s, is connected
via an arc of unit capacity to each of a set of nodes N= { 1,... ,N}, which represent the
initial locations of the N regular nodes. Each of these nodes, in turn, is connected via
an arc of unit capacity to a subset of nodes in L= {N + 1,...,N + L}. Node i is con-
nected to node N + j if and only if regular node i can reach sensing location j under its
mobility constraint. Next, each of the nodes in L is connected to a copy of itself in set
L'= {N + L + 1,... ,N + 2L}, and again these arcs are of capacity one. This duplication is
done in order to enforce the constraint that only one regular node can occupy each sensing
location. The portion of the graph described thus far models regular node placement.
The remainder of the graph models mobile backbone node placement, as well as as-
signment of regular nodes to mobile backbone nodes. Each of the nodes in L' is connected
via an arc of unit capacity to a subset of the nodes in M= {N + 2L + 1,...,N + 2L + M},
which represent possible mobile backbone node locations. (Recall that, although mobile
backbone nodes can be placed at arbitrary locations, only M 1-center locations need to be
considered, where M is O(L 3 ).) Node N + L + i is connected to node N + 2L + j if and only
if sensing location i is within the radius of the 1-center associated with j. (Recall that each
1-center location has both a center and a radius associated with it.)
Finally, each node in M is connected to the sink t. The capacity of the arc from node
N + 2L + i to t is the product of a binary variable yi, which represents the decision of
whether to "purchase" this arc, and a constant ci, which is again the floor of the inverse
with respect to cluster size of the throughput function, evaluated at the desired minimum
throughput level, i.e., the maximum number of regular nodes that can be assigned to a
mobile backbone node at location i and achieve the desired throughput level.
Note that any feasible solution to this network design problem represents a feasible
placement and assignment of regular nodes and mobile backbone nodes; likewise, any
feasible placement and assignment of regular nodes and mobile backbone nodes also de-
termines a feasible flow in the graph. Therefore, an optimal solution to this network design
problem yields an optimal solution to the simultaneous placement and assignment problem.
Denote the set of nodes in the network design graph by J" and the set of arcs by d. If
K mobile backbone nodes are available and a minimum throughput level is specified, the
goal of the network design problem is to select K arcs from {N + 2L + 1,...,N + 2L + M}
and a feasible flow xij, (i, j) E c/ such that the s - t flow is maximized. This problem can
be solved via the following mixed-integer linear program (MILP):
N
max x i (4.2a)
xy i=1
M
subject to yi < K (4.2b)
i= 1
xij= x l i  iG J \{s,t} (4.2c)
j:(i,j)e~ 1:(1,i)EQ
Xij 0 V (i, j) E e (4.2d)
xij 1 V (i,j) E : j \ {t} (4.2e)
X(N+2L+i)t 5 yiCi, i {1,...,M} (4.2f)
Yi E {0,1} i {1,...,M} (4.2g)
where the constraints state that at most K arcs (mobile backbone node locations) can be
selected (4.2b), flow through all internal nodes must be conserved (4.2c), arc capacities
must be observed (4.2d- 4.2f), and yi is binary for all i (4.2g).
Figure 4-2 shows an example of a solution to the simultaneous placement and assign-
ment problem with regular node movement. The regular nodes, initially in positions indi-
cated by e, are able to move to other locations (o) within their radii of motion, indicated
by shaded pink circles. This initial configuration is shown in Figure 4-2(a). In an optimal
solution to this problem, shown in Figure 4-2(b), the regular nodes have moved such that
they are grouped into compact clusters for which the mobile backbone nodes can provide
an effective communication infrastructure. The clusters are relatively balanced, in that the
clusters with larger radii tend to have fewer regular nodes, while the more compact clusters
can accommodate more regular nodes and still achieve the desired minimum throughput. In
this example, all regular nodes have been successfully assigned to mobile backbone nodes.
We make the following remarks about this algorithm:
Remark 1: This algorithm is designed to maximize the number of regular nodes that are as-
signed at throughput level rmin. If, instead, the goal is to achieve the best possible minimum
throughput such that all regular nodes are assigned to a mobile backbone node (i.e., to solve
the MFPA problem), it is necessary to solve the MILP problem in Eq. 4.2 O(log(NL)) times
for different throughput values (which result in different values for the ci's in the network
design problem).
Remark 2: If arbitrarily many mobile backbone nodes are available and the goal is to
achieve a desired minimum throughput while utilizing a minimal number of mobile back-
bone nodes, then a MILP problem similar to the one in Eq. 4.2 needs only to be solved
once for the values of ci corresponding to the desired throughput. The problem must be
modified so that the number of mobile backbone nodes used is minimized, subject to the
constraint that the flow through the graph is equal to the number of regular nodes.
Remark 3: It should be noted that the worst-case complexity of mixed-integer linear pro-
gramming is exponential in the number of binary variables. However, this approach per-
forms well in practice. Table 4.1 shows the computation time of the MILP algorithm when
applied to the MFPA problem described in Remark 1. Note that this problem requires
repeated solution of the MILP; for problems that do not require repeated solution of the
MILP, the algorithm is therefore faster. As the table indicates, this method is appropriate
for problems of moderate scale.
4.1.1 Hardness of Network Design
As in Chapter 3, the network design problem formulated in this chapter is NP-hard in
general.
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(a) Initial regular node placement, with radius of motion for each regular node.
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(b) An optimal placement of regular and mobile backbone nodes.
Figure 4-2: A small example of mobile backbone network optimization with limited regular node movement.
Open blue circles represent possible regular node locations, and filled blue circles are the positions of the regular nodes. Shaded pink
circles in the left figure indicate the possible radius of motion of each regular node. In the right figure, mobile backbone nodes, shown
in red, are placed such that they provide communication support for the regular nodes. Each regular node is assigned to at most one
mobile backbone node. Dotted lines indicate regular node motion in this optimal solution. Dashed circles indicate the radius of each
cluster of nodes. In this example, all regular nodes have been successfully assigned to mobile backbone nodes.
Table 4.1: Average computation times for various values of N, K and L, for the MFPA
problem.
Defining a four-layered graph analogously to the two-layered graph in Section 3.2.4,
we have the following theorem:
Theorem 4.1.1 Network design on four-layered graphs is NP-hard.
Proof 4.1.1 The same reduction from K-vertex cover shown in Section 3.2.4 can be made,
with the addition of two layers of "dummy nodes" of cardinality equal to IE , as shown in
Figure 4-3.
4.2 Approximation Algorithm
While the MILP-based algorithm described in Section 4.1 is computationally tractable for
problems of moderate scale, its worst-case computation time is exponential in the number
of binary variables. Therefore, this section develops an approximation algorithm for this
problem that is appropriate for problems of larger scale.
This approximation algorithm is again based on the insight that the number of regu-
lar nodes that can be placed and assigned is a submodular function of the set of mobile
backbone node locations that are selected.
This observation motivates consideration of a greedy algorithm (Algorithm 3) for the
problem of maximizing the number of regular nodes that achieve throughput level ,min,
where both regular nodes and mobile backbone nodes are mobile. Given a network design
graph G, K mobile backbone nodes and M possible mobile backbone node locations, and
denoting by f the maximum flow through G as a function of the set of mobile backbone
node locations selected, this greedy algorithm is:
N K L MILP Algorithm with
Regular Node Movement
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(a) A graph given as input in the K-vertex cover problem.
S
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(b) A four-layered graph in the network design problem to which the K-vertex cover problem is reduced.
Figure 4-3: An example of conversion from a K-vertex cover problem to an network design
problem.
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Algorithm 3
S +-- 0
max flow - 0
for k=1 to K do
for m=1 to M do
if f(S U {m}) > maxflow then
maxflow +- f(S U {m})
m* <-- m
end if
end for
S -- SU{m*}
end for
return S
The following theorem describes the performance of Algorithm 3:
Theorem 4.2.1 Algorithm 3 returns a solution S such that f(S) > [(1 - 1) " f(S*)], where
S* is the optimal solution to the network design problem on G.
Proof 4.2.1 This follows from the observation that all maximum flows through G are inte-
ger, and from the following Lemma:
Lemma 4.2.2 The maximum flow that can be routed through G is a submodular function
of S, the set of arcs that are selected.
For purposes of proving the submodularity of the network design objective function,
the maximum flow problem of Section 4.1 will be reformulated as a set-to-set node disjoint
path problem in a modified version of the maximum flow graph. A set-to-set node disjoint
path problem specification consists of a directed graph, H, and designations of subsets of
the nodes of H as the source set and the destination set. The goal of a set-to-set node
disjoint path problem is to find the maximum number of paths originating in the source set
and terminating in the destination set, such that no node in H is traversed by more than one
path.
The modification of the maximum flow graph to the graph induced by the corresponding
set-to-set node disjoint path problem is accomplished as follows: the s and t nodes are
removed, and node set N remains unchanged. Node sets L and L' are compressed into a
single set L; since the problem under consideration is a node disjoint path problem, there
is no need to enforce the node capacity constraint using a duplicate set of location nodes,
as in the maximum flow problem. Set M is modified in the following way: if a node m EM
in the maximum flow problem has outgoing capacity c, then node set M in the modified
graph itself contains a set of nodes m consisting of c copies of this node, each of which is
connected to the same nodes in L as the original node m. An example of this reformulation
is shown in Figure 4-4.
The source set in this problem is N, and the destination set is M. Note that any configu-
ration of set-to-set node disjoint paths in this modified graph has a corresponding feasible
flow in the maximum flow problem. Likewise, any feasible flow in the maximum flow
problem defines a set of node disjoint paths in the modified problem. Therefore, the maxi-
mum flow in the original problem is equal to the maximum number of node disjoint paths
in the modified problem.
To show that the maximum flow through G is a submodular function of the set of arcs
that are selected, we will prove that the maximum number of node disjoint paths in H is a
submodular function of the set of destination nodes. A restatement of the submodularity
condition is:
f(SU{i,j})+ f(S) f(SU {i})+ f(SU {j}).
The relevant maximum flow graphs for this relation are shown at the top of Figure 4-5:
the sum of the maximum flows through the left two graphs must be less than or equal to the
sum of the maximum flows through the right two graphs.
Converting these maximum flow problems into their equivalent node disjoint path prob-
lems yields the graphs shown at the bottom of Figure 4-5. The submodularity condition
states that the maximum number of node disjoint paths in the left two graphs is at most the
maximum number of node disjoint paths in the right two graphs. Denote these graphs from
left to right by H1, H2, H3 and H4.
We will also make use of the following fact:
Fact 4.2.1 If H is a graph of the form shown in Figure 4-4(b), with source set N and
(a) Graph induced by a maximum flow problem. For clarity, node sets L and
L' present in Figure 3.2.3 have been replaced with a single node set, with the
restriction that at most one unit of flow may traverse each of these nodes.
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(b) Graph induced by a set-to-set node disjoint
path problem.
Figure 4-4: An example of conversion from a maximum
set-to-set node disjoint path problem.
flow problem to an equivalent
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Figure 4-5: Schematic representation of the graphs involved in the proof of Lemma 4.2.2. The top four graphs are for the original
maximum flow problem, while the bottom four graphs are their equivalent reformulations in the node disjoint path problem. For clarity,
not all arcs are shown.
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destination set M, and P is a set of node disjoint paths in H that covers a subset D of the
destination nodes, there exists a maximum set of node disjoint paths P' in H that also covers
node set D.
To see that this is true, consider a maximum set of node disjoint paths P" in G that does
not cover all of the nodes in D, and modify it as follows: for each node i in D that was
covered by P, examine the node from the middle column that was used in P. If this node
is used in a path leading to node j 7 i in P", then the second segment of its path may be
redirected to node i. This operation results in no net gain or loss of node disjoint paths, so
the current solution is still optimal. If the node that was connected to i in P is not used in
P", then the entire path beginning at the source node for the path in P ending in i may be
redirected to i, again with no net gain or loss in total paths. Note that this operation might
uncover a node that was covered in an iteration of the first operation, but this uncovered
node can still be re-covered by a path originating at its source node from P. At this point it
cannot be uncovered again. If this process is repeated, it eventually covers all all destination
nodes that were originally in P, and the modified version of P" remains optimal after the
modification. This modified version of P" is P'.
Lemma 4.2.2 can now be proved.
Proof 4.2.2 Making use of the reformulation of the maximum flow problem as a node dis-
joint path problem, the claim of the lemma can be restated as follows: if Pi denotes a
maximum set of node disjoint paths in graph Hi from Figure 4-5 for i = 1,...,4, and IPil
denotes the cardinality of Pi (i.e., the number of elements from the source or destination
sets covered by Pi), then IP1 + IP21 IP31 + IP41.
Consider a maximum set of node disjoint paths P1 in graph H1, and denote its cardinal-
ity by Ns. Note that P1 is a feasible set of node disjoint paths for graph H2 as well.
Because P1 is feasible in graph H2, there is a maximum set of node disjoint paths in
H2 that covers the same set of destination nodes in S as H1. Call this optimal solution P2.
Denote the number of nodes covered by P2 in node sets i and j by Ni and Nj, respectively.
Then, the total number of node disjoint paths in P1 and P2 is equal to 2Ns + Ni + Nj.
Now consider the set of node disjoint paths obtained by removing the paths ending in
node set j from P2. Note that this set of node disjoint paths is feasible for graph H3, and
its cardinality is Ns + Ni. Likewise, the set of node disjoint paths obtained by removing the
paths ending in node set i from P2 is feasible for graph H4, and its cardinality is Ns + Nj.
Since these sets of node disjoint paths are feasible (but not necessarily optimal)for H3 and
H4, the sum of the cardinalities of maximum node disjoint paths for these graphs must be
at least 2Ns +Ni +N j .
This establishes the submodularity property for the node disjoint path problem under
consideration, and by extension for the maximum flow problem.
Thus, Algorithm 3 is an approximation algorithm with approximation guarantee 1 -
. Additionally, because each round of greedy selection consists of solving a polynomiale
number of maximum flow problems, and there are K rounds of selection, the running time
of Algorithm 3 is polynomial in the number of regular nodes, the number of locations, and
the number of mobile backbone nodes.
4.3 Empirical Computation Time of Exact and Approxi-
mation Algorithms
Two factors impact the complexity of the network flow problem resulting from a given mo-
bile backbone node placement: the mobility of the regular nodes and the value of 'min.
The mobility of the regular nodes impacts the number of arcs in the graph: increased
regular node mobility increases the number of arcs connecting nodes 1,...,N to nodes
N + 1,... ,N + L. The value of rmin impacts the capacity of arcs in the network design
graph: decreased rmi,n increases the capacity of the arcs incident to the sink, up to a maxi-
mum value of N.
Computational experiments were conducted to investigate the impact of these factors
on the empirical computation time of the exact and approximation algorithms. Figure 4-6
shows the average computation time of the exact (MILP) algorithm on a set of 20 randomly-
generated problems, for L = 20, N = 10, K = 3. Regular node mobility and 'rmin were
varied for each case. Regular node mobility ranges from zero, to a value large enough
such that a regular node in the middle of the area to be explored can reach any point in
the area. rmin varies from a value such that most mobile backbone node locations can
only accommodate a single regular node, to very small values that result in many mobile
backbone node location being able to handle N regular nodes. (Note that even if many
regular nodes can be accommodated, only those that are covered can actually be assigned.
That is, even if the capacity of an arc incident to the sink in the network design graph is
very high, the actual volume of flow it can receive is limited to the number incoming of
arcs incident to its origin node.)
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Figure 4-6: Average computation time for various values of regular node mobility radius
and min,.
As Figure 4-6 indicates, average computation time is highest for relatively low regular
node mobility and low 'rin. As shown in Figure 4-7, the greatest increase in computation
time generally occurs when not all regular nodes can be assigned, indicating that increased
regular node mobility for a given ,min results in an "easier" problem.
Figure 4-6 is an average of many problem instances. Closer examination of a single
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Figure 4-7: Average number of regular nodes assigned for various values of regular node
mobility radius and 'rin.
problem instance reveals that typically, only a few values of the regular node mobility
radius and zrmin result in excessively high computation times, while computation times are
quite low for most values of the regular node mobility radius and rin. Figure 4-8 shows
an example of this phenomenon, for a single problem instance. Fortunately, for the cases
in which the computation time of the MILP algorithm was excessively high (greater than
1000 seconds), the approximation algorithm was able to assign as many regular nodes as
the exact algorithm in less than 10% of the computation time, for all cases considered.
4.4 Variably Valuable Sensing Locations
Thus far, the objective function considered in this chapter has reflected uniformly valuable
sensing locations. That is, the objective has been to maximize the number of regular nodes
that achieve throughput at least zmin, regardless of where these regular nodes are placed.
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Figure 4-8: Computation time for various values of regular node mobility radius and "min,
for a single problem instance.
However, in many sensing applications, and in the cooperative exploration problem in par-
ticular, information generally is not distributed uniformly in the environment. The network
design problem can be modified in order to model the non-uniform value of measurements
taken from various locations. In particular, the objective is changed from a maximum flow
objective to a maximum cost flow objective. For example, the graph shown in Figure 4-1
can be modified such that the arc connecting node N + i to node N + L + i has cost wi,
reflecting a value of wi for location i. This modified graph is shown in Figure 4-9.
The resulting network design problem is
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Figure 4-9: A network design graph for the case of variably valuable sensing locations.
Weights wl,..., wL reflect the values of the sensing locations.
1
Lmax WiXN+i,N+L+i (4.3a)
x,y i=1
M
subject to yi < K (4.3b)
i=1
xij= C li i J \{s,t} (4.3c)
j: (ij) E 1:(l,i)E d
xij 0 V (i, j) E (4.3d)
xij < 1 V (i, j)E d :j E J \ {t} (4.3e)
X(N+2L+i)t yici, i {1,... ,M} (4.3f)
yi E {0,1} iE {1,...,M} (4.3g)
where the objective is to maximize the weighted flow x (Eq.4.3a). The constraints state that
at most K arcs (mobile backbone node locations) can be selected (4.3b), flow through all
internal nodes must be conserved (4.3c), arc capacities must be observed (4.3d - 4.3f), and
yi is binary for all i (4.3g). Once again, for a given specification of the y vector, an integer
optimal flow x always exists.
Computational experiments were conducted in which 25 locations were assigned ran-
dom values in [0, 1], and five regular nodes and two mobile backbone nodes were optimally
placed and assigned. On average, the algorithm that accounted for these values visited lo-
cations that were 57% more valuable than those visited by the algorithm that assigned all
locations the same value.
4.5 Application to Cooperative Exploration
This section applies the techniques developed in the previous sections to a cooperative
exploration problem. Consider a situation in which a set of L locations are to be visited and
sensed by regular nodes, and the sensor data taken by the regular nodes is to be transmitted
to the mobile backbone nodes. A location is successfully visited at time t if the following
conditions are met:
* The location is occupied by a regular node ni at time t.
* Regular node ni is assigned to a mobile backbone node at time t.
Once a location has been visited, it remains visited for all future time. Our goal is to
minimize the time required to visit all locations.
This problem can be formulated as a MILP; however, even for small numbers of loca-
tions and regular nodes, the problem rapidly becomes computationally intractable. There-
fore, we turn our attention to heuristic and approximate algorithms.
First, consider a 1-step lookahead (i.e., greedy in time) algorithm (Algorithm A) based
on a slight modification of the MILP technique described in Section 4.1. At each time step,
the algorithm positions both regular nodes and mobile backbone nodes in order to maximize
the number of unvisited locations that are visited. This is accomplished using the MILP
described in Section 4.1. In the case that no regular node is able to reach an unvisited
location in a particular iteration, a simple greedy algorithm can become "stuck" and make
no further progress because no regular node has any incentive to move. Therefore, if a
subset of the regular nodes is unable to reach any unvisited locations, they simply move to
the locations that minimize the sum of their distances to the remaining unvisited locations,
where distance is calculated as the number of steps that need to be taken in the accessibility
graph. This modification guarantees that all locations will be visited in finite time.
For comparison, a second 1-step lookahead algorithm is also considered. This algo-
rithm (Algorithm B) is based on existing techniques that cannot accommodate controlled
regular node motion. In this algorithm, regular nodes are greedily positioned on unvisited
locations, and mobile backbone nodes are then optimally placed in order to provide com-
munication support for the regular nodes occupying unvisited locations. Again, regular
nodes that cannot reach unvisited locations are moved to the locations that minimize the
sum of their distances to the remaining unvisited locations.
The key difference between these two algorithms is that Algorithm A optimizes over
both the placement of regular and mobile backbone nodes as well as the assignment of regu-
lar nodes simultaneously, while Algorithm B treats regular node placement and assignment
sequentially, resulting in degraded performance.
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Figure 4-10: Performance of two 1-step lookahead algorithms (Algorithm A and Algo-
rithm B) for the exploration problem, in terms of the fraction of locations visited as a
function of time.
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4.5.1 Empirical Performance Analysis
Figure 4-10 illustrates the typical performance of these 1-step lookahead algorithms on a
particular example problem. A set of 25 locations were randomly generated in the plane
according to a uniform distribution, and five regular nodes were randomly assigned to initial
locations. Two mobile backbone nodes were available to collect data from the regular
nodes. The red (dash-dot) line represents the percentage of the locations that were visited
as a function of time when Algorithm A was used. The blue (dashed) line represents the
same quantity when Algorithm B was used.
The upper black line in Figure 4-10 is a theoretical upper bound on performance: this
line depicts the fraction of locations that would be visited if every regular node were suc-
cessfully placed at an unvisited location and assigned to a mobile backbone node at every
time step. In many cases this level of performance is not achievable by any algorithm; this
upper bound is considered due to the intractability of solving the problem to optimality.
The lower black line represents the level of performance that would be achieved if every
mobile backbone node covered only one regular node on an unvisited location at each time
step. This is a lower bound on performance if the regular nodes are unconstrained in their
movement (i.e., a regular node can reach any location from any other location in a single
time step); otherwise, it is not a bound, but it is an interesting point of comparison by which
to judge algorithms.
As shown in Figure 4-10, simultaneous placement and assignment of regular nodes and
mobile backbone nodes tends to significantly outperform sequential placement of these
nodes in terms of total time required to visit all locations, as well as in the percentage of
locations that have been visited at times prior to the completion time.
Figure 4-11 shows the same quantities as Figure 4-10 for a different problem instance,
with the addition of the approximate versions of Algorithm A and Algorithm B (shown
with dotted lines). As the figure indicates, both approximation algorithms perform quite
well compared to their exact counterparts. In this case, the performance of the approximate
version of Algorithm B coincides with that of the exact version.
To verify that these trends hold over many problem instances, the performance of the
two 1-step lookahead algorithms was examined for 100 randomly-generated sets of initial
conditions. On average, Algorithm A significantly outperformed Algorithm B, both in
terms of total time to visit all locations and in terms of the percentage of locations that
were visited at any particular time. At the theoretical minimum time at which exploration
might have been completed by an optimal algorithm (t = I4L), Algorithm A had visited an
average of 72% of the locations, while Algorithm B had only visited 57% of the locations.
An approximate version of Algorithm A in which the MILP optimization was replaced with
the polynomial-time approximation algorithm developed in Section 4.2 had visited 67% of
the locations.
It is also of interest to examine the time-discounted performance of both algorithms,
since information gathered from uncertain environments is generally more useful when it is
received earlier rather than later. The average time-discounted reward earned by both 1-step
lookahead algorithms was calculated for the randomly-generated instances described in the
previous paragraph, where the reward at time t is simply the total number of locations that
have been visited at time t, discounted by a factor of a t, where a < 1. Figure 4-12 shows
the relative improvement in total discounted reward obtained by the exact and approximate
versions of Algorithm A over Algorithm B, evaluated at t = [!], for various values of
a. As the graph indicates, Algorithm A achieved a discounted reward that was 35 - 45%
greater than that of Algorithm B for values of a > 0.5, and the approximate version of
Algorithm A achieved a discounted reward 25 - 35% greater than that of Algorithm B.
To examine the time-discounted performance of Algorithm A in the case of variably
valuable sensing locations, computational experiments were performed in which locations
were assigned random values in [0, 1]. Figure 4-13 shows the relative improvement in
total time-discounted reward when values of locations are taken into account, as described
in Section 4.4. As Figure 4-13 indicates, accounting for locations' values in Algorithm A
results in a 15 - 30% improvement in total reward accumulated by time t = L ], depending
on the value of a used.
Figure 4-11: Performance of the exact and approximate versions of Algorithm A and Al-
gorithm B, in terms of the fraction of locations visited as a function of time.
Figure 4-12: Average improvement in time-discounted reward of the exact and approximate
versions of Algorithm A, relative to the time-discounted reward of Algorithm B.
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4.5.2 Theoretical Performance Analysis
As described previously, there are two complicating aspects of the exploration problem un-
der communication constraints. One is the issue of motion planning, which is a difficult
problem even when communication constraints are neglected. The other is the impact of
communication constraints, as considered in this chapter. To isolate the effect of commu-
nication constraints on the efficiency of exploration, we assume for purposes of analysis
that the regular nodes are unrestricted in their movement, i.e., a regular node can reach any
location from any other location in a single time step. In this case, a trivial upper bound on
the time required to visit all locations is T < [L], but a tighter upper bound can be found.
First, note that the total number of locations visited is a submodular function of the
set of configurations of regular nodes and mobile backbone nodes that have been realized,
where a configuration of regular nodes and mobile backbone nodes includes both their lo-
cations and the assignment of regular nodes to mobile backbone nodes. This is easy to
see: if a measurement is taken from configuration j, this measurement cannot increase the
total number of locations visited by a greater quantity if measurements have already been
taken from configurations S U {i} than if measurements have been taken from configura-
tions S, since the measurement taken from configuration j may involve locations that are
also measured in configuration i.
Using this insight, one can derive a performance bound on the time required to ex-
plore all locations using an exact 1-step lookahead approach such as Algorithm A. Let
T* denote the time required to visit all locations using an exact algorithm. Because of
the submodularity property, at time t = T*, a greedy algorithm will have visited at least
[(1 - (1 - )r*)L] < [(1 - !)L] locations. Furthermore, at each time t > T*, the greedy
algorithm can visit at least K new locations (assuming that K locations remain to be vis-
ited). So, the time required to visit the remaining locations is at most
L -[( - )L] L + L( -1 )L
K K
K
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This yields an overall bound for the time T required to visit all locations of
T min [k1] T*+ L I1 ,
which means that although even an exact algorithm may take up to [ 1 time steps to
completely explore all locations, a greedy algorithm is guaranteed to take no longer thanF fl] more time steps than an exact algorithm, up to a maximum of [ ] total time steps.
This bound could be used, for instance, when an approximate solution to the problem
has been obtained and it is desirable to determine the amount by which this solution might
be improved by expending additional computational effort to increase the horizon of the
limited lookahead algorithm.
4.6 Integration into an Exploration Algorithm
Section 4.5 developed algorithms for visiting pre-defined sensing locations. This section
demonstrates how the algorithms developed in Section 4.5 can be combined with existing
algorithms to create an overall architecture for exploring a given area using a given sensor
footprint in a communication-sensitive manner.
4.6.1 Measurement Location Selection
The primary goal of the algorithms described in this section is to cover an area of interest
as efficiently as possible. A related problem is that of minimizing the number of (station-
ary) sensors placed such that an entire area is covered. The difference between these two
problems is that in the context of exploration (dynamic coverage), measurements are taken
sequentially rather than simultaneously. However, algorithms designed to minimize the
number of stationary sensors deployed also serve the purpose of minimizing the number of
measurements that need to be taken by mobile sensors.
In addition to coverage of the area of interest, accessibility of the sensing locations
by mobility-constrained regular nodes is also a concern in the exploration problem. In the
framework described in this chapter, regular nodes can move from one location to another in
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a single time step if these locations are within the radius of movement r of the regular nodes.
Thus, each location must be within a distance of r of at least one other location in order
to be accessible. Fortunately, algorithms that guarantee connected coverage of stationary
sensor networks (in which communication connectivity rather than physical separation is
the primary concern [24]) can easily accommodate this constraint.
Although a number of algorithms for sensor placement exist, this section utilizes a cov-
erage algorithm proposed by Kar and Banerjee [24]. This algorithm was selected because
it is designed to create a connected network, and because it is a computationally efficient
algorithm that carries a theoretical performance guarantee. This performance guarantee
bounds the ratio of the density of sensors placed by this algorithm to the density of sensors
in an optimal solution. In particular, this ratio is at most 2.693(1 + 2.23Lr), where L is the
diameter of the region to be covered, r is the sensing and movement radii of the regular
nodes (for simplicity, these radii are assumed to be equal, although this is not necessary),
and A is the area of the region to be covered, where A > 7rr 2 [24].
The algorithm described by Kar and Banerjee works as follows: for an infinite plane,
a near-optimal configuration of nodes is derived. The density of nodes in the approximate
solution is within 3% of the optimal density. This pattern consists simply of strips of
sensor nodes, tiled such that they form a dense packing, with one additional strip placed to
guarantee connectivity. In the case in which the area to be covered is finite (rather than an
infinite plane), the nodes that intersect this finite area are selected, and final strip is simply
placed such that it intersects all other strips used. Figure 4.6.1 shows examples of these
tilings.
The algorithm described by Kar and Banerjee assumes a convex sensing region. Since
the regions of interest in practice can be nonconvex, it is necessary to first decompose the
region into a set of convex subregions. This problem is referred to as convex decomposition.
4.6.2 Convex Decomposition
Given a nonconvex polygon, a convex decomposition algorithm divides the polygon into
convex subregions. Many such algorithms exist; for example Keil [25] uses dynamic pro-
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Figure 4-13: Relative improvement in total time-discounted reward when values of loca-
tions are taken into account.
(a)
Cgion
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Figure 4-14: Sensor tilings for connected coverage. (a) A single strip of sensors. (b) A
tiling of sensors for an infinite plane. (c) A tiling of sensors for a finite region. Figure is
taken from Ref. [24].
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gramming techniques, modified to improve their efficiency, to decompose polygons into a
minimal number of convex subregions.
In general, the region of interest will not be polygonal but can instead contain obstacles
or regions that do not need to be sensed. However, heuristic techniques exist to divide
arbitrary regions into simple polygons.
4.6.3 Example
To demonstrate the use of these algorithms in the context of cooperative exploration, a small
example is provided. The area shown in Figure 4-15 is given, with obstacles shown as red
rectangles. This area is then subdivided into convex polygons using a heuristic technique
applicable to rectangular regions containing rectangular obstacles: vertical boundaries ex-
tend from each obstacle's vertices, thus dividing the area into finitely many rectangular
regions. Next, each of these regions is covered by sensors using the algorithm of Kar and
Banerjee, as shown in Figure 4-16. Figure 4-16 shows these sensors with their sensing
radii; for clarity, the sensing locations are shown without radii in Figure 4-17. Finally, Fig-
ure 4-18 shows the connectivity of these locations with regard to regular node movement:
a line connects two locations if a regular node can reach one location from another in a
single time step.
Once a problem has been preprocessed in this manner, it can be used as input to the
algorithm described in Section 4.5.
4.7 Summary
This chapter presented a generalization of existing mobile backbone network problems that
models the motion of both controlled regular nodes and mobile backbone nodes. A MILP-
based exact solution to this problem was shown to perform well in practice for problems of
moderate size, and a polynomial-time approximation algorithm was given for larger prob-
lems. The performance of a 1-step lookahead algorithm based these techniques was given
for a cooperative exploration problem in which sensing locations are given a priori, and a
performance bound was established for a special case of this exploration problem. Finally,
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Figure 4-15: An area to be explored. Obstacles are indicated
be explored is divided into convex polygonal subregions.
by red rectangles. The area to
Figure 4-16: Each subregion is covered by sensing locations, and sensing locations are
placed to connect the subregions. Sensing radii are indicated by circles.
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Figure 4-17: Sensing radii have been removed for clarity.
Figure 4-18: Lines connect locations that are accessible by regular nodes in a single time
step.
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the algorithms developed in this chapter were integrated into an exploration technique that
takes a given area to be explored, divides it into convex subregions, and places sensing loca-
tions within these subregions such that the entire area is covered, and all sensing locations
are reachable by regular nodes.
107
108
Chapter 5
Transmission Subproblem
Chapters 3 and 4 of this thesis focused on network optimization while taking an abstract
view of the actual information being transmitted. In contrast, this chapter examines the
problem of optimally utilizing available communication capacity. In the context of coop-
erative estimation, this chapter develops algorithms for selecting pieces of information for
transmission among agents.
5.1 Model
Exploration is, in essence, an information-gathering process. If a probabilistic representa-
tion of the map estimate is assumed [56], the quality of a map estimate can be expressed
as its Shannon entropy, or the degree to which the probability distribution of feature loca-
tion estimates is compact or spread out. In the case of a Gaussian distribution, the entropy
of the distribution is also related to the mean squared error of the estimate, a quantity of
importance in control applications. Therefore, entropy is the quality metric used for this
work.
The centralized version of the mapping problem can be expressed as a minimization of
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entropy, subject to an energy constraint:
min UT (mit,sit, cit) (5.1)
mit, sit,cit
n T
subject to C E(mit, sit, cit) < Emax (5.2)
i=1 t=0
where mit denotes agent i's motion at time t, sit denotes agent i's sensor measurements at
time t, cit denotes agent i's communication to other agents or to a central repository at time
t, UT denotes entropy at a central repository at the final time T, and E denotes energy.
Note that although total energy is minimized in this formulation, other formulations are
also of interest, including minimization of the maximum energy expenditure by any agent.
An alternative problem formulation involves minimizing energy expenditure subject to an
entropy constraint:
n T
min E E(mit,sit,cit) (5.3)
mit,si,cit i=1t=O
subject to UT(mit,sit,cit) < Umax (5.4)
It is desirable that a solution to this problem scale well with the number of map fea-
tures, the spatial dimension of the map, and the number of agents performing the explo-
ration. However, it rapidly becomes intractable to solve this problem to optimality for
large numbers of agents, and communication limitations make it impractical for a central
decision-maker to maintain adequate communication with all agents across large distances.
In order to ensure scalability it is therefore appropriate to consider heuristic or approxima-
tion algorithms for decision-making.
5.2 The Static Problem
A first step toward developing a sequential decision-making algorithm is understanding the
implications of a single decision. In the case of deciding the amount of energy to expend
making communication transmissions in the exploration problem, one must know (or have
an estimate of) the entropy reduction that can be realized for a given amount of information
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transmitted before deciding whether it is worthwhile to transmit this amount of data. This
prompts the question: what is the maximum amount of information that can be gained by
transmitting a quantity of data using throughput not more than B?
To answer this question, this chapter examines the inter-agent communication problem
in a static sense. It is a challenging problem to decide, for a single pair of agents in a single
time step, what information should be communicated between them in order to minimize
the entropy of the agents' probability distributions after incorporating the communicated
information.
In the problem under consideration in this chapter, two agents jointly estimate the loca-
tion of a number of stationary features. Without loss of generality, one agent is designated
as the sender and the other the receiver. Both agents represent their feature estimates as
Gaussian distributions, in the information (inverse covariance) form. It is assumed that the
sender has a perfect estimate of the receiver's information matrix, and the goal is simply to
choose the most beneficial elements of the receiver's own information matrix to send to the
receiver. The utility of information is evaluated in terms of the reduction in entropy of the
estimate, which in the Gaussian case is represented by
1 1
U I log[(27re)n det(P) ]= [log((2 + e)n) log(|det(P) )] (5.5)2 2
1 1 1
= [log((27e)) + log( det(Y- 1) )] -= [log((27re)n) + log( )]det(Y)  (5.6)
= [log((27e)n ) -log( det(Y)|)] (5.7)
2
where P is the receiver's covariance matrix, and Y is the information matrix, after the
receiver has incorporated the information transmitted by the sender.
It is assumed that it is not possible for the agents to exchange an arbitrarily large amount
of information. In particular, the sender has a limit on the amount of information that can
be sent, denoted by B. For simplicity of modeling, assume that each element of the infor-
mation matrix requires a single unit of throughput to send. There is also a certain amount
of communication overhead required to provide the receiver with labels describing which
diagonal elements are being sent, and this cost is modeled as one unit of throughput per
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diagonal element. (It is assumed and both agents are estimating the location of a common
set of features, and that they share a system for labeling them.) Note that for a given set
of diagonal elements to be communicated, the sender must choose whether to send infor-
mation about off-diagonals, compounding the difficulty of the problem. Given the entropy
metric and the throughput cost model, if the covariance intersection algorithm is used to
combine the receiver's information matrix with the transmitted submatrices, the sender's
problem is
minimize cTx + log(det(Y (x) 1))
subject to Y(x) > 0
M
Y(x) = xiyiYi
i=O
M
_yiBi < B (5.8)
i=1
yi E {0, 1} i= 1,...,M
yo = 1
0 < xi < 1 i = , ..., M
M
xi 1
i=O
where Yo is the receiver's initial information matrix; Yi is the it h candidate submatrix, ex-
tracted from the original information matrix as described in [38] and in Chapter 2; yi is a
binary decision variable indicating that the it h submatrix is selected for transmission; xi is
the weighting coefficient used in the covariance intersection algorithm; Bi is the throughput
requirement of transmitting submatrix Yi; N is the number of map features; and M is the
number of submatrices of the information matrix.
This problem rapidly becomes difficult as the number of features to be mapped in-
creases. For an N x N information matrix, the number of possible combinations of diagonal
elements that could be sent is 2N . Given a selection of diagonal elements, there is also a
decision to be made regarding which cross-correlation terms should be sent. Thus, the op-
timal set of data to transmit cannot be found through brute force search. A more intelligent
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strategy is needed, and we turn our attention to this topic.
5.2.1 Block-Diagonal Case
We first consider the case of a natural measurement scenario that results in a structured
information matrix that is not fully populated. Assume that a mobile robot, the location
of which is adequately known (through GPS or other means), is taking measurements of
feature locations using a noisy sensor. In this example, bearing-only measurements of
feature locations are taken by means of a camera whose exact angle relative to the robot is
not known, but is only estimated.
If the locations of the features are being estimated in a two-dimensional plane, the x
and y locations of each feature are correlated through the uncertainty in the camera an-
gle when measurements of the feature are taken. Because the robot's location is known,
however, there is no correlation from feature to feature. Thus, the information matrix is
block-diagonal with 2 x 2 blocks:
al cl 0 0
cl bi 0 0
0 0 a2 C2 ...
0 0 C2 b 2
(5.9)
Recall that the term in the entropy equation that can be altered is log(det(P)), which is to
be minimized, or equivalently log(det(Y)), which is to be maximized. Because there are
exponentially many possible values for Y, it is typically not feasible to solve this problem
optimally, nor is there an obvious approximation algorithm for this problem. For the case
of a block diagonal matrix, however, the objective decomposes into a sum of terms:
((al cl a2 C2 m Cm )
log(det(Y)) = log +log +...+log c (5.10)
Cl bl C2 b2 Cm bm
For each block in this matrix, there are five possible decisions that can be made by the
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Y =
sender. The sender can transmit:
1. Information about a only,
2. Information about b only,
3. Information about a and b with no off-diagonal information,
4. Information about a and b coordinates with cross correlation information, or
5. Nothing at all.
Under our communication model, the possible transmissions would require throughputs of
2, 2, 4, 5, and 0 units, respectively, and they would result in estimated reductions in entropy
that are computable given an estimate of the receiver's information matrix. A brute force
approach to solving this problem would still involve searching over O(5 m) combinations of
transmissions. However, because the objective function is now additive, the problem takes
on the form of a multiple-choice knapsack problem.
The multiple-choice knapsack problem is a variation of the traditional knapsack prob-
lem in which each item belongs to one of several disjoint classes, and the goal is to choose
exactly one item from each class such that the total profit of these items is maximized. This
problem is NP-hard, but there exist fully polynomial-time approximation schemes (FP-
TASs) for solving it [26]. In the case of the map communication problem there is an item
class for each feature, and the items correspond to specific decisions that may be made
by the sender. The item weights are represented by the throughput required to send the
information (including zero if no information is communicated about a given feature), and
the values of the items are represented by the expected reduction in the receiver's entropy
resulting from their communication.
Using a dynamic programming-based FPTAS for this problem based on that of Lawler [32],
a performance guarantee of (1 - E) can be achieved with a running time of O(m), where
m is the number of item classes and I is the number of items per class. That is, if the value
of the optimal solution to this problem is E* and the value of the solution generated by our
algorithm is , then it is guaranteed to be the case that
(1 - E)E* < E < E* (5.11)
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if the profits involved are integers, with a straightforward modification necessary in the
case of non-integer profits.
In order to evaluate the performance of this algorithm, it is compared to a simple greedy
strategy. In the greedy strategy, it is assumed that only complete feature submatrices will
be transmitted, i.e. 2 x 2 blocks that lie along the diagonal of the sender's information
matrix. In order to choose blocks to send, the difference in magnitude between the diagonal
elements of the sender's information matrix and the receiver's information matrix is used
as a ranking heuristic, and the block with the greatest total difference is ranked highest.
The performance of these two algorithms for a fixed communication throughput (B =
25) and various numbers of features m, averaged over 20 randomly generated simulation
runs per data point, is shown in Figure 5-1. In these simulations, the locations of m features
are randomly generated in the plane, and two agents take a predetermined series of mea-
surements of them. These measurements have a known uncertainty associated with them,
which allows the computation of an information matrix for each agent.
The running time of the heuristic greedy algorithm is less than the approximation algo-
rithm, and for small numbers of features, the greedy heuristic compares fairly well in terms
of performance. (Note that for B = 25, all data may be sent for very small numbers of fea-
tures presented here.) However, as the number of features increases and a trivial solution is
no longer available, the approximation algorithm surpasses the greedy algorithm in terms
of performance, while the difference in computation time between them remains small. Of
particular note is the variability in solution quality from trial to trial; the small difference in
solution quality for the approximation algorithm contrasts with the high level of variability
in solution quality for the heuristic.
Figure 5-2 compares the performance characteristics of the two algorithms for a fixed
number of features (20) and an increasing availability of communication throughput. In this
case, the approximation algorithm makes better use of increasing availability of throughput,
with little increase in computation time. Again, the approximation algorithm exhibits great
consistency in solution quality due to its performance guarantee, while the quality of the
heuristic solution is highly variable.
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Figure 5-1: The performance of a simple greedy algorithm is compared to that of the fully
polynomial time approximation algorithm developed in this section for various numbers
of features and a fixed communication throughput of 25 units. The top figure depicts the
reduction in the entropy of the receiver's estimate achieved by each algorithm, normalized
by the maximum possible reduction in entropy as given by the performance bound of the
approximation algorithm. Each data point represents an average of 20 randomly-generated
scenarios, and error bars depict the standard deviation of performance over these trials. The
bottom figure depicts the average time required to run both algorithms.
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Figure 5-2: The performance of the benchmark greedy algorithm is again compared to that
of the fully polynomial time approximation algorithm, this time for varying B and and a
fixed number of features, m = 20. The top figure shows the reduction in the entropy of
the receiver's estimate achieved by each algorithm, normalized by the maximum possible
reduction in entropy as given by the performance bound of the approximation algorithm.
Each data point represents an average of 20 randomly-generated scenarios, and error bars
depict the standard deviation of performance over these trials. The bottom figure depicts
the average time required to run both algorithms.
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5.2.2 Fully-Populated Case
The measurement scheme described in the previous section assumed perfect knowledge
of vehicle location in order to arrive at a block diagonal form for the information matrix.
In a more general scenario, the vehicle location is unknown and must be estimated along
with feature locations using the same noisy sensor measurements. This simultaneous lo-
calization and mapping (SLAM) problem naturally leads to a fully-populated information
matrix [61], although many terms are often small in the normalized information matrix.
There exist sparsification techniques that seek to take advantage of the small magnitude of
these values in the normalized information matrix to reach an approximate matrix which is
sparse. However, some of these sparsification techniques produce solutions that overesti-
mate confidence in feature locations [61]. Other sparsification techniques work by manag-
ing the number of terms of cross correlation and do not explicitly manage the size of blocks
in the information matrix. Note that in the previous section, the total number of items in the
multidimensional knapsack problem was 5m because for each 2x2 block, only five possible
choices could be made. If the block size were to increase, however, the number of choices
that could be made would grow exponentially with the dimension of the block. Thus, the
solution technique applied in the previous section does not scale well as the size of the
blocks in the information matrix grows.
The case of a fully-populated information matrix was examined in [38], in which a
single large block from the information matrix containing all diagonal and off-diagonal
information is transmitted. The features selected for transmission are those about which
the sender has learned the most since the previous transmission. However, because of the
constraint that only a single large submatrix is sent, a great deal of throughput is used to
transmit relatively unimportant cross correlation terms in many cases [61].
Two improvements to the approach given in [38] are proposed in this work. First,
rather than evaluate the benefit of sending information by what the sender has learned the
most about since the previous transmission, this work utilizes an estimate of the receiver's
information matrix to evaluate the value of information. It should be noted that such an
estimate is not always available, but when available it should be used to the maximum
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possible benefit. Second, rather than selecting a single large submatrix for transmission,
one could instead select multiple smaller submatrices. Allowing this option causes the
time complexity of the problem to increase greatly, but it also allows a potentially more
intelligent use of scarce communication throughput. Thus, even an approximate solution
to this more difficult problem may lead to improved performance over the existing simple
technique.
Because of the difficulty of solving the more flexible version of the problem, both
heuristics and a relaxation approach are utilized in the submatrix-selection algorithm pre-
sented in this chapter. In order to solve a relaxed version of the problem, work done initially
by Vandenberghe et al. [60] is leveraged. If the sender's problem as stated in Section 5.2 is
relaxed so that the throughput constraint and binary decision variables are eliminated, the
formulation becomes
minimize cTx + log(det(Y (x) 1))
subject to Y(x) > 0 (5.12)
M
Y(x) = xiYi
i=0
0 xi < 1 i= 0,...,M
M
i=0
This formulation, an extension of the semidefinite programming problem, admits an effi-
cient solution to the relaxed version of the problem under consideration [23]. Note, how-
ever, that this formulation includes a decision variable for every possible submatrix of the
information matrix. This is an intractably large number for even moderate numbers of
map features. Thus, some technique must be found for identifying promising candidate
submatrices for consideration in the relaxed algorithm.
Recall that the algorithm in [38] selects a single large submatrix for transmission. We
also allow large submatrices to make up some of the transmission candidates. To allow
flexibility in the size of candidate submatrices, however, candidates of other sizes are also
selected. In this work, large submatrix pairs are also considered in which one submatrix
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takes up approximately two thirds of the available throughput and the other takes up one
third, as well as submatrix pairs in which each submatrix takes up approximately half of
the available throughput.
Selection of these candidate submatrices is accomplished using a stochastic selection
heuristic. Candidate submatrices are generated feature by feature in a probabilistic fash-
ion. The first feature is selected according to a probability distribution determined by the
magnitudes of the differences between the diagonal elements of the sender's and receiver's
information matrices. The next feature is selected according to a distribution based on the
magnitude of the cross correlation between the unselected diagonal elements and the previ-
ously selected element. Subsequent features are selected in the same fashion, according to
a distribution based on the sum of the off-diagonal terms between selected and unselected
terms. This process is repeated until the desired number of features for the candidate have
been selected. The rationale behind this selection heuristic is that it favors the selection of
submatrices containing highly correlated features, which increases the informativeness of
the transmitted submatrix.
Transmitting any of these large submatrices (or submatrix pairs) utilizes most of the
available throughput for cases of interest. However, when significant throughput is left
over, we use the same stochastic selection heuristic to select multiple smaller candidate
submatrices of appropriate size.
Following selection of candidate submatrices, the relaxed problem described above is
solved to decide among these candidates. For each set of large submatrices, the relaxed
problem is formulated with multiple small submatrices. The small submatrices with the
highest weightings in the solution to the relaxed problem are selected for inclusion in a
second instance of the relaxed problem, this time subject to the throughput constraint. In
this second problem, the optimal weightings for the covariance intersection algorithm are
found, and a post-transmission entropy is calculated for this set of submatrices. This pro-
cess is repeated for all large submatrices selected by the stochastic selection heuristic, and
the set of large and small submatrices with the lowest post-transmission entropy is selected
for transmission.
To summarize, the algorithm proposed for the case of a fully-populated information
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matrix consists of the following steps:
1. A set of large candidate submatrices is selected using a heuristic method; in this chap-
ter, a stochastic metric is considered that is based on the magnitude of differences in
the sender's and receiver's information matrices.
2. For each large candidate submatrix (or pair of submatrices), multiple small candi-
dates are generated according to the same heuristic.
3. For each large candidate submatrix (or pair of submatrices) and its associated small
submatrices, a relaxed version of the transmission problem is formulated, and this
problem is solved with no throughput constraint.
4. The small submatrices that received the highest weighting in the relaxed problem are
selected to accompany the large submatrix, and the problem is re-solved to find the
optimal weights for covariance intersection. Entropy for this set of submatrices is
calculated. The submatrices with the lowest post-transmission entropy are ultimately
selected for transmission.
Figures 5-3 and 5-4 depict the performance of this algorithm. As in Section 5.2.1,
the results of a number of randomly-generated scenarios are shown. In each scenario,
sequences of measurements of N features are taken by the sender and the receiver. The
sender then uses the algorithm described above to select information for transmission to
the receiver. Additionally, a slightly modified version of the algorithm developed in [38]
is used as a benchmark. As described above, the features selected in [38] are those about
which the sender has accumulated the most information since the previous transmission.
Because our formulation considers the results of a single transmission, features in the mod-
ified benchmark algorithm are selected based on the magnitude of the difference in infor-
mation between the sender's and the receiver's information matrices, rather than between
the sender's current information matrix and the sender's previous information matrix at the
time of the last transmission. This selection process is similar to that of [38] in that a single
large submatrix is selected.
The metric by which the algorithms are compared is the reduction in the entropy of the
receiver's estimate after incorporating the transmitted submatrices, normalized by the en-
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tropy reduction achieved by transmitting submatrices selected through an exhaustive search
over all large submatrices. That is, a value of 0.9 in these figures indicates that the algo-
rithm in question resulted in a reduction in the receiver's entropy that was 90% as large as
that achieved through exhaustive search; this result would be superior to a value of 0.8, for
example.
In Figure 5-3, the amount of throughput available is held constant at B = 15 units
while the number of map features varies. Note that the algorithm described in this chapter
achieves reductions in entropy that are very close to those achieved through an exhaus-
tive search, even when no small submatrices are considered. When small submatrices are
considered, the algorithm outperforms the exhaustive search over large submatrices by a
significant margin. (An exhaustive search including small submatrices was not performed
due to the excessive time that would be required.) Although the performance of this algo-
rithm is comparable to that of an exhaustive search, its computation time is dramatically
reduced and scales well with problem size.
Figure 5-4 shows the algorithm's performance for varying availability of communica-
tion throughput and a fixed number of features (N = 10). Again, performance is good, and
computation time increases gracefully with problem size.
Figure 5-5 compares the performance of the algorithm presented in this chapter to the
performance of the benchmark algorithm based on that in [38] for maps'of realistic di-
mension (N ranging from 10 to 100). These trials are too large to reasonably include an
exhaustive search, but the relative performance of the two heuristic algorithms is similar to
their performance in the smaller cases, indicating that our algorithm also performs well for
large problems. As the figure indicates, the algorithm developed in this chapter consistently
achieves up to a 35% greater reduction in entropy than benchmark algorithm.
5.3 Summary
This chapter has provided insight into the way to best utilize limited communication capa-
bilities in information-sensitive tasks, as well as the performance one can hope to achieve
with a limited amount of communication capability. While some work has been done in this
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Figure 5-3: As these simulation results indicate, the algorithm developed in this chapter
performs very well, reaching entropies very close to those achieved through exhaustive
search even when no small submatrices are considered, with a great reduction in computa-
tion time. When small submatrices are considered, the algorithm presented in this chapter
outperforms an exhaustive search over large submatrices with almost no increase in com-
putation time.
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- Normalized reducton in entropy with algorithm based on Nettleton
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Figure 5-4: The algorithm developed in Section 5.2.2 also performs well for varying avail-
ability of communication throughput, and again computation time remains low.
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Figure 5-5: The algorithm presented in this chapter continues to outperform the benchmark
algorithm as the number of map features and the availability of communication through-
put increase to realistic magnitudes. Shown is the reduction in entropy obtained by this
algorithm, normalized by the entropy reduction obtained by the benchmark algorithm.
area previously, the algorithms presented in this chapter provide significant improvements
in performance relative to existing techniques, with relatively small increases in computa-
tional complexity.
For the case of a block-diagonal information matrix, a polynomial-time approximation
algorithm that carries a theoretical performance guarantee was developed. This algorithm,
which is based on reduction to a multiple-choice knapsack problem, provides provably
good performance in computationally tractable time. Since block-diagonal information
matrices arise quite naturally in certain sensing models, this algorithm has important prac-
tical applicability.
For the case of a fully-populated information matrix, this chapter has developed a
heuristic algorithm that demonstrates good performance in simulation for problems of re-
alistic complexity. Although it carries no performance guarantee, this algorithm can be
applied to problems in which correlations exist between all pairs of feature locations being
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estimated; thus, this algorithm has very general applicability.
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Chapter 6
Conclusions and Future Work
The ability to explore and map an unknown environment is seen as a capability of
central importance in autonomous robotics, and it is widely acknowledged that in many
instances, this task will be done cooperatively and in a communication-limited environ-
ment. Yet, the impact of limited communication on the fulfillment of this task has not
been adequately studied, nor have algorithms been developed to fully take advantage of the
communication throughput available.
This thesis has made significant contributions to this area, both in terms of network
optimization as the exploration task is being carried out, and in terms of efficient use of
available communication throughput.
6.1 Contributions
The specific contributions of this thesis are as follows. In the area of network optimization,
this thesis has:
* Developed an improved exact algorithm for maximizing the number of regular nodes
that achieve a given minimum throughput level.
* Developed a polynomial-time approximation algorithm for maximizing the number
of regular nodes that achieve a given minimum throughput level.
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* Developed an improved exact algorithm for the MFPA problem - the new algorithm's
computation time is 2-3 orders of magnitude less than existing techniques' for prob-
lems of practical scale.
* Developed an exact algorithm with computation time polynomial in the number of
regular nodes for maximizing the total throughput achieved by all regular nodes, for
the case in which regular nodes adjust their transmission power such that the mobile
backbone nodes receive transmissions at the same power level for all regular nodes.
* Reduced the scheduling problem for a time-division multiple access scenario to an
open shop scheduling problem and developed an LP-based algorithm for finding op-
timal time allocations to maximize total throughput.
* Developed a mobile backbone network optimization technique that can accommo-
date mobile, controlled regular nodes.
* Developed a greedy algorithm for cooperative exploration in mobile backbone net-
works with a performance guarantee (in some cases) and good empirical performance
(in the general case).
In the area of transmission selection, this thesis has
* Formulated the entropy minimization problem in terms of the information filter and
posed optimal data fusion as a semidefinite programming problem.
* Developed a polynomial-time approximation algorithm for minimizing post-transmission
entropy in the case of block-diagonal information matrices.
* Developed a stochastic heuristic for arbitrary matrices that performs well in practice.
6.2 Future Work
The network optimization algorithms described in Chapter 3, while already a significant
improvement over existing techniques, can be made more realistic and more general. For
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example, modifications should be made to ensure that the algorithms perform robustly
in the face of uncertain regular node location information. Additionally, the presence of
obstacles in the environment impacts both the movement capabilities of the nodes, and the
communication throughput achieved. While the impact of obstacles on regular node mobil-
ity is easy to model, determining the impact of obstacles on feasible mobile backbone node
placements and the quality of the resulting solution requires additional work. Additionally,
the throughput functions considered in this work only consider the distance between reg-
ular nodes and mobile backbone nodes and the number of regular nodes assigned, not the
presence of obstacles between regular nodes and mobile backbone nodes.
The exploration algorithms described Chapter 4 are computationally tractable and carry
a performance guarantee for some classes of problems. Future work will extend the analysis
of these algorithms to more general classes of problems and will extend the algorithms
themselves to more realistic communication models. However, the models presented in
Chapters 3 and 4 already represent a significant improvement over the more simplistic,
disc-based models present in the literature.
The transmission selection algorithms described in Chapter 5 provide a good solution
to the static problem described in Section 5.2, but they do not address the dynamic decision
problem set forth in Section 5.1. Future research will utilize the work described in this
thesis in the solution of this dynamic decision problem.
Throughout Chapter 5 it was assumed that the sender possesses an accurate estimate of
the receiver's information matrix, and this has played a key role in the development of the
algorithms presented in this chapter. In practice, the quality of this estimate is unknown.
Future work will examine the degradation of the solution quality with declining accuracy
in the sender's estimate.
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