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ABSTRACT 
L. Kronecker has found normal forms for pairs (A,B) of m-by-n matrices over a 
field F when the admissible transformations are of the type (A,B)+(SAT,SBT), 
where S and T are invertible matrices over F. For the details about these normal 
forms we refer to Gantmacher’s book on matrices [5, Chapter XII]. See also Dickson’s 
paper [3]. We treat here the following more general problem: Find the normal forms 
for pairs (A, B) of m-by-n matrices over a division ring D if the admissible transfor- 
mations are of the type (A,B)+( SAT, SBJ (T)) where J is an automorphism of D. It is 
surprising that these normal forms (see Theorem 1) are as simple as in the classical 
case treated by Kronecker. The special case D = C, J= conjugation is essentially 
equivalent to the recent problem of Dlab and Ringel [4]. This is explained thoroughly 
in Sec. 6. We conclude with two open problems. 
1. INTRODUCTION AND PRELIMINARIES 
Let D be a division ring and J an automorphism of D. Let X and Y be 
right D-vector spaces. An additive map v : X+ Y is J-semilinear if V(X(Y) = 
v (a-)] (a) holds for all x E X and (Y E D. 
We are mainly interested in the category @ whose objects are pairs (u, v) 
of maps X+ Y where X and Y are arbitrary finite-dimensional right D-vector 
spaces, u is linear and v is J-semilinear. We shall write (u, v) : X+ Y when we 
wish to indicate that u and v are maps X-+ Y. If (u, v) : X-+ Y and (u’, 0’) : X’ 
-+ Y’ are two objects, then a morphism (u, v)+(u’, v’) is a pair of linear maps 
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I$ : X+X’ and I/ : Y-+ Y’ such that the squares 
are commutative. It is easy to verify that W is an Abelian category. Our main 
result gives an explicit description of indecomposable objects in 6?. We also 
show that the Krull-Schmidt theorem is valid in &. In the case when D is a 
field and J is the identity, our results coincide with the classical results of 
Kronecker (see [5]). 
Let M,“(D) be the set of all m-by-n matrices over D. It is important for 
us to allow m and n to take also the value zero. If m or n is zero, then 
MT(D) has only one element, which we call the empty matrix of size m by 
n. The empty matrices of diff erent sizes will be considered as dicferent 
matrices. 
If A, B are matrices over D, we define the direct sum of A and B by 
where the O’s are zero matrices of appropriate sizes. 
It is clear now that if A E M,“(D) and B E M:(D) are the empty 
matrices, then A i B is the zero matrix of size m by n. 
Let &’ be the category whose objects are pairs (A,B) where A, B E 
M,“(D) for some m,n > 0. A morphism (A, B)+(A’, B’) is a pair of matrices 
(S, T) such that 
SA =A’T, SB= B’J(T). 
If A,B EM,“(D), A’,B’E MT’(D), then S EM,“‘(D) and T E M,“‘(D). Note 
that J(T) is the matrix obtained from T by applying the automorphism J to 
every entry of T. 
If (S, T) : (A, B)+(A’, B ‘) is a morphism and S and T are square invertible 
matrices, then also (S-l, T-l): (A’,B’)+(A,B) is a morphism and hence 
(S, T) and (S - ‘, T - ‘) are isomorphisms. 
For A E M,“(D) the TOW rank (column rank) is defined to be the 
dimension of the left (right) D-vector space spanned by rows (columns) of A. 
It is well known that the row rank and column rank coincide, and we shall 
call it simply the rank. 
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If A E M,” (D) has rank r, then there exist invertible matrices S and T 
such that 
SAT=Z,+O, 
where L, E M,.‘(D) is the identity matrix and 0 E ME;‘(D) the zero matrix. 
Hence, if (A,B) is an object of 6?‘, then it is isomorphic to (A’,B’), where 
A’= Z,. -i-O, and also it is isomorphic to (A”,B”), where B” = Zs -i-O (T= 
rank A, s = rankZ3). Let u [u] be a linear [J-semilinear] map X+ Y where X 
and Y are finite-dimensional right D-vector spaces. Choose bases 
u= a,,...,u,) ( and b=(b,,...,b,) 
of X and Y, respectively. Every x E X [ y E Y] can be written uniquely as 
x = a[ [ y = bq], where [E M;(D) [v E M;“(D)]. We have 
where A and B are in M,” (D) and are the matrices of u and u with respect 
to a and b. 
If a’ = US and b’ = bT are new bases of X and Y. then 
u(u’[)=u(uS[)=bASt=b’T-‘AS& 
and hence the matrices A’ and B’ of u and v with respect to a’ and b’ are 
A’= T-IA& B’= T-‘BJ(S). 
Thus if (u,v) is an object of &, say (u,v) : X+Y, then by fixing bases in X 
and Y we associate with (u,v) their matrices (A,B), i.e., an object of &‘. By 
changing bases we obtain isomorphic objects of &‘. Hence, if @” is the 
quotient category of 62 whose objects are the isomorphism classes of objects 
of @‘, then we obtain a functor ‘3: &-4?“. If (~,~):(u,v)+(u’,v’) is a 
morphism in & where (u,v) : X+ Y and (u’, v’) : X'+ Y’, then ‘??(~p,$) is the 
isomorphism class of the morphism (S, T) : (A, B)-+(A’, B’) obtained by taking 
matrices of U, v, u’, u’, &I/J with respect to some bases a, a’, b, b’ of X,X’, Y, Y’, 
respectively. It is clear that 3 is an equivalence of categories. 
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Two matrices A,B E M,“(D) are similar [J-similar] if there exists an 
invertible matrix S such that 
B=S-‘AS [B=s-~AI(s)]. 
A square matrix A is imlecomposable under similarity (J-similarity) if it is 
not similar (J-similar) to A, i A,, where A, and A, are square non-empty 
matrices. For known results about J-similarity we refer the reader to N. 
Jacobson’s book [7] and for similarity to a recent paper of P. M. Cohn [2]. 
From now on we shall use pairs (A, B) of matrices in M,“(D) to denote 
an object of &’ and also the corresponding object of @. Our main interest is 
in the category @, and the objects of @’ play only an auxiliary role. 
Let t be a variable over D and let R = D [t; J] be the polynomial ring in t 
which satisfies ta = J(a) t for all (Y ED. Then R is a non-commutative 
principal ideal domain, and it has a ring of right quotients which is a division 
ring. This enables us to talk about the ranks of matrices over R. 
An object (A,B) of &’ can be given by a linear polynomial matrix A + Bt. 
It follows from the definition that two objects A + Bt and A’+ B’t of 6?’ are 
isomorphic if and only if there exist invertible matrices S and T over D such 
that 
A’+B’t=T-‘AS+T-‘BJ(S)t=T-‘(A+Bt)S. 
This shows that we can classify objects of & by reduction in the skew 
polynomial ring R. 
2. MAIN RESULT 
The main result of this paper is contained in the following: 
THEOREM 1. The following 
non-zero indecomposable objects 
Type 1: 
t 1 
t 1 
0 
matrices are representatives in &’ of the 
of@: 
0 
t 1 
of size k by k+l; 
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Type 2: 
Type 3: 
0 
1 
0 
1 
t 1 
Type 4: It + A, where Z is the identity matrix of order k+ 1 and 
A E M,k,:(D) is indecomposable under J-‘-similarity. 
REMARKS. 
(1) The object of @ represented by the matrix A + Bt is indecomposable 
if and only if the object A + Bt of @’ is not isomorphic to a direct sum 
(A,+ B,t) + (A,+ W), 
where neither A, + B,t nor A, + B,t is of size 0 by 0. 
(The zero object of &’ is the empty matrix of size 0 by 0). 
(2) In all four types we have k > 0. When k = 0 we obtain: 
empty matrix of size 0 by 1 (type I), 
empty matrix of size 1 by 0 (type 2) ) 
the matrix (1) of size 1 by 1 (we % 
the matrix (a + t) of size 1 by 1 (type 4). 
ofsizek+lbyk; 
of size k+l by k+l; 
(3) It is easy to construct indecomposable objects of 6? which correspond 
to those objects of &’ listed in the theorem. For instance, the object of type 
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1 is (u, v) : X+ Y, where X and Y are right D-vector spaces with bases 
a=(a,,a,,..., Uk) of x 
b=(b,,...,b,) of Y 
such thatu(u,)=O,u(u,)=bi (l<i<k), u(ui)=bi+r (O<i<k-l),u(u,)=O. 
(4) The four types of indecomposables listed in the theorem are essen- 
tially the same as in the case of the category of pairs of linear maps. In fact, 
if J is the identity automorphism, then we obtain the classical result of 
Kronecker. 
PROPOSITION 2. The matrices listed in Theorem 1 represent indecompos- 
able objects of W. 
Proof, Let A + Bt be of type 1. The corresponding object of 6? is 
(u, C) :X+ Y, where X has a basis a,, a,, . . . , a,, Y has a basis b,, . . . , b,, and u 
and o are given by 
u (4J = 0, u(ui)=bi (l<i<k), 
o(ui)=bi+1 (0 < i < k - l), o(uJ =o. 
Assume that (~,u)=(~‘,v’)~(~“,u”), where (u’,o’):X’-+Y and (u”,D”):X” 
+ Y “. Since Ker u = u,D and Ker u = Ker U’ CBKer u”, we may assume that 
Keru’=u,D and Keru”=O. It follows that U-‘(Y’)=X’. Now u,EX’, 
~(a,)= b,EY’, u(q)= b,, u,EX’ etc. It follows that X’=X and Y’= Y. 
Hence (u, u) is an indecomposable object of &. 
The proof is similar for the other types. 
3. LEMMAS 
Let 
where A, + B,t is of type 1 and size m by m+ 1, and A,+ B,t is one of the 
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following: 
Case 1: of type 1 and size n by n + 1, 
Case 2: of type 2 and size n + 1 by n, 
Case 3: of type 3 and size n by n, 
Case 4: of type 4 and size n by n. 
We have 
A,+B,t A,+B,t+(A,+B,t)Y+X(A,+B,t) 
= 
0 A, + B,t 1. 
We can choose X =0 and Y so that B,J( Y) = -B,. Therefore we can assume 
that B, = 0 (this will be always assumed in what follows). 
If we can choose X and Y so that 
A,+(A,+B,t)Y+X(A,+B,t)=O, 
i.e., so that 
B,J(Y)+XB,=O, (1) 
A,Y+XA,+A,=O, (2) 
then we shall say that A + Bt splits. Thus if A + Bt splits, then it is 
isomorphic to (A, + B,t) i (A3 + B,t). 
LEMMA 3. In Case 2, A + Bt splits. 
Proof. Let X=(&i, l<i<m, l< jSn+l, and Y=(qij), lGi<m+l, 
1 < i < n. The equation (1) gives 
154 
and then (2) becomes 
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%I 
I; 
* .. 772, J(7712) ... J(%) -&+l 
- * 
: 1: 
+A,=O. 
%+1,1 ... %+1,n J(?mz) *.* J(in) -s,,,,,, 
(3) 
Clearly this has always a solution. n 
LEMMA 4. In Case 3, A + Bt splits. 
Proof. NOW X=(tij), l<i<m, l<jGn, and Y=(77ij)r lGiGm+l, 
1 < j < n. The equation (1) gives 
&i = - J (Vii)’ l<i<m, 1< i<n (4) 
and then (2) becomes the same as (3) with 5r++r= * *. =&,,,n+l=O. That 
system again obviously has a solution. H 
LEMMA 5. In Case 4, A + Bt sph3. 
Proof. We can take (see [7] or [2]) 
A,= 
0 a1 
1 0 a2 
1 * 
. . 
. . 
. 0 %a-1 
1 a” 
We take X and Y as in the proof of Lemma 4. The equation (1) again gives 
(4), and the equation (2) becomes the same as (3) except that the elements 
&,n+ 1, 1 < i < m, should be replaced by 
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One can see that there is a solution as follows: choose vii,. . . ,qlln arbitrarily; 
then the first rows in (3) uniquely determine Q, . . . ,TJ~“. After that the 
second rows determine ~a~,. . . ,qsn, and so on. H 
LEMMA 6. In Case 1, ifm<n+l, thenA+BtspZits. Zfm>n+l, then 
the equation 
(A+Bt)r(t)=O (5) 
has a non-zero solution in x(t) E M;“’ n (R ) of degree less than m. 
Proof. LetX=(&), l<i<m, l\< Z<nand Y=(qij), l<i<m+l, l< i 
< n + 1. Then Eq. (1) gives 
qn+l=772,“+1=” =%n,n+1= 0 
and 
&j= -J(77ij), l<i<m, l<j<n. 
Then the Eq. (2) becomes 
7721 . . . 772n 0 
0 7711 . . . 771* 
-_l: : +A,=O. 
9 ml . . . 17 0 
v m+l,l ... all,” %+l,n+l 
If m < n + 1, then this system of equations in the qii’s has a solution and 
the first assertion is proved. If m > n + 1, then we can choose the vii’s so that 
the first n columns of 
C=A,Y+XA,+A, 
are zero and the first n + 1 entries and the last entry of its last column are 
also zero. 
Now, A + Bt is isomorphic to 
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and it is easy to see that there is a non-zero column vector y(t) of degree less 
than m such that (A’ + Bt) y(t) = 0. Indeed, one can choose y(t) so that its 
first n +2 coordinates are zero and the last rr + 1 coordinates are 1, - t, 
t2 , . . . , ( - l)“t”. The remaining coordinates are easy to compute. 
This proves our second assertion because A + Bt is isomorphic to A’ + Bt. 
n 
LEMMA 7. The matrix 
A+,,=(G), <,qrowwctors, 
is isomorphic to (l)i(A, + It). 
Proof. This follows from the identity 
4. PROOF OF THEOREM 1 
Let A + Bt represent a non-zero indecomposable object of @. Let A + Bt 
be of size m by n. 
We shall prove by induction on m + n that A + Bt is isomorphic to a 
matrix listed in the theorem. Since A + Bt is a non-zero object, we have 
m+n>O. 
If m = 0, then A + Bt is the empty matrix of size 0 by n, and hence it is 
equal to the direct sum of n copies of the matrix of type 1 with k=O. Since 
m + n > 1 and A + Bt is indecomposable, we must have r~ = 1, and hence 
A+Bt is of type 1 with k=O. 
Similarly, if n = 0, then A + Bt is of type 2 with k = 0. 
From now on we take m > 1, n > 1. 
If B = 0 then we can assume that A + Bt = A = I, i 0, where 1, is the 
identity matrix of order r. Since A + Bt is indecomposable, we must have 
A + Bt = (l), which is of type 3 with k = 0. Indeed, note that the l-by-l 
matrix (0) is decomposable: (0) = Pi Q, where P and Q are empty matrices 
of sizes 1 by 0 and 0 by 1, respectively. 
Hence, we may assume that BZO, and we let r=rank(A + Bt). 
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Assume first that r< n. The arguments which follow are adapted from 
[5]. Since r < n, the columns of A + Bt are right linearly dependent over the 
ring R. Hence, there exists a non-zero column vector x(t) over R, 
X(t)=&)-&t+&2-. . . +(-l)P[,tP 
with &EM;(D) such that 
(A + B+(t) =O. 
We assume that p is as small as possible and, in particular, that tp #O and 
&,# 0. This gives that 
A&,=@ 
A&=BJ(&,)> 
A&=BJ(&), 
. . . 
We claim that A.$r,A&, . . . , A(‘, are linearly independent. Otherwise we 
would have 
for some h (1 < h < p) and some q ED. We can rewrite this as 
BJ(~~-,)=BJ(~~_2)Ly1+” . +W&-1 
or 
BJ (.$- 1) = 0, 
where 
G_,=5,_,-a_,J-l(~,)-.. -EJ’(%1). 
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Now 
A~~‘h*-l=BJ(8_2)-BJ(~~_,)J-'(a,)-... -H(t,)J-'(a,_,) 
=BJ(tL,) 
where 
This can be continued until we get the column vectors 
5h*_3=~~_3-~~_*J-3((Y1)-“. -&)J-3(a~_3)> 
. . . 
E:=t&J’h-l)(q, 
50*=50. 
These vectors satisfy the equations 
I.e., 
where 
(A + Bt)x*( t) =O, 
x*(t)=&y&+ * * * +( - l)h-l‘$h*_rth-l. 
This contradicts the minimality of p. Thus the vectors A[,,A[,, . . . ,A[, must 
be linearly independent. This implies easily that the vectors &,, [r, . . . ,&, are 
also linearly independent. 
Let S be an invertible matrix whose first p + 1 columns are Q, ir,. . . , $,, 
and let T be an invertible matrix whose first p columns are A[,, . . .,A&,. 
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Then we have 
T-l(A+Bt)S= (W). 
where A, + Bit is the matrix of type 1 for k = p. 
By the induction hypothesis the matrix A, + Bat is isomorphic to a direct 
sum of matrices listed in the theorem. After replacing A,+ B,t by such a 
sum, we can use Lemmas 3-6 repeatedly to kill the block A,+ Bat. This 
would then contradict the indecomposability of A + Bt unless p = m = n - 1 
and A + Bt = A, + Bit is of type 1. Thus we have proved that if rank(A + Bt) 
= T < n, then A + Bt is isomorphic to a matrix of type 1. Similarly, if r < m, 
one can show that A + Bt is isomorphic to a matrix of type 2. 
It remains to consider the case when A + Bt is a square matrix and 
rank(A + Bt) = m = n. In this case we claim that either A or B is invertible. 
Assume that this is not the case. Then let p = rankB. We can assume that 
B = 0 i lP and hence 
This last matrix is isomorphic to a matrix of the form 
By the induction hypothesis we may assume that 
A’+B’t=(P,+Q,t)+- i(Ps+Qst), 
where each Pi + Qi t is as listed in the theorem. Since rank(A + Bt) = m = n, 
each of the blocks Pi + Qi t must be square, i.e., it is either of type 3 or of 
type 4. If all the blocks Pi + Qj t were of type 3, then A would be invertible. 
Hence, at least one of these blocks, say P, + Qlt, is of type 4. By Lemma 7 
we then obtain that A + Bt is decomposable, which contradicts our hypothe- 
sis. 
Thus if rank(A + Bt) = m = n, then either A or B is invertible. If B is 
invertible, then we may assume that B = Z and consequently A + Bt is of type 
4. If B is not invertible, then A is invertible, and we may assume that A = I. 
Then B can be replaced by any J-similar matrix. Since B is not invertible but 
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is indecomposable under J-similarity, it must be J-similar to just one Jordan 
block with zeros on the main diagonal. Thus A + Bt is isomorphic to a matrix 
of type 3. 
This completes the proof of the theorem. 
5. UNIQUENESS OF THE CANONICAL FORM 
Given A + Bt in a’, we know by Theorem 1 that there exist invertible 
matrices S and 2’ over D such that 
S(A+Bt)T=SAT+SBJ(T)t 
is a direct sum of matrices of the four types listed in that theorem. Such a 
direct sum will be called a canonical form of A + Bt. Of course, for matrices 
of type 4 we shall assume that A is taken in some “normal form”. 
THEOREM 8. The Krull-Schmidt theorem is valid in the category &. 
REMARK , In terms of matrices the theorem asserts that the direct 
summands in the canonical form of A + Bt are unique up to the ordering. 
Proof. Since & is an Abelian category in which all idempotents split, it 
suffices to prove that endomorphism rings of indecomposable objects are 
local; see [l, p. 201. 
Let A + Bt represent an indecomposable object of & and be one of the 
matrices listed in Theorem 1. If (S,T):(A,B)+(A,B) is an endomorphism, 
then 
SA=AT and SB=BJ(T). 
If A + Bt is of type 1 and size n by n + 1, then an easy computation shows 
that 
c 
Jk4 c 
J2 (4 0 0 s= > T= 
and hence the endomorphism ring of (A,B) is isomorphic to D. 
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For type 2 the result is the same (mutatis mutandis). 
If A + Bt is of type 3 and size n by n, then a computation gives that 
S=T= 
a1 
% Jh) 0 
J(a2) * . . 
. . 
. r2 (al) 
(yn Jh-1) . * . r2 (4 J”-‘(q) 
and hence the endomorphism ring of (A,B) is clearly local, 
Now, let A + Bt be of type 4 and size n by n. Then (S, T) is an 
endomorphism of (A,B) if and only if 
S=./(T) and J(T)A=AT. 
Let V be the right D-vector space of column vectors V= M;(D), and make 
V into a right R-module by defining ,$‘*t= A]-‘([). Then the endomorphism 
ring of (A,B) is isomorphic to the endomorphism ring of the R-module V. 
Since A is indecomposable under J -l-similarity, it follows that the R-module 
V is also indecomposable. 
Since V is finite-dimensional as a right D-vector space, it satisfies both 
chain conditions as a right R-module. Therefore the endomorphism ring of V 
is local [7, p. 111. 
This completes the proof of Theorem 8. 
6. AN APPLICATION 
Consider C (complex numbers) as an algebra over R (real numbers). 
Using the standard basis 1, i of C over R, the left regular representation of C 
gives an embedding 
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This gives rise to an embedding 
of real vector spaces. If m = n, then 
is in fact an embedding of R-algebras. 
The matrices which belong to the image of @r will be called formdy 
complex. These are real 2m-by-2n matrices which when partitioned into 
2-by-2 blocks have each block of the form 
Let K, be the 2n-by-2n diagonal matrix which when partitioned into 
Z-by-2 blocks has each diagonal block equal to 
A real 2m-by-2n matrix A is called formdy anti-complex if AK,, is 
formally, complex. This is equivalent to saying that when partitioned into 
2-by-2 blocks each block of A is of the form 
Let M’(2m,2n) [M”(2m,2n)] be the vector space of formally complex 
[formally anti-complex] matrices in M (2m, 2n) = M,2, (R ). Then 
Dlab and Ringel [4] have determined normal forms for matrices A E 
it4,2,” (R ) when the admissible transformations are of the form 
A+SAT, 
where S and T are invertible and formally complex matrices. 
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We claim that this problem is equivalent to the problem of normal forms 
for pairs (A,, A,) of matrices in M," (C) when the admissible transformations 
are 
with S, and TO invertible complex matrices. 
Indeed, it is easy to see that the map 
which sends 
(A,,4, )+K’(A,) + @iiT% )Kn 
is an isomorphism of real vector spaces. Moreover, 
because Q’n (Y&)K,, = K,,Q, (Z’,). 
Hence we can now apply our Theorem 1 by specializing D = C, J= 
conjugation. We obtain normal forms for the problem of Dlab and Ringel by 
applying u to the normal forms in our Theorem 1. 
For instance, type 1 gives the normal form 
P Q 0 
P Q 
4vk )7(W)) = 
Q 
<O P Q> 
where 
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This normal form corresponds to the normal form of type (ii) of Dlab and 
Ringel. 
In order to write explicit normal form in the case of matrices of type 4, 
one needs to know a normal form of square complex matrices under 
conjugation-similarity. These normal forms have been found by J. Haantjes 
PI. 
7. TWO OPEN QUESTIONS 
There is an imbedding 
\k:H+M,(C), 
of the algebra of real quaternions H, where 1, i, i, k is a standard basis of H 
and zi, z2 E C = R + Ri. This gives rise to an imbedding 
‘kz:M,” (H)+Mz"," (C). 
The matrices in the image of qr will be called fonnully quaternionic. 
The first open problem is to find simple normal forms for matrices in 
M::(C) if the admissible transformations are 
A-+SAT, 
where S and T are invertible formally quaternionic matrices. 
The second open problem is to find simple normal forms for matrices in 
Mir (R ) if the admissible transformations are 
A+ SAT. 
where S and T are invertible formally quaternionic real matrices, i.e., they 
are of the form 
s = ~2?$%& ,b T= ‘3’2,(‘Wo )) 
for some quatemionic matrices S, and To. 
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