Solutions singulières des tissus polynomiaux du plan  by Ripoll, Olivier & Sebag, Julien
Journal of Algebra 310 (2007) 351–370
www.elsevier.com/locate/jalgebra
Solutions singulières des tissus polynomiaux du plan
Olivier Ripoll a,∗, Julien Sebag b
a LaBAG, 351 cours de la Libération, 33405 Talence, France
b A2X, 351 cours de la Libération, 33405 Talence, France
Reçu le 12 août 2006
Disponible sur Internet le 16 janvier 2007
Communiqué par Steven Dale Cutkosky
Résumé
Dans cet article, nous étudions les solutions singulières des équations différentielles du premier ordre,
polynomiales en y et y′ à coefficients dans C{x}, et interprétons nos résultats en géométrie des tissus.
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1. Introduction
La motivation de ce travail est l’étude des solutions singulières des tissus polynomiaux du plan
complexe. Dans cet article, nous étudions donc, via l’algèbre différentielle, le problème posé par
les solutions singulières des équations différentielles du premier ordre, polynomiales en y et y′
à coefficients dans C{x} qui présentent les tissus polynomiaux (cf. [H-04]).
Une solution singulière d’une équation différentielle est communément définie comme une
solution de l’équation qui n’est pas induite par la solution générale, et apparaît donc comme
l’enveloppe de la solution générale. Historiquement, leur étude s’est essentiellement dévelop-
pée dans le cadre analytique. Cependant, ce point de vue a laissé ouvert un certain nombre de
questions. De nombreuses imprécisions résident (cf. [K-Y, 2.3.4]) et les solutions singulières des
équations différentielles sont aujourd’hui encore assez mal comprises du point de vue analytique
(cf. [I-Y]).
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de définir et d’étudier les équations différentielles et leurs solutions singulières. Bien que ce point
de vue donne, notamment, des techniques algorithmiques riches pour le calcul des solutions
singulières, il ne permet pas pour autant de clore la question (cf. [H]).
Dans cet article, nous étudions les solutions singulières des équations différentielles polyno-
miales du premier ordre à coefficients dans C{x}. La stratégie générale de ce travail est d’intégrer
des techniques (et des résultats) connues en géométrie analytique dans le formalisme algébrique
de la théorie de Ritt et Kolchin. Ce point de vue nous permet d’obtenir une description originale
(du point de l’algèbre différentielle) des solutions singulières, à l’aide de la décomposition de
l’idéal différentiel associé au résultant de P et ∂y′(P ) (cf. proposition 1). Cet énoncé nous per-
met de prouver des résultats qualitatifs sur les solutions singulières, parfois connus (mais dont
les preuves sont analytiques ou absentes de la littérature), parfois originaux (cf. théorèmes 5 et 8
par exemple).
Enfin, nous interprétons les résultats obtenus en géométrie des tissus. Nous mettons en relation
l’absence de pôles pour la connexion associée à un d-tissu et l’existence d’une solution singu-
lière (cf. théorème 15). Plus généralement, cette approche permet de donner un cadre propice à
l’étude et la compréhension des solutions singulières des équations différentielles polynomiales
du premier ordre.
Concluons cette introduction par une description de l’article. La section 2 est dévolue à des
rappels d’algèbre nécessaires à sa lecture. Pour les preuves des différents énoncés, nous ren-
voyons à [B]. La section 3 est consacrée à l’étude (algébrique) des solutions singulières des
équations différentielles du premier ordre à coefficients dans C{x}. Via le calcul de résultants,
nous donnons un cadre naturel à l’étude des solutions singulières. La section 4 concerne les
équations de Clairaut et Darboux. Dans la section 5, nous étudions la question des solutions
singulières des tissus polynomiaux du plan, en nous appuyant sur les résultats de la section 3.
2. Rappels et notations
Dans toute la suite, on désigne par F le corps des fractions de l’anneau C{x} et par δ l’unique
dérivation sur F définie par
δ(a) = d
dx
a = a′
pour tout a appartenant à F .
Nous renvoyons à [Ka, chapitre I et VII] ou encore [B, chapitre 2] pour un exposé détaillé de
ce qui va suivre.
On définit une unique dérivation sur l’anneau F[yi] des polynômes à une infinité de variables
y0, y1, y2, . . . par la procédure d’adjonction
δ(yi) := yi+1
pour tout i. En posant alors y := y0, on désigne parF{y} le δ-anneau ainsi obtenu. En particulier,
on pose y1 = y′ et y2 = y′′.
Un δ-idéal deF{y} est un idéal deF{y} stable par l’action de la dérivation δ. Puisque l’anneau
F contient le corps des entiers rationnels Q, on montre que la racine d’un δ-idéal est un δ-idéal
(cf. [Ka, lemme 1.8]). Pour toute partie S incluse dans F{y}, on désigne respectivement par (S),
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l’égalité
{S} =√[S].
Soit P un δ-polynôme de F{y}. Il existe un unique entier i tel que P s’écrive
P = IP .(yi)d + · · ·
où i est l’ordre de dérivation maximal se trouvant dans P . On appelle ordre de P cet entier i,
que l’on note ordP . L’entier d est le degré de P noté degP et IP ∈ F{y} est l’initial de P . On
appelle séparant de P noté SP la dérivée de P par rapport à l’indéterminée yordP , autrement dit,
Sp := ∂P
∂yordP
.
On rappelle que l’idéal quotient (ou conducteur) de {P } par SP est défini par({P } : SP ) := {B ∈F{y} ∣∣ B.SP ∈ {P }}.
Théorème 1 (Théorème de divisibilité). Soient P et Q deux δ-polynômes de F{y}, où P est
irréductible. Si Q ∈ {P } et si ordQ ordP , alors P divise Q.
Théorème 2 (Théorème de structure). Pour tout polynôme P de F{y} irréductible, le δ-idéal
({P } : SP ) est premier.
Réciproquement, si I est un idéal premier non nul, il existe un δ-polynôme P irréductible de
F{y} tel que l’on ait l’égalité I = ({P } : SP ).
Corollaire 1. Si P est un δ-polynôme irréductible, L’idéal {P } est premier si et seulement si
{P } = ({P } : SP ).
Démonstration. Puisque P est irréductible, l’idéal ({P } : SP ) est premier d’après le théorème 2.
Supposons l’idéal {P } premier et soit B ∈ ({P } : SP ) un δ-polynôme. Puisque B.SP ∈ {P } et que
SP /∈ {P }, il en résulte que B appartient à {P }. On a donc prouvé l’équivalence. 
Théorème 3. Soit P un δ-polynôme de F{y}. Si
{P,SP } =
⋂
t∈T
It
est la décomposition minimale en idéaux premiers de {P,SP }, alors l’idéal {P } admet la décom-
position :
() {P } = ({P } : SP )∩
(⋂
s∈S
Is
)
où S ⊂ T est le plus grand ensemble d’indices tel que pour tout s ∈ S, l’idéal Is ne contient pas
l’idéal ({P } : SP ).
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Si le polynôme P est irréductible, l’idéal ({P } : SP ) est l’unique idéal différentiel premier de la
décomposition essentielle contenant P , mais ne contenant pas SP .
Définition 1.
(1) On appelle l’idéal ({P } : SP ) la composante des solutions générales de {P }.
(2) Pour t ∈ T , l’idéal It sera appelé une composante des solutions singulières.
(3) Les idéaux Is pour s ∈ S visibles dans la décomposition () seront alors les composantes
des solutions singulières essentielles.
(4) Les idéaux Ip pour p ∈ T − S sont des composantes des solutions singulières particulières.
Cette définition est compatible avec le point de vue analytique où une solution singulière est
une solution de l’équation qui est également solution de SP .
Dans le formalisme de l’algèbre différentielle, une telle solution singulière se déduit d’une
composante {Rs} des solutions singulières en considérant l’ensemble des δ-morphismes (i.e. des
morphismes d’anneaux commutant aux dérivations) F{y}/{Rs} →F .
Exemple 1. Considérant le polynôme différentiel P = (y′)2 − 4.y, on montre (en suivant [Ka,
§31]) que ({P } : SP )= {(y′)2 − 4y, y′′ − 2} et {P,SP } = {y}.
On en déduit que les solutions de P = 0 sont, d’une part, y = (x + c)2, où c ∈ C, solutions
de ({P } : SP ) qui correspondent aux solutions générales de l’équation différentielle P = 0 et,
d’autre part, la solution singulière y = 0 qui n’est pas une solution particulière de P = 0 car
({P } : SP ) n’est pas inclus dans {y}.
Par ailleurs, on a le lemme suivant :
Lemme 1. Soient P et Q deux polynômes irréductibles de F{y}, tels que({P } : SP ) ({Q} : SQ).
Alors on a l’inégalité ordQ< ordP .
3. Les solutions singulières via le résultant
Dans toute la suite, on considère un δ-polynôme P de F{y} du premier ordre, réduit (i.e. sans
facteurs multiples).
De plus, Result(A,B) désignera toujours le y′-résultant des polynômes A et B . On désignera
plus particulièrement par R = Result(P,SP ) le y′-résultant de P et SP . Nous parlerons alors du
résultant de P pour désigner R. En particulier, le polynôme R sera non nul puisque P est reduit.
Théorème 4. (Kolchin) Soit R un δ-polynôme, d’ordre nul et irréductible. Alors l’idéal {R} est
premier et l’on a l’égalité
{R} = ({R} : SR).
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l’idéal {R} est premier. Il suffit ensuite d’appliquer le corollaire 1. 
Traditionnellement, une solution singulière de l’équation différentielle définie par P = 0 est
une composante du résultant R (cf. [D] ou [F, chapitre II, §25]).
Proposition 1. Soit P un δ-polynôme réduit, d’ordre 1 et I une composante des solutions singu-
lières de {P }. Il existe alors une composante irréductible Rs du résultant R telle que I = {Rs}.
Démonstration. Soit I une telle composante. Par définition, I contient l’idéal {P,SP }. Par
le théorème de Bézout, on sait que R appartient à {P,SP }. Comme I est un idéal premier, il
existe Rs irréductible et divisant R tel que Rs ∈ I . Ainsi, {Rs} est inclus dans I . On a l’égalité
{Rs} = ({Rs} : SRs ) d’après le théorème 4 et puisque I est premier, il existe par le théorème 2 un
δ-polynôme Q de F{y} irréductible tel que I = ({Q} : SQ). Ainsi, on a l’inclusion
({Rs} : SRs )⊆ ({Q} : SQ)
qui ne peut être stricte, puisqu’alors, le lemme 1 montre que l’ordre de Q devrait être négatif, ce
qui n’est pas possible. Ainsi, on a l’égalité voulue I = {Rs}. 
Cette proposition identifie donc naturellement les composantes des solutions singulières et
certaines composantes du δ-idéal parfait engendré par le résultant. A notre connaissance, ce
résultat n’était ni utilisé ni démontré dans le cadre de l’algèbre différentielle.
Corollaire 2. Soit P un δ-polynôme réduit, d’ordre 1. L’idéal premier I de F{y} est une com-
posante des solutions singulières si et seulement si {P,SP } ⊆ I .
Démonstration. Soit I une composante des solutions singulières. Par définition, on a l’inclusion
{P,SP } ⊆ I . Réciproquement, I contient l’intersection ⋂{Rt } où les Rt sont des facteurs irré-
ductibles du résultant de P , d’après la proposition 1. Puisque I est premier, il existe un facteur
irréductible Rs du résultant telle que {Rs} ⊆ I et le théorème 2 montre qu’il existe un polynôme
Q tel que I = ({Q} : SQ). Par le lemme 1, on a alors I = {Rs}, i.e. l’idéal I est une composante
des solutions singulières. 
Proposition 2. Soient P et T deux δ-polynômes de F{y}, d’ordre 1, et Q = P.T leur produit.
Les composantes des solutions singulières de {P } sont des composantes des solutions singulières
de {Q}.
Démonstration. Soit I une composante des solutions singulières de {P }. On a bien sûr l’égalité
SQ = P.ST + SP .T , d’où l’inclusion
I ⊇ {P,SP } ⊇ {Q,SQ}.
Il suffit alors d’appliquer le corollaire 2. 
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en facteurs irréductibles. On a l’égalité
({P } : SP )=⋂
i
({Pi} : SPi ).
Démonstration. Soit A ∈ F{y} tel que A.SP ∈ {P }. Puisque P ∈⋂{Pi}, le polynôme A ap-
partient à
⋂
({Pi} : SP ). Réciproquement, on peut montrer (cf. [Ka, lemme 1.6]) que ∏{Pi} ⊆
{∏Pi} ce qui prouve que
({P } : SP )=⋂({Pi} : SP ).
Montrons que ({Pi} : SP ) = ({Pi} : SPi ). Soit A ∈ F{y} tel que A.SP ∈ {Pi}. Puisque SP =
SPi
∏
j =i Pj +
∑
j =i SPj
∏
k =j Pk , on en déduit que A.SPi
∏
j =i Pj ∈ {Pi}. Ainsi A.
∏
j =i Pj
appartient à ({Pi} : SPi ) qui est un idéal premier par le théorème 2. Puisque Pi ne divise pas Pj
pour tout j = i, le théorème 1 assure que A appartient à ({Pi} : SPi ). On a, bien sûr, l’inclusion
inverse et donc l’égalité ({Pi} : SP ) = ({Pi} : SPi ), ce qui prouve la proposition. 
Théorème 5. Soit I une composante des solutions singulières essentielle de {P }, où P est un
δ-polynôme réduit, d’ordre 1 de F{y}. Il existe un δ-polynôme irréductible Pk qui divise P , tel
que I soit une composante des solutions singulières essentielle de {Pk}. De plus, si I = {Rs} où
Rs divise le résultant R de P , alors
Rs | Result(Pk, SPk ).
Démonstration. D’après la proposition 1 et le théorème 4, il existe Rs , composante irréductible
de R telle que I = {Rs} = ({Rs} : SRs ). De plus, {Rs} est un idéal premier contenant P , puisque I
est une composante de {P }. Ainsi, il existe un polynôme irréductible Pk divisant P appartenant à
{Rs} et par suite, {Pk} ⊆ {Rs}. Si SPk /∈ {Rs}, alors ({Pk} : SPk ) ⊆ {Rs}. D’après la proposition 3,
on aurait
({P } : SP )⊆ ({Pk} : SPk )⊆ {Rs} = I
ce qui n’est pas possible, puisque I est une composante essentielle de {P }. On en conclut que
SPk ∈ {Rs}, ce qui signifie que {Pk,SPk } ⊆ I et par suite, que I est une composante des solutions
singulières de {Pk} (corollaire 2). Une telle composante s’écrit {Rsk }, où le polynôme Rsk divise
le résultant de Pk et SPk . D’où
{Rsk } = {Rs} et donc Rs = a.Rsk , a ∈F∗.
La composante {Rsk } de {Pk} est essentielle. Sinon, à nouveau, I contiendrait ({Pk} : SPk ), ce
qui est exclu car I est une composante essentielle de {P }. 
Exemple 2. La réciproque n’est pas vraie, comme l’illustre le polynôme irréductible
P = (y′)3 − 4.x.y.(y′)+ 8.y2.
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la composante des solutions singulières essentielle {27y − 4x3}.
On remarque cependant dans l’exemple 1 que la composante {y} provient d’une composante
irréductible du polynôme initial, en concordance avec le théorème.
Remarque 1. Du point de vue analytique, ce théorème montre que les solutions singulières
essentielles sont liées aux solutions analytiques de l’équation différentielle.
Corollaire 3. Soit P un δ-polynôme réduit, d’ordre 1, et P = ∏di=1 Pi sa décomposition en
produit de polynômes irréductibles. On a la décomposition suivante
{P } =
⋂
i
{Pi}.
En particulier, la décomposition de {P } en composantes essentielles est l’intersection des dé-
compositions essentielles des {Pi}. Autrement dit,
{P } =
(({P1} : SP1)∩
( ⋂
s∈S1
J 1s
))
∩ · · · ∩
(({Pd} : SPd )∩
( ⋂
s∈Sd
J ds
))
où les idéaux J is pour s ∈ Si sont les idéaux premiers de la décomposition minimale de {Pi, SPi }
ne contenant pas ({Pi} : SPi ).
Démonstration. Par la proposition 3, on a l’égalité ({P } : SP ) =⋂i ({Pi} : SPi ). Or toute com-
posante essentielle de {P } est composante essentielle d’un des idéaux {Pi}, et réciproquement,
par la proposition 2, une composante essentielle est une composante des solutions singulières
(particulière ou essentielle) de {P }. D’où l’écriture annoncée. 
Proposition 4. Soit P un δ-polynôme irréductible d’ordre 1. Si {P } admet des composantes des
solutions singulières, alors le degré de P est au moins 2.
Démonstration. Si P est de degré nul, le théorème 4 et le corollaire 1 assure que {P } n’ad-
met pas de composante des solutions singulières essentielle. Si P est de degré 1, il s’écrit
P = SP .y′ + W où W ∈ F[y]. Son résultant est SP . Une composante des solutions singulières
de {P } serait alors de la forme {Si}, où Si divise SP d’après la proposition 1. Par définition,
P appartient à {Si}. On en déduit que W ∈ {Si} et par le théorème 1, que Si divise W , ce qui
contredit le fait que P soit irréductible. 
Remarque 2. On peut donc se limiter dans cette étude aux polynômes irréductibles de degré au
moins 2.
Les résultats précédents permettent de montrer le corollaire suivant, énoncé par Forsyth dans
[F, chapitre II, §22] :
Corollaire 4. L’idéal {P } d’un polynôme différentiel P de F{y} tel que
P = (y′ − p1(x, y)) · · · (y′ − pd(x, y))
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4. Équations de Clairaut
Nous commencerons cette partie par un rappel concernant les équations de Clairaut (polyno-
miales). Classiquement, une telle équation est de la forme
g(y′)+ y − x.y′ = 0
où g(t) ∈ C[t], de degré d .
Théorème 6. Soit P = g(y′)+y−x.y′ une équation de Clairaut polynomiale. L’idéal {P } admet
une unique composante des solutions singulières essentielle si et seulement si g est de degré au
moins 2.
Démonstration. L’unicité d’une telle composante, si elle existe, résulte du fait que le y′-
résultant de P et SP est irréductible. En effet, si l’on écrit que g(t) = a0.td + · · · + ad−1.t + ad ,
le résultant, calculé grâce au déterminant de Sylvester associé, s’écrit alors
Result(P,SP ) = (ad−1 + x)α.A+ (ad + y).B
où α et β sont des entiers, A et B sont dans C.
Le séparant d’un tel polynôme est SP = g′(y′)− x. La dérivée de P est donc δ(P ) = y′′.Sp,
ce qui prouve l’égalité des idéaux
[P,SP ] =
(
P, [SP ]
)
.
Puisque δ(SP ) = y′′.g′′(y′)− 1 on a l’égalité
0 = y′′δ2(SP ) = y′′′ + (y′′)3.g′′′(y′)
dans le quotient C =F{y}/[P,SP ]. Par suite, on montre par élimination successive que
C =F[y, y′, y′′]/(P,SP , δ(SP ))
puis que
C =F[y′, y′′]/(SP , δ(SP ))=
( F[y′]
g′(y′)− x
)
g′′(y′)
.
Le quotient C est donc nul si et seulement si g′′(y′) est nilpotent dans (F[y′]/(g′(y′) − x)). Or
g′′(y′) est constant en la variable x, ce qui prouve que la condition précédente équivaut à dire
que g′′(y′) est nul, i.e. que g est de degré au plus 1. 
A notre connaissance, il n’existait pas de démonstration de ce théorème classique utilisant les
techniques d’algèbre différentielle.
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Q = δ(P )− y′′.SP . Les propositions suivantes sont équivalentes :
(i) P(x, y, y′) = 0 est une équation de Clairaut ;
(ii) Q = 0 ;
(iii) P divise Q ;
(iv) Q ∈ {P }.
Démonstration. Remarquons d’abord que Q = ∂x(P ) + y′.∂y(P ). Si P(x, y, y′) = 0 est une
équation de Clairaut, il existe un polynôme g(t) ∈ C[t], de degré d tel que P(x, y, y′) = g(y′)+
y − x.y′. Puisque ∂x(P ) = −y′ et que ∂y(P ) = 1, le polynôme Q est nul. Réciproquement,
considérons P ∈ C[x, y, y′]. Les polynômes y − y′.x et y′ sont des solutions indépendantes de
l’équation Q = 0. Le théorème de Frobenius assure qu’il existe une fonction γ , analytique à
deux variables telle que
P(x, y,p) = γ (y − p.x,p).
On montre que γ (s, t) est un polynôme. On a, pour tout d < j , par dérivation,
0 = ∂jp(G) = (−1)j xj ∂js (γ )+ ∂jt (γ ).
Donc si x = 0, pour tout couple (y,p), ∂jt (γ )(y,p) = 0 et donc, pour x non nul, et pour tout
(y,p), ∂
j
s (γ )(y,p) = 0.
Comme la transformation (y,p) → (y−p.x,p) est bijective à x fixé, on a pour tout (x, y, y′),
∂
j
s (γ ) = 0 ce qui prouve que γ est un polynôme. En un point régulier de P pour lequel les trois
dérivées partielles d’ordre 1 ne sont pas simultanément nulles que l’on supposera être le point
0 et quitte à faire un changement linéaire de variable, on peut affirmer que ∂s(γ )(0,0) = 0,
donc le théorème des fonctions implicites assure que l’équation F(x, y, y′) = 0 est de la forme
g(y′)+ y − x.y′. Ceci prouve l’équivalence de 1 et 2.
Montrons à présent l’équivalence 2 ⇔ 3. L’assertion 2 implique bien sûr 3. Réciproquement,
on peut écrire que
P =
d∑
i=0
ai(x, y).(y
′)i
où ai ∈ C{x}[y] pour tout i. Ainsi, le polynôme Q peut s’écrire sous la forme tronquée Q =
∂y(ad(x, y))(y
′)d+1 + · · · . Supposons alors que P divise Q, i.e. il existe T tel que Q = P.T . Le
polynôme T est nécessairement de degré au plus 1 en y′, soit T = b1(x, y).y′ + b2(x, y), ce qui
implique que ∂y(ad) = b1(x, y).ad(x, y). Or ad(x, y) est polynomiale en y donc b1(x, y) = 0.
On montre alors de proche en proche que tous les coefficients de Q sont nuls.
L’équivalence des points 3 et 4 découle immédiatement du théorème 1. 
Définition 2. On appelle polynôme de Darboux un δ-polynôme P réduit, d’ordre 1 tel que
∂y(P ) /∈ {P,SP } et pour lequel le polynôme Q = ∂x(P )+y′.∂y(P ) soit dans l’idéal (algébrique)
(P,SP ) autrement dit, il existe deux δ-polynômes U et V telles que l’on ait l’identité
Q = U.P + V.SP .
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tés des surfaces, et sont le pendant de la condition suffisante, donnée par Darboux dans [D], pour
qu’une équation différentielle du premier ordre admette une solutions singulière.
Théorème 7. Tout polynôme de Darboux admet une solution singulière essentielle.
Démonstration. Soit P un polynôme de Darboux. Il existe donc U et V , deux polynômes dif-
férentiels tels que Q = U.P + V.SP . Ainsi, en différentiant cette dernière égalité par rapport à
y′ on obtient que
∂y′(Q) = ∂y′∂x(P )+ ∂y(P )+ y′.∂y′∂y(P ) = ∂y′(U).P +
(
U + ∂y′(V )
)
.SP + V.∂y′(SP ).
Puisque δ(SP ) = ∂x(SP )+ y′.∂y(SP )+ y′′.∂y′(SP ), on déduit que
δ(SP ) = ∂y′(U).P +
(
U + ∂y′(V )
)
.SP + (y′′ + V ).∂y′(SP )− ∂y(P ). (∗)
On remarque que ∂y′(SP ) = 0, car sinon, ∂y(P ) appartient à {P,SP }. Puisque δ(P ) = Q −
y′′.SP , on en déduit que
δ(P )−U.P = (y′′ + V ).SP
autrement dit que y′′ + V ∈ ({P } : SP ). Supposons que {P } n’admette pas de composante des
solutions singulières essentielles. Alors on a l’égalité {P } = ({P } : SP ) (corollaire 1) et donc
∂y(P ) appartient à {P,SP }, d’après (∗), ce qui est exclu par hypothèse. 
Remarque 3.
(1) Notons que ce résultat est énoncé par Dara.
(2) Les équations de Clairaut de degré au moins 2 sont des polynômes de Darboux.
Exemple 3. Le δ-polynôme P = (y′)2 − 4.y de l’exemple 1 est un polynôme de Darboux,
puisque SP = 2.y′ et ∂y(P ) = −4 /∈ {P,SP }. On a alors l’égalité Q = −2.SP .
Par ailleurs, le y′-résultant de P et SP est R = −16.y et {P,SP } = {y}. Ainsi, {y} est une
composante des solutions singulières de {P }, essentielle comme nous l’avons vu.
Définition 3. Soient P un δ-polynôme réduit, d’ordre 1, de F{y}, et R son résultant. Une com-
posante irréductible Rs du résultant R = Rαs .Rτ est dite non singulière si Rτ .∂y(P ) n’appartient
pas à l’idéal {P,SP }.
Le polynôme P est un polynôme de Darboux local s’il existe une composante non singulière
Rs du résultant, telle que Rτ .Q soit dans l’idéal (algébrique) (P,SP ). Nous dirons alors que P
est un polynôme de Darboux local de composante {Rs}.
Remarque 4. La notion de polynôme de Darboux local est à interpréter dans l’anneau différentiel
F{y}Rτ localisé de l’anneau F{y} en Rτ .
Théorème 8. La composante d’un polynôme de Darboux local P est composante des solutions
singulières essentielle de {P }.
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rème 7 précédent. L’idéal {P } admet donc une composante des solutions singulières essentielle.
Soit {Rs} la composante du polynôme de Darboux local P . L’idéal {P,SP } admet une décom-
position minimale en idéaux premiers
{P,SP } =
⋂
j∈J
{Rj }
où J ⊂ I unionsq {s}, avec Rτ =∏i∈I Ri . Par hypothèse,
Rτ .∂y(P ) /∈ {P,SP } =
⋂
i∈J
{Ri},
or Rτ ∈⋂i∈I {Ri} donc s ∈ J et {Rs} est une composante des solutions singulières de {P }. En
reprenant la démonstration du théorème 7, sachant qu’il existe deux polynômes différentiels U
et V tels que
Rτ .Q = U.P + V.SP ,
on montre que
Rτ .δ(SP ) = ∂y′(U).P +
(
U + ∂y′(V )
)
.SP + (Rτ .y′′ + V ).∂y′(SP )−Rτ .∂y(P ).
Ainsi, (Rτ .y′′ + V ).∂y′(SP ) − Rτ .∂y(P ) appartient à {P,SP } =⋂i∈J ′ {Ri} ∩ {Rs}, avec J ′ =
J − {s} car {Rs} est une composante des solutions singulières. Puisque Rτ .∂y(P ) /∈ {P,SP }, on
en déduit que Rτ .∂y(P ) /∈ {Rs}, et par suite,
(Rτ .y
′′ + V ).∂y′(SP ) /∈ {Rs}.
L’idéal {Rs} étant premier, on en déduit que Rτ .y′′ +V /∈ {Rs}. On a de plus Rτ δ(P ) = Rτ .Q−
Rτ .y
′′.SP donc
Rτ .δ(P )−U.P = (Rτ .y′′ + V ).SP .
On en déduit que Rτ .y′′ + V ∈ ({P } : SP ). Or, (Rτ .y′′ + V ) /∈ {Rs} donc l’idéal {Rs} est une
composante des solutions singulières essentielle de {P }. 
Exemple 4. Le polynôme P = (y′)3 − 4.x.y.(y′) + 8.y2 de l’exemple 2 est un polynôme de
Darboux local. Son résultant est R = 64y3(4x3 + 27y) et on peut écrire que
2.y.Q = 3.y′.P − (y′)2.SP .
De plus, on vérifiera que y.∂y(P ) = y.(−4.x.y′ + 16.y) /∈ {P,SP }.
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La géométrie des tissus est consacrée à l’étude des propriétés géométriques des familles de
feuilletages en position générale.
Soit O = C{x, y} l’anneau des séries convergentes à coefficients complexes à deux variables.
Un d-tissu W(d) non singulier de (C2,0) est la donnée d’une famille de feuilles, germes de
courbes de niveau {
Fi(x, y) = cste
}
où Fi ∈O
vérifie Fi(0) = 0 pour tout 1 i  d , et satisfaisant l’hypothèse de position générale
dFi(0)∧ dFj (0) = 0
pour 1 i < j  d . Pour tout complément concernant la géométrie des tissus, nous renvoyons à
l’ouvrage [W].
On considère une équation différentielle du premier ordre de la forme (1) suivante :
F(x, y, y′) := a0(x, y) · (y′)d + a1(x, y) · (y′)d−1 + · · · + ad(x, y) = 0 (1)
où F(x, y,p) ∈ O[p] est réduit et telle que a0 = 0. On note à nouveau R ∈ O le y′-résultant
de F . En dehors du lieu {R = 0}, les d courbes intégrales d’une équation différentielle de la
forme (1) définissent un d-tissu non singulier, en vertu du théorème de Cauchy. Réciproquement,
quitte à effectuer un changement de variables, la donnée d’un d-tissu non singulier de (C2,0)
permet de construire une équation différentielle F(x, y, y′) :=∏di=1(∂y(Fi)y′ + ∂x(Fi)) = 0 de
la forme (1) vérifiant R(0) = 0 et dont les d solutions au voisinage de 0 ont les pentes des feuilles
du tissu pi(x, y) := −∂x(Fi)/∂y(Fi) ∈O.
Ainsi, tout tissu du plan est implicitement présenté par une équation différentielle F de la
forme (1), réduite et à multiplication par un inversible de O près.
Dans notre cadre, nous considérerons les tissus polynomiaux, à savoir, les tissus présentés un
δ-polynôme de F{y} réduit et d’ordre 1. Lorsque nous dirons qu’un δ-polynôme présente un
tissu, il sera donc sous-entendu que ce polynôme est réduit et d’ordre 1.
On appelle spectre différentiel de F{y} noté δ-Spec(F{y}) l’ensemble des idéaux différen-
tiels premiers de F{y}. Par le théorème 2, tout idéal premier s’écrit comme l’idéal quotient
({P } : SP ) d’un δ-polynôme P irréductible. Ainsi, nous noterons δ-Spec1(F{y}) l’ensemble des
idéaux premiers qui peuvent s’écrire sous la forme ({P } : SP ) où P est un polynôme irréductible
d’ordre 1.
Proposition 6. L’ensemble des tissus polynomiaux irréductibles et les idéaux premiers de δ-
Spec1(F{y}) se correspondent biunivoquement par les applications P → ({P } : SP ) et I =
({P } : SP ) → P .
Démonstration. Il suffit de montrer qu’à deux idéaux premiers de δ-Spec1(F{y}) égaux cor-
respond le même tissu. Si P et Q sont deux polynômes irréductibles tels que ({P } : SP ) =
({Q} : SQ) dans δ-Spec1(F{y}), on a Q.SP ∈ {P } et P.SQ ∈ {Q}. En appliquant le théorème 1,
on obtient que P divise Q et que Q divise P , autrement dit P et Q présentent le même tissu. 
Remarque 5. Nous retrouvons qu’un tissu est bien défini par l’ensemble de ses feuilles.
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polynomiaux. Précisément, si P présente le tissu et si g ∈ F[y] est un polynôme d’ordre nul ne
divisant pas le résultant de P , alors l’idéal {g.P } admet les mêmes composantes des solutions
singulières essentielles que {P }.
Démonstration. Quitte à réitérer ce qui suit, on peut supposer que le polynôme g est irréduc-
tible. La proposition 3 prouve que l’on a l’égalité
({g.P } : Sg.P )= ({g} : Sg)∩ ({P } : SP ).
Soient R le résultant de P et Rsi pour i = 1, . . . , n des composantes irréductibles de R induisant
les composantes des solutions singulières essentielles de {P }. Ces composantes sont aussi des
composantes des solutions singulières de {g.P } puisque {g.P,Sg.P } ⊂ {P,SP }. Si g n’est pas
l’un des Rsi , on ne peut avoir l’inclusion {g} ∩ ({P } : SP ) ⊂ {Rsi }. En effet, si P =
∏
i Pi est la
décomposition de P en polynômes irréductibles, on a ({P } : SP ) =⋂({Pi} : SPi ) (proposition 3)
et aucun des idéaux ({Pi} : SPi ) n’est inclus dans {Rsi } par hypothèse. Donc {g} ⊂ {Rsi }. Par le
théorème 1, on aurait g = Rsi ce qui est exclu. Ainsi les composantes des solutions singulières
essentielles de {P } sont des composantes des solutions singulières essentielles de {g.P }, pourvu
que g ne soit pas une composante irréductible du résultant R.
Réciproquement, l’idéal {g.P,Sg.P } est contenu dans {g} et le corollaire 2 assure alors
que {g} est une composante des solutions singulières de {g.P }. Le théorème 4 assure alors que
{g} = ({g} : Sg) qui prouve que ({g.P } : Sg.P ) ⊂ {g}. Ainsi l’idéal {g} est une composante des
solutions singulières particulière de {g.P }. Le résultant Rg de g.P vérifie Rg = g2d−1R donc
les composantes des solutions singulières essentielles de {g.P } sont de la forme {Rs} où Rs est
une composante irréductible de Rg distincte de g puisque {g} est une composante particulière.
Ainsi, Rs est une composante irréductible de R. Par le corollaire 2, on a {g.P,Sg.P } ⊆ {Rs}.
L’idéal {Rs} est premier et Rs est distinct de g donc on déduit des relations g.P ∈ {Rs}
et Sg.P = g.SP ∈ {Rs} que {P,SP } ⊆ {Rs}. Ceci prouve que les composantes des solutions
singulières essentielles de {g.P } sont les composantes des solutions singulières essentielles
de {P }. 
Définition 4.
(1) Par sous-tissu d’un d-tissu donné et présenté par un δ-polynôme P , on désigne un tissu
présenté par un δ-polynôme Q tel que Q divise P .
(2) Un tissu irréductible sera un tissu présenté par un polynôme différentiel irréductible.
Les résultats obtenus dans les parties 3 et 4 s’interprètent alors en géométrie des tissus de la
manière suivante :
Théorème 10. SoitW(d) un d-tissu polynomial.
(1) Les solutions singulières d’un sous tissu deW(d) sont solutions singulières deW(d).
(2) Les solutions singulières essentielles du tissu sont les solutions singulières essentielles des
sous tissus irréductibles.
(3) Un tissu dont les pentes des feuilles sont dans F[y] n’admet pas de solutions singulières
essentielles.
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et du corollaire 4. 
Définition 5. Un d-tissuW(d) du plan dont les feuilles sont, au voisinage de 0 ∈ C2, des germes
de droites, non nécessairement parallèles est dit linéaire et noté L(d). Les tissus algébriques,
notés LC(d) sont des tissus linéaires dont les feuilles sont tangentes à une courbe algébrique de
classe d ou des pinceaux de droites.
Un tissu algébrique LC(d), associé à une courbe réduite C de P2 d’équation affine
P(s, t) = 0,
est implicitement présenté dans le dual Pˇ2 de P2 par l’équation
F(x, y,p) = P(y − px,p) = 0
(cf. [H-04]). En reprenant les arguments de la démonstration de la proposition 5 on obtient la
proposition suivante :
Proposition 7. Les tissus algébriques du plan sont les tissus présentés par un produit d’équa-
tions de Clairaut polynomiale, à un inversible de O près.
La proposition suivante obtenue initialement par le premier auteur dans [R1] ou [R2,
lemme 2.1], nous permettra de relier la géométrie des tissus et l’étude des solutions singulières :
Proposition 8. Soient d un entier d  3 et P un polynôme différentiel d’ordre 1 et de degré d .
On note Q = ∂x(P ) + y′.∂y(P ) = δ(P ) − y′′.SP et R le résultant de P et SP . Il existe deux
δ-polynômes U et V d’ordre 1 et au plus de degré respectif d − 2 et d − 1, uniques, tels que l’on
ait l’identité suivante
R.Q = U.P + V.SP .
Démonstration. Posons p = y′ et
P(x, y,p) := a0 · pd + a1 · pd−1 + · · · + ad = 0
puis que
U := u2.pd−2 + · · · + ud et V := v1.pd−1 + · · · + vd.
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R=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 0 . . . 0 da0 0 . . . 0
a1 a0 0 (d − 1)a1 da0 0
a2 a1 0 (d − 2)a2 (d − 1)a1 0
...
...
. . .
...
...
...
. . .
...
ad−2 ad−3 a0 2ad−2 3ad−3 . . . 0
ad−1 ad−2 a1 ad−1 2ad−2 . . . da0
ad ad−1 a2 0 ad−1 . . . (d − 1)a1
0 ad a3 0 0 . . . (d − 2)a2
0 0 a4 0 0 . . . (d − 3)a3
...
...
. . .
...
...
...
. . .
...
0 0 ad 0 0 . . . ad−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
on cherche alors à résoudre le système suivant :
R ·
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
u2
...
ud
v1
...
vd
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
∂y(a0)
∂x(a0)+ ∂y(a1)
...
∂x(ai−1)+ ∂y(ai)
...
∂x(ad)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Le deuxième membre de cette équation comportant d−3 zéros au niveau supérieur. On remarque
que le déterminant de la matriceR n’est autre que Result(P,SP ) d’après la formule de Sylvester,
ce qui donne l’existence et l’unicité voulue. 
Soit W(d) un d-tissu du plan présenté par un δ-polynôme P dont on note par pi ∈ O les
pentes des feuilles pour 1 i  d .
Il existe un unique polynôme PW(d) à coefficients dans O, de degré au plus d − 1 de la forme
PW(d) = l1 · pd−1 + l2 · pd−2 + · · · + ld
tel que pour tout i, l’égalité suivante soit vérifiée :
Xi(pi) := ∂x(pi)+ pi∂y(pi) = PW(d)
(
x, y,pi(x, y)
)
.
Proposition 9. Avec les notations de la proposition 8, le polynôme PW(d) est à coefficients dans
F[y] et on a l’égalité
V = −PW(d).
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substituant à p tous les pi successivement, on obtient que V (x, y,pi) = −Xi(pi), ce qui prouve
la proposition. 
Nous retrouvons alors, avec le formalisme de l’algèbre différentielle et cette dernière égalité,
les propriétés suivantes du polynôme PW(d) démontrées dans [H-93] :
Théorème 11. Avec les notations de la proposition 8,
(1) Les feuilles du tissu sont les graphes des solutions de l’équation différentielle
R.y′′ + V = 0.
(2) Le tissu est linéaire si et seulement si V = 0.
Démonstration. Puisque Q = δ(P )− y′′.SP , on déduit que de l’égalité montrée dans la propo-
sition 8 que R.δ(P )−U.P = (R.y′′ + V ).SP , autrement dit que
R.y′′ + V ∈ ({P } : SP ),
ce qui démontre le premier point. Supposons que V soit nul, alors R.y′′ appartient à ({P } : SP ).
Les graphes des feuilles du tissu, définis en dehors du lieu où R = 0, sont donc solutions de
l’équation y′′ = 0 et les feuilles du tissu sont donc des droites. Réciproquement, si les feuilles
du tissu sont droites, leur équation vérifie y′′ = 0, ce qui implique que V appartient à ({P } : SP ).
Si P est irréductible, comme V.SP ∈ {P } et que V.SP et P ont même ordre, le théorème 1
assure que P divise V.SP . Ainsi, P divise V car P ne divise pas SP . Le degré de V étant
inférieur au degré de P , on en déduit que V est nul. Si P =∏i Pi n’est pas irréductible, l’égalité
({P } : SP ) =⋂i ({Pi} : SPi ) nous permet de nous ramener au cas précédent. 
Dans le cas des tissus polynomiaux, nous obtenons grâce à ces résultats le théorème suivant :
Proposition 10. Soit P un δ-polynôme irréductible présentant un d-tissu W(d). On a alors
l’équivalence suivante
W(d) est linéaire ⇔ W(d) est algébrique.
Démonstration. Un tissu algébrique est évidemment linéaire. Réciproquement, puisque V est
nul, on déduit de l’égalité de la proposition 8 que R.Q ∈ {P }. Puisque les ordres de P et de
Q sont égaux, et que P ne divise pas R, le théorème 1 montre que P divise Q. Il suffit alors
d’appliquer la proposition 5 et la proposition 7. 
La relation obtenue dans la proposition 8 permet de donner ce résultat :
Théorème 12. Soit W(d) un d-tissu présenté par un δ-polynôme P , sans facteurs d’ordre nul.
Si {P } admet une composante des solutions singulières essentielle {Rs}, alors PW(d) ∈ {Rs}.
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PW(d).SP par rapport à y′, vérifiée par PW(d) obtenue dans les propositions 8 et 9, on obtient :
R.∂y′(Q) = ∂y′(U).P +U.SP − ∂y′(PW(d)).SP − PW(d).∂y′(SP ).
La composante essentielle {Rs} contenant P et SP , on déduit de l’égalité précédente que
PW(d).∂y′(SP ) ∈ {Rs}. Supposons que PW(d) n’appartient pas à l’idéal premier {Rs}, alors
∂y′(SP ) ∈ {Rs}. En réitérant le processus, on montre que les dérivées successives de SP par
rapport à y′ appartiennent à {Rs}. Si P est de degré d , cela signifie que ∂(d)y′ (SP ) qui n’est autre
que le coefficient dominant a0 de P (modulo une constante) est dans {Rs}. Le théorème 1 assure
alors que Rs divise a0. Puisque chacune des dérivées ∂(j)y′ (SP ) ∈ {Rs}, on en déduit que chacun
des coefficients du polynôme P en y′ sont dans {Rs}, et donc à nouveau que Rs divise chacun
d’eux. Ceci prouve alors que Rs divise P , supposé sans facteur d’ordre nul. Cette contradiction
prouve ainsi que PW(d) appartient à {Rs}. 
6. Tissus pseudo-singuliers
Définition 6. SoitW(d) un d-tissu polynomial du plan présenté par un δ-polynôme P et Rs une
composante non singulière du résultant R = Rαs .Rτ de P . Le tissuW(d) est pseudo-singulier de
composante {Rs} si PW(d) ∈ (Rαs ).
Remarque 6. Un d-tissu pseudo-singulier de composante {Rs} est présenté par un polynôme de
Darboux local P . La composante {Rs} est, grâce au théorème 8, une composante des solutions
singulières essentielle de {P }. Nous dirons qu’une telle composante est pseudo-singulière.
Cette classe de tissu contient strictement la classe des tissus algébriques. Par exemple, le tissu
présenté par l’équation (y′)3 + x.(y′)2 − y = 0 n’est pas algébrique puisque l’équation n’est pas
de Clairaut, pourtant, c’est un tissu de Darboux local de composante {y}.
Afin de pouvoir énoncer les résultats principaux de cette partie, une incursion dans la géomé-
trie des tissus est à nouveau nécessaire. Nous renvoyons aux articles [H-04], [H-06] et [R1] pour
plus de détails.
Revenant à la présentation classique d’un d-tissu W(d) par la donnée de ses feuilles
(F1, . . . ,Fd), soit A(d) le C-espace vectoriel des relations abéliennes deW(d) défini par
A(d) :=
{(
g1(F1), . . . , gd(Fd)
) ∈Od tel que (gi)i=1,...,d ∈ C{t} et d∑
i=1
gi(Fi) dFi = 0
}
.
Le rang du tissu rgW(d) est la dimension sur C de A(d) majorée par l’entier
πd := 12 (d − 1)(d − 2).
Soient d  3 et W(d) un d-tissu non singulier présenté par F de la forme (1) et S =
{F(x, y,p) = 0} la surface lisse associée, munie de la projection canonique π :S → (C2,0)
induite par (x, y,p) → (x, y).
Soit (Ω•, d) le complexe de de Rham des formes différentielles sur S.S
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aF =
{
ω = (b3 · pd−3 + b4 · pd−4 + · · · + bd) · dy − pdx
∂p(F )
∈ π∗
(
Ω1S
)
,
bi ∈O telle que dω = 0
}
.
On montre que l’espace aF est uniquement déterminé par les solutions analytiques bi du
système différentiel linéaire homogèneM(d) suivant :
M(d)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂x(bd)+A1,1 · b3 + · · · +A1,d−2 · bd = 0,
∂x(bd−1)+ ∂y(bd)+A2,1 · b3 + · · · +A2,d−2 · bd = 0,
...
∂x(b3)+ ∂y(b4)+Ad−2,1 · b3 + · · · +Ad−2,d−2 · bd = 0,
∂y(b3)+Ad−1,1 · b3 + · · · +Ad−1,d−2 · bd = 0.
Les coefficients Aij de ce système sont dans O[1/R]. Les solutions analytiques de M(d) for-
ment un système local. On construit à partir de M(d) grâce à la théorie de Cartan–Spencer un
fibré vectoriel complexe E de rang πd sur (C2,0), inclus dans le fibré des jets Jd−2(Od−2) et
une connexion méromorphe ∇ :E → Ω1 ⊗OE, non nécessairement intégrable, dont les sections
horizontales s’identifient à aF .
Théorème 14. (Hénaut, 2006) Soit W(d) un d-tissu pour lequel le fibré (detE,det∇) est inté-
grable. Soit γ la matrice de connexion de ∇ dans une base de E. Les conditions suivantes sont
équivalentes :
(i) tr(γ ) ∈ Ω1(logΔ), soit ici Δ · tr(γ ) ∈ Ω1 ;
(ii) quitte à modifier la présentation P deW(d), on a la formule du déterminant suivante :
detW(d) :=
∑
q
resΔq
[W(d)] · dΔq
Δq
= tr(γ )
où le résidu resΔq [W(d)] := resΔq [tr(γ )] ∈ C ne dépend que du tissu et des composantes
irréductibles de son lieu singulier.
Proposition 11. Soient W(d) un d-tissu polynomial présenté par un δ-polynôme P et Rs une
composante non singulière du résultant R = Rαs .Rτ de P . Soit E = (ei)i=1,...,πd la base du fibré
E introduite dans [H-04]. Les propositions suivantes sont équivalentes :
(i) la matrice (Aij ) est à coefficients dans C[x, y]Rτ ;
(ii) la matrice de la connexion méromorphe ∇ dans E est à coefficients dans C[x, y]Rτ ;
(iii) le tissu est pseudo-singulier de composante {Rs}.
Dans ce cas, si de plus la trace de la matrice de courbure est nulle, alors resRs [W(d)] = 0.
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appartient à l’espace aP si et seulement si, en posant r = b3 · pd−3 + b4 · pd−4 + · · · + bd , il
existe un polynôme rp de degré au plus d − 1, vérifiant
r
(
∂x(P )+ p∂y(P )
)= (∂x(r)+ p∂y(r)+ ∂p(rp)) · P − rp · ∂p(P ).
Cette écriture permet de déterminer explicitement les coefficients Aij du systèmeM(d). L’ana-
logie avec la relation obtenue dans la proposition 8 permet d’obtenir les coefficients Aij comme
une combinaison linéaire sur C des coefficients du polynôme PW(d)/R et des coefficients d’une
1-forme à pôles en dehors de Rs [R2, proposition 2.7]. Puisque la matrice de connexion s’ex-
prime uniquement grâce aux coefficients Aij , on montre les implications (iii) ⇒ (i) ⇒ (ii). Le
calcul de la forme général des coefficients Aij montre que s’ils n’admettent pas de pôles sur Rs , il
en est de même pour les coefficients du polynôme PW(d)/R, ce qui achève la démonstration. 
Exemple 5. Pour un 4-tissu présenté par le δ-polynôme P = a0.(y′)4 + a1.(y′)3 + a2.(y′)2 +
a3.y′ + a4, on montre que la matrice (Aij ) est de la forme :
(Aij ) =
( −v4 A1
A1 − v3 A2
A2 − v2 v1
)
où
A1 = −∂x(a0)
a0
− ∂y
(
a1
a0
)
− 2a2a0 − a
2
1
a20
v1 − a1
a0
v2 + 3v3
et
A2 = −∂y(a0)
a0
− a1
a0
v1 + 2v2
et où les coefficients vi sont les coefficients de PW(d)/R.
Remarque 7. On retrouve ici que les tissus algébriques admettent des résidus nuls.
Théorème 15. Soient W(d) un d-tissu polynomial et (E,∇) sa connexion associée. Si, dans
la base E du fibré E, la matrice de connexion n’admet pas de pôles sur une composante non
singulière du résultant d’un polynôme présentant le tissu, alors cette composante est une solution
singulière essentielle du tissu.
Démonstration. On déduit de la proposition 11 que le tissu est pseudo-singulier et donc de
Darboux local de composante {Rs}. Le résultat découle alors du théorème 8. 
Remarque 8. Notons que le système M(d) est un système local (cf. [H-04]), dont le rang est
précisément le rang du tissu en un point non singulier. La notion de rang se prolonge donc
naturellement sur la composante d’un tissu pseudo-singulier. Le rang peut alors être interprété
comme un invariant mesurant les relations entre la solution singulière pseudo-singulière et les
feuilles du tissu.
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