Using functional arguments, some existence results for the infinite boundary value problemẋ = F (t,x), x(−∞) = x(+∞) are given. A solution of this problem is frequently called, from Poincaré, homoclinic.
Introduction
Let F : R × R N → R N be a continuous function; consider the probleṁ Throughout this paper, the limits which appear are always finite; other cases are mentioned.
In a certain sense, the problem (1.1) and (1.2) may be considered as a generalization of the classical bilocal boundary value probleṁ
x = F (t, x), x(a) = x(b). (1.4)
The problem (1.4), which is closely related to the problem of periodic solutions, has constituted the object of numerous fundamental studies; last year, a systematic study based on the theory of topological degree has been drawn up by J. Mawhin [17, 18, 19, 20] . In the cited works the reader can find a rich bibliography in this field.
On the other hand, the existence of solutions of (1.1) such that there exist x(±∞) (these solutions are often called convergent), has constituted the object of many works (see [3] ). A substantial contribution in this field is due to A. G. Kartsatos [13, 14, 15, 16] ; some of the ideas contained in his works will be used in this paper.
Most of the papers deal with the existence of the limit x(+∞); less are dedicated to the existence of both limits x(±∞); among these, we mention [2, 12] .
Among the first results that consider the boundary value problems on noncompact intervals one counts the results obtained by A. G. Kartsatos [16] .
In another direction, it was pointed out interest in the asymptotic behavior of solutions for integral equations, too; for the Volterra equations, the fundamental paper of C. Corduneanu [10] and for the Hammerstein equation the one of D. Petrovanu [21] . The existence problem of convergent solutions for the integral equations has been considered in [4, 5, 6] .
The boundary value problems of the type (1.1) and (1.2) has been considered in [1, 2, 7, 8] .
In the present paper, the boundary value problem (1.1) and (1.2) is discussed in the case when the differential equation is linear or linearizable; through this last term we understand the fact that (1.1) may be reduced to another which contains a linear part.
Section 2 deals with the notations and the main hypotheses. Next we present some general results which will be used in what follows.
In Section 3, we prove some existence results for the problem (1.1) and (1.2) in the case when F (t,x) = A(t)x + b(t); these results are determined by the specific properties of the matrix A(t).
Finally, in Section 4, we give two existence theorems in the case when F is linearizable.
Notations and general results

2.1.
We denote by R N the N-dimensional Euclidean space and by ᏹ N (R) the space of all N × N real matrices; both spaces are endowed with the norm | · | and the usual scalar product in R N is ·, · .
The fundamental functional space is
endowed with the topology of uniform convergence on every compact interval of R.
We consider the following linear subspaces of C c :
All these spaces are Banach spaces with the norm
their topology being stronger than the one induced by the topology of C c .
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For every function h defined on R, we put
(the limits being considered finite). Moreover, let
(2.5)
An analogous signification have the notations C
, the space of all Lebesgue integrable functions on R. Also, consider
These three Banach spaces are endowed with their usual norms. Finally, we put
2.2. The aim of this subsection is to point out some important properties of C l . 
is an isometric isomorphism between C l and C (a,b) .
Remark 2.2.
The same function represents an isometric isomorphism between C ll and C [a,b] .
Definition 2.3 (see [3] ). We say that a family A ⊂ C l is equiconvergent if
(2.9) 
Proof. From (ii) and (iii) one gets Ꮽ is equicontinuous in C l . Therefore, (Ꮽ) is an equicontinuous and uniformly bounded set in C (a,b) . So, based on Ascoli-Arzéla theorem, we conclude that (Ꮽ) is relatively compact in C (a,b) .
2.3.
In what follows we will point out two useful properties. We state these properties on R + and R − . Let X be a Banach space and P : X → X be a projector.
Proposition 2.5. Let U : R + → X X be a function which fulfills the following hypotheses:
Then, there exist two constants α, β > 0 such that
Proof. We put
From the identity
we get 
then by using the relation
The conclusion is now obvious.
An important particular case is the one when
(see [11, 12] ).
Remark 2.7.
A similar result may be obtained on the negative semiaxis R − .
Linear equations
Let
be a continuous function and b ∈ C c ; consider the equationṡ
We denote
We treat the existence problem of the solutions for (3.2) in the following way.
Homoclinic solutions
First, we search solutions in C l by using the well-known theory of admissibility. More exactly, we are looking for Banach spaces B ⊂ C c such that for every b ∈ B, (3.2) has solutions in C l . Next, for these solutions belonging to C l we ask to satisfy the condition
and we try to find sufficient conditions such that the relation (3.4) becomes possible.
3.2.
Consider now the scalar caseẋ
where a, b : R → R are continuous functions and a, b ∈ C l .
every solution of (3.5) is homoclinic.
then (3.5) admits one and only one solution in C l if and only if
If, furthermore, (3.7) is satisfied, this solution is homoclinic.
Proof. (1) We have
It results 12) and the unique solution in C − l is
But, from (3.9) we obtain
Hence, the solutions x 1 and x 2 are identical; the limits of these solutions to infinity are given by (3.11). 
3.3.
The result contained in Proposition 3.1 can be generalized to the case of (3.2) in different ways; we exemplify here only one of them.
all the solutions of (3.2) are homoclinic, (b) for each b ∈ C 0 , all the solutions of (3.2) are homoclinic to zero.
We will sketch the proof, omitting the calculus details.
Consider c ∈ R N fixed; for every x ∈ C l , denote by y = H x the unique solution for the problemẏ
By using Proposition 3.1 and hypotheses (i) and (ii), we get
Considering in C l a Bielecki norm
for a positive real number λ, H will result a contraction. If x = (x i ) i∈1,N ∈ C l is the unique fixed point of H , then we can apply Proposition 3.1 to every x i , i ∈ 1, N.
3.4.
Another possibility for obtaining existence results in C l is based on the remark that if x is of class C 1 , then x belongs to C l if and only ifẋ is Riemann integrable on R.
We also use in this subsection the notations
Proof. Let x ∈ ᐄ; from the classical inequality
we obtain x ∈ C; but sinceẋ
and (3.21) is true, it follows thatẋ is Riemann integrable on the whole real axis R. Therefore, (a) is obvious. Denote (t) := det X(t). Since the well-known identity Hence, it is easy to observe that which is equivalent to the fact that 1 is not an eigenvalue of the matrix X −1 (−∞) · X(+∞). Proof. By using Proposition 3.5 and the identity
it follows that X −1 (t) is bounded. Let x be a solution of (3.2); then
We get x ∈ C and fromẋ
it results thatẋ ∈ L 1 , x ∈ C l . Of course, (3.31) is a homoclinic solution with x(0) = c which implies
But, the relation (3.33) is exactly the sufficient and necessary compatibility condition for this system.
3.5.
Another possibility to obtain the existence of homoclinic solutions would be the reduction of our problem to an integral equation by using a Green's function, the treatment being like in the theory of bilocal boundary value problems.
The admissibility with respect to an integral operator has been considered first by C. Corduneanu [10] and D. Petrovanu [21] . The admissibility hypothesis on the pair (C l , C l ) is developed in [4] .
The building of the Green's function which will be used is based on the decomposition of R N into a direct sum
where
Denote by P 0 , P − , P + , P s some projectors in R N which are associated to these The function Ᏻ = Ᏻ(t, s) is continuous in the set
Consider the integral operator
The fundamental properties of this operator are given by the following proposition.
If, furthermore,
Moreover, the operator G :
Proof. We study the asymptotic behavior of the function (Gb)(t) at +∞; at −∞ the proof is identical.
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First, remark that from (3.39) it results for t ≥ 0 the following inequalities: 
But, for t ≥ 0, we have The conclusion (3.43) is proved because every b ∈ C l can be written under the form
Finally, the compactness of G is obtained from Proposition 2.4. 
By using Remark 3.10, we consider the following spaces:
(3.54)
Now we attach to (3.2) the "initial" condition The conclusions of this theorem are immediate since Proposition 3.8 holds and for b ∈ B 0 the solution of (3.2) and (3.55) is given by
(3.57)
3.6.
A short version of Theorem 3.12 is the following, where the conditions are given on the positive semiaxis. 
Then, for every b ∈ C ll , all the solutions of (3.2) are homoclinic.
Proof. The conditions (i) and (ii) allow us to conclude that every solution x of (3.2) belongs to C
But, the function y(t) := x(−t) is a solution oḟ
But,
The proof is now complete.
3.7.
The proof of Proposition 3.8 contains separately the asymptotic behavior research of the solutions at +∞ and next at −∞.
The following proposition points out another aspect in this direction. 
Proof. From (iii) it results
Let b ∈ B and let y + ∈ C + l , y − ∈ C − l be the solutions given by (i) and (ii). From
where Using the previous proposition we obtain the following theorem.
Homoclinic solutions
Theorem 3.15. Suppose that
Then, (3.2) admits homoclinic solutions.
3.8.
We point out the fact that C l and C (a,b) are isomorphic, like in Proposition 2.1; for simplification and to achieve a similarity with a classical problem, we take a = 0 and b = ω. Let ϕ : R → (0, ω) be a C 1 function satisfying the conditionṡ
We put for simplification, ψ −1 = ϕ. Consider first the homogenous equatioṅ
Then,
Proof. We put The following result is now obvious. 
has a solution for d ∈ C (a,b) and if the relation (3.69 
) is satisfied, then (3.2) admits homoclinic solutions for b(t) = (1/φ(t)) · d(ϕ(t)).
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For the problem (3.73) do exist many existence results; by using the mentioned way, these results can be used to prove the existence of the homoclinic solutions for (3.2).
We end this section with an interesting result deduced from (3.69). Proof. The transformation x(t) → y(t) := x(ψ(t)) transforms (3.1) into (3.72); since C(0) = C(ω), the matrix C(t) can be prolonged by periodicity to the whole real axis R. Let Y (t) be the fundamental matrix of (3.72) with Y (0) = I ; then 
Linearizable equations
4.1. In this section, we consider the nonlinear probleṁ
for certain categories of functions F and the corresponding equations will be called linearizable.
We treat only two linearizable cases which will be named differential linearizability and homotopic linearizability. 
Let
We admit the following hypotheses:
(f3) lim sup x→0 (|f (t,x)|/|x|) = 0, uniformly with respect to t ∈ R.
Theorem 4.1. Suppose that the fundamental matrix X 0 (t) of the systeṁ
admits an exponential dichotomy on R + by the form
where α > 0, k ≥ 1. Then, the probleṁ 6) has homoclinic solutions to zero, if |ξ | is small enough.
Proof. The hypothesis (A2) ensures us a similar behavior on R − for X 0 (t). From (A1) it results that there exists r 0 < r such that
But then (see [9] ) for every u ∈ r 0 the equatioṅ
admits a fundamental matrix X u (t) such that
where k 1 = 12k 3 , α 1 = α − 6k 3 δ.
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The hypothesis (A2) enables us to extend the previous inequalities to R under the form
Let ε < α 1 /k 1 ; by using the hypothesis (f3) there exists ρ < r 0 such that Using Theorem 3.12 with P − = P + = 0, P 0 = P , we get H S ρ ⊂ C 0 ; (4.14)
furthermore, H is compact. A simple calculation shows us that
implies the embedding H S ρ ⊂ S ρ . All the hypotheses of Schauder's fixed point theorem being satisfied, H has at least a fixed point. The proof is now complete.
4.3.
We return now to the problemẋ = F (t,x), (4.16) x(−∞) = x(+∞).
(4.17)
In [2] were introduced the so-called associated operators to the problem (4.16) and (4.17): an operator K, defined on a subset of C l (or C ll ) is called associated if it is compact and if its fixed points coincide with the solutions of the problem (4.16) and (4.17). The easiest example for such an associated operator is and so K 0 admits a fixed point in B ρ . Since K 0 is the associated operator of the problems (4.16), (4.17), the theorem is proved.
