Quantum correlation is a key resource for quantum computation. It is recognized that a scalable measure for quantum correlation is important for the field of quantum information processing. We propose a new measure of correlation for a quantum network. Our measure is based on Wheeler's It-from-Bit framework instead of It-from-Qubit. Our measure is an emergent geometric representation of quantum entanglement that arises from a sequence of local measurements, i.e. in Wheeler's words from "irreversible acts of amplification." We can form a joint probability distribution from the binary outcomes of these repeated measurements over an ensemble of identical quantum states without internal inconsistencies. In this sense we have an emergent information geometry based within the space of measurements. We use a well-known information geometry-based distance that applies for a string of measurement outcomes, and a novel generalization of these lengths to areas, volumes and higher-dimensional volumes. Using these areas and volumes we define a curvature measure. Our curvature measure is a monotonic function for correlation, and is an indicator of the degree of correlation in the quantum network. This novel approach enables us to capture a degree of correlation of quantum system, and with well chosen measurements, could provide a scalable measure for identifying entanglement resources for higher dimensional qudit networks.
Measures for Entanglement and Correlations
Quantum entanglement and quantum correlation is a key resource for quantum computing. [1] Among many applications, quantum entanglement is widely used in quantum cryptography [2] , quantum dense coding [3] , and quantum teleportation [4] and have potential to optimize classical communication by reducing the complexity of classical communication. [5] A scalable measure that can identify regions containing a high degree of entanglement within a quantum network will be important for quantum information and communication. However, this has proven to be a formidable problem. In particular, quantum entanglement in higher-dimensional states has exponentially increasing complex structure that makes it hard to quantify. While it is possible to represent and entangled qudits state as a separable superposition of states in a 2 d dimensional Hilbert space the resulting Hilbert space still exhibits exponential scaling in dimension. [6, 7] It is not scalable. Ordinarily a qudit network in any representation would require quantum state tomography using 2 d × 2 d independent measurements, and experimentally many more redundant measurements are required.
There are various well-established methods to distill a separable state from entangled state. These are as follows:
• entanglement witnesses (EW); [8] ,
• positive partial transpose (PPT) criterion; [9] • violation of bell inequality (BI); [10] and • Schmidt decomposition (SD) theorem.
Each of these methods have their own advantages as well as shortcomings. We briefly review these features. Following the SD procedure, any state |ψ in H A ⊗ H B can be written as
where the states |φ j are orthonormal and the c j 2 are the eigenvalues of the reduced density matrix with c j ≥ 0. We differentiate between two properties of such a state as to wether it is separable or entangled. The former can be expressed as a product state (2) |ψ = |u ⊗ |v , otherwise it is an entangled state. Furthermore, if all the c j are equal then |φ is maximally entangled. One issue with the SD procedure is that this formalism doesn't say anything about the degree of entanglement when the state is neither maximally entangled nor separable. Each of the other three methods have their own issues, e.g. the violation of the BI does not occur for all entangled states, the EW method easily lends itself to an experimental realization, and the PPT is only a necessary condition for separability but is not sufficient. Ordinarily a quantum computation requires that we control and understand the degree of quantum correlation of the state. For example, let's consider a state with an entanglement parameter λ,
It is clear that when λ is either zero or 1 this state is separable. This state is maximally entangled when λ = 1/2. One can ask, "What is the degree of entanglement when 0 ≤ λ ≤ 1/2?" This question is even harder to answer in higher dimensional Hilbert spaces when we have a qudit state (d > 2) in an arbitrarily prepared mixed state. Answering such a question has a profound theoretical significance, but it also has practical significance for quantum information processing. We see an example of such practical use in quantum teleportation and communication. It is well known that, through two maximally entangled state one can teleport one qubit. Furthermore, if the state is not maximally entangled then we can not have faithful teleportation. Nevertheless, if one uses Shannon's theory of communication and sends multiple copies, then one can obtain a higher fidelity teleportation. This example illustrates the need for a measure of the degree of entanglement. Armed with such a measure, one could in principle know how many of these state would suffice to obtain a desired degree of teleportation. [11] The goal of this paper is to introduce a measure of the degree of entanglement for an arbitrary quantum state (qudit). However, before we introduce our measure of entanglement, we briefly discuss the general properties needed for a measure. We will also discuss previous work in this area as a guide for our measure of entanglement. This measure of entanglement should satisfy the following properties: [12] (1) It should be monotonic under local operations and classical communication (LOCC), where a LOCC is a very specific kind of operator in quantum information which acts on one part of system and transfers the results through a classical communication channel. Most importantly, entanglement should not increase under local operations. [13] (2) For separable state the measure of entanglement should vanish.
Horedecki [14] divided the current measures of entanglement to three classes. In this paper we adopt his classification, these are as follows:
(1) Measures based on distances, where the further a given state is from its closest separable state the higher degree of entanglement it posses [13] . (2) Convex roof measures such as concurrence [15] and discord [16] . Our approach is in the class of convex roof measures. Therefore, we first discuss concurrence. However, though our measure has similarities with the discord metric, it is fundamentally different. It is similar in that it returns a non-zero measure for quantum correlation even for non-entangled states. It is different because it uses Shannon entropy (It-from-Bit) as opposed to von Neumann entropy (It-from-qubit). We discuss this emergent entanglement geometry based on the space measurement outcomes in detail later in Sec. 2. Concurrence is perhaps the most well known member of this class of entanglement measures and captures precisely the onset of entanglement. The reader should concur with this point! This measure of entanglement was first suggested by Scott Hill and William K. Wootters [15] . The concurrence is an entanglement monotone defined for a mixed state of two qubits, where
in which each λ j is the square root of the corresponding eigenvalue of ρ ρ in descending order, with ρ := (σ y ⊗σ)ρ * (σ y ⊗ σ y ). The basic motivation behind the definition of concurrence is to provide a measure of the degree of non-separabibility of the quantum state as a distance. The concurrence is zero when the state is separable and when it is non zero it provides a measure of how far this state is from achieving separability. The concurrence, C(ρ) ∈ [0, 1], is a positive number.
Another suitable way to measure entanglement utilizes entropy. Given the density matrix ρ the von Neumann entropy
has favorable properties. In particular, (1) It is zero for unentangled states and maximal when all the coefficients c j in Eq. 1 are equal. (2) It Is convex: S A1A2 ≤ S A1 + S A2 .
(3) It is basis-independent. (4) It increases under LOCC. Harold Ollivier and Wojciech H. Zurek introduced a measure of correlation, based on information entropy and they called it quantum discord. [16] Discord captures the quantum correlation even when there is no quantum entanglement (they illustrated this on the Werner state). Quantum discord is defined in terms of mutual Information. It definition was motivated by the incompatibility of classical and quantum mutual information, i.e. two classically identical expressions of the mutual information differ when applied to quantum systems. The two classically equivalent expressions for mutual information, differ when applied to quantum states. Here H(A) is the information entropy, H(A, B) the joint entropy and H(A|B) the conditional entropy. The conditional entropy measures the uncertainty left in A after the value of B is known (presumably by a measurement). Eqns. 6 and 7 are equal to each other but when we calculate them for quantum systems using von Neumann entropy
J and I are not ordinarily equal. This disparity led to the definition of quantum discord
The most noticeable characteristic of discord is that it can be non zero for a separable state. Thus, the absence of entanglement is not necessarily equivalent to the absence of quantum correlation. Discord and concurrence have been calculated for two and three qubit states specially for the Werner state [17] and they both satisfy the known conditions for measure of quantum correlation and entanglement in two qubit systems.
For quantum information processing in higher-dimensional Hilbert spaces one needs a scalable entanglement measure for the qudit state. However, calculating discord or concurrence is not scalable in d and this would be prohibitive to calculate. Scalability is a central driving feature for our measurement-based measure of the degree of entanglement and quantum correlation. Accordingly, we generalized the approach by W.B.Schumacher [18] and constructed a well-known information geometry that is based on measurement outcomes from an ensemble of identically-prepared quantum states. [7] We calculate the curvature for space of measurements using elements of this geometry such as information distance and its novel extension to information areas and volumes. [7] We show here that the curvature defined within a space of measurements is a monotonic function in the degree of correlation. The greater the quantum correlation or entanglement, the greater the curvature. We conjecture the following:
Conjecture: In the space of entangled states, the states with higher quantum correlations have a higher degree of entanglement.
We posit that the curvature of space of measurements to be used as a measure for degree of quantum entanglement as long as the conjecture holds. This was certainly the conclusion from the definition and application of quantum discord.
Given the importance to the field of resource allocation for quantum information processing, we feel it is important to explore uniquely different approaches to this problem. The purpose of the remainder of this manuscript is to describe a novel approach that we refer to as emergent entanglement geometry. Each of the approaches have positive features as well as difficulties. Concurrence does an excellent job in delineating the boundary between separable and entangled states but it appears to us to be difficult to define on higher dimensional multipartite systems. Discord and global quantum discord is a quantum measure and captures correlation even in the absence of entanglement; however it uses the conditional von Neumann entropies that are ordinarily not well defined and it is depends on ones choice of an alternative to conditional entropy. In our emergent entanglement geometry it uses the well defined Shannon entropy instead of von Neumann entropy which makes it is easier to calculate in higher dimensions and thereby avoids internal inconsistencies, nevertheless, one would have to explore further how dependent is on the definitions for the metric, areas and d-volumes. We believe that progress can be made by exploring these three and other approaches with the eye on scalability. We introduce our approach in the next section.
Quantum Geometry in the Space of Measurements
The assertion of John Archibald Wheeler that "No elementary quantum phenomenon is a phenomenon until it is brought to close by an irreversible act of amplification." was inspired by Niels Bohr. This point of view, together with the Principle of Complementarity, is at the very heart of Wheeler's It-from-Bit framework. [19] Here we explore entanglement networks within this information-centric geometric landscape. The quantum network we consider in this manuscript is a quantum state with d photons with varying degrees of entanglement and possibly mixed quantum states. Observers examine the space of measured data from repeated experiments over a set of identically-prepared quantum states. Each observer records a 1 if their detector triggers, otherwise a "0" is recorded. This generates a string of 1's and 0's at each detector as illustrated in Fig. 1 . The string of numbers can be represented by a binary random variable. The observers may have more than one detector, and therefore each observer may acquire more than one binary random variable. Once these random variables are formed, we can apply an information geometry measure of distance, area, volume and d-volumes to the network of observers [21, 22, 25, 24] . These measures are defined using the familiar Shannon expression for conditional entropy that will be described in this section. [20] .
What is unique to our definition of quantum information geometry is that we project the qudit state into a classical space of a d-dimensional joint probability distribution. We make repeated measurements on an ensemble of identically-prepared quantum states to produce this probability distribution. From this distribution we can calculate all other marginal or joint probability distributions. In this sense we are constructing a functional from the quantum density matrix to a classical distribution; we are essentially "probing the quantum state within a space of measurements." [7] We describe this in detail below after we discuss novel entropic geometry constructions.
We construct our curvature based-measure of entanglement based on Shannon information theory [20] . The fundamental quantity of any information theory is information entropy. The entropy, H(X) is a function of the probability spectrum of values of a random variable X . We use Shanon's entropy (11) H
Here p(x i ) = p(X = x i ) is the probability that the random variable X has the value x i . Probability measures uncertainty about the occurrence of a single event, but entropy provides a measure of the uncertainty of a collection of events. In other words, the H(X) is a measure of the uncertainty associated with the probability distribution over X.
The entropy is the largest when our uncertainty of the value of the random variable is complete (e.g. uniform distribution of probabilities), and the 
0≤H(X i )≤log(s).
For example, consider an electron with two possible configurations, up and down. In the most general quantum state is the normalized superposition state
The entropy of this probability distribution is (15) 
In the case that | c 2 | 2 = | c 1 | 2 = 1 2 , H(X) will equal to 1. This entropy obeys a set of special properties:
(1) H(X)≥0, with equality if one outcome has probability 1. These properties make it possible to define an information geometry measure. By adding conditional entropy H(X|Y ) which shows the uncertainty on X after Y is known, we have every thing to build a sudo metric to shape our geometrical structure. There are many possible definitions; however, in this paper we use an extension of the Shannon-based information distance defined by Rokhlin [21] and Rajsk [22] (RR) where (16) D
This information distance is a proper metric since,
(1) It is constructed to be symmetric, D AB = D BA (2) It obeys the triangle inequality, D AB ≥ D AC + D CB .
(3) It is non-negative, D AB ≥ 0, and equal to 0 when A=B.
In the case that A and B are uncorrelated, 
Our choice of metric is not unique. We know that the choice of geometric measures based on information distance depends on the realization of the metric one uses and can give distinct behavior. [23] However, we prefer the RR metric for its properties outlined above. As mention in the end of the last section, we plan on exploring our results using other Shannon-based metrics.
In addition to the information distance, we can analogously assign an information area developed earlier by Caves, Kheyfets, Lloyd, Miller, Schumacher and Wootters [25, 7] to geometry of measurement space (19) A ABC = H A|BC H B|CA + H B|CA H C|AB + H C|AB H A|BC This can be generalized to higher-dimensional simplexes, e.g. the information volume for a tetrahedron can be defined as [25, 7] :
For classical probability distributions these formulas are well defined and have all of the requisite symmetries, positivity, bounds and structure usually required for such formula. One can show that [7] 
and
Their minimum values occur when the random variables are completely correlated, and their maximum values obtained when the random variables are completely uncorrelated.
One can use information distance, area and volume to conduct a measure of curvature over the space measurements. Curvature measures suggest a relationship between the curvature of the space of measurements and the entanglement of the underlying quantum state, quantum network or quantum algorithm.
An Illustrative Example of Information Geometry in the Space of Measurements
We find it useful to introduce our approach by focusing on a specific two qubit state, namely: (24) |ψ = cos λ π/2 |1, 1 + sin λ π/2 |00 .
For this state we can calculate the information geometry by using Eqs. 16-20. This is a two qubit state. One qubit is sent to Alice (A) the other to Bob (B).
A and B first prepare a large ensemble (N copies) of identically prepared states Eq. 24, A and B each choose a measurement basis. They then measure the initial state (Eq. 24) with their choice of detector settings. The digital measurements ("1" if detector registers an event, otherwise they record a "0"). produce an ordered string of 0's and 1's of length N . After these measurements, A and B each possess binary random variable. Together, A and B have a joint probability distribution, From this we can define entropy and extract the information distance and our geometry. Let us suppose A oriented her detector at angle α and B oriented his apparatus at angle β. The operator for each of these apparatus can be written as : If λ = 1/2 the initial state is a bi-partite state and the joint probabilities for these measurements are
By tracing these joint probabilities we can calculate the probability of getting 1 or 0 for each observer
and using Eq. 11 we see that A and B obtain their maximal entropy values,
We also determine the joint entropy for A and B (38)
Using the information distance formula in Eq. 16 and these entropies, we find the information distance between A and B (39)
We will use the same procedure when we calculate the information distance for the two qubit Werner state in the next section. The procedure is the same when we are calculating area and volume for higher dimensional qudit states.
Information curvature and quantum correlation
As we discussed in Sec. 1, there are numerous measures for entanglement for a two qubit state, e.g. from discord to concurrence. In this section, we will show the quantity we are suggesting as measure for correlation yields similar results as the previously accepted methods. However, unlike discord and concurrence, our measure gives us opportunity to calculate a measure of entanglement scalable to higher number of qubits. In this section we will calculate this quantity for four qubit quantum network.
For illustrative purposes consider the Werner state as it gives us a controllable parameter, λ for the degree of entanglement and quantum correlations,
This state is separable when λ ≤ 1/3 and maximally entangled when λ = 1 (it's singlet state). [26] We define our measure for correlation as a curvature, or as chemists would refer to as reactivity, and is defined on the emergent geometry of the space of measurements. Curvature is more intuitive for higher qudits states; however, we can define a curvature measure in for bipartite state as as
As mentioned (42)
is the average of the information distance over all possible combination of detector orientations for A and B. Each value λ of the entanglement parameter in Eq. 40 yields a unique value for the curvature, K. The function K(λ) with respect to correlation parameter λ is a monotonically increasing function as illustrated in Fig. 2 . Its minimum is the totally mixed state ρ W erner = 1 2 I at λ = 0, and it obtains its max value at λ = 1 when the state is the maximally entangled |GHZ state. As our state gets more correlated the geometry of the space of measurements is more curved. The behavior of our curvature measure captures the essential characteristics of Zurek's discord function shown in Fig. 3 . It is worth noting that our measure of curvature for totally mixed states is 1/2 as opposed to other measures (discord, global quantum discord, and concurrence). We could simply rescale our definition to correspond to the traditional limits for entanglement; however, we prefer not to do so. We have specific lower and upper bounds to the curvature based on our metric. Our curvature will always be positive. We think that the our geometric-based approach and curvature measure may have physical significance; however, this is beyond the scope of this manuscript and we leave this to future analysis.
We can also easily explore our information curvature as measure for correlation and entanglement for a spectrum of different states. For example the Fig. 4 is a plot comparing correlation of Werner state for a 3 qubit system created by GHZ and a state which we call modified Werner state, latter is state which in it GHZ state is replaced by W state in Werner state formula where
Our measure is scalable in the number of qubits, we illustrate this for a four qubit state. We will examine a four qubit Werner state
Without loss of generality we align the A detector along the z-axis and calculate the joint probability distributions, p ABCE over our four observers, as well as the entropies information volume and surface area for this simplectic geometry. This tetrahedral quantum geometry in the space of measurements is illustrated in Fig. 1 .
A natural definition of curvature or reactivity can be defined over this four qubit simplectic geometry. We define curvature over this information geometry in the space of measurements as the ratio of surface area to volume,
where the area and volume are defined using Eq. 19 and Eq. 20, respectively. We showed that for the λ-dependent 4-photon Werner state that an increase in the entanglement and correlation parameter λ yields correctly Detector Setting Entanglement Parameter Figure 5 . We show a contour plot of the curvature defined in Eq. 49 as a function of the entanglement parameter λ and only one of the B's detector settings β for the four-photon Werner state in Eq. 47. The geometry is illustrated in Fig. 1 . The colors represent the value of curvature. This approach is scalable, and yields a monotonic function in entanglement.
an increases its degree of correlation. The curvature in Eq. 49 monotonically increases. This is consistent with our results for the two qubit example above where an increase in entanglement parameter gives a corresponding increase in curvature. In this example of a four qubit quantum state, we didn't take the average of curvature for each detector configuration as we did in our two qubit example earlier. We took the average for the two qubit example solely to make it look closer to the discord curves; however, this was not necessary as it would always produce a monotonically increasing function but not bounded. However, in higher number of photons we do not have this unbounded problem, and we show that for any detector configuration we will still notice the monotonic relation between curvature of space of measurement and entanglement parameter. It is promising that we can generate such a measure without averaging for higher qudit states since it will reduce the complexity of our calculations. In other words, the complexity of the problem will increase linearly by increasing the number of qubits.
Conclusion
We showed in this paper that there isa suitable monotonic relationship between quantum correlation and our measure of curvature. This geometric definition based on measurements gives us the opportunity to find a degree of entanglement by calculating the curvature of information space. Since quantum correlation and entanglement are related to each other, we can use this as a guide for our search for a measure of the degree of entanglement. Such as one does with the definition of discord. Our curvature measure of the emergent entanglement geometry within in the space of measurements appears to give us the opportunity to calculate a suitable degree of entanglement for higher-dimensional qudits states, that has favorable scaling properties. We propose that one can explore this measure for larger qudit states, for quantum algorithm design, and for the study of quantum resources in quantum networks. We are currently pursuing this numerically within the limits of our classical computational resources to compare our measure with the full-scale quantum tomography. There are many questions remaining for us to explore further, e.g.
• Is it possible to capture this entanglement measure even when we use a random configurations of detectors in cases for higher number of qubits? • Can we reveal better the entanglement of our state by probing the standard deviation of information area, volume and curvature in higher dimensions? • Can we couple our choice of measurements conditioned on previous measurements? • Can we examine coarse-grained measurements of our qudit network, and its possible partitions? • Can we use a neural network or artificial intelligence algorithm to probe optimal measurements to conduct on our quantum network? • Is there a generalization of the Quantum Sanov's Theorem that will give exponential convergence in the fidelity of our measure of correlation? [6, 7] Answering such questions would be important for quantifying the scaleability of this method. For future research it's would also be useful to check that the discord and EEG are capturing the same aspects of correlation and probing both will give us more information than just using one of them. These results will be presented in a future manuscript.
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