[1] Across the seismic band of frequencies (loosely defined as <10 kHz), a seismic wave propagating through a porous material will create flow in the pore space that is laminar; that is, in this low-frequency ''seismic limit,'' the development of viscous boundary layers in the pores need not be modeled. An explicit time stepping staggered-grid finite difference scheme is presented for solving Biot's equations of poroelasticity in this low-frequency limit. A key part of this work is the establishment of rigorous stability conditions. It is demonstrated that over a wide range of porous material properties typical of sedimentary rock and despite the presence of fluid pressure diffusion (Biot slow waves), the usual Courant condition governs the stability as if the problem involved purely elastic waves. The accuracy of the method is demonstrated by comparing to exact analytical solutions for both fast compressional waves and slow waves. Additional numerical modeling examples are also presented.
Introduction
[2] Many authors, including Levy [1979] , Burridge and Keller [1981] , Pride et al. [1992] , and Pride and Berryman [1998] , have used various analytical coarse-graining procedures to demonstrate that Biot's [1956a Biot's [ , 1956b Biot's [ , 1962 theory is the correct general model governing poroelastic response. Poroelastic response allows for the coupled interactions between the elastic deformation of a porous solid and the fluid flow and fluid accumulation in the same material. In the earth sciences, poroelastic theory finds application in the consolidation of soils and rocks under applied loads, the fluid redistribution in the crust following an earthquake, the flow induced by seismic waves, and hydrological fluid pressure diffusion and fluid flow in rocks and soils. In applications involving a heterogeneous earth model or complicated stressing patterns due to slip on a fault, numerical solutions are required, and we have become interested in optimal ways to solve the laws of poroelasticity using finite difference approximations.
[3] There have been several finite difference algorithms presented in the literature for the solution of Biot's equations [e.g., Zhu and McMechan, 1991; Carcione and Goode, 1995; Ö zdenvar and McMechan, 1997; Carcione and Helle, 1999; Zhang, 1999] . However, none of these algorithms use both a standard velocity-stress staggered grid and direct explicit time differencing for the updates. For example, Carcione and Goode [1995] and Carcione and Helle [1999] use a velocity-stress staggered grid but perform the time updates in an approximate two-step integration process, while Ö zdenvar and McMechan [1997] use a staggered grid in a displacement formulation that requires derivatives of the elastic moduli to be computed. Carcione and Goode [1995] state that the presence of the diffusive fluid pressure response renders the equations stiff (i.e., possessing response on widely different timescales) and thus ''precludes the use of standard explicit time integration techniques since they require a very small time step to satisfy the stability condition. '' [4] In the present work, we present a standard explicit time integration technique for Biot's equations that is analogous to the algorithm of Levander [1988] for the purely elastic case. We perform a rigorous time stability analysis of the scheme and demonstrate that under all normal conditions, the usual Courant stability condition holds as if the problem involved purely elastic waves. The presence of fluid pressure diffusion does not render the algorithm unstable so long as there is an inertial acceleration term present in Darcy's law. The required time steps are no different than in usual elastodynamic response. To be sure, if the goal is to model the creation of Biot slow waves at interfaces (fluid pressure diffusion generated at a material property contrast), one must use a fine spatial sampling in order to accurately sample the slow wave. However, we demonstrate that explicit time differencing can be efficiently and accurately applied to Biot's equations and we feel this point has not been understood in the literature.
[5] In this paper, we (1) carefully present the lowfrequency poroelastic equations that are to be solved; (2) introduce our explicit finite differencing scheme; (3) derive the rigorous stability conditions; and (4) demonstrate the accuracy and stability of the algorithm by comparing numerical simulations to exact analytical results.
Poroelastic Response at Low Frequencies
[6] The fluid flow induced by a seismic wave propagating through a porous material is well modeled using a generalized Darcy's law that allows for both the flow due to the induced pressure gradient and the flow created by the acceleration of the framework of grains which is the frame of reference for the relative fluid motion. Assuming an e Àiwt time dependence, the generalized Darcy law is written in the frequency domain as
Here, p is the fluid pressure, q the Darcy filtration velocity, v the velocity of the solid framework of grains, h the fluid viscosity, r f the fluid density, and k(w) the complex (or ''dynamic'') permeability.
[7] The frequency dependence in k(w) results from the appearance of viscous boundary layers in the pores at sufficiently high frequencies. At low frequencies, the flow profile in each pore is controlled by viscous shearing and is locally ''parabolic'' (laminar). At high frequencies, inertial effects begin to dominate the shear forces, resulting in an ideal flow ''plug'' profile except in a thin viscous boundary layer near the fluid/solid interface where shear forces again must dominate because the relative motion must decrease to zero on the grain surfaces. The thickness of the viscous boundary layers decreases with increasing frequency as 1/ ffiffiffi w p . [8] Johnson et al. [1987] connect these two frequency limits using a complex permeability function that obeys causality constraints. Their model for the frequency dependence of k(w) is
where the relaxation frequency w J at which viscous boundary layers first develop is
Here, k 0 is the dc limit of the permeability (the usual hydrological permeability), F is the electrical formation factor, and n J is a dimensionless parameter given by n J = L 2 /(Fk 0 ) where the length L is a weighted pore volume to grain surface ratio with the weight emphasizing constricted portions of the pore space (see Johnson et al. [1987] for the precise mathematical definition of L). For clean sands, n J = 8 is consistent with both numerical and laboratory experiments. For shaly sands, one can have n J ( 8.
[9] Using typical values appropriate for water-saturated clastic rocks (e.g., k 0 < 10 À13 m 2 , h = 10 À3 Pa s, r f = 10 3 kg/m 3 , and F < 100), one has that w J /(2p) ) 10 kHz. Thus, over the seismic band of frequencies loosely defined as w/(2p) < 10 kHz, the relative flow is well characterized as being in the low-frequency limit where w/w J ( 1. In this limit, equation (2) becomes
where we have introduced a real dimensionless parameter F that is given by
in the Johnson et al. [1987] model. This F is bounded as F ! 1/4 for all porous materials. Although the term (1 + F) w/w J is, for rocks and soils, negligible compared to one over the seismic band of frequencies, we will demonstrate later that it can never be set to zero in our explicit time stepping finite difference scheme since it is entirely responsible for the stability of the algorithm.
[10] Transforming to the time domain, the low-frequency form of the generalized Darcy's law to be employed, which properly models the physics whenever seismic frequencies satisfy w/w J ( 1, is
Using equation (6), as opposed to the more general equations (1) and (2), is what is meant by the ''lowfrequency'' or ''seismic'' limit of Biot theory. Once again, the physics not modeled by equation (6) is the creation of viscous boundary layers in the pores at frequencies w > w J .
[11] The remaining equations of Biot's theory include the total conservation of linear momentum
where r is the bulk density of the porous material and t = t ijîĵ is the total stress tensor, as well as the stress-strain constitutive laws for an isotropic porous material
The poroelastic constants used here are the undrained Lamé modulus l u , the shear modulus m (the same for both drained and undrained conditions), the so-called Biot and Willis [1957] constant a, and the fluid storage coefficient M. For any porous material, these constants are related to the undrained bulk modulus K u , the drained bulk modulus K d , and Skempton's [1954] undrained fluid pressure to confining pressure ratio B as
In the special case considered by Gassmann [1951] , in which the solid frame is composed of a single isotropic mineral characterized by a bulk modulus K s , we have as well the so-called ''fluid substitution'' relations given by
where K f is the fluid bulk modulus and f is the porosity. From these, one further obtains a = 1 À K d /K s .
Finite Differencing Scheme
[12] The two-dimensional (2-D) fourth-order staggeredgrid method given by Levander [1988] to solve the elastic set of equations using second-order time differences for the updating is widely used in seismology. As such, we propose to adopt here a similar approach to the low-frequency Biot equations. Being based on a Yee [1966] staggered grid, this method offers a good compromise between numerical accuracy and computational efficiency. In seismology, the staggered grid was pioneered by Madariaga [1976] , Aki and Richards [1980] , and Virieux [1986] .
[13] The finite difference equations to be solved in two dimensions are obtained by discretizing the space variables into a square grid, and assigning the field variables and material properties to the grid points as defined in Figure 1 . All the material properties and the stress components t xx , t zz , and p are assigned to the grid points x = mD x , z = nD z where m and n are integers; the horizontal velocities v x and q x to the points x = (m + 1/2)D x , z = nD z ; the vertical velocities v z and q z to the points x = mD x , z = (n + 1/2) D z ; and the shear stress t xz to the points x = (m + 1/2)D x , z = (n + 1/2)D z . Further, all the velocities are temporally discretized at the time points t = lD t , while all the stresses are discretized at the time points t = (l + 1/2)D t .
[14] Knowing q i , v i at time t = lD t and t ij , p at time t = (l À 1/2)D t , the discrete form of the constitutive laws (8) and (9) are used to update t ij and p at time
where m av is a locally averaged shear modulus with the averaging symmetrically distributed around the shear stress position (m + 1/2, n + 1/2)
A geometric (rather than arithmetic) average has been taken to enhance local stress continuity at a local discontinuity in m. The vertical line at the right of each finite difference equation denotes the space and time position at which the terms in the equations are all centered. Figure 1 . Convention adopted in the present paper for the spatial position of the stresses, pressure, and fluid/solid velocities field on the staggered grid.
[15] Inserting equation (7) into equation (6) leads to the discrete expression used to update q i at time t = (l + 1)D t knowing t ij and p at time t = (l + 1/2)D t , and q i and v i at time t = lD t
where the dimensionless property y m is defined as
The angle brackets denote both time averaging h i l and space averaging h i m or h i n and are defined as follows:
hri n m;nþ
Similar definitions hold for the averages of q z , r f , and so forth.
[16] Finally, knowing t ij , p, D t q i at time t = (l + 1/2)D t and v i at time t = lD t , v i is updated at time t = (l + 1)D t by inserting equation (6) into equation (7) to obtain
Equations (15) - (27) provide our finite difference modeling algorithm.
[17] Last, any order of differencing approximation may be employed for the first space derivative operators D x and D z and the first time derivative D t . However the stability analysis and numerical implementation of the present paper uses the fourth-order space operator given by
with c 1 = 9/8 and c 2 = 1/24 the fourth-order differencing weights, and the second-order time operator given by
Stability and Dispersion
[18] The stability of the numerical scheme with fourthorder spatial and second-order temporal differencing is now investigated using a von Neumann stability analysis. In order to simplify the problem and make it analytically tractable, we consider a plane longitudinal disturbance advancing in the x direction through a homogeneous material (i.e., q z , v z , t zz , and t xz are all set to zero along with all spatial derivatives with respect to z). Displacements u x and w x are also introduced through the defining relations
In this case, the set of difference equations (15) - (27) can be combined into the matrix system
where the 2 Â 2 matrix operator Q is given by 
Here, D xx and D tt are the finite second-derivative operators in space (fourth order) and time (second order), respectively.
[19] The von Neumann stability analysis assumes that the independent solutions of equation (32) are of the form
where k is a real spatial wave number and G = G(k) is the complex amplification factor. In this context, testing the stability of the numerical scheme is equivalent to testing the hypothesis
If equation (36) is true, then the scheme is stable. Note that one may equivalently identify G = e ÀiwDt and require that Im{w} 0 8 k.
[20] An expression for G(k) is obtained by requiring the determinant of the linear system to vanish; i.e., detjQj = 0 after allowing the finite difference operators to act on the common factor G l e ikmDx . The second-order finite difference time derivatives give
while the fourth-order finite difference space derivatives give
with the periodic function f k given by
Again, c 1 = 9/8 and c 2 = 1/24 are the fourth-order differencing weights. The determinant then yields the quartic
where the a i coefficients are real functions of the physical properties of the material, the spatial and temporal sampling intervals, and the wave number k, and are defined as
The p i coefficients are defined as
and depend only on the physical properties of the material.
[21] The quartic P(G) = 0 of equation (41) can be solved using a numerical evaluation of the analytical expressions given by Abramowitz and Stegun [1965] . As an example, Figure 2 plots the four complex roots G = {r1, r2, r3, r4} of P(G) = 0. In each plot, the roots vary with wave number. The only difference between the three panels labeled (A), (B) and (C) is the value of D t . The material properties and D x are held constant for all three plots. The roots {r1, r2} are associated with the advanced and retarded fast P (or normal compressional wave) response, while the roots {r3, r4} are associated with the advanced and retarded slow P (or fluid pressure diffusion) response. The stability requirement can now be stated
In the example of Figure 2a (D t relatively small), all roots are within the unit circle and the algorithm is stable. However, as D t is increased (Figure 2b and then Figure 2c) , one or more roots leave the unit circle, and the algorithm becomes unstable. We next investigate the specific conditions required for all four roots to lie within the unit circle.
[22] Figure 3 shows the numerical estimation of the separation surface between the stable domain (i.e., where equation (52) is satisfied) and the unstable domain as a function of the spatial sampling interval D x , the temporal sampling interval D t , and the low-frequency form drag parameter (1 + F)F that is associated with the acceleration of the Darcy flow in equation (6). One important aspect of this surface is that the relation between D x and D t is linear for any value of (1 + F)F. As a consequence, if the code is stable for a given pair of values (D x , D t ), it will be stable for any pair of values (CD x , CD t ) where C is an arbitrary multiplicative factor. Another interesting point is that for values of (1 + F)F less than a critical value to be analytically determined below, the numerical scheme is uncondi-tionally unstable. Finally, and this is the most important result here, when the parameter (1 + F)F becomes large enough (as will be defined below), the linear relation between D x and D t asymptotes to the classic Courant condition that, in one dimension, is given by
This condition was also determined by Levander [1988] in the purely elastic case. In the context of the Biot theory, V p is the velocity associated with the undrained fast P wave (see Pride [2005] for a demonstration that the lowfrequency P wave response is undrained) and is equal to
It will be seen below that for typical values of (1 + F) F in rocks, the stability requirement of equation (53) always applies.
[23] Another physical parameter that controls the shape of the stability surface is the hydraulic resistivity h/k 0 . Figure 4 is a slice through the surface given in Figure 3 taken at D x = const. It shows that when h/k 0 goes to infinity, the stability criterion tends to that of equation (53) for any value of (1 + F)F greater than the critical value. In the other limit, when h/k 0 goes to zero, the separation surface converges to a particular surface (the solid curve in Figure 4 ) under which the numerical scheme is always stable.
[24] A simple way to obtain an analytical expression for this most restrictive stability surface (i.e., when h/k 0 = 0), is to note that the roots of the quartic P(G) = 0 that go outside the unit circle when h/k 0 = 0 are both real and negative. Thus, by putting G = À1 in equation (41), we obtain a quadratic equation for (D t /D x ) 2 whose solution directly gives the solid line in Figure 4 D
[25] The two solutions of equation (55) are
Taking the more restrictive solution that is associated with the minus sign, and maximizing the function f k with respect to k (i.e., max{f k } = (c 1 + c 2 ) 2 ) so that the restriction on D t Figure 2 . Four complex roots of the polynomial P(G) plotted as the wave number k varies in each plot. (a) D t is relatively small and the numerical scheme is stable (i.e., all the roots are within the unit circle). (b) and (c) D t is made progressively larger and the numerical scheme becomes unstable as roots move outside the unit circle. In Figure 2b , only the slow wave root r 3 moves out of the unit circle, while in Figure 2c this root is joined outside the circle by the fast wave root r 1 .
given D x is as strong as possible, defines the domain where the numerical scheme is always stable (for any h/k 0 )
An asymptotic analysis of the right-hand side, as (1 + F)F goes to infinity, leads to equation (53). We also obtain that when p 1 = 0, the right-hand side is zero, and there is no finite value of D t that results in stability. From equation (47), the critical value of (1 + F) F at which p 1 = 0 is given by
For all values of (1 + F) F r f /r, the algorithm is unconditionally unstable. Another way to see (and say) the same thing is to note that the coefficient y = (1 + F) F À r f /r present in equations (20) and (21) must be positive in order for the response to be stable.
[26] Another practical approach to defining the stability is to ask what value of (1 + F)F is required so that the stability criterion is given by
where (1 À ) ranges between 0 and 1 and represents the fraction of the Courant stability criterion that one wants to The surface has been computed using the physical properties given in Table 1 . Some interesting properties of the surface are the following: the relation between D x and D t is linear for any (1 + F)F; under the critical value of (1 + F)F = r f /r, the numerical scheme becomes unconditionally unstable; when (1 + F)F becomes large, the stability criterion tends to the Courant condition that holds in the case of elastic waves. (57) then yields the result
It is again seen that the numerical scheme is never stable (i.e., = 1) when (1 + F) F = r f /r. Since typically r f /r 1/2 for water-saturated materials, and since for all porous materials (1 + F)F ) 1 (e.g., the lightly consolidated clean sand properties in Table 1 give (1 + F)F % 6), one can conclude that using the physically appropriate value for (1 + F)F guarantees that (1 + F)F ) (1 + F)F c so that the classic Courant condition of equation (53) applies.
[27] The stability of the scheme in higher dimensions (2-D and 3-D) has not been formally derived. However, from numerical experiments in both two and three dimensions and from analogy with the elastic case, we have numerically verified that dividing the right-hand side of equations (53), (57), and (59) by ffiffiffi d p , where d is the Euclidean dimension of the modeling, gives the appropriate expressions.
[28] The numerical dispersion of the finite difference scheme associated with the fast P wave can be investigated by a numerical evaluation of the root r 1 for different wave numbers k. Figure 5 shows that the dispersion in our poroelastic algorithm is slightly greater than in the purely elastic scheme of Levander [1988] . From numerical experiments, it seems that twenty grid points per wavelength is required to provide great accuracy (much less than 1% of dispersion) in the poroelastic modeling.
Numerical Examples
[29] In order to show that the numerical algorithm acts stably and produces the qualitatively expected response, we first give (section 5.1) some numerical snapshots corresponding to the longitudinal response generated from an isotropic confining pressure source acting at a point. The material corresponds to a lightly consolidated clean sand with properties given in Table 1 . In order to quantify the accuracy of the modeled response, we then numerically compute (section 5.2) the plane wave attenuation and dispersion for both fast compressional waves and slow waves and compare to the exact analytical results.
Some Snapshots
[30] Figure 6 shows the isotropic point source response when the center frequency of the source is sufficiently small (10 kHz) that the inertial ''form drag'' acceleration term in equation (6) is much smaller than the usual ''viscous drag'' Darcy term; i.e., when w ( h/[r f k o (1 + F)F]. Figure 6a is the bulk (or confining) pressure, and Figure 6b is the fluid pressure. The wave seen in the snapshot is the Biot fast P wave and only differs from the usual elastic P wave in that it is attenuated due to viscous flow from the compressed regions to the dilated regions. There is no noticable Biot slow wave seen in the snapshot. At these frequencies, the slow wave is purely diffusive and simply does not show up on the gray scale used.
[31] In contrast, Figure 7 shows the response when the center frequency of the same source in the same material is sufficiently high (100 kHz) that the acceleration term in Darcy's law begins to dominate the viscous drag term. In this case, the slow wave is propagative and is clearly visible in the snapshot along with the usual fast compressional wave. In a real porous material at these frequencies, the creation of viscous boundary layers would begin to also be important. However, as stated, we have not allowed for the creation of viscous boundary layers in our modeling since the focus is on the seismic band of frequencies. Figure 5 . Numerical dispersion of the fast P wave. The horizontal axis is the wavelength divided by the spatial sampling interval (1 over the number of grid points per wavelength). Each curve is obtained for a different time sampling interval, which correspond to 99%, 75%, and 50%, respectively, of the stability limit.
[32] The amount of attenuation due to the wavelengthscale fluid pressure equilibration within a fast P wave propagating through a uniform material (so-called ''Biot loss'') is well known to be insufficient to explain the amount of attenuation measured both in the field and the laboratory. Recent theory [e.g., Pride and Berryman, 2003a, 2003b; Pride et al., 2004] , has shown that heterogeneity in the elastic compliance of the framework of grains over Figure 6 . Snapshot of (a) the bulk ''confining'' pressure (=À(t xx + t zz )/2) and (b) the fluid pressure for the case of a low-frequency wave (as discussed in the text) propagating in a sandstone. The material properties are given in Table 1 . Here the central frequency of the source is f c = 10 kHz (see Figure 9 to compare this frequency to the Biot relaxation frequency). Here D x = D z = 7 Â 10 À3 m, D t = 1.25 Â 10 À6 s and the traveltime is about 6 Â 10 À4 s. Only the Biot fast P wave is seen at this frequency. Figure 7 . Everything is the same as in Figure 6 except the central frequency of the source is 10 times higher f c = 100 kHz. The larger circle (fast wave) is the fast P wave and the smaller one is the Biot slow wave which is no longer a pure diffusion at these frequencies.
scales larger than the grains but smaller than the wavelengths (the so-called ''mesoscopic'' length scales) generates fluid pressure gradients over these scales that generate a significant amount of seismic attenuation even at seismic frequencies.
[33] To demonstrate these issues, Figure 8 is the snapshot of a 10 kHz ''plane wave'' generated by a uniform excitation of a plane far to the left of the panel and propagating to the right through a material in which the upper half-space is uniform, and the lower half-space has small heterogeneities of more compliant material embedded within the same material comprising the upper half-space. The small squares patches of embedded material are roughly 1/20 the central wavelength. The local pressure gradients created by this heterogeneity are much stronger and therefore attenuate more wave energy than the wavelength-scale pressure gradient in the upper half-space. The numerical quantification of such attenuation due to wave-induced flow in mesoscopic-scale heterogeneity is the sole focus of a follow-up article.
Dispersion and Attenuation in a Homogeneous Material
[34] In order to quantify the accuracy of the finite difference scheme presented in this paper, we use it to calculate both the speed and amplitude decay (attenuation) of fast and slow compressional plane waves in a homogeneous material having the properties given in Table 1 . Further, we also calculate the numerical response using a scheme presented by Carcione and Goode [1995] [see also Carcione et al., 2000] that they call the ''partition method''. We then compare these numerically determined estimates of attenuation and dispersion to the exact analytical results and draw some conclusions.
[35] We first present the Carcione and Goode [1995] partition method. To begin with, equations (6) and (7) are substituted into each other and written in one dimension (say x) as
where y = (1 + F)F À r f /r and must be positive as shown earlier. These are simply our equations (20) and (26). In the partition method, these equations are approximately solved in two steps. First, the stress gradient terms are dropped relative to the Darcy term, and the resulting equations are solved analytically by time integrating from t to t + D t . In Figure 8 . Snapshot of the fluid pressure response for the case of low-frequency (f c = 10 kHz) plane wave propagating to the right in an heterogeneous material. The upper half-space is kept homogeneous as a reference. The bottom half-space has small squares of more compliant material embedded within the matrix material of the upper half-space. The material properties of the matrix are the ones of Table 1 , while the square patches have a drained bulk modulus that is 10 times smaller and a permeability that is 1000 times smaller. The upper and lower boundaries maintain periodic boundary conditions which is responsible for the peculiar S-shaped nature of the wavefront. discrete form, given the total response q l and v l at time step l, an intermediate solution q* l+1 and v* l+1 at time step l + 1 is obtained as
The exponentials in equations (63) and (64) again show explicitly why y must be positive to achieve stable response. The full solution is then obtained by adding to this intermediate solution the time integral of the remaining stress gradient terms
where fourth-order finite difference approximations are used for the space derivatives. Finally, the stresses and pressure field are updated using equations (15) - (18) in one dimension.
[36] The attenuation and dispersion results presented in Figures 9 (fast compressional wave) and 10 (slow compressional wave) are obtained using both our explicit finite difference scheme presented in section 3 (called ''simple discretization'' in the figures), and the partition method. For the numerical measurements of the fast wave, we use a solid particle velocity source and a source time function that is the real part of a Morlet wavelet which has support over a narrow frequency band surrounding the central frequency. For the slow wave generation, we use a Darcy velocity source. Each point (i.e., symbol/marker) in Figures 9 and 10 corresponds to one numerical experiment and is plotted at the center frequency of the source wavelet spectrum (the frequency having the peak amplitude). The attenuation and velocity measurements have been obtained by time integrating the solid velocity field and measuring the maximum amplitude of the wavelet, and its associated travel time, at different distances form the source. The temporal discretization interval D t was determined, for both of the numerical methods, using the Courant condition of equation (53).
[37] The numerical results are compared to the exact analytical solutions for the inverse quality factor Q À1 and velocities of the Biot equations [e.g., Pride, 2005] . In Figure 9 , the solid line is the analytical attenuation and dispersion of a fast compressional wave when viscous boundary layers are neglected (the focus of the present paper), while the dashed line is when viscous boundary layers are allowed for. Even in the absence of viscous boundary layer relaxation, there is a relaxation when the fluid pressure between the peaks and troughs of the fast compressional wave just has time to equilibrate in a single wave period. Pride [2005] has shown that the onset of viscous boundary layers and wavelength-scale equilibration occur at roughly the same relaxation frequency. In Figure 10 , equivalent results are given for the Biot slow compressional wave. In this slow wave example, our simple discretization and the partition method both used the same temporal and spatial discretization interval.
[38] The simple discretization of the present paper does an excellent job of fitting the exact analytical results for both the fast and slow waves. The partition method is less accurate at low frequencies. This error can be reduced by reducing the temporal sampling interval as shown in Figure 9 ; however, at a significant increase in computational cost. Even when the partition method and our explicit updating scheme use the same D t , there are significantly Figure 9 . Fast wave example: comparison between the numerically measured levels of attenuation and dispersion and the Biot theory for the material given in Table 1 . (top) Inverse quality factor and (bottom) fast P wave velocity. The solid lines represent the exact analytical attenuation and dispersion when k(w) is given by equation (4) (no viscous boundary layers allowed for which is the focus of this study). The dashed lines are obtained using the k(w) of equation (2) which accounts for viscous boundary layers.
The solid and open squares are the numerical measurements obtained with the partition algorithm for two different time sampling interval (the first one equal to the stability requirement, and the second 4 times smaller). The circles represent the measurements made with our algorithm presented in section 3 and sampled at the stability requirement.
less floating point operations involved per time step in our scheme.
Conclusion
[39] In summary, we have presented an explicit time stepping finite differencing scheme for the low-frequency Biot equations and obtained precise conditions for the scheme to be stable. This is the first time, to our knowledge, that rigorous stability conditions have been derived for the Biot equations. The stability of the scheme is entirely due to the inertial acceleration term in the low-frequency Darcy law. Across the seismic band, this term has a negligible amplitude relative to the usual Darcy frictional resistance; however, its presence is required for the finite difference updating to be stable. The method is both computationally efficient and accurate. Modeling Biot's equations using explicit time updating presents no inherent stability problems due to the presence of the diffusive fluid pressure response. It is true that if the generation of a Biot slow wave at a material property contrast is to be accurately modeled, one must spatially discretize to scales D x smaller than the diffusive skin depth associated with the slow wave. However, the stability condition of the finite difference updating is still the standard Courant condition given by D t D x / [(c 1 + c 2 ) V p ] for a wide range of material properties that are typical of those in the earth. In future work, we will apply the code to the problem of modeling seismic attenuation and dispersion in media possessing mesoscopic-scale heterogeneity. Figure 10 . Slow wave example: comparison between the numerically measured levels of attenuation and dispersion and the Biot theory for the material given in Table 1 . (top) Inverse quality factor and (bottom) slow P wave velocity. The solid lines represent the exact analytical attenuation and dispersion when k(w) is given by equation (4) (no viscous boundary layers allowed for which is the focus of this study). The dashed lines are obtained using the k(w) of equation (2) which accounts for viscous boundary layers. The solid squares are the numerical measurements obtained with the partition algorithm when the time sampling interval is at the stability requirement. The circles represent the measurements made with our algorithm presented in section 3 and also time sampled at the stability requirement.
