The standard architecture of synthetic aperture radar (SAR) automatic target recognition (ATR) consists of three stages: detection, discrimination, and classification. In recent years, convolutional neural networks (CNNs) for SAR ATR have been proposed, but most of them classify target classes from a target chip extracted from SAR imagery, as a classification for the third stage of SAR ATR. In this report, we propose a novel CNN for end-to-end ATR from SAR imagery. The CNN named verification support network (VersNet) performs all three stages of SAR ATR end-to-end. VersNet inputs a SAR image of arbitrary sizes with multiple classes and multiple targets, and outputs a SAR ATR image representing the position, class, and pose of each detected target. This report describes the evaluation results of VersNet which trained to output scores of all 12 classes: 10 target classes, a target front class, and a background class, for each pixel using the moving and stationary target acquisition and recognition (MSTAR) public dataset.
Introduction
Synthetic aperture radar (SAR) transmits microwaves and generates imagery using microwaves reflected from objects, under all weather, day and night conditions. However, it is difficult for a human to recognize a target from SAR imagery since there is no color information and the shape reflected from a target changes. Therefore, automatic target recognition (ATR) from SAR imagery (or image) has been studied for many years. In recent years, methods using convolution neural network (CNN) [1] - [4] have been successful in the classification of image recognition. Similarly, CNNs for SAR ATR have been proposed. On the moving and stationary target acquisition and recognition (MSTAR) public dataset [5] , the target classification accuracy of the CNNs [6] - [9] exceeds conventional In addition, a CNN for target classification can output score or probability of each class as classification result, but it is difficult for a human to verify the classification result.
We propose a new CNN which inputs a SAR image of vari- 
Related Work
In segmentation of image recognition giving classification label for each pixel of an image, methods using CNN [10] - [12] show a good performance in recent years. For SAR image, segmentation of a target region which reflected from a target, and a shadow region which not reflected from a target by radar shadow is performed. The CNN [13] , WD-CFAR [14] , and other methods [15] - [17] have been proposed for segmentation of a SAR image. The reference [18] describes manually generating the segmentation of target and shadow regions as ground truth. Generally, for segmentation using CNN, supervised learning is performed using label images corresponding to input images, but the difficulty of the generation of label images for SAR ATR is a problem for applying this method. In response to this problem, the reference [13] describes the CNN which trained to output a contour using the contour data of target and shadow regions generated by computer graphics as ground truth.
In contrast, our proposed CNN performs target detection, target classification, and pose estimation by segmentation. Here, we define the end-to-end SAR ATR as a task of supervised learning. Let {(Xn, Dn), n = 1, ..., N } be the training dataset, where Xn = {x 
Proposed Method
(n) i , i = 1, ..., |Xn|} is SAR image as input data, Dn = {d (n) i , i = 1, ..., |Dn|, d (n) i ∈ {1, ..., Nc}}
Experiments

1 Dataset
For training and testing of VersNet, we used the ten classes data shown in Table 1 pooling layer similarly to VGG [19] . The activation function of all convolutions except the final convolution uses rectified linear unit (ReLU) [20] . Dropout [21] is applied after a convolution of kernel size 6 × 6. Batch normalization [22] is not applied. The decoder of the VersNet consists of a transposed convolution [23] that performs 16 times upsampling.
As the loss function, we use cross entropy expressed by
For the optimization of the loss function, we use stochastic gradient descent (SGD) with momentum.
Since the VersNet is a CNN without fully connected layers called fully convolutional network (FCN) [10] , even if training is done with small size images, the VersNet can process SAR images of arbitrary size.
3 Classification Accuracy
First, we show results of classification accuracy. Table 3 Definitions of TP, FP, FN, and TN.
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4 Segmentation Performance
Next, we show results of segmentation performance.
We use precision, recall, F1, and intersection over union (IoU) as metrics of segmentation performance. Each metrics is given by
where the definitions of TP, FP, FN, and TN are shown in Table 3 . Table 4 shows precision, recall, F1, and IoU for all the pixels of testing. The average IoU of all 12 classes and 10 target classes are 0.915 and 0.923, respectively. Also, Table A· 3 of Appendix shows a confusion matrix for all the pixels of testing. 
5 Multi-Class and Multi-Target
Finally, we show the VersNet output for multi-class and multi-target input. 
Conclusion
By We trained the VersNet to output scores include ten target classes on MSTAR dataset and evaluated its performance.
The average IoU for all the pixels of testing (2420 target chips) is over 0.9. Also, the classification accuracy is about 99.5%, if we select the majority class of maximum probability for each pixel as the predicted class. Figure A· 1 shows inputs (target chips) and outputs (SAR ATR images) of the VersNet. P P P P P P P P Predicted   True  2S1  BMP2 BRDM2 BTR60 BTR70  D7  T62  T72  ZIL131 ZSU234   2S1  274  0  2 Table A· 3 Confusion matrix for all pixels of testing.
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