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Abstract. This paper analyzes spectral properties of linear Schro¨dinger operators under oscil-
latory high-amplitude potentials on bounded domains. Depending on the degree of disorder, we
prove the existence of spectral gaps among the lowermost eigenvalues and the emergence of ex-
ponentially localized states. We quantify the rate of decay in terms of geometric parameters that
characterize the potential. The proofs are based on the convergence theory of iterative solvers for
eigenvalue problems and their optimal local operator preconditioning by domain decomposition.
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1. Introduction
Linear Schro¨dinger operators H of the form H := −4 + V composed of the d-dimensional
Laplacian 4 and a non-negative potential V are an important building block for the mathematical
modeling of quantum-physical processes related to ultracold bosonic or photonic gases – so-called
Bose-Einstein condensates [Gro61, Pit61, LSY01, ASB+17]. The cases where the potential V
exhibits disorder [NBP13] or represents quantum arrays in the context of Josephson oscillations
[WWW+98, ZSL98] have raised particular attention. Surprising phenomena such as Anderson
localization of eigenfunctions [And58] are connected to such oscillatory and disordered poten-
tials. Anderson localization refers to exponentially localized low-energy stationary states which
are caused exactly by the interplay of disorder (randomness) and high amplitude (contrast) of the
potential trap. For matter waves, this has been experimentally observed, cf. [BJZ+08, RDF+08].
While localization is understood qualitatively in an asymptotic sense or can be justified a posteriori
in the mathematical model, the a priori prediction of the localization effect in terms of geometric
parameters that characterize the potential and its degree of disorder remained open and this paper
aims to close this gap.
We consider a bounded domain D ⊂ Rd and prototypical disorder potentials that vary randomly
between two values α and β, where α  1ε2 ≤ β on a small scale ε. The main result of the paper
states that sufficiently disordered potentials imply the existence of K points z1, . . . , zK ∈ D and
some rate c > 0, which only depends logarithmically on ε, such that the ground state u1 satisfies
|||u1|||D\⋃Kj=1 B(zj ; εk2) . e−ck |||u1|||D
for all k = 1, 2, . . .. Here ||| · |||2ω := ‖∇v‖2ω + ‖V 1/2 · ‖2ω denotes the energy norm and B(z; r) the
ball of radius r centered at z in the sup norm. This is illustrated in Figure 1.1 for a prototypical
disorder potential. Similar results hold true for eigenstates in a certain range of energies at the
bottom of the spectrum.
The proof of existence of exponentially localized states consists of three main steps. The first
step is the quantification of the exponential decay of the Green’s function associated with H in
terms of the oscillation length and the amplitude of the potential in Section 3. Disorder is not
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Figure 1.1. Schro¨dinger eigenstates (homogenous Dirichlet Boundary condition)
associated to the three smallest eigenvalues (from left to right) in a disorder poten-
tial. Top row: Graphs of eigenstates. Bottom row: Isolines of moduli representing
exponential decay in scales of ε. The disorder potential is a random checkerboard
on a Cartesian mesh of the unit square of width  = 2−6 taking values β = 4/ε2
(black) and α = 1 (white).
essential at this point. This novel result is inspired by numerical homogenization for arbitrarily
rough diffusion tensors [MP14, HP13] which in turn is closely connected to the exponential decay
of the corrector Green’s function [Pet16]. An elegant new proof of the latter decay property was
later given in [KY16, KPY18]. This pioneering approach employs classical results from domain
decomposition and the convergence theory of iterative solvers for linear systems arising from the
discretization of partial differential equations.
In the second step, the decay property of the Green’s function is transferred to the decay of
eigenstates in the following sense. There exists a subspace of dimension K that contains the
lowermost eigenstates up to an arbitrary accuracy “tol”. More precisely, the subspace is spanned
by functions with support in local sub-domains with a diameter of order O(ε log(1/ε)p log(1/ tol))
for some exponent p and, hence, the eigenfunctions are well approximated by functions supported
in the union of K small sub-domains. This is shown in Section 4 by designing a preconditioned
block inverse iteration for the solution of the eigenvalue problem. The size of the subspace has to
be chosen sufficiently large so that the rate of convergence of the block inverse iteration is only
weakly-depending on ε (through a factor of order O(log(1/ε)).
The final step then regards the estimation of the parameter K which determines whether or not
the localization phenomenon can be observed in the bounded domain D. E.g., for perfectly periodic
potentials, eigenvalues are clustered in a staircase fashion with large clusters so that K is of order
ε−d and the local sub-domains essentially aggregate to the whole domain (see Figure 1.2 for an
illustration and Section 5.1 for the details). Here, the presence of disorder changes the picture.
In the one-dimensional model problem of Figure 1.2 significant spectral gaps are observed after a
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Figure 1.2. Schro¨dinger eigenstates in periodic and disorder potential on the
unit interval. Top left: Eigenstates associated to the four smallest eigenvalues in
a discontinuous periodic potential oscillating on a partition of width ε = 2−8 with
values α = 1 and β = 8/ε2, i.e. V (x) = β if bx/εc is even and V (x) = α, otherwise.
Top right: Eigenstates for smallest eigenvalues in a realization of a discontinuous
random potential on a partition of width ε = 2−8 oscillating randomly between
i.i.d. values α = 1 and β = 8/ε2. Bottom row: Spectra for periodic (◦) and
random (×) potential.
few modes so that a moderate K is possible. To prove that K is indeed smaller in the disordered
case, we study two model scenarios in Sections 5.2 and 5.3. In the first model the potential has
a tensor product structure and in the second model the potential consists of randomly structured
“domino blocks”. We show that in both cases that K is of moderate size (with high probability)
and, hence, the eigenstates are essentially localized to K balls of radius ε each (up to logarithmic
factors).
This is not the first attempt to understand this localization phenomenon mathematically. In the
remaining part of the introduction, we shall give a brief survey on what is known on the localization
of eigenfunctions to the (continuous) Schro¨dinger operator.
A classical localization result for non-negative, real-valued, smooth potentials on Rd with suf-
ficiently high amplitude states that eigenstates below a certain energy level are exponentially
localized towards infinity, cf. [HS96, Th. 3.4] and [Agm82]. The speed of the exponential decay
can be measured in an Agmon metric and depends on V and the energy E. As for our result,
localization may also be triggered by disorder. For certain types of randomly perturbed periodic
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potentials V in full space (excluding perfectly periodic potentials), the lowermost eigenvalues of H
are proved to have finite multiplicity and the corresponding eigenfunctions are exponentially local-
ized towards infinity [GK13, Cor. 1.4]. In contrast to our result, this is an asymptotic result where
the rate of decay at infinity is qualitatively described in an abstract manner.
An even earlier and one of the first results in the context of localization was obtained in a
one-dimensional setting. The results says that for a certain class of random potentials in 1d that
are generated by regular Markov diffusion processes, all eigenfunctions in the spectrum decay
exponentially [GM76, GMP77]. This classical result, however, cannot be generalized to higher
dimensions, even for potentials with large amplitude [CS14, Sect. 4.7.5]. Further literature on
Anderson localization for random Schro¨dinger operators in full space includes [CKM87, GMRM15,
KLS90, KMP86, KM06], [GN13, Sect. 7.2], and the references therein. There also exists a vast
literature for lattice Schro¨dinger operators (also known as discrete Schro¨dinger operators), which in
particular includes Anderson’s original tight binding model. Here, upper bounds for the energy are
typically not necessary to prove localization, provided that the disorder is sufficiently strong. Here
we refer to the early works [FS83, FMSS85] and [AM93, Aiz94] as well as the monograph [CS14]
for a more recent overview on localization results for discrete Schro¨dinger operators.
A recent observation in the direction of quantitative results beyond asymptotics at infinity links
the localization of the ground state u1 with ‖u1‖L∞(D) = 1 on bounded domains D ⊂ Rd to the
solution ψ ∈ H10 (D) of the homogeneous elliptic equation Hψ = 1, cf. [FM12]. This so-called
landscape function ψ majorizes the modulus |u1| pointwise up to the multiplicative factor E, being
the energy of u1. This bound implies that in regions where ψ is small compared to E, u1 needs to
be small as well. Follow-up work [ADJ+16, ADF+19b] demonstrates that the original problem can
be reformulated as an eigenvalue problem with an effective confining potential of the form 1/ψ.
In this setting, it is possible to apply the techniques of [Agm82, HS96] to establish an exponential
decay of the eigenfunction of the form |u1(x)| ≤ exp(−ρ(x0, x)), where x0 is a center of localization
of the eigenfunction and ρ(x0, x) is the distance of x and x0 in an Agmon metric, i.e., ρ minimizes
the path energy
∫
γ
√
(1/ψ(γ(s))−E)+ ds amongst all paths γ from x0 to x. For smooth potentials,
this observation shows that the eigenfunction u1 needs to change at least by the factor 2 in some
ball around x0 where the (a priori unknown) difference between potential and eigenvalue becomes
sufficiently large [Ste17]. Since it is not known where the landscape function ψ is strictly smaller
than 1/E, the above estimate may degenerate to |u1(x)| ≤ 1 and hence, allows no rigorous a priori
prediction of the localization of u1. Nevertheless, the landscape function was successfully applied to
obtain empirically accurate predictions of localization regions [LS18] and its local maxima provide
rough approximations of the lower-most eigenvalues [ADF+19a].
In contrast to the landscape techniques which are purely a posteriori, the new quantitative
results of this paper allows one to rigorously predict the emergence of exponentially localized
states depending on the degree of disorder a priori.
2. Schro¨dinger Eigenvalue Problem
This section introduces the Schro¨dinger eigenvalue problem and discusses, for a representa-
tive class of oscillatory potentials described by suitable geometric parameters, some elementary
properties such as a lower bound for the minimal energy.
Throughout this paper, we use the notion a . b for the existence of a generic constant c > 0,
independent of the parameters that characterize the admissible class of the potentials V , such that
a ≤ cb. Moreover, we use the notion polylog for polynomials in the logarithm.
2.1. Model problem. We consider the eigenvalue problem of Schro¨dinger type with a highly
oscillatory potential, which may reflect disorder. The following class of potentials is representative
for the localization effects to be studied in this paper while its characterization by a small number
of geometric and statistical parameters simplifies the presentation significantly. Let T denote a
partition that divides Rd into closed cubes with side length ε > 0, where ε−1 ∈ N and εZd is the
set of vertices. The partition induces a mesh on the unit cube D := (0, 1)d through the quotient
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Figure 2.1. Illustrations of the potential V in two space dimensions, in which
the gray parts represent Dβ (where V (x) = β) and the white parts Dα (where
V (x) = α). Periodic (upper left), realization of a random tensor product (upper
right), domino block (lower left), and a fully random potential (lower right).
space T /∼ with the equivalence relation for q1, q2 ∈ T given by
q1 ∼ q2 ⇔ q1 = k + q2 for some k ∈ Zd.
Observe that the partition T /∼ consists of equivalence classes [q]∼, each with exactly one represen-
tative in D. This definition reflects that we can consider our problem on the unit cube, extended
by periodicity to the whole Rd.
Defining the space of D-periodic H1-functions by V := H1per(D), the corresponding variational
formulation of the eigenvalue problem reads as follows: Given a non-negative potential 0 ≤ V ∈
L∞(D), find non-trivial eigenpairs (u,E) ∈ V × R such that
a(u, v) :=
∫
D
∇u(x) · ∇v(x) + V (x)u(x)v(x) dx = E (u, v)(2.1)
for all test functions v ∈ V. Here, ( · , · ) denotes the L2-inner product on D. The periodic
boundary conditions encoded in this variational problem are not essential and may be replaced by
homogeneous Dirichlet boundary conditions. The potential V is assumed to be piecewise constant
with respect to the mesh T /∼, cf. Figure 2.1. This prototype of large-amplitude and highly
oscillatory potentials is defined through
V (x) =
{
α, x ∈ Dα,
β, x ∈ Dβ .
This means that Dα and Dβ are the sub-domains of D, on which V equals α and β, respectively.
Further, we assume D = Dα∪Dβ . The corresponding subpartitions are denoted by Tα/∼ and Tβ/∼.
We are interested in the particular regime of β  1, moderate α ≥ 0, and small ε. Furthermore,
we assume that β is not smaller than ε−2, which we will make more precise later on. We have in
mind potentials where the distribution of Dα and Dβ follows statistical laws. However, the actual
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statistics will become relevant only in Section 5 in connection with the identification of spectral
gaps.
In Section 4 we will exploit the operator formulation of (2.1). For this, we introduce the
operators A : V → V∗ and I : V → V∗, defined by
〈Au, v〉V∗,V := a(u, v), 〈Iu, v〉V∗,V := (u, v)
for functions u, v ∈ V. Note that A denotes the weak form of the Schro¨dinger operator H and that
the eigenvalue problem (2.1) is equivalent to Au = E Iu.
To shorten notation, we simply write ‖ · ‖ := √(·, ·) for the canonical L2-norm on D. We also
introduce the V -weighted L2-norm,
‖v‖2V := (V v, v) =
∫
D
V (x) |v(x)|2 dx
as well as the energy norm,
|||v|||2 := a(v, v) = ‖∇v‖2 + ‖v‖2V .
Furthermore, we denote the norm on a sub-domain Dα or Dβ by an additional subscript.
2.2. Geometry and cut-off function. Before we can estimate the Schro¨dinger states from below,
we need to introduce additional notation on the geometry of the potential. First, we define the set
of cubes within the partition T /∼, namely
Q :=
{
m⋃
i=1
[qi]∼
∣∣∣ Q = m⋃
i=1
qi ⊆ Rd is a (closed) cube and union of m elements qi ∈ T
}
.
Note that this implies that all cubes in Q have side length εk for some natural number 1 ≤ k ≤ ε−1.
Second, we define the set of maximal cubes in Dα and Dβ , respectively, by
Qν :=
{
Q ∈ Q | Q ⊆ Dν and there is no Q′ ∈ Q with Q ⊂ Q′ ⊆ Dν
}
,
for ν = α, β. Note that
⋃
Q∈Qν Q = Dν . Since T /∼ is a quotient space, we can interpret Q and Qν
as containing “cubes” that are extended over the periodicity interface. Such cubes are connected
in Rd, but can be disconnected as subsets of the unit cube D. Whenever one of the following
arguments requires an element of Q or Qν to be connected, we shall interpret it as a subset of
Rd, where values outside of D are obtained through periodicity. This will be done without further
mentioning. For brevity, we shall from now on abuse the notation and simply write T instead of
T /∼. The same is done for Tα and Tβ .
The cubes in Qα somehow characterize the potential valleys, i.e., regions where the potential
has the value α. Finally, we define the maximal width of a potential valley in T by
L := max
Q∈Qα
hQ
ε
∈ N,
where hQ denotes the side length of a cube Q. In the trivial setting V ≡ β, where Qα is empty,
we set L := 1. With this characteristic value, we are able to bound the maximum number of
overlaying maximal cubes in Qα, namely
κT := max
q∈Tα
∣∣{Q ∈ Qα | q ⊆ Q}∣∣ ≤ Ld.
Remark 2.1. In the periodic setup as in Figure 2.1 (upper left) we have L = 1 and κT = 1. Note
that the value of L remains unchanged if α and β are swapped in this example.
Remark 2.2. In the one-dimensional setting there are no overlapping maximal cubes, i.e., we have
κT = 1 for d = 1.
The exponential localization of the Green’s function and eigenstates in oscillatory potentials
requires sufficiently high amplitudes of the potential. This is quantified in the subsequent assump-
tion depending on the oscillation length ε. Loosely speaking we shall assume that the strength of
potential peaks, characterized by the parameter β, is large compared to the inverse of the square
of the oscillation length ε. This assumption resembles the scaling in a typical physical setup
QUANTITATIVE ANDERSON LOCALIZATION OF SCHRO¨DINGER STATES 7
Dβ
Dα
ε ε/2
η = 1
η ∈ (0, 1)
η = 0
Figure 2.2. Illustration of the cut-off function η, which is constant 1 in Dα and
vanishes in the interior of each element of Tβ .
[GME+02]. Considering for instance an optical lattice potential V that is based on a laser diode
operating at a wavelength ε = λ, then the potential oscillates at a frequency of order ε−1. On
the other hand, the maximum potential depth β is measured in units of the recoil energy, which
itself is proportional to λ−2 = ε−2. This is precisely the relation that we shall assume for ε and β.
Assumptions on the strength of the potential valleys, characterized by the parameter α, are not
needed for the exponential decay of the Green’s function. Thus, until Section 5 we only assume
0 ≤ α ≤ β, which includes the particular case of the constant potential V ≡ β.
Assumption 2.3. The coefficient β is large in the sense that it satisfies the estimate β & ε−2 and
we assume that Tβ 6= ∅.
To derive energy estimates we introduce a cut-off function η : D → [0, 1]. This function is
assumed to be smooth, constant 1 in Dα, and vanishes in each cube of side length ε/2, which
is centered in elements of Tβ , cf. Figure 2.2. In other words, η hits zero in each β-peak of the
potential V . Further, we assume that ‖∇η‖L∞(D) . ε−1. We emphasize that this implies some
kind of Friedrichs inequality.
Lemma 2.4. Assume that Tβ 6= ∅. Consider a function v ∈ V and the cut-off function η introduced
above. The product ηv then satisfies the estimate
‖ηv‖L2(D) ≤ cL εL ‖∇(ηv)‖L2(D)
with some generic constant cL . κT Ld ≤ L2d.
The proof of the lemma is given in Appendix A, where we also present a refined version of this
Friedrichs-type inequality.
Example 2.5. In the extreme case of only a single β-element in T , we have L ≈ ε−1 and the result
degenerates in the sense that we loose the factor ε in the estimate. On the other hand, if the po-
tential satisfies V ≡ β, then we get the classical Friedrichs inequality ‖ηv‖L2(D) ≤ ε ‖∇(ηv)‖L2(D).
In the case of a random potential with correlation length of the order ε, one obtains with high
probability maximal valleys of size L ≈ log(1/ε). Thus, we get a Friedrichs-type inequality, which
contains the factor ε but also logarithmic terms.
2.3. Lower bound on the energy. With the estimate of Lemma 2.4, we are able to give a lower
bound for the spectrum of H. For this, we will bound the scaled energy of a function v ∈ V \ {0},
E(v) :=
a(v, v)
‖v‖2 =
|||v|||2
‖v‖2(2.2)
from below. In the assumed regime β & ε−2 this lower bound is in the order of ε−2. In the
following, we will no longer mention the silent convention that E(v) is only defined for v 6= 0.
Lemma 2.6. Under Assumption 2.3 we have
E1 := min
v∈V
E(v) & 1
c2L(εL)
2
.
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Proof. For an arbitrary function v ∈ V we obtain
‖v‖2 = ‖v‖2Dα +
1
β
‖v‖2V,Dβ
≤ ‖ηv‖2 + 1
β
‖v‖2V,Dβ
. c2L (εL)2 ‖∇(ηv)‖2 +
1
β
‖v‖2V,Dβ
. c2L (εL)2
( 1
ε2β
‖v‖2V,Dβ + ‖∇v‖2
)
+
1
β
‖v‖2V,Dβ
= c2L (εL)
2 ‖∇v‖2 + (1 + c2LL2) 1β ‖v‖2V,Dβ .
Thus, Assumption 2.3 yields the estimate
‖v‖2 . c2L (εL)2 |||v|||2.(2.3)
This shows that the energy is bounded from below by
E(v) =
|||v|||2
‖v‖2 &
1
c2L(εL)
2
.
Using the characterization of eigenvalues by the Rayleigh quotient, we directly obtain the stated
lower bound for the ground state of the Schro¨dinger equation. 
Remark 2.7. Estimate (2.3) is sharp with respect to the maximum width of potential valleys εL,
i.e., there exists a non-trivial function u ∈ V with ‖u‖2 & (εL)2 |||u|||2. To see this we consider the
first eigenfunction u ∈ H10 (QL) of the shifted Laplace eigenvalue problem∫
QL
∇u(x) · ∇v(x) dx = (λ− α) ∫
QL
u(x) v(x) dx
with test functions v ∈ H10 (QL) on a maximal α-cube QL ∈ Qα with side length εL. According to
[Str08, Ch. 10.4], the first eigenvalue satisfies λ−α = d pi2/(εL)2 such that u, extended by zero to
a function in V, satisfies
‖u‖2 = ‖u‖2QL =
1
λ
|||u|||2QL =
1
λ
|||u|||2 & (εL)
2
dpi2
|||u|||2,
provided that α is of moderate size. Similar arguments will be used in Section 5 where we prove
the existence of spectral gaps.
3. Exponential Decay of the Green’s Function
This section shows that the Green’s function associated with the Schro¨dinger operator decays
exponentially relative to the parameter ε that reflects the characteristic length of oscillation of the
potential. The proof is strongly inspired by a recent innovative proof of the exponential decay of
the corrector Green’s function in the context of numerical homogenization for arbitrarily rough
diffusion coefficients by Kornhuber and Yserentant [KY16], see also [KPY18] and earlier work
[MP14, HP13, Pet16]. The idea is to show that the Schro¨dinger operator can be preconditioned by
an operator that is local with respect to a decomposition of the domain into cubic sub-domains with
diameter 2ε. The spectrum of the arising preconditioned operator is proved to be clustered around 1
so that simple iterative solvers approximate the action of the inverse Schro¨dinger operator applied
to some compactly supported function (or the point evaluation functional) up to an accuracy tol
in only O(polylog(1/ε) log(1/ tol)) steps.
The locality of the preconditioned operator ensures that the diameter of the support of the
approximation is of the same order. This means that the Green’s function associated with H
decays exponentially in units of εL. The result is independent of the degree of disorder of the
potential and remains valid in the perfectly periodic case.
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Figure 3.1. Illustration of local (overlapping) patches Di for three exemplary
nodes. Gray squares are regions with V (x) = β.
3.1. Overlapping domain decomposition on the ε-scale. We introduce an overlapping de-
composition of D, which we will later use to define the local preconditioner. For this, we consider
the nodes corresponding to the mesh T , which we denote by N . For each node z ∈ N let λz be
the standard Q1-basis function [BS08, Sect. 3.5], i.e., λz is a piecewise polynomial of partial degree
one with λz(z) = 1 and λz(w) = 0 for any other node w ∈ N \ {z}. Again one has to take care of
the assumed periodicity of the domain and the resulting identification of the boundary nodes. All
together, this gives a set of functions, which forms a partition of unity on D, i.e.,∑
z∈N λz ≡ 1.(3.1)
The patches of the Q1-hat functions define small subdomains
Dz := suppλz
for each z ∈ N . By definition, Dz are cubes of side length 2ε and each T ∈ T is contained in 2d
of these subdomains. For an illustration of such a patch we refer to Figure 3.1.
Based on the patches Dz, we define local H
1-spaces by
Vz := H10 (Dz) =
{
v ∈ H1(Dz) | v = 0 on ∂Dz
}
.
Elements of Vz are considered to be extended by zero outside of Dz. Moreover, recall that we
interpret Dz as a subset of Rd. This implies that a function v ∈ H10 (Dz) respects the periodicity
over opposite edges (or faces for d = 3) of ∂D and does not necessarily fulfill v = 0 on ∂D. We
define the corresponding a-orthogonal projection Pz : V → Vz by the variational problem
a(Pzu, v) = a(u, v)
for test functions v ∈ Vz. Note that the trivial embedding Vz ↪→ V allows to consider Pz as a
mapping from V to V. We may also define P˜z : V∗ → Vz by
a(P˜zF, v) = 〈F, v〉V∗,V
for test functions v ∈ Vz. Letting A : V → V∗ denote the operator representation of a(· , ·), we have
the relation Pz = P˜zA.
3.2. Optimal ε-local preconditioner. Combining all local projections, we obtain the operator
P :=
∑
z∈N Pz.(3.2)
This defines a mapping P : V → V if we assume that the canonical embeddings Vz ↪→ V are
exploited. It is easy to see that this operator is continuous. Accordingly, we define P˜ : V∗ → V
by P˜ := ∑z∈N P˜z = PA−1. We emphasize that the operator P is quasi-local with respect to the
ε-mesh T , since “information” can only propagate distances of order ε each time that P is applied.
The remaining part of this section aims to show that P˜ defines a good approximation of A−1
and thus, serves well as a preconditioner within iterative solvers for linear equations and the
Schro¨dinger eigenvalue problem. Following the abstract theory for additive subspace correction or
additive Schwarz methods for operator equations [KY16] (see also [Xu92, Yse93] for the matrix
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case) we need to verify that the energy norm of a function u ∈ V can be bounded in terms of the
sum of local contributions from VQ and Vz.
Lemma 3.1. For every decomposition u =
∑
z∈N uz with uz ∈ Vz we have
|||u|||2 ≤ K2
∑
z∈N
|||uz|||2
with K2 = 2
d.
Proof. We use the local supports of uz and the fact that for T ∈ T there are at most 2d functions
uz with support on T . Thus, we can estimate on a single element,
|||u|||2T =
∣∣∣∣∣∣∑
z∈N uz
∣∣∣∣∣∣2
T
≤ 2d
∑
z∈N |||uz|||
2
T .
A summation over all T yields the assertion. 
We now need the reverse estimate for one specific decomposition of u ∈ V in the local spaces Vz.
Therefore, we define the local functions uz := λzu for all z ∈ N . From (3.1) we know that∑
z∈N uz = u. For this particular decomposition we can prove the following lemma.
Lemma 3.2. Given Assumption 2.3 and the decomposition of u ∈ V as above, it holds that∑
z∈N
|||uz|||2 . K1 |||u|||2
with constant K1 := 2
d+1(1 + c2LL
2
)
.
Proof. With the estimate (2.3) we directly obtain∑
z∈N
|||uz|||2 =
∑
z∈N
(
‖∇(λzu)‖2 + ‖λzu‖2V
)
≤
∑
z∈N
(
2 ‖∇u‖2Dz + 2ε−2‖u‖2Dz + ‖u‖2V,Dz
)
≤ 2d+1|||u|||2 + 2d+1ε−2‖u‖2
. 2d+1(1 + c2LL2)|||u|||2.
Note that we have again used the fact that the maximal number of overlapping patches is 2d. 
Remark 3.3. In the periodic setting with L = 1 one can show that K1 . 2d+2, i.e., K1 is indepen-
dent of ε.
Note that we have used Assumption 2.3 in the previous lemma. We emphasize that such a
condition is necessary, since the general case would lead to a constant K1 ≈ ε−2 in the worst case.
The subsequent result is a direct consequence of the previous Lemmata 3.1 and 3.2, cf. [KY16,
Lem. 3.1 and Th. 3.2].
Corollary 3.4. Given Assumption 2.3, we obtain the norm equivalence
K−11 a(v, v) ≤ a(Pv, v) ≤ K2 a(v, v)(3.3)
for all v ∈ V with the constants K1 and K2 from Lemmata 3.2 and 3.1.
Recall that P : V → V from (3.2) has led to the definition of P˜ : V∗ → V by P˜A = P. With this
operator, the estimate (3.3) can be rewritten in the form
K1
−1 a(v, v) ≤ 〈AP˜Av, v〉 ≤ K2 a(v, v).
We summarize a number of properties of the operator AP˜A.
Lemma 3.5. The operator AP˜A : V → V∗ is symmetric, coercive, and continuous. As a conse-
quence, the operator is also invertible.
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Proof. The symmetry follows from the definition of P, namely
〈AP˜Au, v〉 = a(Pu, v) =
∑
Q∈Qα
a(PQu, v) +
∑
z∈Nrem
a(Pzu, v)
=
∑
Q∈Qα
a(u,PQv) +
∑
z∈Nrem
a(u,Pzv) = a(u,Pv) = 〈u,AP˜Av〉.
The coercivity follows directly from the coercivity of a(· , ·) and (3.3). Finally, the continuity follows
from the boundedness of a(· , ·) and P. 
Estimates of the form (3.3) are well-known from the preconditioner community for the compu-
tation of eigenvalues of a symmetric and positive definite matrix. The following approximation
result, together with the local computability, then results in a well-designed preconditioner.
Theorem 3.6. Under Assumption 2.3 and with the scaling factor ϑ := 1/(K2 + K
−1
1 ) with K1
and K2 from Lemmata 3.1 and 3.2, there exists a positive constant γP < 1 such that
||| id−ϑP||| = ||| id−ϑP˜A||| := sup
v∈V
|||v − ϑP˜Av|||
|||v||| ≤ γP < 1.
Proof. By the spectral equivalence (3.3) we conclude that for any v ∈ V it holds
(1− ϑK2) |||v|||2 ≤ a(v − ϑPv, v) = a(v, v)− ϑa(Pv, v) ≤ (1− ϑK−11 ) |||v|||2.
Furthermore, for any linear operator Q : V → V we have
|||Q|||2 := sup
v∈V,|||v|||=1
a(Qv,Qv) ≤ sup
v∈V,|||v|||=1
sup
w∈V,|||w|||=1
a(Qv, w) |||Q||| ≤ |||Q|||2.
Thus, all estimates are in fact equalities. If a(Q · , ·) defines in addition a scalar product in V, then
we get by the polarization identity
|||Q||| = sup
v∈V,|||v|||=1
sup
w∈V,|||w|||=1
a(Qv, w) = sup
v∈V,|||v|||=1
a(Qv, v).
By the mentioned spectral equivalence we know that Q := id−ϑP defines a scalar product for
ϑ < 1/K2 such that the choice ϑ := 1/(K2 +K
−1
1 ) gives
||| id−ϑP||| = sup
v∈V,|||v|||=1
a((id−ϑP)v, v) ≤ 1− ϑK−11 =
K2
K−11 +K2
. 
The proof of Theorem 3.6 provides an explicit formula of the upper bound, namely γP ≤
K2/(K
−1
1 +K2). This shows that, given Assumption 2.3, γP only depends on the geometry of the
potential, which is encoded in the constants K1 and K2, but not on the actual values α and β and
thus, not on their contrast. Note, however, that γP depends on L, which itself may depend on ε.
3.3. Exponential decay. In the last part of this section we want to relate the previous results to
the exponential decay of the Green’s function associated with the differential operator H. For this,
let f ∈ L2(D) be a given function with local support and consider the problem of finding u ∈ V
with Au = F , where F := (f, · ) ∈ V∗. To approximate u, we define the iteration
u(k) := u(k−1) + ϑ
(P˜F − Pu(k−1)) = u(k−1) + ϑP(u− u(k−1))(3.4)
for k ≥ 1 and trivial starting value u(0) = 0. First, we observe that u(1) = ϑP˜F = ϑPu is a local
function, because its computation only includes the solution of local problems. To see this, note
that
u(1) = ϑP˜F =
∑
z∈N
ϑP˜zF =:
∑
z∈N
u(1)z ,
where all u
(1)
z are fully defined by local test functions vz ∈ Vz through
a(u(1)z , vz) = ϑa(A−1F, vz) = ϑ 〈F, vz〉V∗,V = (ϑf, vz).
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This implies that the application of P˜ maintains locality in the sense that the support of u(1) = ϑP˜F
is at most one ε-layer larger than the support of f . Inductively, we immediately see that the support
of
u(k) = u(1) + (id−ϑP)u(k−1)
is at most k ε-layers larger than the support of f . Next, we observe from the definition of u(k)
in (3.4) that
u− u(k) = (id−ϑP)(u− u(k−1)) = (id−ϑP)k(u− u(0)) = (id−ϑP)ku.
Applying Theorem 3.6, we obtain
|||u− u(k)||| ≤ γkP |||u|||,
i.e., we have that u(k) converges exponentially fast to u with rate γP . Recall the earlier observation
that the support of u(k) is at most k ε-layers bigger than the the support of the local function f ,
i.e., supp(u(k)) ⊆ B∞kε(supp f), where B∞r denotes the ball of radius r in the sup norm. This then
shows that the Green’s function associated with the Schro¨dinger operator must have an exponential
decay as summarized in the following corollary.
Corollary 3.7 (Exponential decay of the Green’s function). Consider Assumption 2.3 and let f ∈
L2(D) be local. Then, the solution u ∈ V of the variational problem Au = f decays exponentially
fast in the sense of
|||u|||D\B∞kε(supp f) . γ
k
P |||u|||.
Here, 0 < γP < 1 denotes the constant from Theorem 3.6.
Example 3.8. We again consider the extreme cases and analyze the number of necessary steps to
achieve γkP ≤ tol. In the worst case L ≈ ε−1, i.e., K1 ≈ 2d+1ε−2, we need k = O(log(1/ tol) ε−2)
steps. Thus, the solution u may not be localized. On the other hand, the periodic setting with
L = 1 yields K1 = 2
d+2 and thus, k = O(log(1/ tol)). This means that the number of needed
steps to reach the error tolerance is independent of ε. In the case of interest with L ≈ log(1/ε) we
have k = O(log(1/ tol) log(1/ε)p) for a certain polynomial degree p ≤ 4d+ 2. This means that the
number of steps only depends logarithmically on ε and that u is of local nature.
The obtained decay result is in agreement with the well-known exponential decay of the Green’s
function associated with H for positive V on a sufficiently large sub-domain. In the case of constant
potentials V ≡ β, this is for instance shown in [Glo11, Lem. 3.2]. We shall revisit the discussion
of this paragraph later in Section 4.2 as part of the localization proof for the eigenfunctions of H.
Remark 3.9. For later arguments, it is important to achieve an error reduction factor (per step)
below some prescribed value gap < 1. This is easily achieved by considering multiple steps of
the iteration (3.4) with preconditioner ϑP. More precisely, we introduce the operator R : V → V,
which includes k steps with k large enough such that
||| id−R||| ≤ γ := γkP ≤
1− gap
2
< 1.
This then implies γ+ gap ≤ (1 + gap)/2 < 1. It goes without saying that this enlarges the support
of the solution, i.e., the operator R spreads information over k ε-layers. The order of k can be
estimated by
k ≈ log(1− gap)− log 2
log γP
.
In the discussed case L ≈ log(1/ε), where γP depends polylogarithmically on ε, we have k =
O(log(1/(1− gap)) log(polylog(1/ε))).
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4. Quantitative Localization of Eigenfunctions
In the following we want to transfer the localization arguments from Section 3.3 to the spectrum
of H. Assuming a sufficiently large spectral gap between the smallest and the (K+1)-st eigenvalue
for some moderate K, we show that the ground state is indeed quasi-local. The assumption will
later turn out to be valid for potentials with a high level of disorder. Nevertheless, the convergence
results of this section are independent of the actual value of K in the sense that the ground
state is always in the span of K exponentially localized functions. This shows localization of the
eigenfunction itself if K is sufficiently small compared to ε−d.
4.1. Inverse power iteration. As mentioned in Section 2.1, the Schro¨dinger eigenvalue problem
(2.1) can be written as an operator equation in the dual space of V, namely
Au = E Iu.
Recall that A : V → V∗ is the operator corresponding to a(· , ·) whereas I : V → V∗ denotes the
extension of the inner product in L2(D). We consider the inverse power method for PDE eigenvalue
problems and illustrate the method first for the case of a spectral gap after the first eigenvalue E1.
Due to the ellipticity of A, we may assume that there exists a Hilbert basis of V composed of the
eigenfunctions u1, u2, . . . normalized in the L
2(D)-norm. Further, we assume that a given starting
function v(0) ∈ V satisfies (u1, v(0)) 6= 0, i.e., we may express v(0) in the form v(0) =
∑∞
i=1 αiui
with α1 6= 0.
The inverse power method, known from numerical linear algebra [AK08, Ch. 10.3], also converges
in the Hilbert space setting, cf. [ESL95, AF19]. The iteration, including a normalization by E1,
has the form
v(k) = E1A−1Iv(k−1) =: Bv(k−1) = Bkv(0)(4.1)
with B := E1A−1I : V → V. With gap := E1/E2 < 1 the iteration leads to
v(k) = α1u1 +
∞∑
i=2
αi
(E1
Ei
)k
ui.
Note that (u1, v
(k)) = α1 remains unchanged due to the scaling factor E
1. Measuring the distance
of v(k) to the eigenspace of u1 in the energy norm by
err(k) := min
c∈R
|||v(k) − c u1||| = |||v(k) − α1u1||| =
( ∞∑
i=2
|αi|2
(E1
Ei
)2k
Ei
)1/2
,
we obtain due to the orthogonality of the eigenfunctions,
err(k) = |||v(k) − α1u1||| ≤ gapk |||v(0) − α1u1||| = gapk err(0) .
This shows the exponential convergence of the inverse power iteration with a rate depending on
the gap between the first two eigenvalues.
4.2. Preconditioned iteration step. For the proof of localization of the Schro¨dinger states we
need to replace the inverse iteration (4.1) by an inexact iteration including the preconditioner
from Section 3. More precisely, we like to replace one inverse power step by a fixed number
of preconditioned steps, which we indicate by the operator R, cf. Remark 3.9. Recall that this
includes an error reduction by a factor γ with γ + gap < 1 and that R enlarges the support by
only a few ε-layers. One step of the inverse power iteration v(k) = Bv(k−1) is replaced by
v˜(k) := v˜(k−1) +R(E1A−1I v˜(k−1) − v˜(k−1)) = v˜(k−1) +R(Bv˜(k−1) − v˜(k−1)).(4.2)
In the numerical linear algebra community, this iteration is called preconditioned inverse iteration
(PINVIT) [DO80, BPK96, Kny98] if the (unknown) factor E1 is replaced by an approximation of
the energy, e.g., by the Rayleigh quotient. Here, however, we consider again the exact scaling by
the first eigenvalue.
Remark 4.1. For practical computations it is also of interest that v˜(k) is cheap to compute. This
is indeed the case, since its computation only involves the solution of local problems.
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The locality of the iterates was already discussed in Section 3.3, i.e., up to logarithmic terms
in 1/(1 − gap) and 1/ε the support of v˜(k) is at most k ε-layers larger than the support of the
initial function v(0). It remains to show the exponential convergence of the iteration scheme is
maintained, despite the inclusion of the preconditioner. For this, we show that the error reduces
by a fixed factor in every iteration step.
As before, we assume v(0) =
∑∞
i=1 αiui with α1 6= 0. For the (exact) inverse iteration we
have seen that (u1, v
(0)) remains unchanged during the iteration process. This changes by the
implementation of the preconditioner. However, assuming v˜(k−1) =
∑∞
i=1 αˆiui we can estimate
err(k) = min
c∈R
|||v˜(k) − c u1||| ≤ |||v˜(k) − αˆ1u1|||
≤ |||Bv˜(k−1) − αˆ1u1|||+ |||(id−R)(Bv˜(k−1) − v˜(k−1))|||
≤ |||
∞∑
i=2
E1
Ei αˆiui|||+ γ |||
∞∑
i=2
(E
1
Ei − 1)αˆiui|||
≤ gap |||v˜(k−1) − αˆ1u1|||+ γ |||v˜(k−1) − αˆ1u1|||
= (gap +γ) err(k−1) .
Thus, we have an error reduction by a factor (gap +γ) in each step.
4.3. Block iteration. Since we cannot guarantee a spectral gap after the first eigenvalue, we need
a block iteration. For the general case we assume that there is a spectral gap within the first K+1
eigenvalues, which leads to the definition gap := E1/EK+1 < 1. We aim to perform a block version
of the inverse power iteration (4.1). For this we need a starting subspace to initiate the power
iteration. Let V (0) denote a basis of such a K-dimensional subspace,
V (0) =
[
v
(0)
1 , v
(0)
2 , . . . , v
(0)
K
]
∈ VK .
As before, we can express these functions in terms of the eigenfunctions of the Schro¨dinger operator,
i.e., for j = 1, . . . ,K,
v
(0)
j =
∞∑
i=1
αi,j ui and C := [αi,j ]i,j=1,...,K ∈ RK,K .
The matrix C contains the coefficients of the initial functions v(0)j in terms of u1, . . . , uK . As
generalization of the condition α1 6= 0 in Section 4.1, we assume here that C is invertible. The
block inverse iteration (or simultaneous inverse iteration) including normalization then reads
V (k) = E1A−1IV (k−1) = BkV (0).(4.3)
For a single function v
(0)
j this means
v
(k)
j = Bkv(0)j = (E1)k
∞∑
i=1
αi,j(A−1I)kui =
∞∑
i=1
αi,j
(E1
Ei
)k
ui.
With x := C−1e1 ∈ RK the linear combination V (k)x ∈ V satisfies
V (k)x =
∞∑
i=1
[αi,1, . . . , αi,K ]x
(E1
Ei
)k
ui = u1 +
∞∑
i=K+1
αi
(E1
Ei
)k
ui,
where αi := [αi,1, . . . , αi,K ]x. Similarly as in Section 4.1 we show that V
(k)x converges exponen-
tially to the span of u1 with rate gap,
err(k) = min
c∈R
|||V (k)x− c u1||| = |||V (k)x− u1||| ≤ gapk |||V (0)x− u1||| = gapk err(0) .
Note that the initial error err(0) is bounded in terms of C−1 and the energy of the starting functions
v
(0)
1 , v
(0)
2 , . . . , v
(0)
K . Thus, for the convergence of the block iteration it remains to find a suitable
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starting block V (0). Its precise construction depends on the considered potential V , see e.g. Sec-
tion 5.2.4 for a potential with a tensor product structure or Section 5.3.4 for a potential consisting
of domino blocks of different size. To prove the quasi-locality of the Schro¨dinger ground state, we
need to include the preconditioner from Section 3.
4.4. Inexact block iteration. We install the preconditioner R into the block iteration, which
yields a block version of the preconditioned inverse iteration introduced in Section 4.2. Given
V (0) we locally compute a sequence V˜ (k) by a simultaneous application of the preconditioned
iteration. In the main result of this paper we show that the first eigenfunction u1 is essentially
an element of span V˜ (k), i.e., a K-dimensional function space that is spanned by basis functions
that are exponentially decaying in distances of ε. If V (0) only contains local functions and K is
of moderate size, i.e., if there is a significant spectral gap after the first few eigenvalues, then u1
itself is exponentially localized as the linear combination of K exponentially localized functions.
Theorem 4.2 (Convergence of inexact block iteration). Given Assumption 2.3, gap = E1/EK+1,
and a prescribed tolerance tol, we consider a starting subspace V (0) with invertible coefficient
matrix C. Assume that the preconditioner R from Remark 3.9 satisfies γ . gapk with k ≈
log(1/ tol)/ log(1/ gap). Then, k steps of the preconditioned block iteration yields an approximation
v˜ ∈ span V˜ (k) with
|||v˜ − u1||| . tol err(0) = tol |||V (0)C−1e1 − u1|||.
Moreover, the support of v˜ is only k2 ε-layers larger than the union of the supports of the starting
functions in V (0).
Proof. First note that, due to the scaling by E1, we have |||B||| ≤ 1. We prove that the inexact
iteration yields a good approximation of the inverse power method. For this, we compare the space
obtained by the inexact block iteration V˜ (k) with V (k). Since we consider a simultaneous iteration,
it is sufficient to consider a single vector of V (0), which we denote by v(0) ∈ V. For the error
e(k) := v(k) − v˜(k) we have
e(k) = v(k) − v˜(k) = Bv(k−1) − v˜(k−1) −R(Bv˜(k−1) − v˜(k−1))
= (id−R)(Bv(k−1) − v˜(k−1))+RBe(k−1)
= (id−R)(B − id)v(k−1) + (id−R)e(k−1) +RBe(k−1).
Thus, with v(k−1) = Bk−1v(0), |||B||| ≤ 1, and |||B − id ||| ≤ 2, we obtain
|||e(k)||| ≤ 2γ |||v(k−1)|||+ (1 + 2γ) |||e(k−1)||| ≤ 2γ |||v(0)|||+ (1 + 2γ) |||e(k−1)|||.
Since e(0) = v(0) − v(0) = 0, we conclude
|||e(k)||| ≤ 2γ |||v(0)|||
k−1∑
ν=0
(1 + 2γ)ν . γ (1 + 2γ)k|||v(0)|||.
From Section 4.3 we know that for k ≈ log(1/ tol)/ log(1/ gap) steps of the inverse power method
we have |||V (k)x − u1||| . gapk err(0). Thus, with γ . gapk ≈ tol we conclude by the triangle
inequality
|||V˜ (k)x− u1||| . |||e(k)|||+ |||V (k)x− u1||| . tol err(0) . 
Theorem 4.2 shows that the choice of V (0) is crucial for the localization result. First, its locality
bounds the support of the constructed approximation of u1. Second, the quality of the starting
subspace enters the estimate through err(0), which can be bounded in terms of the matrix C−1 and
the energies of V (0), namely by
err(0) = |||V (0)x− u1||| = |||V (0)C−1e1 − u1||| . ‖C−1‖1 max
j=1,...,K
|||v(0)j |||.
The verification of the locality of V (0) and the boundedness of ‖C−1‖1 depends on the considered
potential and will be in the focus of Section 5.
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Remark 4.3. Note that the localization result of Theorem 4.2 is not optimal in the sense that the
support of V˜ (k) grows quadratically in k. To improve this, we need to show that a fixed number of
preconditioner steps is sufficient as outlined in Remark 3.9. In a similar fashion as in Section 4.2
we can show that for V˜ (k−1) with corresponding coefficient matrix Cˆ ∈ RK,K , xˆ := Cˆ−1e1, we have
min
y∈RK
|||V˜ (k)y − u1||| ≤ |||V˜ (k)xˆ− u1||| ≤ (gap +γ) |||V˜ (k−1)xˆ− u1|||.
Thus, we have a similar error reduction as in the non-block case if we can prove that V˜ (k−1)xˆ is at
least a quasi-optimal approixmation of u1 in the span of V˜
(k−1). This, in turn, would imply that
the ground state u1 ∈ V decays exponentially fast in the sense of
|||u1|||D\B∞kε(suppV (0)) . (gap +γ)
k err(0) .
Remark 4.4. The result of Theorem 4.2 generalizes to the first r eigenfunctions provided that the
gap condition Er/EK+1 + γ < 1 holds true. For this, one needs to consider B := ErA−1I and
x := C−1er.
5. Application to Prototypical Potentials
This section aims to validate the assumption on the spectral gap in Theorem 4.2 in three model
scenarios. This will turn out to fail in the periodic case. The lower part of the spectrum indeed
decomposes into well separated eigenvalue clusters, but the clusters are too large. The introduction
of disorder changes the picture. We first state two general results, which are needed in this context.
Lemma 5.1. Recall the definition of the energy E(v) from (2.2) and let u1, . . . , uN ∈ V be orthog-
onal w.r.t. (·, ·) as well as a(·, ·). Furthermore, assume the uniform bounds
c1 ≤ E(ui) ≤ c2
for all i = 1, . . . , N . Then, c1 ≤ E(u) ≤ c2 for all u ∈ span{u1, . . . , uN}.
Proof. The assumption on the Rayleigh quotient of ui can be translated into
c1‖ui‖2 ≤ a(ui, ui) ≤ c2‖ui‖2
for all i = 1, . . . , N . For a given linear combination u :=
∑N
i=1 αiui ∈ span{u1, . . . , uN} we get due
to the assumed orthogonality
‖u‖2 = ∥∥∑n
i=1
αiui
∥∥2 = ∑n
i=1
α2i ‖ui‖2 ≤
1
c1
∑n
i=1
α2i a(ui, ui) =
1
c1
a(u, u)
and thus, c1 ≤ E(u). Analogously, one shows that E(u) ≤ c2. 
We emphasize that orthogonality in both inner products is especially given for functions having
disjoint support.
Lemma 5.2. Assume that u1, . . . , uN ∈ V are pairwise orthogonal w.r.t. (·, ·) and a(·, ·). If we
have the property E(ui) ≤ c for all i = 1, . . . , N then the eigenvalue problem
a(u, v) = E (u, v)
for test functions v ∈ V has at least N eigenvalues with E ≤ c.
Proof. The Courant min–max principle in Hilbert spaces states that the `-th eigenvalue satisfies
E` = min
dimV(`)=`
max
v∈V(`)
E(v).
Thus, for ` ≤ N , the choice V(`) := span{u1, . . . , u`} yields together with the previous lemma
E` ≤ maxv∈span{u1,...,u`}E(v) ≤ maxv∈span{u1,...,uN}E(v) ≤ c. 
In the following we derive bounds for the spectral gaps of H, where we first investigate the case
of periodic potentials. As we will see, in sufficiently disordered media, significant spectral gaps are
expected to appear much earlier than in the periodic case, cf. Figure 1.2. Note that, up to now,
we have only assumed β to be large (cf. Assumption 2.3). For the proof of spectral gaps we also
need α to be small.
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Assumption 5.3. The coefficient α is of moderate size in the sense that α . (εL)−2, i.e., the
contrast satisfies β/α & L2.
5.1. Periodic potential. We aim to derive lower and upper eigenvalue bounds for the periodic
case shown in Figure 2.1 (upper left). This includes N := (2ε)−d cubes of side length ε, on which
V takes the value α. Recall that we have L = 1 in this case.
5.1.1. Upper eigenvalue bounds. We provide an upper bound on the first `N eigenvalues by the
construction of particular functions and Lemma 5.2. Restricted to a single element q ∈ T , on which
the potential V equals α, we consider the standard Laplace eigenvalue problem with homogeneous
Dirichlet boundary and shift α. For this problem, eigenfunctions and -values are well-known [Str08,
Ch. 10.4]. On q the first ` eigenfunctions uˆ1, . . . , uˆ` (extended by zero on D) satisfy the bound
E(uˆj) ≤ α+ pi
2
ε2
(
`2 + d− 1) . `2
ε2
,
since α . (εL)−2 by Assumption 5.3. As this holds true for each of the N cubes in Qα, Lemma 5.2
yields
EN` . `
2
ε2
.(5.1)
Note that we exploit here the orthogonality of the eigenfunctions on a single element q of T and
the orthogonality due to the disjoint support of the cubes.
5.1.2. Lower eigenvalue bounds. In order to prove gaps in the spectrum, we also need lower bounds
on the eigenvalues. For this, we use the reformulation of the min-max principle, namely the max-
min principle. This is then combined with quasi-interpolation results from the theory of finite
elements.
Lemma 5.4. Assume the periodic setting with L = 1 and N = (2ε)−d cubes on which the potential
V equals α, as before. If β & (`− 1)2ε−2, then it holds the estimate
EN`
d+1 & (`− 1)
2
ε2
.(5.2)
Proof. We apply the max-min eigenvalue characterization of the form
Ek = max
dimV(k−1)=k−1
min
v∈[V(k−1)]c
E(v),(5.3)
where [V(k−1)]c ⊂ V is any complementary space to the (k − 1)-dimensional space V(k−1). The
strategy is to construct a subspace W ⊆ V of dimension N`d. For this, we consider a uniform
triangulation Th of D into cubes with local mesh size h := ε/(` − 1). The corresponding set of
nodes is denoted by Nh. The finite element space W is then defined by the span of all Q1-basis
functions corresponding to the nodes in Nh ∩Dα. Note that the dimension of W equals N`d and
that functions in W may have a slight support in Dβ , namely one layer of width h surrounding
the α-valleys.
To characterize a complementary space we construct a local projection operator
Π: V = H1per(D)→W
and define Wc := ker Π. The operator is based on the Scott-Zhang quasi-interpolation operator
Isz : H1(Dα)→W|Dα , cf. [SZ90, HS07]. The operator Π is then defined by the property
(Πu)|Dα = Isz(u|Dα)
in a unique way. Since Isz does not depend on the behavior of functions in Dβ , Π has the important
property that information is not spread from Dα to Dβ . By the properties of the Scott-Zhang
interpolation, this implies the a-stability of Π with a constant depending only on βh2. Due to
V = ker Π⊕ im Π, Wc is indeed a closed complementary space. Moreover, by construction we have
the error estimate
‖u−Πu‖Dα = ‖u− Iszu‖Dα . h ‖∇u‖Dα .
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For u ∈ Wc we thus have by the assumption β & (`− 1)2ε−2 = h−2 that
‖u‖2 = ‖u−Πu‖2Dα + ‖u‖2Dβ . h2‖∇u‖2Dα +
1
β
‖u‖2V,Dβ .
ε2
(`− 1)2 |||u|||
2
.
This directly results in the estimate
EN`
d+1 = max
dimV(N`d)=N`d
min
v∈[V(N`d)]c
E(v) ≥ min
v∈Wc
E(v) = min
v∈Wc
|||v|||2
‖v‖2 &
(`− 1)2
ε2
. 
5.1.3. Spectral gaps. The combination of the above estimates shows that there will be a spectral
gap of order O(1) after the first O(N) eigenvalues with N = (2ε)−d. We formulate this result in
form of a corollary.
Corollary 5.5. Assume β & (`− 1)2ε−2 for a natural number ` > 1 and Assumption 5.3. Then,
the periodic setting leads to a spectral gap of the form
ENk
EN`d+1
. k
2
(`− 1)2
for natural numbers ` > k ≥ 1. In particular, we have E1/EN`d+1 . (`− 1)−2.
This result shows that the absence of disorder leads to large eigenvalue blocks and thus, no
locality of eigenfunctions can be shown.
5.2. Tensor product potential. We consider a potential V , which generalizes the periodic setup
from the previous subsection and is a special case of the general random potential studied in
Sections 2-4. This includes different valley formations, namely cuboids of varying side lengths,
cf. Figure 2.1 (upper right). We follow the ideas of the periodic setting but need to adjust the
construction of the finite element space W in order to prove a spectral gap.
5.2.1. Description of the potential. We consider a potential V , composed of one-dimensional po-
tentials. For this, define V1, . . . , Vd ∈ L∞(0, 1), each based on an ε-partition of (0, 1) with values 0
and 1 only. Then, V ∈ L∞(D) is given by
V (x) := β + (α− β)[V1(x1) · · · · · Vd(xd)].
Note that this construction provides non-overlapping α-valleys in form of cuboids, each surrounded
by at least one ε-layer of β values. We characterize the cuboids by their shortest side length and
Nj denotes the number of such valleys with minimal side length εj. We define Dα,j as the union
of these Nj valleys with width εj. The maximal (shortest) side length of an α-valley is εL and
thus, NL ≥ 1. Furthermore, we need a bound for the possible anisotropy of α-valleys of a certain
size. Let ρ˜` denote the maximal quotient of maximal and minimal side length of all α-valleys with
width greater or equal to ˜`.
Remark 5.6. With the presented construction of V we obtain the periodic potential of Section 5.1
by the choice Vj = [ 1, 0, 1, 0, . . . , 1, 0 ] for all j = 1, . . . , d.
Remark 5.7. In the range ` ≈ log(1/ε) the expectation of N` is of order (2−`/ε)d and thus, of order
O(1). In this setting, we also have ρ˜` = O(1) with high probability.
Although the given setting is more obscure than the periodic case, we will show that there
is – with high probability – a spectral gap already after O(ε−p) with p < d, instead of O(ε−d)
eigenvalues. To prove this, we need to exploit the disorder of the potential. The overall strategy
is to prove upper bounds for the first NL eigenvalues and lower bounds for higher energy levels.
For this, we apply once more the max-min principle and construct a specific finite-dimensional
subspace based on the valley formations of the potential.
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ε˜` ε(˜`+ 1) εLhε2
. . .
Figure 5.1. Basis functions of W˜` on large α-valleys with mesh size h ≈ ε˜` in
the one-dimensional setting. The basis functions at the boundary are slightly
deformed.
5.2.2. Quasi-interpolation operator. To obtain lower bounds on the eigenvalues we construct a
finite element subspace and a corresponding quasi-interpolation operator similar to Section 5.1.
For this, we fix a level 1 < ˜`< L and consider partitions of all sets Dα,j with j > ˜`, using a mesh
size h ≈ ε˜`, cf. the illustration in Figure 5.1.
More precisely, on an α-valley Q with dimensions εj1 ≤ · · · ≤ εjd and ˜` < j1 we consider a
Cartesian mesh defined by Πdk=1
(bjk/˜`c + 2) equally distributed nodes. We extend this mesh by
one more layer of elements of width ε/2 into the surrounding β region, cf. Figure 5.1. A local
projection operator Π˜` onto Q1-basis functions is defined by prescribing values at nodes in Q for
each α-valley with minimal side length j > ˜` via
(Π˜`u)|Q = Isz(u|Q)
and enforcing vanishing traces at the boundary of each local mesh to ensure V-conformity.
The image of Π˜` defines the finite element space W˜` with a dimension bounded by
dimW˜` =: K . ρd−1˜`
∑L
j=˜`+1
Nj
⌊
j/˜`
⌋d
.(5.4)
We emphasize that ρ˜` enters the estimate as we characterized the α-valleys by means of their
shortest side length.
As in the periodic case, the kernel of the projection operator Π˜` defines an appropriate comple-
ment space Wc˜` to be used in connection with eigenvalue estimates via the max-min characteriza-
tion. Finally, we derive for u ∈ V an approximation estimate of the form
(5.5) ‖u−Π˜`u‖ . ε˜`|||u|||.
To see this, we split the left-hand side into
‖u−Π˜`u‖2 ≤
∑
j≤˜` ‖u‖
2
Dα,j +
∑
j>˜`
‖u− Iszu‖2Dα,j + 2 ‖u‖2Dβ + 2 ‖Π˜`u‖2Dβ .
For small α-valleys with width j ≤ ˜` we apply the Poincare´-Friedrich’s inequality to ηu, where η
denotes a cut-off function similarly as in Section 2.2. For that we note that ηu ∈ H10 (N(Dα,j)),
where N(Dα,j) equals Dα,j extended by a surrounding
ε
2 -layer. With this, the Poincare´-Friedrich’s
inequality yields
(5.6) ‖u‖Dα,j ≤ ‖ηu‖N(Dα,j) . ε˜` ‖∇(ηu)‖N(Dα,j) . ε˜` |||u|||N(Dα,j).
In the last step we have used the same arguments as in the proof of estimate (2.3).
On α-valleys with width j > ˜` we can directly apply the approximation property of the Scott-
Zhang operator [HS07]. Finally, for T being an element of the β-region of width ε2 , we show that
‖Π˜`u‖T . ε˜`|||u|||N(T ). In this case, N(T ) ⊂ Dβ denotes the union of T and all its neighbors within
the ε2 -layer in Dβ , surrounding an α-valley. Note that, due to the construction of the operator Π˜`,
we need to estimate u along edges E. Using the trace identity of [CGR12], we get for an edge E
of T ,
1
|E|
∫
E
udx ≤ 1|T |
∫
T
|u|dx+ ε
˜`
|T |
∫
T
|∇u|dx ≤ 1|T |1/2 ‖u‖T +
ε˜`
|T |1/2 ‖∇u‖T .
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Considering appropriate edges, such estimates lead to
‖Π˜`u‖2T . |T |
∑
T˜∈N(T )
1
|T˜ |
(
‖u‖2
T˜
+ (ε˜`)2‖∇u‖2
T˜
)
≤
∑
T˜∈N(T )
(ε˜`)2 |||u|||2T˜ ≤ (ε˜`)2 |||u|||2N(T ).
Here we used again that N(T ) ⊂ Dβ and that β−1 . ε2.
5.2.3. Eigenvalue bounds. As in the periodic setting, we consider eigenfunctions of the shifted
Laplace eigenvalue problem with homogeneous Dirichlet boundary conditions on the NL α-valleys
with width εL. On such a valley we know that the first eigenvalue equals α + dpi2/(εL)2. If we
extend the corresponding eigenfunctions by zero, we obtain NL functions uˆ1, . . . , uˆNL ∈ V for which
we have E(uˆj) = α+dpi
2/(εL)2. With α . (εL)−2 from Assumption 5.3, we obtain by Lemma 5.2
the eigenvalue bound
ENL . 1
(εL)2
.
To ensure a spectral gap, we also need lower bounds on the eigenvalues. Using (5.6) and the
approximation property of Isz, we estimate for u ∈ Wc˜`, i.e., Π˜`u = 0,
‖u‖2 =
∑
j≤˜` ‖u‖
2
Dα,j +
∑
j>˜`
‖u− Iszu‖2Dα,j + ‖u‖2Dβ(5.7)
. (ε˜`)2
∑
j≤˜` |||u|||
2
N(Dα,j)
+ (ε˜`)2
∑
j>˜`
‖∇u‖2Dα,j +
1
β
‖u‖2V,Dβ . (ε˜`)2 |||u|||2.
Note that we have used here once more Assumption 2.3. The application of the max-min eigenvalue
characterization in (5.3) then proves
EK+1 = max
dimV(K)=K
min
v∈[V(K)]c
E(v) ≥ min
v∈Wc˜`
E(v) & 1
(ε˜`)2
.
A combination of the lower and upper bounds of the eigenvalues yields a guaranteed spectral gap
of order O(1) within the first K + 1 eigenvalues, if ˜` is sufficiently small compared to L.
Corollary 5.8. In the considered setting including Assumptions 2.3 and 5.3 we have an estimate
of the form
(5.8)
ENL
EK+1
≤ c1 ε
2 ˜`2
ε2L2
= c1
˜`2
L2
=: q,
for some generic constant c1. Thus, for sufficiently small ˜`, i.e. ˜`
2 ≤ q c−11 L2 with 0 < q < 1, we
obtain a spectral gap of size q < 1.
Remark 5.9. Corollary 5.8 shows that any choice ˜`2 < L2/c1 ensures a reasonable spectral gap q <
1. Here, c1 > 0 is the multiplicative constant in (5.8). On the other hand, we also need to ensure
that K = dimW˜` is sufficiently small. Since the probability of an α-valley to be of size εL is of the
order (2−L/ε)d, L is with high probability larger than log(c2/ε) with some other constant c2 > 0
that has an expectation of c2 = 1/4. Next, we choose ˜` = dL/
√
q−1c1e, leading to K = O(ε−p)
for p < d (with high probability). To detail this claim, recall that N˜`. (2−˜`/ε)d and ρ˜`. 1 with
high probability, cf. Remark 5.7. Hence, with cq :=
√
q−1c1 we have
K .
∑L
j=˜`+1
Nj . ε−d2−
˜`d ≤ ε−d2−Ld/cq = c−d/cq2 ε−dεd/cq = c−d/cq2 ε−d
cq−1
cq = O(ε−p),
where p := d
cq−1
cq
< d. Note that in this setting, Dα,j is the union of O(ε−p) cuboids of side
length εj for j > ˜`. As a result, W˜` is a local space that covers a domain that has a volume of
order O(εd−p) up to logarithmic terms, where d− p > 0. Hence, the support of functions in W˜` is
asymptotically vanishing for ε→ 0.
Remark 5.10. Numerical examples indicate that – in the presence of disorder – K is even O(1).
In the one-dimensional example presented in Figure 1.2, he have gap ≤ 12 with K = 2.
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For the construction of a suitable set of starting functions V (0) in the next subsection, we also
need an upper bound on EK . In an α-valley Q ⊂ Dα,j , j > ˜`, we consider the first r eigenvalues
of the shifted Laplacian on Q, where r equals the number of degrees of freedom in W˜`, associated
with the α-valley Q. Note that r depends on the anisotropy of the given valley characterized by
ρ˜`. Then, Q having the dimensions εj1 ≤ · · · ≤ εjd with j = j1 > ˜` implies jd/j1 ≤ ρ˜` and
r ≈ j1 · · · · · jd
˜`d
≤ ρd−1˜`
jd
˜`d
.
Extending these r eigenfunctions by zero, we obtain (considering all α-valleys) in totalK orthogonal
functions with an energy bounded by
α+
pi2
(εj)2
r2/d . 1
(εj)2
j2
˜`2
ρ
2(d−1)/d
˜` ≤ ρ4/3˜`
1
(ε˜`)2
and thus, by Lemma 5.2,
(5.9) EK . ρ4/3˜` (ε˜`)−2.
5.2.4. Starting subspace. To apply the convergence result of Theorem 4.2 in the present setting, it
remains to construct a suitable set of starting functions V (0) with an invertible matrix C, cf. Sec-
tion 4.3. Here the idea is to extend the space W˜` from Section 5.2.2 by a few levels of α-valleys
such that it remains local and then project the first eigenfunctions into this space.
We introduce the finite element space Wm˜, which is defined as W˜` but considers all α-cuboids
with (minimal) side length εj, j > m˜, for some parameter m˜ < ˜`. The local mesh size then
equals h ≈ εm˜. Thus, the extension enlarges the number of α-valleys but also refines the previous
mesh. The corresponding quasi-interpolation operator reads Πm˜ : V → Wm˜ and the dimension of
Wm˜ is bounded by
dimW˜` ≤ dimWm˜ =: Km˜ . ρd−1m˜
∑L
j=m˜+1
Nj
⌊
j/m˜
⌋d
.
Recall that Nj denotes the number of α-cuboids with minimal side length εj.
We show that this construction leads to an invertible matrix C.
Lemma 5.11. Consider a tensor product potential as described in Section 5.2.1 together with
Assumptions 2.3 and 5.3. Further, we define the starting space V (0) as the L2-projection Pm˜ of
the first K eigenfunctions into Wm˜, i.e., we set
v
(0)
j := Pm˜uj ,
where uj denote the first (normalized) eigenfunctions, j = 1, . . . ,K. This choice leads to an
invertible matrix C with ‖C−1‖1 . ε−r for some power r > 0. Hence, it is uncritical for the
localization.
Proof. The entries of the matrix C are given by
αi,j = (ui, v
(0)
j ) = (Pm˜ui, Pm˜uj) = (v
(0)
i , v
(0)
j ).
Hence, C is a symmetric mass matrix and invertible if the functions v(0)j are linearly independent.
The linear independence follows from the injectivity of Pm˜ on the span of the first K eigenfunctions,
which is proved by contradiction. Assume that there exists a ∈ RK \{0} and u := ∑Kj=1 ajuj such
that Pm˜u = 0. Then u is in the L
2-orthogonal complement ofWm˜ and we have ‖u‖ = ‖u−Pm˜u‖ ≤
‖u−Πm˜u‖. This and (5.5) show that
E(u) & (εm˜)−2.
From Lemma 5.1 and (5.9) we also have the upper bound
E(u) . (ε˜`)−2.
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If m˜ is sufficiently small compared to ˜`, the previous lower and the upper energy bounds are
contradictive. Hence, Pm˜ is injective and the functions v
(0)
j are linearly independent, which in turn
implies the regularity of the matrix C. Since ‖C‖−12 = ‖C−1‖2, we can bound the 1-norm by
‖C−1‖1 ≤ cK‖C‖−11 ≤ cK
(
max
1≤j≤K
|αj,j |
)−1
with some constant cK that depends at most polynomially on K through norm equivalence. Using
(5.5) and ‖uj − Pm˜uj‖ ≤ ‖uj −Πm˜uj‖ we have
αj,j = 1− (uj , uj − Pm˜uj) ≥ 1− ‖uj −Πm˜uj‖ ≥ 1− c εm˜ |||uj ||| = 1− c εm˜
√
Ej .
The upper bound EK . ρ4/3˜` (ε˜`)−2 from (5.9) with anisotropy constant ρ˜` then implies
αj,j ≥ 1− c εm˜
√
EK ≥ 1− c′m˜/˜`.
Hence, we can bound ‖C−1‖1 by a constant that depends at most polynomially on K, respectively
polynomially on ε−1.
Recall once more that the space Wm˜ is with high probability local, cf. Remark 5.9 where the
argument is elaborated. This implies that V (0) is a suitable starting subspace. 
With this, all assumptions of Theorem 4.2 (and Remark 4.4) are verified. Starting from an
initial space that is spanned the few localized basis functions in V (0), we can approximate the first
NL eigenfunctions of H in O(log(1/ tol)/ log(1/ gap)) steps with an accuracy of order tol times the
energy of the functions in V (0). Since the support of the starting space only increases slowly during
the iteration process, we conclude that the eigenfunctions are well approximated in a domain that
has a volume of order O(εd−p), up to logarithmic terms, with d − p > 0. Hence, the exponential
localization of the eigenfunctions is shown asymptotically for vanishing ε→ 0.
Remark 5.12. In the range β ≈ ε−2 we have the stability estimate |||Πm˜u||| . m˜2|||u||| and thus,
the functions in V (0) satisfy |||v(0)j ||| = |||Πm˜uj ||| . log2(1/ε)|||uj |||.
5.3. Domino block potential. As a third example we consider a potential that is formed by a
disordered domino block structure. This example aims to demonstrate how our technique can be
applied if the α-valleys are not surrounded by β-layers, i.e., a setting that cannot be reduced to
a quasi-one-dimensional case. In order to prove the existence of relevant spectral gaps we again
follow the ideas from the previous two examples.
5.3.1. Description of the potential. To make the setting precise we call B a j-domino block (or
simply j-block) if it is a closed cuboid in Rd consisting of elements in T , which is composed of
an α-cube with side length εj and a β-cube with the same side length. Hence, such a cuboid has
the dimension 2εj in one space direction and εj in all other directions. Such a domino block has
no preferred orientation. We shall now assume that the potential is formed by a non-overlapping
union of such j-domino blocks where j ∈ N can take any value between 1 and L. An example for
such a potential is given in Figure 2.1 (lower left). The set of all these blocks, which then defines
the potential V , is denoted by B and the set of all j-domino blocks by Bj . We observe that
D =
⋃
B∈B B =
⋃L
j=1
⋃
B∈Bj
B.
We further assume that the probability of finding a small domino block is much higher then finding
a large domino block. More precisely, we assume that when selecting a domino block from B the
expectation that it is a j-block is approximately 2−j . Note that the parameter L is, except for
unlikely situations, the same as in Section 2.2. For a j-domino block B ∈ Bj we denote the cube
where V is equal to α by Bα ⊂ B.
Remark 5.13. Since the total number of domino blocks in D can be at most of order ε−d, we
conclude that the expected number of j-blocks is of order 2−jε−d. Hence, for any j ≥ d log(1/ε)
we expect the number of j-blocks to satisfy
Nj := |Bj | = O(1).
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As for the tensorized potential in Section 5.2.3, we will show the existence of a relevant spectral
gap after the first K eigenvalues. For this, we again prove upper and lower eigenvalue bounds and
construct certain finite element spaces in the largest valleys.
5.3.2. Quasi-interpolation operator. Once more we need to introduce a suitable local finite element
space on a subset of D and to exploit the approximation properties of the Scott-Zhang quasi-
interpolation operator. For that purpose, let us fix a level 1 < ˜`< L satisfying ˜`& log(1/ε). With
this, we consider all sets Bj of j-blocks at level j > ˜`. Next, we restrict our attention to the α-parts
of these domino blocks and define the set
Dα,>˜` :=
⋃L
j=˜`+1
Dα,j , where Dα,j :=
⋃
B∈Bj
Bα.
On Dα,>˜` we introduce a uniform Cartesian mesh with mesh size h ≈ ε˜` and extend it by one more
layer of elements with width ε/2, cf. Section 5.2.2. Observe that the extended mesh will intersect
the β-parts of all contributing domino blocks, but it will also intersect other domino-blocks on
possibly lower levels. The space occupied by the extended mesh is denoted by D˜α,>˜`. On D˜α,>˜`
we consider the arising Q1-finite element space based on the extended mesh and with homogeneous
Dirichlet boundary conditions, as before. The resulting space is denoted by W˜` and we have
dimW˜` =: K .
∑L
j=˜`+1
Nj
⌊
j/˜`
⌋d
,
which is expected to be of order O(ε−p) for some p < d, cf. Remark 5.9. Note that this also implies
thatW˜` is a local space, since its basis functions are only supported on few subsets with maximum
diameter εL. Based on the Scott-Zhang operator Isz, restricted to the mesh on Dα,>˜`, we uniquely
define the local projection operator
Π˜` : V → W˜`
by means of the property Π˜`u = Iszu on Dα,>˜`. As in the previous example, Π˜` prevents that
information spreads from β-regions into Dα,>˜`. At the same time it also prevents that information
from smaller domino blocks spreads into Dα,>˜`. The key to the analysis is again an interpolation
error estimate.
Lemma 5.14. Consider the domino block potential from above under Assumption 2.3. Then, for
the local projection operator Π˜` and all u ∈ V it holds that
‖u−Π˜`u‖ . ε˜`|||u|||.
Proof. We split the domain into three parts
D = Dα,>˜` ∪
(
D \ D˜α,>˜`
) ∪ (D˜α,>˜` \Dα,>˜`)
and estimate u−Π˜`u on these sub-domains individually. On Dα,>˜`, the estimate follows immedi-
ately with the properties of the Scott-Zhang operator, see Section 5.1. On D \ D˜α,>˜` we have that
Π˜`u = 0. Consequently, the claimed estimate reduces to an estimate of u. For this, we derive once
more a Friedrichs-type inequality as in Lemma 2.4. Considering averaged Taylor polynomials as
in Appendix A and introducing a modified cut-off function that exploits the particular structure
of the potential (a large α-block is always adjacent to a β-block of the same size), we obtain
‖u‖D\Dα,>˜` . ε` |||u|||D\Dα,>˜`.
We emphasize that this estimate is free from pollution constants κT and ˜`d that occur in the general
case. Finally, for the estimate in D˜α,>˜`\Dα,>˜` we can proceed analogously as in Section 5.2.2. In
particular, for any element T of the extended mesh that lies in the layer D˜α,>˜` \Dα,>˜` we have
‖Π˜`u‖2T . |T |
∑
T˜∈N(T )
1
|T˜ |
(
‖u‖2
T˜
+ (ε˜`)2‖∇u‖2
T˜
)
. ‖u‖2N(T ) + (ε˜`)2 ‖∇u‖2N(T ),
where N(T ) ⊂ D˜α,>˜` \ Dα,>˜` is the union of T and all its neighbors in D˜α,>˜` \ Dα,>˜`. The
combination of all these estimates finishes the proof. 
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With the quasi-interpolation operator in hand we are ready to establish eigenvalue bounds based
on the max-min eigenvalue characterization.
5.3.3. Eigenvalue bounds. As for the tensor potential we directly obtain by Assumption 5.3 the
upper eigenvalue bound ENL . (εL)−2. By Lemma 5.14 and the max-min principle we also have
EK+1 = max
dimV(K)=K
min
v∈[V(K)]c
E(v) ≥ min
v∈Wc˜`
E(v) & 1
(ε˜`)2
.
Consequently, Corollary 5.8 remains valid and for sufficiently small ˜` we obtain a spectral gap of
order O(1) as we have
ENL
EK+1
.
˜`2
L2
.
For further discussions on this estimate, we refer to Remark 5.9. Furthermore, note that the
arguments from Section 5.2.3 also allow us to derive the upper eigenvalue bound
EK . (ε˜`)−2.
5.3.4. Starting subspace. Finally, it remains to show the existence of a suitable set of starting
functions V (0) to apply Theorem 4.2. This can be done analogously to the case of a tensorized
potential as elaborated in Section 5.2.4. This can be done without modifying the arguments, thanks
to the availability of the interpolation error estimate from Lemma 5.14. In this case, we define
V (0) as the projection of the first K eigenfunctions of the Schro¨dinger operator H into a refined
version of the local finite element space W˜`. As before, this choice also ensures the invertibility of
the matrix C, cf. Lemma 5.11.
In conclusion, Theorem 4.2 and Remark 4.4 imply that the first NL eigenfunctions can be
expressed as the union of K functions that show an exponential decay in units of ε. Since K is (with
high probability) sufficiently small compared to ε−d, we obtain that the first NL eigenfunctions
are exponentially localized, where the localization centers are the j-domino blocks with the highest
j-levels.
6. Conclusion
This paper provided quantitative estimates for the lowermost part of the spectrum of random
Schro¨dinger operators in the PDE setting that cannot be extracting from existing theoretical stud-
ies. These findings provide a theoretical basis for the recent trend on computational studies of
Anderson localization in the linear Schro¨dinger eigenvalue problem, e.g., [ADJ+16, Ste17, LS18,
APV18, ADF+19a, XZO19]. Moreover, the constructive proofs inspire novel localized computa-
tional approaches for the approximation of localized states. The block inverse iteration used in
the proof can be turned into a fast algorithm for the computation of eigenstates and spectra as
presented, e.g., in [AP19].
In addition to the particular results on the Schro¨dinger eigenvalue problem, the paper illuminates
the large potential of classical tools of numerical analysis such as domain decomposition and the
theory of iterative solvers for the mathematical analysis of multiscale partial differential equations
and the corresponding eigenvalue problems. Since Anderson localization is an almost universal
wave phenomenon known also for sound [HSP+08] and electromagnetic waves (in particular light)
[WBLR97] we believe that the techniques presented here will be useful in many other physical
contexts.
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Appendix A. A Friedrichs-type estimate for truncated functions
In the following we prove the Friedrichs inequality of the form
‖ηv‖L2(D) . κT Ld εL ‖∇(ηv)‖L2(D),
for truncated functions ηv, as formulated in Lemma 2.4.
Proof of Lemma 2.4. Let q ∈ Tβ be a β-cube with edge length ε and barycenter xq. Denoting
ρ := ε/4, we know that the ball Bρ(xq) with radius ρ and center xq is fully contained in q. This is
illustrated in Figure A.1.
In this proof we shall exploit the theory of so-called averaged Taylor polynomials, cf. [BS08,
Ch. 4.1]. For a function w ∈ V = H1per(D) we let T (w) denote the first-order averaged Taylor
polynomial obtained by weighted averages over the ball Bρ(xq). More precisely, we define T (w) by
T (w) =
∫
Bρ(xq)
w(y)φ(y) dy ≡ const
for some cut-off function φ. Though the precise shape of φ is not relevant for our purposes, we
assume that it is smooth, φ ∈ C∞0 (Rd), that it only has support on the ball Bρ(xq) and that it
has the average
∫
Rd φ(y) dy = 1. Since we have by construction that w = ηv ≡ 0 in Bρ(xq), we see
that ηv does not intersect the support of φ. Consequently we trivially have T (ηv) ≡ 0. Using this
observation, we obtain the following representation of (ηv)(x) for any x ∈ D (as proved in [BS08,
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q
xq
Bρ(xq)
x
Dˆq
Cq(x)
Figure A.1. Illustration of a possible setup used in the proof of Lemma 2.4.
Prop. 4.2.8]):
(ηv)(x) = (ηv)(x)− T (ηv)(x) =
∫
Cq(x)
k(x, z) (x− z) · ∇(ηv)(z) dz.(A.1)
Here, Cq(x) is the convex hull of the point {x} and the ball Bρ(xq) (cf. Figure A.1) and k is a
function fulfilling
|k(x, z)| .
(
1 +
|x− xq|d
ρ
)
|z − x|−d.(A.2)
Let Dˆq ⊂ Rd be an arbitrary subdomain that is star-shaped with respect to the ball Bρ(xq). Then
for any x ∈ Dˆq we have that the cone Cq(x) is fully contained in Dˆq (see again Figure 2.4 for
illustration) and hence we obtain
‖ηv‖2
L2(Dˆq)
(A.1)
=
∫
Dˆq
(∫
Cq(x)
k(x, z) (x− z) · ∇(ηv)(z) dz
)2
dx
(A.2)
.
∫
Dˆq
(∫
Cq(x)
(
1 +
|x− xq|
ρ
)d
|z − x|−d+1|∇(ηv)(z)|dz
)2
dx
.
(
1 +
dist(xq, ∂Dˆq)
d
ρ
)2 ∫
Dˆq
(∫
Cq(x)
|z − x|−d+1|∇(ηv)(z)|dz
)2
dx
Cq(x)⊂Dˆq
.
(
1 +
dist(xq, ∂Dˆq)
ρ
)2d
sup
x∈Dˆq
(∫
Dˆq
|z − x|−d+1 dz
)
·
∫
Dˆq
∫
Dˆq
|z − x|−d+1|∇(ηv)(z)|2 dz dx
.
(
1 +
dist(xq, ∂Dˆq)
ρ
)2d
sup
x∈Dˆq
(∫
Dˆq
|z − x|−d+1 dz
)2
‖∇(ηv)‖2
L2(Dˆq)
.
If we select Dˆq as the cube with center xq and edge length ε(2L+ 1) . εL then we have
1 +
dist(xq, ∂Dˆq)
ρ
≤ 1 + 4(2L+ 1)ε
ε
. L and
∫
Dˆq
|z − x|−d+1 dz ≤ εL.
28 QUANTITATIVE ANDERSON LOCALIZATION OF SCHRO¨DINGER STATES
This reduces the estimate to
‖ηv‖L2(Dˆq) . LdεL‖∇(ηv)‖L2(Dˆq).(A.3)
Since the union of all such cubes Dˆq with center xq and edge length εL (i.e.
⋃
q∈Tβ Dˆq) forms a
cover of D with maximal overlap κT ≤ Ld, we conclude from the local estimates (A.3) that it holds
‖ηv‖L2(D) . κT LdεL‖∇(ηv)‖L2(D). 
It is worth to note that the previous estimate can be improved if we make additional structural
assumptions on V that allow to decompose D into the disjoint union of certain star-shaped blocks
that are centered in a α-valley and with a diameter that is of order εL. Practically, this would
be a moderate assumption, which allows to avoid the overlap parameter κT in the estimate. On
the other hand, one would also have to track the size of maximal β-cubes, which would lead to an
estimate of the form
‖ηv‖L2(D) .
(
1 +
L
Lminβ
)d
ε
(
L+ Lmaxβ
) ‖∇(ηv)‖L2(D),
where, analogously to the definition of L,
Lminβ := min
Q∈Qβ
hQ
ε
and Lmaxβ := max
Q∈Qβ
hQ
ε
.
For the sake of simplicity and to avoid technical assumptions, this direction was not pursued in
the present paper.
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