Let p be prime, let G be a p-valuable group, isomorphic to Z d p ⋊ Zp, and let k be a field of characteristic p. We will prove that all faithful prime ideals of the completed group algebra kG are controlled by Z(G), and a complete decomposition for Spec(kG) will follow. The principal technique we employ will be to study the convergence of Mahler expansions for inner automorphisms.
Introduction
Let p be a prime, k be a field of characteristic p, and let G be a compact p-adic Lie group. The completed group algebra, or Iwasawa algebra of G with respect to k is defined as:
We aim to improve our understanding of the prime ideal structure of completed group algebras, which would have profound consequences for the representation theory of compact p-adic Lie groups.
Background
In [3, Section 6], Ardakov and Brown ask a number of questions regarding the two-sided ideal structure of kG. Several of these have now been answered or partially answered, but a number of them remain open. We hope that this paper will take important steps towards providing an answer to these questions.
First recall some important definitions: Definition 1.1. Let I be a right ideal of kG:
1. We say that I is faithful if for all g ∈ G, g − 1 ∈ I if and only if g = 1, i.e. G → kG I , g → g + I is injective.
We say that H ≤ c G controls I if I = (I ∩ kH)kG.
Define the controller subgroup of I by I χ := {U ≤ o G : U controls I}, and denote by Spec f (kG) the set of all faithful prime ideals of kG.
Also recall the following useful result [2, Theorem A]:
We will assume throughout that G is p-valuable, i.e. carries a complete p-valuation ω : G → R ∪ {∞} in the sense of [ Then every prime ideal P of kG is completely prime, i.e.
kG P is a domain, and we have a bijection:
Note: This is stronger than the statement given in [1] , but it has an identical proof.
This Theorem is the strongest result we have to date concerning ideal classification for kG. Using it, we reduce the problem of classifying ideals in the non-commutative ring kG to the simpler problem of classifying ideals in the commutative strata kZ( G N ).
The result gives a positive answer to [3, Question N] for all groups G for which we have the appropriate control theorem for faithful primes in kG, i.e. for all groups G such that P χ ⊆ Z( G N ) for P faithful. It follows from the following result ( [1, Theorem 8.4] ) that this is true if G is nilpotent. Theorem 1.3. Let G be a p-valuable group, P ∈ Spec f (kG), and suppose that P is controlled by a nilpotent subgroup of G. Then P is controlled by the centre of G.
We want to extend this result to more general groups, in particular when G is solvable, and thus give a positive answer to [3, Question O].
Aims
In this paper, we will consider certain classes of metabelian groups, i.e. groups whose commutator subgroup is abelian.
A p-valuable group G is abelian-by-procyclic if it is isomorphic to Z d p ⋊ Z p for some d ∈ N. The completed group algebras of these groups have the form of skew-power series rings R[[x; σ, δ]], for R a commutative power series ring.
Our main result establishes the control condition in Theorem 1.2 for groups of this form: Theorem 1.4. Let G be a p-valuable, abelian-by-procyclic group. Then every faithful prime ideal of kG is controlled by Z(G).
Using Lemma 2.1 below, we see that if G is an abelian-by-procyclic group, and N is a closed, isolated normal subgroup, then G N is also abelian-by-procyclic, and hence by the theorem, every faithful prime ideal of k G N is controlled by the centre. Hence we can apply Theorem 1.2 to get a complete decomposition for Spec(kG).
In particular, if G is any solvable, p-valuable group of rank 2 or 3, then G is abelian-by-procyclic, so again, we can completely determine Spec(kG).
Most of the work in this paper will go towards proving the following theorem. Theorem 1.5. Let G be a non-abelian, p-valuable, abelian-by-procyclic group. If P ∈ Spec f (kG) then P is controlled by a proper, open subgroup of G.
This result is actually all we need to deduce Theorem 1.4:
Proof of Theorem 1.4. Recall from [1, Definition 5.5 ] that a prime ideal P of kG is non-splitting if for all U ≤ o G controlling P , P ∩ kU is prime in kU .
Fix G a p-valuable, abelian-by-procyclic group, and suppose that P ∈ Spec f (G) is non-splitting.
Consider the controller subgroup P χ of P . Using [1, Proposition 5.5] and the non-splitting property, we see that Q := P ∩ kP χ is a faithful prime ideal of kP χ . We know that P χ is a closed, normal subgroup of G, so it follows from Lemma 2.1 below that P χ is abelian-by-procyclic.
If P χ is abelian, then it follows from Theorem 1.3 that P χ is central in G, i.e. P χ ⊆ Z(G) and P is controlled by Z(G) as required. So assume for contradiction that P χ is non-abelian:
Applying Theorem 1.5 gives that Q is controlled by a proper open subgroup U of kP χ , i.e. Q = (Q ∩ kU )kP χ . But P is controlled by P χ by [2, Theorem A], so: P = (P ∩ kP χ )kG = QkG = (Q ∩ kU )kP χ kG = (P ∩ kU )kG Hence P is controlled by U , which is a proper subgroup of P χ -contradiction.
So, we conclude that any faithful, non-splitting prime ideal of kG is controlled by Z(G). Now suppose that I is a faithful, virtually non-splitting right ideal of kG, i.e. I = P kG for some open subgroup U of G, P a faithful, non-splitting prime ideal of kU .
Using Lemma 2.1 below, we see that U is p-valuable, abelian-by-procyclic, so by the above discussion, P is controlled by Z(U ), and in fact, Z(U ) = Z(G) ∩ U by [1, Lemma 8.4] . Therefore, since I ∩ kU = P by [1, Lemma 5.1(ii)]:
I = P kG = (P ∩ kZ(U ))kU kG = (I ∩ kU ∩ kZ(G))kG = (I ∩ kZ(G))kG
So since G is p-valuable and every faithful, virtually non-splitting right ideal of kG is controlled by Z(G), it follows from [1, Theorem 5.8, Corollary 5.8] that every faithful prime ideal of kG is controlled by Z(G) as required.
So the remainder of our work will be to prove Theorem 1.5, this proof will be given at the end of section 6.
Outline
Throughout, we will fix G = Z d p ⋊ Z p a non-abelian, p-valuable, abelian-by-procyclic group, P a faithful prime ideal of kG, and let τ : kG → Q( kG P ) be the natural map. To prove a control theorem for P , we will follow a similar approach to the method used in [1] .
The most important notion we will need is the concept of the Mahler expansion of an automorphism ϕ of G, introduced in [1, Chapter 6] , and which we will recap in section 2.
In our case, we will take ϕ to be the automorphism defining the action of Z p on Z d p .
In section 2, we will see how we can use the Mahler expansion of ϕ Where y ∈ P is arbitrary, ∂ i : kG → kG is a derivation, q i , q ∈ Q( kG P ), we call the q's Mahler approximations. We want to examine convergence of this expression as m → ∞ to deduce that τ ∂ i (P ) = 0 for some i ≤ d, from which a control theorem should follow.
Also, for an appropriate polynomial f , we will see that we have a second useful expansion:
The idea is to compare the growth of the Mahler approximations with m so that we can scale this expression and get that the higher order terms tend to zero, and the lower order terms converge to something non-zero.
One possiblity would be to divide out the lower order terms, which was the approach used in [1] . But an important difference in our situation is that we cannot be sure that the elements f (q i ) are regular, i.e. that dividing them out of the expression will not affect convergence of the higher order terms.
In section 3, we will recap how to use a filtration on kG to construct an appropriate filtration v on Q( kG P ), and introduce the notion of a growth rate function, which allows us to examine the growth with m of our elements f (q) p m with respect to v.
We will also introduce the notion of a growth preserving polynomial (GPP), and show how a control theorem follows from the existence of such a polynomial f satisfying certain v-regularity conditions.
To prove that a GPP f satisfies these conditions, it is only really necessary to prove that f (q) is central, non-nilpotent of minimal degree inside gr kG P .
Ensuring the elements f (q) are central and non-nilpotent in gr kG P can usually be done, provided Q( kG P ) is not a CSA -a case we deal with separately in section 4 using a technique involving diagonalisation of the Mahler approximations.
Ensuring these elements have minimal degree, however, is more of a problem when using the standard filtration on kG.
In section 5, we define a new filtration on kG which ensures that we can find a GPP satisfying the required conditions, and we construct such a polynomial in section 6. This will allow us to complete our analysis and prove Theorem 1.5.
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Preliminaries
Throughout, we will use the notation (., .) to denote the group commutator, i.e. (g, h) = ghg −1 h −1 .
Abelian-by-procyclic groups
Fix G a compact p-adic Lie group carrying a p-valuation ω. Since G is compact, it follows that G has finite rank d ∈ N by [10, III 2.2.6], i.e. there exists a finite ordered basis g = {g 1 , ....,
Hence G is homeomorphic to Z Recall the definition of a p-saturated group [10, III.2.1.6], and recall that the category of p-saturated groups is isomorphic to the category of saturated Z p -Lie algebras via the log and exp functors [10, IV.3.2.6] .
This means that for G a p-saturated group, log(G) is a free Z p -Lie subalgebra of the Q p -Lie algebra L(G) of G.
Also, recall that any p-valuable group G can be embedded as an open subgroup into a p-saturable group Sat(G), and hence Sat(G)
Hence C is abelian, and therefore abelian-by-procyclic. Now, fix G a non-abelian p-valuable, abelian-by-procyclic group with principal subgroup H, procyclic element X. Let ϕ ∈ Inn(G) be conjugation by X, then it is clear that ϕ = id.
Recall from [1, Definition 4.8, Proposition 4.9] the definition of z(ϕ
, and hence z(ϕ
We call m 1 the initial power, we may choose this to be as high as we need.
Filtrations
Let R be any ring, we assume that all rings are unital.
Definition 2.2.
A filtration of R is a map w : R → Z ∪ {∞} such that for all x, y ∈ R, w(x + y) ≥ min{w(x), w(y)}, w(xy) ≥ w(x) + w(y), w(1) = 0, w(0) = ∞. The filtration is separated if w(x) = ∞ implies that x = 0 for all x ∈ R.
If R carries a filtration w, then there is an induced topology on R with the subgroups F n R := {r ∈ R : w(r) ≥ n} forming a basis for the neighbourhoods of the identity. This topology is Hausdorff if and only if the filtration is separated.
Recall from [12, Ch.II Definition 2.1.1] that a filtration is Zariskian if F 1 R ⊆ J(F 0 R) and the Rees ring
Zariskian filtrations can only be defined on Noetherian rings, and by [12, Ch.II Theorem 2.1.2] we see that a Zariskian filtration is separated.
If R carries a filtration w, then define the associated graded ring of R to be
This is a graded ring with multiplication given by (r + F n+1 R) · (s + F m+1 R) = (rs + F n+m+1 R).
Notation: For r ∈ R with w(r) = n we denote by gr(r) := r + F n+1 R ∈ gr R.
We say that a filtration w is positive if w(r) ≥ 0 for all r ∈ R. Definition 2.3. If R carries a filtration v and x ∈ R\{0}, we say that x is v-regular if v(xy) = v(x) + v(y) for all y ∈ R, i.e. gr(x) is not a zero divisor in gr R. If all non-zero x are v-regular we say that v is a valuation.
Note that if x is v-regular and a unit then x −1 is v-regular and v(x −1 ) = −v(x).
Examples: 1. If I is an ideal of R, the I-adic filtration on R is given by F 0 R = R and F n R = I n for all n > 0. If I = πR for some normal element π ∈ R, we call this the π-adic filtration.
2. If R carries a filtration w, then w extends naturally to M k (R) via w((a i,j )) = min{w(a i,j ) : i, j = 1, · · · , k} -the standard matrix filtration.
3. If R carries a filtration w and I R, we define the quotient filtration w :
carries an associated Zariskian filtration given by w(
We call w the Lazard filtration associated with w. It induces the natural complete, Hausdorff topology on kG, and gr kG
Since gr kG is a domain, it follows that w is a valuation. Now, recall from [13, Definition 1.5.8] the definition of a crossed product, R * F , of a ring R with a group F . That is R * F is a ring containing R, free as an R-module with basis {g :
Also recall from [14] that given a crossed product S = R * F , we can define the action σ : F → Aut(R) and the twist γ : F × F → R × such that for all g, g 1 , g 2 ∈ F , r ∈ R:
Proposition 2.2. Let R be a ring with a complete, positive, Zariskian valuation w : R → N ∪ {∞}, let F be a finite group, and let S = R * F be a crossed product with action σ and twist γ. Suppose that w(σ(g)(r)) = w(r) for all g ∈ F , r ∈ R.
Then w extends to a complete, positive, Zariskian filtration w ′ : S → N ∪ {∞} defined by w ′ ( g∈F r g g) = min{w(r g ) : g ∈ G}, and gr w ′ S ∼ = (gr w R) * F .
Proof. From the definition it is clear that w
So to prove that w defines a ring filtration, it remains to check that w
In fact, using the additive property, we only need to prove that w ′ (rgsh) ≥ w ′ (rg) + w ′ (sh) for all r, s ∈ R, g, h ∈ F . We will in fact show that equality holds here: , h) ) (by the valuation property) = w(r) + w(s).
The last equality follows because w(σ(g)(s)) = w(s) by assumption, and since R is positively filtered and γ(g, h) is a unit in R, it must have value zero. Clearly w(r) + w(s) = w ′ (rg) + w ′ (sh) so we are done.
Hence w ′ is a well-defined ring filtration, clearly w ′ (r) = w(r) for all r ∈ R, and w ′ (g) = 0 for all g ∈ F . We can define θ : gr w R → gr w ′ S, r + F n+1 R → r + F n+1 S, which is a well defined, injective ring homomorphism.
Given s ∈ S, s = g∈F r g g, so let A s := {g ∈ F : w(r g ) = w ′ (s)}. Then:
Hence gr w ′ S is finitely generated over θ(gr R) by {gr(g) : g ∈ F }. This set forms a basis, hence gr w ′ S is free over θ(gr R), and it is clear that each gr(g) is a unit in gr S, and they are in bijection with the elements of F . Finally, gr(rg)gr(sh) =gr(rgsh) since w ′ (rgsh) = w ′ (rg)+w ′ (sh), so it is readily checked that (gr R)gr(g)gr(h) = ((gr R)(gr(g))((gr R)(gr(h)), and clearly (gr R)(gr(g)) = (gr(g))(gr R).
Therefore gr w ′ S = (gr w R) * F . This result will be useful to us later, because for any p-valuable group G, U o G, kG ∼ = kU * G U .
Mahler expansions
We will now recap the notion of the Mahler expansion of an automorphism.
Clearly C ∞ is a k-algebra, C ∞U is a subalgebra, and recall from [2, Lemma 2.9] that there is an action γ : Now assume that G is p-valuable, with p-valuation ω, and let g = {g 1 , · · · , g d } be an ordered basis for (G, ω).
) -the α-quantized divided power with respect to g.
Also, for each
g , where e i is the standard i'th basis vector, these are k-linear derivations of kG. 
So it follows from Proposition 2.3 that if ∂ i (I) ⊆ I for all i = s, · · · , r, then I is controlled by V .
Since we know that ∂ j (I) ⊆ I, it remains to show that we can find a proper, open normal subgroup U of G with ordered basis
and it will follow that U controls I.
Notation: Given d variables x 1 , · · · , x d , we will write x to denote the set {x 1 , · · · , x d }, x j,p to denote the same set, but with x j replaced by x p j , and x j to denote the set with x j removed altogether. We write
Let U be the subgroup of G generated topologically by the set g j,p . It is clear that this subgroup contains Since g j,p generates U , it is clear that gφ(G) p,j generates
But since p ∤ α j , α j − pβ j is a p-adic unit, and hence
It follows from [7, Proposition 1.9] that G is generated by g j , which has size d − 1, and this is a contradiction since the rank d of G is the minimal cardinality of a generating set.
Therefore, every u ∈ U has the form g
Finally, U is maximal, so it contains φ(G) ⊇ [G, G], and hence it is normal in G as required.
Now, given ϕ ∈ Inn(G), clearly ϕ extends to a k-linear endomorphism of kG, and using Mahler's theorem, we can express ϕ p m as:
Where ϕ [1, Corollary 6.6] for full details).
Given P ∈ Spec f (kG), our general approach is to choose ϕ = id, and use analysis of (2) to obtain a sequence of endomorphisms preserving P , converging pointwise in m to an expression involving only ∂ 1 , · · · , ∂ d , which will imply a control theorem using Proposition 2.4.
However, it is more convenient for us to reduce modulo P , whence we can pass to the ring of quotients Q( kG P ) and divide out by anything regular mod P . So let τ : kG → Q( kG P ) be the natural map, then inside End k (kG, Q( kG P )) our expression becomes:
Since we want to analyse convergence of this expression as m → ∞, we need to define a certain well behaved filtration v on Q( kG P ), which we call a non-commutative valuation. We will describe the construction of v in the next section.
In our case, we take G to be non-abelian, p-valuable, abelian-by-procyclic group, with principal subgroup H, procyclic element X, and we take ϕ to be conjugation by X, which is a non-trivial inner automorphism. It is clear that ϕ| H is trivial modulo centre since H is abelian. Therefore it follows from the proof of [1, Lemma 6.7] that if g = {h 1 , · · · , h d , X} is an ordered basis for (G, ω), where {h 1 , · · · , h d } is some ordered basis for H, then for any m ∈ N α ∈ N d+1 , we have:
And since ϕ(X) = X, it is clear that this is 0 if α d+1 = 0. Hence we may assume that α ∈ N d , and:
Recall our function u : H → H defined in section 2.1, we can now use u to approximate the Mahler coefficients inside Q( 
Where q
∈ End k (kG, Q), and there exists t ∈ N such that v(ε m (r)) > p 2m−t for all r ∈ kG.
Since ϕ(P ) = P it is clear that the left hand side of this expression annihilates P . So take any y ∈ P and apply it to both sides of (4) and we obtain:
Where q ∈ Q with v(q
n be a polynomial, where a i ∈ τ (kH) for each i.
Then for each m ∈ N, i = 0, · · · , n, consider expression (5) 
Sum all these expressions as i ranges from 0 to n to obtain:
In the next section, we will see how after ensuring certain conditions on f , we can use this expression to deduce a control theorem.
Non-commutative Valuations
In this section, we fix Q a simple Artinian ring. First, recall from [1] the definition of a non-commutative valuation. It follows from this definition that if q ∈ Q with v(q) ≥ 0, then q is v-regular if and only if q is normal in F 0 Q.
We want to construct a non-commutative valuation v on Q( kG P ) which we can use to analyse our Mahler expansion (6).
Construction
Recall that [1, Theorem C] gives that if R is a prime ring carrying a Zariskian filtration such that gr R is commutative, then we can construct a non-commutative valuation on Q(R).
The main theorem of this section generalises this result.
Let R be a prime ring with a positive Zariskian filtration w : R → N ∪ {∞} such that gr w R is finitely generated over a central, graded, Noetherian subring A, and we will assume that the positive part A >0 of A is not nilpotent, and hence we may fix a minimal prime ideal q of A with q ⊇ A >0 . Define:
Then T is central, and hence localisable in gr R, and the left and right localisations agree.
i. There exists Z ∈ T , homogeneous of positive degree, such that
ii. The quotient
is Artinian, and T −1 A is gr-Artinian, i.e. every descending chain of graded ideals terminates.
Proof. Since A is a graded, commutative, Noetherian ring, this is identical to the proof of [ 
Since gr R is finitely generated over A, it follows that T −1 gr R is finitely generated over T −1 A. So using this lemma, we see that T −1 gr R is gr-Artinian.
Let S := {r ∈ R : gr(r) ∈ T }, then since w is Zariskian, S is localisable by [11, Corollary 2.2], and S −1 R carries a Zariskian filtration w ′ such that gr w ′ S −1 R ∼ = T −1 gr R, and if r ∈ R then w ′ (r) ≥ w(r), and equality holds if r ∈ S.
Furthermore, w ′ satisfies w
Now, since R is prime, the proof of [1, Lemma 3.3] shows that S −1 R = Q(R), so let Q ′ be the completion of Q(R) with respect to w ′ .
Let U := F 0 Q ′ , which is Noetherian by [12, Ch.II Lemma 2.1.4] then gr w ′ U ∼ = (T −1 gr R) ≥0 , and since gr
There exists a regular, normal element z ∈ J(U ) ∩ Q ′× such that U zU has Krull dimension 1 on both sides, and for all n ∈ Z,
Proof. Recall the element Z ∈ T −1 A from Lemma 3.1(i), then we can choose an element z ∈ U such that gr w ′ (z) = Z. Since Z is a unit in T −1 A, we can in fact choose z to be regular and normal in U . Then since w ′ is Zariskian and Z has positive degree,
Furthermore, sinceZ = Z + q ′ is a unit in
and q ′ is nilpotent, it follows that Z is a unit in T −1 A, and
Zgr U is finitely generated over the image of
This image is gr-Artinian by Lemma 3.1(ii) and hence gr U Zgr U it is also gr-Artinian. Therefore U zU is Artinian, and the proof of [1, Proposition 3.4] gives us that U has Krull dimension at most 1 on both sides, and that
So, after passing to a simple quotient Q of Q ′ , and letting V := Q ≥0 be the image of U in Q, then since Q(R) is simple, it follows that the map Q(R) → Q is injective, and the image is dense with respect to the quotient filtration. Now, choose a maximal order O in Q, which is equivalent to V in the sense of [13, Definition 1.9] . Such an order exists by [1, Theorem 3.11] , and it is Noetherian.
Furthermore, let z ∈ J(U ) be the regular, normal element from Lemma 3.2, and let z ∈ J(V ) be the image
It follows from [1, Theorem 3.6] that O ∼ = M n (D) for some complete non-commutative DVR D, and hence
the filtration induced from the valuation on D.
Then v is topologically equivalent to the z-adic filtration on Q.
It is clear from the definition that the restriction of v to Q(R) is a non-commutative valuation, and the proof of [1, Theorem C] shows that (R, w) → (Q(R), v) is continuous.
Note that our construction depends on a choice of minimal prime ideal q of A. So altogether, we have proved the following:
Theorem 3.3. Let R be a prime ring with a Zariskian filtration w : R → N ∪ {∞} such that gr w R is finitely generated over a central, graded, Noetherian subring A, and the positive part A >0 of A is not nilpotent.
Then for every minimal prime ideal q of A with q ⊇ A >0 , there exists a corresponding non-commutative valuation v q on Q(R) such that the inclusion (R, w) → (Q(R), v q ) is continuous.
In particular, if P is a prime ideal of kG, then R = kG P carries a natural Zariskian filtration, given by the quotient of the Lazard filtration on kG, and gr R ∼ = gr kG gr P is commutative, and if
Hence we may apply Theorem 3.3 to obtain a non-commutative valuation v on Q(
Properties
We will now explore some important properties of the non-commutative valuation v q on Q(R) that we have constructed.
So again, we have that gr R is finitely generated over A, and q is a minimal prime ideal of A, not containing A >0 . Recall first the data that we used in the construction of v q :
• w ′ -a Zariskian filtration on Q(R) such that w ′ (r) ≥ w(r) for all r ∈ R, with equality if gr w (r) ∈ A\q. Moreover, if gr w (r) ∈ A\q then r is w ′ -regular.
• Q ′ -the completion of Q(R) with respect to w ′ .
• U -the positive part of Q ′ , a Noetherian ring.
• z -a regular, normal element of
• v z,U -the z-adic filtration on Q ′ , topologically equivalent to w ′ .
• Q -a simple quotient of Q ′ .
• V -the positive part of Q, which is the image of U in Q.
• z -the image of z in V .
• v z,V -the z-adic filtration on Q, topologically equivalent to the quotient filtration.
• O -a maximal order in Q, equivalent to V , satisfying O ⊆ z −r V for some r ≥ 0.
• v z,O -the z-adic filtration on O.
• v q -the J(O)-adic filtration on Q, topologically equivalent to v z,O .
From now on, we will assume further that R is an F p -algebra.
Lemma 3.4. Given r ∈ R such that gr(r) ∈ A\q, we have:
i. r is normal in U , a unit in Q ′ and for any u ∈ U , w
Proof. i. Since r ∈ S = {s ∈ R : gr(s) ∈ A\q} and Q(R) = S −1 R, r is a unit in Q ′ , and we know that w ′ (r) = w(r). Given u ∈ U , we want to prove that rur −1 ∈ U , thus showing that r is normal in U .
We know that U = F 0 Q ′ is the completion of the positive part F 0 Q(R) of Q(R) by definition, and we may assume that u lies in Q(R), i.e. u = s −1 t for some s ∈ S, t ∈ R, and w
But gr(r), gr(s) / ∈ q, and hence gr(r)gr(s) = 0, which means that w(rs) = w(r) + w(s). Therefore
, and so r −1 ur ∈ U as required.
Furthermore, since gr(r) ∈ A is central in gr R, w ′ (ru − ur) > w ′ (u) + w ′ (r), and thus w
ii. Let t := v z,U (r).
Let r be the image of r in Q. Then since r ∈ z t U , it is clear that r ∈ z t V , hence v z,V (r) ≥ t, so it remains to prove that v z,V (r) ≤ t.
Suppose that r ∈ z t+1 V , i.e. r −z t+1 u maps to zero in Q for some u ∈ U , and hence z −t r −zu = z −t (r −z t+1 u) also maps to zero.
So by completeness of Q ′ , the series
converges in Q ′ , and the limit is the inverse of a + b,
Therefore a unit in Q ′ maps to zero in Q -contradiction.
Hence r / ∈ z t+1 V , so v z,V (r) ≤ t as required.
Proposition 3.5. Let u ∈ U be regular and normal, then u is a unit in
Proof. Since u is regular in U , it is not a zero divisor, so it follows that u is not a zero divisor in Q ′ , and hence a unit since Q ′ is artinian.
Since u is normal in U , i.e. uU = U u, it follows that uV = V u, so u is normal in V . We want to prove that for m sufficiently high, u p m is normal in O = F 0 Q, and it will follow that it is v q -regular.
We know that w
Hence we have that for all a ∈ Q ′ , v z,U (u
, and it follows immediately that v z,V (u
for all a ∈ Q, and we want to prove that v p m is normal in O for m sufficently high.
Let I = {v ∈ V : qv ∈ V for all q ∈ O}, then I is a two-sided ideal of V , and since O ⊆ z −r V , we have that z r V ⊆ I.
Therefore, for all a ∈ V , v Finally, consider the subring O ′ := b −1 Ob of Q containing V , then since O is a maximal order equivalent to V , it follows immediately that O ′ is equivalent to V , and that O ′ is also maximal.
But O l (I) is a maximal order in Q, equivalent to V by [13, Lemma 1.12] , and this order contains O by the definition of I.
So since O and O ′ are maximal orders and are both contained in
In particular, it is clear that z ∈ U satisfies the property that w
The next result will be very useful to us later when we want to compare values of elements in Q( kG P ) based on their values in kG.
Theorem 3.6. Given r ∈ R such that gr w (r) ∈ A\q, there exists m ∈ N such that r p m is v q -regular inside Q. Also, if s ∈ R with w(s) > w(r) then for sufficiently high m, v q (s
Moreover, if w(s) = w(r) and gr w (s) ∈ q then we also have that v q (s
Proof. Since gr w (r) ∈ A\q, it follows from Lemma 3.4(i) that r is normal and regular in U , and w
Note that since gr w (r) ∈ A\q, we have that w ′ (r) = w(r). In fact, since gr w (r) is not nilpotent, we actually have that w ′ (r n ) = w(r n ) = nw(r) for all n ∈ N. So if w(s) > w(r), then for any n, w
. Moreover, if w(s) = w(r) and gr w (s) ∈ q, then since q ′ = T −1 q is nilpotent by Lemma 3.1, it follows that for n sufficiently high,
So, in either case, after replacing r and s by high p'th powers of r and s if necessary, we may assume that
It follows that for every K > 0, we can find m ∈ N such that w
First we will prove the same result for v z,U :
Now we will consider v z,O , the z-adic filtration on Q.
Now, using Proposition 3.5, we know that we can find k ∈ N such that x := z p k is normal in O, i.e. xO = Ox is a two-sided ideal of O.
Then since O ∼ = M n (D) for some non-commutative DVR D, it follows that xO = J(O) a for some a ∈ N, and
We have that n = qa + t for some q, t ∈ N, 0 ≤ t < a, so q ≥ 1 and qa ≤ n < n + 1 ≤ (q + 1)a. Therefore:
Growth Rates
Since we are usually only interested in convergence, it makes sense to consider the growth of elements values as they are raised to high powers.
Definition 3.2. Let Q be a ring with a filtration v :
n . This is the growth rate function of Q with respect to v, the proof of [5, Lemma 1] shows that this is well defined.
Lemma 3.7. Let Q be a ring with a filtration v : Q → Z ∪ {∞}, and let ρ be the corresponding growth rate function. Then for all x, y ∈ Q: iii. For each n ∈ N,
, and so ρ(x) ≥ v(x).
iv. Clearly if x is nilpotent then ρ(x) = ∞.
First suppose that x is a unit, then for any
. It follows using induction that for all n ∈ N, v(x n y) ≤ v(y)−nv(x −1 ), and hence
Taking y = 1, it follows easily that ρ(x) ≤ −v(x −1 ), and since v is separated, this is less than ∞.
Now, since Q is simple and artinian, we have that Q ∼ = M l (K) for some division ring K, l ∈ N. So applying Fitting's Lemma [9, section 3.4], we can find a unit u ∈ Q × such that uxu −1 has standard Fitting block form A 0 0 B , where A and B are square matrices over K, possibly empty, A is invertible and B is nilpotent. If x is not nilpotent then uxu −1 is not nilpotent, and hence A is non-empty. Therefore, ρ(uxu −1 ) = ρ(A), and since A is invertible, ρ(A) < ∞. So by part iii, ρ(x) = ρ(uxu
So let G be a non-abelian p-valuable, abelian-by-procyclic group with principal subgroup H, procyclic element X, and let P be a faithful prime ideal of kG. Fix v a non-commutative valuation on Q( kG P ) such that the natural map τ : kG → Q( kG P ) is continuous, and let ρ be the growth rate function of v.
Recall the function u = z(ϕ p m 1 ) : H → H defined in section 2.1, where ϕ is conjugation by X. Define λ := inf{ρ(τ (u(h) − 1)) : h ∈ G}. Since we know that for all h ∈ H, u(h) = u 0 (h)
But in this case, 1 = u 0 (h) = exp([log(X), log(h)]), so [log(X), log(h)] = 0 in log(Sat(G)), and it follows that log(Sat(G)) is abelian, and hence G is abelian -contradiction.
Therefore λ is finite, and it is clear that for any basis
Growth Preserving Polynomials
We will now see the first example of proving a control theorem using our Mahler expansions.
Consider a polynomial of the form f (t) = a 0 t + a 1 t p + · · · + a r t p r , where a i ∈ τ (kH) and r ≥ 0, we call r the p-degree of f .
Then
Recall the definition of λ ≥ 1 from section 3.3, which is implicit in the following definition.
Definition 3.3. We say that f (t) = a 0 t + a 1 t p + · · · + a r t p r is a growth preserving polynomial, or GPP, if:
ii. ρ(f (q)) > p r λ for all q ∈ τ (kH) with ρ(q) > λ.
We say that a GPP f is trivial if for all
Furthermore, f is a special GPP if f is not trivial, and for any q = τ (u(h) − 1) with ρ(f (q)) = p r λ, we have that f (q) p k is v-regular for sufficiently high k.
Example: f (t) = t is clearly a GPP. In general it need not be special, and it is not trivial, because if ρ(q) = λ then ρ(f (q)) = ρ(q) = λ.
For any growth preserving polynomial f (t), define
Proof. Firstly, it is clear from the definition that K f = H if and only if ρ(f (τ (u(h) − 1))) > p r λ for all h ∈ H, i.e. if and only if f is trivial.
We
, so by the same argument it follows that h −1 in K f , and K f is a subgroup of H.
Finally, for any
In particular, for f (t) = t, let K :
, and recall our expression (6) from section 2:
Where
r λ for i ≤ t and ρ(f (q i )) > p r λ for i > t, and define:
Then we can rewrite our expression as:
And multiplying by adj(S m ) gives:
Lemma 3.10. Suppose that f is special. Then for each i, j ≤ t, the (i, j)-entry of adj(S m ) has value at least
Proof. By definition, the (i, j)-entry of adj(S m ) is (up to sign) the determinant of the matrix (S m ) i,j obtained by removing the j'th row and i'th column of S m . This determinant is a sum of elements of the form:
For k i ≤ t, where the hat indicates that the j'th term in this product is omitted.
Since f is special, f (q ks ) p m is v-regular for m >> 0. So since ρ(f (q ks )) = p r λ, it follows that f (q ks ) is v-regular of value p m+r λ.
Therefore, this (i, j)-entry has value at least (1 +
Then there exists δ ∈ τ (kH), which is a product of length
Proof. For each α ∈ F t p \{0}, we have that α 1 f (q 1 ) + · · · + α t f (q t ) = f (α 1 q 1 + · · · + α t q t ) using linearity of f .
Using expansions inside kH, we see that
, and hence:
So since α i = 0 for some i, it follows from F p -linear independence of
r λ, and hence h i,α ∈ H\K f .
Where ǫ is a sum of products over all i, α in f (τ (u(h i,α ) − 1)) and O(f (q j q k )), with each product containing at least one O(f (q j q k )).
Since the length of each of these products is
p−1 , and each term has growth rate at least p r λ, with one or more having growth rate strictly greater than p r λ, it follows that ρ(ǫ) >
Theorem 3.12. Suppose that there exists a special growth preserving polynomial f . Then P is controlled by a proper open subgroup of G.
Proof. Since f is special, we have that for some k > 0 f (q i ) p k is v-regular for each i ≤ t, and thus
Also, since ρ(f (q)) > p r λ, we can choose c > 0 such that ρ(f (q)) > p r λ+c, and hence v(f (q) p m ) > p m+r λ+p m c for sufficiently high m.
Consider our Mahler expansion (8):
We will analyse this expression to prove that τ ∂ i (P ) = 0 for all i ≤ t, and it will follow from Proposition 2.4 that P is controlled by a proper open subgroup of G as required.
Consider the i'th entry of the vector 
Hence this i'th entry has value at least
Therefore, the i'th entry of our expression (8) 
Therefore, by Lemma 3.11, we can find an element δ ∈ τ (kH), which up to scalar multiple is a product of length
Hence we can find c
So since δ is a product of
p−1 elements of the form f (τ (u(h) − 1)) of growth rate p r λ, it follows that for some
Therefore for all m ≥ k, δ 
, hence the right hand side of this expression converges to τ ∂ i (y).
Therefore, τ ∂ i (y) = 0, and since this holds for all y ∈ P , we have that τ ∂ i (P ) = 0 for each i = 1, · · · , t.
So to prove Theorem 1.5, it remains only to prove the existence of a special growth preserving polynomial.
We will construct such a polynomial in section 6.
Central Simple algebras
Suppose that G is an abelian-by-procyclic group, and P is a faithful prime ideal of kG. Since Q := Q( kG P ) is simple, its centre is a field. Recall that the proof of Theorem 1.5 will split into two parts, when Q is finite dimensional over its centre, and when it is not.
In this section, we deal with the former case. So we will assume throughout that Q is finitely generated over its centre, i.e. is a central simple algebra.
Isometric embedding
Fix a non-commutative valuation v on Q. Then by definition, the completion Q of Q with respect to v is isomorphic to M n (Q(D)) for some complete, non-commutative DVR D.
But since Q is finite dimensional over its centre, the same property holds for Q, and hence Q(D) is finite dimensional over its centre.
Then F is a field, R is a commutative DVR, and Q(D) ∼ = F s . Let π ∈ R be a uniformiser, and suppose that v(π) = t > 0. It is easy to see that any subspace of F s is closed with respect to v 0 , and hence also with respect to v. 
Hence applying the functor M n to φ gives us a continuous embedding M n (φ) :
Proof. It is clear that the embedding F → F ′ is an isometry, so it suffices to prove the result for
..., s}, it is readily checked that this is a separated filtration of F -vector spaces, and clearly v(x) ≥ v 0 (x) for all x ∈ Q(D).
Then if x = r 1 x 1 + .... + r s x s ∈ Q(D) with 0 ≤ v(x) < t, then v(r i ) ≥ 0 for all i because D is an R-lattice by Lemma 4.2. Since v(x i ) ≥ 0 for all i, v(r j ) < t for some j, so since r j ∈ R, this means that v(r j ) = 0, and hence v 0 (x) = 0.
So if x ∈ Q(D) with v(x) = l, then at ≤ l < (a + 1)t where a = ⌊ l t ⌋, and hence 0 ≤ v(π −a x) < l, so v 0 (π −a x) = 0. Thus π −a x = r 1 x 1 + .... + r s x s with v(r i ) ≥ 0 for all i, v(r j ) = 0 for some i, and hence v 0 (x) = ta, so v(x) < v 0 (x) + t.
So it follows that
Also, End F (Q(D)) carries a natural filtration of F -algebras given by
Using the isomorphism End F (Q(D)) ∼ = M s (F ), this is just the standard matrix filtration, and it is readily seen that
But for all i = 1, ..., s:
) + t for all x, so φ is bounded, and hence continuous.
Finally, since for all
Recall from Definition 3.2 the growth rate function ρ ′ of M ns (F ′ ) with respect to v ′ . Then using Proposition 4.3, we see that for all x ∈ Q:
Therefore ρ ′ = ρ when restricted to Q.
Diagonalisation
Again, recall our Mahler expansion (5):
Where each q i = τ (u(h i ) − 1) for some basis {h 1 , · · · , h d } for H, and ρ(q) > ρ(q i ) for each i.
We may embed Q(D) continuously into M s (F ′ ) for any finite extension F ′ of F = Z(Q(D)) by Proposition 4.3, and since each q i is a square matrix over Q(D), by choosing F ′ appropriately, we may ensure that they can be reduced to Jordan normal form inside M ns (F ′ ).
But since F ′ has characteristic p, after raising to sufficiently high p'th powers, a Jordan block becomes diagonal. So we may choose m 0 ∈ N such that q But q 1 , · · · , q d commute, and it is well known that commuting matrices can be simultaneously diagonalised. Hence there exists a ∈ M ns (F ′ ) invertible such that aq
So, let t i := aq i a −1 , then after multiplying (5) on the left by a, we get:
), and ρ ′ (t i ) = ρ ′ (q i ) since growth rates are invariant under conjugation by Lemma 3.7(iii). Since ρ ′ = ρ on Q, it follows that ρ(q
, so after replacing m 1 by m 1 + m 0 we may ensure that each t i is diagonal, and hence v ′ (t i ) = ρ(q i ). Now, let K := {h ∈ H : ρ(τ (u(h) − 1)) > λ}. Then since id is a non-trivial GPP and K = K id , it follows from Lemma 3.9 that K is a proper open subgroup of H containing H p .
For the rest of this section, fix a basis
Then it follows that for all i ≤ r, v ′ (t i ) = ρ(q i ) = λ, and for i > r, v ′ (t i ) > λ, so we have:
Where ρ(q) > λ. Proof. Suppose, for contradiction, that v ′ (α 1 t 1 + · · · + α r t r ) > λ for some α i ∈ F p , not all zero, then using Lemma 3.7(iii) we see that
But since q i = τ (u(h i ) − 1) for each i, we can see using expansions in kG that
, and clearly ρ(O(q i q j )) > λ, and hence ρ(τ (u(h
Notation: For each i = 1, · · · , ns, denote by e i the diagonal matrix with 1 in the i'th diagonal position, 0 elsewhere.
for each i, and suppose that for all m ∈ N we have:
Suppose further that for some j ∈ {1, · · · , ns}, the j'th entries of
Proof. Firstly, since d 1,j , · · · , d r,j are F p -linearly independent modulo λ + , it follows immediately that e j d 1 , · · · , e j d r are F p -linearly independent modulo λ + . And:
For convenience, set d ′ i := e j d i , and in a similar vein to the proof of Theorem 3.12, define the following matrices:
And multiplying by adj(D m ) gives:
And the proof of Lemma 3.10 shows that the (i, j)-entry of adj(D m ) has value at least
has value at least
So examining the i'th entry of our expression (10) 
for all m ∈ N, and using [4, Lemma 1.1(ii)] we see that
′ r are F p -linearly independent modulo λ + , each term in this product has value λ, and moreover is a diagonal matrix, with only the j'th diagonal entry non-zero. Let δ be the j'th diagonal entry of ∆. Then δ ∈ F ′ , δ −1 ∆ = e j , and v(δ) = 
Linear Dependence
Consider again the maps ∂ 1 , · · · , ∂ r : kG → kG. These are k-linear derivations of kG, and we want to prove that ∂ i (P ) = 0 for all i.
Lemma 4.6. Let δ : kG → kG be any k-linear derivation of kG. Then if cτ δ(P ) = 0 for some 0 = c ∈ M ns (F ′ ) then τ δ(P ) = 0
Proof. Let I = {a ∈ M ns (F ′ ) : aτ δ(P ) = 0}, then it is clear that I is a left ideal of M ns (F ′ ), and I = 0 since 0 = c ∈ I. We want to prove that 1 ∈ I, and hence τ δ(P ) = 0.
We will first prove that I is right Q-invariant:
Given
(y).
Therefore, for any a ∈ I, aτ (r)τ δ(y) = aτ δ(ry) = 0 since ry ∈ P . Thus aτ (r) ∈ I.
It follows that I is right kG P -invariant.
Given s ∈ kG, regular mod P (i.e. τ (s) is a unit in Q( kG P )), we have that Iτ (s) ⊆ I. Hence we have a
gives that Iτ (s)
Therefore, I is right Q( kG P )-invariant, and passing to the completion gives that it is right Q-invariant as required.
This means that I ∩ Q is a two sided ideal of the simple ring Q ∼ = M n (Q(D)). We will prove that I ∩ Q = 0, and it will follow that I ∩ Q = Q and thus 1 ∈ I.
Now, c ∈ I and c = 0, so c = x 1 c 1 + · · · + x t c t for some c i ∈ Q, not all zero, and cτ δ(y) = 0 for all y ∈ P .
Therefore 0 = cτ δ(y) = x 1 (c 1 τ δ(y))+ x 2 (c 2 τ δ 2 (y))+ · · ·+ x t (c t τ δ(y)), so it follows from Q-linear independence of x 1 I ns , · · · , x t I ns that c i τ δ(y) = 0 for all i, and hence c i ∈ I ∩ Q.
So choose i such that c i = 0, and since c i ∈ I ∩ Q, we have that I = 0 as required.
Theorem 4.7. Let δ 1 , · · · , δ r : kG → kG be k-linear derivations of kG, and suppose that there exist matrices a, q,
such that a is invertible, the d i are diagonal of value λ, ρ(q) > λ and for all y ∈ P :
Proof. We will use induction on r. First suppose that r = 1.
, it follows immediately from Proposition 4.5 that e j aτ δ 1 (y) = 0 for any j = 1, · · · , ns such that v(d 1,j ) = λ, and this holds for all y ∈ P .
Since a is a unit, e j a = 0, so using Lemma 4.6, we see that τ δ 1 (P ) = 0 as required. Now suppose, for induction, that the result holds for r − 1:
Assume first that there exists j = 1, · · · , ns such that d 1,j , · · · , d r,j are F p -linearly independent modulo λ + . Then using Proposition 4.5 and Lemma 4.6 again, we see that e j aτ δ i (y) = 0 for all i = 1, · · · , r, y ∈ P , and hence τ δ i (P ) = 0 for all i as required.
Hence we may assume that all the corresponding entries of
Assume without loss of generality that v(d r,j ) = λ and that β r = 0, so after rescaling we may assume that β r = −1. So it follows from induction that τ δ ′ i (P ) = 0 for all i, i.e. for all y ∈ P , τ δ i (y) = β i τ δ r (y), and: So, from now on, we may assume that Q( kG P ) is not a CSA.
It follows immediately that
v ′ (e j β 1 d 1 + · · · + e j β r−1 d r−1 − e j d r ) > λ, so set ǫ := e j β 1 d 1,j + · · · + e j β r−1 d r−1,j − e j d r= e j d p m 1 aτ δ 1 (y) + · · · + e j d p m r−1 aτ δ r−1 (y) − e j (β 1 d 1 + · · · + β r−1 d r−1 ) p m aτ δ r (y) + ǫ p m aτ δ r (y) + O(aq0 = d p m 1 aτ δ 1 (y) + · · · + d p m r aτ δ r (y) + O(aq p m ) = d p m 1 a(β 1 τ δ r )(y) + · · · + d p m r−1 a(β r−1 τ δ r )(y) + d p m r aτ δ r (y) + O(aq p m ) = (β 1 d 1 + β 2 d 2 + · · · + β r−1 d r−1 + d r ) p m aτ δ r (y) + O(aq p m ). But since d 1 , · · · , d r are F p -linearly independent modulo λ + , it follows that v ′ (β 1 q 1 +· · ·+β r−1 d r−1 +d r ) = λ,
The Extended Commutator Subgroup
Again, fix a non-abelian, p-valuable, abelian-by-procyclic group G, with principal subgroup H, procyclic element X. We will assume further that G has split-centre, i.e. 1 → Z(G) → G → G Z(G) → 1 is split exact.
Uniform groups
Assume for now that G is uniform, i.e. that (G, G) ⊆ G p ǫ , where ǫ = 2 if p = 2 and ǫ = 1 if p > 2. Note that uniform group G is p-saturable using the p-valuation ω(g) = max{n ∈ N : g ∈ G p n−ǫ } (see [7, Chapter 4] for full details).
Recall from [7, Chapter 9] , that a free Z p -Lie algebra g of finite rank is powerful if [g, g] ⊆ p ǫ g. It follows from [7, Theorem 9.10 ] that a p-saturable group G is uniform if and only if log(G) is powerful.
Let g = log(G), then using Lie theory, we see that g = h ⋊ Span Zp {x}, where h = log(H), x = log(X), and
Recall that a map w : g → R ∪ {∞} is a valuation if for all u, v ∈ g, α ∈ Z p :
• w(u) = ∞ if and only if u = 0,
Also recall from [15, Proposition 32.6 ] that if w is a valuation on g, then w corresponds to a p-valuation ω on G defined by ω(g) := w(log(g)).
Proposition 5.1. Let G be a non-abelian, uniform, abelian-by-procyclic group with split-centre, let g := log(G), and let
r } is a basis for V for some t i ≥ 1.
Moreover, there exists an abelian p-valuation ω on G such that (i) {h 1 , · · · , h d , X} is an ordered basis for (G, ω), and (ii) ω(h
Proof. First, note that since G has split centre, we have that Therefore, it remains to show that we can define an integer valued p-valuation on G satisfying i and ii.
Assume without loss of generality that t 1 ≥ t i for all i = 1, · · · , r. Choose a ∈ Z with a > ǫ, and set a i := a + t 1 − t i for each i, so that a i + t i = a j + t j for all i, j = 1, · · · , r.
For convenience, set v d+1 := x, and for each i > r, set a i = ǫ. Then define:
We will prove that w is a valuation on g, and that w(p ti v i ) = w(p tj v j ) > w(x) for all i, j ≤ r. Then by defining ω on G by ω(g) = w(log(g)), the result will follow.
Firstly, the property that w(p
It is also clear from the definition of w that w(u + v) ≥ min{w(u), w(v)}, w(αu) = v p (α) + w(u), w(u) = ∞ if and only if u = 0, and w(u) >
Therefore it remains to prove that w([u, v]) ≥ w(u) + w(v), and it is straightforward to show that it suffices to prove this for basis elements.
So
We have that [x, Now suppose that G is any non-abelian, p-valuable, abelian-by-procyclic group with split centre, principal subgroup H.
Let l x , r x be left and right multiplication by x, then note that l exp(x) = exp(l x ), same for r x .
Then gvg
Therefore ghg
Finally, log((g, h)) = log((ghg −1 )h −1 ) = log(ghg −1 ) − log(h) since h and ghg −1 commute. Clearly this is equal to We want to prove that (X
, so we only need to prove that ad(p m x) n−1 (u) ∈ p vp(n!) log(Sat(G)), in which case:
Let w be a saturated valuation on log(Sat(G)), i.e. if w(x) > 1 p−1 + 1 then x = py for some y ∈ log(Sat(G)).
We will show that k ≥ v p (n!), and it will follow that ad(p
If n = a 0 + a 1 p + · · · + a r p r for some 0 ≤ a i < p, then let s(n) = a 0 + a 1 + · · · + a r . We know from [10, I 2.
p−1 , and hence s(n) < 1. This means that s(n) = 0 and hence n = 0 -contradiction.
Extension of Filtration
From now on, fix c ∈ N minimal such that G c is uniform, we know that this exists by Lemma 5.3. Let g := log(G c ) -a powerful Z p -subalgebra of log(Sat(G)). ii. There exists a basis {k 1 
] is a finitely generated k-algebra, we have that gr kU is a finitely generated A-algebra, and hence finitely generated as an A-module by the integral property.
So it follows that gr w kG is finitely generated as a right A-module. Furthermore, since gr kU is Noetherian and commutative, it follows from [8, Theorem 2] that A is Noetherian.
Furthermore, it is easy to show that the twist
× of the crossed product is trivial, so it follows that if r ∈ gr kU is invariant under the action of G U then it is central. Hence A is central in gr kG. Note: For any h ∈ H, we have that (u c (h) − 1) + F θ+1 kG ∈ Span Fp {T 1 , · · · , T r }. Now, let P be a faithful prime ideal of kG, and let w be a filtration on kG satisfying the conditions of the proposition. Then w induces the quotient filtration w of For convenience, set T := T + gr P ∈ gr
Let A := A+gr P gr P be the image of A in gr kG P , and let
is finitely generated over A by Theorem 5.5, it follows that A ′ is finitely generated over the Noetherian ring A, hence A ′ is Noetherian.
Therefore, kG P is a prime ring with a Zariskian filtration w such that gr kG P is finitely generated over a central, Noetherian subring A ′ . Hence we may apply Theorem 3.3 to produce a non-commutative valuation on Q( kG P ).
A special case
In the next section, we will prove Theorem 1.5 in full generality, but first we need to deal with a special case:
Fix a k-basis {k 1 , · · · , k s } for H, and a Zariskian filtration w on kG satisfying the conditions of Theorem 5.5. Then we have that T r ∈ A andXT iX
We will now suppose that for each i < r, D i is nilpotent modulo gr P .
Then for sufficiently high m,XT
Proposition 5.6. Suppose that for each i = 1, · · · , r, T i is nilpotent modulo gr P , i.e. T i is nilpotent. Then Q( kG P ) is a central simple algebra. Proof. Using Theorem 5.5(ii), every element of gr kG has the form
where λ α = 0 for all but finitely many α.
Therefore, it follows immediately from nilpotence of T 1 , · · · , T r that gr kG gr P is finitely generated over
, it follows that under the quotient filtration, gr
So since gr kG P is finitely generated over gr
, and
is closed in kG P , it follows from [12, Ch.I Theorem 5.7] that kG P is finitely generated over
kG P is finitely generated as a right module over a commutative subring. Therefore, by [ 
′ \q, and hence using Theorem 3.6, we see that
Recall that λ = inf{ρ(τ (u(g) − 1)) : g ∈ G} < ∞ by Lemma 3.8.
Recall the definition of a growth preserving polynomial (GPP) from Section 2.4, and recall that the identity map is a non-trivial GPP.
Proposition 5.8. Suppose that Q( kG P ) is not a CSA, and that D i is nilpotent mod gr P for all i < r. Then id : τ (kH) → τ (kH) is a special GPP with respect to some non-commutative valuation on Q( kG P ). Proof. This is immediate from Definition 3.3 and Lemma 5.7.
Therefore, we will assume from now on that D i is not nilpotent mod gr P for some i. 
s ) isX-invariant and the result holds.
Suppose we have the result for all s ≥ j > i.
Using linearity of L(−, y) we have that
areX-invariant, we have that:
The final equality follows from linearity of L(−, B Proof. We will use downwards induction on i, with i = s as the base case:
Since i = s, L (s−i) (t, y s , · · · , y i+1 ) = t, and clearly w(t) ≥ θ = p s−s θ, and equality holds if and only if gr(t) = T , and otherwise T = 0 as required. Now suppose the result holds for some i ≤ s, so let c := LNow, using Lemma 6.1, we see that
for some a j ∈ τ (kH).
Proposition 6.5. For each i ≤ s, L i is a growth preserving polynomial of p-degree s − i, and L s is not trivial.
Proof. Firstly, it is clear that L s = id, and so L s is a non-trivial GPP.
We first want to prove that for all q ∈ τ (kH), if ρ(q) ≥ λ then ρ(L i (q)) ≥ p s−i λ, with strict inequality if ρ(q) > λ. We know that this holds for i = s, so as in the proof of Lemma 6.4, we will use downwards induction on i.
So suppose that ρ(L i+1 (q)) ≥ p s−i−1 λ, with strict inequality if ρ(q) > λ. Then: Therefore A = Q, and hence we have that for all b ∈ Q, (b, b 2 , · · · , b r ) ∈ N for some b i ∈ Q.
Let N ′ = {(a 2 , · · · , a r ) ∈ Q r−1 : (a 2 τ δ 2 + · · · + a r τ δ r )(P ) = 0}. Suppose first that N ′ = 0.
Then if for some q ∈ Q, (q, x 2 , · · · , x r ), (q, x Moreover, if (a 1 , · · · , a r ) ∈ N , then since (a 1 , a 1 β 2 , · · · , a 1 β r ) ∈ N , it follows that a i = β i a 1 for all i > 1, and since τ δ 1 (P ) = 0, it is clear that β i = 0 for some i, thus giving the result.
So from now on, we may assume that N ′ = 0, so by the inductive hypothesis, this means that there exist α 2 , · · · , α r ∈ Z(Q), not all zero, such that for all (a 2 , · · · , a r ) ∈ N ′ , α 2 a 2 + · · · + α r a r = 0.
Again, suppose we have that (a, x 2 , · · · , x r ), (a, x So, given q ∈ Q, (1, x 2 , · · · , x r ) ∈ N , we have that (q, qx 2 , · · · , qx r ), (q, x 2 q, · · · , x r q) ∈ N , and hence α 2 qx 2 + · · · + α r qx r = α 2 x 2 q + · · · + α r x r q i.e [q, α 2 x 2 + · · · + α r x r ] = 0.
Since this holds for all q ∈ Q, it follows that α 2 x 2 + · · · + α r x r ∈ Z(Q), so let −α 1 be this value.
In fact, for any such (1, x Finally, suppose that (a 1 , · · · , a r ), (1, x 2 , · · · , x r ) ∈ N , then (a 1 , a 1 x 2 , · · · , a 1 x r ) ∈ N , and hence (a 2 − a 1 x 2 , · · · , a r − a 1 x r ) ∈ N ′ . Thus α 2 (a 2 − a 1 x 2 ) + · · · + α r (a r − a 1 x r ) = 0, i.e. α 2 a 2 + · · · + α r a r = a 1 (α 2 x 2 + · · · + α r x r ) = −α 1 a 1 .
Therefore α 1 a 1 + α 2 a 2 + · · · + α r a r = 0, and α i ∈ Z(Q) as required.
Recall from Lemma 3.9 that for any GPP f of p-degree r, K f := {h ∈ H : ρ(f (τ (u(h) − 1))) > p r λ} is an open subgroup of H containing H p , and that it is proper in H if f is non-trivial. For each i ≤ s, define
Then since L j−1 is trivial and L j is not, we know that K j−1 = H and K j is a proper subgroup of H. Proof. Since L j−1 is trivial, we know that for each h ∈ H, ρ(L j−1 (τ (u(h) − 1))) > p s−j+1 λ.
Choose h ∈ H\K j , i.e. ρ(L j (τ (u(h) − 1)) = p s−j λ. Setting q := τ (u(h) − 1) for convenience, we have: So from now on, we may assume that Z 1 (G) = Z(G).
Suppose that (X, h) ∈ Z(G) for some h ∈ H, then clearly (h, G) ⊆ Z(G), so h ∈ Z 1 (G) = Z(G), giving that (X, h) = 1. It follows that Z(G) ∩ (G, G) = 1, and hence G has split centre by Lemma 6.11.
Therefore, using Theorem 5.5, we can choose a k-basis {k 1 If Q( kG P ) is a CSA, then the result follows from Corollary 4.8, so we may assume that Q( kG P ) is not a CSA.
Hence if each D i is nilpotent mod gr P , then id : τ (kH) → τ (kH) is a special GPP with respect to some non-commutative valuation by Proposition 5.8. Therefore, by Theorem 3.12, P is controlled by a proper open subgroup of G as required.
If D s is not nilpotent mod gr P for some s < r, then we can construct GPP's L s , · · · , L 0 with respect to some non-commutative valuation using Proposition 6.5, and L s is non-trivial.
If L j−1 is trivial and L j is non-trivial for some 0 < j ≤ s, then the result follows from Theorem 6.9. Whereas if all the L i are non-trivial, then L 0 is a special GPP by Proposition 6.10, and the result follows again from Theorem 3.12.
