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Abstrak 
Penilaian yang diberikan seorang tenaga pengajar kepada mahasiswa yang 
diajarnya mempertimbangkan beberapa poin, diantaranya adalah dari penilaian 
tugas, kuis harian, ujian tengah semester dan ujian akhir semester. Poin-poin 
tersebut memiliki persentase tersendiri yang akan diakumulasi menjadi nilai 
akhir. Namun khusus untuk poin tugas, memiliki porsi khusus tersendiri karena 
dikerjakan di luar jam kuliah dan kadang kala tugas besar bisa menggantikan 
ujian akhir semester. Selain keempat poin diatas, kehadiran mahasiswa di kelas 
walaupun tidak memiliki poin penilaian, tapi secara tidak langsung memiliki 
pengaruh korelasi terhadap nilai akhir. Untuk melihat pengaruh tugas dan 
kehadiran mahasiswa, digunakan response surface methodology yang merupakan 
metode yang menggunakan teknik optimasi untuk mengetahui pengaruh 
varabel bebas prediktor terhadap variabel terikat. Dengan menggunakan regresi 
linier berganda juga, dapat dicari persamaan regresi yang memperlihatkan 
hubungan antara variabel. Korelasi dicari antara variabel terikat terhadap kedua 
variabe bebas. Hasil plot persamaan regresi menunjukkan persamaan antara 
response surface methodology dengan regresi linier berganda, dan didapatkan hasil 
nilai korelasi antara model regresi multiple variabel-variabel. 
 
Kata kunci: response surface methodology, regresi linier berganda, kehadiran mahasiswa, tugas 
 
Pendahuluan 
Data akademik diperoleh dari nilai-nilai mahasiswa setiap semester. Indeks 
prestasi dan indeks prestasi kumulatif didapat dari nilai akhir mata kuliah yang diambil 
mahasiswa setiap semester. Nilai akhir berbentuk huruf didapat dari nilai total 
berdasarkan beberapa poin penilaian yaitu penilaian tugas-tugas yang kemudian dicari 
rata-ratanya, kuis harian yang dilakukan beberapa kali, ujian tengah semester dan ujian 
akhir semester. Poin-poin tersebut memiliki persentase tersendiri yang nantinya akan 
diakumulasi menjadi nilai akhir. Poin pada tugas, memiliki porsi khusus yang tersendiri 
karena biasanya dikerjakan di luar jam kuliah, dan secara berkelompok. Ini 
mengakibatkan munculnya indikasi mahasiswa tidak optimal dalam mengerjakan tugas 
sampai akhirnya jadi tidak mau mengerjakan tugas. Padahal kadang kala tugas besar, 
bisa menggantikan nilai ujian akhir semester sehingga memiliki prosentase paling tinggi. 
Selain itu juga, absen atau kehadiran mahasiswa di kelas, walaupun tidak memiliki poin 
penilaian, tapi secara tidak langsung memiliki pengaruh korelasi terhadap nilai akhir. 
Karena mahasiswa yang masuk ke kelas saja belum tentu mengerti dengan materi yang 
diberikan saat di kelas, apalagi mahasiswa yang tidak hadir. Tapi ini tentu saja memiliki 
pengecualian, jika mahasiswa rajin mempelajari materi, walau mahasiswa tersebut tidak 
masuk ke kelas. Untuk melihat pengaruh kedua poin di atas diperlukan suatu metode 
yang memperlihatkan korelasi antar variabel. 
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1.52.2 
Rsponse surface methodology (RSM) merupakan kumpulan teknik statistik dan 
matematika yang berguna untuk mengembangkan, meningkatkan, dan mengoptimalkan 
proses. RSM dalam membangun model-model empiris memiliki beberapa bentuk model, 
diantaranya model regresi linier yang aproksimasi model didasarkan pada data yang 
diamati dari proses atau sistem dan merupakan model empiris. (Myers, 2009). Metode 
RSM menggunakan teknik optimasi untuk mengetahui pengaruh varabel bebas prediktor 
terhadap variabel terikat.  
RSM digunakan untuk mencari optimasi berbagai kasus di berbagai bidang. 
Membuat model dan optimasi variabel-variabel proses untuk solusi polimerisasi styrene 
menghasilkan kombinasi berbagai efek dari beberapa kondisi seperti waktu reaksi, suhu 
dan konsentrasi pemrakarsa, juga faktor yang paling optimum dan prosentasi konversi 
berdasaokan tabel ANOVA (Owolabi, 2016). Dalam bidang pangan, RSM digunakan 
untuk optimasi proses dekafeinasi menggunakan kitosan dari kulit udang. Hasil 
penelitian menunjukkan kondisi optimum proses dengan nilai konstentrasi tertentu dan 
kondisi menunjukkan penurunan proses dekafeinasi (Santoso, 2002). Di bidang pertanian, 
RSM digunakan untuk optimasi ekstraksi gelombang ultrasonik untuk produksi oleoresin 
jahe. Didapat hasil kondisi terbaik pada komposisi rasio bubuk jahe terhadap pelarut 
etanol dan waktu ekstraksi serta nilai nilai indeks bias (Hartuti, 2013).  
Dari beberapa penelitian di atas, RSM juga dapat digunakan untuk memodelkan 
optimasi pengaruh beberapa indikator variabel bebas dengan suatu variabel terikat.  
Misalnya untuk data akademik mahasiswa, yaitu pengaruh nilai tugas dan kehadiran 
mahasiswa di kelas terhadap nilai total. Selain RSM, dengan menggunakan regresi linier 
berganda, dapat juga dicari model persamaan regresi yang memperlihatkan hubungan 
antara variabel. Korelasi dicari antara variabel terikat terhadap kedua variabe bebas. 
Analisis regresi menghitng suatu perkiraan atau persamaan regresi yang akan 
menjelaskan hubungan antara dua variabel (Supranto, 2000). Korelasi antara variabel 
dengan persamaan linier berganda menggunakan korelasi berganda. 
 
Studi Pustaka  
1. Response Surface Methodology 
Aplikasi praktis dari Response Surface Methodology membutuhkan pengembangan 
suatu model perkiraan untuk permukaan respons yang sebenarnya. Permukaan respon 
benar yang mendasarinya, biasanya didorong oleh beberapa mekanisme fisik yang tidak 
diketahui. Model yang mendekati adalah berdasarkan data yang diamati dari proses atau 
sistem dan merupakan model empiris. Regresi berganda adalah kumpulan teknik statistik 
yang berguna untuk membangun jenis 
model empiris yang diperlukan dalam RSM (Myers, 2009). Berikut model yang 
menggambarkan hubungan regresi linier: 
 
y = 0 + 1x1 + 2x2 +         (1) 
 
dimana y adalah variabel terikat, sementara x1 dan x2 adalah variable bebas. 1 dan 2 
mewakili koefisien regresi parsial. Jika dibuatkan dalam model matriks, persamaan (1) 
akan menjadi: 
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1.52.3 
 
b = (Xt.X)-1.(Xt.Y)         (3) 
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dengan i adalah nilai sebenarnya. 
 
2. Regresi Linier Berganda 
Jika terdapat lebih dari satu faktor yang mempengaruhi variable terikat y, maka 
hubungan linier dinyatakan dalam persamaan linier berganda (Supranto, 2000): 
 
Persamaan Linier Berganda: 
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Dengan persamaan normal: 
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Serta penyajian dalam bentuk matriks: 
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Dengan nilai b sebagai berikut: 
b = A-1.H          (6) 
 
3. Korelasi Linier Berganda 
Hubungan antara variabal pada persamaan regresi linier berganda, dirumuskan 
pada rumus berikut (Supranto, 2000): 
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Metodologi Penelitian  
Langkah-langkah penelitian yang dilakukan adalah perumusan masalah, 
penentuan teknik yang akan dipergunakan, preproses data, analisis hasil, dan penarikan 
kesimpulan.  
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1.52.4 
Preposes data dilakukan, karena data yang didapatkan merupakan data yang 
masih berantakan dan harus diolah lagi terlebih dahulu, sebelum memasuki proses data 
selanjutnya. Setelah data di transformasi atau diolah, kemudian masuk kepada tahapan 
analisis data. Dari data training yang telah dianalisis, kemudian dibuat prediksi regresi 
dan korelasi untuk kemungkinan-kemungkinan yang akan datang, bagi data testing jenis 
yang sama.  
 
Hasil dan Pembahasan  
Data mahasiswa yang diolah meliputi data awal yang berbentuk secara lengkap. 
Penilaian meliputi tugas, kuis, ujian tengah semester dan ujian akhir semester. Karena 
penelitian ini hanya membatasi pada nilai tugas, dilakukan cleansing data untuk 
menghilangkan data yang tidak diperlukan, sementara data absensi atau kehadiran 
mahasiswa disajikan dalam prosentase. Data diambil dalam bentuk sampel, dari beberapa 
mahasiswa, kelas dan mata kuliah tertentu. Data pertama adalah persentase kehadiran 
mahasiswa, data kedua nilai tugas, dan data terakhir nilai total mahasiswa. Data 
kehadiran mahasiswa dan tugas diubah menggunakan data coding. 
 
Tabe1 1. Nilai sebenarnya dan nilai variabel-variabel 
No 1 2 x1 x2 Y 
1 94 82.75 0.860465 0.844011 64.25 
2 100 83.75 1 0.866295 75.2 
3 100 78.5 1 0.749304 56 
4 94 80.25 0.860465 0.788301 64.05 
5 97 79.25 0.930233 0.766017 64.3 
… … … … … … 
 











87,1223
4,1355
15,1628
.YX
t , 















47,145,1117,0
45,16,1234,0
117,0234,0126,0
).(
1
XX
t  
b = (Xt.X)-1.(Xt.Y)











627,24
485,12
388,32
 
21
627,24485,123888,32ˆ xxy   
 
Gambar plot persamaan regresi dengan titik-titik bantu disajikan pada gambar berikut: 
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1.52.5 
 
Gambar 1. Persamaan Regresi dengan titik bantu 
 
Dari data didapat analisis regresi sebagai berikut: 
 
Tabel 2. Analisis Regresi 
Regression Statistics 
Multiple R 0.922565 
R Square 0.851126 
Adjusted R Square 0.839674 
Standard Error 7.512108 
Observations 29 
 
Tabel 3. Tabel ANOVA 
  df SS MS F 
Significance 
F 
Regression 2 8388.238 4194.119 74.32194 1.76E-11 
Residual 26 1467.226 56.43177 
  Total 28 9855.464       
 
Tabel 4. Tabel Koefisien dan Standar Error 
  Coefficients 
Standard 
Error t Stat P-value 
Lower 
95% 
Upper 
95% 
Intercept 32.388 2.674 12.11 3.42E-12 26.891 37.885 
X Variable 1 12.485 9.502 1.313 0.2 -7.047 32.018 
X Variable 2 24.627 9.109 2.703 0.011 5.902 43.352 
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1.52.6 
 
Jika menggunakan persamaan regresi linier berganda dengan nilai asli, didapat nilai 
berikut ini: 
 
b = A-1.H 









 



































548,0
29,0
78,8
34,127984
95,151086
15,1628
0007,00007,012,0
00075,00008,021,0
012,0021,095,0
b
b
 
Dengan persamaan regresi berganda: 
Y’ = -8,78 + 0,29 x1 + 0,548 x2 
Jika digambarkan, persamaan regresi berganda ini yang merupakan nilai sebenarnya, 
menggunakan titik-titik bantu, akan didapat gambar yang sama seperti pada optimasi 
Response Surface Methodology. 
 
Untuk korelasi, didapat hubungan antara y dengan x1 dan x2 sebagai berikut: 
rx1y = 0,8995  
rx2y = 0,9171 
 
Kesimpulan  
Kesimpulan dari penelitian ini sebagai berikut: 
a) Persamaan regresi baik dengan optimasi Response Surface Methodology yang 
menggunakan nilai coding, maupun data asli menggunakan persamaas regresi linier 
berganda, menghasilkan dua persamaan yang  berbeda, tapi memiliki persamaan 
pada titik-titik bantu dan plot penggambaran titik-titiknya. 
b) Korelasi antara nilai tugas dengan nilai total lebih besar daripada korelasi antara 
kehadiran mahasiswa dengan nilai total. 
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