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Public expenditure has been a cardinal objective of all successive governments since 
Malawi gained its independence in 1964. Successive administrations have on 
different occasions made attempts to direct government spending towards achieving 
objectives that have direct bearing on its populace. According to Keynesian view, the 
increase in public spending on socio-economic and physical structures is important 
and encourages economic growth. However, Classical economists on the other hand 
argue that the increase in public expenditure may shift resources from the productive 
private sector to public sector which they believe is unproductive and hence, crowd 
out overall performance of the economy. These views indicate that policymakers 
worldwide including Malawi are under debate whether increase in public spending 
helps or hinders economic growth. Applying ADF and KPSS tests, Johansen-Juselius 
co-integration multivariate procedure and TYDL Granger causality test, this study 
investigates the relationship between government expenditure on roads infrastructure 
and GDP in Malawi using time series data spanning from 1978 to 2010. ADF and 
KPSS tests indicate that the series under investigation are integrated of order one (i.e. 
I(1)). The results of the Johansen co-integration tests indicate a long-run relationship 
between the roads expenditure and economic growth. The TYDL test indicates the 
existence of unidirectional causality running from roads expenditure and economic 
growth which supports Keynes hypothesis that government spending affects 
economic growth. The study, therefore, concludes that government spending on roads 
infrastructure causes economic growth, which confirms the main goal of MGDS that 
aims at achieving economic growth through infrastructure development. Based on 
these results, the study recommends that government should ensure that both capital 
and recurrent expenditure are properly managed to accelerate economic growth. More 
so, Government should promote efficient resource allocation on human capital 
development by encouraging more private participation to ensure productivity for 
intensive economic growth.    
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CHAPTER ONE: INTRODUCTION 
 
1.1 Study Background and Motivation 
 
The role of public infrastructure in the process of economic growth and development 
has been well documented in literature (Aschauer, 1989; Munnell, Baro, 1990; World 
Bank, 1994; Calderod and Serven, 2003; Estache, 2006; Sahoo and Dash, 2008, 2009). 
Keynesian economists and numerous empirical findings have proved that an increase in 
government spending on socio-economic and physical infrastructure encourages 
economic growth. Advocates of this view such as Mulhearn and Vane (1999) argued 
that government spending helps to undertake a massive effort to restore and upgrade 
deteriorating public infrastructure. However, according to the classical economists’ 
view, increased government spending can exacerbate an economic concentration by 
shifting resources from private sector. Hence, this relatively higher resource allocation 
by government may have negative effects on the private sector and consequently on 
economic growth. Infrastructure development, both economic and social, is one of the 
major determinants of economic growth, particularly in developing countries like 
Malawi. For instance, direct investment in infrastructure creates (i) production facilities 
that stimulates economic activities; (ii) reduces transaction costs, road congestion and 
trade costs thereby improving competitiveness and (iii) provides employment 
opportunities to the poor. In contrast, lack of infrastructure creates bottlenecks for 
sustainable economic growth and poverty reduction (Sahoo, et al., 2009). 
Over the period from 2000 to 2010, infrastructure investment contributed 1.2 percent to 
the annual per capita growth of Malawi’s gross domestic product (GDP) (Foster and 
Shkaratan, 2010). In their paper, Foster and Shkaratan (2010) recommended that raising 
Malawi’s infrastructure endowment to that of the region’s middle income countries 
(MICs) could further boost annual growth by 3.5 percent per capita. The conventional 
wisdom is that public investment in infrastructure particularly in transport plays a 
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crucial role in facilitating economic growth and international competitiveness. The 
development advocates tend to emphasize the importance of reliable and affordable 
infrastructure for reducing poverty and its contribution to the achievement of 
Millennium Development Goals (MDGs). Good transport linkages reduce costs, road 
congestion and promote industrial development throughout the country (Ashipala and 
Haimbodi, 2003). Poor infrastructure facilities especially in transport, communications 
and information technologies are regarded as one of the major impediments for 
investment and growth in many African countries (World Bank, 1994). Since the early 
2000s, Malawi has spent nearly 4 percent of GDP per year on its road network (one of 
the highest ratios in Southern Africa). As a result, Malawi now has a road sector that is 
of a higher quality when benchmarked against its peers. However, despite this, road 
preservation expenditure still falls significantly short of what is needed to preserve the 
network in good condition. Based on the Road Network Evaluation Tool (RONET) 
analysis, Malawi’s recent spending on road maintenance falls about 24 percent short of 
what is needed to sustain the infrastructure (GoM, 2010).  
Infrastructure is a profound determinant of nationhood, a measure of a country’s 
success on the world stage. Physical infrastructure may be viewed as the manifestation 
of a country’s economic power; social infrastructure’s measures are the social capital 
and standard of living of its citizens (ILO, 2010). A country’s infrastructure capital may 
accumulate over generations or it may occur over a decade. A nation’s physical 
infrastructure is generally taken to mean its public capital such as road networks. 
Infrastructure in all its commercial manifestations is viewed by governments as the 
means to attract substantial private sector investment. According to 2010 ILO report, 
although infrastructure development is not identified as a direct Millennium 
Development Goal (MDG) target or indicator, without it many of the targets will not be 
met and that sustainable infrastructure is not only an essential part in improving the 
livelihoods of the poor; it also provides opportunities for creating jobs during 
development, operation and maintenance (ILO, 2010). This research considers the 
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interrelationships between road infrastructure development and economic growth in 
Malawi. 
 
1.2 Infrastructure in Malawi  
 
Malawi has made significant progress towards developing its infrastructure in the 
recent years, and it is one of the few countries in sub-Saharan Africa (SSA) to have 
already reached the Millennium Development Goals (MDGs) for water – almost a 
decade ahead of the target (Foster and Shkaratan, 2010). Despite all this, there are many 
challenges being faced such as unreliable and sustainable power sector, which is taking 
a significant toll on the economy due to significant underpinning and operational 
inefficiencies. According to AICD’s country report on Malawi’s infrastructure, Malawi 
has been spending a little under $0.2 billion per year, which is about 6 percent of the 
GDP on infrastructure and about half of this has been directed to transport sector. In 
Malawi like any other developing countries, government spending continues to be the 
main source of investment expenditure and in the current MGDS (MDGS II), total 
government expenditure is expected to reach an average of 26.4 percent of the GDP 
(GoM, 2010).  
In order to keep up with the demands of sustained economic growth, the government of 
Malawi (GoM) has actively taken steps to address infrastructure needs through a 
number of, policies including the Malawi Growth and Development Strategy II (MGDS 
II), which is the overarching mid-term strategy from 2011 to 2016 aimed at further 
reducing poverty through sustainable economic growth and infrastructure development. 
Infrastructure is one of the 9 priority areas in the MGDS II and one of the 5 pillars of 
the current government’s economic recovery plan (ERP). The former president, Madam 
Joyce Banda highlighted the importance of infrastructure development by stressing the 
role that modern infrastructure mainly transport plays for any country’s social 
economic growth and development. As a land locked country, the government 
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recognizes that Malawi heavily depends on effective road, rail and air transport 
networks, which are crucial in supporting its key economic activities, including 
agriculture and tourism. Over the past decade, infrastructure has contributed 1.2 percent 
to the annual per capita growth of Malawi’s GDP.  
 
1.3 The Roads Infrastructure 
 
Historically, in Malawi, many factors such as politics have triggered the development 
of road infrastructure besides it being purely economic (Mustajab, 2009). Road 
transport currently plays a major role in Malawi’s domestic and international trade 
handling. Road transport accounts for more than 70% of the internal freight and over 
90% of the country’s international freight traffic (GoM, 2010). Historically, rail was the 
main mode for international freight transport, connecting Malawi with its southern 
neighbours of Mozambique, Zimbabwe and South Africa. However, the civil war in 
Mozambique from the mid-seventies cut off the two main rail arteries (the Nacala and 
Beira-Sena lines) and consequently, the importance of rail in Malawi’s international 
freight movements declined. 
 
Malawi has an extensive road network of 12,500 km that physically connects 
settlements and markets within the country. Main, secondary, and tertiary roads are 
evenly distributed with 3,400 kilometers, 2,800 kilometers, and 3,800 kilometers 
respectively. In addition, the country has over 79,000 km of feeder roads. However, a 
large majority of roads are unclassified feeder roads (86% of national road network).  
An efficient transport system is a pre-requisite for sustained economic development. It 
is a key infrastructure input for the growth process. The road transport plays an 
important role in promoting the development of the backward regions and integrating 
them with the mainstream economy by opening through to trade and investment. Roads 
are crucial mode of transport which connects long distances and also remote areas in 
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any country like Malawi. Moreover, roads connection is also essential for other modes 
of transport such as railways, airways and inland waterways and complements the 
efforts of these modes in meeting the needs of transportation. An efficient and well-
established network of the roads is desired for promoting trade and commerce in any 
country and also fulfills the need of sound transportation system for sustained economic 
development. There are some studies (such as those of Dercon and Hoddinott, 2005; 
Stifel and Minten, 2008) that showed that connecting rural and remote areas is helpful 
in reducing poverty and improve economic growth. Development of roads contributes 
to economic growth by promoting marketing of products, flows of goods and services 
and people.  
Malawi has been spending heavily on its road networks in recent years. For instance, 
during the mid-2000s, Malawi spent close to US$200 million per year, about half of 
which went to the transport sector and nearly 4 percent to its roads infrastructure. This 
is one of the highest ratios in Southern Africa and as a result it has achieved better 
levels of road quality compared to its peers in the region. Table 1.1 shows Malawi’s 
road indicators as benchmarked against Africa’s low income countries (LICs) and 










Table 1.1 Malawi’s road indicator as compared to LICs and MICs  
Variable Unit LICs Malawi MICs 
Paved road density km/1, 000 km2 of arable land 86.6 141.2 507.4 
 
Unpaved road 





% of rural population within 2 
km of all season roads 21.7 26.2 59.9 
 
Paved road traffic Average annual daily traffic 1, 049.6 600.6 2, 786 
 
Unpaved road traffic Average annual daily traffic 62.6 44.5 12 
 
Paved network 
condition % in good or fair condition 80 85.5 79 
 
Unpaved network 




% firms identifying roads as 
major business constraint 23 16.4 10.7 
Source: Gwilliam et al., 2009 
1.4 Roads Expenditure in Malawi 
 
Malawi’s economic growth plan is led by the Malawi Growth Development Strategy 
(MGDS), which aims at reducing poverty through heightened production, exports, and 
infrastructure provision. There are two main types of funds for roads in Malawi under 
the Roads Authority (RA). The largest part of the funds comes from the Government’s 
Development Budget (GDB), including development partner grants and loans, and is 
used mainly for major road improvements, new roads, upgrading unpaved roads to 
paved, and rehabilitation and periodic maintenance. The second source is the Recurrent 
Budget (RB) funded by the Roads Fund (RF), which raises revenue from fuel levy, 
transit fees and various other minor sources, and provides this money to finance the 
maintenance and rehabilitation of all public roads and surveys and monitoring related to 
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such maintenance and rehabilitation. The RF may also be supplemented by 
Government subventions through the national budget (GoM, 2010).  
At present, the GoM and development partners’ project resources are administered 
separately, but considerations are being given to make the Roads Fund Administration 
(RFA) responsible for handling all road sector funds regardless of source. Until 
recently, the RF has not raised sufficient money for all necessary maintenance work. 
Table 1.2 shows expenditure in the road sector over the period 2002 to 2010.  
Table 1.2: Malawi’s Roads Expenditure 




















Source of income 
Fuel Levy 1.34 1.48 1.53 1.82 2.31 2.41 2.19 3.82 7.84 
Grants 2.95 2.47 2.09 2.30 3.97 4.06 9.77 14.24 18.53 
Total Income 
(MWK bn) 4.29 3.95 3.62 4.12 6.28 6.47 11.96 18.06 26.37 
Total Income 
(US$ mn) 55.90 40.50 33.20 43.10 46.20 46.10 85.10 129.00 188.40 
Expenditure 
Operations 1.19 1.46 1.53 1.40 2.15 2.58 2.35 4.50 6.94 
Utilization of 
Grants 3.12 2.48 2.10 2.30 4.16 4.00 8.33 10.82 18.57 
Administration 0.07 0.11 0.20 0.20 0.13 0.15 0.17 0.19 0.86 
Depreciation 0.01 0.02 0.03 0.03 0.03 0.03 0.05 0.26 0.00 
Grants to 
MoTPW 0.03 0.02 0.02 0.02 0.03 0.02 0.01 0.00 0.00 
Public Works 
Programme 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 
Expenditure 
(MWK bn) 4.42 4.09 3.88 3.95 6.50 6.78 10.91 15.77 26.37 
Total 
Expenditure 
(US$ mn) 57.60 42.00 35.60 33.33 47.80 49.40 77.60 112.60 188.40 
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1.5 Malawi’s Economic Growth 
 
Malawi is a landlocked, densely-populated country in Southern Africa where per capita 
annual income currently stands at around $290 (IMF, 2010). Furthermore, unlike many 
of its neighbors, Malawi has not benefited from significant mineral endowments, and 
its export corridors to the ports in Mozambique have yet to be repaired from the 
damage done by that country’s civil war.  
 
Growth performance has been strong in recent years. GDP grew at 6.7% in 2006, 8.6% 
in 2007 and 9.7% in 2008. Growth was projected to fall to around 6% in 2009 and 
2010. While recent performance is good by any standards, Malawi’s growth has a 
history of volatility, and recovery from the recession of the 1980s was slow compared 
to other countries in the region (World Bank, 2010). Furthermore as a small, low 
income landlocked economy, export growth is vital if Malawi is to achieve the 
sustained increases in GDP needed to reduce poverty. Again, until very recently 
Malawi’s export growth performance has been sluggish by regional standards. Figure 
2.2 gives an economic performance of some selected countries in Africa from 1978 – 
2006. 
 
Figure 1.1: GDP and Export Growth Context  
(Source: World Development Indicator, 2008) 
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The history of growth in Malawi since 1960 can be characterized by four distinct 
phases: (a) 1960-79 estate-based growth; (b) 1979-89 decline; (c) 1989-02 stagnation 
due to shocks and transition to smallholder led growth; and (d) 2002-08 recovery. 
Stagnation and recovery are discussed below. The evolution of per capita GDP from 
1960 to 2006 is plotted in Figure 2.3. It shows a period of strong growth between 1960 
and 1979 followed by a decline in standards of living until 1989. Macro-instability and 
external shocks created volatility and stagnation in the period to 2002, and growth 
resumes in the most recent phase 2002-08 (IMF, 2010). 
 
 
Figure 1.2 Phases of GDP per capita in Malawi 
 
Volatility and Transition to Smallholder Growth: 1989-02 
 
Agricultural reform began in the early 1990s and dismantled many of the constraints 
imposed on smallholders by the estate-led model. The repeal of the Special Crops Act 
made it legal for smallholders to grow export crops bringing about a dramatic shift in 
the sector - from nearly nothing in 1990, smallholders now produce around 70% of the 
10 
 
tobacco crop. However growth was volatile in the face of increasing macro-instability 
and exacerbated by various external shocks: droughts in 1992 and 1994; an increased 
influx of Mozambican refugees and, suspension of all Western non-humanitarian aid in 
1992/93 (Harrigan, 2003). 
 
Inflation reached 83% in 1995 and was only brought under control to around 10% in 
2003. The much needed liberalization of the exchange rate in 1994 was not 
accompanied by fiscal discipline (partly explained by the electoral cycle) and hence 
higher import prices immediately fed through into the CPI. Excessive government 
borrowing financed by domestic treasury bills resulted in real interest rates exceeding 
20% between 2000 and 2004. For part of this period Malawi had the notoriety of 
having real interest rates among the highest in the world. Private investment was 
crowded out, growth was damaged. 
 
Stabilization and Recovery: 2002-08 
 
The change of government in 2004 brought about a rapid turnaround in government 
finances. In extremely difficult fiscal circumstances, and for the first time since 1994, 
the government stayed within the budget approved by parliament (Whitworth, 2005). 
As a result government expenditure stabilized and the fiscal deficit improved 
dramatically. In 2007 after 28 years, income per capita recovered their level of 1979. 
The deterioration of the terms-of-trade and infrastructure damage in Mozambique 
clearly played a large part in this collapse, yet incomes have recovered without an 
accompanying recovery in the terms-of-trade. Over the 28 years, the economy has 
moved from export orientated estate-agriculture to being led by smallholder production.  
 
Growth in Malawi is dominated by agriculture, and recently has seen an increasing 
contribution from domestic services. Between 1995 and 2003 agriculture accounted for 
nearly three-quarters of all economic growth (see Table 1.3). After 1995, there is a 
general pattern of falling growth rates until reaching a low point during the drought of 
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2001/02, followed by a gradual resumption output growth. However growth since 2004 
has been structurally different, being composed of increasingly important contributions 
from distribution, finance, construction and manufacturing. The headline data on trade 
also shows an equivalent change in dynamic: whilst exports have stayed within the 
region of 20 percent of GDP, the trade deficit has significantly worsened and since 
2003 has exceeded 10 percent of GDP. 
Table 1.3: GDP and sources of Growth 
 
 
Despite continued falls in the terms of trade, growth and exports began to recover in 
2003, and by 2007 GDP per capita had regained its level achieved in 1979. The 
recovery had taken 28 years. This study attempts to identify if the current economic 




1.6 Problem Statement 
 
Although a number of empirical studies report evidence supporting the significant 
contribution of infrastructure to economic growth and development, it is a puzzling and 
disputing question of whether road transport infrastructure is the cause of economic 
growth or vice versa. Following the endogenous growth models, transport infrastructure 
leads economic growth and development while the Wagner’s law regards the increase 
in GDP as a main drive for public investment. Economic theory argues that government 
spending has both beneficial and detrimental impacts on economic growth. In 
traditional Keynesian macroeconomics, many forms of public expenditures, even of a 
recurrent nature, can contribute positively to economic growth, through multiplier 
effects on aggregate demand. On the other hand, government consumption may crowd 
out private investment, dampen economic stimulus in the short run and reduce capital 
accumulation in the long run. Strictly, crowding-out is due to fiscal deficits and the 
associated effect on interest rates (Diamond, 1989). Studies based on endogenous 
growth models distinguish between distortionary or non-distortionary taxation and 
between productive or unproductive expenditures (Kweka and Morrissey, 2000). 
Expenditures are categorized as productive if they are included as arguments in private 
production functions and unproductive if they are not (Irmen and Kuehnel, 2008). 
 
Empirical evidence on the government spending-growth relationship is diverse, mostly 
based on cross-sectional studies that often include a sample of both advanced and 
developing countries. The main conclusion in most of these studies is that government 
consumption spending has a negative impact on growth (Grier and Tullock, 1989; 
Barro, 1990; Easterly and Rebelo, 1993). In contrast, studies such as Romp and De 
Haan, (2005) argue that increasing government expenditure promotes industrial growth. 
A summary of recent literature by Romp and De Haan (2005) has concluded that 
although not all studies confirm that public capital has a growth enhancing effect, there 
is now greater consensus than in the past that public capital promotes economic growth. 
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However, the impact reported by recent studies (such as those of Fedderke and Garkick, 
2008; Jiwattanakulpaisarn, 2008; Sahoo, 2010; Jerome, 2011; Leduc and Wilson, 2012) 
is not as big as studies mentioned above had suggested. The reasons are associated with 
externalities and market failures, lack of well-developed financial and product markets, 
and worsening terms of trade and market domination (Joseph, 2012).  
 
Since many of these negative effects beset the economies of developing countries such 
as Malawi, the extent to which market mechanisms alone can perform all the 
adjustment functions needed in the economy is of interest to be investigated. Following 
endogenous growth models, transport infrastructure leads economic growth while the 
Wagner’s law regards the increase in GDP as a main drive for public investment. Under 
some conditions, it is even possible to observe a negative or non-significant growth 
impact of public investment. Thus, it is expected that the relationship between 
infrastructure investment and output exhibits two-way causality. As the direction of 
causality is theoretically unclear, one should investigate this issue from empirical 
investigation. Hence, this study seeks to address the following primary research 
question:  
Does public expenditure on roads in Malawi have a significant and positive causal 
relationship with economic growth? 
In addition, the following related secondary questions are applicable: 
1. Is the causal relationship between roads expenditure and economic growth 
unidirectional or bidirectional? 
2. Does the possible causal relationship lead directly from roads expenditure to 
economic growth, or indirectly via some macroeconomic channel? 




1.7 Justification and significance of the study 
 
Understanding the linkages between fiscal policies and economic growth has raised 
huge debates both at the theoretical and empirical framework. Public expenditure and 
national income have been at the focus of public finance, since the magnitude of public 
expenditure has been increasing over time in almost all the countries of the world. It is 
therefore necessary for governments to know the causal relationship between the two. 
This is crucial because it is a common belief that the government plays a significant 
role in the development of countries. The implication is that an increase in government 
expenditure will yield a positive increase in the growth of the economy by increasing 
the national income, especially when it is injected in development programs (Omoke, 
2009). 
Hence, the identification and analysis of infrastructure investment and its effect on 
economic growth and development is of considerable interest from a policy 
perspective. Understanding the inter-dependence between public investment in 
infrastructure and economic growth is relevant as it provides some guidance for policy 
actions. If the causality is from GDP to public investment then the latter cannot be used 
as a policy instrument. Contrary, if the causality runs from public investment to GDP 
the governments can use public investment to boost economic growth. Two strands on 
empirical literature have examined the relationship between public investment in 
transport infrastructure and economic growth.  
 
The first strand adopts a production function approach and uses either cross-section or 
panel data techniques. The second one examines the issue for a particular country using 
time series techniques. This research contributes to this second strand of the literature. 
Studies that have used the production function do not take into account the issue of 
non-stationary time series, which can result in the meaningless statistical inference in 
the estimated relations. Another criticism of this strand of studies is that they have not 
adequately accounted for the problem of simultaneity of growth and public capital 
15 
 
formation. We argue that an appropriate way to overcome these shortcomings is to use 
time series techniques by applying unit root, co-integration and causality tests in a VAR 
framework, which allows all variables to enter as endogenous within a system of 
equations. Apart from filling the gap in the empirical literature, the approach used in 
this study is an advanced – Johansen (1988) multivariate co-integration procedure. By 
utilizing some economic theory and empirical analysis the study will evaluate and 
analyzes the relationship between government spending on roads and economic growth 
in Malawi. The study provides guidance for policy makers and development partners 
and will also serve to back up policy decisions on allocating government investment 
and spending, enhancing the efficiency of the resource use. 
 
1.8 Structure of the thesis 
 
This thesis consists of five chapters, the order of which follows. Chapter 1 gives the 
study background and motivation, infrastructure (roads) development in Malawi, 
composition of road spending, the problems statement, justification of the study and 
objectives of the study. Chapter 2, a comprehensive literature survey, explores 
economic growth theories, infrastructure development mechanisms and how 
infrastructures are financed. Chapter 3 gives the study methodology that includes the 
study design, data collection, model formulation and analyses done. Chapter 4 gives the 
study results, findings, discussions and limitations of the findings. Finally, Chapter 5 
wraps up the discussion by drawing conclusions from the findings of the previous 







CHAPTER TWO: LITERATURE REVIEW 
 
This chapter reviews the research literature related to economic growth, the 
determinants of growth and the role taken by infrastructure in facilitating economic 
growth. The chapter begins with a brief exploration of the theories of economic growth. 
The definition and economic impact of public expenditure is then examined, and 
finally, the empirical literature on the topic is investigated.   
 
2.1 Economic Growth Theory 
 
Economic growth and its determinants are traditional sources for debate in economics. 
The problems of economic growth - its sources, forms and effects have been high on 
economists’ agenda since the inception of systematic economic analysis at the time of 
classical economists such as Adam Smith, William Petty and David Rocardo. Early 
work in the genre was undertaken by Harrod (1948) and Domar (1946), who 
independently used a Keynesian model to analyze economic growth in a closed-
economy framework, thus jointly producing the Harrod-Domar (HD) model. The HD 
model is based on three assumptions. First, the economy generates savings (S) at a 
constant proportion (c) of national income (Y):  
  𝑆 = 𝑐𝑌         (2.1) 
where c is the marginal and average saving ratio. Second, the economy is in 
equilibrium, that is, planned investments (I) equal planned savings (S):  
  𝐼 = 𝑆          (2.2) 
Third, investment is determined by the expected increase in national income (∆𝑌) and a 
fixed coefficient 𝑣, known as Incremental Capital Output Ratio (ICOR):  
  𝐼 = 𝑣∆𝑌           (2.3) 
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By definition, economic growth rate (𝑔𝑦) is the change in income per unit of income 
   𝑔𝑦 =
∆𝑌
𝑌
         (2.4) 
Substituting the relationship in equations (2.2) and (2.3) gives an alternative definition 
of growth as: 
  𝑔𝑦 =
𝑐
𝑣
         (2.5) 
Equation (2.5) implies that, if the underlying assumptions are fulfilled, then the 
economy grows at a rate determined by parameters 𝑐 and 𝑣. However, at least two of 
these assumptions may not hold in practice. Firstly, the fixed ICOR implies that there is 
a fixed relationship between the amount of capital stock and the output. Secondly, since 
labour input is not introduced in the model, the assumption is made that the labour 
supply is elastic (Siggel, 2005, p.38) both of these assumptions are weak and thus 
unlikely to hold. 
A later model derived by collaboration between Solow (1956) and Swan (1956) relaxed 
the assumptions of fixed ICOR and the labour usage in the HD model. The modified 
model is known as the Solow-Swan or simply the neoclassical growth model. The key 
aspects of the Solow-Swan model are the addition of labour as a factor of production 
and a time-varying technology variable distinct from the capital and labour factors. 
Moreover, the Solow- Swan model assumes constant returns to scale (CRTS), 
diminishing returns with respect to each input, and positive elasticity of substitution 
between the inputs.  
 
Shortly after, Solow’s (1957) study showed that technological change accounted for 
almost 90 per cent of the US’ economic growth in the late 19th and early 20th 
centuries. The increases in the factors of production (capital and labour) contributed 
relatively little to output growth, due to the law of diminishing returns. Therefore, the 
researcher argued, technological progress or total factor productivity is the major 
determinant of growth and determined exogenously. Solow’s findings suggest that 
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technological progress allows greater options for input combinations to improve 
efficiency, leading to a higher level of economic growth. However, Solow’s model 
failed to explain how or why technological progress occurs. Arrow (1962) and 
Sheshinski (1967) advanced the model structure further by incorporating ‘learning by 
doing’ behaviour to explain the increase in productivity due to technological progress. 
Their respective models explain that each technological discovery immediately spills 
across the entire economy and thus stimulates higher levels of economic growth.  
 
Romer (1986) provided an alternative model with a competitive framework to 
determine an equilibrium rate of technological progress, but conceded that the result of 
growth rate would not be Pareto optimal1. However, the competitive framework will 
not hold if discoveries depend partly on research and development (R and D) and if a 
given innovation spreads only gradually to other producers. Under such a realistic 
environment, a decentralized theory of technological progress is required to 
accommodate the imperfect competition in the real economy.  
 
Grossman and Helpman (1991) and Aghion and Howitt (1992) further developed the 
endogenous growth framework. In the endogenous growth model, technological 
advances result from R and D activity, and technological progress and knowledge 
accumulation are treated as endogenous variables. According to the model, the long-run 
growth rate depends on a stable business environment, government policies and 
taxation, law and order, provision of infrastructure services, protection of intellectual 
property rights, regulation of international trade, and financial markets. Hence, under 
endogenous economy the government shapes long-term growth (Barro, 1996). A 
crucial channel by which this is achieved is via public expenditure . 
 
The economic growth theory is mainly divided between two extreme thoughts: the 
Wagner’s law and the Keynes. To generate good understanding of the outcomes of 
                                                             
1 Pareto optimal refers to a measure of efficiency. 
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economic growth models, there is a need to include a lot of macroeconomic variables 
such as national income, investment, savings, labour, taxation, etc.  
 
2.2 Public Infrastructure  
 
The brief summary of growth theory identifies three contributing factors: capital 
accumulation, human capital (including education and learning), technical innovation 
(R and D). However, Stern (1991) argued that these factors need to be extended to 
include three additional determinants: Organizational management (because well 
managed organizations increase output by minimizing waste and improving efficiency 
whilst poor management restrains productivity),  resource allocation (because economic 
distortions can prevent optimum resource distribution, which then impedes economic 
growth and social equity), and adequate infrastructure (especially transport 
infrastructure). 
Public infrastructure refers to a large scale civil constriction which directly or indirectly 
promotes economic development (Barro, 2003). Definitions in the literature for 
infrastructure in its private production guise and as a socio-economic public benefit are 
now almost generic in their breadth. Among the earlier definitions was one developed 
by Nurske (1953), to the effect that infrastructure comprised of elements that provide 
services for production capacity.  
Whilst the nature of infrastructure commonly appears to have a fundamental cross-
sector aspect; that is, providing structure by the government or management to achieve 
a goal or desired outcomes (production, distribution, communication, health, 
education), there is acceptance among economists that infrastructure investment has a 
strong public involvement. Argy et al., (1999) and Prud’homme (2004) define the 
nature of economic infrastructure in terms of six components: (i) It is a long life 
construction with a long pay-back period; (ii) It is a capital intensive and cannot be 
directly consumed; (iii) Its genesis is associated with market failure; (iv) There is a 
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relatively high level of government involvement; (v) It has a location, as it is generally 
immobile; and (vi) It provides a service for both households and private enterprises.    
However, social infrastructure for education and health are not included in this list of 
characteristics on the grounds that social infrastructure input improves the quality of 
labour for private sector, and is not capital input. However, in this study, the socio-
economic effects of public and private infrastructure are considered to be interlinked. 
By its scale, public investment impacts economic growth. Government may use 
investment as a budgetary measure to encourage private investment or to dampen 
demand. In the Keynesian paradigm, the effects of government expenditure can ‘crowd 
in’ or “crowd out” private investment. Majority of public investments have a crowding 
out effect on the level of private investment because they stimulate economic growth by 
increasing national income which in turn induce the private sector to increase 
investment (Aschauer, 1989b).  However, Agenor and Montiel (1996) stated that in the 
case of developing countries, government budget deficits have a minimal effect on 
interest rates and the crowding out effect is thus minimized. In growth theory, the 
impact of infrastructure investment on GDP depends on its net effect on private 
investment. If the crowding out effect prevails, then the growth multiplier of 
infrastructure investment is negative. The reverse is applicable; if infrastructure 
investment produces a crowding in effect, then there is a positive result for the 
economy. 
Bougheas, et al., (1995), demonstrated that infrastructure may promote specialization 
and long-term growth, using a cross-country growth model and instrumental variable 
estimation. They conclude that there is a positive correlation between core 
infrastructure and production specialization and they emphasized the importance of 
infrastructure accumulation, especially for poor countries. Felon et al. (2001) used a 
cross-sectional data from 83 countries and 30 provinces in China to assess the effect of 
transportation infrastructure and electricity on agricultural production and productivity. 
In accordance with economic theory, it is suggested that the density of roads and the 
availability of electricity predicts production on agricultural production and 
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productivity. The results of the analysis suggested that access to transportation 
infrastructure and electricity are crucial in modernization of Chinese agriculture. 
The type of economic theory being followed by any government, either Keynesian or 
Wagner, has an effect. This can be in form of crowding in or crowding out. In either 
case, public investment has a tangible effect as reported by most researchers. It is, 
therefore, important for any government to heavily invest in infrastructures so as to 
reap the fruits no matter how long it takes. 
 
2.3 Public Infrastructure Investments and Economic Growth and Development 
 
The relationship between public infrastructure investments and development outcomes 
is one of the most popular topics for debate in economic literature (Munnel, 1992; 
Gramlick, 1994; Kessides, 1996). Applied neoclassical growth models, fiscal variables 
such as taxes and public spending can affect the long-run output level but not the long-
run output growth. This is so as the steady-state output growth is determined by 
exogenous factors such as population growth and technological progress, while fiscal 
policy can affect only the transition path of this steady-state. Hence, fiscal policy 
differences among countries may only explain the observed differences in income 
levels but not in long-run growth rate. Contrary to this, the endogenous growth theory 
produced growth models in which public investment in human and physical capital can 
have long-term or permanent growth effects and consequently there is much more 
scope in these models for at least some elements of government expenditure to play a 
role in the growth process (Barro, 1990; Kneller et al., 1999).  
 
Public investment is seen as a driving force for private investment and services 
rendered by infrastructure, lower production costs (transportation and communication 
services), expand market opportunities that positively affect competitiveness, stimulate 
private investment and lead to economic growth (Aschauer, 1989; Agenor and Moreno-
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Dodson, 2006; Fourie, 2006). Straub (2008) added economies of scale and scope as an 
additional channel through which infrastructure investment may cause growth effect. 
He argued that better transport infrastructure lowers the cost of transportation and leads 
to economies of scale and better management. 
 
The theoretical literature on the relationship between infrastructure and growth has 
been substantially influenced by the work of Barro (1990). He showed that the benefits 
of infrastructure investments may be offset by the negative impact of additional 
distortionary taxes to finance them. The negative effects of public spending on growth 
arise from the distortions to choice and disincentive effects (Helms, 1995; Mendoza et 
al., 1997). There is a competition between public and private sector activities in the use 
of scarce resources and this drives their prices up. Especially, if public investments are 
financed by domestic borrowing, market interest rates are increased and capital 
becomes more expensive. The increase in interest rates discourages private investments 
and spending. Since private investments contribute more to growth, and increase in the 
size of the public sector at the expense of private sector also hinders economic growth. 
The crowd-out effect reduces the ability of the government to influence economic 
activity through fiscal measure. 
 
The empirical research looking at the growth effects of public investment like many 
economic questions does not conclusively support the conventional belief. The results 
are mixed across countries, data and methodologies, with some finding a positive 
impact, while others find little or no significant growth effect. Empirical work by 
Aschauer (1989) on the United States has provided evidence of a strong and positive 
relationship between public investment and growth over the period 1949 to 1985. He 
asserted that the decrease in public investment may be crucial in explaining the US 
economy’s relatively poor economic performance between 1970s and 1990s. This 
finding has been confirmed in some subsequent studies but challenged in others. As an 
example, using cross-country data, Easterly and Rebelo (1993) found a positive effect 




The empirical argument supporting infrastructure development’s positive effects on 
growth in developed economies is also relevant for emerging economies. Canning and 
Fay (1993) showed that infrastructure variable is significant in developing countries 
and positively correlated with economic growth. 
 
They investigated the contribution to economic growth from transportation networks, 
measured as aggregated kilometers of paved roads, and of railway lines. The study 
showed that a 0.10 output elasticity of transportation infrastructure, implying a 
relatively high rate of return for developing countries.  
A 1994 World Development Report by World Bank found that a large range of 
empirical results on the importance of infrastructure on economic growth, with 
estimates ranging from no effect to rates of return in excess of 100 percent per annum. 
Sanchez and-Robles (1998) also found a positive impact of road length and electricity 
generating capacity in explaining subsequent economic growth. Aschauer (2000) found 
that the stock of public infrastructure capital is a significant determinant of aggregated 
total factor of productivity and that investments in public sector not only improve the 
quality of life but also increase economic growth and returns for private investments.  
 
The findings of Demetriades and Mamuneas (2000) indicated that public infrastructure 
capital has significant positive long-run effects on both output supply and input 
demands in 12 OECD countries. Calderon and Serven (2004) found that indicators of 
telecommunication and energy infrastructure have positive and significant effects on 
growth. Boopen (2006) analyzed the contribution of transport capital to growth for a 
sample of 38 Sub-Saharan African countries using both cross sectional and panel data 
analysis. In both sampled cases, the analysis concluded that transport capital has been a 
contributor to the economic progress of these countries. The results of Seethepalli et al., 
(2008) also proved that infrastructure is important for promoting growth in East Asia. 
Zou et al., (2008) analyzed data from China and found that the higher economic growth 
levels come to a greater extent from better transport infrastructure and that public 
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investment on road construction in poor areas is crucial to growth and poverty 
alleviation. The results obtained by Montolio and Sole-Olle (2009) supported the idea 
that productive public investment in road infrastructure has positively affected relative 
provincial productivity performance in Spain. In contrast, Tatom (1991, 1993), Holtz-
Eakin (1994), Holtz-Eakin and Schwartz (1995) and Garcia-Mila et al., (1996) 
suggested that there is little evidence of an effect from infrastructure to income growth 
in a panel of US state level data, particularly when fixed effects are included in the 
analysis.              
 
It is interesting to note that even though the relationship between transport 
infrastructure and economic growth has attracted a lot of research effort and attention 
from economists, policy makers and politicians in early 1990s (Gamlich, 1994), it 
remains essentially unclear whether the direction of causation is from transport 
infrastructure to economic growth or vice versa or both. Kessides (1996) noted that one 
of the main shortcomings of research on the economic impact of transportation 
infrastructure is that it has so far not adequately accounted for simultaneity of effects 
i.e. economic growth can lead to development of transport system as well as result from 
it. Previous studies based on Cobb-Douglas production function could not confirm the 
direction of causation between the development of transport sector and economic 
growth. In addition, most of these studies have typically relied on cross-sectional or 
panel data regressions. A general problem associated with such studies is that they 
implicitly impose or assume cross-sectional homogeneity on coefficients that in reality 
may vary across countries because of differences in geographical, institutional, socio-
economic structures. Hence, the overall results obtained from these regressions 
represent only an average relationship, which may or may not apply to individual 
countries in the sample (Bloch and Tang, 2003). Results obtained Canning and Pedroni, 
(2008) and Egart et al., (2009) lend support to this view. 
 
The 1994 World Development Report by World Bank noticed that as a country 
develops, an increasing proportion of the country would need to open up by 
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construction of roads (1994). Research by Fernald (1999) provided evidence that 
increasing the road network induces faster productivity growth in those industries that 
use road network more intensively, implying that the causation is more likely to be 
from infrastructure investment to output growth, rather than the other way round. Based 
on a cross-regional study comparing infrastructure provision in Spain and the US, De la 
Fuente (2000) also concluded that causality flows from infrastructure investment to 
economic growth. Other studies used the VAR approach to solve the problem 
associated with the endogeneity of public investment in the production function 
approach. 
 
 Majority seem to agree with the theoretical postulation that public investment has a 
positive effect on output. Among these are Queiroz and Gautam (1992) who found road 
infrastructure to be a significant factor of economic growth and development. Sturm et 
al., (1999) found strong evidence of a positive impact of investments in transport 
infrastructure such as roads, canals and railways on the output level of Dutch economy 
in the second half of the nineteenth century. Furthermore, they found that transport 
infrastructure positively Granger-causes GDP whereas GDP negatively Granger-causes 
transport infrastructure. Mittnik and Neumann (2001) also established that public 
investment has a positive influence on GDP. However, there was no significant causal 
link running from GDP to public investment. Their results provided evidence for a 
contemporary relationship between public and private investment.  
 
Using time series data for the US economy and co-integration analysis, Lau and Sin 
(1997) rejected the endogenous growth model for the US economy. Looney (1997) 
analyzed the effects of several types of public infrastructure in Pakistan and found that 
public infrastructures have not been instigating private sector expansion but have been 
rather a response to the needs of the sector. Kweka and Morrissey (2000) in Tanzania 
found that increased productive expenditure (physical investment) has a negative 
impact on growth but consumption expenditure has a positiveimpact. The expenditure 
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on human capital investment was insignificant while aid appears to have a positive 
impact on growth in Tanzania. 
 
Mamatzakis (2002) found a positive effect of public infrastructure (ports, railways, 
roads, electricity and communications) on output and private capital productivity of the 
Greek industrial sector. He also found that causal relationship is from public 
infrastructure to productivity. Calderon and Chong (2004) used Generalized Method of 
Moments (GMM) dynamic panel estimation model to capture the role of the volume 
and quantity of infrastructure (particularly in energy, railway, roads and 
telecommunications) on income distribution in a set of 101 countries over the period of 
1960 – 1995. Their study revealed a negative relationship between the level of 
infrastructure development and income inequality.  
 
Canning and Pedroni (2008) investigated the consequence of various types of 
infrastructure provision in a panel of countries. They showed that while infrastructure 
does not tend to cause long-run economic growth, there is substantial variation across 
countries.  Ashipala and Haimboli (2008) looked at the relationship between public 
investment and economic growth in South Africa, Botswana and Namibia using VECM 
methodology. They found that the effect of public investment on growth is not 
significant. However, it had a correct sign. On the other hand, private investment 
showed to have a long–run impact in South Africa and Namibia. However, they found 
evidence indicating a reverse causality from GDP growth to public investment. The 
causality was negative in Botswana suggesting that as the economy grows investment 
in public goods decline, which is contrary to both Keynesian theory and Wagner’s law.  
Isaksson (2009) adopted a panel data regression model using ordinary least squares 
(OLS), both fixed and random effects and instrumental variables to analyze a group of 
57 advanced and developing countries over 1970 – 2000. The results found that public 
capital has a relatively strong impact on industrial development and that public capital 
growth has the strongest impact on rapidly growing and high income economies. 
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Nketia-Amphonsah (2009) in Ghana showed that aggregated government expenditure 
retarded economic growth, but expenditures on health and infrastructure promoted 
economic growth while expenditure on education had no significant impact in the short 
run.  
Nurudeen and Usman (2010) used co-integration and error correction methods to 
analyze the relationship between government expenditure and economic growth in 
Nigeria. Their results revealed that government total capital expenditure, total current 
expenditure and government expenditure on education have negative effects on 
economic growth. In contrast, raising government expenditure on transport and 
communication resulted in an increased economic growth. Pradhan (2010) explored the 
nexus between transport infrastructure (road and railway), energy consumption and 
economic growth in India over the period 1970-2007. He found evidence of 
unidirectional causality from transport infrastructure to economic growth. Zhai (2010) 
used a global CGE model and found that regional infrastructure investment in 
developing Asia would raise global income by US$1.8 trillion by the year 2020, with 
90 percent of the gains accruing to the region. Moreover such investment would help 
boost global and regional trade.  
Arslanalp et al., (2011) used a production function with estimated public capital in 48 
advanced and developed economies over the period of 1960 – 2001. They found that an 
increase in the stock of public capital is associated with economic growth, with 
advanced economies registering stronger short-run effects and developing economies 
having greater long-run effects. Gupta et al. (2011) adopted a production function 
approach with GMM estimation. They used efficiency adjusted public capital stock 
data of 52 developing economies and found that this type of public capital has a 
significant effect on output. Dissou and Didic (2011) used a CGE model with 
heterogeneous agents and public capital in a multi-sector and inter-temporal 
environment calibrated to the economy of Benin. They showed that increasing public 
investment has a short-run effect, which is offset by increased productivity capacity in 
the long-run, and that higher public infrastructure spending benefits non-constrained 
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agents more than constrained agents, and that the short-run private sector investment 
response depends on how the public infrastructure is financed.  
Straub and Terada-Hagiwara (2011) examined the state of infrastructure in five 
developing Asian countries over the period of 1971 to 2006. Using growth regressions 
to analyze the link between infrastructure, growth and productivity they found that 
infrastructure development provides both the final consumption services to households 
and to key intermediate consumption items for production. Hence, they concluded that 
infrastructure development plays an important role in enhancing economic growth 
through both direct and indirect channels. The direct channel deals with infrastructure 
capital stock which serves as a production factor such that an increase in the stock of 
infrastructure directly impacts the productivity of the other factors. The indirect channel 
deals with the improvement in technology and its effects on infrastructure progress 
through labour productivity and improved information and communication 
technologies. 
Loto (2011) applied co-integration and error correction model and showed that in the 
short-run, expenditure on agriculture and education were negatively related to 
economic growth. However, expenditure on health, national security, transportation, 
and communication were positively related to economic growth. Udoh (2011) 
examined the relationship between public expenditure, private investment and 
agricultural sector growth in Nigeria over the period 1970-2008 using the bounds test 
and autoregressive distributed lag model and error correction model. He found that an 
increase in public expenditure has a positive influence on the growth of the agricultural 
output. However, foreign investment has insignificant impact in the short run on 
agricultural output. Usman et al (2011) in Nigeria using OLS regression showed that 
expenditure on administration, education, and transport and communication have 
negative impact on economic growth in the short run, while expenditure on health and 
other services and FDI have positive impacts on economic growth. Finally, Keho and 
Echui (2011) investigated the relationship between transport infrastructure investment 
and sustainable economic growth on Cote d’Ivoire using co-integration and causality 
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analysis over the period 1970-2002. They found that public investment in transport 
does not have a causal impact on economic growth. However, in contrast, they found 
economic growth Granger-caused transport investment. 
 
With all these aforementioned studies having found different results, it still remains that 
the gap of misunderstandings between the Keynes and Wagners is still wide and the 
consensus is far from being reached. This might be as a result of the choice of 
explanatory variable, the definition of infrastructure and methods involved. Whatever 
the case, one has to choose whether to belong to Wagner or Keynes camp.      
    
2.4 Empirical approaches in analysing the impact of public investment on 
economic growth 
 
Empirical studies have used various approaches to investigate the role of public 
investment in the process of economic growth. Using production function approach, 
Enert (1986), Costa, et al., (1987) and Deno, (1988) found public investment to be 
complementary, rather than substitutes. Milbourne, et al., (2003), using an extension of 
Minkiw, Romer and Well’s (1992) augmented Solow-Swan growth model, examined 
whether public investment has as distinct role as a determinant of economic growth. 
The study considered both the predictions of the model in steady state and in transition 
to steady state. For the steady state model, there is no significant effect from public 
investment on the level of output per worker. Using standard ordinary least squares 
(OLS) methods for the transition model, it observes a significant contribution to 
economic growth from public investment. When instrumental variables methods are 
used, however, the associated standard errors are much larger and the contribution of 
public investment is statistically insignificant. In an influential study, using annual data 
for the period of 1949 to 1985 for the United States of America, Aschauer (1989a) 
found a strong positive relationship between productivity and the ratio of the public to 




 Aaron (1990) and Tatom (1991) questioned the findings of Aschauer on the basis of 
non-stationarity of the TS data which may yield spurious correlation between the public 
capital stock and output growth. Sturm and De Haan (1995) argued that if Aschauer’s 
model is estimated in first differences – which are necessary as the variables used are 
neither stationary nor co-integrated – the model produces only ambiguous results. 
However, as pointed out by Munnel (1992), first differencing also has its problems as it 
does not allow the estimation of the underlying long-term relationship between 
production and factor inputs. Duggal, et al., (1995) argued that first differenced 
equations generate a priori implausible labour and capital output elasticities, and that 
this is enough to question the ability of first differenced equations to capture the long-
run relationships. 
 
Recent developments in econometrics have allowed the researchers to not only examine 
the extent to which variables are non-stationary, but also whether they grow together 
over time and converge to their long-run relationship, that is, whether they are co-
integrated. This approach was followed by Lynde and Richmond (1993a, 1993b). They 
applied an error correction model (ECM) to capture the non-stationarity of the data. 
Using an ECM approach assumes that all endogenous variables adjust to their 
equilibrium level within one period, which is implausible. Furthermore, Sturm and 
Kuper, (1996) reported severe autocorrelation using the standard behavioural approach, 
and showed that this can be overcome by adopting an ECM representation within a 
translog cost function. 
 
Khan (1996) explored the relative importance of public and private investments in 
promoting economic growth for a large group of developing countries. The results of 
the study showed that private and public investment have a differential impact on 
economic growth, with private investment having a much larger impact than public 
investment. Also, significant regional variations are found in terms of the effects of 
public and private investments. Devarajan, Swaroop and Zou (1996) focused on the 
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composition of public expenditure and showed that whereas current public expenditure 
has a positive and significant growth effects, the effect of capital component of public 
expenditure on per-capita growth is negative. 
 
A number of empirical studies have adopted a vector auto-regressive (VAR) approach 
to examine the relationship between government investment and economic growth. By 
imposing as little economic restrictions as possible, this modeling technique tries to 
solve some of the problems inherent in the production and behavioural approaches. As 
advantage of VAR models is, for instance, that no a priori causality directions are 
imposed or other identifying conditions derived from economic theory are needed. 
Indirect effects of public investment are also taken into account. Using the VAR 
approach, Sturm (1998) found that infrastructure investment positively influences 
output in the Netherlands. Using the same approach to analyze the dynamic effects of 
public investment for six industrial countries, Mittnik and Neumann (2001) established 
that public investment tends to exert a positive influence on GDP. Furthermore, they 
found no crowd-out effect between public and private investment. Navy (2002) 
examined the relationship between economic growth, public and private investment 
using VAR methodology. Based on annual TS data for Pakistan, the analysis suggested 
that public investment has a positive impact on private investment and that economic 
growth drives both private and public investment as predicted by the accelerator-based 
models.     
Despite all these findings, the debates on the proper econometric modeling have tended 
to dominate the disagreements among academics and other researchers on how much 
infrastructure matters. The discussion covered poor choice of explained variable (GDP 
level or growth, measured in physical or in monetary terms, …), functional forms 
(Cobb-Douglas, translog, log, linear or log-linear, …), data stationarity issues and 
untreated endogeneity (how certain are we that the model accounted for the two way 
causality between growth and infrastructure?) (Estache and Garsous, 2012). 
Comparability of the results is also a challenge when interpreting this literature.  
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 In analyzing the impact of infrastructure on economic growth, the definition of 
infrastructure is another obstacle in the debate as the level of the impact of 
infrastructure on the level of GDP and its long term impact on the economy. Others use 
physical stocks or their valuation, with more relying on the stocks of public capital or 
specific subsectors as proxies for infrastructure due to the availability of data compared 
to the valuation criteria. Using public capital as a proxy to infrastructure, Romp and de 
Haan (2007) in their critical survey of the impact of public capital on economic growth, 
they concluded that public capital positively affect economic growth though the impact 
seemed to be lower than expected. Bom and Lighthart (2009 focusing on research on 
the output elasticity of public capital, they conduct a meta-analysis of all comparable 
studies and found it to average across studies at around 0.08—i.e. a 1% increase in the 
stock of public capital would lead to a 0.08% increase in GDP, keeping in mind that 
this is an average that hides much higher sector specific payoffs achieved in some of 
the subsectors, in particular in infrastructure only, the elasticity of growth is 2.5 times 
what it averages out to be for total public capital.    
  
2.5 Chapter Summary 
 
This chapter reviewed the literature related to the aspects under study. It starts by 
giving the definition of economic growth and theories attached it from fathers of 
economics to the modern time economists. The general observation from all these 
reviews is that there is no consensus on the definition of public infrastructure, how to 
analyze its impacts on economic growth and the source and direction of the impact. 
With these in mind, the gap between the two major economic thoughts: the Wagner’s 
law and the Keynesian hypothesis still remains wide. As one of the disputing facts of 
this disagreement is the methods of how to analyze, the following chapter gives the 
methodological aspects to be followed in this study.   
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A methodological research approach is a framework that binds research together so that 
the research questions can be analyzed effectively (Edmunson and McManus, 2007). 
Identification of a suitable research method is important because it makes the collection 
of data easier and gives a clear idea about the required information (Trochim and 
Donnelly, 2006). Hence, this chapter gives a detailed exposition of the data and 
methodological approach that has been followed to answer the primary and secondary 
research questions.  
 
3.2 Study Design 
 
This is a retrospective study that takes a quantitative approach in observing the 
direction of the relationship between government spending on roads infrastructure and 
economic growth. Punch (2005) states that quantitative research is typically directed at 
theory verification and related to numerical data. It uses times series data which is best 
for a country specific research and this can avoid some of the econometric and 
sampling problems (Kweka and Morrissey, 2000). A time series study of a country is 
potentially more informative, though the findings cannot be generalized to other 
countries.  This study uses this approach as it involves an empirical exploration of 






3.3 Data  
The data that is used to conduct the empirical investigation are aggregates of annual 
time series, at current prices, and cover the period from 1978 to 2010. Gross Domestic 
Product (GDP) is used as a proxy for economic growth and as the explained variable, 
while the explanatory variables are public investment on roads (RE), private investment 
(PI) and public consumption (PC). Both PI and PC capture physical capital formation 
which is considered as one of the most important determinants of economic growth 
(Kormendi, 1985; Aaron, 1990; Fischer, 1993; Duggal, et al., 1995). The 
disaggregation of investment into public and private components not only allows 
estimation impact of the two types of investments on economic growth, but also sheds 
light on the question of whether or not public investment crowds out private 
investment. This question has received wide attention in the literature.  
In line with a number of earlier studies on economic growth, most notably Kormendi 
and Miguire (1985) and Grier and Tullock (1989), PC is also included in the analysis. It 
is generally argued that PC can either promote or impede the process of economic 
growth depending on the nature of such expenditures. For instance, expenditure on the 
provision of public goods would foster growth only if it does not divert resources from 
other productive uses. All data series in this study are transformed to natural logarithms 
so that their first differences approach the growth rates. From an economic point of 
view, this transformation also allows us to interpret the coefficient estimates in term of 








Table 3.1: Descriptive statistics of the dataset. 
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3.867  
             
0.441  
        
4.308  
         
2.045  





LCE 33 3.069 2.804 5.873 4.249 1.039 2.95(0.2286) 
 
LPI 33 3.413 7.678 11.091 9.127 1.133 2.74(0.2535) 
Note: Figures in brackets are p-values  
Table 3.1 gives a summary of all variables. These summaries are sample mean standard 
deviation, sum, minimum, maximum, range and jarque-bera. During the period under 
study, LGDP had a mean of US$4.265 million while the maximum was US$5.888 
million with a standard deviation of US$0.996 million. This signifies a very high 
variability and a sign that it has been growing considering the range which has a 
minimum of US$2.984 million and a maximum of US$5.888 million. Expenditure on 
roads (RE) had a mean of US$2.045 million while the maximum was US$4.308 million 
and minimum of US$3.867 million with a standard deviation of US$1.314. This is also 
a sign of high variability though there is a sign of increasing trend. Private investment 
(LPI) had a mean of US$9.127 million and a maximum of US$7.678 million and a 
minimum of US$3.413 million with a standard deviation of US$1.133 million. There is 
also a sign of variability within this variable during the period under consideration. 
Public consumption expenditure (LCE) had a mean of US$4.249 million, a maximum 
of US$5.873 million and a minimum of US$2.804 with a standard deviation of 
US$1.039 million. A sign of variability is also evident in this variable. However, all 
variables are normally distributed as their respective Jarque-Bela (J-B) (Jarque and 
Bera, 1980) test statistics show the existence of normality at 5% significance level as 
they are all above 0.05. The null hypothesis for J-B test for normality is that a variable 
is normally distributed versus no normality alternative. The testing rule is that we reject 
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the null hypothesis if p-value is less than 0.05. In this case there is no enough evidence 




Most empirical studies on economic growth measures the impact of the infrastructure 
through the standard production function where factors are gross complements. Hence, 
an increase in the stock of infrastructure capital should have a direct, increasing effect 
on the productivity of the other factors. These approaches measure the impact of 
infrastructure capital in terms of some estimates of output elasticity. However, recent 
studies such as those of Romp and de Haan (2005); Bom and Ligthart (2008); Straub 
(2011); Estache and Garsous, (2012) pointed out a number of weaknesses in the 
methodology and estimation of these approaches on measuring the impact of 
infrastructure capital on economic growth. These weaknesses include the presence of 
likely potential reverse causality between output and infrastructure investment, which 
can generate an upward bias in the estimated coefficients. This study shall employ 
investigative and empirical methods to analyze the relationship between government 
spending on roads infrastructure and economic growth in Malawi in the period that 
span from 1978 to 2010. The causal link between government expenditure and 
economic growth is derived from the Keynesian concept of growth resulting from 
increased expenditure. Thus, the study uses the Johansen multivariate approach for the 
analysis. The empirical methodology to be followed in this study involves the following 
three step procedures. We begin by performing an integration analysis using unit root 
tests.  
Non-stationarity of econometric variables involved in an analysis leads to violation of 
classical assumption of standard regression methods and to spurious estimates. The 
possible endogeneity of regressors is a problem not well handled by ordinary least 
squares (OLS) methods. Mostly, the sample sizes available for data analysis are small 
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leading to small sample bias estimates. Classical regression properties hold for cases 
where variables are stationary (integrated of order 0) while by contrast most economic 
variables are integrated of order 1 or higher (and hence do not satisfy these 
assumptions), but that where the error correction mechanisms or long-run relationships 
exist, certain combinations of I(1) variables are likely to be I(0) and hence amenable to 
OLS estimation. Where this is so, the variables are said to be co-integrated and OLS 
estimates of such co-integrated variables may be super consistent in the sense of 
collapsing to their true values more quickly than if the variables have been stationary.       
Seminal work by Granger and Newbold (1974) casts doubt on empirical evidence based 
on regression analysis using non stationary variables. Thus, to avoid the problem of 
spurious regression and failure to account for the dynamic specification, we follow 
most existing empirical studies by using the Augmented Dickey-Fuller (hereafter ADF) 
and Kwiatkowski, Phillips, Schmidt and Shin (hereafter KPSS). The second step tests 
for co-integration among the variables under study. The third step examines the 
temporal causality between the variables.  
Time series data consist of observations, which are considered as a realization of 
random variables that can be described by some stochastic processes. The concept of 
“stationarity” is related to the properties of this stochastic process. In this study, the 
concept of “weak stationarity” is adopted; meaning that the data are assumed to be 
stationary if the means, variances and covariances of the series are independent of time, 
rather than the entire distribution. Non-stationarity in a time series occurs when there is 
no constant mean 𝜇, no constant variance 𝜎𝑡
2, or both of these properties. It can 
originate from various sources but the most important one is the unit root. 
 
3.4.1 Unit Root Tests 
 
Implementing the Johansen’s Co-integration method involves some initial testing of the 
time series to ensure I(1), in other words testing for unit roots. The unit root test has 
become a widely popular approach to test for stationarity. The first step is to perform an 
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integration analysis to examine whether each variable is level stationary (I(0)) or 
difference stationary (I(d)) using the unit root tests so as to avoid the problem of 
spurious regression (Granger and Newbold, 1974). There are several ways of testing for 
the presence of a unit root: DF test, ADF test (Dickey and Fuller, 1979, 1981), PP test 
(Phillips and Perron (1988) and KPSS test (Kwiatkowski et al.,1992). When the number 
of observations is low, unit root tests have little power (Chebbi and Boujelbene, 2008) 
and ADF and PP test almost give similar results while ADF is an extension of DF. For 
these reasons, this study employs the ADF test and the KPSS test unit root tests to 
determine the existence of a unit root. The standard ADF and KPSS testing principles 
have different null hypotheses whereby ADF tests the null hypothesis of unit root and 
KPSS tests the null hypothesis of stationarity. A commonly applied formal test for the 
existence of a unit root in data is the DF test and its simple extension, the ADF test 
(Harris, 1985). The augmentation is the addition of lagged values (p) of the first 
differences of the dependent variable as additional regressors that are required to 
account for the possible occurrence of autocorrelation.   
 
3.4.1.1 Augmented Dickey-Fuller (ADF) Test  
 
Dickey (1976), and Dickey and Fuller (1979, 1981) developed a method for testing the 
stationarity of a time series variable by directly testing the null hypothesis of the unit 
root (non-stationarity). The original Dickey-Fuller (DF) test is based on a simple 
autoregressive of order one, AR (1) process with a white-noise disturbance. However, 
because the DF test regression does not include values of variables beyond one lag, the 
error terms may be serially correlated; results based on such tests may be biased and are 
not valid (Davidson and Mackinnon, 1999; Gujarati, 2004; and Kirchgassner and 
Wolters, 2007). The ADF test avoids this problem because it corrects for serial 
correlation by adding lagged-difference terms (Greene, 2003). 
       
Generally, DF and ADF test (Dickey and Fuller, 1979) can be shown as follow: 




Where ∆ is the first difference operation, 𝑡 is the stationary random error and 𝑦𝑡 is 
𝐿𝐺𝐷𝑃𝑡, 𝐿𝑅𝐸𝑡, 𝐿𝐶𝐸𝑡, 𝐿𝑃𝐼𝑡  . The null hypothesis for this test is 𝛿 = 0. If the null 
hypothesis 𝛿 = 0 is not rejected, then the dataset for 𝑦𝑡 contains a unit root (not 
stationary). 
  ∆𝑦𝑡 = 𝛼0 + 𝛿𝑦𝑡−1 + ∑ 𝛽𝑖∆𝑦𝑡−𝑖−1
𝑝
𝑖=2 + 𝑡    (3.2)   
 
where p is autoregressive level that is AR(p) which is suitably selected based on the 
smallest Akaike Information Criterion (AIC) value. The hypothesis 𝛿 = 0 will be 
rejected if 𝛿 is significant (negative).  
 
After estimating the equations, the appropriate critical values to be used to test for the 
presence of a unit root are provided by the Dickey-Fuller test, in which the critical 
values are different for three regressions. After estimating the equations with OLS, the 
resulting ‘t’ statistics are compared with the respective critical values given in the 
Dickey-Fuller tables. However, MacKinnon (1991) has implemented a much larger set 
of simulations than those tabulated by Dickey and Fuller. In addition, MacKinnon 
estimates the response surface using the simulation results, permitting the calculation of 
Dickey-Fuller critical values for any sample size and for any number of right-hand 
variables. Therefore, in this study, MacKinnon critical values are used for the unit root 
test. If the t-calculated value is less than the MacKinnon critical value, the null 
hypothesis of the presence of the unit root will not be rejected. 
 
However, to perform Augmented Dickey-Fuller (ADF) test, firstly we need to specify 
whether to include a constant, a constant and a linear trend, or neither in the test 
regression. One approach would be to run the test with both a constant and a linear 
trend since the other two cases are just special cases of this more general specification. 
However, including irrelevant regressors in the regression will reduce the power of the 
test to reject the null hypothesis of a unit root. To overcome this problem, the form of 
test regression can be based upon the graphical inspection of a series (Verbeek 2004). If 
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the plot of the data does not start from the origin, then the estimation equation should 
include a constant. If the plot of the data indicates the apparent upward or downward 
trend, then the trend term should be contained in the regression. The main criticism of 
the Augmented Dickey-Fuller (ADF) test is the power of the test is very low if the 
process is nearly non-stationary which means the process is stationary but with a root 
close to the non-stationary boundary (Brooks 2002).  
 
3.4.1.2 Kwiatkowski-Philips-Schmidt-Shin Tests (KPSS) 
 
The ADF test takes the existence of a unit root as the null hypothesis. This has been the 
subject of much criticism. For example, De Jong et. al., (1989) argued that the ADF test 
has low power against stationary alternatives that are nearly non-stationary. To 
overcome this major problem, KPSS (Kwiatkowski et al., 1992) propose a test of the 
null hypothesis that an observable series are stationary around a deterministic trend. 
The asymptotic distribution of the statistic is derived under both the null and alternative 
hypotheses that the series are difference stationary. The results of this can be compared 
with the ADF procedure to see if the same conclusion is obtained. For the conclusion to 
be robust both test conclude that the series is stationary or non-stationary, respectively. 
By testing both the unit root and the stationarity hypotheses, we can distinguish series 
that appear to be stationary, series that appear to have roots and series for which data 
(or the test) are not sufficiently informative to be sure whether they are stationary or 
integrated. If the hypothesis of non-stationary of the individual series is rejected, then 
we cannot go any further. By contrast, if the hypothesis is not rejected, then it is correct 
and advisable to test for a unit root of the first difference of the series in question in 
order to exactly specify the order of integration.  
 
KPSS test is the one-sided Lagrange multiplier test of the null hypothesis of trend 
stationarity that corresponds to the hypothesis that the variance of the random walk 
equals zero. The asymptotic distribution of the statistic is derived under the null and 
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alternative hypotheses that the series is difference-stationary. The test is based on the 
regression: 
 
                             𝑦𝑡 = 𝑥𝑡 + 𝛽𝑡 + 𝑡       (3.3) 
Where the tome series  𝑦𝑡 is decomposed into: the sum of deterministic trend, 𝑡; 𝑡 is 
the error term and 𝑥𝑡 is a random walk. Hence, 
                              𝑥𝑡 = 𝑥𝑡−1 + 𝑣𝑡       (3.4) 
Here, the disturbance term vt is i.i.d (0, σv
2). The stationary null hypothesis is σv
2 = 0. If 
the null is accepted, then the error term disappears and xt becomes a constant. This 
means that the time series, yt, is characterized by a deterministic trend. If the null is 
rejected, then the time series has a unit root with a constant. The critical values of the 
KPSS test are tabulated in Kwiatkowski et al., (1992). 
3.4.2  Co-integration  
 
Empirical research in economics like the one to be carried out in this study is based on 
time series. Therefore, it is standard to view time series as the realization of a stochastic 
process. Model builders can use statistical inference in constructing and testing the 
equations that characterize relationships between economic variables. The two central 
properties of many economic time series that have led to many applications in both 
economics and statistics are non-stationarity and time-volatility (Wei, 2006).  
Non-stationarity is a property common to many applied time series. This means that a 
variable has no clear tendency to return to a constant value or linear trend. It is 
generally correct to assume that economic processes have been generated by a non-
stationary process and follow stochastic trends. One major objective of empirical 
research in economics it to test hypotheses and estimate relationships derived from 
economic theory, among other such aggregated variables (Pfaff, 2006). 
The classical statistical methods used in building and testing large simultaneous 
equation models, such as Ordinary Least Squares (OLS), were based on the assumption 
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that the variables involved are stationary. The problem is that the statistical inference 
associated with stationary processes is no longer valid if time series are a realization of 
non-stationary processes. If time series are non-stationary it is not possible to use OLS 
to estimate their long-run linear relationships because it would lead to spurious 
regression. Spurious regression is a situation in which there appears to be a statistically 
significant relationship between variables but the variables are unrelated. A few 
decades ago the difficulty of non-stationarity was not well understood by model 
builders. However, this is no longer the case because the technique of co-integration 
has been introduced according to which models containing non-stationary stochastic 
variables can be constructed in such a way that the results are both statistically and 
economically meaningful. 
Co-integration is an econometric concept which mimics the existence of a long-run 
equilibrium among economic time series. If two or more series are themselves non-
stationary, but a linear combination of them is stationary, then they are said to be co-
integrated (Wei, 2006). Co-integration analysis was introduced by Engle and Granger 
in the early 1980s, with improvements and additions in subsequent years. It is a 
modeling process that incorporates non-stationarity with both long term relationships 
and short term dynamics. To examine time series in financial data using co-integration, 
the series in its level form should be non-stationary and integrated of order 1, written as 
I(1). Integration of order 1 means the series become stationary after differencing it 
once. Variables are to be co-integrated if they are I(1) and have a linear combination 
which is stationary without the need to differentiate the data.  
Co-integration is the underlying methodology we have used to analyze the relationships 
between the economic growth and public expenditure on roads in the presence of other 
factors such as private investment and public consumption to determine possible 
positive effects. It allows us to identify co-movements between these variables where if 
co-integration exists, positive effects are realized. As per our literature review, co-
integration is recognized as an acceptable method in analyzing co-movements. We 
should be concerned about co-integration because it is a possible solution to non-
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stationarity found in many economic time series, and if time series are non-stationary 
the assumptions upon which OLS estimation rest are violated, rendering its application 
inappropriate. 
Previously, the usual procedure for testing hypotheses concerning the relationship 
between non-stationary variables was to run OLS regressions on data which had 
initially been differenced. Data are differenced in order to reduce non-stationary series 
to stationarity. Although this method is correct in large samples, it may give rise to 
misleading inferences or spurious regressions in small samples. Moreover, estimation 
of a single equation framework with integrated or non-stationary variables tends to 
create the following problems: non-standard distribution of the coefficient estimates 
generated by the process not being stationary, explanatory variables generated by the 
process that display autocorrelation, the existence of more than one co-integrated vector 
and tendency to weak exogeneity (Banerjee et al., 1993). 
 
The remedy for problematic regressions with integrated variables is to test for co-
integration and to estimate a vector error-correction model to distinguish between short-
run and long-run responses, since co-integration provides more powerful tools when the 
data sets are of limited length. The technique of co-integration and the error-correction 
model have both been used before in modelling a number of studies, for example, in 
modelling Danish gasoline demand (Bentzen et al., 1995), the road transport energy 
demand for Australia (Samimi, 1995), demand for coal in India (Kulshreshtha and 
Parikh, 1999), coal demand in China (Chan and Lee, 1997) and the United Kingdom's 
final user energy demand (Fouguet et al., 1997). In these studies, the multivariate 
Johansen co-integrating framework was used to ascertain the co-integrating rank. 
The infrastructure and economic growth theory in this study is based on the very same 
concept. The test is carried out by investigating the co-integration relationships between 
series of various factors (GDP, CE, PI, RE). There are at least three methods that can be 
used in analyzing the co-integration between and among variables in time series: Engle-
Grange (1989) two step estimation procedure, Phillips-Ouliaris (1990) residual based 
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test and Johansen’s multivariate technique.  Johansen’s Maximum Likelihood Method 
using either the Trace Statistic and/or the Maximum Eigenvalue Statistic. 
Our study uses the Johansen’s Method due to reasons mainly relating to the shortfalls 
of Engle-Grangers Two Step Estimation Method and Phillips-Ouliaris residual based 
test. The Two Step Estimation Method is very easy to run, however it needs a larger 
sample size to avoid possible estimation errors and can only be run on a maximum of 
two variables (Brooks, 2008). It also doesn’t allow for hypothesis testing on the co-
integrating relationships themselves, unlike Johansen’s method (Brooks, 2008). Since 
we are also examining a total of 5 variables, we want the ability to examine them in a 
multivariate framework, allowing for the possible discovery of more than one co-
integrating vector, which the Engle-Granger and Phillips-Ouliaris methods cannot 
accomplish. In this situation, Johansen’s method better suits the data, due to the fact 
that it can examine more than two test variables, and can treat all test variables as 
endogenous. 
 
3.4.3 Multivariate Johansen-Juselius Co-integration Tests 
 
After examining the stationarity conditions of the data, the second step of the analysis is 
to test for co-integration among the non-stationary variables. Recently, long-run linear 
relationships among variables in the presence of short-run deviations from the long-run 
equilibrium are checked, using co-integration test. In the face of non-stationary series 
with a unit root, the first differencing appears to provide the appropriate solutions to 
ensuring series are weakly stationary. The first differencing, however, does possess a 
major limitation in that it tends to ignore the long-run properties of the data. If two time 
series 𝑦𝑡  and 𝑥𝑡 are both integrated of order d (i.e. I(d)), then, in general, any linear 
combination of the two series will also be I(d); that is, the residuals obtained on 
regression 𝑦𝑡 on 𝑥𝑡 are I(d). If, however, there exists a vector b, such that the 
disturbance term from the regression ( 𝑡 = 𝑦𝑡 + 𝛽𝑡) is of a lower order of integration 
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I(d-b), where b>0, then Engle-Granger (1987) define 𝑦𝑡 and 𝑥𝑡 as co-integration of 
order (d, b). 
 
The concept of co-integration, first introduced into the literature by Granger (1987), is 
relevant to the problem of the determination of long-run or “equilibrium” relationships 
in economics. Co-integration is the statistical implication of the existence of a long-run 
relationship between economic variables (Thomas, 1993). In other words, from a 
statistical point of view, a long-term relationship means that the variables move 
together over time so that short-term disturbances from the long-term trend will be 
corrected (Manning and Andrianacos, 1993). The basic idea behind co-integration is 
that if, in the long-run, two or more series move closely together, even though the series 
themselves are trended, the difference between them is constant. It is possible to regard 
these series as defining a long-run equilibrium relationship, as the difference between 
them is stationary (Hall and Henry, 1989). A lack of co-integration suggests that such 
variables have no long-run relationship: in principal they can wander arbitrarily far 
away from each other (Dickey et. al., 1991). 
   
There are several methods that can be applied in estimating co-integration models such 
as Engle-Granger (1989) two-step estimation, the autoregressive distributed lag 
(ARDL) Pesaran and Shin (1999), the Phillip-Ouliaris (1990) residual based and the 
Johansen-Juselius multivariate approach. This study follows the methodology 
developed and used by Johansen (1988, 1991) and Johansen and Juselius (1990) to 
identify the long-run relationship among the variables in a multivariate model. This is 
so as more variables are included in the model, the possibility of multiple co-integration 
vectors cannot be ruled out. This procedure accommodates the possibility of multiple 
co-integrating vectors (Brooks, 2002). Thus the Johansen and Juselius (1990) approach 
has the advantages over the Engle-Granger and the Phillips-Ouliaris methods in that it 
can estimate more than one co-integration relationship if the data set contains two or 
more time series. It also permits the estimation of the model without priority restricting 
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the variables as endogenous and exogenous. It is used to determine how each 
endogenous variable responds over time to a shock in that variable and in every other 
endogenous variable.  
  
The main feature of Johansen-Juselius approach to testing co-integration is taking the 
rank of the Π matrix. This rank is equal to the number of independent co-integration 
vectors. Evidently, if the rank of Π = 0, i.e. the matrix is null, it would indicate a usual 
VAR model in the first difference. However, if the matrix has a rank Π = 1, then there 
is a single co-integrating vector and the expression Π𝑥𝑡−1 represents the error 
correction vector (ECV).  
 
Johansen (1990) proposed two tests that can be used to identify the co-integrating rank. 
The first test is based on the maximum likelihood estimation (MLE) towards k 
dimensional vector auto-regression (VAR) at level p, 
 
∆𝑍𝑡 = 𝜇 + Γ1∆𝑍𝑡−1 + Γ2∆𝑍𝑡−2 + ⋯ + Γ𝑘+1∆𝑍𝑡−𝑝+1 + Π𝑍𝑡−1 + 𝑡  (3.5) 
where 𝑍𝑡 is k x 1 stochastic variable vector, 𝜇 is k x 1 constant vector, 𝑡 is k x 1 
random vector, Π and Γ1, … , Γ𝑘+1 is k x k parameter matrix. Meanwhile, if the 
coefficient matrix Π has reduced level, 𝑟 < 𝑘, therefore the matrix can be simplified to 
Π = 𝛼𝛽′. This test involves level testing for matrix Π by examining whether the 
eigenvalue for Π is significantly different from zero. There are some conditions where 
it might be true, which are: (i) 𝑟 = 𝑘 meaning that 𝑍𝑡 is stationary at the level, (ii) 𝑟 =
0 meaning that 𝑍𝑡 is the autoregressive vector, (iii) 0 < 𝑟 < 𝑘 which means that there is 
r linear combination towards 𝑍𝑡 which is stationary or co-integrated.  
The second test is based on Trace likelihood ratio which is given as: 
  𝜆𝑡𝑟𝑎𝑐𝑒(𝑟) = −𝑇 ∑ ln (1 − ?̂?𝑖)
𝑝−2
𝑖=𝑟+1      (3.6) 
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where ?̂?𝑟+1, … . , ?̂?𝑝 is the smallest eigenvalue on the estimated 𝑝 − 𝑟. The null 
hypothesis for the Trace eigenvalue test is where there are almost r co-integrating 
vectors. Meanwhile L-max can be calculated as: 
  𝜆max(𝑟, 𝑟 + 1) = −𝑇 ln (1 − ?̂?𝑟+1)     (3.7) 
The null hypothesis for Maximum eigenvalue that the r co-integrating vector is tested 
compared to alternative hypothesis on co-integrating vector r +1. If the Trace 
eigenvalue and Maximum eigenvalue tests result in different decisions, then the 
decision result of Maximum eigenvalue test should be used because the force of 
Maximum eigen value test is bigger when compared to Trace eigenvalue test (Johansen 
and Juselius 1990). However, if these tests fail to justify the existence of a co-
integrating vector, then only the short-run relationship in first difference should be 
modelled, including all appropriate lags using OLS. 
 
3.4.4 Causality Testing - TYDL Procedure  
 
The final step is to examine the temporal causality between variables. Once the 
variables are found to be co-integrated, then there must be Granger cause in at least one 
direction to hold the existence of long run equilibrium relationship. After specifying the 
unrestricted system, the causal relationship between and among the variables are 
assessed using Granger concept of causality. Granger causality testing (GCT) was 
pioneered by Granger (1969). GCT is a technique for determining whether one variable 
is significant in forecasting another. The standard GCT seeks to determine whether past 
values of a variable helps to predict changes in another variable (Granger, 1988). The 
definition of GCT states that in the conditional distribution, lagged values of Y add no 
information to explanation of movements of X itself (Green, 2003).  
 
Suppose we have two variables 𝑌and 𝑋. This technique says that Y is Granger caused 
by X if X assists in predicting the value of Y. If this is true then it means that lagged 
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values of X are statistically significant in explaining Y. The null hypothesis (H0) that we 
test in this case is that X does not granger cause Y and Y does not granger cause X. In 
summary, 𝑋𝑖  is said to granger cause 𝑌𝑖  if the lagged values of 𝑋𝑖 can be used to predict 
𝑌𝑖 and vice versa. The test in this study is based on the following regressions: 
 




𝑘=1    (3.8) 




𝑘=1    (3.9) 
 
where 𝑌𝑡 and 𝑋𝑡 are variables to be tested, and 𝑡 and 𝜐𝑡 are mutually uncorrelated 
errors, and t denotes the time period and k and l are the number of lags. The null 
hypothesis to be tested is: 
 
𝐻0: 𝛼𝑙 = 𝛿𝑙 = 0 for all l (X does not granger cause Y).            (3.10) 
 
The alternative hypothesis is: 
 
𝐻𝑎 : 𝛼𝑙 ≠ 0 𝑎𝑛𝑑 𝛿𝑙 ≠ 0 for at least some l  (X granger causes Y).                        (3.11) 
 
After the analysis, if the coefficients 𝛼𝑙 are significant but 𝛿𝑙 are not, then X Granger 
causes Y. In reverse case, Y causes X. But if both 𝛼𝑙  and 𝛿𝑙  are significant, then the 
causality runs both ways. The null hypothesis is tested by using the standard F-test of 
joint significance. The F-test is given as follows: 
 
   𝐹 =
(𝑅𝑆𝑆𝑅−𝑅𝑆𝑆𝑈𝑅)/𝑚
𝑅𝑆𝑆𝑈𝑅/(𝑛−𝑘)
                  (3.12) 
  
Where 𝑅𝑆𝑆𝑅  and 𝑅𝑆𝑆𝑈𝑅  are the restricted and unrestricted residual sum of squares 
respectively. M is the number of lags, n is the number of observations and k is the 
number of parameter in the unrestricted equation. If the computed F-value exceeds the 
critical F-values at the chosen level of significance, the null hypothesis is rejected. In 
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this study, this would imply that macroeconomic variable(s) granger cause or 
improve(s) the prediction of the economic growth and vice versa.   
 
However, a general problem that emerges when testing for Granger causality in TS 
analysis is the possible existence of stochastic trends in the variables. Sims et al., 
(1990) and Toda and Phillips (1993) reported that the traditional F-test and Wald tests 
used in to determine whether the VAR parameters are stable and jointly zero are not 
valid for I(1) processes because the test statistics do not have standard distributions. In 
addition, Giles and Mirza (1999) argued that pretesting for unit root and co-integration 
may induce an over-rejection of the non-causal null hypothesis because unit root and 
co-integration tests tend to suffer from size distortion. Furthermore, in common 
practice, when the variables are co-integrated, the error correction model (ECM) and 
VECM can be used to examine the causal relationship. However, Rambaldi and Doran 
(1996) argued that both ECM and VECM specification for testing the causal 
relationship are cumbersome and sensitive to the values of nuisance parameters in 
particular when the sample size is relatively small (see also Zapata and Rambaldi, 
1997). Yamada and Toda (1998) conducted a Monte Carlo simulation study to examine 
the performance of three causality tests in small sample. The simulation results 
indicated that among the three causality tests, TYDL is the most stable approach. 
Furthermore, the ECM and Fully-Modified VAR (FM-VAR) causality approaches tend 
to have larger size distortion than the TYDL approach.  
In order to overcome these short comings, Toda and Yamamoto (1995) and Dolado and 
Lutkepohl (1996) referred to as TYDL hereafter, recommended a lag-augmented test 
for non-causality within VAR system to verify the causal relationship between 
econometric variables. Co-integration is only able to indicate whether or not a long-run 
relationship exists between the variables; it does not provide information on the 
direction of causal relationships. The TYDL is applicable irrespective of integration 
and co-integration properties of the model. Therefore, we prefer to use the TYDL 
causality test in this study. 
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The TYDL procedure basically involves estimation of an augmented VAR (k+dmax) 
mode, where k is the optimal lag length in the original VAR system and dmax is the 
maximal order of integration of the variables in the VAR system. The Granger causality 
test employed in TYDL procedure utilizes a modified Wald (MWALD) test statistics to 
test restrictions on the parameters of the VAR(k) model. The remaining dmax 
autoregressive parameters are assumed zero and ignored in the VAR(k) model. The 
reason for ignoring the dmax parameter is that it helps to overcome the problem of non-
standard asymptotic properties associated with standard Wald test for integrated 
variables. Toda and Yamamoto (1995) and Dolado and Lutkepohl (1996) suggested 
over-fitting the VAR order and ignoring the extra parameter (dmax) in testing for 
Granger causality. Rambaldi and Doran (1996) showed that using MWALD standard 
for testing Granger causality can be made computationally simple by using a seemingly 
unrelated regression (SUR) framework. Two steps are involved in the implementation 
procedure.  
The first step in testing the causality includes the determination of the lag length (k) and 
the maximum order of integration (d) of the variables in the system. Measures such as 
the Akaike Information Criterion (AIC) and Hannan-Quinn Information Criterion 
(HQIC) can be used to determine the appropriate lag structure of the VAR. Given that 
the VAR(k) is selected, and that the order of integration d is determined, a level VAR 
can then be estimated with a total of p = [k+dmax] lags. The second step is to apply 
standard Wald tests to the first k VAR coefficient matrix (but not all lagged coefficient) 
to conduct inference on Granger causality.  
The advantages of using TYDL approach to assess the causal relationships between PI, 
CE, RE and GDP are that the estimation procedure guarantees the asymptotic Chi-
Square distribution of the Wald statistic without requiring the knowledge of the co-
integrating properties of the system (Toda and Yamamoto, 19995, 225; Zapata and 
Rambaldi, 1997) and since equation (3.16) includes the relevant variables in the VAR 
based on the “new growth theory”, all of the variables are treated as endogenous within 
a simultaneous system (Gujarat, 2003). However, TYDL has some weaknesses as well. 
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Some of the weaknesses are that the approach is inefficient and suffers some loss of 
power since the VAR model is intentionally over-fitted (Toda and Yamamoto, 1995: 
247). Kuzozumi and Yamamoto, (2000: 212) also warned that for small sample size, 
the asymptotic distribution may be a poor approximation to the distribution of the test 
statistic. Full details of the theory behind TYDL procedures have been discussed in 
details in other papers such as Dolado and Lutkepohl (1996) and Rambaldi and Doran 
(1996).  
In this study, the TYDL test could be easily conducted on estimates of the following 
augmented-VAR system. 
                         𝑦𝑡 = 𝛼0 + 𝛼1𝑡 + ∑ 𝜙𝑡
𝑝
𝑖=1 𝑦𝑡−1 + 𝜓𝑤𝑡 + 𝑢𝑡                                     (3.13) 
Where yt is a (nx1) vector of endogenous variables, t is the linear time trend, α0 and α1 
are (nx1) vectors, wt is a (qx1) vector of endogenous variables and ut is a (nx1) vector 
of unobserved disturbances where ut~N(0, Ω) for t = 1,2, … . , T. The following null 
hypotheses are going to be tested and examined. 
M1 = H0: GDP does not Granger cause RE 
M2 = H0: RE does not Granger cause GDP 
M3 = H0: GDP does not Granger cause CE 
M4 = H0: CE does not Granger cause GDP 
M5 = H0: GDP does not Granger cause PI 
M6 = H0: PI does not Granger cause GDP 
M7 = H0: RE does not Granger cause CE 
M8 = H0: CE does not Granger cause RE 
M9 = H0: RE does not Granger cause PI 
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M10 = H0: PI does not Granger cause RE 
M11 = H0: CE does not Granger cause PI 
M12 = H0: PI does not Granger cause CE   
3.5 Model Estimation  
 
To begin with, the exact functional relationship between the dependent variable and 
independent variables in logarithmic form (L) where 𝑦𝑡 a function of is 𝑥𝑖𝑡 can be 
specified using mathematical expression as follows: 
 
       𝑦𝑡 = 𝑓(𝑥𝑖𝑡)                         (3.14) 
Or in a linear form 
         𝑦𝑡 = 𝛼0 + 𝛽𝑖𝑥𝑖𝑡                     (3.15) 
Where 𝑦𝑡 = 𝐿𝐺𝐷𝑃 at time t, 𝑥𝑖𝑡 =  𝐿𝑅𝐸, LPI, LCE at time t, 𝑖 = 1,2, … , 𝑛, and where 
𝛼0 and 𝛽𝑖 are unknown parameters of the model.  
 
The purely mathematical model of the economic growth function given in equation 
(3.2) is of limited interest to the most researchers, for it assumes that there is an exact or 
deterministic relationship between LRE, LPI, LCE and LGDP. But relationships 
between economic variables are generally inexact because, in addition to LRE, LCE, 
LPI, other variables may affect economic growth. Thus, to allow for the inexact 
relationship between economic variables, this can be modified using the deterministic 
economic growth function as follows: 




where, known as the disturbance, or error term, is a random (stochastic) variable that 
has well defined probabilistic properties. The disturbance term ε may well represent all 
those factors that affect economic growth but are not taken into account explicitly. The 
choice of the existing model is based on the fact that it allows for generation and 
estimation of all the parameters without resulting into unnecessary data mining. 
Normality and serial correlations have been used to test for normality of the model. 
 
Data for analysis are those considered as relevant indicators of economic growth and 
the effect of government spending on critical factors in the system. Theoretically, the 
model says that growth rate of the economy depends on the disaggregated LER, LCE, 
LPI during the considered period. Thus the growth model in this study is expressed as: 
               LGDP = 𝑓(LRE, LPI, LCE)                          (3.17) 
Where LRE, LPI, LCE and LGDP are as defined above. 
 
3.6 Chapter Summary 
 
This gives the methodological aspects to be followed in this study. It starts by giving 
the study design, followed by variables to be included in this study that includes their 
source. The analysis plan to be followed in this study has also been presented such as 
the unit root tests (ADF and KPSS), Johansen-Juselius co-integration test, and TDYL 
causality test. There are several methods that have been used to analyze econometric 
data and the choice of the methods depends on the nature of the data and interpretability 
of the results. The approaches chosen in this study have fulfilled most of econometric 
assumptions of time series data, which are similar to the ones to be analyzed in this 
study. The application of these methods has resulted in what is presented in chapter 









In the previous chapter the research methods were discussed. In this chapter, the data 
analysis, empirical findings and results and discussion of the results are presented. The 
chapter is structured according to the empirical procedures followed. Hence, the chapter 
starts with the results of the unit root tests. Thereafter, the results of the co-integration 
tests are presented. Having examined the stationarity and co-integrating properties of 
the data, the empirical model is then produced and the results of estimation tests are 
presented. Finally, the causality test results are presented and discussed.     
 
The study was carried out to investigate the relationship between government 
expenditure on roads infrastructure and GDP in Malawi using time series data spanning 
from 1978 to 2010. Initially, the order of integration of the variables is investigated 
using standard tests for the presence of unit roots using ADF and KPSS test statistics. 
The second step involves testing for the integration order of variables involved through 
the application of Johansen-Juselius co-integration procedures. The third step involves 
determination of the direction of causality of the relationship of the involved variables 
following TYDL causality procedure.  
 
4.2 Unit Root Test and Stationarity Results 
 
As a first step before investigating the linkages between and among different economic 
variables in the study, the Augmented Dickey-Fuller (ADF) test and the Kwiatkowski, 
Phillips, Schmidt, and Shin (KPSS) test are applied to examine the stationary properties 
of the level series and differentiated series. However, the unit root tests were preceded 
55 
 
by auto-correlation function (ACF) in order to gauge the number of lags that should be 
included in the ADF testing. Plots of the ACF’s are presented in Figure 4.1 below and 
show that the variables have different levels of noise effects on their respective original 
signals. All variables (LGDP, LCE, LPI and LRE) seem to have 6 lags as their cut-off 
points. Thus, these cut-off points help to determine the number of lags that are to be 
included in respective ADF models. In addition, the unit root tests considered whether a 
variable has a trend or not. 
Figure 4.1: ACF plots of variables  
 
These results of the number of lags requires to be included in the ADF and KPSS and 
any further analysis have also been confirmed by both AIC and HQIC selection 
criterion. 
The null hypothesis of ADF test is that the series has a unit root, whereas stationary is 
the null hypothesis in the KPSS test. Thus we perform KPSS test as confirmatory test 
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of the results of ADF. But if two approaches are contradicted, KPSS is preferred. The 
unit root test results are presented in Table 4.1 below. 
Table 4.1: Unit Root test results 
 
Test with intercept only Test with intercept and trend 
  
ADF test  KPSS test ADF test KPSS test 
(5% CV = -3.55) (5% CV = 0.739) (CV 5% = -3.50) (CV 5% = 0.146) 
Variable I(0) I(1) I(0) I(1) I(0) I(1) I(0) I(1) 
LRGDP -2.3237 -1.7871 1.7234* 0.3727 -2.3232 -2.9782 0.3098* 0.1301 
         LRE -1.7688 -2.5634 1.5470* 0.0758 -2.1266 -3.0681 0.2554* 0.0598 
         LPI -2.2891 -2.2639 1.6178* 0.0966 -2.4622 -2.9782 0.2449* 0.1351 
         LCE -2.1215 -1.7073 1.726* 0.2293 -2.1618 -3.4646 0.2636* 0.1277 
 
* denotes rejection of the null hypothesis at the 5% significance level  
The null hypothesis of ADF test is that a series does contain a unit root (non-stationary 
process) against the alternative of stationary. The null hypothesis of KPSS test is that a 
series is stationary process against the alternative of non-stationary process.  
 
The trend analysis (ADF test) was conducted on variables with intercepts only and in 
the presence of both the intercepts and trends. This was also both on level and first 
differencing. The analysis was further done on variables with both the intercept and the 
trend and in levels as well as in difference status. Commenting on the test that included 
the intercept and trend, for both ADF and KPSS tests at 5% significance level, the 
results in Table 4.1 shows that t-test statistics of the ADF test for all variables in levels 
are lower than the critical values. For this reason, we do not have enough statistical 
evidence to reject the null hypothesis of presence of unit root. However, looking at the 
results, we have strong statistical evidence to reject the null hypothesis of presence of 
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unit root in the first differences as the t-test statistics for the ADF tests are higher than 
the critical values. 
The second test of stationarity process was conducted using KPSS tests. As it can be 
seen from Table 4.1, the t-test statistics for all variables under consideration are greater 
than critical values in levels. This is enough statistical evidence to reject the null 
hypothesis of stationarity. Contrary to this, the t-test statistics for KPSS in the first 
differences are lower than critical values. For this reason, we fail to reject the null 
hypothesis of stationarity. These results clearly show that all variables under 
investigation exhibit non-stationarity characteristics in levels both under ADF and 
KPSS tests. However, they become stationary in the first difference and for this reason, 
we treated all variables as I(1) processes and thus dmax = 1 in the TYDL model. 
Having established this stationarity process, we proceeded to co-integration analysis 
and this follows in the next section.      
 
4.3 Johansen Co-integration Test Results 
 
As mentioned in Chapter Three, co-integration is used to ascertain the long run 
relationships between I(d) variables. To achieve this, Johansen co-integration procedure 
has been utilized (Johansen, 1988 and Johansen and Juselius, 1990). In this approach, 
there are two techniques used; the Trace test and the Maximum eigenvalue. Trace test 
tests the null hypothesis of r co-integrating vectors against the alternative hypothesis of 
n co-integrating vector. If r = 0, it means that there are no relationship among the 
variables. The maximum eigenvalue test, on the other hand, tests the null hypothesis of 
r co-integrating vectors against the alternative hypothesis of (r+1) co-integrating 






Table 4.2: Johansen’s Trace and Maximum Eigenvalue test results 
 
The AIC and HQIC suggest six (6) lag length of VAR model. The trace test statistic 
tests the null hypothesis that the number of co-integrating vectors is less of equal to r 
where r = 0, 1, 2 and 3. In each case, the null hypothesis is tested against a general 
alternative. The maximum eigenvalue test statistic tests the null hypothesis that r = 0 
against the alternative that r = 1, r = 1 against the alternative that r = 2, etc. As depicted 
by Table 4.2, the reported trace test statistic for the null hypothesis of no co-integration 
is 67.46, which is well above the critical value of 53.12 at 5% significant level. Thus, it 
rejects the null hypothesis of no co-integration in favour of the general alternative more 
than 1 co-integration vector. However, the null hypothesis of  











𝜆𝑡𝑟𝑎𝑐𝑒     
𝑟 ≤ 3 𝑟 > 3 7.02 9.24 Do not reject Ho 
𝑟 ≤ 2 𝑟 > 2 18.29 19.96 Do not reject Ho 
𝑟 ≤ 1 𝑟 > 1 33.93 34.91 Do not reject Ho 
𝑟 = 0 𝑟 > 0 67.46 53.12 Reject Ho 
𝜆𝑚𝑎𝑥     
𝑟 = 3 𝑟 = 4 7.02 9.24 Do not reject Ho 
𝑟 = 2 𝑟 = 3 11.27 15.67 Do not reject Ho 
𝑟 = 1 𝑟 = 2 15.63 22.00 Do not reject Ho 
𝑟 = 0 𝑟 = 1 33.53 28.14 Reject Ho 
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integrating vectors cannot be rejected at the 5% significant level since the reported trace 
statistic values of 33.93, 18.29 and 7.02 are less than  their respective critical values of 
34.91, 19.96 and 9.24. The test thus, concludes that there is only 1 co-integrating 
relationship among GDP, RE, CE and PI. 
On the other hand, the maximum eigenvalue that test the null hypothesis of no co-
integration is rejected at the 5% significance level as reported maximum eigenvalue of 
33.53 exceeds the critical value of 28.14. The test, however, fails to reject the null 
hypothesis of 𝑟 = 1, 𝑟 = 2 and 𝑟 = 3 as their reported maximum eigenvalues are 
15.63, 11.27 and 7.02 are less than their respective critical values of 22.0, 15.67 and 
9.24 at 5% significance level. This result provides additional evidence in favour of the 
above conclusion that there exists only 1 co-integration relationship among the four 
variables under investigation. 
In essence, both test statistics – the trace and maximum eigenvalue reject the null 
hypothesis of no co-integration at the 5% significance level and suggest that there is as 
unique co-integration vector. Therefore, our yearly data from 1978 – 2010 appears to 
support the existence of long-run relationship among GDP, CE, RE and PI based on 
Johansen’s co-integration procedure. Co-integration does not tell which series have a 
long-run relationship until we fit the model through equation 3.4. The next section 
presents the results of the long-run relationship test among the variables under 
investigation. 
 
4.4 The Long-Run Relationship 
 





Table 4.3: Estimates of Long-Run relationship co-integration model 
(1978 – 2012) 
 
Variables Coefficients t-test statistic p-value 
Constant 0.0312 0.302 0.765 
 
LCE 0.8983 46.662 0.001 
 
LRE 0.0124 1.071 0.293 
 
LPI 0.0429 2.402 0.023 
Dependent variable = LGDP, F = 1473.89, R-Sq = 0.99, p-value = 0.0001 
The results of the modeling as shown in Table 4.3 shows that only consumption 
expenditure (CE) and private investment (PI) are significant in predicting the economic 
growth in Malawi during the period under investigation (1978 – 2010). The coefficients 
in the long-run relationship are long-run elasticities. Each coefficient measures the 
corresponding magnitude or extent of change in the dependent variable following a unit 
or percentage change in the independent variable. Measures of elasticity in both CE and 
Pi are elastic. This means that only CE and PI have the long-run relationship with GDP. 
Now going further into the analysis of the direction of relationship between these 
variables, a causality test was done based on TYDL model. The results of this are 
presented in the following section.  
 
4.5 Granger causality Test based on TYDL 
 
According to Granger (1986), the existence of a co-integration relationship implies that 
there must be at least one direction to maintain the presence of the long-run 
relationship. In addition to that, verification of the causality direction also plays an 
important role in determining the effectiveness of policies. For example, if the causality 
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evidence suggests that roads expenditure Granger causes economic growth, this reflects 
that policies prioritizing on encouraging infrastructure investment will stimulate 
economic growth. For these reasons, this study employed the TYDL causality test to 
verify the causal relationship between roads infrastructure spending and economic 
growth in Malawi. Prior to that, the optimal lag lengths in the VAR system must be 
determined as causality test is sensitive to the number of lags used (see Thornton and 
Batten, 1985; Xu, 1996). Both AIC and HQIC showed that 6 years lag of the VAR 
system in the best, therefore, the augmented-VAR with 7 lags has been performed for 
the causality test. The results of the VAR model for the four variables based on TYDL 
augmented lag method granger causality are estimated using SUR regression technique 
are presented in Table 4.4.  
Table 4.4 Modified Wald Test Statistics of Granger causality based 
on TYDL procedure  
Dependent Variable CE RE PI GDP 
CE - 3.2 0.7 7.4 
  
(0.091) (0.66) (0.014) 










GDP 2.7 2.7 0.79 - 
 
(0.13) (0.12) (0.61)   
 
NOTE: The [𝑘 + 𝑑𝑚𝑎𝑥]𝑡ℎ order level VAR was estimated with 𝑑𝑚𝑎𝑥 = 1, since the 
order of integration is 1. Lag length selection of k = 6 was based on AIC and HQIC test 





Twelve models were set as null hypotheses in trying to find which of the four variables 
Granger causes the others. There can be three causational results that can be found 
using these models can either be unidirectional, bi-directional or no causational at all. 
The results from fitting these models have shown only unidirectional relationships that 
exist between three variables. For instance, there was a unidirectional relationship that 
exists between consumption expenditure (CE) and economic growth (GDP) in that CE 
Granger causes economic growth (GDP) and the causality is significant at 5% level 
with Wald test statistic of 7.4 and p-value of 0.014. There is also a unidirectional 
causality between road expenditure (RE) and economic growth (GDP) with RE Granger 
causing GDP at 5% significance level with Wald test statistic of 4.5 and p-value of 
0.043. Lastly, RE Granger causes CE at 1% significance level with Walt test statistic of 
6.3 and p-value of 0.001. There were no relationships between these variables in the 
reverse direction. The coefficients of the three significant models M2, M4 and M6 are 
positive meaning that the causation is positive i.e. consumption expenditure positively 
Granger causing economic growth, public road expenditure positively Granger causing 
economic growth.  
4.6       Economic Implication for Policy Makers 
 
The results of fitted models show that there is unidirectional relationship that exists 
between the three variables. As there is a unidirectional causality between road 
expenditure (RE) and economic growth (GDP) with RE Granger causing GDP, Policy 
makers in Malawi can use this as a development tool. Policy makers should ensure that 
that recurrent and capital expenditure on road infrastructure is efficiently utilized, 






CHAPTER FIVE: SUMMARY, CONCLUSION AND 
RECOMMENDATIONS 
 
This study was set out to empirically investigate the growth impact of government 
sectoral expenditure on roads infrastructure on economic growth in Malawi using 
Johansen’s multivariate approach. The study used annual time series econometric data 
covering the period of 33 years (1978 - 2010) collected from government ministries and 
departments. Four variables namely; GDP, CE, RE and PI are included in the analysis. 
GDP is used as a proxy to economic growth, which is the explained variable, RE 
captures government expenditure on roads, CE captures public consumption 
expenditure and PI captures private investment expenditure.  
The main goal of this study was to investigate the impact of specific government 
expenditure on roads infrastructure on economic growth. In this respect, growth model 
was taken as a function of government expenditure. However, private investment 
expenditure (PI) was included in the analysis to capture physical capital formation, 
which is considered as one of the most important determinants of economic growth and 
helps to shed more light on whether or not public investment crowds out private 
investment. As it is argued that consumption behavior can either promote or impede 
economic growth process, CE was included to capture spill-over effects of public 
consumption behavior.  
To avoid much variability within each variable was transformed using natural logarithm 
function. Descriptive statistical techniques were adopted to give a quantitative 
description of the pattern of the data and develop a general trend and summarize it. The 
empirical methodology followed in this study involves three step procedures. The 
stationarity analysis was done using ADF and KPSS unit root tests, the co-integration 
analysis was done by employing the Johansen and Juselius multivariate procedure and 
TDYL inferential statistical technique was also adopted to empirically infer on whether 
there is a causality relationship between public expenditure on roads (RE) and 
economic growth (GDP).  
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Public expenditure has been a cardinal objective of all successive governments since 
Malawi gained its independence in 1964. Successive administrations have on different 
occasions made attempts to direct government spending towards achieving objectives 
that have direct bearing on its populace. However, the attainment of this goal is subject 
to both endogenous and exogenous factors. ADF and KPSS Unit Root tests were 
conducted on the variables to investigate the stationarity property. From the Augmented 
Dickey-Fuller (ADF) test, we found that the variables were integrated of the order one, 
that is I(1).  
Having established the stationarity properties of the variables, the order of integration 
was next employing the Johansen-Juselius multivariate co-integration procedures. The 
Trace and Maximum eigenvalue test statistics were used to determine the integration 
order in this procedure. Economic growth and government expenditure on roads are 
having the long-run relationship, which means that these variables take longer time to 
reach equilibrium. The test of causality shows that government expenditure on roads 
infrastructure positively Granger causes economic growth. This impact is 
unidirectional; that is the relationship is from the expenditure to economic development 
and not the other way, which supports the Keynesian hypothesis that government 
expenditure affects economic growth.  
Empirical literature on the relationship between public investment in infrastructure 
especially transport and communication and economic growth has reported a mixed 
picture, sometimes significant and positive, sometimes significant and negative and 
sometimes insignificant. The results of the analysis have shown that during the study 
period, though there have been three different administrations all of which inclining 
towards increased expenditure on infrastructure development such as roads as a means 
of developing the economy, and there is an evidence of influence of public spending on 
economic growth in a long-run. The study, therefore, concludes that government 
spending on road infrastructure results in economic growth, which confirms the main 
goal of MGDS of achieving economic growth through infrastructure development. 
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Hence, these results suggest that policy-makers should ensure that capital and recurrent 
expenditure are properly managed to accelerate economic growth. This can be achieved 
by promoting efficient and effective allocation of resources mainly on human capital 
development to encourage more private sector participation so as to ensure productivity 
to ensure intensive economic growth. 
5.1 Limitations of the study results  
 
As it was revealed in the literature review that there are growing misunderstandings 
among researchers, economists and policy makers on the actual role of infrastructure in 
an economy, the division between two extreme economic thoughts (Wagner’s and 
Keynes) still remain intact. Among other disagreements are definitions of 
infrastructure, quantification, analysis methods. This study though it has established 
that the relationship between economic growth and public expenditure belongs to 
Keynesian group, there are several limitations that might have influences the results. 
Some of these limitations are:  
1. Though there is a long-run relationship between economic growth and public 
expenditure on roads, the study did not establish the actual period when the 
effects start to be realized in the system. 
2. The coverage in terms of variables was narrow to strictly observe the actual 
contribution to economic growth as there are several factors that collectively 
affect the economy. 
   
5.2 Recommendations for Future Research 
 
The research and analysis on the relationship between macroeconomic variables is a 
complex issue such that it is difficult to find all components of economic variables that 
are exhaustive and exclusive. This might be due to the nature, scope and aims of the 
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study. The study recommends that in future, the choice of macroeconomic variables, 
which are mostly related should be expanded to accommodate more that can shed more 
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