ABSTRACT Feature matching, which refers to the establishment of accurate correspondence between two sets of feature points, plays an important role in the field of computer vision and remote sensing. Focusing on the characteristics of remote sensing images, this paper proposes a new algorithm for robust feature matching based on non-rigid transformation, which formulates the feature matching problem as a probabilistic model. Specifically, we first utilize the scale-invariant feature transform to establish the initial feature correspondences between an image pair, and the thin-plate spline is adopted for non-rigid transformation modeling, where a local geometric constraint is introduced to maintain local structures of neighboring feature points after the transformation. Under the Bayesian framework, we seek a maximum a posteriori solution of our model by using the expectation-maximization algorithm. In addition, without sacrificing the matching accuracy, we provide a fast implementation to reduce the computational complexity of the algorithm based on sparse approximation. We verify the performance of our method on a large number of remote sensing images, and the qualitative and quantitative results reveal its superiority over the state-of-the-art.
I. INTRODUCTION
Feature matching refers to extracting the feature point pairs and establishing accurate correspondences from the two images to be registered [1] , [2] . In computer vision, remote sensing, photogrammetry and pattern recognition, etc., feature matching is indispensable for a large number of applications, such as change detection, panoramic image mosaic, image fusion, image super-resolution, 3D reconstruction and target recognition [3] - [8] . It is significant for these feature matching-based studies to establish a reliable and efficient correspondence relationship.
There is a common strategy for solving the feature matching problem, which is mainly divided into two steps [9] : (1) using a feature descriptor similarity constraint to establish a set of initial feature correspondences; (2) using
The associate editor coordinating the review of this manuscript and approving it for publication was Kumaradevan Punithakumar. a geometrical constraint/transformation between feature points to eliminate mismatch in initial correspondences. Geometric transformations include rigid transformations and non-rigid transformations. The former involves a small number of transformation parameters, and the related research is relatively complete; the latter is relatively complicated, because the non-rigid transformation is more complicated and difficult to model. However, the remote sensing images typically involve non-rigid deformations, which is usually unknown and variable in practice. Therefore, it is not suitable to model with a predefined parametric transformation.
Although feature matching has an extensive history of research and a wide range of applications, establishing reliable correspondence is still a challenging task, especially for remote sensing images [10] . First, a common factor is the noise during image acquisition and feature point extraction, which results in feature points cannot be matched exactly. Second, remote sensing image pairs usually involve a large number of false matches due to repetitive structures, occlusion, low-quality imaging condition, etc. Third, the geometrical relationship between remote sensing images will be complex in case of variations in ground relief, changes in imaging viewpoints, or shooting at low altitudes, where image pairs cannot be accurately matched using the rigid or affine transformation models as in most existing methods. Last but not least, high computational complexity is often incurred, especially when the transformation model is an complex non-rigid model, limiting its applicability in real-time and large-scale tasks.
In order to tackle the above problems, in this paper we propose a new algorithm for feature matching of remote sensing images, which convert feature matching into probability problems. Under the Bayesian framework, the correspondence and the transformation are alternately optimized by the expectation maximization (EM) algorithm [11] to automatically eliminate mismatched points. First, the algorithm utilizes feature descriptors, such as scale-invariant feature transform (SIFT) [12] , for rough correspondence. Second, we adopt the thin-plate spline (TPS) [13] for non-rigid transformation, which can be decomposed into affine and nonaffine subspaces and minimizes the bending energy function based on the second derivative of the space map. Third, since the local structure of the remote sensing image is usually stable or slightly changed, we develop a local geometrical constraint for maintaining local structures among neighboring feature points after the transformation to make full use of this characteristic and establish an accurate correspondence. In addition, we provide a fast implementation to reduce the computational complexity of the non-rigid model based on sparse approximation without sacrificing the matching accuracy.
The contributions of this paper mainly include the following three aspects. First, we introduce a new probabilistic formulation for remote sensing image matching based on TPS, which can address the more general non-rigid matching problem. Second, we develop a local geometric constraint to make full use of local information of remote sensing images, which can achieve more accurate matching performance in case of bad degenerated data. Third, we provide a fast implementation using sparse approximations, so that our algorithm can be applied to the non-rigid condition with low computational complexity.
The remainder of the paper is organized as follows. Section II introduces the background and related work of this paper. Section III describes our algorithm in detail, we develop the model of the problem and its solution. Section IV gives our qualitative and quantitative experimental results, and compares with the state-of-the-art methods. Finally, we present conclusions in Section V .
II. RELATED WORKS
In this section, we briefly review the feature matching algorithms related to our work. As mentioned earlier, there is a widely used feature-based approach that uses a feature descriptor to establish an initial feature point-sets and a transform function to remove the mismatch. Common feature descriptors include SIFT [12] , speeded up robust features (SURF) [14] , and oriented FAST and rotated BRIEF (ORB) [15] , which have proven to be efficient and practical. In the first step, the initial point matching set is established by using the similarity constraint of these feature descriptors, which contains a large number of correct matches, since the high-similarity matching is preserved and the low-similarity matching is eliminated. However, as the similarity constraint of feature descriptors only uses local information, the initial point matching set usually contains a number of mismatches because of ambiguity. In order to improve the matching precision, in the second step a transformation with global information to remove the mismatches is considered. The transformation here can be a parametric model or a nonparametric model. The random sampling consensus algorithm (RANSAC) [16] proposed by Fischler and Bolles is currently the most widely used feature matching algorithm. It obtains the optimal parametric model by continually randomly selecting a set of points to fit a given parametric geometry model. Inspired by RANSAC, a variety of methods based on random sampling have been proposed, such as MLESAC [17] and PROSAC [18] . Although this series of methods has achieved great success, their using the predefined parameter models cannot accurately fit the non-rigid transformation between remote sensing images. In addition, the performance of this series of methods drop dramatically when there are many outliers in initial matching set [19] .
In view of the large number of non-rigid deformation between image pairs in the real world, some non-rigid transformation based non-parametric models have emerged in recent years, such as [9] , [19] - [24] . In particular, identify correspondence function (ICF) [19] uses the support vector regression to learn the corresponding function pairs, vector field consensus (VFC) [9] learns smooth vector fields to fit inliers, manifold regularized coherent vector field (MRCVF) [21] learns the coherent vector field with manifold regularization and fits the inliers with Laplacian constraints. In the remote sensing community, Ma et al. developed an efficient strategy based on locality preservation [24] , which can establish feature correspondences within only tens of milliseconds.
Different from the second step above, there is a class of methods alternating estimation of correspondence and transformation. The iterated closest point algorithm (ICP) [25] is one of the simplest methods, which uses the nearestneighbor relation to assign a binary correspondence for the matching points, and then uses the updated correspondence to estimate the transformation function, and vice versa. This iteration is repeated until convergence. Chui et al. proposed a robust point set matching algorithm (TPS-RPM) [26] , which uses soft assignment method to optimize the discontinuity of binary correspondence. In addition, the transformation function is modeled by the thin-plate spline under the framework of deterministic annealing. More recently, some similar methods [2] , [27] - [29] have been proposed. Ma et al. proposed a robust transform estimation method (MR-RPM) [28] using manifold regularization, which can produce excellent results, especially in the case of severe data degradation. However, its success depends on a series of structural feature points.
In addition, another method of feature matching is to directly establish the correspondence between two feature point sets -the graph matching method, which mainly utilizes feature similarity and spatial geometric consistency between feature points. A common method based on graph matching is the spectral method (SM) proposed by Leordeanu and Hebert [30] . This method establishes a graph of the adjacency matrix M whose nodes represent potential correspondences. The SM method uses the main feature vectors and mapping constraints of M to recover the matching relationship. Liu and Yan proposed a graph shift algorithm (GS) [31] , which establishes an affinity graph based on SM. In addition, dual decomposition [32] , composition based affinity optimization [33] , [34] and mode-seeking [35] are also representative studies. Although graph matching makes the model transformation more flexible, but it is not robust to noise and outliers.
In recent years, deep learning has been widely used and made great progress in computer vision, such as image detection [36] , image classification [37] , semantic segmentation [38] , image fusion [39] . Following from that deep learning-based feature matching including key-point detection and feature representation [40] , image patch matching [41] and stereo matching [42] have emerged. We focus on key-point detection detection and feature representation related to our research. Different from the traditional hand-crafted key-point detection and feature representation [12] , [14] , [15] , the deep learning-based method leverages a deep learning architectures to learn and extract deep layer feature points in the image [40] , [43] , [44] . Although these deep learning-based methods have proven to be superior to traditional methods [45] , [46] , there are many mismatches in initial point-sets. Therefore, it is necessary to remove the mismatches from the initial matches. In addition, another method based on deep learning is to directly establish correspondence from feature points, which has not been widely studied. Recently, Yi et al. [47] made an attempt and proposed learning to find a good correspondence (LFGC), which uses depth-tilt techniques to remove mismatches. However, this method only works for specific parametric transformation model. In addition, Ma et al. [48] cast the feature matching into a classification problem from a novel perspective, which can learn a general classifier to determine the correctness of an arbitrary putative match.
III. METHOD
This section elaborates on our algorithm for remote sensing images in detail. The SIFT feature descriptor is used to create an initial matches and our algorithm for rejecting mismatches from the initial set and estimating transformation. We first develop a probabilistic formulation of the problem, and then introduce a local geometric constraint and the thin-plate spline. Finally, we describe the implementation details of the algorithm and introduce a fast solution method.
A. PROBLEM FORMULATION
Given a pair of remote sensing images, we first use the SIFT feature descriptor to extract the feature points and establish the initial point set S = {x n , y n } N n=1 , which consists of points {x i , i = 1, 2, 3, . . . , N } and {y j , j = 1, 2, 3, . . . , N }, respectively. Usually there are noise and outliers in the initial point set. Our goal is to eliminate those false matches and establish a reliable correspondence.
We give the maximum likelihood formulation used to calculate the multiple view relationship. Suppose that the noise on the image is subject to a Gaussian distribution with zero mean and unit covariance, and the outlier distribution is uniform. Then we associate a latent variable z n ∈ {0, 1} for each pair of correspondence, where z n = 1 indicates (x n , y n ) is an inlier and z n = 0 indicates the correspondence (x n , y n ) is an outlier. Let f denote the non-rigid transformation between two feature points, i.e., for each point x n mapped to y n , y n = f (x n ). We can obtain a mixture model of Gaussian and uniform distribution as follow:
where θ = {f , σ 2 , γ } represents the set of unknown variables. In particular, γ is the mixing coefficient, σ is the standard deviation of the error and a is just a constant which indicates that outliers are subject to a uniform distribution. Consider the maximum likelihood estimation of the model parameter set θ = {f , σ 2 , γ }, i.e., θ * = arg max θ p(Y |X , θ). It is equivalent to minimizing the following negative loglikelihood functions:
There are several ways to estimate the parameters of a mixture model, such as the gradient descent method, the EM algorithm and the variational method. Since the least square method is not suitable for the outliers in the data and the EM algorithm is used to deal with the problem with latent variables, we choose the EM algorithm for optimization, which is mainly divided into E step (expectation) and M step (maximization) for iterative solution. According to the standard criteria of EM algorithm and by omitting the items unrelated to θ, we obtain the following complete-data logarithm likelihood function:
where p n = p(z n = 1|x n , y n , θ old ) is a posterior probability indicating the degree of that (x n , y n ) is an inlier. E-Step: Estimate the posterior probability of each sample belonging to the inlier in the current parameter set θ. According to Bayesian criteria, we can obtain the posterior probability:
M-
Step: Update the parameter set based on current sample posterior probability. Take the derivatives of with respect to σ 2 and γ and set them to zero. Hence, we have
where
The solution of F is relatively complex, and we will introduce it in detail in the following sections. Until the EM algorithm converges and p n meets our pre-set inlier threshold τ , we can get the inlier point set I :
B. LOCAL GEOMETRICAL CONSTRAINT Feature matching is mainly achieved by the transformation that represents the global geometric relation between image pairs. At the same time, the local geometric relation of the image pairs should also be fully utilized. The local structure of the feature points in remote sensing images is stable or slightly changed, which is of great advantage especially when the non-rigid deformation exists. To utilize such characteristics, we introduce a local geometric constraint to keep the local structure of neighboring feature points after the transformation. Our method proceeds as follows, as shown in Fig. 1 . First, find the K nearest neighbors of each point in X . They are expressed by matrix W of size N ×N and if x j does not belong to the neighbors of x i , W ij = 0 is enforced. Second, the cost function is minimized to maintain the local neighborhood structure of the feature points
where W under the constraint that the rows of it sum to one:
The optimal solution of the weight matrix can be obtained by the least squares method. Second, after the transformation f , the local neighboring structure of each inlier point can be maintained by minimizing the following transforming cost term:
In combination with Eq. (3), the objective function in the M-step then becomes:
where λ > 0 controls the impact of the local constraint term. Clearly, parameters σ 2 and γ in (5) and (6) have no effect on the estimation of the transformation f . To simplify the energy function ,We omit irrelevant items in (9) and obtain the error function consisting of an empirical error term and a migration cost term:
Minimizing the above error function, we can get the optimal transformation f .
C. THIN-PLATE SPLINE
In order to complete the parameter estimation for the nonrigid point set matching, we introduce a specific form of nonrigid transformation function -the thin-plate spline. TPS is a general purpose spline tool with smooth constraints. As in Equation (11) , the smoothing metric is defined as the integral of the squares of the second derivative of the transformation function. When the transformation is non-rigid, there are countless ways to map from one point-set to another. It is effective to avoid too arbitrarily mapping with smooth constraints, which leads us to the thin-plate spline. In addition, the space integral of the square of the second derivative of the transformation function is one of the simplest measures.
To minimize the energy function, we use TPS to fit the transformation between point-sets {x n } N n=1 and {y n } N n=1 as follows:
We use homogeneous coordinates where the point x i is represented as a vector (x iu , x iv , 1). The transformation f can be decomposed into a global affine transformation and a local non-affine component by TPS:
where A is a 3 × 3 affine matrix, H is an N × 3 non-affine deformation parameter matrix, and k(x) is a 1 × N vector defined by the TPS kernel for each point, which contains the information about the internal structure of the point set, e.g., k n (x) = x − x n 2 log x − x n . Posterior probability p n indicates the degree of the inlier correspondence. Hence, we consider p n a soft assignment that is continuous in the interval [0, 1]. Substituting Eq. (12) into Eq. (11), we can get:
where X and Y is matrix versions of {x n } N n=1 and {y n } N n=1 , and K is an N × N TPS kernel composed of k(x).
D. SOLUTION
With the TPS regularization and the local constraint, the nonrigid transformation f can be estimated by minimizing the energy function as follows:
where the second smoothness term is the standard TPS regularization term which has an actual physical interpretation of the bending energy, and the third item is the local constraint item. The solution of the TPS energy function is complex and it is difficult to get a closed-form solution. To solve the TPS parameter pair A and H, we use an iterative solution method that fixes one of the parameters to solve the other. Firstly W is fixed, taking derivation of E with A and set it zero, we can obtain:
Similarly, we can obtain: (16) where Update P by Eq. (4); 8: M-step:
Begin B: Alternating update 10: Update mapping f by using Eqs. (13) and (14);
11:
End B
12:
Update σ 2 and γ by Eqs. (5) and (6); 13: End A; 14: The inlier set is determined by I = {(x n , y n )|p n > τ }.
E. FAST IMPLEMENTATION
In the high-dimensional non-rigid feature matching, the feature point sets usually involves hundreds of or thousands of feature points, which leads to serious computational complexity in time and space. To reduce computational complexity, we introduce a sparse approximation solution which randomly selects M (M N ) feature points as a subset {x m } M m=1 from the origin feature points set. This follows the conclusions in [49] that randomly choosing a subset performs no worse than a sophisticated strategy. Thus the energy function we solved has the following approximate solution:
wherek(x) is a 1 × M vector defined by the TPS kernel for each point, e.g.,k m (x) = x − x m 2 log x − x m . In this case, H becomes an M × 3 matrix. Clearly, by using the sparse approximation, the time complexity of computing of the TPS parameter H in Eq. (16) has been decreased from O(N 3 ) to O(M 2 N ), while the space complexity has been decreased from O(N 2 ) to O(MN ). Since M is a constant and typically M N , the time and space complexities of our fast implementation can be written as O(N ), which are linear with respect to the scale of feature points. This is significant for addressing large-scale and real-time remote sensing matching tasks.
F. IMPLEMENTATION DETAILS
In our algorithm, we use homogeneous coordinates and make the coordinates of the feature points have zero mean and VOLUME 7, 2019 unit variance. Note that parameter a in the uniform distribution (in Section III-A) needs to be set according to the standardized data.
Parameter Setting: There are five main parameters in our algorithm, namely K , λ 1 , λ 2 , γ , and τ . Parameter K controls the number of nearest neighbor feature points in local geometric constraints. Parameters λ 1 and λ 2 control the effects of the TPS smoothing constraint and local geometric constraint on the transformation function f respectively. Parameter γ represents our assumption of the ratio of the inlier in the initial feature point set. Parameter τ is a preset inlier threshold used to judge whether the feature point is an inlier. The parameters we set are as follows: λ 1 = 0.01, λ 2 = 100, γ = 0.9, and τ = 0.75.
IV. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of our method on several sensing image datasets with comparison to the state-of-the-art. We first introduce the experimental datasets and settings, and then describe the evaluation criteria. Subsequently, we provide the qualitative and quantitative results. 
A. EXPERIMENTAL DATASETS
To evaluate the performance of our method, we use four remote sensing image datasets coming from [24] , namely UAV, SAR, PAN, CIAP for testing. We show an example of the image datasets in Fig. 2 . These images have the characteristics of image distortion, change of viewpoint, and small overlapping area, which poses a great challenge for feature matching. The specific information of the image are summarized in Table 1 .
B. EXPERIMENTAL SETUPS
We use the SIFT algorithm in the open-source VLFEAT toolbox [50] to extract feature points and establish an initial feature matching between images based on the SIFT descriptor. All parameters take default settings. Then, we focus on removing mismatches from the initial feature point-sets. Ground truth was established using the same method as that in [24] . Based on the initial match established by SIFT, we manually select all the correct matches as the ground truth.
We use five state-of-the-art feature matching algorithms including several different research directions, namely RANSAC [16] , GS [31] , ICF [19] , MR-RPM [28] and LFGC [47] for comparison, where RANSAC is the most widely used resampling method, GS is a graph matching method, ICF is a non-parametric model method, MR-RPM is a method using global and local constraints and LFGC is a Deep learning method. All the parameters of the comparison algorithm are set based on the original papers. The experiment is performed on a laptop with a 2.5-GHz Intel Core CPU and 8 GB memory, programmed in MATLAB.
C. EVALUATION CRITERIA
In this paper, two common evaluation indicators, namely precision and recall are used to measure the performance of our algorithm [10] . They are defined as follows (the precision rate is defined as the ratio of the number of retained inlier points to the total number of initial feature points, and the recall rate is defined as the ratio of the number of retained inlier points to the number of initial inlier points).
where TP (true positive) indicates the number of correct matches that is predicted to be positive, FP (false positive) indicates the number of false matches that is predicted to be positive, and FN (false negative) indicates the number of correct matches that is predicted to be negative. Similarly, TN (true negative) indicates the number of false matches that is predicted to be negative.
D. QUALITATIVE EVALUATION
To visualize the performance of our algorithm, we present some representative experimental results in Fig. 3 . The figure shows eight sets of experimental results from top to bottom, which represent four datasets, namely UAV, SAR, PAN and CIAP, and each of them includes two sets. For each set of images, the left represents the identified correct correspondences and the right represents the identified wrong correspondences. It is very challenging for the eight sets of data shown in Fig. 3 for feature matching. For example, there are large degrees of scale and affine changes in the first and second rows, non-rigid deformations in the fourth and fifth rows, and small overlapping area in the last two rows. We summarize the details of the displayed image, including the number of initial correspondences, the initial inlier ratio, the precision and the recall in Table 2 . Both intuitive performance and detailed results demonstrate the effectiveness of the proposed algorithm. It can be seen from Fig. 3 that the proposed algorithm successfully separates the inliers from the outliers on all the eight examples.
E. QUANTITATIVE EVALUATION
To test the performance of feature matching under different conditions, we have experimented on all four datasets and compared with RANSAC [16] , GS [31] , ICF [19] , MR-RPM [28] , and LFGC [47] . We show the quantitative experimental results on four datasets in Fig. 4 , where the first column represents the initial inlier ratio for each dataset. The first two datasets are rigid and affine datasets, which are challenging due to several images with low inlier ratio. For the last two datasets, there are non-rigid transformations and low overlap regions in images pairs.
The cumulative distribution of precision and recall for each algorithm on the four datasets are provided in the third and VOLUME 7, 2019 FIGURE 4. Quantitative comparisons of RANSAC [16] , GS [31] , ICF [19] , MR-RPM [28] , LFGC [47] and our algorithm on four image datasets. From top to bottom, the rows represent the quantitative experimental results on UAV, SAR, PAN and CIAP datasets, respectively. For each row, the first graph represents the cumulative distribution of the initial inlier in the dataset, and the rest two graphs represent the statistical results of the precision and recall of the four algorithms.
fourth column of Fig. 4 . From the four sets of data, we can see that all algorithms except ICF show good results. However, the recall of GS and ICF is low under different conditions, especially when the initial inlier ratio is low. RANSAC performs better for rigid and affine transformations but performs bad in the case of non-rigid transformation. The performance of LFGC is not satisfactory. In contrast, our algorithm and MR-RPM demonstrate better performance, where our method achieve a slightly better compromise of precisionrecall. We also test the fast implementation of our method on the four datasets, and the precision and recall are almost exactly the same. Nevertheless, the fast version demonstrates much less run time on the four datasets, as shown in Table 3 .
V. DISCUSSION
Based on non-rigid transformation and local geometric constraints, this paper proposes a mismatching removal algorithm for remote sensing images. Remote sensing image pairs typically include non-rigid transformation caused by imaging viewpoint changes, captured at low-altitude, etc. To tackle this problem, the proposed method uses TPS to model nonrigid transformation. In addition, to make full use of the characteristics of local structural stability of remote sensing images, this paper imposes local constraints on non-rigid mapping.
The qualitative analysis demonstrates the proposed algorithm's good performance on the datasets of USV, SAR, PAN, CIAP. The quantitative comparisons of RANSAC, ICF, GS, MR-RPM and LFGC shows the superiority of our algorithm. The proposed method can successfully separate the inliers from the outliers and achieve a good compromise of precision-recall.
However, the proposed algorithm also exists some shortcomings. When the initial inlier ratio is too low (less than 30%), the performance of the algorithm is poor. In future research work, we will focus on the case where the initial inlier ratio is extremely low.
VI. CONCLUSION
This paper proposes a new algorithm for feature matching of remote sensing image based on non-rigid transformation, which formulates the feature matching problem as a probabilistic model and solve it using an EM iterative method. Specifically, we first utilize the scale-invariant feature transform to establish the initial matching point-sets between pairs of images and the thin-plate spline for non-rigid transformation. In order to make full use of the local structural stability of remote sensing images, we introduce a local geometric constraint that maintains local structures of neighboring feature points after the transformation. In addition, without sacrificing the performance of the algorithm, we use a fast implementation to reduce the computational complexity of the algorithm. We experimented with this method on four typical remote sensing image datasets and compared it with five state-of-the-art algorithms, which demonstrate the superiority of our proposed method.
