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RECENT PROGRESS IN THE CALDERO´N PROBLEM
WITH PARTIAL DATA
CARLOS KENIG AND MIKKO SALO
Abstract. We survey recent results on Caldero´n’s inverse prob-
lem with partial data, focusing on three and higher dimensions.
Contents
1. Introduction 1
2. Partial data results 5
3. Strategy of proof 12
4. Carleman estimates 16
5. Complex geometrical optics 22
6. Uniqueness results 25
7. The linearized case 28
8. Open problems 32
References 33
1. Introduction
The Caldero´n problem with partial data asks to determine the elec-
trical conductivity of a body from electrical measurements made on
certain subsets of the boundary. This is a fundamental inverse prob-
lem, also mentioned as an open question in Gunther Uhlmann’s ICM
address [Uh98]. Subsequent years have seen several advances in partial
data problems, many of them due to Gunther Uhlmann and his collab-
orators, and it is a pleasure for us to survey some of these developments
in this volume in honor of Gunther’s remarkable career.
Let us give the formal statement of the problem. If Ω ⊂ Rn, n ≥ 2,
is a bounded domain with C∞ boundary, if γ ∈ L∞(Ω) is a positive
function (the electrical conductivity of the medium), and if ΓD,ΓN are
open subsets of ∂Ω, we consider the partial Cauchy data set
CΓD,ΓNγ = {(u|ΓD , γ∂νu|ΓN ) ; div(γ∇u) = 0 in Ω, u ∈ H1(Ω),
supp(u|∂Ω) ⊂ ΓD}.
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In the Caldero´n problem with partial data, the objective is to determine
the conductivity γ from the knowledge of CΓD ,ΓNγ for given (possibly
very small) sets ΓD,ΓN . Here ∂ν is the normal derivative, and the
conormal derivative γ∂νu|∂Ω is interpreted in the weak sense as an
element of H−1/2(∂Ω). Thus we have
CΓD,ΓNγ ⊂ H1/2(ΓD)×H−1/2(ΓN).
It is very useful to consider the related inverse boundary value prob-
lem for the Schro¨dinger equation with partial data. There, the objec-
tive is to determine a potential q ∈ L∞(Ω) from the partial Cauchy
data set
CΓD ,ΓNq = {(u|ΓD , ∂νu|ΓN ) ; (−∆+ q) = 0 in Ω, u ∈ H∆(Ω),
supp(u|∂Ω) ⊂ ΓD}.
Here, the space H∆(Ω) is defined by
H∆(Ω) = {u ∈ L2(Ω) ; ∆u ∈ L2(Ω)}.
It is known (see [BU01]) that for u in this space, the trace u|∂Ω and nor-
mal derivative ∂νu|∂Ω are in H−1/2(∂Ω) and H−3/2(∂Ω), respectively.
Therefore,
CΓD ,ΓNq ⊂ H−1/2(ΓD)×H−3/2(ΓN).
We formulate the relevant partial data problems as follows:
Question 1. Let ΓD,ΓN be open subsets of ∂Ω and let γ1, γ2 ∈ L∞(Ω).
If
CΓD,ΓNγ1 = C
ΓD ,ΓN
γ2 ,
is it true that γ1 = γ2?
Question 2. Let ΓD,ΓN be open subsets of ∂Ω and let q1, q2 ∈ L∞(Ω).
If
CΓD,ΓNq1 = C
ΓD ,ΓN
q2
,
is it true that q1 = q2?
In both problems above, we think of u|∂Ω as Dirichlet data (volt-
age) prescribed only on ΓD, and we assume that one can measure the
Neumann data of the corresponding solution (outgoing current) on ΓN .
The Cauchy data set is determined by the Dirichlet-to-Neumann map
(DN map) Λγ : H
1/2(∂Ω)→ H−1/2(∂Ω), defined by
Λγ : u|∂Ω 7→ γ∂νu|∂Ω where u ∈ H1(Ω) solves div(γ∇u) = 0 in Ω.
The partial Cauchy data set is obtained from the graph of Λγ as
CΓD,ΓNγ = {(f |ΓD ,Λγf |ΓN ) ; f ∈ H1/2(∂Ω), supp(f) ⊂ ΓD}.
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Also CΓD ,ΓNq is obtained by restricting the graph of the DN map Λq :
u|∂Ω 7→ ∂νu|∂Ω, where (−∆ + q)u = 0 in Ω, provided that 0 is not a
Dirichlet eigenvalue of −∆+ q in Ω.
One can think of three subcases of the above problems:
• Full data: ΓD = ΓN = ∂Ω.
• Local data: ΓD = ΓN = Γ, where Γ can be any nonempty open
subset of ∂Ω.
• Data on disjoint sets : ΓD and ΓN are disjoint open sets.
The most complete results are of course available for the full data
case. Moreover, virtually all known results involve some version of the
method of complex geometrical optics (CGO) solutions. This method
has its origin in the works [Fa66], [Ca80], and major results for full data
inverse boundary value problems based on the CGO method are [SU87],
[HT11] in dimensions n ≥ 3 and [Na96], [AP06], [Bu08] in the case
n = 2. In particular, it has been proved that the set C∂Ω,∂Ωγ determines
uniquely a conductivity γ ∈ C1(Ω) if n ≥ 3 and a conductivity γ ∈
L∞(Ω) if n = 2. See the survey [Uh09] for further references.
For the partial data question where the sets ΓD or ΓN may not be the
whole boundary, we mention here four main approaches. Formulated in
terms of the Schro¨dinger problem, it is known that CΓD ,ΓNq determines
q in Ω in the following cases:
(1) n ≥ 3, the set ΓD is possibly very small, and ΓN is slightly
larger than ∂Ω \ΓD (Kenig, Sjo¨strand, and Uhlmann [KSU07])
(2) n ≥ 3 and ΓD = ΓN = Γ, and ∂Ω \ Γ is either part of a hyper-
plane or part of a sphere (Isakov [Is07])
(3) n = 2 and ΓD = ΓN = Γ, where Γ can be an arbitrary open
subset of ∂Ω (Imanuvilov, Uhlmann, and Yamamoto [IUY10])
(4) n ≥ 2, linearized partial data problem, ΓD = ΓN = Γ where
Γ can be an arbitrary open subset of ∂Ω (Dos Santos, Kenig,
Sjo¨strand, and Uhlmann [DKSjU09])
Here approach (1) requires roughly complementary sets ΓD and ΓN ,
whereas approaches (2)–(4) deal with the local data problem. Ap-
proaches (1)–(3) also give a partial data result for the conductivity
equation with the same assumptions on the dimension and the sets
ΓD,ΓN . In (4), the linearized partial data problem asks to show injec-
tivity of the Fre´chet derivative of Λq at q = 0 instead of injectivity of
the full map q 7→ Λq, when restricted to the sets ΓD and ΓN .
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It is interesting that each of the four approaches is based on a ver-
sion of CGO solutions, but still the approaches are distinct in the sense
that none of the above results is contained in any of the others. Ap-
proach (1) is based on Carleman estimates with boundary terms for
limiting Carleman weights, whereas approach (2) is based on reflection
arguments and the full data methods of [SU87]. Approach (3) uses lim-
iting Carleman weights with critical points and stationary phase, but
involves complex analysis and is therefore restricted to two dimensions.
Approach (4) is based on analytic microlocal analysis but so far only
works for the linearized case.
In a recent work [KS12], we unified the approaches (1) and (2) and
extended both of them, giving new partial data results in dimensions
n ≥ 3 also on certain Riemannian manifolds. Below, we will explain the
approaches (1) and (2) from the new perspective obtained from [KS12],
and we will also give detailed proofs of certain partial data results in
[KS12] restricting to the special case of Euclidean domains. We hope
that the present treatment will be more accessible to readers familiar
with Euclidean analysis than the geometric paper [KS12]. Approaches
(3) and (4) give rather final results in the local data problem for n = 2
and for the linearized case. We refer to the recent survey [GT13] on
two-dimensional partial data problems for more details on approach (3).
Approach (4) will be discussed in Section 7, and some open problems
are listed in Section 8.
We list here some further references for partial data results, first
for the case n ≥ 3. The Carleman estimate approach was initiated in
[BU01] and [KSU07]. Based on this approach, there are low regularity
results [Kn06], [Zh12], results for other scalar equations [DKSjU07],
[KS07], [Ch11], [Ch12] and systems [ST10], stability results [HW06],
[HW07], [Tz08], [CDR12], and reconstruction results [NS10]. The re-
flection approach was introduced in [Is07], and has been employed for
the Maxwell system [COS09], [Ca11]. Partial data results for slab ge-
ometries are given in [LiU10], [KLU12]. A result analogous to Theorem
2.7 was independently obtained in [IY12c].
In two dimensions, the main partial data result is [IUY10] which
has been extended to more general equations [IUY11a], combinations
of measurements on disjoint sets [IUY11b], less regular coefficients
[IY12a], and some systems [IY12b]. An earlier result is in [ALP05].
In the case of Riemann surfaces with boundary, corresponding partial
data results are given in [GT11a], [GT11b], [AGTU11].
For piecewise analytic conductivities, uniqueness in the local data
problem follows from boundary determination results [KV84], [KV85].
See [Ge08] for a related construction. An early result for the linearized
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problem in an annular domain in R2 with no measurements on the in-
ner boundary is in [Ha¨98]. In the case when the conductivity is known
near the boundary, the partial data problem can be reduced to the full
data problem [Is88], [AU04], [Fa07], [Be09], [AK12], [HPS12]. Also, we
remark that in the corresponding problem for the wave equation, it has
been known for a long time (see [KKL01]) that measuring the Dirichlet
and Neumann data of waves on an arbitrary open subset of the bound-
ary is sufficient to determine the coefficients uniquely up to natural
gauge transforms. Recent partial results for the case where Dirichlet
and Neumann data are measured on disjoint sets are in [LO10], [LO12].
The paper is structured as follows. Section 1 is the introduction. In
Section 2 we give precise statements for the various partial data results
in the literature, concentrating on the Schro¨dinger problem. Section 3
describes the main strategy for proving most of these results, by reduc-
ing to a density statement for products of solutions that vanish on parts
of the boundary. A Carleman estimate with boundary terms relevant
for partial data results is proved in Section 4. This is a special case of
the corresponding estimate in [KS12], but we give self-contained proofs
in the Euclidean case. Section 5 discusses the construction of CGO so-
lutions vanishing on parts of the boundary, and Section 6 explains the
corresponding uniqueness results relying on the injectivity of a mixed
Fourier transform/local attenuated geodesic ray transform of the un-
known coefficient. The linearized problem is considered in Section 7,
and Section 8 lists open questions related to the partial data problem.
Acknowledgements. C.K. is partly supported by NSF, and M.S. is
supported in part by the Academy of Finland and an ERC Starting
Grant.
2. Partial data results
In this section we give precise statements of the partial data results
mentioned in the introduction. We will only consider the Schro¨dinger
problem, since the conductivity problem can be reduced to that case
by the well known relation
Λqγf = γ
−1/2Λγ(γ
−1/2f) +
1
2
γ−1(∂νγ)f, qγ =
∆(γ1/2)
γ1/2
.
This reduction works if the conductivities are sufficiently regular (one
may additionally need to assume that the two conductivities agree on
part of the boundary).
It will be useful to introduce some notation. In all results below,
we assume that Ω ⊂ Rn is a bounded open connected set with C∞
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boundary. If ϕ ∈ C∞(Ω) is a real valued function, we can write the
boundary of Ω as the disjoint union
∂Ω = ∂Ω+ ∪ ∂Ω− ∪ ∂Ωtan
where
∂Ω± = ∂Ω±(ϕ) = {x ∈ ∂Ω ; ±∇ϕ(x) · ν(x) > 0},
∂Ωtan = ∂Ωtan(ϕ) = {x ∈ ∂Ω ; ∇ϕ(x) · ν(x) = 0}.
Here ν is the outer unit normal of ∂Ω.
The functions ϕ that can be used in partial data results are typically
limiting Carleman weights. This is a special class of functions, intro-
duced in [KSU07], that coincides with the set of harmonic functions
(with some restriction on their critical points) if n = 2, and if n ≥ 3 it
consists of the following six functions up to translation and scaling:
α · x, log |x|, α · x|x|2 , arg((α + iβ) · x),
arg(eiθ(x+ iξ)2), log
|x+ ξ|2
|x− ξ|2 .
Here α and β are orthogonal unit vectors, θ ∈ [0, 2pi), ξ ∈ Rn \ {0},
and the argument function is defined by
arg(z) = 2 arctan
Im(z)
|z| + Re(z) , z ∈ C \ (−∞, 0].
We refer to [DKSaU09] for more information and a thorough analysis
of limiting Carleman weights that have no critical points.
It is suggested by the methods of [KS12] that for a fixed limiting
Carleman weight ϕ, measuring Neumann data on ∂Ω+(ϕ) for Dirichlet
data input of ∂Ω−(ϕ), with no measurements required on ∂Ωtan(ϕ),
might be sufficient for determining the unknown coefficients (and this
should also hold with ∂Ω+(ϕ) and ∂Ω−(ϕ) interchanged). All results
described below can be understood in light of this idea, but most of
them require measurements on ∂Ω±(ϕ) for a large family of different
ϕ’s instead of just one ϕ.
2.1. The result of [KSU07]. This result is stated in terms of the front
and back faces of ∂Ω with respect to some point x0 which is outside
the convex hull ch(Ω) of Ω. Note that if Ω is strictly convex, the front
face can be made arbitrarily small by placing x0 close to the boundary,
but in this case the back face will be very large.
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Theorem 2.1. Let Ω ⊂ Rn, n ≥ 3. If x0 ∈ Rn \ch(Ω), define the front
and back face of ∂Ω by
F (x0) = {x ∈ ∂Ω ; (x− x0) · ν(x) ≤ 0},
B(x0) = {x ∈ ∂Ω ; (x− x0) · ν(x) ≥ 0}.
Let ΓD,ΓN be open subsets of ∂Ω with F (x0) ⊂ ΓD and B(x0) ⊂ ΓN .
If q1, q2 ∈ L∞(Ω) and if
CΓD,ΓNq1 = C
ΓD ,ΓN
q2 ,
then q1 = q2.
We also state another partial data result, which follows from the
previous theorem by placing x0 sufficiently far from Ω. This is close to
the earlier result of [BU01].
Theorem 2.2. Let Ω ⊂ Rn, n ≥ 3. If α ∈ Rn is a unit vector, define
the front and back face of ∂Ω by
F (α) = {x ∈ ∂Ω ; α · ν(x) ≤ 0},
B(α) = {x ∈ ∂Ω ; α · ν(x) ≥ 0}.
Let ΓD,ΓN be open subsets of ∂Ω with F (α) ⊂ ΓD and B(α) ⊂ ΓN . If
q1, q2 ∈ L∞(Ω) and if
CΓD,ΓNq1 = C
ΓD ,ΓN
q2 ,
then q1 = q2.
Both results can be understood as follows: partial measurements are
sufficient for determining the potential provided that ΓD and ΓN satisfy
∂Ω−(ϕ) ∪ ∂Ωtan(ϕ) ⊂ ΓD, ∂Ω+(ϕ) ∪ ∂Ωtan(ϕ) ⊂ ΓN
for a suitable family of limiting Carleman weights. In the first theorem
ϕ(x) = log |x − x′0| where x′0 ranges over a small neighborhood of x0,
and in the second theorem ϕ(x) = α′ · x where α′ ranges over a small
neighborhood of α in the unit sphere.
2.2. The result of [Is07]. This is a local data result where one
measures both Dirichlet and Neumann data on the same set Γ = ΓD =
ΓN , but where the inaccessible part Γ0 = ∂Ω \ Γ has to be part of a
hyperplane.
Theorem 2.3. Let Ω ⊂ Rn, n ≥ 3. Assume that Ω ⊂ {xn > 0}, let Γ
be a nonempty open subset of ∂Ω, and assume that Γ0 = ∂Ω\Γ satisfies
Γ0 ⊂ {xn = 0}. If q1, q2 ∈ L∞(Ω) and if
CΓ,Γq1 = C
Γ,Γ
q2 ,
then q1 = q2.
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By applying the Kelvin transform K(x) = x/|x|2, this theorem im-
plies a similar result (also proved in [Is07]) where the inaccessible part
of the boundary has to be part of a sphere.
Theorem 2.4. Let Ω ⊂ Rn, n ≥ 3. Assume that Ω is a strict subset
of some ball B, let Γ be a nonempty open subset of ∂Ω, and assume
that Γ0 = ∂Ω \ Γ satisfies Γ0 ⊂ ∂B. If q1, q2 ∈ L∞(Ω) and if
CΓ,Γq1 = C
Γ,Γ
q2
,
then q1 = q2.
These results can be understood so that measurements on Γ are
sufficient to determine the potential if the inaccessible part Γ0 satisfies
certain geometric conditions related to limiting Carleman weights. In
the first theorem, it holds that
Γ0 ⊂
⋂
α∈Rn,|α|=1
α·en=0
∂Ωtan(ϕα)
where ϕα(x) = α · x and en is the nth coordinate vector. Taking
complements, this condition means that Γ should be sufficiently large
in the sense that ⋃
α∈Rn,|α|=1
α·en=0
(∂Ω+(ϕα) ∪ ∂Ω−(ϕα)) ⊂ Γ.
In the second theorem, if the coordinates are normalized in such a way
that B = B(1
2
en,
1
2
), one has instead
Γ0 ⊂
⋂
α∈Rn,|α|=1
α·en=0
∂Ωtan(K
∗ϕα)
where K is the Kelvin transform and K∗ϕα is the limiting Carleman
weight K∗ϕα(x) = α · x/|x|2.
2.3. The result of [IUY10]. This is a general local data result that
is valid for two-dimensional domains. (It was extended to potentials
with W 1,p, p > 2, regularity in [IY12a].)
Theorem 2.5. Let Ω ⊂ R2 be a bounded open set with C∞ boundary,
and let Γ be a nonempty open subset of ∂Ω. If q1, q2 ∈ C4,α(Ω) for
some α > 0 and if
CΓ,Γq1 = C
Γ,Γ
q2
,
then q1 = q2.
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The result is related to limiting Carleman weights as follows. Let Γ
be any open subset of ∂Ω, and let Γ0 = ∂Ω \Γ be the inaccessible part
of the boundary. The proof of [IUY10] begins by showing that one can
find a family of harmonic functions (limiting Carleman weights in 2D)
{ϕp}p∈S, where S is a dense subset of Ω, such that
Γ0 ⊂
⋂
p∈S
∂Ωtan(ϕp)
and each ϕp is a Morse function (its critical points are nondegenerate)
having a critical point at p. We refer to [IUY10] and the survey [GT13]
for more details about partial data problems in two dimensions.
2.4. The result of [DKSjU09]. As it is explained in Lemma 3.1
below, if ΓD = ΓN = Γ, where Γ is a nonempty open subset of ∂Ω, and
if CΓ,Γq1 = C
Γ,Γ
q2
, then ∫
Ω
(q1 − q2)u1u2 dx = 0
for any uj ∈ H∆(Ω) with (−∆ + qj)uj = 0 in Ω and supp(uj|∂Ω) ⊂ Γ.
In [DKSjU09], the authors consider a linearization of this assumption
at q1 = q2 = 0. The main result of [DKSjU09] is:
Theorem 2.6. Let Ω be a bounded connected open subset of Rn, n ≥ 2,
with connected C∞ boundary. The set of products of harmonic func-
tions in C∞(Ω) which vanish on a closed proper subset F ⊂ ∂Ω is dense
in L1(Ω).
While the proof of this theorem is quite different from the ones of
the other results mentioned here, it does depend on the linear limiting
Carleman weights ϕ(x) = α ·x and the associated complex geometrical
optics solutions eζ·x, where ζ ∈ Cn satisfies ζ · ζ = 0, or equivalently
ζ = τ(α + iβ) where α, β ∈ Rn are unit vectors satisfying α · β = 0.
See Section 7 for a sketch of the proof of this result.
2.5. The results of [KS12]. The partial data results in [KS12] are
valid on a class of Riemannian manifolds of dimension n ≥ 3, but here
we will only mention some consequences for domains in R3. In all of
the results below Ω ⊂ R3 is a bounded open connected set with C∞
boundary, and we consider the decomposition
∂Ω = ∂Ω+(ϕ) ∪ ∂Ω−(ϕ) ∪ ∂Ωtan(ϕ)
with respect to a fixed limiting Carleman weight ϕ. We will also assume
that ∂Ωtan is decomposed as
∂Ωtan = Γa ∪ Γi
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where Γa is an open subset of ∂Ωtan that is accessible to boundary
measurements, and Γi is the inaccessible part. Further, we will assume
that ΓD and ΓN are nonempty open sets in ∂Ω with ∂Ω− ∪ Γa ⊂ ΓD
and ∂Ω+ ∪ Γa ⊂ ΓN .
The content of the results below is that if the inaccessible part Γi
satisfies a geometric condition, then Dirichlet measurements on ∂Ω− ∪
Γa and Neumann measurements on ∂Ω+∪Γa are sufficient to determine
the unknown coefficient locally away from Γi.
The first theorem corresponds to the case ϕ(x) = x1 and the case
where the inaccessible part Γi is part of a cylindrical set. This result
generalizes Theorem 2.2 (if one chooses E = ∂Ω0 and Γi = ∅) and
Theorem 2.3 (if one chooses Ω0 and E so that Ω ∩ {x3 = 0} ⊂ R ×
(∂Ω0 \ E)).
Theorem 2.7. Suppose that Ω ⊂ R× Ω0 where Ω0 is a bounded open
set with C∞ boundary in R2. Let ϕ(x) = x1, and let E be an open
subset of ∂Ω0 such that Γi satisfies
Γi ⊂ R× (∂Ω0 \ E).
If q1, q2 ∈ C(Ω) and if
CΓD,ΓNq1 = C
ΓD ,ΓN
q2
,
then q1 = q2 in Ω∩ (R×O) where O is the intersection of Ω0 with the
union of all lines in R2 that have ∂Ω0 \ E on one side.
Note that if Ω0 is convex and E is connected, then the set O in the
previous theorem is just the convex hull of E in Ω0 and one recovers
the potential in Ω∩ (R× chΩ0(E)). The next theorem is related to the
logarithmic weight and generalizes Theorem 2.1 (choose E = ∂Ω0 and
Γi = ∅). The inaccessible part of the boundary must now be part of a
conical set.
Theorem 2.8. Let Ω ⊂ {x3 > 0} and let ϕ(x) = log |x|. Consider
the hemisphere S2+ = {ω ∈ S2 ; ω3 > 0}, and let M0 be a compact
subdomain of S2+ with C
∞ boundary. Let E be an open subset of ∂M0
such that Γi satisfies
Γi ⊂ {rω ; r > 0, ω ∈ ∂M0 \ E}.
If q1, q2 ∈ C(Ω) and if
CΓD,ΓNq1 = C
ΓD ,ΓN
q2
,
then q1 = q2 in Ω ∩ {rω ; r > 0, ω ∈ O} where O is the union of all
great circle segments in S2+ such that ∂M0 \ E is on one side of the
hyperplane containing the great circle segment.
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The final theorem involves the weight ϕ(x) = arg(x1+ ix2) and does
not have a counterpart in the previous results. It corresponds to a
case where the inaccessible part of the boundary is part of a surface of
revolution.
Theorem 2.9. Let Ω ⊂ {x1 > 0} and let ϕ(x) = arg(x1 + ix2). Let
S = {(x1, 0, x3) ; x1 > 0} be a half-plane with hyperbolic geodesics given
by the half-circles (with R > 0 and α ∈ R)
(x1(t), x2(t), x3(t)) = (R sin t, 0, R cos t+ α), t ∈ (0, pi)
or the lines
(x1(t), x2(t), x3(t)) = (t, 0, α), t > 0.
Let M0 be a compact subdomain of S with smooth boundary, and let E
be an open subset of ∂M0 such that Γi satisfies
Γi ⊂ {Rθ(∂M0 \ E) ; θ ∈ (−pi, pi)}
where Rθx = (R˜θ(x1, x2), x3) and R˜θ rotates vectors in R
2 by angle θ
counterclockwise. That is, we assume that the inaccessible part Γi is
contained in a surface of revolution obtained by rotating the boundary
curve ∂M0 \ E about the x3-axis.
If q1, q2 ∈ C(Ω) and if
CΓD,ΓNq1 = C
ΓD ,ΓN
q2
,
then q1 = q2 in Ω ∩ {Rθ(O) ; θ ∈ (−pi, pi)} where O is the union of all
geodesics in S that have ∂M0 \ E on one side.
Note that the above results are local results that allow to determine
the unknown potential locally away from the inaccessible part Γi. The
paper [KS12] also contains results where one obtains information on
the potential near the inaccessible part Γi, but this information comes
in the form of integrals along broken geodesic rays in the transversal
manifold. In the Euclidean case, a continuous curve γ : [0, L] → Ω0 is
called a nontangential broken ray if γ is obtained by following straight
lines that are reflected in the standard way (angle of incidence = an-
gle of reflection) whenever they hit ∂Ω0, all reflections are nontangen-
tial, and all reflection points are distinct. One also needs a somewhat
stronger assumption on the sets ΓD and ΓN (this assumption was made
for simplicity and could be removed in many cases).
Let us state a counterpart of Theorem 2.7 which involves the broken
ray transform with exponential attenuation. Note that in the absence
of the stronger assumption on ΓD and ΓN , this result would generalize
Theorem 2.7.
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Theorem 2.10. Suppose that Ω ⊂ R×Ω0 where Ω0 is a bounded open
set with C∞ boundary in R2. Let ϕ(x) = x1, and let E be an open
subset of ∂Ω0 such that Γi satisfies
Γi ⊂ R× (∂Ω0 \ E).
Let q1, q2 ∈ C(Ω), let Γ be a neighborhood of ∂Ω+ ∪ ∂Ω− ∪ Γa, and
assume that
CΓ,Γq1 = C
Γ,Γ
q2 .
Then for any nontangential broken ray γ : [0, L] → Ω0 with endpoints
on E, and given any real number λ, one has∫ L
0
e−2λt(q1 − q2)ˆ (2λ, γ(t)) dt = 0.
Here ( · )ˆ is the Fourier transform in the x1 variable, and q1 − q2 is
extended by zero to R3 \ Ω.
It follows from this result that one could recover the unknown po-
tential also near Γi if one knew how to invert the broken ray trans-
form, that is, to recover a function in Ω0 from its (attenuated) integrals
over nontangential broken rays with endpoints on a given open subset
E ⊂ ∂Ω0. This is a question of independent interest and there seem to
be only partial results in this direction, see [Es04], [Il12].
3. Strategy of proof
In this section we give an outline of the proof of the partial data
results described above. The proofs proceed in three steps:
1. Via an integral identity, the partial data uniqueness question
is reduced to showing that products of solutions of Schro¨dinger
equations, which vanish on suitable parts of the boundary, are
dense in L1(Ω).
2. Construction of a family of special complex geometrical optics
solutions to Schro¨dinger equations, and showing that certain
transforms of any function that is L2-orthogonal to products of
complex geometrical optics solutions must vanish.
3. Showing that the transforms arising in Step 2 are injective,
which completes the proof that products of solutions are dense
and also the uniqueness proof.
This general outline roughly applies to all of the results in Section 2,
but the particulars (the choice of complex geometrical optics solutions,
and the transforms in the final step) vary from case to case.
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3.1. Reduction to the density of products of solutions. This
step is achieved by the following basic integral identity.
Lemma 3.1. If ΓD,ΓN ⊂ ∂Ω are open and if CΓD,ΓNq1 = CΓD,ΓNq2 , then∫
Ω
(q1 − q2)u1u2 dx = 0
for any uj ∈ H∆(Ω) satisfying (−∆+ qj)uj = 0 in Ω and
supp(u1|∂Ω) ⊂ ΓD, supp(u2|∂Ω) ⊂ ΓN .
Proof. Let uj be as stated. Since C
ΓD,ΓN
q1 = C
ΓD,ΓN
q2 , there is a function
u˜2 ∈ H∆(Ω) with (−∆+ q2)u˜2 = 0 in Ω, supp(u˜2|∂Ω) ⊂ ΓD, and
(u1|ΓD , ∂νu1|ΓN ) = (u˜2|ΓD , ∂ν u˜2|ΓN ).
Using that u1, u2 and u˜2 are solutions, we have∫
Ω
(q1 − q2)u1u2 dx =
∫
Ω
[(∆u1)u2 − u1(∆u2)] dx
=
∫
Ω
[(∆(u1 − u˜2))u2 − (u1 − u˜2)(∆u2)] dx.
Now u1− u˜2|∂Ω = 0, so in fact u1− u˜2 ∈ H2(Ω) by the properties of the
space H∆(Ω), see [BU01]. Recall also that C
∞(Ω) is dense in H∆(Ω)
and that u2|∂Ω ∈ H−1/2(∂Ω) and ∂νu2|∂Ω ∈ H−3/2(∂Ω). These facts
make it possible to integrate by parts, and we obtain that∫
Ω
(q1 − q2)u1u2 dx =
∫
∂Ω
[(∂ν(u1 − u˜2))u2 − (u1 − u˜2)(∂νu2)] dS
in the weak sense. The last expression vanishes since ∂ν(u1−u˜2)|ΓN = 0
and supp(u2|∂Ω) ⊂ ΓN . 
The next statement makes precise the reduction of the partial data
problem to density of products.
Corollary 3.2. Let Ω ⊂ Rn be a bounded open set with C∞ boundary,
let q1, q2 ∈ L∞(Ω), and let ΓD and ΓN be nonempty open subsets of
∂Ω. If the set
{u1u2 ; uj ∈ H∆(Ω), (−∆+ qj)uj = 0 in Ω,
supp(u1|∂Ω) ⊂ ΓD, supp(u2|∂Ω) ⊂ ΓN}
is dense in L1(Ω), then the condition CΓD,ΓNq1 = C
ΓD ,ΓN
q2 implies q1 = q2.
3.2. Complex geometrical optics solutions. To show the density
claim in Corollary 3.2, one constructs special solutions uj ∈ H∆(Ω) of
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the equations (−∆ + qj)uj = 0 in Ω with the required boundary con-
ditions. This will involve complex geometrical optics solutions having
the form
u1 = e
−τϕ(m1 + r1),
u2 = e
τϕ(m2 + r2)
where τ > 0 is a large parameter, ϕ is a real valued weight function,
m1 and m2 are complex amplitudes, and r1 and r2 are correction terms
that are small when τ is large. The solutions u1 and u2 are chosen with
opposite signs for the exponential (e−τϕ and eτϕ) to make sure that
these exponentials go away in the product, allowing one to consider
the limit of u1u2 as τ →∞.
The point is to choose the amplitudesm1, m2 so that ∆(e
−τϕm1) ≈ 0
and ∆(eτϕm2) ≈ 0 in a suitable sense, ensuring that the approximate
solutions e−τϕm1 and e
τϕm2 can be corrected to exact solutions of
(−∆ + qj)uj = 0. The complex amplitudes often involve phase fac-
tors eiτψj , so the solutions contain complex exponentials eτ(−ϕ+iψ1) and
eτ(ϕ+iψ2). This explains why these are called complex geometrical optics
solutions.
The choice of the weight function ϕ is crucial in this process. The
correction terms r1 and r2 are obtained by solving the equations
eτϕ(−∆+ q1)(e−τϕr1) = f1 in Ω,
e−τϕ(−∆+ q2)(eτϕr2) = f2 in Ω
where
f1 = −eτϕ(−∆+ q1)(e−τϕm1),
f2 = −e−τϕ(−∆+ q2)(eτϕm2).
Thus one would like to have solvability results for the conjugated oper-
ators eτϕ(−∆+q1)e−τϕ and e−τϕ(−∆+q2)eτϕ that come with estimates
such as
‖rj‖L2(Ω) ≤ Cτ−1‖fj‖L2(Ω),
for a constant C uniform over all sufficiently large τ . Additionally, one
needs some control of the boundary values of r1 and r2 on parts of the
boundary.
The above procedure can be carried out if ϕ is a limiting Carleman
weight. We refer to [KSU07], [DKSaU09] for more information about
the microlocal condition characterizing these weights that ensures the
right kind of solvability results. However, as discussed in Section 2,
limiting Carleman weights are just harmonic functions (with some re-
striction on their critical points) if n = 2, and in Rn with n ≥ 3 there
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are only six possibilities up to translation and scaling. Moreover, as
will be explained in Section 4 below, one can expect relatively good
control of the boundary values of r1 on ∂Ω+(ϕ) and weak control on
∂Ωtan(ϕ), and similarly relatively good control of the boundary values
of r2 on ∂Ω−(ϕ) and weak control on ∂Ωtan(ϕ) (this is due to the sign
in the exponential e∓τϕ). This will follow from a Carleman estimate (a
weighted L2 estimate with exponential weights depending on the large
parameter τ) with boundary terms.
It remains to describe the construction of the amplitudes m1 and
m2. The following three conditions are typical ones that one might like
the amplitudes to satisfy:
1. ‖eτϕ(−∆+q1)(e−τϕm1)‖L2(Ω) = ‖e−τϕ(−∆+q2)(eτϕm2)‖L2(Ω) =
O(1) as τ →∞,
2. ‖m1‖L2(∂Ω+(ϕ)) = ‖m2‖L2(∂Ω−(ϕ)) = O(1), and ‖mj‖L2(∂Ωtan(ϕ)) =
o(1) as τ →∞,
3. the set of limits {limτ→∞m1m2} for all such m1 and m2 is a
dense set in L1(Ω).
The first condition means that e−τϕm1 and e
τϕm2 are approximate
solutions in a suitable sense, allowing to find correction terms rj with
‖rj‖L2(Ω) = o(1) as τ →∞. The second condition comes from the fact
that one wants roughly that
u1|∂Ω+∪∂Ωtan = 0, u2|∂Ω−∪∂Ωtan = 0,
or equivalently
r1|∂Ω+∪∂Ωtan = −m1|∂Ω+∪∂Ωtan , r2|∂Ω−∪∂Ωtan = −m2|∂Ω−∪∂Ωtan .
Since the Carleman estimate with boundary terms will give relatively
good control of the boundary values of rj on ∂Ω+ or ∂Ω− and weak
control on ∂Ωtan, it is enough that mj are bounded on ∂Ω+ or ∂Ω− but
they need to be small as τ →∞ (or vanish completely) on ∂Ωtan. The
third condition follows since
lim
τ→∞
u1u2 = lim
τ→∞
m1m2.
Thus, to show density of the products u1u2, it is enough to show density
of the set {limτ→∞m1m2} for all admissible m1 and m2. This leads to
the transforms considered in the final step.
3.3. Injectivity of transforms. In the density of products approach,
one needs to show that any function f in, say, C(Ω), for which∫
Ω
fu1u2 dx = 0
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for all solutions uj ∈ H∆(Ω) of (−∆+qj)uj = 0 in Ω, must satisfy f = 0.
By the discussion in this section, one can try to do this by constructing
complex geometrical optics solutions with amplitudes mj = mj( · ; τ, α)
depending on the large parameter τ and some additional parameters
described by α which ranges over some parameter set A. Assume that
for each α, there is a bounded measure µα on Ω such that
lim
τ→∞
m1( · ; τ, α)m2( · ; τ, α) = µα
in the weak topology of measures in Ω. The orthogonality condition
then implies that ∫
Ω
f dµα = 0, α ∈ A.
That is, the transform Tf of f vanishes, where
Tf(α) =
∫
Ω
f dµα, α ∈ A.
If this transform is injective, then f = 0 and the density of products
follows.
Many different transforms have appeared in this connection. In the
full data result of [SU87], the transform T was just the usual Fourier
transform. In the partial data result [BU01] one obtained the Fourier
transform in a cone, and also Isakov’s approach [Is07] results in the
Fourier transform. The partial data result [KSU07] involves a more
complicated transform whose injectivity was proved by analytic mi-
crolocal analysis, and this argument was simplified in [DKSjU07] where
matters reduce to inverting the two-plane Radon transform. In the
two-dimensional case, the transform appearing [Bu08] and [IUY10] is
related to stationary phase. Finally, in [DKSaU09], [KS12] a mixed
transform involving the Fourier transform in one direction and X-ray
transforms (or more generally attenuated geodesic ray transforms) in
other directions was employed.
4. Carleman estimates
As discussed in Section 3, the first step in the construction of complex
geometrical optics solutions with controlled boundary behaviour is a
Carleman estimate with boundary terms. Here we give the proof of
such an estimate for the conjugated operator eϕ/h(−∆+ q)e−ϕ/h in Ω,
where the limiting Carleman weight ϕ is a linear function and h > 0
is a small parameter (in the previous notation, h = 1/τ). Following
[KSU07], it is useful to consider a slightly modified weight
ϕε = ϕ+ hfε
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where fε is a smooth real valued function in Ω depending on a small
parameter ε but independent of h. The convexity of fε will lead to
improved lower bounds in terms of the L2(Ω) norms of u and ∇u. On
the other hand, the sign of ∂νϕε in the boundary term of the Carle-
man estimate will allow to control functions on different parts of the
boundary. Of special interest is the set ∂Ωtan where ∂νϕ = 0, so one
has
∂νϕε = h∂νfε on ∂Ωtan.
We would like to have ∂νfε < 0 on ∂Ωtan. It is not easy to find a
global convex function fε satisfying the last condition for a general set
∂Ωtan. However, splitting fε to a convex part whose normal derivative
vanishes on ∂Ωtan and another part which ensures the correct sign on
∂Ωtan will give the required result. We will use the notation D = −i∇,
(u, v) = (u, v)L2(Ω), ‖u‖ = ‖u‖L2(Ω), and also L2 inner products and
norms on parts of ∂Ω are indicated by a subscript.
Proposition 4.1. Let Ω ⊂ Rn, n ≥ 2, be a bounded open set with C∞
boundary, let ϕ(x) = α · x where α ∈ Rn is a unit vector, and let κ be
a smooth real valued function in Ω so that ∂νκ = −1 on ∂Ω. Let also
q ∈ L∞(Ω). There are constants ε, C0, h0 > 0 with h0 ≤ ε ≤ 1 such
that for the weight
ϕε = ϕ+
h
ε
ϕ2
2
+ hκ
where 0 < h ≤ h0, one has
h3
C0
(|∂νϕε|∂νu, ∂νu)∂Ω−(ϕε) +
h2
C0
(‖u‖2 + ‖hDu‖2)
≤ ‖eϕ/h((hD)2 + h2q)(e−ϕ/hu)‖2 + h3(|∂νϕε|∂νu, ∂νu)∂Ω+(ϕε)
for any u ∈ C∞(Ω) with u|∂Ω = 0.
Proof. It is sufficient to consider the case α = e1, so ϕ(x) = x1 and
ϕε = x1 +
h
ε
x21
2
+ hκ.
Let Pϕε = e
ϕε/h(hD)2e−ϕε/h, and write
Pϕε = A+ iB
where A and B are the formally self-adjoint operators
A = (hD)2 − |∇ϕε|2,
B = ∇ϕε ◦ hD + hD ◦ ∇ϕε = 2∇ϕε · hD + h
i
∆ϕε.
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Then, using the condition u|∂Ω = 0,
‖Pϕεu‖2 = ((A+ iB)u, (A+ iB)u)
= ‖Au‖2 + ‖Bu‖2 + i(Bu,Au)− i(Au,Bu)
= ‖Au‖2 + ‖Bu‖2 + (i[A,B]u, u)− ih2(Bu, ∂νu)∂Ω
= ‖Au‖2 + ‖Bu‖2 + (i[A,B]u, u)− 2h3((∂νϕε)∂νu, ∂νu)∂Ω.
We compute the commutator
i[A,B]u = h
[
((hD)2 − |∇ϕε|2)(2∇ϕε · ∇u+ (∆ϕε)u)
− (2∇ϕε · ∇+∆ϕε)((hD)2u− |∇ϕε|2u)
]
= h
[
2∇(hD)2ϕε · ∇u+ 4hD
n∑
k=1
∂kϕε · hD∂ku+ ((hD)2∆ϕε)u
+ 2hD∆ϕε · hDu+ 2∇ϕε · ∇(|∇ϕε|2)u
]
= h
[
4(ϕ′′ε∇ϕε · ∇ϕε)u− 4h2
n∑
j,k=1
∂jkϕε∂jku− 4h2∇∆ϕε · ∇u
− h2(∆2ϕε)u
]
.
Here ϕ′′ε is the Hessian matrix of ϕε. Integrating by parts once, using
again that u|∂Ω = 0, yields
(i[A,B]u, u) = 4h3(ϕ′′ε∇u,∇u) + 4h((ϕ′′ε∇ϕε · ∇ϕε)u, u)
− h3((∆2ϕε)u, u).
Now we use that ϕ is a linear function, so that ϕ′′ε =
h
ε
e1 ⊗ e1 + hκ′′.
Combining this with the previous computation for ‖Pϕεu‖2, we obtain
‖Pϕεu‖2 = ‖Au‖2 + ‖Bu‖2 +
4h4
ε
‖∂1u‖2 + 4h4(κ′′∇u,∇u)
+
4h2
ε
‖(∂1ϕε)u‖2 + 4h2((κ′′∇ϕε · ∇ϕε)u, u)− h4((∆2κ)u, u)
− 2h3((∂νϕε)∂νu, ∂νu)∂Ω.
We have ∇ϕε = ∇ϕ+h(ϕ∇ϕε +∇κ). Assume that h0 is so small that∣∣∣∣h
(
ϕ∇ϕ
ε
+∇κ
)∣∣∣∣ ≤ 1/2 on Ω when 0 < h < h0.
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Then 1/2 ≤ |∇ϕε| ≤ 3/2 on Ω, and for some constant Cκ ≥ 1
‖Pϕεu‖2 ≥ ‖Au‖2 + ‖Bu‖2 +
4h2
ε
‖hD1u‖2 − Cκh2‖hDu‖2
+
h2
ε
‖u‖2 − Cκh2‖u‖2 − Cκh4‖u‖2 − 2h3((∂νϕε)∂νu, ∂νu)∂Ω.
We obtain a further lower bound for ‖hDu‖2 from the term ‖Au‖2:
given any M > 0, and using that u|∂Ω = 0, one has
h2‖hDu‖2 = h2((hD)2u, u) = h2(Au, u) + h2(|∇ϕε|2u, u)
≤ 1
2M
‖Au‖2 + Mh
4
2
‖u‖2 + 4h2‖u‖2.
From this lower bound for ‖Au‖2 and the trivial estimate ‖Bu‖2 ≥ 0,
it follows that
‖Pϕεu‖2 ≥ 2Mh2‖hDu‖2 −M2h4‖u‖2 − 8Mh2‖u‖2 +
4h2
ε
‖hD1u‖2
− Cκh2‖hDu‖2 + h
2
ε
‖u‖2 − Cκh2‖u‖2 − Cκh4‖u‖2
− 2h3((∂νϕε)∂νu, ∂νu)∂Ω.
Choosing M = (16ε)−1, choosing ε sufficiently small depending on Cκ
and then choosing h0 sufficiently small depending on ε implies that
‖Pϕεu‖2 ≥
h2
16ε
(‖u‖2 + ‖hDu‖2)− 2h3((∂νϕε)∂νu, ∂νu)∂Ω
when 0 < h < h0. By further decreasing h0 we may add a potential
q ∈ L∞(Ω) to get the estimate
2‖(Pϕε + h2q)u‖2 ≥
h2
100ε
(‖u‖2 + ‖hDu‖2)− 2h3((∂νϕε)∂νu, ∂νu)∂Ω
Finally, we replace u by ex
2
1/2ε+κu, where u ∈ C∞(Ω) and u|∂Ω = 0, and
use the fact that
1/C ≤ ex21/2ε+κ ≤ C on Ω.
The required estimate follows. 
We now pass from ϕε to ϕ in the boundary terms of the previous
result, making use of the special properties of ϕε on ∂Ω. Note that
the factor h4 in the boundary term on {x ∈ ∂Ω ; −δ < ∂νϕ(x) < h/3}
below is weaker than the factor h3 in the other boundary terms. This
follows from the fact that ∂νϕε = h∂νκ = −h in the set where ∂νϕ
vanishes, so one only has weak control near ∂Ωtan(ϕ).
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Proposition 4.2. Let q ∈ L∞(Ω), and let ϕ(x) = ±x1. There exist
constants C0, h0 > 0 such that whenever 0 < h ≤ h0 and δ > 0, one
has
δh3
C0
‖∂νu‖2L2({∂νϕ≤−δ})+
h4
C0
‖∂νu‖2L2({−δ<∂νϕ<h/3})+
h2
C0
(‖u‖2+‖h∇u‖2)
≤ ‖eϕ/h(−h2∆+ h2q)(e−ϕ/hu)‖2 + h3‖∂νu‖2L2({∂νϕ≥h/3})
for any u ∈ C∞(Ω) with u|∂Ω = 0.
Proof. Note that
∂νϕε =
(
1 +
h
ε
ϕ
)
∂νϕ+ h∂νκ =
(
1 +
h
ε
ϕ
)
∂νϕ− h.
We choose h0 so small that whenever h ≤ h0, one has for x ∈ Ω
1
2
≤ 1 + h
ε
ϕ(x) ≤ 3
2
.
On the set where ∂νϕ(x) ≤ −δ, we have
|∂νϕε| ≥ δ/2.
If −δ < ∂νϕ < h/3, we use the estimate
|∂νϕε| ≥ h/2.
Moreover, |∂νϕε| ≤ C0 on ∂Ω. Since {∂νϕ < h/3} ⊂ {∂νϕε < 0} and
{∂νϕε ≥ 0} ⊂ {∂νϕ ≥ h/3}, the result follows from Proposition 4.1
after replacing C0 by some larger constant. 
We can now obtain a solvability result from the previous Carleman
estimate in a standard way by duality (see [BU01, KSU07, NS10]).
There is a slight technical complication since the solution will be in L2
but not in H1. To remedy this we will work with the space
H∆(Ω) = {u ∈ L2(Ω) ; ∆u ∈ L2(Ω)}
with norm ‖u‖H∆ = ‖u‖L2 + ‖∆u‖L2. It is known (see [BU01]) that
H∆(Ω) is a Hilbert space having C
∞(Ω) as a dense subset, and there is
a well defined bounded trace operator from H∆(Ω) to H
−1/2(∂Ω) and a
normal derivative operator from H∆(Ω) to H
−3/2(∂Ω). We also recall
that if u ∈ H∆(Ω) and u|∂Ω ∈ H3/2(∂Ω), then u ∈ H2(Ω).
Proposition 4.3. Let Ω ⊂ Rn be a bounded open set with C∞ bound-
ary, let q ∈ L∞(Ω), and let ϕ(x) = ±x1. There exist constants
C0, τ0 > 0 such that when τ ≥ τ0 and δ > 0, then for any f ∈ L2(Ω)
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and f− ∈ L2(S− ∪ S0) there exists u ∈ L2(Ω) satisfying eτϕu ∈ H∆(Ω)
and eτϕu|∂Ω ∈ L2(∂Ω) such that
e−τϕ(−∆+ q)(eτϕu) = f in Ω, eτϕu|S−∪S0 = eτϕf−,
and
‖u‖L2(M) ≤ C0(τ−1‖f‖L2(Ω) + (δτ)−1/2‖f−|S−‖L2(S−) + ‖f−|S0‖L2(S0)).
Here S± and S0 are the following subsets of ∂Ω:
S− = {∂νϕ ≤ −δ}, S0 = {−δ < ∂νϕ < 1/(3τ)}, S+ = {∂νϕ ≥ 1/(3τ)}.
Proof. Write Lv = eτϕ(−∆ + q¯)(e−τϕv) and τ = 1/h, τ0 = 1/h0. We
rewrite the Carleman estimate of Proposition 4.2 as
(δτ)1/2‖∂νv‖L2(S−) + ‖∂νv‖L2(S0) + τ‖v‖+ ‖∇v‖
≤ C0‖Lv‖+ C0τ 1/2‖∂νv‖L2(S+).
This is valid for any δ > 0, provided that τ ≥ τ0 and v ∈ C∞(Ω) with
v|∂Ω = 0.
Consider the following subspace of L2(Ω)× L2(S+):
X = {(Lv, ∂νv|S+) ; v ∈ C∞(Ω), v|∂Ω = 0}.
Any element of X is uniquely represented as (Lv, ∂νv|S+) where v|∂Ω =
0 by the Carleman estimate. Define a linear functional l : X → C by
l(Lv, ∂νv|S+) = (v, f)L2(Ω) − (∂νv, f−)L2(S−∪S0).
By the Carleman estimate, we have
|l(Lv, ∂νv|S+)| ≤ ‖v‖‖f‖+ ‖∂νv‖L2(S−)‖f−‖L2(S−)
+ ‖∂νv‖L2(S0)‖f−‖L2(S0)
≤ C0(τ−1‖f‖+ (δτ)−1/2‖f−‖L2(S−) + ‖f−‖L2(S0))
× (‖Lv‖+ τ 1/2‖∂νv‖L2(S+)).
The Hahn-Banach theorem implies that l extends to a continuous linear
functional l¯ : L2(Ω)× τ−1/2L2(S+)→ C such that
‖l¯‖ ≤ C0(τ−1‖f‖+ (δτ)−1/2‖f−‖L2(S−) + ‖f−‖L2(S0)).
By the Riesz representation theorem, there exist functions u ∈ L2(Ω)
and u+ ∈ L2(S+) satisfying l¯(w,w+) = (w, u)L2(Ω) + (w+, u+)L2(S+).
Moreover,
‖u‖L2(Ω) + τ−1/2‖u+‖L2(S+)
≤ C0(τ−1‖f‖+ (δτ)−1/2‖f−‖L2(S−) + ‖f−‖L2(S0)).
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If v ∈ C∞(Ω) and v|∂Ω = 0, we have
(Lv, u)L2(Ω) + (∂νv, u+)L2(S+) = (v, f)L2(Ω)(4.1)
− (∂νv, f−)L2(S−∪S0).
Choosing v compactly supported in Ω, it follows that L∗u = f , or
e−τϕ(−∆+ q)(eτϕu) = f in Ω.
Furthermore, eτϕu ∈ H∆(Ω).
If w, v ∈ C∞(Ω) with v|∂Ω = 0, an integration by parts gives
(Lv, w) = −(e−τϕ∂νv, eτϕw)L2(∂Ω) + (v, L∗w).
Given our solution u, we choose uj ∈ C∞(Ω) so that eτϕuj → eτϕu in
H∆(Ω). Applying the above formula with w = uj and taking the limit,
we see that
(Lv, u) = −(e−τϕ∂νv, eτϕu)L2(∂Ω) + (v, L∗u)
for v ∈ C∞(Ω) with v|∂Ω = 0. Combining this with (4.1), using that
L∗u = f , gives
(∂νv, f−)L2(S−∪S0) + (∂νv, u+)L2(S+) = (e
−τϕ∂νv, e
τϕu)L2(∂Ω).
Since ∂νv can be chosen arbitrarily, it follows that
eτϕu|S−∪S0 = eτϕf−, eτϕu|S+ = eτϕu+.
We also see that eτϕu|∂Ω ∈ L2(∂Ω). 
5. Complex geometrical optics
We will now describe a construction of CGO solutions that is relevant
for the proof of Theorem 2.7. Suppose that Ω ⊂ R× Ω0 where Ω0 is a
bounded open set with C∞ boundary in R2. Let ϕ(x) = x1, and let E
be an open subset of ∂Ω0 such that Γi satisfies
Γi ⊂ R× (∂Ω0 \ E).
Let also q ∈ L∞(Ω). We wish to construction a solution u ∈ H∆(Ω) of
the equation
(−∆+ q)u = 0 in Ω
where
u = e−sx1(m+ r0)
and s is a slightly complex large frequency,
s = τ + iλ
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where τ > 0 (eventually τ → ∞) and λ ∈ R is fixed. The use of a
slightly complex frequency instead of a real frequency allows to intro-
duce another real parameter λ in the CGO solutions, which makes it
possible to employ the Fourier transform in the x1 variable.
Inserting the ansatz for u in the equation, we need to solve
esx1(−∆+ q)(e−sx1r0) = f in Ω
where
f = −esx1(−∆+ q)(e−sx1m) = −(−∆ + 2s∂1 − s2 + q)m.
It will be useful to look for an amplitude m independent of x1, so
m = m(x′) where x = (x1, x
′) and x′ = (x2, x3) ∈ R2. Then f has the
simpler form
f = (−∆x′ − s2 + q)m.
We seek for an amplitude m ∈ C2(Ω0) satisfying
‖(−∆x′ − s2)m‖L2(Ω0) = O(1), ‖m‖L2(Ω0) = O(1),
and the boundary values should satisfy
‖m‖L2(E) = O(1), ‖m‖L2(∂Ω0\E) = o(1)
as τ → ∞. These conditions have been chosen to be compatible with
Proposition 4.3, and they can be interpreted so that m should be an
approximate eigenfunction, or quasimode, of the Laplacian in Ω0 with
frequency s. In fact, we will arrange so that
m|∂Ω0\E = 0.
If we can find such an m then Proposition 4.3 together with the fact
that the inaccessible part Γi satisfies Γi ⊂ R× (∂Ω0 \ E) will allow to
find a correction term r with ‖r‖L2(Ω) = o(1) as τ →∞.
Let us now describe one construction of such an m. We choose a
straight line γ in R2 that intersects Ω0 but does not meet ∂Ω0 \E, and
will construct an amplitude m that concentrates on γ. We look for m
in the form
m(x′) = eisψ(x
′)a(x′).
A computation gives that
(−∆x′−s2)m = eisψ
[
s2(|∇ψ|2 − 1)a− is(2∇ψ · ∇a+ (∆x′ψ)a)−∆x′a
]
.
It is enough to choose ψ and a so that the following equations are valid
in Ω0:
|∇ψ|2 = 1, 2∇ψ · ∇a+ (∆x′ψ)a = 0.
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The first equation is an eikonal equation, and distance functions are
solutions. Choose a ball Ωˆ0 with Ω0 ⊂⊂ Ωˆ0, and choose some point
x′0 ∈ Ωˆ0 \ Ω0 that lies the line γ. Define
ψ(x′) = |x′ − x′0|, x′ ∈ Ω0.
Then ψ ∈ C∞(Ω0) satisfies |∇ψ| = 1. The second equation above is a
transport equation for a, and has the solution
a(r, θ) = r−1/2b(θ)
where (r, θ) are polar coordinates in R2 with center at x′0, and b is any
function in C∞(S1). (Note that ψ(r, θ) = r in these coordinates.) The
point is that if the line γ is given in the (r, θ) coordinates by r 7→ (r, θ0),
then choosing b supported very close to θ0 and independent of τ will
result in the boundary conditions
‖m‖L2(E) = O(1), m|∂Ω0\E = 0
as τ →∞.
Combining the above amplitude construction with Proposition 4.3
results in the following existence result for CGO solutions. (See [KS12,
Section 6] for the full details of the proof.)
Proposition 5.1. Suppose that Ω ⊂ R × Ω0 where Ω0 is a bounded
open set with C∞ boundary in R2. Let ϕ(x) = ±x1 and decompose
∂Ωtan(ϕ) as Γa ∪ Γi where the closed set Γi satisfies, for some open
subset E of ∂Ω0,
Γi ⊂ R× (∂Ω0 \ E).
Let also q ∈ L∞(Ω). Choose a ball Ωˆ0 with Ω0 ⊂⊂ Ωˆ0, let x′0 ∈ Ωˆ0 \Ω0,
and let (r, θ) be polar coordinates in R2 with center at x′0. Let θ0 ∈ S1
be such that the line r 7→ (r, θ0) meets Ω0 but not ∂Ω0 \E. There exists
a solution u ∈ H∆(Ω) of the equation
(−∆+ q)u = 0 in Ω
having the form
u = e−sϕ(eisrr−1/2b(θ) + r0)
where b ∈ C∞(S1) is supported very close to θ0,
‖r0‖L2(Ω) = o(1)
as τ →∞, and
supp(u|∂Ω) ⊂ Γ
if Γ is any open set in ∂Ω with ∂Ω∓(ϕ) ∪ Γa ⊂ Γ.
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6. Uniqueness results
We now describe how to complete the outline given in Section 3 and
prove Theorem 2.7 using an injectivity result for a certain transform
(in the end of the section we discuss briefly the proofs of Theorems
2.8–2.10). If f is a piecewise continuous compactly supported function
in R3, the relevant transform of f is given by
Tf(λ, γ) =
∫ ∞
−∞
e−2λt
[∫ ∞
−∞
e−2iλx1f(x1, γ(t)) dx1
]
dt,
where λ ∈ R and γ is a line in R2. That is, we are taking the Fourier
transform of f in the x1 variable with frequency 2λ and then taking
the attenuated X-ray transform, with constant attenuation −2λ, along
lines in R2x′. We choose the parametrization γ(t) = σω⊥ + tω, where
ω ∈ S1 is the direction vector of the line γ, ω⊥ is the counterclockwise
rotation of ω by 90 degrees, and σ is the signed distance to the origin.
(The choice of parametrization will not be too important below.)
Proposition 6.1. Suppose that Ω ⊂ R × Ω0 where Ω0 is a bounded
open set with C∞ boundary in R2. Let ϕ(x) = x1, and let E be an open
subset of ∂Ω0 such that Γi satisfies
Γi ⊂ R× (∂Ω0 \ E).
If q1, q2 ∈ C(Ω), if ∂Ω− ∪ Γa ⊂ ΓD and ∂Ω+ ∪ Γa ⊂ ΓN , and if
CΓD,ΓNq1 = C
ΓD ,ΓN
q2
,
then
T (q1 − q2)(λ, γ) = 0
for all λ ∈ R and for any line γ in R2 that does not meet ∂Ω0 \ E.
(Here, we extend q1 − q2 by zero to R2.)
Proof. By Lemma 3.1, our assumptions imply that∫
Ω
(q1 − q2)u1u¯2 dx = 0
for any uj ∈ H∆(Ω) satisfying (−∆ + q1)u1 = (−∆ + q¯2)u2 = 0 in Ω
and
supp(u1|∂Ω) ⊂ ΓD, supp(u2|∂Ω) ⊂ ΓN .
Fix λ ∈ R, let s = τ + iλ where τ > 0 is sufficiently large, and fix a
line γ in R2 that does not meet ∂Ω0 \ E. We use Proposition 5.1 to
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find solutions u1 and u2 satisfying the above conditions and having the
form
u1 = e
−sx1(eisrr−1/2b(θ) + r1),
u2 = e
sx1(eisrr−1/2b(θ) + r2)
where (r, θ) are polar normal coordinates in R2 whose center is outside
of Ω0 and such that the line γ is given by r 7→ (r, θ0), b ∈ C∞(S1) is
independent of τ and supported near θ0, and
‖rj‖ = o(1) as τ →∞.
We then have
0 = lim
τ→∞
∫
Ω
(q1 − q2)u1u¯2 dx
=
∫ ∞
−∞
∫ ∞
0
∫
S1
(q1 − q2)(x1, r, θ)e−2iλx1e−2λr|b(θ)|2 dθ dr dx1
Here we have extended q1− q2 by zero outside Ω. The result follows by
choosing b to approximate a delta function at θ0. 
The uniqueness result now follows from theHelgason support theorem
for the X-ray transform [He99], which states that if f is a piecewise
continuous compactly supported function in R2 that integrates to zero
over any line that does not meet a compact convex set K ⊂ R2, then
f |R2\K = 0. The idea of reducing the attenuated X-ray transform to
the unattenuated one comes from [DKLS13].
Proof of Theorem 2.7. Denote by f the extension of q1 − q2 by zero to
R2, and let
fˆ(ξ1, x
′) =
∫ ∞
−∞
e−ix1ξ1f(x1, x
′) dx1.
Let also K be the convex hull of ∂Ω0 \E in R2. By Proposition 6.1, it
is enough to show that if
Tf(λ, γ) = 0
for all λ ∈ R and for any line γ that does not meetK, then f(x1, x′) = 0
whenever x1 ∈ R and x′ ∈ R2 \K.
The condition Tf(λ, γ) = 0 implies that∫ ∞
−∞
e−2λtfˆ(2λ, γ(t)) dt = 0
for any line γ that does not meet K. Setting λ = 0, the Helgason
support theorem implies that fˆ(0, x′) = 0 for x′ ∈ R2 \ K. We now
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differentiate the above identity with respect to λ and set λ = 0 to
obtain ∫ ∞
−∞
[
(−2t)fˆ(0, γ(t)) + 2 ∂fˆ
∂ξ1
(0, γ(t))
]
dt = 0.
But we already saw that fˆ(0, x′) = 0 for x′ ∈ R2 \ K. The Helgason
support theorem then gives that
∂fˆ
∂ξ1
(0, x′) = 0 for x′ ∈ R2 \K.
Repeating this argument shows that(
∂
∂ξ1
)k
fˆ(0, x′) = 0 for x′ ∈ R2 \K
for all k ≥ 0. But x1 7→ f(x1, x′) is compactly supported, hence ξ1 7→
fˆ(ξ1, x
′) is analytic, and we obtain that fˆ(ξ1, x
′) = 0 for all ξ1 ∈ R and
x′ ∈ R2 \ K. The result follows upon inverting the Fourier transform
in x1. 
Theorems 2.8 and 2.9 can be proved by the same general argument
as above. However, the fact that one has nonlinear limiting Carleman
weights (the log weight and arg weight) leads, after a suitable conformal
scaling, to a situation where the original domain Ω with Euclidean met-
ric is replaced by a compact Riemannian manifold (M, g) with smooth
boundary, and the condition
Ω ⊂ R× Ω0
is replaced by the condition
(M, g) ⊂ (R×M0, g), g = c(e⊕ g0)
where c is a positive function (conformal factor), and the transversal
domain Ω0 with Euclidean metric is replaced by a transversal manifold
(M0, g0) that is compact with smooth boundary. Also the integrals over
lines in Ω0 are replaced by integrals over geodesics in (M0, g0). This
setup is similar to the results for the anisotropic Caldero´n problem in
[DKSaU09], [DKLS13]. For the log weight, (M0, g0) will be a domain
in the hemisphere, and for the arg weight (M0, g0) will be a domain
in hyperbolic space. Correspondingly, one uses geodesics in the sphere
and in hyperbolic space. In both cases, if (M0, g0) is chosen to have
strictly convex boundary, then it is a simple manifold with real-analytic
metric and analogues of the Helgason support theorem are available.
The full proofs are given in [KS12].
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The proof of Theorem 2.10 requires a more general complex geomet-
rical optics construction than the one described above. The reason is
that one wants to get information on integrals along broken rays that
may touch the inaccessible part Γi, and one then needs amplitudes in
the complex geometrical optics solutions that concentrate along these
broken rays and are very small on the inaccessible part. Such ampli-
tudes may obtained from a Gaussian beam quasimode construction.
This construction in connection with complex geometrical optics so-
lutions is employed in [DKLS13] for non-reflected geodesics (full data
case) and in [KS12] for reflected geodesics (partial data case), and we
refer to these papers for the details.
7. The linearized case
Here we sketch the proof of Theorem 2.6. A first reduction is to show
that it suffices to prove a local version of the theorem (see [DKSjU09,
Section 2]). The global version follows from the local one by using
ideas in the spirit of the Runge approximation theorem, developed in
an unpublished work of Alessandrini, Isozaki, and Uhlmann. Thus,
matters reduce to proving the following ”local” version.
Theorem 7.1. Let Ω ⊂ Rn, n ≥ 2, be a bounded connected open set
with C∞ boundary. Let x0 ∈ ∂Ω and let F be the complement of some
open boundary neighborhood of x0. There exists δ > 0 such that given
any f ∈ L∞(Ω), if we have the cancellation property∫
Ω
fu1u2 dx = 0
for all uj ∈ C∞(Ω) with ∆uj = 0 in Ω and uj|F = 0, then f = 0 in
B(x0, δ) ∩ Ω.
The next step is to use conformal transformations (in particular
Kelvin transforms) of harmonic functions to reduce to the following
situation: x0 = 0, Ω ⊂ {x ∈ Rn ; |x+ e1| < 1} where e1 = (1, 0, . . . , 0)
is the first coordinate vector, the tangent hyperplane to 0 is given
by {x1 = 0}, and F ⊂ {x ∈ ∂Ω ; x1 ≤ −2c} for some c > 0. See
[DKSjU09, Section 3] for this reduction.
From this point on, the proof is inspired by the proof of Kashiwara’s
”watermelon theorem” in analytic microlocal analysis. We introduce
the Segal-Bargmann transform of a function f ∈ L∞(Rn) with compact
support by
Tf(z) =
∫
Rn
e−
1
2h
(z−y)2f(y) dy, z = x+ iξ ∈ Cn.
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The Segal-Bargmann transform is related to the microlocal analysis
of analytic singularities of a distribution. We mention the a priori
exponential bound
(7.1) |Tf(z)| ≤ (2pih)n/2e 12h |Im z|2‖f‖L∞
and the fact that if f is supported in {x1 ≤ 0}, we can improve this to
(7.2) |Tf(z)| ≤ (2pih)n/2e 12h |Im z|2−|Re z1|2‖f‖L∞
when Re z1 ≥ 0. Both of these bounds are straightforward. Note also
that when we multiply by (2pi)−n/2, when z = x ∈ Rn, we obtain the
Gaussian heat kernel, and hence if f has compact support we have
(7.3) lim
h→0
(2pih)−n/2Tf(x) = f(x) for a.e. x ∈ Rn.
The strategy is to use the cancellation property (we extend f to be
0 outside of Ω) to obtain an exponential decay of Tf when x ∈ Rn
is close to 0, thus yielding the vanishing of f near 0, as desired. In
order to accomplish this, let us temporarily consider the case n = 2
and define γ = ie1+ e2 = (i, 1) ∈ C2. Note that {γ, γ¯} is a basis of C2,
and that {ζ ∈ C2 ; ζ ·ζ = 0} is the union of two complex lines Cγ∪Cγ.
Hence, it is easy to see if ε > 0 is small enough, then any z ∈ C2 with
|z − 2ie1| < 2ε may be decomposed as a sum of the form
(7.4) z = ζ + η, ζ · ζ = η · η = 0,
where |ζ − γ| ≤ Cε, |η + γ¯| ≤ Cε. This last fact extends to Cn, n ≥ 2,
see [DKSjU09, Section 3].
Recall that the exponentials e−i
ζ·x
h , ζ ∈ Cn ζ · ζ = 0, are harmonic
functions. We need to modify these by adding correction terms to
obtain harmonic functions u satisfying the boundary requirement u|F =
0. Let χ ∈ C∞c (Rn) be a cutoff function which is supported in {x1 ≤
−c} and equals 1 on {x1 ≤ −2c}. Consider the solution w = w( · ; ζ)
of the Dirichlet problem
∆w = 0 in Ω, w|∂Ω = −e−i
ζ·x
h χ|∂Ω.
We have the following bound on w:
‖w‖H1(Ω) ≤ C1‖e−i
ζ·x
h χ‖H1/2(∂Ω)(7.5)
≤ C2(1 + h−1|ζ |)1/2e−c
Im ζ1
h e
1
h
|Im ζ′|
where Im ζ1 ≥ 0, from the choice of χ and our normalization of Ω.
We have the cancellation property∫
Ω
f(x)u(x, ζ)u(x, η) dx = 0, ζ · ζ = η · η = 0,
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where u(x, ζ) = e−i
ζ·x
h +w(x, ζ), which is a harmonic function in C∞(Ω)
and satisfies u|F = 0. The identity above can be rewritten as∫
Ω
f(x)e−
i
h
x·(ζ+η) dx = −
∫
Ω
f(x)e−
i
h
x·ζw(x, η) dx
−
∫
Ω
f(x)e−
i
h
x·ηw(x, ζ) dx−
∫
Ω
f(x)w(x, ζ)w(x, η) dx.
Using the estimate (7.5), we obtain∣∣∣∣
∫
Ω
f(x)e−
i
h
x·(ζ+η) dx
∣∣∣∣ ≤ C3‖f‖L∞(1 + h−1|η|)1/2(1 + h−1|ζ |)−1/2
× e− ch min{Im ζ1,Im η1}e 1h (|Im ζ′|+|Im η′|),
when Im ζ1 ≥ 0, Im η1 ≥ 0, and ζ · ζ = η · η = 0. In particular, if
|ζ − aγ| ≤ Cεa, |η + aγ¯| < Cεa, ε ≤ 1/(2C), then∣∣∣∣
∫
Ω
f(x)e−
i
h
x·(ζ+η) dx
∣∣∣∣ ≤ C4h−1‖f‖L∞(Ω)e− ca2h e 2Cεah .
Hence if z ∈ Cn and |z−2iae1| < 2εa, ε small enough, using a rescaled
version of the decomposition 7.4 gives
(7.6)
∣∣∣∣
∫
Ω
f(x)e−
i
h
x·z dx
∣∣∣∣ ≤ C4h−1‖f‖L∞(Ω)e− cah e 2Cεah .
To relate the last estimate to the given estimates on the Segal-
Bargmann transform of f , we use the well-known formula
e−
1
2h
(z−y)2 = e−
z2
2h (2pih)−n/2
∫
e−
t2
2h e−
i
h
y·(t+iz) dt
which gives
Tf(z) = (2pih)−n/2
∫ ∫
e−
1
2h
(z2+t2)e−
i
h
y·(t+iz)f(y) dt dy.
For our f , supported in Ω and verifying the cancellation of the integral
in our hypothesis, the estimate (7.6) and the formula above allow us
to improve the estimate (7.2). If Re z1 ≥ 0, then
|Tf(z)| ≤ (2pih)−n/2
∫
e
1
2h
(|Im z|2−|Re z|2−t2)
∣∣∣∣
∫
e−
i
h
y·(t+iz) dy
∣∣∣∣ dt
≤ e
1
2h
(|Im z|2−|Re z|2)
(2pih)n/2
[ ∫
|t|≤εa
e−
t2
2h
∣∣∣∣
∫
e−
i
h
y·(t+iz)f(y) dy
∣∣∣∣ dt
+
∫
|t|≥εa
e−
t2
2h
∣∣∣∣
∫
e−
i
h
y·(t+iz)f(y) dy
∣∣∣∣ dt
]
CALDERO´N PROBLEM WITH PARTIAL DATA 31
Using (7.6) with z replaced by t+ iz, when |z−2ae1| < εa and |t| ≤ εa
we obtain
(7.7) |Tf(z)| ≤ e 12h (|Im z|2−|Re z|2)
[
sup
|t|≤εa
∣∣∣∣
∫
e−
i
h
y·(t+x)f(y) dy
∣∣∣∣
+
√
2e
1
h
|Re z′|e−
ε2a2
4h
∫
|f(y)| dy
]
≤ C5h−1‖f‖L∞(Ω)e 12h (|Im z|2−|Re z|2)
[
e−
ac
2h e
2Cεa
h + e−
ε2a2
4h e
εa
h
]
,
provided that |z − 2ae1| < εa. Choosing ε < c/(8C) and a > (c +
4ε)/(ε2), we obtain the bound
|Tf(z)| ≤ 2C5h−1‖f‖L∞(Ω)e 12h (|Im z|2−|Re z|2− ca2 ).
Combining (7.1), (7.2) and (7.6) we have
e−
Φ(z1)
2h |Tf(z1, x′)| ≤ C
h
‖f‖L∞(Ω)
{
1, z1 ∈ C,
e−
ca
4h , |z1 − 2a| ≤ εa2 , |x′| < εa2
where x′ ∈ Rn−1 and
Φ(z1) =
{
(Im z1)
2, when Re z1 ≤ 0,
(Im z1)
2 − (Re z1)2, when Re z1 ≥ 0.
Now, inspired by the proof of the ”watermelon theorem”, we use the
following:
Lemma 7.2. Let b, L > 0. Let F be an entire function in C such that
e−
Φ(s)
h |F (s)| ≤
{
1, s ∈ C,
e−
c
2h , when |s− L| ≤ b.
Then for all r ≥ 0, there exist c′, δ > 0 (independent of F ) such that
|F (s)| ≤ e− c
′
2h
+ (Im s)
2
2h
when |Re s| ≤ δ and |Im s| ≤ r.
The proof of the lemma rests on a harmonic majorization argument,
which exploits the subharmonicity of −(Im s)2+(Re s)2 (see [DKSjU09,
Lemma 4.1 and Remark 4.2] for the details of the proof). Next we apply
Lemma 7.2 to
F (s) =
hTf(s, x′)
C‖f‖L∞(Ω) .
We obtain in particular that
|Tf(x)| ≤ Ch−1‖f‖L∞(Ω)e− c
′
2h , x ∈ Ω, |x1| < δ
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for δ small. Multiplying by (2pih)−n/2 and letting h → 0, using (7.3),
we deduce that f(x) = 0 for x ∈ Ω, −δ ≤ x1 ≤ 0. The completes the
proof of Theorem 7.1 and hence of Theorem 2.6.
8. Open problems
The following is a list of some questions related to the partial data
problem that are open, as far as we know, at the time of writing this.
The first question concerns the local data problem for n ≥ 3. (As
discussed above, this result for n = 2 is known at least for sufficiently
regular coefficients.)
Question 1. (Local data in dimensions n ≥ 3) If Ω is a bounded
domain in Rn, n ≥ 3, if Γ is an arbitrary nonempty open subset of ∂Ω,
and if q1, q2 ∈ L∞(Ω), show that CΓ,Γq1 = CΓ,Γq2 implies q1 = q2.
The next question concerns data on disjoint sets. The general case is
open even for the linearized problem in any dimension. Partial results
for n = 2 are given in [IUY11b].
Question 2. (Data on disjoint sets in dimensions n ≥ 2) If Ω
is a bounded domain in Rn, n ≥ 2, if ΓD and ΓN are arbitrary disjoint
open subsets of ∂Ω, and if q1, q2 ∈ L∞(Ω), show that CΓD ,ΓNq1 = CΓD ,ΓNq2
implies q1 = q2.
One can also ask for optimal regularity conditions for the coefficients
in partial data results. If n = 2 the full data result is known for L∞
conductivities [AP06].
Question 3. (Local data for nonsmooth conductivities) If Ω is
a bounded domain in R2, if Γ is an arbitrary nonempty open subset of
∂Ω, and if γ1, γ2 ∈ L∞(Ω) satisfy γ1, γ2 ≥ c > 0, show that CΓ,Γγ1 = CΓ,Γγ2
implies γ1 = γ2.
The next question concerns optimal stability for partial data results.
In the full data case it is known that in general one has a logarith-
mic modulus of continuity for determining an unknown coefficient from
boundary measurements, and this result is optimal. We refer to the sur-
vey [Al07]. Stability results for partial boundary measurements based
on the reflection approach [HW07], [Ca11] and in the case where the co-
efficient is known near the boundary [AK12] also have logarithmic sta-
bility. However, available results for the Carleman estimate approach
[HW06], [Tz08], [CDR12] seem to involve weaker moduli of continuity
(log log or worse), and one can ask if logarithmic stability still holds.
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Question 4. (Optimal stability for the Carleman estimate ap-
proach) What is the optimal stability for the partial data uniqueness
result of [KSU07]?
Finally, there are many open questions related to partial data for
elliptic systems. In the introduction we mentioned results for systems
when n = 2 and for the reflection approach when n ≥ 3, but it seems
that there are no partial data results for systems using the Carleman
estimate approach in n ≥ 3 except for [ST10]. As an example, one can
consider the time-harmonic Maxwell equations for which the full data
result is known [OPS93].
Question 5. (Carleman estimate approach for systems) Prove
an analogue of the partial data result of [KSU07] for the time-harmonic
Maxwell equations with scalar coefficients as in [OPS93].
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