All data files are available at: [github.com/sharootonian/PA-TCT](http://github.com/sharootonian/PA-TCT).

Introduction {#sec001}
============

"Dead reckoning," first coined by Charles Darwin \[[@pcbi.1007489.ref001]\], described a process whereby experienced navigators kept course to a particular spot over long distances and changes in directions, despite being in the featureless arctic tundra. All animal species tested, including spiders \[[@pcbi.1007489.ref002]\], bees \[[@pcbi.1007489.ref003]\], gerbils \[[@pcbi.1007489.ref004]\], hamsters \[[@pcbi.1007489.ref005]\], house mice \[[@pcbi.1007489.ref006]\], rats \[[@pcbi.1007489.ref007]\], birds \[[@pcbi.1007489.ref008]\], ants \[[@pcbi.1007489.ref009]\], arthropods \[[@pcbi.1007489.ref010]\], drosophila \[[@pcbi.1007489.ref011]\], dogs \[[@pcbi.1007489.ref012]\], cats \[[@pcbi.1007489.ref013]\], and humans \[[@pcbi.1007489.ref014]\] show the ability to dead reckon, thought to involve a computational process called path integration (please see \[[@pcbi.1007489.ref015]--[@pcbi.1007489.ref017]\] for a review of prior literature). Because humans employ vision as a primary modality to navigate, research on path integration has often focused on experiments in which visual input provides sufficient information to solve most navigational tasks, such as in desktop virtual reality. This is because visually rendered optic flow provides a velocity signal sufficient for some forms of path integration, with desktop virtual reality providing the opportunity to decouple visual from body-based cues in freely navigating humans. A limitation, however, with desktop VR is that it lacks the enriched cues and codes that we obtain when we freely move our body throughout space, thought to contribute critically to path integration \[[@pcbi.1007489.ref018]--[@pcbi.1007489.ref020]\], and does not allow comparison of the effects of visual vs. body-based inputs on path integration.

Past experiments on path integration have often involved a path completion task in which the navigator is guided in physical space and must return using the shortest trajectory back to the origin with no guidance \[[@pcbi.1007489.ref002], [@pcbi.1007489.ref021], [@pcbi.1007489.ref022]\]. Behavioral results both in vertebrates and invertebrates show a systematic bias in the return trajectory which is independent of random accumulated noise \[[@pcbi.1007489.ref023]--[@pcbi.1007489.ref027]\]. Two sets of computational models have been proposed as potential strategies participants might use, in some form, for path integration. The Homing Vector Model (also called a continuous strategy) assumes that the navigator does not encode information about the outbound path but rather continuously updates their current position relative to the origin by computing a continuous homing vector. To capture systematic errors in return paths, Homing Vector Models assume different variations of memory decay or leaky integration which are in theory independent of outbound path configurations \[[@pcbi.1007489.ref028]--[@pcbi.1007489.ref030]\].

Configural Models, in contrast, suggest a continuous encoding of the outbound paths (guided path) which are then manipulated using trigonometric or vector calculations to compute a return trajectory (configural homing vector) when required. One of these models, the Encoding-Error Model, suggests that systematic errors in the return path are due to errors in encoding of the outbound paths and their relative configurations \[[@pcbi.1007489.ref031], [@pcbi.1007489.ref032]\]. Recent work, however, suggests that execution errors (during the unguided path) make the largest contribution to systematic errors \[[@pcbi.1007489.ref033]\]. Furthermore, Wiener et. al. systematically compared configural and continuous updating strategies by explicitly telling participants to focus on the outbound path or the origin. The results suggest that participants can deploy either configural or continual strategies during a path completion task \[[@pcbi.1007489.ref034]\]. Given the widespread application of configural models to both human and non-human path integration \[[@pcbi.1007489.ref023], [@pcbi.1007489.ref024], [@pcbi.1007489.ref026], [@pcbi.1007489.ref031], [@pcbi.1007489.ref032], [@pcbi.1007489.ref035]\] and the evidence that humans employ both configural and homing strategies \[[@pcbi.1007489.ref034]\], we directly compared three different configural models of path integration to better understand the patterns of errors that accumulate as participants dead-reckon.

In humans, a frequently employed experimental paradigm is the triangle completion task in which the experimenter guides the participant on two sides of a triangle and then the participant must return, without guidance, to the origin \[[@pcbi.1007489.ref021], [@pcbi.1007489.ref035]\]. To model how systematic errors accumulate when human participants perform path completion tasks and specifically the triangle completion task, Fujita et al. 1993 \[[@pcbi.1007489.ref031]\] proposed the Encoding-Error Model. This configural model of path integration uses the law of cosines to compute the third side of the triangle given the distances and angles encoded during first two sides (which are the guided portions). Therefore, it assumes that all systematic errors accumulate during encoding. Additionally, the model has four assumptions: (1) the internal representation satisfies Euclidean axioms (2) straight-line segments are encoded as a single value that represents their length (3) turns are encoded as a single value that represents the angle (4) there are no systematic errors during computation or execution of the homeward trajectory.

In support of their model, Fujita et al. fit data collected in \[[@pcbi.1007489.ref035]\] and \[[@pcbi.1007489.ref021]\] involving the triangle completion task in the absence of vision. The model captured the systematic errors seen in both studies to a relatively high degree (see \[[@pcbi.1007489.ref031]\] Table 3). As predicted, though, the model performed poorly for paths with more than two sides or paths that crossed each other. The Encoding-Error model was expanded by Klatzky et al. 1999 \[[@pcbi.1007489.ref032]\] to test its generalizability, who found that systematic errors were context and experience dependent. They also found that while partial vision increased path accuracy, it did not change the pattern of errors. Another important finding, supported by the Encoding-Error Model and other studies \[[@pcbi.1007489.ref036]\], was that systematic errors in path integration, at least in small environments (≤10m), showed a pattern of regression to the mean. Specifically, past paths influenced the current paths and therefore, shorter angles and distances were overestimated and longer angles and distances were underestimated \[[@pcbi.1007489.ref021], [@pcbi.1007489.ref035]\]. Petzschner and Glasauer 2011 \[[@pcbi.1007489.ref036]\] (using desktop virtual reality) extended these findings by showing that the same angle or distance could be overestimated in some cases and underestimated in others. The degree of under/overestimation depended on the distribution of priors, known as range effects, such that a broader distribution of priors (e.g., distances from 5--100 meters vs. 5--10 meters) increased the effect of the regression to the mean \[[@pcbi.1007489.ref037]\].

The issue of how the distribution of priors influences the current trajectories, however, begs the question of how path configurations affect errors in the triangle completion task. Specifically, past work suggests that the geometric properties of shapes can influence navigation \[[@pcbi.1007489.ref038], [@pcbi.1007489.ref039]\]. For example, shapes like isosceles or equilateral triangles could serve as "templates" for how we learn paths \[[@pcbi.1007489.ref012]\] by providing a means for estimating paths that approximate it. Grid cells, neurons that fire as animals explore spatial environments, show 6-fold symmetry, with equilateral triangles composing part of this structure \[[@pcbi.1007489.ref040]\]. Given arguments that neural codes might manifest in spatial representations useful for navigating \[[@pcbi.1007489.ref041], [@pcbi.1007489.ref042]\] and the proposed link between path integration and grid cells \[[@pcbi.1007489.ref043], [@pcbi.1007489.ref044]\], it could be the case that geometric regularities (such as equilateral triangles) also influence path integration. Indeed, some past studies on the triangle completion task provide support for the idea that geometric regularities can, in some cases, influence path accuracy \[[@pcbi.1007489.ref035]\]. Yet, whether and how different types of triangles (equilateral vs. isosceles vs. scalene) influence path accuracy and patterns of errors on the unguided side in the triangle completion task remains unclear.

Another important yet largely unanswered question about human path integration regards the accuracy and patterns of errors over longer distances. The vast majority of studies in human path integration have involved small-scale environments (\< = 10 meters) and consistent with this, computational models of path integration largely base their predictions on much smaller scales. For example, Klatzky et al. 1999 \[[@pcbi.1007489.ref032]\] suggested that it was unlikely that the same encoding function in their model was used for pathways that were larger than 10 meters \[[@pcbi.1007489.ref032]\]. A more recent computational model of path integration that employs grid cells suggests that, in the absence of specific mnemonic aids, path integration codes may rapidly degrade in mammals \[[@pcbi.1007489.ref045]\], consistent with the idea that path integration could breakdown dramatically over longer distances. Interestingly, however, other grid cell models assuming continuous rather than configural encoding suggest reliable estimations up to 100 meters \[[@pcbi.1007489.ref046]\]. Thus, an important question to test is how well human participants perform at path integration over longer distances (\> = 100 meters).

In the current study, we employed an omnidirectional treadmill and somatosensory input via handheld controllers ([Fig 1A](#pcbi.1007489.g001){ref-type="fig"}) to determine the extent to which manipulating the angle and distance participants needed to walk affected the accuracy of navigation without vision. The unique advantage of using the omnidirectional treadmill is that it permits manipulation of infinitely large spaces thereby eliminating the need for any boundaries while preserving the input from walking. The issue of boundaries, perceived or imagined, is of potential importance because if a participant were to overshoot a distance they would be stopped before hitting a wall, providing inadvertent feedback on the distances of the room and potentially affecting subsequent performance. In addition, the use of handheld controllers allowed us to carefully manipulate participant trajectories on the guided sides, an issue we return to in greater depth in the discussion.

![Overview of experiments.\
(A) HTC VIVE headset along with the handheld controllers used in the experiments. Participants walked on the Cyberith Virtualizer omnidirectional treadmill system allowing them to navigate a much larger space while in stationary ambulation. (B)Visualization of HTC VIVE handheld controllers' feedback intensity based on the deviation of the angle. (C) Depiction of an equilateral triangle used in experiment 1. (D) Raw trace of participant's path overlaid on the vector distances (dashed lines) between the points. The blue point denotes the G1' and G2' locations that the participant is guided to and the red points are the participant's unique G1 and G2 locations for that trial. "D" refers to the actual distance walked by the participant when attempting to return to the origin. (E) Triangle templates used in experiment 1 overlaid on top of each other showing the different triangle types and denoting the internal angles. (F) Triangle templates used in Experiment 2 overlaid on top of each other showing how the length of side C varied over trials. (G) Raw trial where the participant over estimated distance and the angle. (H) Raw trial where the participant underestimated the distance and the angle.](pcbi.1007489.g001){#pcbi.1007489.g001}

To attempt to capture the pattern of errors and history effects in the triangle completion task in human participants, we created a simple yet novel configural model based on vector addition often used to understand path integration in other species \[[@pcbi.1007489.ref023], [@pcbi.1007489.ref024]\]. The model assumes the outbound path is encoded as discrete sets of vectors, such that individual vectors can be employed to compute new trajectories using a configural homing vector. This model allows for a smaller set of required assumptions and free parameters when compared to Encoding-Error Model as well as a physiologically plausible mechanism by means of head direction accumulation \[[@pcbi.1007489.ref026]\]. In Experiment 1, we set out to test the extent to which different shapes of triangles (isosceles, equilateral) influenced how participants learned the configural homing vector by explicitly manipulating triangle type (while keeping configural homing distance constant). In Experiment 2, we explicitly manipulated the distance participants had to walk to reach the origin (while keeping triangle type constant) to determine how participants performed over a range of different distances. Critically, by manipulating these variables, we were able to simultaneously test hypotheses related to 1) triangle type and whether some might perform better than others; 2) configural homing distance and whether path integration would show different properties at \~10m vs. \~100m; 3) which model, one based on vector addition or the Encoding-Error model, would provide a better account of the pattern of findings. We provide a detailed comparison of the assumptions and setup of the different models in the Methods section.

Results {#sec002}
=======

Experiment 1: *Basic behavior* {#sec003}
------------------------------

An example raw trace of a participant's path overlaid on the vector distances is shown in [Fig 1D](#pcbi.1007489.g001){ref-type="fig"} (dashed lines) between the points. We defined angle error as the difference between the correct angle (∠bc) and participant's heading angle for side D (ϕ). This yields ∠bc--ϕ ([Fig 1](#pcbi.1007489.g001){ref-type="fig"}), in which a positive number denotes an overshoot and negative an undershoot. Distance error is the ratio of side D (the participants unguided walked distance) over the distance of C (configural homing vector from G2); a value greater than 1 is an overshoot and less than 1 an undershoot. As can be seen in the raw example shown ([Fig 2A & 2B](#pcbi.1007489.g002){ref-type="fig"}) and others ([S1 Fig](#pcbi.1007489.s003){ref-type="supplementary-material"}), although participants were often quite accurate at completing the triangle, they tended to overestimate the angle and underestimate the distance, regardless of triangle type. We will compare our findings of systematic errors with prior literature, specifically with Klatzky et al. 1999 \[[@pcbi.1007489.ref032]\] in the Discussion section.

![Results from Experiment 1 along with model fits.\
White triangles represent the mean, while the median is shown as a black bar. (A) Participants' circular mean of angle error for the 7 triangle types. (B) Participants' mean distance error for the unguided side. (C) Angle error and distance error for all trials. Model 1 simulated data from fitted values are shown as (D-F). Model 2 simulated data from fitted values are shown as (G-I). Encoding-Error model simulated data from fitted values are shown as (J-L).](pcbi.1007489.g002){#pcbi.1007489.g002}

### Participants overestimate angle and underestimate distance {#sec004}

We next addressed the extent to which this overestimation of angle and underestimation of distance was true across the group of participants. As shown in [Fig 2A](#pcbi.1007489.g002){ref-type="fig"}, we found a tendency for participants to overestimate the angle they needed to turn to reach their start point (1-sample t-test against 0: t(21) = 3.7,p\<0.001, Cohen's d = 0.79,BF~10~\>10), with participants, on average, tending to turn about 34.71°±9.37° too far when estimating the angle they would need to turn to reach the origin. In contrast, we found that participants tended to underestimate the distance they needed to walk to get back to the start point, with participants' normalized walked distance significantly less than 1 (see [Fig 2B](#pcbi.1007489.g002){ref-type="fig"}, 1-sample t-test against 1: t(21) = 16,p\<0.001, Cohen's d = 3.42, BF~10~\>10). The normalized walked distance was 0.87±0.05 (8.70m±0.50m). To determine the overall accuracy of the walked distance, we regressed the configural homing vector (side C) onto participants' unguided walked vector (side D). The beta values were positive and well above zero (1-sample t-test against 0: t(21) = 5.4,p \< .001,Cohen's d = 1.151, BF~10~\>10), demonstrating that participants, despite underestimating distance, were well above chance in their estimates.

### Sensory modality of guidance information {#sec005}

To ensure that our results were not due to difficulty with employing the handheld controllers to navigate the guided sides, we compared against a subset of trials in Experiment 1 in which the guided sides involved a visual beacon (note that participants otherwise navigated the unguided sides identically in somatosensory and vision conditions). During the *guided* section of the trials, there was no effect of vision ([S2A Fig](#pcbi.1007489.s004){ref-type="supplementary-material"} 2-sample t-test: t(21) = 1.09, p = 0.288, Cohen\'s d = 0.336 and BF~01~\>3), confirming that the handheld controller feedback system provides sufficient guidance. For angle error on the unguided side, as shown in [S2B & S2D Fig](#pcbi.1007489.s004){ref-type="supplementary-material"}, we found a slight but significant improvement in the vision-on (SD:43.10°) compared to vision-off (SD:46.51°) condition (2-way ANOVA with main effect of vision: F(1, 21) = 4.9, p\<0.026, η2 = 0.016 BF~10~ = 1.16). For distance error, as shown in [S2C & S2E Fig](#pcbi.1007489.s004){ref-type="supplementary-material"}, we also found a decrease in distance error during vision-on (SD:0.256) trials compared to vision-off (SD:0.271; 2-way ANOVA with main effect of vision: F(1, 21) = 8.2, p\<0.004, η2 = 0.026 BF~10~ = 4). We found no interaction effect between vision and triangle type. These findings suggest that providing vision on the guided sides did improve angle and distance estimates on the unguided side, but that participants still tended to overestimate angle and underestimate distance (see [S2D & S2E Fig](#pcbi.1007489.s004){ref-type="supplementary-material"} for additional information). Klatzky et al. 1999 \[[@pcbi.1007489.ref032]\] also found partial vision to improve accuracy, though, similarly, it seemed to have little effect on the direction of systematic errors. Thus, the overestimation of angle and underestimation of distance that we observed cannot be accounted for by difficulty in completing the unguided sides using somatosensory input alone.

### Effect of triangle shape on patterns of errors in path integration {#sec006}

Next, we wished to address the issue of triangle shape and whether this may have contributed in any way to the patterns of errors for the unguided side, as this might suggest participants used geometric features to anchor their path integration knowledge. For example, it could be that participants were most accurate for distance and angle on one triangle type (for example, right or equilateral triangles). To address this issue, we compared error on the unguided side with triangle type as an independent factor. Overall, we found only a modest effect of triangle type on angle error (2-way ANOVA with main effect of triangle type: F(6,21) = 2.9, p\<0.01, η^2^ = 0.058, BF~10~ = 1.72). Distance error, however, showed a fairly robust difference as a function of triangle type (2-way ANOVA with a main effect of triangle type: F(6, 21) = 5.7, p\<0.1.33e-5, η^2^ = 0.109 BF~10~\>10); see [Fig 2A and 2B](#pcbi.1007489.g002){ref-type="fig"}. While we did not find a consistent effect of triangle type across angle and distance errors, it is clear the triangle type contributed significantly to the patterns of participant errors. For example, the isosceles triangle (30,120,30) showed the lowest mean angle error (10.96°±9.11°) yet the equilateral triangle demonstrated the lowest mean distance error (0.985±0.062). Whether participants were relying on triangle templates, abstract geometric cues, or instead repeating identical/similar past paths in working memory, is an issue we return to in the Discussion.

As an additional analysis to investigate the use of geometric features of triangles, if participants were using specific shapes over others to perform the task, we might expect that both angle and distance errors would be correlated. This would be consistent with using the shape, rather than individual features, to compute the unguided side. Comparing angle and distance error is also important in determining the extent to which these two estimates were stored in a common vs. independent manner. We found no correlation between angle and distance error across trials and participants ([Fig 2C](#pcbi.1007489.g002){ref-type="fig"}; r(579) = 0.0035, p = 0.933), suggesting that angle and distance errors were not related to each other. We also observed no clustering of angle and distance error by triangle type ([Fig 2C](#pcbi.1007489.g002){ref-type="fig"}). Finally, we looked at the left and right-handedness of the triangle and found no difference between them ([S4A & S4B Fig](#pcbi.1007489.s006){ref-type="supplementary-material"}; angle error 2-sample t-test: t(21) = 0.7, p = 0.485, Cohen\'s d = 0.118, BF~01~\>3 and 2-sample t-test: distance error t(21) = 1.136, p = 0.268, Cohen\'s d = 0.103 and BF~01~ = 2.53). Together, these findings suggest that while geometric features (angle and distance) contribute to participant errors, it is not clear how these features are combined (if at all) to create and deploy triangle templates.

### Vector addition model {#sec007}

To better understand the pattern of errors that participants made in Experiment 1, we built a configural computational model to predict the pattern of errors for the unguided sides. We combined angle and distance into a single vector value (see [Methods](#sec019){ref-type="sec"}) and employed the vectors for guided sides A and B as predictors for the unguided side. Based on previous findings \[[@pcbi.1007489.ref031]\], we would expect the guided sides to strongly predict performance on the unguided side. The modeling approach we employed also allowed us to compare the relative weighting of side A vs. side B and whether past trial history had any impact on unguided side performance.

We employed two versions of a simple vector addition model to fit our results. Model 1 assigns weights to sides A and B and predicts the distance and direction of side C ([Eq 5](#pcbi.1007489.e017){ref-type="disp-formula"}). Model 2, in addition, includes a weighted influence of the participants' past trial history ([Eq 6](#pcbi.1007489.e021){ref-type="disp-formula"}). We compared these two vector addition models to the Encoding-Error Model \[[@pcbi.1007489.ref031]\]. For Model 1, both guided sides A and B strongly predicted performance on the unguided side (mean *β*~*A*~ = 0.3, 1-sample t-test against 0: t(21) = 2.86 p\<0.0001 BF~10~\>3 and mean *β*~*B*~ = 0.813, 1-sample t-test against 0: t(21) = 7.41 p\<0.0001, BF~10~\>10; [Fig 3A](#pcbi.1007489.g003){ref-type="fig"}). Notably, only the beta values for side A were significantly less than 1 (1-sample t-test against 1: t(21) = 6.6, p\<1.299e-6, BF~10~\>10), suggesting that participants underweighted side A when estimating the return vector. The underweighting of side A could, potentially, account for the angle overestimation. In addition, side B was weighted significantly higher than side A, (2-sample t-test: t(21) = 3.62, p\<0.002, Cohen's d = 1.02, BF~10~\>10).

![Mean Beta values from the vector models.\
(A): experiment 1 and (B): experiment 2.](pcbi.1007489.g003){#pcbi.1007489.g003}

For model 2, which included participants' past trial history, we found mean *β*~*A*~ = 0.311, 1-sample t-test against 0: t(21) = 3.05, p\<0.006, BF~10~ = 7.5 and mean *β*~*B*~ = 0.698, 1-sample t-test against 0: t(21) = 7.775, p\<0.0001, BF~10~\>10, suggesting similar results in terms of underweighting the guided sides as Model 1. We also found a significant effect of past trials (mean *β*~*λ*~ = 0.112, 1-sample t-test against 0: t(21) = 3.415, p\<0.003, BF~10~\>10), suggesting that sequential effects contributed significantly in Experiment 1 ([Fig 3A](#pcbi.1007489.g003){ref-type="fig"}). While the priors (past walked triangles) were similar in size in Experiment 1 (i.e., distance was not explicitly manipulated), the modeling results showed that past trials made a significant contribution to participant's estimation of the unguided side.

Taken together, these findings suggest that the findings from Experiment 1, which involved different triangle types, could be captured by our configural vector-based models, particularly Model 1. Participants underweighted both guided sides A and B, with a tendency to underweight side A to a greater extent, possibly accounting for the tendency of participants to overshoot the unguided angle. We also found evidence for a linear combination of past trials providing explanatory power for the unguided side.

### Model validation {#sec008}

Next, we simulated Model 1 to determine whether it could account for the trends observed in the empirical data \[[@pcbi.1007489.ref047], [@pcbi.1007489.ref048]\]. We found that Model 1 captured both the angle overestimation ([Fig 3A](#pcbi.1007489.g003){ref-type="fig"}) and distance underestimation ([Fig 3B](#pcbi.1007489.g003){ref-type="fig"}) in Experiment 1. The simulation results supported the idea that Model 1 provided a better account for the data than Model 2 ([Fig 2D--2I](#pcbi.1007489.g002){ref-type="fig"}) and captured the relevant empirical phenomenon reported here.

### Encoding-Error Model {#sec009}

We fitted and simulated our data using the Encoding-Error Model, and, similar to Model 1 and Model 2, were able to capture the systematic errors in angle overestimation ([Fig 2J](#pcbi.1007489.g002){ref-type="fig"}) and distance underestimation ([Fig 2K](#pcbi.1007489.g002){ref-type="fig"}). The Encoding-Error Model, given the limited range of triangle distances in Experiment 1, did not show regression to the mean (effect of past trials). When we directly compared the models ([S2J and S2K Fig](#pcbi.1007489.s004){ref-type="supplementary-material"}), however, we found that Model 1 fit the data fairly decisively, at both subject and group level, compared to the other two models. While Model 1 did outperform the other two models in BIC and AIC, the confusion matrix in [S7A--S7C Fig](#pcbi.1007489.s009){ref-type="supplementary-material"} showed that simulated data from Encoding-Error model did not fit Encoding-Error model best compared to the two vector addition models. This method of model recovery suggests some limitations with our model comparison (i.e., how well our task can distinguish between models) and was likely due to small number of trials and the fact that the vector addition models involved far fewer free parameters than the Encoding-Error Model \[[@pcbi.1007489.ref048]\]. We return to a more detailed comparison between vector addition and Encoding-Error Models in the Discussion.

Experiment 2 {#sec010}
------------

### Basic behavior {#sec011}

In Experiment 2, we manipulated the distance of the triangles (perimeters = 15.19, 25.32, 126.60, 253.20, and 506.42 meters) while keeping triangle geometry constant. This involved manipulating the distance of the guided sides while maintaining a scalene triangle shape, thus leaving the angles constant. We implemented the same task structure as Experiment 1 but here we kept the shape of the guided path the same and varied the scale across trials.

### Participants systematically underestimated distance but accurately estimated angle {#sec012}

For angle error, somewhat in contrast to Experiment 1, we found no significant overestimation or underestimation of angle, with participants showing a mean error of 0.8°±7.44° (1-sample t-test against 0: t(16) = 0.107, p = 0.916, Cohen's d = 0.026, BF~01~\>3). We also found no effect of triangle size on angle error ([Fig 4A](#pcbi.1007489.g004){ref-type="fig"} 1-way ANOVA with no main effect of triangle size: F(4,16) = 0.609, p = 0.658, η^2^ = 0.036,BF~01~\>10). We attribute this to the fact that triangle configuration was consistent across Experiment 2 because we primarily manipulated distance.

![Results from Experiment 2 along with model fits.\
White triangles represent the mean while the median is shown as a black bar. (A) Participants' circular mean of angle error for the 7 triangle types. (B)Participants' mean distance error for the unguided size. (C)Angle error and Distance error of all trials. Model 1 simulated data from fitted values are shown as (D--F). Model 2 simulated data from fitted values are shown as (G--I). Encoding--Error model simulated data from fitted values are shown as (J--L).](pcbi.1007489.g004){#pcbi.1007489.g004}

We found evidence of fairly accurate estimation of distance for smaller triangle perimeters (15-25m perimeter) and considerable underestimation for larger triangle perimeters (126m -- 500m perimeter). In fact, we found a trend whereby distance underestimation increased as a function of the unguided distance ([Fig 4B](#pcbi.1007489.g004){ref-type="fig"}, 1-way ANOVA with main effect of triangle size: F(4,16) = 21.107, p\<3.913e-11, η^2^ = 0.553 and BF~10~\>10). This is shown in [Fig 5A](#pcbi.1007489.g005){ref-type="fig"}, where the dotted line indicates a slope of 1, with the actual slope well below this value. In other words, the further that participants walked, the more they tended to underestimate the unguided side.

![Systematic underestimation of distance from Experiment 2.\
(A) The distribution of distances for the unguided side (D) for each triangle size with y = x plotted at the dotted line. (B) Standard deviation of distances for the unguided side (D), which show a linear increase. (C) Mean systematic errors of distance (1- distance error), which increase logarithmically. (D) Mean systematic errors of distance of the simulated data from Model 2, which increase logarithmically. (E) Mean systematic errors of distance of the simulated data from Encoding-Error Model, which increase logarithmically.](pcbi.1007489.g005){#pcbi.1007489.g005}

To better understand this phenomenon, we analyzed the spread of the errors as participants walked the unguided side. We found that the distribution of distance error scaled linearly as a function of the walked distance. As shown in [Fig 5B](#pcbi.1007489.g005){ref-type="fig"}, the standard deviation of the walked unguided distances increased linearly, as shown by a regression fit (linear model: t(4) = 23.6, p\<0.0001), suggesting that the greater the walked distance, the proportionately greater the error in distance with variance increasing exponentially. Distance underestimation ($1 - \frac{side\ D}{side\ C}$) increased as a function of distance as well, however, this increase was best fit by a logarithmic function ([Fig 5C](#pcbi.1007489.g005){ref-type="fig"}, linear model: t(4) = 13.39, p\<0.001) rather than linearly, similar to Weber--Fechner and Stevens\' power law \[[@pcbi.1007489.ref049]\]. Together, these findings suggest that as participants walked longer distances, they tended to increase their underestimation of the distance they would need to walk and scale their errors logarithmically as a function of distance.

Similar to Experiment 1, we also found no correlation between angle and distance error ([Fig 4C](#pcbi.1007489.g004){ref-type="fig"}, 2-sample t-test: t(487) = 0.623,p = 0.533, BF~01~\>7.8). We also found no effect of right vs. left turns on guided sides (angle error: 2-sample t-test: t(16) = 1.51, p = 0.151, Cohen\'s d = 0.245, BF~01~ = 1.55 and distance error: (2-sample t-test: t(16) = 0.724, p = 0.4797, Cohen\'s d = 0.176 and BF~01~ = 3.188), see [S4C & S4D Fig](#pcbi.1007489.s006){ref-type="supplementary-material"}.

### Vector addition model {#sec013}

To better understand the effects of the guided sides on the unguided side estimates in Experiment 2, we employed the computational models used in Experiment 1 to predict the pattern of errors for the unguided sides. The modeling analysis from Model 1 again revealed that both guided sides A and B strongly predicted performance on the unguided side (mean *β*~*A*~ = 0. 494, 1-sample t-test against 0: t(16) = 5.09, p\<0.001, BF~10~\>10 and mean *β*~*B*~ = 0. 579, 1-sample t-test against 0: t(16) = 9.33, p\<0.001, BF~10~\>10; [Fig 3B](#pcbi.1007489.g003){ref-type="fig"}). Notably, both beta values were less than 1 (1-sample t-test against 1: *β*~*A*~ t(16) = 5.22 p\<0.001, BF~10~\>10 and 1-sample t-test against 1: *β*~*B*~ t(16) = 6.80 p\<0.001, BF~10~\>10), suggesting that participants underweighted *both* sides when estimating the return vector. In addition, unlike Experiment 1, both sides were weighted evenly (1-sample t-test: t(16) = 0.547,p = 0.591, Cohen's d = 0.218, BF~01~\>3). These findings are perhaps unsurprising because angle was neither under nor overestimated.

Comparing Model 1 (modeling the distance of the guided sides to predict the unguided sides) and 2 (using Model 1 with an additional term for past trial distances), we found significant fits for all three beta terms. In other words, guided sides A & B, as well as past trial history (mean *β*~*A*~ = 0. 488, 1-sample t-test against 0: t(16) = 5.06, p\<0.001, BF~10~\>10, mean *β*~*B*~ = 0. 562, 1-sample t-test against 0: t(16) = 8.96, p\<0.001, BF~10~\>10 and mean *β*~*λ*~ = 0.015, 1-sample t-test against 0: t(16) = 3.26, p\<0.005, BF~10~ = 9.83), all predicted errors in walking the unguided side in Experiment 2. Thus, similar to Experiment 1, trial history provided a significant explanation of error in Experiment 2. Note, *β*~*λ*~ values are smaller in Experiment 2 due to the large values of *λ* (linear combination of past paths), which in Experiment 2 can go up to 500m.

### Model validation {#sec014}

Next, we simulated our data in a manner similar to Experiment 1. Simulated data from Model 1 showed that we were able to capture participant patterns in angle error ([Fig 4D](#pcbi.1007489.g004){ref-type="fig"}). While Model 1 captured the distance underestimation ([Fig 4E](#pcbi.1007489.g004){ref-type="fig"}), it did not capture the trend of increase in underestimation as a function of distance. We hypothesized that this effect could be an influence of past trials, in other words, a form of regression to the mean \[[@pcbi.1007489.ref035], [@pcbi.1007489.ref036]\]. [Fig 4G](#pcbi.1007489.g004){ref-type="fig"} shows the simulated angle error from Model 2. We were again able to capture the accurate angle predictions. Importantly, however, simulated distance error for Model 2, as shown in [Fig 4H](#pcbi.1007489.g004){ref-type="fig"}, better captured the pattern of distance underestimation. Model 2, in particular, captured the tendency of participant underestimation of distance to increase as a function of distance while Model 1 (which did not include trial history) was not able to capture this effect. These findings suggest that the increasing underestimation of distance was influenced, in part, by past trials. This effect was likely stronger in Experiment 2 than 1 due to the longer range of distances employed.

### Encoding-Error Model {#sec015}

The Encoding-Error Model also captured some of the same patterns in the data as Model 1 and 2. The simulated data from the Encoding-Error Model showed accurate angle error and underestimation of distance errors as a function of distance ([Fig 4J & 4K](#pcbi.1007489.g004){ref-type="fig"}). We also considered how well the Encoding-Error Model compared with Model 2 in terms of capturing the mean systematic error in distance, which was 1- mean distance error ([Fig 5C--5E](#pcbi.1007489.g005){ref-type="fig"}). While the Encoding-Error Model fit the logarithmic function of systematic errors, the values were less accurate than Model 2. Similar to Experiment 1, Model 2 best fit the data, but the BIC and AIC favored Model 1 ([S6D--S6F Fig](#pcbi.1007489.s008){ref-type="supplementary-material"}). Notably, though, our analyses (see [Fig 2D--2F](#pcbi.1007489.g002){ref-type="fig"}) suggested that Model 1 did not capture the pattern of systematic errors (distance undershoot) and thus we removed it from the model comparison with the Encoding-Error Model. As shown in [S8A--S8D Fig](#pcbi.1007489.s010){ref-type="supplementary-material"}, we can see Model 2 fits 11 subject's data better while the Encoding-Error Model fit the other 5 subjects' data better. Similar to Experiment 1, the confusion matrix ([S3A--S3C Fig](#pcbi.1007489.s005){ref-type="supplementary-material"}) showed that Encoding-Error model did not fit its own simulated data well. This was likely due to small number of trials and the fact that the vector addition models involved fewer free parameters than the Encoding-Error Model ([S1 Text](#pcbi.1007489.s013){ref-type="supplementary-material"}). We return to a more detailed comparison of the models in the Discussion.

Discussion {#sec016}
==========

In two different experiments, participants were guided on two sides of a triangle and then attempted to return to the origin without any input using a novel interface involving an omnidirectional treadmill. In Experiment 1, we manipulated triangle type (equilateral vs. isosceles vs. right vs. scalene) while holding distance on the unguided side constant to minimize prior effects. Consistent with previous work using the triangle completion task in small-scale room-sized environments \[[@pcbi.1007489.ref021], [@pcbi.1007489.ref031], [@pcbi.1007489.ref032], [@pcbi.1007489.ref050], [@pcbi.1007489.ref051]\], we found that participants underestimated distance and overestimated angle. These systematic errors, however, did not show a regression to the mean effect. In Experiment 1, our computational modeling results suggested that this pattern could be explained by a model in which participants underweighted side A compared to side B with an effect of past trial history. In Experiment 2, we found systematic errors in distance as participants accurately estimated the angle they needed to turn while increasingly underestimating the unguided side as a function of distance, consistent with logarithmic scaling described in the Weber-Fechner law. Modeling results for Experiment 2 further suggested equal weighting of both encoded sides. We also found no correlation between angle and distance errors in both experiments, consistent with reports that, at least in part, we derive angular motion from the semicircular canals and linear motion through the otoliths \[[@pcbi.1007489.ref052]\]. Our findings thus suggest that participants use independent estimates of direction and distance to estimate a configural homing vector, with the current trial guided sides influencing estimates of the configural homing vector.

In Experiment 1, we found that the triangle type tested had an influence on participants' distance and angle errors on the unguided side. We found that the equilateral triangles showed significantly lower distance error and similarly, we found a weak tendency for the isosceles triangle angles (30,120,30) to show lower angle overestimation. All triangle types observed in Experiment 1, however, showed an angle overestimation and distance underestimation. The question of whether the differences in distance and angle errors observed are due to participants using triangle templates is one we sought to answer in this study.

We believe that If participants were using a triangle template, then we would be able to observe accurate distance *and* angle estimations for one triangle type. For example, it might be possible to predict that equilateral triangles or right triangles would be overall more accurate than scalene triangles. This is because these geometries are far more regular and potentially easier to encode holistically, particularly given their influence on visually-guided navigation \[[@pcbi.1007489.ref053]\]. While we did not find one triangle type to have lower distance *and* angle errors at the group level, there may be several explanations for how triangle type had an influence on participants\' performance.

First, we found two participants who showed a high degree of accuracy for both distance and angle on equilateral and right isosceles triangles ([S3C Fig](#pcbi.1007489.s005){ref-type="supplementary-material"}). This suggests that some participants may have used a strategy that involved deploying templates. Unlike Wiener et al. 2011 \[[@pcbi.1007489.ref034]\], we did not explicitly ask participants to focus on the outbound path or the origin, which in turn could possibly have affected some participants' likelihood of spontaneously using a template. Our results, in this way, build on other studies showing individual differences in human navigation studies \[[@pcbi.1007489.ref054]--[@pcbi.1007489.ref056]\].

A second explanation for how triangle type may have influenced participants' performance focuses on the possibility of using abstract geometric features. Studies in young children suggest that rather than using room geometry to navigate, children use certain geometric features (i.e., the distance between walls) to reorient themselves \[[@pcbi.1007489.ref057], [@pcbi.1007489.ref058]\]. In our task, participants were not directly exposed to the geometric regularities of the path but rather they had to "trace" it by walking it. This process may conserve some geometric features and not others, which may in turn influence the pattern of errors. In particular, because participants could not directly perceive the entire shape, they may have attempted to guess it, and if their memory for a side was inaccurate, this would affect their memory for the entire shape. Thus, while we could not determine any correlation between patterns of errors and any obvious geometric features, there may be other features that were not detectable for our experimental task. These could have been influenced by geometry although in a way not detectable in our design due to tracing the path over several minutes rather than directly perceiving it in one glance.

Third, it may be that participants simply do not rely on any geometric features. Instead, it is possible that the small distance errors for the equilateral triangle type can be attributed to a working memory effect based on the equivalence of all three side distances. The overall systematic trends of overestimating angle and underestimating distance may have little to do with encoding geometric properties and instead be a result of under-encoding the guided legs and execution errors \[[@pcbi.1007489.ref033], [@pcbi.1007489.ref059]\]. Overall, the lack of any consistent effects in angle and distance for specific triangle types in terms of accuracy and the lack of a correlation between angle and distance suggest, on a group level, that participants may not have been using triangle templates. The fact that triangle type does have separate yet significant influences on individual distance and angle errors leaves room for further investigation.

In Experiment 2, we tested path integration over distances much longer than those typically employed in past human studies. Almost all of our current knowledge base about path integration mechanisms in humans derive from testing in room-sized environments, and therefore, in contrast to what is known about other species, the extent to which path integration mechanisms operate accurately over distances greater than 10 meters remains unclear. We found that participants were fairly accurate in their ability to complete the third side of a triangle, even for triangle perimeters as long as 500 meters. Although we found a systematic increase in error and underestimation as a function of longer distances, these biases increased logarithmically, suggesting that the basic mechanisms underlying path integration were not substantially different at 500 meters compared to 25 meters. In contrast to Experiment 1, we found that both sides A and B contributed equally to errors in unguided side C, although we attribute this effect to the fact that we did not manipulate angle in Experiment 2. We found that past trial history contributed significantly to the pattern of errors at longer distances. These findings suggest that in fact some of the properties of path integration do change somewhat over longer distances, particularly the tendency to erroneously weigh past trials to estimate the current ones. Given that our two models, however, involved the same basic conceptual setup (side A+B = C), these results suggest that the basic mechanism of adding vector values for the guided sides to compute a configural homing vector held constant across experiments.

Our computational modeling results indicated an effect of past trials on participant error patterns in both experiments. In other words, for the longer distance triangles, we found a weak, but significant bias for past trials to influence the extent to which participants underestimated the amount they needed to walk on the current triangle. For large triangles, therefore, shorter past trials would result in a greater tendency to underestimate distance. Notably, including the history term in our model significantly increased our ability to account for the increasing tendency of participants to undershoot the distance they needed to walk on the unguided side. These findings support the idea that for particularly long distances, path integration is also influenced by a form of regression to the mean from past trials, thus explaining why undershoot increased with longer distances. These findings, which, to the best of our knowledge, have not been demonstrated previously at such long distances in humans, suggest that path integration is not merely a function of the current walked triangle, but is also influenced by the memories and experiences of past trajectories.

Because of our strong reliance on visual input, testing humans in the absence of vision is challenging, particularly due to the possibility of trip hazards and collisions. Thus, many researchers have chosen to investigate path integration using desktop VR, which also allows simultaneous brain imaging, for example, using fMRI \[[@pcbi.1007489.ref054], [@pcbi.1007489.ref060]\]. One limitation with desktop VR is that although it preserves optic flow, it lacks the rich cues that one obtains from freely moving the body in space \[[@pcbi.1007489.ref019]\]. These include vestibular information from head turns, proprioceptive information about body position, efferent copy from motor movements, and somatosensory input from the feet as they move over the surface \[[@pcbi.1007489.ref016]\] \[[@pcbi.1007489.ref061]--[@pcbi.1007489.ref066]\]. Our novel interface was able to reproduce many of these cues, particularly those that would be expected from angular vestibular cues, turning, and shuffling the sides of the feet. The treadmill, however, has diminished translational vestibular cues although it is notable that the distance underestimation results we obtained were largely comparable to past studies using the real-world triangle completion task \[[@pcbi.1007489.ref032]\]. As such, we were able to capture novel aspects of non-visual navigation otherwise difficult to observe in desktop-VR.

Additionally, participants in our study generated their linear and angular motion, while non-VR versions of the triangle completion task used in the past relied on the experimenter physically guiding the participants' movements. Previous versions of path completion tasks have used an object (rod or rope) in which the experimenter guides the participants by pulling or lowering for turning \[[@pcbi.1007489.ref021], [@pcbi.1007489.ref032], [@pcbi.1007489.ref035]\]. In contrast, in our design, participants received feedback from handheld controllers indicating which way to go. We believe that the use of feedback via handheld controllers, rather than external forces to guide participants, better approximates active walking. Specifically, active walking requires one to initiate the movement while outside forces that initiate or guide the movement would typically be referred to as passive. We believe by controlling for active walking during the guided portion, we have better controlled for differences between guided and unguided conditions. While the distinction between active and passive movement is a subtle one, recent work suggests important differences between these two forms of walking in terms of their neural bases \[[@pcbi.1007489.ref052]\].

Model comparisons {#sec017}
-----------------

Vector addition has long been assumed to be the functioning principle for path integration \[[@pcbi.1007489.ref023], [@pcbi.1007489.ref024], [@pcbi.1007489.ref026]\]. The vector addition models proposed in this paper (Models 1&2) assume that the configural homing vector is computed by summing vector representations of sides A and B. In contrast, the Encoding-Error Model assumes that the configural homing vector is computed using the distance and angle values experienced during the entire guided portion. While both models are similar in aim, we believe the computational principles for the vector model may be more plausible. To employ the Encoding-Error Model, participants must form a representation of the linear relationship between distance guided and distance walked (distance representation) as well as for turns, for each path configuration. In contrast, vector addition models assume a linear relationship between the guided sides and the configural homing vector, with the possibility of prior trials influencing the current trajectory.

As mentioned in the Introduction, there are other reasons to think that vector addition models confer advantages, particularly in accounting for human path integration findings from the triangle completion task. The Encoding-Error Model has four requirements, with one important assumption being that the internal representations must obey Euclidean axioms. Recent papers, however, suggest that human spatial navigation, in some instances, may be better characterized by representations based on non-Euclidean labeled graphs \[[@pcbi.1007489.ref067]\]. Specifically, Warren et al. 2019 \[[@pcbi.1007489.ref067]\] described path integration using simple vector manipulations with such manipulations preserved in non-Euclidean spaces. Our model, which can be readily adapted to non-Euclidean geometries, would therefore also provide greater flexibility than the Encoding-Error Model in terms of fitting violations of Euclidean axioms.

Another requirement of the Encoding-Error Model is the assumption that all systematic errors occur during encoding rather than during spatial reasoning or execution. Vector addition models are more flexible, assuming systematic errors can aggregate at different stages, whether it is during encoding, retrieval or computation of the configural homing vector. The Encoding-Error Model, however, is limited in that side A and B derive from the same linear function, such that side A cannot be underestimated more than side B. There may be instances, however, in which one side is weighted differently in a path with 2 segments compared to 5 segments \[[@pcbi.1007489.ref059]\]. This was also true in Experiment 1, where we found that side A was underweighted compared to side B.

In addition, the Encoding-Error Model is limited to 2 segmented triangular paths, based on the law of cosines ([S1 Text](#pcbi.1007489.s013){ref-type="supplementary-material"}) and does not perform well with 3 segmented paths \[[@pcbi.1007489.ref031]\]. In contrast, vector addition models can readily be extended to n paths with the caveat of adding a free parameter with each segment. Notably, the vector addition models we employed here provided an overall better fit of the actual data ([S6A & S6D Fig](#pcbi.1007489.s008){ref-type="supplementary-material"}). We note, though, that the Encoding-Error model cannot be fully differentiated during model recovery ([S7 Fig](#pcbi.1007489.s009){ref-type="supplementary-material"}). The likely reason for this is the small number of trials in our task. While both Model 2 and Encoding-Error model can account for some patterns in the data, including systematic errors, importantly, Model 2 has the best log-likelihood fit ([S6A & S6D Fig](#pcbi.1007489.s008){ref-type="supplementary-material"}), despite the Encoding-Error model having more free-parameters. Overall, therefore, we think the vector addition models provide a better fit of our data and are more parsimonious although more work is needed to allow a detailed and formal model comparison.

Limitations of the Vector Models {#sec018}
--------------------------------

While the vector addition models employed here do a fairly good job of capturing the patterns of our findings in the two experiments in this study, they are not without certain limitations. One issue is that the model in its current form assumes that side A and side B are encoded with similar directions (i.e. $\beta_{A}x_{A}^{t}$ has the same direction as $x_{A}^{t}$) or opposite directions ([S10 Fig](#pcbi.1007489.s012){ref-type="supplementary-material"}). Our current versions also assume that only the vector magnitudes affect systematic errors (see [S10 Fig](#pcbi.1007489.s012){ref-type="supplementary-material"}). We hope to address the issue of vector directions in more detail in future models.

Methods {#sec019}
=======

Ethics statement {#sec020}
----------------

All participants gave written informed consent to participate in the study, which was approved by the Institutional Review Board at the University of California, Davis (Protocol: 816949).

Training and the triangle completion task {#sec021}
-----------------------------------------

We employed a task used previously to investigate human path integration termed the triangle completion task \[[@pcbi.1007489.ref021]\]. Briefly, the task involves guiding participants on two sides of a triangle and then completing the third side without guidance or feedback. Based on our goal of studying a variety of different triangle types and sizes, we adapted the task to an omnidirectional treadmill, the Cyberith Virtualizer treadmill. The task involved participants walking on the treadmill, with guidance on two of the sides provided by somatosensory feedback from HTC VIVE handheld controllers. Participants wore the HTC VIVE headmounted headset to allow us to track head and body position, as well as to limit visual input.

To first ensure that participants could walk comfortably in the treadmill, we employed a pre-experimental training session. We employed an HTC VIVE head-mounted display to give visual feedback to ensure balance and comfort on the treadmill. In the first part of the training, we included a 3-stage puzzle game created in Unity 2017.1.1f1 in which participants had to explore an environment to find an object. Once participants completed the 3-stage puzzle game, reported no cybersickness, and the experimenter determined that their walking technique was adequate, they advanced to the next level. At this point, we introduced the HTC VIVE handheld controllers feedback system ([Fig 1B](#pcbi.1007489.g001){ref-type="fig"}) and had subjects walk straight lines with no visual information while receiving feedback from the handheld controllers. This insured that they could accurately perform the guided sides. Following this, they performed a small number of practice triangles. After practicing the triangle completion task on 6 unique triangles, which were not included in the experiment, the experiment started. The training period ranged from 30--60 min. To ensure participant safety, we occasionally questioned them about how they were feeling to guard against issues with cybersickness.

Participants then proceeded to the main experiment. The first experiment involved manipulating triangle geometry (i.e., primarily the angles they turned) and Experiment 2 involved manipulating triangle size (i.e., we manipulated the distance they walked on the third / unguided side). Trial sequences were randomly chosen from 5 pseudorandomized configurations. In both experiments, we guided participants along the first two sides of the triangle using the handheld controllers' feedback system ([Fig 1B](#pcbi.1007489.g001){ref-type="fig"}). The feedback system was designed such that if the participants strayed from their path, the controller vibrated accordingly (for example if the right controller vibrated, they would need to turn left) to help guide them in walking in a straight line. When participants walked in the correct direction, the controller did not send feedback, allowing for active walking (passive guidance). Participants were guided alongside A' and then alongside B' by controller feedback ([Fig 1C](#pcbi.1007489.g001){ref-type="fig"}). At G2', the handheld controller feedback system turned off and participants were instructed to find their way to the start point. Participants pressed the trigger on the handheld controllers once they believed that they reached the start point. We constructed trial specific vectors to capture the performance variability during guided sides (see [Fig 1E](#pcbi.1007489.g001){ref-type="fig"}). We manually inspected these trials, and those which showed a clear deviation from linearity were excluded, which resulted in approximately 16.5% ($\frac{117}{696}$) of removal of trials from Experiment 1 and 6.88% ($\frac{36}{523}$) from Experiment 2 across participants. Participant data that exceeded 25% removed trials were excluded from the analysis. We redid the analysis by including all trials and participants and obtained similar results to what are reported here.

Modeling {#sec022}
--------

### Description of models {#sec023}

To further understand how the guided sides contributed to the angle and distance errors of the unguided side, we created a vector model of path integration. In this model, we assume that participants estimate a "configural homing vector", $x_{C}^{t}$, by combining the vectors corresponding to each of the guided sides for that trial (denoted by superscript t), $x_{A}^{t}$ and $x_{B}^{t}$. If path integration were optimal, people would combine these vectors in the following way $$x_{C}^{t} = - (x_{A}^{t} + x_{B}^{t})$$ and would return perfectly to the point of origin by walking along the vector $x_{C}^{t}$.

We assumed that people could over, or underweight, a given side when computing the sum--perhaps because they integrate evidence unevenly over time \[[@pcbi.1007489.ref068]\]. To model participants' biased responses, we allowed ${\widetilde{x}}_{D}^{t}$ to be a *weighted* sum of the vectors from the first two sides: $${\widetilde{x}}_{D}^{t} = - \left( {\beta_{A}x_{A}^{t} + \beta_{B}x_{B}^{t}} \right)$$ Where *β*~*A*~ and *β*~*B*~ denote the weights given to side A and side B respectively ([Fig 1D](#pcbi.1007489.g001){ref-type="fig"}).

Of course, real participants are suboptimal and we modeled these suboptimalities in a number of different ways. First, people may not perfectly encode the vectors from the guided sides and/or may not perfectly implement the desired action, adding noise to the sum in [Eq 2](#pcbi.1007489.e012){ref-type="disp-formula"}. Thus, we assumed that the vector they actually walked $x_{D}^{t}$ was sampled from a Gaussian distribution centered on ${\widetilde{x}}_{D}^{t}$, i.e. $$P\left( {x_{D}^{t}|\widetilde{\sigma},\beta_{A},\beta_{B}} \right) = \frac{1}{\sqrt{2\pi\sigma^{2}}}exp{({- \frac{{({x_{D}^{t} - {\widetilde{x}}_{D}^{t}})}^{2}}{2\sigma^{2}}})}$$ Where *σ*^2^ is the variance of the noise. Consistent with Weber's law, we assumed this variance increased with the distance walked to match our finding of increased variance as a factor of distance walked in Experiment 2 (see [Results](#sec002){ref-type="sec"}, [Fig 5C](#pcbi.1007489.g005){ref-type="fig"}). $$\sigma = \widetilde{\sigma}*\sqrt{x_{A}^{t}{}^{2} + x_{B}^{t}{}^{2}}$$ Combining the first two sides gives us Model 1 ([Eq 5](#pcbi.1007489.e017){ref-type="disp-formula"}), which includes noise and the possibility of over and underweighting the sides. $$x_{D}^{t} = - \left( {\beta_{A}x_{A}^{t} + \beta_{B}x_{B}^{t}} \right) + \varepsilon$$ Where *ε* is the noise term sampled from a normal destitution with mean 0 and standard deviation *σ*.

Finally, we allowed for the possibility that there may be sequential effects in our paradigm, i.e. there was an influence of previous trials on the current response. We modeled these sequential effects by including the vectors walked ($x_{A}^{t - n},\ x_{B}^{t - n}$ and $x_{D}^{t - n}$) from past trials. For simplicity, we assumed that the effect of past trials decayed exponentially into the past \[[@pcbi.1007489.ref069]\], thus writing $x_{D}^{t}$ as $$x_{D}^{t} = - {({\beta_{A}x_{A}^{t} + \beta_{B}x_{B}^{t} + \beta_{\lambda}{\lbrack{\lambda_{A}^{t - 1} + \lambda_{B}^{t - 1} - \lambda_{D}^{t - 1}}\rbrack}})}) + \varepsilon$$ $$\lambda_{n}^{t} = x_{n}^{t} + \alpha\lambda_{n}^{t - 1}$$ Where *λ*~*n*~ is a linear combination of the previous vectors, fitted with *α*, which ranges between 0 to 1, to capture the impact of prior trials. Thus, including the possible effect of past trials gave us Model 2.

### Fitting the model {#sec024}

We fit the model using a maximum likelihood approach. In particular, we computed the log likelihood of the responses for each subject, as a function of model parameters: $$LL\left( {\widetilde{\sigma},\beta_{A},\beta_{B},\beta_{\lambda},\alpha} \right) = \sum_{t = 1}^{T}\frac{log\left( {2\pi\sigma^{2}} \right)}{2}\frac{\left( {{\widetilde{x}}_{D}^{t} - x_{D}^{t}} \right)^{2}}{4\sigma^{2}}$$ We then found the parameters that maximized the likelihood using Matlab's fmincon function.

### Simulating the models {#sec025}

To simulate the model, we used the parameter values fit for each subject to compute the mean $x_{D}^{t}$ for each trial. To model the noise in each person's choice, we perturbed the estimate of ${\widetilde{x}}_{D}^{t}$ by isotropic Gaussian noise of mean 0 and variance *σ*^2^.

### Encoding-Error Model {#sec026}

We recreated the Encoding-Error Model from Fujita et al. 1993. See [S1 Text](#pcbi.1007489.s013){ref-type="supplementary-material"} for more details. We used the same fitting and simulation method used for Model 1 and Model 2 with the exception of dividing the data for left and right-handed triangle to better accommodate the parameters of the Encoding-Error Model \[[@pcbi.1007489.ref032]\].

### Model Comparison Methods {#sec027}

We used two methods of model comparisons: 1) Penalized-Log-likelihood criteria's Bayes Information Criterion (BIC) \[[@pcbi.1007489.ref070]\] and Akaike information criterion (AIC) \[[@pcbi.1007489.ref071]\]. Both express similar information about the generalizability of the model by penalizing for the number of free parameters. To test how meaningful our model comparisons results are in our task we also tested for model recovery. We did this by simulating each model with randomized parameter values and then fitting the models to the simulated data, allowing comparison of the AIC and BIC (see section 6 and Appendix B in \[[@pcbi.1007489.ref048]\]). We performed each simulation at the participant level and then subsequently compared BIC values by calculating exceedance probabilities, which measured how likely it is that the given model fits all of the data \[[@pcbi.1007489.ref072]\]. This group level statistic is similar to AIC and BIC. Computed exceedance probabilities on our data as well as each model by simulating 100 times and comparing with the methods mentioned above. These methods are illustrated in [S6 Fig](#pcbi.1007489.s008){ref-type="supplementary-material"} where the probability of the model fit for the simulated data ranges from 0 to1. The Exceedance Probability is calculated using SPM 12 spm_BMS function.

### Bayes Factor Analyses {#sec028}

We included a Bayes Factor analysis for all statistical analyses \[[@pcbi.1007489.ref073]\]. For results below our significance threshold (p\<0.05), we used a Bayes Factor BF~***10***~ to indicate the degree of favorability toward the alternative hypothesis. For results that were not below our significance threshold, we employed the Bayes Null factor, BF~***01***~. Note that the larger the Bayes Factor, regardless of whether in favor of the alternative or null, the greater the evidence.

Experiment 1 {#sec029}
------------

### Participants {#sec030}

We tested a total of 26 participants (12m,14f), 4 (1m, 3f) of which were removed due to exceeding 25% of trials removed (see [methods](#sec019){ref-type="sec"}), Participants were tested on 7 different triangles described in detail in the methods (i.e., scalene, isosceles, right, equilateral, and isosceles-right). Estimates of sample size were based on the 12 participants used in Loomis et al. 1993 and in subsequent studies by \[[@pcbi.1007489.ref074]\]. that employed a similar experimental design: as we were additionally testing a larger range of triangles, we thus approximately doubled the sample size.

### Procedure {#sec031}

We outline the basic set up for triangle geometry in [Fig 1E](#pcbi.1007489.g001){ref-type="fig"}, which shows the stacked triangle templates, with a constant 10m side C' (unguided side), while manipulating the angle. The 7 triangle configurations are shown in [S1 Table](#pcbi.1007489.s001){ref-type="supplementary-material"}, with 3 scalene, 1 isosceles, 1 right, 1 equilateral, and 1 isosceles-right. To keep side C' at a constant 10m across all 7 triangles, we employed different side A' and side B' (guided portion) sizes to accommodate the different angles. Note side D is the participant's response, and distance errors are calculated as the ratio (side D) / (side C). There were 28 trials, in which 14 of them were left-handed (subjects only made left turn) and 14 right handed (subject only made right turns). We did this to avoid any advantages for right vs. left turns during the task.

In Experiment 1, as part of ensuring the compliance and efficacy of the handheld controllers in following the guided sides, we compared with a condition in which participants walked the guided sides on half the trials using a visual beacon. In this situation, participants saw a large red monolith that they walked to while receiving feedback from the handheld controllers. It is important to emphasize that the vision-guided trials were only present for the *guided* sides and were simply to ensure that participants accurately encoded the guided sides before performing the unguided sides.

Experiment 2 {#sec032}
------------

### Participants {#sec033}

We tested a total of 21 participants (9m,11f), 3 (1m 2f) of which did not complete the experiment, with additional 1 female participant removed from the analysis for exceeding 25% trials below criterial performance. Given the longer distances in Experiment 2, participants were allowed to take a break, but only at the end of a trial. About 50% of participants took a break at some point during the experiment.

### Procedure {#sec034}

Here, we employed scalene triangles with different length perimeters to allow us to manipulate distance while keeping angle constant, testing 5 different triangle sizes. [Fig 1F](#pcbi.1007489.g001){ref-type="fig"} shows the stacked triangle templates we employed with constant internal angles but varying in size. The triangle configurations are shown in [S2 Table](#pcbi.1007489.s002){ref-type="supplementary-material"}, with 15m, 25m, 127m, 253m, and 506m perimeters. There were 30 trials, with 15 of them left-handed (participants only made left turn) and 15 right-handed (participants only made right turns). Unlike Experiment 1, there were no vision trials. Due to testing longer distances and wanting to avoid fatigue, we limited the number of trials for the longest distance triangles. The distributions of trials were 10 for the 15m triangle, 10 for the 25m triangle, 8 for the 127m triangle, 4 for the 253m triangle, and 2 for the 506m triangle.

Supporting information {#sec035}
======================

###### The configuration of each triangle used in experiment 1.

(XLSX)

###### 

Click here for additional data file.

###### The configuration of each triangle used in experiment 2.

(XLSX)

###### 

Click here for additional data file.

###### 

Raw trials from experiment 1 (top 8) and experiment 2 (bottom 8).

(TIF)

###### 

Click here for additional data file.

###### Comparing vision and non-vision trials.

\(A\) Combined distance walked during guided sides during vision on and vision off trial, showing now differences (t(21) = 1.09, p = 0.288, Cohen\'s d = 0.336 and BF~01~\>3) (B) Angle error from experiment 1, showing a small but significant difference between vision on and off condition (t(21) = 2.46, p\<0.022, Cohen\'s d = 0.248 and BF~10~ = 2.54) (C) Distance error from experiment 1, showing a significant difference between vision on and off condition (t(21) = 2.71, p\<0.013, Cohen\'s d = 0.232 and BF~10~ = 3.94). (D) Angle error from experiment 1, ANOVA significant for triangle type F(6,21) = 2.9, p\<0.01, η^2^ = 0.058 BF~10~ = 1.72. and Vision F(1, 21) = 4.9, p\<0.026, η^2^ = 0.016 BF~10~ = 1.16, but not for the interaction between Type and Vision F(6, 21) = 1.454, p = 0.194, η^2^ = 0.029 BF~10~ = 0.432. (E) Distance error from experiment 1, ANOVA significant for triangle type F(6, 21) = 5.7, p\<0.1.33e-5, η^2^ = 0.109 BF~10~\>10 and r Vision F(1, 21) = 8.2, p\<0.004, η^2^ = 0.026 BF~10~\>4, but not for the interaction between Type and Vision F(6, 21) = 0.199, p = 0.976, η^2^ = 0.004 BF~10~\>10.

(TIF)

###### 

Click here for additional data file.

###### Comparing right and left-handed trials.

\(A\) Angle error from experiment 1 which showed no difference between left and right-handed triangles (t(21) = 0.7, p = 0.485, Cohen\'s d = 0.118 and BF~01~\>3). (B) Distance error from experiment 1, which showed no difference between left and right-handed triangle (t(21) = 1.136, p = 0.268, Cohen\'s d = 0.103 and BF~01~ = 2.53). (C) Angle error from experiment 2, again showing no difference between left and right-handed triangle (t(16) = 1.51, p = 0.151, Cohen\'s d = 0.245 and BF~01~ = 1.55). (D) Distance error from experiment 2, which showed no difference between left and right-handed triangle (t(16) = 0.724, p = 0.4797, Cohen\'s d = 0.176 and BF~01~ = 3.188).

(TIF)

###### 

Click here for additional data file.

###### Angle and distance accuracy.

Raster plot (A) showing the percentage of responses with less than 15% angle error (ranging from -27° to 27°) for triangle type (x-axis) and participants (y-axis). Participants were 281.39% more likely to have \<15% angle error in their unguided side than \<15% total error (angle and distance). (B) percentage of responses with less than 15% distance error (8.5m to 11.5m). Participants are 208.14% more likely to have \<15% distance error in their unguided side than \<15% total error (angle and distance). (C) percentage of responses with less than 15% angle error (ranging from -27° to 27°) and 10% distance error (8.5m to 11.5m). In (C) we can see that all of participant AT03's responses for triangle 45-90-45 are less than 15% error for both angle and distance error. And 80% for equilateral triangle (60-60-60) for participant AT11.

(TIF)

###### 

Click here for additional data file.

###### Position Error.

Mean position error (total distance from the participant's final position and the origin. No main effect of triangle type (left) 1-way ANOVA F(6,21) = 1.34, p\<0.24, η2 = 0.06 BF~01~ = 6.76.

(TIF)

###### 

Click here for additional data file.

###### Best bit model between Model 1, Model 2, and Encoding-Error Model.

Comparing model fitting of the individual participant's data. A) Shows best model fit (highest loglikelihood values) for each subject in experiment 1. B&C) Lowest AIC and BIC values across the 3 models for each subject in experiment 2. D) Shows best model fit (highest loglikelihood values) for each subject in experiment 2. E&F) Lowest AIC and BIC values across the 3 models for each subject in experiment 2

(TIF)

###### 

Click here for additional data file.

###### Model recovery between Model 1, Model 2, and Encoding-Error Model.

Model recovery confusion matrices. In column and row, 1 = Model 1, 2 = Model 2, and 3 = the Encoding-Error Model. Probability ranges from 0 to 1. (A & B) Best AIC and BIC for Experiment 1 respectively. The higher value in the diagonal shows better model recovery from this experiment. The Encoding-Error does not fit its own simulated data well. (C)The Exceedance Probability for Experiment 1. (D & E) show best AIC and BIC for Experiment 2 respectively. Again, we see Encoding-Error does not fit its simulated data well. (C)The Exceedance Probability for Experiment 2.

(TIF)

###### 

Click here for additional data file.

###### Best bit model between Model 2 and Encoding-Error Model.

Comparing model fitting of the individual participant's data. A) Best model fit (highest loglikelihood values) for each participant in experiment 2. B&C) Lowest AIC and BIC values across the 3 models for each participant in experiment 2. D)The exceedance probability of each model for experiment 2.

(TIF)

###### 

Click here for additional data file.

###### Model recovery between Model 2 and Encoding-Error Model.

Model recovery confusion matrices. In rows and columns, 1 = Model 1 and 2 = the Encoding-Error Model. Probability ranges from 0 to 1. (A & B) Show best AIC and BIC for Experiment 2 respectively. We see the Encoding-Error does not fit its own simulated data well. (C)The Exceedance Probability for Experiment 2.

(TIF)

###### 

Click here for additional data file.

###### Vector addition model Encoding error model.

Recreation [Fig 1](#pcbi.1007489.g001){ref-type="fig"} in Fujita et al. 1993 (modified to employ the names of variable used in our study), as shown with the black solid line which represents the participant's walked trajectories. The dashed blue lines are the internal encoded representation as predicted by the Encoding-Error Model (these are represented with subscript r). The dashed red line is a rough overlay for the paths predicted by the vector addition model. As shown below, the Encoding-Error model creates sides A~r~ and B~r~ and angle ∠ab~r~. According to Euclidian properties, this results in side C~r~ = C and angle ∠bc~r~ = ∠bc. The vector addition model (in red), instead, adjusts A and B accordingly to fit participant's response C. Thus, the angle ∠ab and ∠bc remain relatively the same in the vector addition model. The critical difference here is that the vector addition models assume a different suboptimal encoding of guided distance for sides A and B. In contrast, the Encoding-Error model assumes the same suboptimal encoding of the guided sides A and B and separate suboptimal encoding of ∠ab such that it preserves Euclid\'s postulates. \*Note that this does not include fitted noise which would slightly change the direction of all three sides. This would in fact make it non-Euclidean such that the total sum of all internal angles does not equal 180.

(TIF)

###### 

Click here for additional data file.

###### Fitting Encoding-Error Model.

(PDF)

###### 

Click here for additional data file.

The Authors are gratful to E. Erlenbach for helping during data collection.

10.1371/journal.pcbi.1007489.r001
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20 Nov 2019

Dear Dr Harootonian,

Thank you very much for submitting your manuscript \'Path integration in large-scale space and with novel geometries: Comparing Vector Addition and Encoding-Error Models\' for review by PLOS Computational Biology. Your manuscript has been fully evaluated by the PLOS Computational Biology editorial team and in this case also by independent peer reviewers. The reviewers appreciated the attention to an important problem, but raised some substantial concerns about the manuscript as it currently stands. While your manuscript cannot be accepted in its present form, we are willing to consider a revised version in which the issues raised by the reviewers have been adequately addressed. We cannot, of course, promise publication at that time.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

Your revisions should address the specific points made by each reviewer. Please return the revised version within the next 60 days. If you anticipate any delay in its return, we ask that you let us know the expected resubmission date by email at <ploscompbiol@plos.org>. Revised manuscripts received beyond 60 days may require evaluation and peer review similar to that applied to newly submitted manuscripts.

In addition, when you are ready to resubmit, please be prepared to provide the following:

\(1\) A detailed list of your responses to the review comments and the changes you have made in the manuscript. We require a file of this nature before your manuscript is passed back to the editors.

\(2\) A copy of your manuscript with the changes highlighted (encouraged). We encourage authors, if possible to show clearly where changes have been made to their manuscript e.g. by highlighting text.

\(3\) A striking still image to accompany your article (optional). If the image is judged to be suitable by the editors, it may be featured on our website and might be chosen as the issue image for that month. These square, high-quality images should be accompanied by a short caption. Please note as well that there should be no copyright restrictions on the use of the image, so that it can be published under the Open-Access license and be subject only to appropriate attribution.

Before you resubmit your manuscript, please consult our Submission Checklist to ensure your manuscript is formatted correctly for PLOS Computational Biology: <http://www.ploscompbiol.org/static/checklist.action>. Some key points to remember are:

\- Figures uploaded separately as TIFF or EPS files (if you wish, your figures may remain in your main manuscript file in addition).

\- Supporting Information uploaded as separate files, titled Dataset, Figure, Table, Text, Protocol, Audio, or Video.

\- Funding information in the \'Financial Disclosure\' box in the online system.

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com> PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

To enhance the reproducibility of your results, we recommend that you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [here](http://journals.plos.org/ploscompbiol/s/submission-guidelines#loc-materials-and-methods). 

We are sorry that we cannot be more positive about your manuscript at this stage, but if you have any concerns or questions, please do not hesitate to contact us.

Sincerely,

Francesco P. Battaglia

Associate Editor

PLOS Computational Biology

Samuel Gershman

Deputy Editor

PLOS Computational Biology

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: \*\*\*I\'ve also attached the review because it looks like some of the special characters didn\'t come through here\*\*\*

This manuscript tested whether the shape and scale of the path during path integration leads to systematic errors. Using a novel omnidirectional treadmill technique and a triangle completion task, the authors manipulated the triangle shape while keeping the homing distance constant (Exp 1) and manipulated triangle size while keeping the shape constant (Exp 2). In Exp 1, participants overshot the turn angle and undershot the distance. Although the authors found significant differences among the range of triangle shapes, they did not find a systematic effect. In Exp 2, the turn angles were all similar, but participants underestimated distance, related to the scale of the triangle. They also made several model comparisons, determining that a vector addition model performed better than a previous model, the Encoding Error model. Overall, the vector addition model performed better, with a variant that included history of previous trials being the best fit for Exp 2. The authors conclude that vector-based models are a simple way to explain human path integration processes.

There is much to like in this manuscript, and overall it makes a positive contribution to the literature on path integration. It is nice to see the researchers using the omnidirectional treadmill in this novel way to answer questions that are intractable for standard setups. The experimental setups are elegant, and the detailed model comparison is important.

I have two main criticisms as well as some more medium/minor comments that could improve the manuscript.

1\. More clarity is needed in the introduction to make the distinction between the vector addition and Encoding Error models. When the two models are first introduced (page 5), they seem like small variants of each other, but later (page 8) on the authors are setting up a contrast between the two. Yet the theoretical difference has not been fully made clear.

In addition, in the introduction it seems like the authors are confounding homing vector models and vector addition models, which are somewhat different. A homing vector (also called a continuous strategy), as it has been defined in the literature (e.g. Fujita et al, 1990; Wiener et al., 2010), is a continuous updating of the animal's location relative to home, with a single vector representing the relationship to home. This model is history-free in that it does not (in theory) track anything about the path itself, just the return vector. Thus, a vector addition model is not quite the same thing as a homing vector model, because it requires memory of the vectors traveled during triangle completion.

In contrast, the Encoding Error model -- and, from the description, the vector addition model -- is a configural model, in which the shape of the outbound path is remembered. Most of the models described in the introduction are also configural models, not homing vector models. So while I think it is completely a good and valid question to compare vector addition and Encoding Error models, the distinction of these two within the family of configural models needs to be made clear, as well as the distinction with the family of homing vector models. This issue pops up again in the discussion on page 26 -- again, more clarity on the distinction would help.

2\. The results of Exp 1 are pretty clear and the design is easy to follow, but I disagree with the interpretation. The authors found significant differences by triangle type in the angular error and distance error. The conclusion that shape does not contribute to errors just doesn't follow from those results. It does seem like shape might not contribute to systematic errors -- or at least, not systematic errors that the authors can determine. There likely are systematic errors but they are just not obvious. But shape clearly is important and makes a difference to the errors in triangle completion. The authors seem to acknowledge this themselves in line 347, when saying that the consistency of the configuration was important for Exp 2.

Medium comments:

1\. The section titles in the results seemed a bit too "conclusion-y" for a results section and seem better suited to the discussion (especially given the question about the conclusions in point 2 above). More descriptive section headers about the contents of the outcome measures would be appreciated.

2\. For much of the results (as well as the figures), there is no mention of the statistical test used or what the design of the contrast is. It is also not listed in the methods. It seems like in some places there are portions of a 2-way ANOVA scattered around, but it was difficult to tell. Are these one-way tests against 0? Between triangle types? It was difficult to follow.

3\. Throughout the results and methods, it was not entirely clear what the visual information was. Since the participants were wearing an HMD, it seemed at first like they would be seeing something (a ground plane?), but then when the comparison against the vision condition came up, I wasn't so sure. Was it primarily a blacked out screen for most of the trials? More details of the vision condition (maybe a figure of what people saw) would be helpful -- was it just the monolith or was there anything else in the environment?

4\. It was not clear whether the number of trials (28 in Exp 1, 30 in Exp 2) was per triangle type or altogether. From the description of the trials in Exp 2 it looks like it might be altogether. That does not leave a lot of repeats for each triangle type (e.g. 4 in Exp 1), which could be tricky and underpowered to do the modeling. A few of the triangles in Exp 2 only had 2 trials, which is really difficult to be able to draw firm conclusions on -- the authors note this themselves on page 20. Were the triangle types randomized or in a set order during the experiment? This is particularly important when it comes to modeling the history of previous trials.

5\. Based on the discussion on page 12 and elsewhere, the authors may want to consider a measure that combines distance and angle. One possibility is position error, just the straight-line distance the person was away from the target.

6\. I had a bit of difficulty following why the beta in line 392 was significant, but the larger beta from Exp 1 was not. Other people will probably wonder as well, so perhaps a bit of explanation about how the stats pan out here would be helpful.

7\. The discussion on page 21 about the underestimation of the unguided leg with distance could be related to the execution of the homeward trajectory (assumption 4 of the Encoding Error model). A few people have looked at this idea, such as (Wan, Wang, & Crowell, 2013, Spatial Cog & Comp; Chrastil & Warren, 2017, Exp Brain Res).

8\. For the claim on the last line of the main paragraph on page 22 (\~line 471) seems like it needs more evidence to support it, especially given the distinction between homing vector and vector addition.

9\. The discussion about the difference between circuitous paths on the treadmill vs. the Souman study (page 24) is lacking a mention of a clear difference between the two: the treadmill included the feedback from the controllers to keep people going in a straight line. It is difficult to accept that the interface made no difference when the controller was providing information.

10\. Limitations of the vector model: It wasn't clear what the authors meant by "directions", and perhaps this exposes where more clarity is needed about the vector model. Does the vector addition include the direction of the vector or just distance? If they do not have a direction, how are they a vector? Please clarify this aspect of the model.

11\. A little more clarity in the modeling section of the methods would help, just to make sure it's clear what is in model 1 and what is in model 2. My reading is that model 1 is a weighted sum of the vectors, and model 2 is a weighted sum including noise whose variance is related to distance walked (on the outbound path?) and including a weighing of previous trials.

12\. Figure 2: Explain what the statistical tests are and what they show (e.g. ANOVA examining differences between triangle types, and a significant effect of triangle type was found). Figure 3 could use more information in the caption. Figures 4-6: It might be clearer to arrange by Experiment rather than by model, so that it becomes 2 figures (one for Exp 1 and one for Exp 2). It is easier to compare the three models within an Experiment. Perhaps also show the actual data in that combined figure. In the supplement, S6 seems like it might contract the findings in the results. It is also a bit confusing about the difference between figures S6 and S8, as well as S9. Why is model 1 removed here?

13\. Appendix A needs some additional clarity. Define �1, �3, and �4. Presumably these are the parameters you are fitting, but make it explicit. Explain why the same beta number (e.g. �3) appear in multiple equations. Explain more clearly what Level 1 and Level 2 are modeling, it currently doesn't quite line up to be clear. What values are taken from the experimental design (such as the length of the outbound legs) and what values are taken from the data?

Minor comments:

1\. Line 150, "pathway" should be "pathways"

2\. Line 382, add that the beta values were significantly less than 1. (Was this a 1-sample t-test against 1?)

3\. Line 562, "...plausible then..." should be "...plausible than..."

4\. Line 652, how did the controller provide feedback? Vibrate on the side to turn towards or turn away from?

5\. I suggest moving the remainder of the experimental methods before the modeling, because it seems to kind of break up the flow of the analysis.

6\. In the modeling portion, there are a few places where the notation was not clear. When first introduced, xtc does not explain what the t superscript is -- it comes out eventually in a few pages but could use at least a mention early on that it is the current trial. Later on, � looks a lot like x (it took me a while to realize they were different), so you might want to consider a different symbol. Similarly, � and � were used in the description of the triangles (e.g. Figure 1), but were also used in the modeling portion to refer to something different. This could create confusion.

Reviewer \#2: Uploaded as attachment

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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If you choose "no", your identity will remain anonymous but your review may still be made public.
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10 Mar 2020

Dear Research Specialist Harootonian,

Thank you very much for submitting your manuscript \"Path Integration in Large-Scale Space and with Novel Geometries: Comparing Vector Addition and Encoding-Error Models\" for consideration at PLOS Computational Biology. As with all papers reviewed by the journal, your manuscript was reviewed by members of the editorial board and by several independent reviewers. The reviewers appreciated the attention to an important topic. Based on the reviews, we are likely to accept this manuscript for publication, providing that you perform the edits suggested by one of the reviewers.

Please prepare and submit your revised manuscript within 30 days. If you anticipate any delay, please let us know the expected resubmission date by replying to this email. 

When you are ready to resubmit, please upload the following:

\[1\] A letter containing a detailed list of your responses to all review comments, and a description of the changes you have made in the manuscript. Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out

\[2\] Two versions of the revised manuscript: one with either highlights or tracked changes denoting where the text has been changed; the other a clean version (uploaded as the manuscript file).

Important additional instructions are given below your reviewer comments.

Thank you again for your submission to our journal. We hope that our editorial process has been constructive so far, and we welcome your feedback at any time. Please don\'t hesitate to contact us if you have any questions or comments.

Sincerely,

Francesco P. Battaglia

Associate Editor

PLOS Computational Biology

Samuel Gershman

Deputy Editor

PLOS Computational Biology
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**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: The authors have done an excellent job responding to my comments, and I recommend the revised manuscript for publication.

Reviewer \#2: Comments uploaded as attachment

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: None

Reviewer \#2: Yes
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PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).
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While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, [[https://pacev2.apexcovantage.com](https://pacev2.apexcovantage.com/)]{.ul}. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at [<figures@plos.org>]{.ul}.

[Data Requirements:]{.ul}

Please note that, as a condition of publication, PLOS\' data policy requires that you make available all data used to draw the conclusions outlined in your manuscript. Data must be deposited in an appropriate repository, included within the body of the manuscript, or uploaded as supporting information. This includes all numerical values that were used to generate graphs, histograms etc.. For an example in PLOS Biology see here: <http://www.plosbiology.org/article/info%3Adoi%2F10.1371%2Fjournal.pbio.1001908#s5>.

[Reproducibility:]{.ul}

To enhance the reproducibility of your results, PLOS recommends that you deposit laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [[http://journals.plos.org/ploscompbiol/s/submission-guidelines\#loc-materials-and-methods](http://journals.plos.org/plospathogens/s/submission-guidelines)]{.ul}
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24 Mar 2020

Dear Research Specialist Harootonian,

We are pleased to inform you that your manuscript \'Path Integration in Large-Scale Space and with Novel Geometries: Comparing Vector Addition and Encoding-Error Models\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 

Best regards,

Francesco P. Battaglia

Associate Editor

PLOS Computational Biology

Samuel Gershman

Deputy Editor

PLOS Computational Biology
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PCOMPBIOL-D-19-01761R2

Path Integration in Large-Scale Space and with Novel Geometries: Comparing Vector Addition and Encoding-Error Models

Dear Dr Harootonian,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol

[^1]: The authors have declared that no competing interests exist.

[^2]: Current address: Psychology Department, Princeton University, Princeton, New Jersey, United States of America
