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The purpose of this paper is two-fold. Firstly, we will give some
parabolic-like conditions which improve the well-known angle
conditions and allow further computations of the critical groups
both at degenerate critical points and at inﬁnity. As an application,
we then consider the second-order Hamiltonian systems
u′′(t) + ∇H(t,u(t))= 0, t ∈ R,
where H : R× RN → R is T -periodic in its ﬁrst variable and ∇H
is asymptotically linear both at origin and at inﬁnity. Based on
the computations of the critical groups and the Morse theory, we
obtain the existence and multiplicity results for periodic solutions
under new classes of conditions. It turns out that our main results
improve sharply some known results in the literature.
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1. Introduction and main results
Consider the second-order Hamiltonian systems
u′′(t) + ∇H(t,u(t))= 0, t ∈ R, (1.1)
where H : R×RN → R is T -periodic (T > 0) in its ﬁrst variable. Moreover, we always assume H(t, x)
is continuous in t for each x ∈ RN and twice continuously differentiable in x for each t ∈ [0, T ].
We denote by ∇H(t, x) its gradient with respect to the x variable.
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2436 S. Ma / J. Differential Equations 248 (2010) 2435–2457We are interested in ﬁnding nontrivial T -periodic solutions of (1.1) when ∇H is asymptotically
linear both at origin and at inﬁnity. More precisely, we suppose the following limits exist and are
uniformly in t ∈ [0, T ]:
∣∣∇H(t, x) − A∞(t)x∣∣= o(|x|), as |x| → ∞, (1.2)
and
∣∣∇H(t, x) − A0(t)x∣∣= o(|x|), as |x| → 0, (1.3)
where A∞(t) and A0(t) are N × N continuous symmetric matrices and T -periodic in t , | · | denotes
the usual norm in RN .
This problem was studied in [18] by the minimax methods and in [9,10,14,19,22] by Morse theory,
and some existence and multiplicity results for periodic solutions ware obtained. Inﬁnitely many pe-
riodic solutions are obtained for system (1.1) with symmetry in [12,24]. For the applications of Morse
theory to elliptic equations we refer the reader to [11,21] and references therein.
Let
H0(t, x) = H(t, x) − 1
2
(
A0(t)x, x
)
, H∞(t, x) = H(t, x) − 1
2
(
A∞(t)x, x
)
(1.4)
for x ∈ RN , where (·,·) denotes the inner product in RN . Then problem (1.1) can be rewritten as
u′′(t) + Ai(t)u(t) + ∇Hi
(
t,u(t)
)= 0, t ∈ R, i = 0,∞. (1.5)
Let H1T be the Sobolev space deﬁned by
H1T =
{
u: [0, T ] → RN ∣∣ u is absolutely continuous, u(0) = u(T ), and u′ ∈ L2(0, T ;RN)}
with the norm ‖ · ‖ generated by inner product 〈u, v〉 = ∫ T0 (u′, v ′) + (u, v) for u, v ∈ H1T . Then ac-
cording to matrices A∞(t) and A0(t), we split the space H1T into H1T = H−i ⊕ H0i ⊕ H+i , i = 0,∞,
where
H0i = ker
(
− d
2
dt2
− Ai(t)
)
, (1.6)
H−i = the negative eigenspace of −
d2
dt2
− Ai(t), (1.7)
H+i = the positive eigenspace of −
d2
dt2
− Ai(t). (1.8)
Throughout this paper, for any u ∈ H1T , we always denote by u0i ,u+i and u−i the vectors in H1T with
u = u0i + u+i + u−i , u0i ∈ H0i and u±i ∈ H±i .
Setting νi = dim H0i , μi = dim H−i , then νi and μi are ﬁnite.
In the present paper, we study the existence and multiplicity of periodic solutions of (1.1). To do
this, the following assumptions are needed:
(H∞) there exists α ∈ (0,1] such that lim|x|→∞ |∇H∞(t,x)||x|α = 0 uniformly for t ∈ [0, T ];
(H∞1) limsup|x|→∞ (∇H∞(t,x),x)|x|2α  h∞(t)  0 uniformly for t ∈ [0, T ], where h∞ ∈ C([0, T ],R) with∫ T
0 h∞(t)dt < 0;
S. Ma / J. Differential Equations 248 (2010) 2435–2457 2437(H∞2) lim inf|x|→∞ (∇H∞(t,x),x)|x|2α  h∞(t)  0 uniformly for t ∈ [0, T ], where h∞ ∈ C([0, T ],R) with∫ T
0 h∞(t)dt > 0;
(H0) there exists β ∈ [1,+∞) such that lim|x|→0 |∇H0(t,x)||x|β = 0 uniformly for t ∈ [0, T ];
(H01) limsup|x|→0 (∇H0(t,x),x)|x|2β  h0(t)  0 uniformly for t ∈ [0, T ], where h0 ∈ C([0, T ],R) with∫ T
0 h0(t)dt < 0;
(H02) lim inf|x|→0 (∇H0(t,x),x)|x|2β  h0(t)  0 uniformly for t ∈ [0, T ], where h0 ∈ C([0, T ],R) with∫ T
0 h0(t)dt > 0.
Our main results can be stated as follows.
Theorem 1. Assume (H∞) and (H0) hold. If one of the following conditions holds:
(a) (H∞1), (H01) with μ∞ = μ0 .
(b) (H∞1), (H02) with μ∞ = μ0 + ν0 .
(c) (H∞2), (H01) with μ∞ + ν∞ = μ0 .
(d) (H∞2), (H02) with μ∞ + ν∞ = μ0 + ν0 .
Then problem (1.1) has at least one nontrivial T -periodic solution. Furthermore, if this solution is nondegener-
ate, then (1.1) has at least two nontrivial T -periodic solutions.
Theorem 2. Assume (H∞) and (H0) hold. Then (1.1) has at least two nontrivial T -periodic solutions if one of
the following conditions holds:
(a) (H∞1), (H01) with |μ∞ − μ0| 2N.
(b) (H∞1), (H02) with |μ∞ − μ0 − ν0| 2N.
(c) (H∞2), (H01) with |μ∞ + ν∞ − μ0| 2N.
(d) (H∞2), (H02) with |μ∞ + ν∞ − μ0 − ν0| 2N.
Corollary 1. The conclusions in Theorems 1 and 2 hold true if (H∞), (H∞1), (H∞2), (H0), (H01) and (H02)
are replaced respectively by the following corresponding conditions:
(CH∞) there exist α ∈ (0,1] and M > 0 such that limsup|x|→∞ |∇H∞(t,x)||x|α  M uniformly for t ∈ [0, T ];
(CH∞1) there exists p ∈ (2α,1 + α] such that limsup|x|→∞ (∇H∞(t,x),x)|x|p  h∞(t)  0 uniformly for t ∈
[0, T ], where h∞ ∈ C([0, T ],R) with
∫ T
0 h∞(t)dt < 0;
(CH∞2) there exists p ∈ (2α,1+α] such that lim inf|x|→∞ (∇H∞(t,x),x)|x|p  h∞(t) 0 uniformly for t ∈ [0, T ],
where h∞ ∈ C([0, T ],R) with
∫ T
0 h∞(t)dt > 0;
(CH0) there exist β ∈ [1,+∞) and M > 0 such that limsup|x|→0 |∇H0(t,x)||x|β  M uniformly for t ∈ [0, T ];
(CH01) there exists q ∈ [1+ β,2β) such that limsup|x|→0 (∇H0(t,x),x)|x|q  h0(t) 0 uniformly for t ∈ [0, T ],
where h0 ∈ C([0, T ],R) with
∫ T
0 h0(t)dt < 0;
(CH02) there exists q ∈ [1 + β,2β) such that lim inf|x|→0 (∇H0(t,x),x)|x|q  h0(t)  0 uniformly for t ∈ [0, T ],
where h0 ∈ C([0, T ],R) with
∫ T
0 h0(t)dt > 0.
This corollary is an easy consequence of Theorems 1 and 2. To see this, let α′ = p/2 and β ′ = q/2,
then α′ > α, β ′ < β and all the conditions in Theorems 1 and 2 hold true with α and β replaced
by α′ and β ′ , respectively. The conclusions in Corollary 1 with p = 1 + α and q = 1 + β have also
been obtained by Zou (see Theorems 1.1 and 1.2 in [22]). Clearly, our results are sharp improvements
of Zou’s results.
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were obtained in terms of the asymptotic behavior at inﬁnity of H∞(t,x)|x|2α (the asymptotic behavior at
origin of H0(t,x)|x|2β , resp.), see [7,12,18] and references cited therein. Many results were also been ob-
tained in terms of the asymptotic behavior at inﬁnity of (∇H∞(t,x),x)|x|1+α (the asymptotic behavior at origin
of (∇H0(t,x),x)|x|1+β , resp.), see [5,16,22] and references cited therein. Similar results for elliptic systems may
be found in [8,20,21,23,25]. However, to the best of our knowledge, so far nothing has been done for
Hamiltonian systems in terms of the asymptotic behavior at inﬁnity of (∇H∞(t,x),x)|x|2α (the asymptotic
behavior at origin of (∇H0(t,x),x)|x|2β , resp.). The situations for elliptic systems are similar. Therefore, our
results are new and signiﬁcant.
Next, we turn our attention to a special case: A0(t) = 4m2π2T 2 IN×N , A∞(t) = 4n
2π2
T 2
IN×N , m,n ∈ Z,
IN×N is N × N-identity matrix. Noting that the eigenvalues of the linear problem −u′′ = λu with
u(0) = u(T ), u′(0) = u′(T ) are 42π2
T 2
,  = 0,1,2, . . . , then problem (1.1) is called resonant type both
at origin and inﬁnity. In this case the critical groups at origin and inﬁnity can be explicitly computed
and the following result improves and generalizes Theorem 1.3 in [22].
Theorem 3. Assume (H∞) and (H0) hold, and A∞(t) = 4n2π2T 2 IN×N , A0(t) = 4m
2π2
T 2
IN×N , n,m ∈ Z. Then
(1.1) has at least two nontrivial T -periodic solutions if one of the following conditions holds:
(a) If m /∈ [n − 1,n + 1], and one of the following four cases occurs: Case 1: (H∞1), (H01). Case 2: (H∞1),
(H02). Case 3: (H∞2), (H01). Case 4: (H∞2), (H02).
(b) If m = n − 1 and one of the following three cases occurs: Case 1: (H∞1), (H01). Case 3: (H∞2), (H01).
Case 4: (H∞2), (H02).
(c) If m = n + 1 and one of the following three cases occurs: Case 1: (H∞1), (H01). Case 2: (H∞1), (H02).
Case 4: (H∞2), (H02).
(d) If m = n and one of the following two cases occurs: Case 2: (H∞1), (H02). Case 3: (H∞2), (H01).
Alternatively, we may replace any of conditions (H∞1), (H∞2), (H01) and (H02) in Theorems 1–3
by the corresponding one in the following conditions, respectively.
(AH∞1) limsup|x|→∞ (∇H∞(t,x),x)|x|2α  M uniformly for t ∈ [0, T ], and lim|x|→∞ (∇H∞(t,x),x)|x|2α = −∞ on a
positive measure subset E ⊂ [0, T ];
(AH∞2) lim inf|x|→∞ (∇H∞(t,x),x)|x|2α −M uniformly for t ∈ [0, T ], and lim|x|→∞ (∇H∞(t,x),x)|x|2α = +∞ on a
positive measure subset E ⊂ [0, T ];
(AH01) limsup|x|→0 (∇H0(t,x),x)|x|2β  M uniformly for t ∈ [0, T ], and lim|x|→0 (∇H0(t,x),x)|x|2β = −∞ on a pos-
itive measure subset E ⊂ [0, T ];
(AH02) lim inf|x|→0 (∇H0(t,x),x)|x|2β  −M uniformly for t ∈ [0, T ], and lim|x|→0 (∇H0(t,x),x)|x|2β = +∞ on a
positive measure subset E ⊂ [0, T ].
Theorem 4. The conclusions of Theorems 1–3 hold true if any of conditions (H∞1), (H∞2), (H01), (H02) is
replaced by (AH∞1), (AH∞2), (AH01), (AH02), respectively.
The proofs of our results are based on the computations of the critical groups and the Morse
theory. In Section 2, we will give some parabolic-like conditions which allow further computations
of the critical groups both at degenerate critical points and at inﬁnity. Our main results in Section 2
improve and generalize the well-known angle conditions for the computations of the critical groups.
In Section 3, we give proofs of our main results about the existence and multiplicity of periodic
solutions for asymptotically linear Hamiltonian systems. In this section we were able to weaken the
hypotheses considerably from those used previously in the literature.
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The proofs of our main results about the existence and multiplicity of periodic solutions for asymp-
totic linear Hamiltonian systems are based on the computations of the critical groups and the Morse
theory [4,13]. Therefore, let us recall some basic facts about the critical groups. Let H be a real
Hilbert space and I ∈ C1(H,R). We write K = {u ∈ H | I ′(u) = 0} for the set of critical points and
Ic := {u ∈ H | I(u) c} for the sublevel sets as usual. If u0 is a given isolated critical point of I with
I(u0) = c, then the critical groups of I at u0 with respect to H∗(−,G) are deﬁned as
Ck(I,u0) := Hk
(
Ic, Ic \ {u0},G
)
, k ∈ Z, (2.1)
where H∗(−,G) denotes the singular homology with coeﬃcients in a ﬁeld G . Hence the critical
groups are vector spaces. Using the Morse lemma [4,13], it follows that if u0 is nondegenerate with
Morse index μ0, then
Ck(I,u0) ∼= δk,μ0G =
{
G, k = μ0,
0, k = μ0. (2.2)
If u0 is degenerate, by the splitting lemma and the splitting theorem [4], we can reduce the problem
of computing the critical groups to that for a functional deﬁned on the kernel of the Hessian.
The next important result is due to Gromoll and Meyer [6]:
Proposition 2.1. Suppose that I has an isolated critical point u0 and is of class C2 near u0 . In addition, 0 is
isolated in the spectrum of A0 := I ′′(u0) and ν0 := dimker A0 < ∞. Then
Ck(I,u0) ∼= 0 for k /∈ [μ0,μ0 + ν0].
If ν0 = 0 and μ0 < ∞, then Ck(I,u0) ∼= δk,μ0G, k ∈ Z.
Without additional assumption, we know nothing about the critical groups in the range k ∈
[μ0,μ0 +ν0] (cf. [13, Corollary 8.4]). However, in applications, it is crucial to know the critical groups
Ck(I,u0) for k ∈ [μ0,μ0 + ν0]. T. Bartsch and S. Li [2] gave so-called angle conditions on the behavior
of I near a degenerate critical point u0, which allow further computations of Ck(I,u0). It turns out
that Ck(I,u0) is as in the case of a nondegenerate critical point.
For other properties about the critical groups at an isolated critical point, we refer the reader to
[4,13] and the references therein.
In this section, we will give some new conditions which allow further computations of the critical
groups. Firstly, we give the following assumption:
(A0) I has an isolated critical point u0 and is of class C2 near u0. In addition, 0 is isolated in the
spectrum of A0 := I ′′(u0) and ν0 := dimker A0 < ∞.
Set V0 = ker A0 and W0 = (V0)⊥ as the orthogonal complement of V0. Then W0 = W+0 ⊕ W−0
splits into two subspaces invariant under A0 such that A0|W+0 is positive deﬁnite and that A0|W−0 is
negative deﬁnite; that is, there exists a c0 > 0 such that
±〈A0u,u〉 c0‖u‖2, for all u ∈ W±0 . (2.3)
Theorem 2.1. Let I satisfy (A0) and V0 = V10 ⊕ V20 . If
I ′(u0 + u) − A0u = o
(‖u‖β), as ‖u‖ → 0, (2.4)
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 < 1 and θ ∈ (0,1) such that
〈
I ′(u0 + u), v1 − v2
〉+ 
∥∥I ′(u0 + u)∥∥ · ‖v‖ 0, (2.5)
for any u = v+w ∈ H = V10 ⊕ V20 ⊕W+0 ⊕W−0 , where v = v1 + v2 , v1 ∈ V10 , v2 ∈ V20 , w ∈ W+0 ⊕W−0 ,
‖u‖ η and ‖w‖ θ‖u‖β , then
Ck(I,u0) ∼= δk,μ0+dim V20G, k ∈ Z, (2.6)
where μ0 = dimW−0 .
Theorem 2.1 is an analogue of Theorem 2.1 in [11] and its proof is similar to that of Theorem 2.1
in [11]. By Theorem 2.1, under the restrictive condition (2.4), to compute the critical group at u0, we
only need to check the inequality (2.5) in a parabolic-like region rather than an angle region. This
observation weaken considerably the well-known angle conditions for the computations of critical
groups at degenerate critical points [2]. In proving Theorem 2.1, the following technique lemma is
needed. For a proof we refer the reader to [15].
Lemma 2.1. Let u, w be two unit vectors in H such that 〈u,w〉+
  0 for
 < 1. Then, for each  < 1−
 ,
there is an h ∈ H such that 〈u,h〉 > 0 and 〈w,h〉 ‖h‖.
Proof of Theorem 2.1. Without loss of generality, we may assume that u0 = 0 and I(u0) = 0. Denote
C0(η, θ,β) := {u ∈ H | ‖u‖ η, ‖w+ + w−‖ θ‖u‖β}. Consider the following perturbation of I:
It(u) = I(u) + 1
2
t
(‖v1‖2 − ‖v2‖2), t ∈ [0,1],
where u = v1 + v2 + w ∈ H = V10 ⊕ V20 ⊕ W . Then it is easy to check that I1 possesses 0 as a
nondegenerate critical point with Morse index μ0 + dim V20. We make the following claim: There
exists a neighborhood N of 0 such that 0 is the only critical point of It in N for any t ∈ [0,1]. Using
this claim then the critical groups Ck(I,0) are independent of t . This can be proved as in [13] (see
also [4]). Then by the characterization of the critical groups of nondegenerate critical point, we obtain
that
Ck(I,0) ∼= C(It,0) ∼= Ck(I1,0) ∼= δk,μ0+dim V20G, k ∈ Z.
Now, it remains to prove the above claim. For any u ∈ C0(η, θ,β) \ {0}, v1 − v2 = 0 and by (2.5), it
follows that 〈
I ′(u)
‖I ′(u)‖ ,
v1 − v2
‖v‖
〉
+ 
  0, (2.7)
therefore, by Lemma 2.1, it follows that for each  < 1− 
 , there is an h ∈ H such that
〈
I ′(u)
‖I ′(u)‖ ,h
〉
> 0 and
〈
v1 − v2
‖v‖ ,h
〉
 ‖h‖.
Therefore, for any u ∈ C0(η, θ,β) \ {0}, we have
〈
I ′t(u),h
〉= 〈I ′(u),h〉+ t〈v1 − v2,h〉 > 0,
for all t ∈ (0,1]. This prove I ′(u) = 0 for any u ∈ C0(η, θ,β) \ {0}.
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= 0. Hence, by (2.3)
and (2.4), we ﬁnd
〈
I ′t(u),w+ − w−
〉= 〈I ′(u),w+ − w−〉
= 〈A0u,w+ − w−〉+ 〈I ′(u) − A0u,w+ − w−〉
 c0
∥∥w+ − w−∥∥2 − o(‖u‖β)∥∥w+ − w−∥∥

∥∥w+ + w−∥∥2(c0 − o(‖u‖β)
θ‖u‖β
)
> 0
for ‖u‖ η with η small and uniformly for t ∈ [0,1].
Thus we have proved that there exists a neighborhood N = {u ∈ H | ‖u‖  η} of 0 such that
It(u) = 0 for u ∈ N \ {0} and any t ∈ [0,1]. The claim and hence Theorem 2.1 is proved. 
The following theorem improves and generalizes Theorem 2.2 in [11].
Theorem 2.2. Let I satisfy (A0) and V0 = V10 ⊕ V20 . If (2.4) holds for some β  1 and there exist η > 0,

 < 1 and θ ∈ (0,1) such that
〈
I ′(u0 + u), v1 − v2 + w+ − w−
〉+ 
∥∥I ′(u0 + u)∥∥ · ‖u‖ 0, (2.8)
for any u = v+w ∈ H = V10 ⊕ V20 ⊕W+0 ⊕W−0 , where v = v1 + v2 , v1 ∈ V10 , v2 ∈ V20 , w ∈ W+0 ⊕W−0 ,
‖u‖ η and ‖w‖ θ‖u‖β , then
Ck(I,u0) ∼= δk,μ0+dim V20G, k ∈ Z, (2.9)
where μ0 = dimW−0 .
Proof. It suﬃces to consider the perturbation It(u) = I(u)+ 12 t(‖v1‖2 −‖v2‖2 +‖w+‖2 −‖w−‖2) for
t ∈ [0,1] and u ∈ H , and to show that I ′t(u) = 0, t ∈ [0,1], for u = 0, ‖u‖ η with η suﬃciently small.
We omit the details. 
Bartsch and Li [2] introduced the conception of the critical groups at inﬁnity. Let K be the set of
critical points and suppose that I(K ) is bounded from below by a ∈ R and I satisﬁes the compactness
conditions (PS)c or (C)c for all c  a, then Ck(I,∞) := Hk(H, Ia), k ∈ Z, are called the kth critical
groups of I at inﬁnity. Here and in what follows, (PS)c is the usual Palais–Smale condition at level
c ∈ R, (C)c was introduced by Cerami [3] (see also [1]). The following result is important in proving
the existence of nontrivial critical points.
Proposition 2.2. Suppose I satisﬁes (PS)c or (C)c for every c ∈ R. If K = Ø, then C∗(I,∞) ∼= 0. If K = {u0},
then C∗(I,∞) ∼= C∗(I,u0).
Suppose for simplicity that K is ﬁnite and all critical points have ﬁnite Morse index and ﬁnite
nullity. Let
βk(I,u) := dimCk(I,u), for u ∈ K ∪ {∞},
be the Betti numbers of I at u ∈ K respectively at inﬁnity. If I satisﬁes (PS)c or (C)c for all c ∈ R, then
we have the following Morse inequalities (cf. [13, Section 8.5]).
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exists a polynomial Q (t) with nonnegative integer coeﬃcients such that
P (I,∞) + (1+ t)Q (t) =
∑
u∈K
P (I,u).
If I is asymptotically quadratic, then an analogue of the Gromoll–Meyer theorem at inﬁnity was
proved in [2]. To state this result, the following assumption is needed.
(A∞) I(u) = 12 〈A∞u,u〉 + J (u), where A∞ : H → H is a self-adjoint linear operator such that 0 is
isolated in the spectrum of A∞ . The map J ∈ C1(H,R) is of class C2 in a neighborhood of
inﬁnity and satisﬁes ‖ J ′(u)‖/‖u‖ → 0 as ‖u‖ → ∞. Moreover, J and J ′ map bounded sets to
bounded sets. Finally, the critical values of J are bounded below and J satisﬁes (PS)c or (C)c
for c  0.
In the original work of Bartsch and Li [2], the authors assume that J ′′(u) → 0 as ‖u‖ → ∞. In fact,
by using the fact that Ck(I,∞) ∼= δk,μG if A∞ is nondegenerate with Morse index μ and by obvious
modiﬁcations, it is suﬃcient to assume that ‖ J ′(u)‖/‖u‖ → 0 as ‖u‖ → ∞, which is slightly weaker
than the preceding hypotheses. See also Remark 2.2 in [11] and Remark 2.1 in [22].
Suppose that (A∞) holds. Setting V := ker A∞ and splitting W := V⊥ as W = W+⊕W− with W±
invariant under A∞ and A∞|W+ is positive deﬁnite, A∞|W− is negative deﬁnite. Let μ := dimW− be
the Morse index of I at inﬁnity and ν := dim V the nullity of I at inﬁnity. In the rest of this section,
for any u ∈ H , we always denote by v and w the vectors in H with u = v + w , v ∈ V and w ∈ W .
Proposition 2.4. If (A∞) holds, then
Ck(I,∞) = 0 for k /∈ [μ,μ + ν].
This is also true if μ = ∞ or ν = ∞. If μ < ∞ and ν = 0, then Cμ(I,∞) ∼= G.
For the computations of the critical groups at inﬁnity, we can also obtain a parabolic-like condition
(see Theorems 2.3 and 2.4 below), which weaken sharply the well-known angle conditions in [2]. For
simplicity, we denote
C∞(R, θ,ρ) :=
{
u ∈ H ∣∣ u = v + w ∈ V ⊕ W , v ∈ V , w ∈ W , ‖u‖ R, ‖w‖ θ‖u‖ρ},
for R > 0, θ > 0 and ρ > 0.
Theorem 2.3. Suppose that (A∞) holds. If
∥∥ J ′(u)∥∥/‖u‖α → 0, as ‖u‖ → ∞, (2.10)
for some α ∈ (0,1], then
(a) Ck(I,∞) ∼= δk,μG, k ∈ Z, if there exist R > 0 and θ ∈ (0,1) such that 〈I ′(u), v〉 0 for any u = v + w ∈
C∞(R, θ, α+12 ) with v ∈ V and w ∈ W .
(b) Ck(I,∞) ∼= δk,μ+νG, k ∈ Z, if there exist R > 0 and θ ∈ (0,1) such that 〈I ′(u), v〉  0 for any u =
v + w ∈ C∞(R, θ, α+12 ) with v ∈ V and w ∈ W .
S. Ma / J. Differential Equations 248 (2010) 2435–2457 2443Proof. We only give a proof for (a), the proof of (b) is similar and thus is omitted. Let
I1(u) = I(u) + 1
2
‖v‖2.
We shall show that C∗(I,∞) ∼= C∗(I1,∞). Then the result follows from Proposition 2.4 applied to I1.
Choose ε > 0 so that
2εθ−2‖A∞‖ · R−1 + εθ−2 <
∥∥A−1W ∥∥−2 (2.11)
where AW : W → W denotes the restriction of A∞ to W , which is an isomorphism. By our assump-
tions there exists R1 > R with
∥∥ J ′(u)∥∥ ε‖u‖α  εθ− 2αα+1 ‖w‖ 2αα+1 , (2.12)
for any u = v + w satisfying ‖u‖  R1 and ‖w‖  θ‖u‖ α+12 . Let BR1H := {u ∈ H | ‖u‖  R1}, and
choose
b < min
{
inf I(BR1H), inf I(K )
}
such that I and I1 satisfy (PS)c or (C)c for c  b, C∗(I,∞) ∼= H∗(H, Ib) and C∗(I1,∞) ∼= H∗(H, Ib1).
Clearly Ib1 ⊂ Ib since I1  I . We claim that Ib1 is a strong deformation retract of Ib from which
H∗(H, Ib) ∼= H∗(H, Ib1) follows.
In order to see this it suﬃces to show that
〈
I ′1(u), I ′(u)
〉
> 0 for any u ∈ Ib. (2.13)
If (2.13) holds, then the ﬂow associated to an appropriate pseudogradient vector ﬁeld for I1 leaves Ib
invariant and can be used to construct the required deformation.
Notice that u ∈ Ib implies ‖u‖  R1 > R and I ′(u) = 0, the assumption in (a) implies that
〈I ′(u), v〉 0, for u ∈ Ib with ‖w‖ θ‖u‖ α+12 . Therefore, we have
〈
I ′1(u), I ′(u)
〉= ∥∥I ′(u)∥∥2 + 〈v, I ′(u)〉> 0, (2.14)
for u ∈ Ib with ‖w‖ θ‖u‖ α+12 . If u ∈ Ib satisﬁes ‖w‖ θ‖u‖ α+12 , then
‖v‖ ‖u‖ θ− 2α+1 ‖w‖ 2α+1 , (2.15)
and
‖w‖ θ R α+12 . (2.16)
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〈
I ′1(u), I ′(u)
〉= ∥∥A∞u + J ′(u)∥∥2 + 〈v, A∞u + J ′(u)〉
 ‖A∞w‖2 − 2‖A∞w‖ ·
∥∥ J ′(u)∥∥+ ∥∥ J ′(u)∥∥2 + 〈v, J ′(u)〉
 ‖A∞w‖2 − 2‖A∞w‖ ·
∥∥ J ′(u)∥∥+ ∥∥ J ′(u)∥∥2 − ‖v‖ · ∥∥ J ′(u)∥∥
 ‖w‖2{∥∥A−1W ∥∥−2 − 2εθ− 2αα+1 ‖A∞‖ · ‖w‖− 2α+1 − εθ−2}
 ‖w‖2{∥∥A−1W ∥∥−2 − 2εθ−2‖A∞‖ · R−1 − εθ−2}
> 0, (2.17)
according to our choice of ε. This completes the proof. 
Theorem 2.4. Suppose that (A∞) holds. If (2.10) holds for some α ∈ (0,1], then
(a) Ck(I,∞) ∼= δk,μG, k ∈ Z, if there exist R > 0 and θ ∈ (0,1) such that 〈I ′(u), v〉 0 for any u = v + w ∈
C∞(R, θ,α) with v ∈ V , w ∈ W , and 〈u, J ′(u)〉 0 for any u ∈ C∞(R, θ, α+12 ) \ C∞(R, θ,α).
(b) Ck(I,∞) ∼= δk,μ+νG, k ∈ Z, if there exist R > 0 and θ ∈ (0,1) such that 〈I ′(u), v〉  0 for any u =
v + w ∈ C∞(R, θ,α) with v ∈ V , w ∈ W , and 〈u, J ′(u)〉 0 for any u ∈ C∞(R, θ, α+12 ) \ C∞(R, θ,α).
Proof. We only give a proof for (a), the proof of (b) is omitted. Let I1, R1 and b be given in the proof
of Theorem 2.3. Then it suﬃces to show that (2.13) holds for u ∈ Ib with ‖w‖ θ‖u‖ α+12 .
Since {u ∈ H | u ∈ Ib, ‖w‖ θ‖u‖ α+12 } ⊂ C∞(R, θ, α+12 ) ∩ (H \ K ), we shall show that (2.13) holds
for u ∈ C∞(R, θ, α+12 ) ∩ (H \ K ).
For any u ∈ C∞(R, θ,α) with I ′(u) = 0, by assumption (a), we have
〈
I ′1(u), I ′(u)
〉= ∥∥I ′(u)∥∥2 + 〈v, I ′(u)〉> 0.
For any u ∈ C∞(R, θ, α+12 ) \ C∞(R, θ,α) with I ′(u) = 0, by assumption (a), we have
‖u‖ θ−1/α‖w‖1/α and 〈u, J ′(u)〉 0,
hence, it follows from (2.10) that
〈
I ′1(u), I ′(u)
〉= ∥∥A∞u + J ′(u)∥∥2 + 〈v, A∞u + J ′(u)〉
= ∥∥A∞u + J ′(u)∥∥2 + 〈u, J ′(u)〉− 〈w, J ′(u)〉
 ‖A∞w‖2 −
(
2‖A∞‖ + 1
)‖w‖ · ∥∥ J ′(u)∥∥+ ∥∥ J ′(u)∥∥2 + 〈u, J ′(u)〉
 ‖A∞w‖2 −
(
2‖A∞‖ + 1
)‖w‖ · ∥∥ J ′(u)∥∥
 ‖w‖2{∥∥A−1W ∥∥−2 − εθ−1(2‖A∞‖ + 1)}
> 0, (2.18)
if we choose ε > 0 small enough such that εθ−1(2‖A∞‖ + 1) < ‖A−1W ‖−2. This completes the
proof. 
S. Ma / J. Differential Equations 248 (2010) 2435–2457 24453. Periodic solutions of Hamiltonian systems
By (H∞) and Theorem 1.4 in [13], the functionals
ϕ(u) = 1
2
T∫
0
∣∣u′(t)∣∣2 dt − 1
2
T∫
0
(
Ai(t)u(t),u(t)
)
dt −
T∫
0
Hi
(
t,u(t)
)
dt, u ∈ H1T , (3.1)
and
ψi(u) = −
T∫
0
Hi
(
t,u(t)
)
dt, u ∈ H1T , (3.2)
are continuously differentiable, and
〈
ϕ′(u), v
〉=
T∫
0
(
u′, v ′
)
dt −
T∫
0
(
Ai(t)u(t), v(t)
)
dt −
T∫
0
(∇Hi(t,u), v)dt, u, v ∈ H1T , (3.3)
〈
ψ ′i (u), v
〉= −
T∫
0
(∇Hi(t,u), v)dt, u, v ∈ H1T , (3.4)
where and in what follows, i = 0 or ∞. It is well known that the T -periodic solutions of problem
(1.1) correspond to the critical points of the functional ϕ .
Deﬁne Ai : H1T → H1T as follows
〈Aiu, v〉 :=
T∫
0
(
u′, v ′
)
dt −
T∫
0
(
Ai(t)u(t), v(t)
)
dt.
Then
ϕ(u) = 1
2
〈Aiu,u〉 + J i(u),
〈
ϕ′(u), v
〉= 〈Aiu, v〉 + 〈 J ′i(u), v〉, u, v ∈ H1T ,
and there exists a constant c0 > 0 such that
±〈Aiu±i ,u±i 〉 c0∥∥u±i ∥∥2, ∀u±i ∈ H±i . (3.5)
For simplicity, in what follows, we will omit the subscripts i = 0 or ∞ in H0i , H±i , u0i and u±i
if no confusions can be caused. Throughout the remainder of this paper, we will denote by c > 1 a
universal positive constant.
Lemma 3.1. Assume (H01). Let W := {u ∈ H1T | ‖u+0 + u−0 ‖ = o(‖u‖) as ‖u‖ → 0}, then
limsup
u∈W ,‖u‖→0
T∫
0
(∇H0(t,u),u)
‖u‖2β dt < 0.
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‖u‖∞ = max
t∈[0,T ]
∣∣u(t)∣∣ C‖u‖. (3.6)
For any small ε > 0, by using an argument as used in the proof of Lemma 3.2 in [1], it is not hard
to show that there exist small γ (ε) ∈ (0,1) and large Γ (ε) > 1 such that
meas
{
t ∈ [0, T ] ∣∣ ∣∣u0(t)∣∣< γ (ε)∥∥u0∥∥}< ε, ∀u0 ∈ H00 \ {0},
and
meas
{
t ∈ [0, T ] ∣∣ ∣∣u+(t) + u−(t)∣∣> Γ (ε)∥∥u+ + u−∥∥}< γ 2β(ε)ε, ∀u+ + u− ∈ H+0 ⊕ H−0 .
Set
E1(u, ε) =
{
t ∈ [0, T ] ∣∣ ∣∣u0(t)∣∣ γ (ε)∥∥u0∥∥},
E2(u, ε) =
{
t ∈ [0, T ] ∣∣ ∣∣u+(t) + u−(t)∣∣ Γ (ε)∥∥u+ + u−∥∥},
then
meas
([0, T ] \ E1(u, ε))< ε, meas([0, T ] \ E2(u, ε))< γ 2β(ε)ε  ε. (3.7)
Moreover, for all u ∈ H1T ,
T meas
(
E1(u, ε) ∩ E2(u, ε)
)
meas
(
E1(u, ε)
)−meas([0, T ] \ E2(u, ε)) T − 2ε.
For any u ∈ W and any t ∈ E1(u, ε) ∩ E2(u, ε), we have
|u(t)|
‖u‖ =
|u0(t) + u+(t) + u−(t)|
‖u‖ 
|u0(t)|
‖u‖ −
|u+(t) + u−(t)|
‖u‖
 γ (ε)‖u
0‖
‖u‖ − Γ (ε)
‖u+ + u−‖
‖u‖ → γ (ε), as ‖u‖ → 0. (3.8)
For any u ∈ W and t ∈ E2(u, ε) \ E1(u, ε), we have
|u(t)|
‖u‖  γ (ε)
‖u0‖
‖u‖ + Γ (ε)
‖u+ + u−‖
‖u‖ → γ (ε), as ‖u‖ → 0. (3.9)
By virtue of (H01), there exists small η1 > 0 such that
(∇H0(t, x), x)
|x|2β  h0(t) + γ
2β(ε)ε, for t ∈ [0, T ] and |x| η1. (3.10)
Set E3(u, ε) = {t ∈ [0, T ] | |u(t)| η1}, then for u ∈ W with ‖u‖ small enough, by (3.6), we have
E1(u, ε) ∩ E2(u, ε) ⊂ E3(u, ε).
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|u(t)|
‖u‖ 
1
2
γ (ε), ∀t ∈ E1(u, ε) ∩ E2(u, ε).
Hence, it follows from (3.6), (3.10) and the fact that h0(t) 0 that
∫
E1(u,ε)∩E2(u,ε)
(∇H0(t,u),u)
‖u‖2β dt 
∫
E1(u,ε)∩E2(u,ε)
(h0(t) + γ 2β(ε)ε)|u(t)|2β
‖u‖2β dt
 γ
2β(ε)
4β
∫
E1(u,ε)∩E2(u,ε)
h0(t)dt + cγ 2β(ε)ε. (3.11)
Again, by (H01), we can ﬁnd a large number η′ > 0 such that
(∇H0(t, x), x) |x|2β, for t ∈ [0, T ] and |x| η′. (3.12)
Set E4(u) = {t ∈ [0, T ] | |u(t)|  η′}, then for ‖u‖ small enough, E4(u) = [0, T ], and hence, by (3.7),
(3.9) and (3.12), it follows that
∫
E2(u,ε)\E1(u,ε)
(∇H0(t,u),u)
‖u‖2β dt 
∫
E2(u,ε)\E1(u,ε)
|u(t)|2β
‖u‖2β dt
 cγ 2β(ε)ε (3.13)
and
∫
[0,T ]\E2(u,ε)
(∇H0(t,u),u)
‖u‖2β dt 
∫
[0,T ]\E2(u,ε)
|u(t)|2β
‖u‖2β dt
 c ·meas([0, T ] \ E2(u, ε))
 cγ 2β(ε)ε. (3.14)
Therefore, for any u ∈ W with ‖u‖ suﬃciently small, it follows from (3.11), (3.13) and (3.14) that
T∫
0
(∇H0(t,u),u)
‖u‖2β dt =
∫
E1(u,ε)∩E2(u,ε)
(∇H0(t,u),u)
‖u‖2β dt +
∫
E2(u,ε)\E1(u,ε)
(∇H0(t,u),u)
‖u‖2β dt
+
∫
[0,T ]\E2(u,ε)
(∇H0(t,u),u)
‖u‖2β dt
 γ
2β(ε)
4β
∫
E1(u,ε)∩E2(u,ε)
h0(t)dt + cγ 2β(ε)ε,
which together with the fact that limε→0
∫
E (u,ε)∩E (u,ε) h0(t)dt =
∫ T
0 h0(t)dt < 0 yields1 2
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u∈W ,‖u‖→0
T∫
0
(∇H0(t,u),u)
‖u‖2β dt < 0.
The proof is complete. 
Lemma 3.2. Assume (H02). Let W := {u ∈ H1T | ‖u+0 + u−0 ‖ = o(‖u‖) as ‖u‖ → 0}, then
lim inf
u∈W ,‖u‖→0
T∫
0
(∇H0(t,u),u)
‖u‖2β dt > 0.
Proof. The proof is similar to that of Lemma 3.1 and is omitted. 
Lemma 3.3. Assume (H0) and (H01). Then Ck(ϕ,0) ∼= δk,μ0G, k ∈ Z.
Proof. At ﬁrst, for any ε > 0, it follows from (H0) and (3.6) that for ‖u‖ small enough,
∣∣〈ϕ′(u) − A0u, v〉∣∣
T∫
0
∣∣(∇H0(t,u), v)∣∣dt 
T∫
0
ε|u|β · |v|dt  ε‖u‖β · ‖v‖, ∀v ∈ H1T ,
hence
∥∥ϕ′(u) − A0u∥∥= o(‖u‖β), as ‖u‖ → 0. (3.15)
By virtue of Theorem 2.1, it suﬃces to show that there exist η > 0 and θ ∈ (0,1) such that
〈
ϕ′(u),u0
〉
 0, (3.16)
for all u ∈ C0(η, θ,β) := {u ∈ H1T | ‖u‖ η, ‖u+ + u−‖ θ‖u‖β}.
Otherwise, for any η = θ = 1/n, there exist un ∈ H1T such that ‖un‖  1/n and ‖u+n + u−n ‖ 
1/n‖un‖β , but 〈ϕ′(un),u0n〉 < 0. Then it follows that
‖un‖ → 0, ‖u
+
n + u−n ‖
‖un‖β → 0, as n → ∞,
and
〈
ϕ′(un),u0n
〉= −
T∫
0
(∇H0(t,un),u0n)dt < 0.
Hence,
lim inf
n→∞
T∫
(∇H0(t,un),u0n)
‖un‖2β dt  0.
0
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∣∣∣∣∣
T∫
0
(∇H0(t,un),u+n + u−n )
‖un‖2β
∣∣∣∣∣
T∫
0
ε|un|β |u+n + u−n |
‖un‖2β dt
 ε ‖u
+
n + u−n ‖
‖un‖β → 0, as n → ∞.
Therefore, by Lemma 3.1, we get
limsup
n→∞
T∫
0
(∇H0(t,un),u0n)
‖un‖2β dt
= limsup
n→∞
( T∫
0
(∇H0(t,un),un)
‖un‖2β dt −
T∫
0
(∇H0(t,un),u+n + u−n )
‖un‖2β dt
)
= limsup
n→∞
T∫
0
(∇H0(t,un),un)
‖un‖2β dt < 0,
which contradicts the preceding estimation of inferior limit and establish (3.16).
Finally, by Theorem 2.1, we conclude that Ck(ϕ,0) ∼= δk,μ0G , k ∈ Z, and complete the proof. 
Lemma 3.4. Assume (H0) and (H02). Then Ck(ϕ,0) ∼= δk,μ0+ν0G, k ∈ Z.
Proof. The proof is similar to that of Lemma 3.3 and is omitted. 
Lemma 3.5. Assume (H∞1). Let W := {u ∈ H1T | ‖u+∞ + u−∞‖ = o(‖u‖) as ‖u‖ → +∞}, then
limsup
u∈W ,‖u‖→+∞
T∫
0
(∇H∞(t,u),u)
‖u‖2α dt < 0.
Proof. For any small ε > 0, by using an argument as used in the proof of Lemma 3.2 in [1], we can
show that there exist small γ (ε) ∈ (0,1) and large Γ (ε) > 1 such that
meas
{
t ∈ [0, T ] ∣∣ ∣∣u0(t)∣∣< γ (ε)∥∥u0∥∥}< ε, ∀u0 ∈ H0∞ \ {0},
and
meas
{
t ∈ [0, T ] ∣∣ ∣∣u+(t) + u−(t)∣∣> Γ (ε)∥∥u+ + u−∥∥}< γ 2α(ε)ε, ∀u+ + u− ∈ H+∞ ⊕ H−∞.
Set
E1(u, ε) =
{
t ∈ [0, T ] ∣∣ ∣∣u0(t)∣∣ γ (ε)∥∥u0∥∥}
and
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{
t ∈ [0, T ] ∣∣ ∣∣u+(t) + u−(t)∣∣ Γ (ε)∥∥u+ + u−∥∥},
then
meas
([0, T ] \ E1(u, ε))< ε, meas([0, T ] \ E2(u, ε))< γ 2α(ε)ε  ε. (3.17)
Furthermore, we can show that for any u ∈ W and any t ∈ E1(u, ε) ∩ E2(u, ε),
|u(t)|
‖u‖  γ (ε)
‖u0‖
‖u‖ − Γ (ε)
‖u+ + u−‖
‖u‖ → γ (ε), as ‖u‖ → ∞, (3.18)
and for any u ∈ W and t ∈ E2(u, ε) \ E1(u, ε),
|u(t)|
‖u‖  γ (ε)
‖u0‖
‖u‖ + Γ (ε)
‖u+ + u−‖
‖u‖ → γ (ε), as ‖u‖ → 0. (3.19)
By virtue of (H∞1), there exists large R1 > 0 such that
(∇H∞(t, x), x)
|x|2α  h∞(t) + γ
2α(ε)ε, for t ∈ [0, T ] and |x| R1. (3.20)
Set E5(u, ε) = {t ∈ [0, T ] | |u(t)| R1}, then for u ∈ W with ‖u‖ suﬃciently large, (3.18) implies
E1(u, ε) ∩ E2(u, ε) ⊂ E5(u, ε).
Therefore, by (3.6), (3.18) and (3.20), we have
∫
E1(u,ε)∩E2(u,ε)
(∇H∞(t,u),u)
‖u‖2α dt 
∫
E1(u,ε)∩E2(u,ε)
(h∞(t) + γ 2α(ε)ε)|u(t)|2α
‖u‖2α dt
 γ
2α(ε)
4α
∫
E1(u,ε)∩E2(u,ε)
h∞(t)dt + cγ 2α(ε)ε. (3.21)
Again, by (H∞1), we can ﬁnd a large number R ′ > 0 such that
(∇H∞(t, x), x) |x|2α, for t ∈ [0, T ] and |x| R ′. (3.22)
Set E6(u) = {t ∈ [0, T ] | |u(t)| R ′} and D ′ = max{|(∇H∞(t, x), x)| | t ∈ [0, T ], |x| R ′}, then, by (3.6),
(3.17), (3.19) and (3.22), for ‖u‖ suﬃciently large, we have
∫
E2(u,ε)\E1(u,ε)
(∇H∞(t,u),u)
‖u‖2α dt
=
∫
(E2(u,ε)\E1(u,ε))∩E6(u)
(∇H∞(t,u),u)
‖u‖2α dt +
∫
(E2(u,ε)\E1(u,ε))\E6(u)
(∇H∞(t,u),u)
‖u‖2α dt

∫
(E (u,ε)\E (u,ε))∩E (u)
|u(t)|2α
‖u‖2α dt +
∫
(E (u,ε)\E (u,ε))\E (u)
D ′
‖u‖2α dt  cγ
2α(ε)ε (3.23)2 1 6 2 1 6
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∫
[0,T ]\E2(u,ε)
(∇H∞(t,u),u)
‖u‖2α dt
=
∫
([0,T ]\E2(u,ε))∩E6(u)
(∇H∞(t,u),u)
‖u‖2α dt +
∫
([0,T ]\E2(u,ε))\E6(u)
(∇H∞(t,u),u)
‖u‖2α dt

∫
([0,T ]\E2(u,ε))∩E6(u)
|u(t)|2α
‖u‖2α dt +
∫
([0,T ]\E2(u,ε))\E6(u)
D ′
‖u‖2α dt
 cγ 2α(ε)ε. (3.24)
Therefore, for any u ∈ W with ‖u‖ suﬃciently large, it follows from (3.21), (3.23) and (3.24) that
T∫
0
(∇H∞(t,u),u)
‖u‖2α dt =
∫
E1(u,ε)∩E2(u,ε)
(∇H∞(t,u),u)
‖u‖2α dt +
∫
E2(u,ε)\E1(u,ε)
(∇H∞(t,u),u)
‖u‖2α dt
+
∫
[0,T ]\E2(u,ε)
(∇H∞(t,u),u)
‖u‖2α dt
 γ
2α(ε)
4α
∫
E1(u,ε)∩E2(u,ε)
h∞(t)dt + cγ 2α(ε)ε.
Noting that limε→0
∫
E1(u,ε)∩E2(u,ε) h∞(t)dt =
∫ T
0 h∞(t)dt < 0, the last inequality and the arbitrariness
of ε imply that
limsup
u∈W ,‖u‖→∞
T∫
0
(∇H∞(t,u),u)
‖u‖2α dt < 0.
The proof is complete. 
Lemma 3.6. Assume (H∞2). Let W := {u ∈ H1T | ‖u+∞ + u−∞‖ = o(‖u‖) as ‖u‖ → +∞}, then
lim inf
u∈W ,‖u‖→+∞
T∫
0
(∇H∞(t,u),u)
‖u‖2α dt > 0.
Proof. The proof is similar to that of Lemma 3.5 and is omitted. 
Lemma 3.7. Assume (H∞) and (H∞1). Then there exist R1 > 0, δ1 > 0 and θ1 ∈ (0,1) such that
〈
ϕ′(u),u0∞
〉
 δ1,
for all u ∈ C∞(R1, θ1,α) := {u ∈ H1T | ‖u‖ R1, ‖u+∞ + u−∞‖ θ1‖u‖α}.
2452 S. Ma / J. Differential Equations 248 (2010) 2435–2457Proof. We suppose for the contrary that, for any θ1 = δ1 = 1/n, there exist un ∈ H1T such that ‖un‖ n
and ‖u+n + u−n ‖ 1/n‖un‖α , but 〈ϕ′(un),u0n〉 < 1/n. It then follows that
‖un‖ → ∞, ‖u
+
n + u−n ‖
‖un‖α → 0, as n → ∞,
and
〈
ϕ′(un),u0n
〉= −
T∫
0
(∇H∞(t,un),u0n)dt < 1/n.
Hence,
lim inf
n→∞
T∫
0
(∇H∞(t,un),u0n)
‖un‖2α dt  0.
On the other hand, by assumption (H∞), we have
∣∣∣∣∣
T∫
0
(∇H∞(t,un),u+n + u−n )
‖un‖2α
∣∣∣∣∣
T∫
0
(ε|un|α + M)|u+n + u−n |
‖un‖2α dt
 ε ‖u
+
n + u−n ‖
‖un‖α + c
‖u+n + u−n ‖
‖un‖2α → 0, as n → ∞.
Therefore, by Lemma 3.5, we get
limsup
n→∞
T∫
0
(∇H∞(t,un),u0n)
‖un‖2α dt
= limsup
n→∞
( T∫
0
(∇H∞(t,un),un)
‖un‖2α dt −
T∫
0
(∇H∞(t,un),u+n + u−n )
‖un‖2α dt
)
= limsup
n→∞
T∫
0
(∇H∞(t,un),un)
‖un‖2α dt < 0,
which contradicts the preceding estimation of inferior limit and establish the lemma. 
Lemma 3.8. Assume (H∞) and (H∞2). Then there exist R2 > 0, δ2 > 0 and θ2 ∈ (0,1) such that
〈
ϕ′(u),u0∞
〉
−δ2,
for all u ∈ C∞(R2, θ2,α) = {u ∈ H1T | ‖u‖ R2, ‖u+∞ + u−∞‖ θ2‖u‖α}.
Proof. The proof is similar to that of Lemma 3.7 and is omitted. 
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(C)c for all c ∈ R.
Proof. Let {un} ⊂ H1T be such that ϕ(un) → c and ‖ϕ′(un)‖(1 + ‖un‖) → 0 as n → ∞. Then it is
enough for us to show that {un} is bounded.
Suppose for the contrary that ‖un‖ → ∞ as n → ∞. Since there exists a positive constant c0 > 0
such that
±〈A∞u±,u±〉 c0∥∥u±∥∥2, ∀u± ∈ H±∞.
For any ε > 0, by (H∞), we get
c0
∥∥u+n ∥∥2  〈A∞u+n ,u+n 〉= 〈A∞un,u+n 〉
= 〈ϕ′(un),u+n 〉+
T∫
0
(∇H∞(t,un),u+n )dt
 ε
∥∥u+n ∥∥+
T∫
0
(
ε|un|α + M
)∣∣u+n ∣∣dt
 c
∥∥u+n ∥∥+ ε‖un‖α∥∥u+n ∥∥,
for some M > 0. It then follows that
lim
n→∞
‖u+n ‖
‖un‖α = 0.
Similarly, we have that limn→∞ ‖u
−
n ‖‖un‖α = 0. Therefore, we have
lim
n→∞
‖u+n + u−n ‖
‖un‖α = 0. (3.25)
Noting that ‖un‖ → ∞ as n → ∞, it follows from (3.25) and Lemma 3.7 (Lemma 3.8 resp.) that
there exist R > 0, δ > 0 and θ ∈ (0,1) such that un ∈ C∞(R, θ,α) for n large enough and〈
ϕ′(un),u0n
〉
 δ
(〈
ϕ′(un),u0n
〉
−δ, resp.)
which contradicts to the fact that |〈ϕ′(un),u0n〉|  ‖ϕ′(un)‖ · (1 + ‖un‖) → 0 as n → ∞. Thus {un} is
bounded and the proof is complete. 
Now, we are in a position to prove our main results.
Proof of Theorem 1. For any ε > 0, it follows from (H∞) that there exists a constant M > 0 such that
∣∣〈ψ ′∞(u), v〉∣∣
T∫
0
∣∣(∇H∞(t,u), v)∣∣dt 
T∫
0
(
ε|u|α + M)|v|dt  (ε‖u‖α + M)‖v‖,
for any v ∈ H1T , and hence ∥∥ψ ′∞(u)∥∥= o(‖u‖α), as ‖u‖ → ∞. (3.26)
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min{θ1, θ2}. If ‖u‖ R , ‖u+ + u−‖ θ‖u‖α , it then follows from Lemmas 3.7 and 3.8 that
〈
ϕ′(u),u0
〉= 〈ψ ′∞(u),u0〉> 0, if (H∞1) holds
and
〈
ϕ′(u),u0
〉= 〈ψ ′∞(u),u0〉< 0, if (H∞2) holds.
If α ∈ (0,1), ‖u‖ R and θ‖u‖α < ‖u+ + u−‖ θ‖u‖ α+12 , then ‖u+ + u−‖ = o(‖u‖) as ‖u‖ → ∞.
Therefore, by Lemmas 3.5 and 3.6, for ‖u‖ suﬃciently large, we have
〈
u,ψ ′∞(u)
〉= −
T∫
0
(∇H∞(t,u),u)dt > 0, if (H∞1) holds
and
〈
u,ψ ′∞(u)
〉= −
T∫
0
(∇H∞(t,u),u)dt < 0, if (H∞2) holds.
It is also easy to check that other conditions in (A∞) are satisﬁed. So by virtue of Theorem 2.4,
we conclude that
Ck(ϕ,∞) ∼=
{
δk,μ∞G, if (H∞) and (H∞1) hold;
δk,μ∞+ν∞G, if (H∞) and (H∞2) hold.
By Lemmas 3.3 and 3.4, we have
Ck(ϕ,0) ∼=
{
δk,μ0G, if (H0) and (H01) hold;
δk,μ0+ν0G, if (H0) and (H02) hold.
The existence of a nontrivial T -periodic solution then follows from Proposition 2.2.
Suppose that u1 is a nonzero critical point and is nondegenerate. If ϕ has no other nonzero critical
points, then Proposition 2.3 yields a contradiction. This completes the proof. 
Proof of Theorem 2. The proof of Theorem 2 is similar to that of Theorem 1.2 in [22] and thus is
omitted. 
Now, we turn our attention to a special case mentioned in the introduction, that is, A0(t) =
4m2π2
T 2
IN×N , A∞(t) = 4n2π2T 2 IN×N ,m,n ∈ Z. It is well known that the eigenvalues of the linear problem
−u′′ = λu with u(0) = u(T ),u′(0) = u′(T ) are 2πT ,  = 0,1,2, . . . . Moreover, the multiplicity of 2πT
for   1 is 2N and the corresponding eigenspace is span{e j sin 2πT t, e j cos 2πT t, j = 1,2, . . . ,N},
where (e1, e2, . . . , eN) is the standard bases of RN .
S. Ma / J. Differential Equations 248 (2010) 2435–2457 2455For this case, μ0 = 2mN − N , μ∞ = 2nN − N , ν0 = ν∞ = 2N . Hence, by Lemmas 3.3 and 3.4, we
immediately get the following result.
Lemma 3.10. Assume (H0). Then
Ck(ϕ,0) ∼=
{
δk,2mN−NG, if (H01) holds;
δk,2mN+NG, if (H02) holds.
Similarly, we can prove that
Lemma 3.11. Assume (H∞). Then
Ck(ϕ,∞) ∼=
{
δk,2nN−NG, if (H∞1) holds;
δk,2nN+NG, if (H∞2) holds.
Proof of Theorem 3. It follows from Lemma 3.10, Lemma 3.11 and Theorem 1. 
Finally, we consider the alternative conditions (AH∞1), (AH∞2), (AH01) and (AH02). We can ob-
tain an analogue of Lemma 3.1.
Lemma 3.12. Assume (AH01). Let W := {u ∈ H1T | ‖u+0 + u−0 ‖ = o(‖u‖) as ‖u‖ → 0}, then
lim
u∈W ,‖u‖→0
T∫
0
(∇H0(t,u),u)
‖u‖2β dt = −∞.
Proof. Without loss of generality, we can assume that lim|x|→0 (∇H0(t,x),x)|x|2β = −∞ uniformly for t ∈
E ⊂ [0, T ]. Otherwise, we can choose a subset E0 ⊂ E with meas(E0) > 0 such that the last equality
holds uniformly for t ∈ E0 (see the proof of Lemma 2 in [17]).
For any small ε > 0 with ε < 14 meas(E), let γ (ε) ∈ (0,1), Γ (ε) > 1, E1(u, ε) and E2(u, ε) are
given in the proof of Lemma 3.1. By virtue of (AH01), there exists small η1 > 0 such that
(∇H0(t, x), x)
|x|2β  M + 1, for t ∈ [0, T ] and |x| η1, (3.27)
and for any K > 0, there exists η2 > 0 such that
(∇H0(t, x), x)
|x|2β −K , for t ∈ E and |x| η2. (3.28)
Let η = min{η1, η2}. Set E7(u, η) = {t ∈ [0, T ] | |u(t)| η}, then for u ∈ W with ‖u‖ small enough,
(3.6) implies that
E1(u, ε) ∩ E2(u, ε) ⊂ E7(u, η).
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∫
E1(u,ε)∩E2(u,ε)
(∇H0(t,u),u)
‖u‖2β dt
=
∫
E1(u,ε)∩E2(u,ε)∩E
(∇H0(t,u),u)
‖u‖2β dt +
∫
(E1(u,ε)∩E2(u,ε))\E
(∇H0(t,u),u)
‖u‖2β dt

∫
E1(u,ε)∩E2(u,ε)∩E
−K |u|2β
‖u‖2β dt +
∫
(E1(u,ε)∩E2(u,ε))\E
(M + 1)|u|2β
‖u‖2β dt
− Kγ
2β(ε)
4β
(
meas(E) − 2ε)+ T C(M + 1), (3.29)
and
∫
[0,T ]\(E1(u,ε)∩E2(u,ε))
(∇H0(t,u),u)
‖u‖2β dt 
∫
[0,T ]\(E1(u,ε)∩E2(u,ε))
(M + 1)|u(t)|2β
‖u‖2β dt
 T C(M + 1). (3.30)
Therefore, for any u ∈ W with ‖u‖ suﬃciently small, it follows from (3.29) and (3.30) that
T∫
0
(∇H0(t,u),u)
‖u‖2β dt =
∫
E1(u,ε)∩E2(u,ε)
(∇H0(t,u),u)
‖u‖2β dt +
∫
[0,T ]\(E2(u,ε)∩E2(u,ε))
(∇H0(t,u),u)
‖u‖2β dt
− Kγ
2β(ε)
4β
(
meas(E) − 2ε)+ 2T C(M + 1).
Thus the arbitrariness of K implies that
lim
u∈W ,‖u‖→0
T∫
0
(∇H0(t,u),u)
‖u‖2β dt = −∞.
The proof is complete. 
Similarly, we can get analogues of Lemmas 3.2–3.11 and prove Theorem 4 by using an argument
similar to the proofs of Theorems 1–3.
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