Abstract. Recent research shows that structured matrices such as Toeplitz and Hankel matrices can be transformed into a di erent class of structured matrices called Cauchy-like matrices using the FFT or other trigonometric transforms. Gohberg, Kailath and Olshevsky demonstrate numerically that their fast variation of the straightforward Gaussian elimination with partial pivoting (GEPP) procedure on Cauchy-like matrices is numerically stable. Sweet and Brent show that the error growth in this variation could be much larger than would be encountered with straightforward GEPP in certain cases. In this paper, we present a modi ed algorithm that avoids such extra error growth and can perform a fast variation of Gaussian Elimination with Complete Pivoting (GECP). Our analysis shows that it is both e cient and numerically stable, provided that the element growth in the computed factorization is not large. We also present a more e cient variation of this algorithm and discuss implementation techniques that further reduce execution time. Our numerical experiments show that this variation is highly e cient and numerically stable.
where and 2 R n n ; and G = A B, with A 2 R n and B 2 R n . The matrix pair (A; B) (or the matrix G) is the generator of M with respect to and ; n is the displacement rank with respect to and if rank(G) = ; and M is considered to possess a displacement structure with respect to and if n. Such displacement equations rst appeared in 19] ; and the concept of displacement structure was rst introduced in 21]. The most general form of displacement structure, which includes (1.1) as a special case, was introduced in 22].
1.1. Fast Algorithms for Structured Matrices. The coe cient matrices in many linear systems of equations arising from signal processing, control theory and interpolation applications often have such displacement structures. For example, the Cauchy-like matrix is a matrix of the following form(see 11, 17] 1.2. Main Results. In this paper, we show how to avoid such internal element growth in the generator when factorizing the Cauchy-like matrix; we demonstrate how to triangular-factorize this Cauchy-like matrix using a variation of Gaussian Elimination with Complete Pivoting (GECP) in O(n 2 ) oating point operations (see x2). We compare a di erent choice of displacement equation for the Toeplitz and Toeplitz-plusHankel matrices with those in 11, 17] in terms of e ciency and numerical accuracy in factorizing the resulting Cauchy-like matrix; and based on our analysis and with this choice, we provide a new algorithm for factorizing a Toeplitz or Toeplitz-plus-Hankel matrix (see x3) that performs about 50% less oating point operations than Algorithm GKO of 11]. We report interesting numerical experiments with this new algorithm (see x4). And we perform an error analysis for fast Cauchy-like matrix factorization algorithms and show that this new algorithm is numerically stable, provided that the magnitude of the triangular factor U in the LU factorization is not large (see x5).
We also discuss some implementation techniques that signi cantly reduce the amount of memory tra c during the execution of this new algorithm. Our numerical experiments indicate that they make the new algorithm up to a factor of 2 faster (see x4).
1.3. Overview. In x2 we review the fast algorithm of 11] for Cauchy-like matrices; we present a fast algorithm, Algorithm 2, that performs a variation of GECP on such matrices and avoids internal element growth in the generator; and we provide a variation of Algorithm 2 that is more e cient. In x3 we compare di erent choices of displacement equation for the Toeplitz and Toeplitz-plus-Hankel matrices in terms of e ciency and numerical accuracy in factorizing the resulting Cauchy-like matrix; based on Algorithm 2 and a new choice of displacement equation, we provide a new algorithm, Algorithm 4, for solving the Toeplitz and Toeplitz-plus-Hankel system of linear equations. In x4 we present numerical experiments with Algorithm 4 and compare this algorithm with some other available algorithms. In x5 we perform an error analysis for Algorithms 2 and 4. And in x6 we discuss some extensions, draw conclusions, and discuss some open problems.
1.4. Notation and Conventions. For a matrix A, jAj is the matrix of moduli of the fa i;j g; A p:q;s:k is a submatrix of A that selects rows p to q of columns s to k; A :;s:k and A s:k;: select s th through k th rows and columns, respectively; and when s = k, we replace s : k by s. Without loss of generality we assume A to be real unless it is speci ed to be complex. Our discussion for real matrices generally carries over to the complex case.
We will use the max norm, the 1-norm, and the 2-norm kAk max = max i;j ja i;j j; kAk 1 P is a permutation matrix; and P(j; k) denotes the permutation that interchanges the j th and k th rows of a matrix.
is the machine precision, and n is the order of the matrix to be factorized. A op is a oating-point operation x y, where x and y are oating-point numbers and is one of +, ?, , and . Taking the absolute value or comparing two oatingpoint numbers is also counted as a op.
In our error analysis, we take the usual model of arithmetic: 1 (x y) = (x y)(1 + ) ; (1.3) where (x y) is the oating point result of the operation ; and j j . For simplicity, we ignore the possibility of over ow and under ow.
Let A = A?a b T , where A is a matrix and a and b are vectors, ( A) is the result of computing A in nite precision.
2. Gaussian Elimination with Pivoting for Cauchy-like Matrices. Given a matrix C 2 R n n , the rst step of Gaussian elimination is to zero-out the rst column of C below the diagonal entry:
where 1 is the pivot; l = r= 1 ; and C (2) =C 2 ? l u T is the Schur complement of 1 . Gaussian elimination then recursively applies this step to C (2) . At the end of this procedure, C is factored into C = L U, where L is a lower triangular matrix and U is an upper triangular matrix.
The following theorem shows that if C is a Cauchy-like matrix with displacement rank , so is C (2) . The algorithms of Gohberg, Kailath, and Olshevsky 11] are based on this theorem. More general forms of it appear in 11, 13, 14, 22] , and a variation of it appears in 17].
Theorem 2.1. Let matrix C in (2.1) satisfy the displacement equation
with = diag(! 1 ; 2 ) and = diag( 1 ; 2 ) 2 R n n diagonal; A = a T 1 A 2 2 R n ; and B = b 1B2 2 R n . Assume that 1 6 = 0. Then C (2) satis es the displacement equation
with A (2) =Ã 2 ? l a T 1 2 R (n?1) and B (2) =B 2 ? b 1 u T = 1 2 R (n?1) . Hence one step of Gaussian elimination on C involves computing the rst row and column 1 , r, and u of C from (2.2) and computing the vector l. To recursively apply this procedure to C (2) , its generator (A (2) ; B (2) ) is then computed from (2.3).
2.1. Partial Pivoting. Partial pivoting is a strategy to reduce the element growth in the LU factorization. To perform partial pivoting on the rst column of C, one nds its largest magnitude entry (k max ; 1), permute it to the (1; 1) entry to get P(1; k max ) C, and then applies one elimination step to P(1; k max ) C. Let C be a Cauchy-like matrix satisfying equation (2.2) . Then for every k,
where (P(1; k) P(1; k)) is again a diagonal matrix. In particular, this implies that P(1; k max ) C is a Cauchy-like matrix. Algorithm 1 below performs fast GEPP for a Cauchy-like matrix C. It is suggested by Gohberg, Kailath, and Olshevsky 11]. The recursions for computing A and B (without explicitly computing L and U) and the partial pivoting idea are from 17]. Algorithm 1. Fast GEPP for a Cauchy-like matrix. L := 0; U := 0; P := I;
for k = 1 to n do L k:n;k := ( k:n;k:n ? k I) ?1 A k:n;: B :;k ; k max := argmax k j n jL j;k j; if k max > k then P := P P(k; k max ); := P(k; k max ) P(k; k max ); A = P(k; k max ) A; L :;1:k = P(k; k max ) L :;1:k ; endif U k;k = L k;k ; U k;k+1:n := A k;: B :;k+1:n (! k I ? k+1:n;k+1:n ) ?1 ; L k;k = 1; L k+1:n;k := L k+1:n;k =U k;k ;
A k+1:n;: = A k+1:n;: ?L k+1:n;k A k;: ; B :;k+1:n = B :;k+1:n ?B :;k+1 U k;k+1:n =U k;k . endfor Remark 1: If the input data A, B, and are real, Algorithm 1 costs about (4 +2:5)n 2 ops; there is also potentially about n 2 =2 swaps of memory locations. For a matrix transformed into a Cauchy-like matrix from a Toeplitz-plus-Hankel matrix (see x1 and x3), the displacement rank is at most 4. In this case, Algorithm 1 costs about 18:5n 2 ops.
Remark 2: If the input data are complex, Algorithm 1 costs about (16 + 12)n 2 ops 2 ; there is also potentially about n 2 swaps of memory locations. For a matrix transformed into a Cauchy-like matrix from a Toeplitz matrix (see x3), the displacement rank is at most 2. In this case, Algorithm 1 costs about 44n 2 ops.
We observe that Algorithm 1 produces the same LU factorization as that of straightforward GEPP on C. Hence, one potential problem with Algorithm 1 is the element growth in the LU factorization. Let U be the upper triangular matrix in the LU factorization, and let g PP kUk max =kCk max be the element growth factor.
It is well-known that g PP 2 n?1 for GEPP, and although very rare, this bound is attainable for certain dense matrices 15, pages 115-116]. It is not clear whether this bound is attainable for Cauchy-like matrices with low displacement rank. When large element growth does occur, the computed LU factorizations can be very inaccurate.
Complete
Pivoting. Complete pivoting may in general further reduce element growth in the LU factorization. To perform complete pivoting on C, one nds its largest magnitude entry (k max ; j max ) in the entire matrix, permute it to the (1; 1) entry to get P(1; k max ) C P(1; j max ), and then applies the elimination step to this permuted matrix. Let C be a Cauchy-like matrix satisfying equation (2.2). Then for every 1 k; j n, (P(1; k) P(1; k)) (P(1; k) C P(1; j)) ? (P(1; k) C P(1; j)) (P(1; j) P(1; j)) = (P(1; k) A) (B P(1; j)) :
In particular, this equation implies that P 1;kmax C P 1;jmax is still a Cauchy-like matrix.
However, nding the largest magnitude entry (k max ; j max ) of C costs O(n 2 ) ops in general. If this is done on every step of Gaussian elimination, then the total cost will be O(n 3 ), which is too expensive.
On the other hand, it is not absolutely necessary to use the largest magnitude entry as pivot in order to reduce element growth. Any entry su ciently large in magnitude should do.
De ne max = max The following lemma tells us where to look for such an entry. Lemma To nish the proof, we take square roots on both sides.
To nd the column j max in Lemma 2.2, we QR-factorize A to get A = A R, where A 2 R n is column orthogonal, and R is upper-triangular. We then compute B = R B. It follows that A B = A B :
Since A is column orthogonal, the j th columns of A B and B have the same 2-norm, for 1 j n. Algorithm 2 below di ers from Algorithm 1 in that we compute j max by looking for the largest 2-norm column of B and we perform generator redecomposition (2.5). Algorithm 2 assumes that the matrix A is column orthogonal on input. for k = 1 to n do j max := argmax k j n kB :;j k 2 ; if j max > k then Q := P(k; j max ) Q; := P(k; j max ) P(k; j max ); B := B P(k; j max ); U 1:k;: = U 1:k;: P(k; j max ); endif L k:n;k := ( k:n;k:n ? k I) ?1 A k:n;: B :;k ; k max := argmax k j n jL j;k j; if k max > k then P := P P(k; k max ); := P(k; k max ) P(k; k max ); A := P(k; k max ) A; L :;1:k := P k;kmax L :;1:k ; endif U k;k := L k;k ; U k;k+1:n := A k;: B :;k+1:n (! k I ? k+1:n;k+1:n ) ?1 ; L k;k := 1; L k+1:n;k := L k+1:n;k =U k;k ;
A k+1:n;: := A k+1:n;: ?L k+1:n;k A k;: ; B :;k+1:n := B :;k+1:n ?B :;k+1 U k;k+1:n =U k;k ; A k+1:n;: := A R (QR factorization of A k+1:n;: ); B := R B :;k+1:n ; A k+1:n;: := A, B :;k+1:n := B. endfor For the rest of x2.2, we derive an upper bound on the element growth factor for Algorithm 2, using techniques similar to those used by Wilkinson 28] to bound the growth factor for the straightforward GECP. In x2.3 we will discuss Algorithm 2 in more detail; and in x5.5 we will show that Algorithm 2 is numerically stable provided that the U matrix is not large in norm.
Let
which is Wilkinson's upper bound on the growth factor for GECP on a k k matrix.
Although W(k) is not a polynomial in k, it does not grow very fast either 28].
We will need the following well-known result. Proof. Without loss of generality we assume that pivoting has been done before hand, so that Algorithm 2 does not perform any pivoting.
For 1 k n, let C (k) 2 R (n?k+1) (n?k+1) be the Cauchy-like matrix to be factored at the k th step in Algorithm 2, with k being the pivot (the (1; 1) entry of C (k) ). We note that C (1) = C in this notation.
Since Algorithm 2 performs partial pivoting, we have j k j = kC (k) :;1 k 1 ; and since the rst column of the generator for C (k) has the largest column 2-norm, we have
On the other hand, det C (k) = j k j j n j :
Comparing these two relations, we have j k j j n j p n ? k + 1 j k j n?k+1 ; 1 k n: (2.7)
taking the product of the (n ? k)(n ? k + 1) st root of (2.7) with k = 1; 2; : : :; n ? 1 and the n th root of (2.7) with k = 1, we have
which simpli es to j n j j 1 j To complete the proof, we observe that the s th row of the upper triangular matrix U is the rst row of C (s) . Hence kUk max j 1 j p n 2+ P n?1 k=1 1=k W(n) : The assertion of the theorem follows immediately from the fact that j 1 j kCk max .
Remark 3: The determinant argument in the proof of Theorem 2.4 ignores the fact that C is a Cauchy-like matrix; hence the upper bound provided by (2.6) could be much larger than necessary, especially for Cauchy-like matrices with low displacement rank.
Remark 4: Since P n?1 k=1 1=k = ln n + O(1), the bound (2.6) simpli es to g CP n ln + Although this upper bound is much larger than W(n), it is still much smaller than 2 n?1 .
2.3. Further Considerations. In addition to the potential element growth in the LU factorization, Sweet and Brent 26] show that the generator (A; B) updated as in Algorithm 1 could also grow so that kjA k:n;: j jB :;k:n jk 2 kA k:n;: B :;k:n k 2 for some k. And if this happens, the backward and forward error could become large.
However, such element growth in the generator can easily be avoided. Since A k:n;: is kept column orthogonal for all k in Algorithm 2, it follows that kjA k:n;: j jB :;k:n jk 2 kjA k:n;: jk 2 kjB :;k:n jk 2 kA k:n;: k F kB :;k:n k F p kB :;k:n k F kB :;k:n k 2 = kA k:n;: B :;k:n k 2 :
Hence keeping A k:n;: column orthogonal for all k also has the additional advantage of avoiding potential element growth within the generator (A; B). In fact such growth can be avoided as long as A k:n;: is well-conditioned. From a practical point of view, it does not seem necessary to column orthogonalize A k:n;: at every step just to keep it well-conditioned; nor does it seem necessary to perform pivoting on the columns at every step to reduce element growth. As a practical modi cation to Algorithm 2, the following algorithm performs these operations only once in every K steps, where K is a user provided positive integer. It assumes that the matrix A is initially column orthogonal. for k = 1 to n do if (mod(k; K) = 1) then j max := argmax k j n kB :;j k 2 ; if j max > k then Q := P(k; j max ) Q; := P(k; j max ) P(k; j max ); B := B P(k; j max ); U 1:k;: = U 1:k;: P(k; j max ); endif endif L k:n;k := ( k:n;k:n ? k I) ?1 A k:n;: B :;k ; k max := argmax k j n jL j;k j; if k max > k then P := P P(k; k max ); := P(k; k max ) P(k; k max ); A := P(k; k max ) A; L :;1:k := P k;kmax L :;1:k ; endif U k;k := L k;k ; U k;k+1:n := A k;: B :;k+1:n (! k I ? k+1:n;k+1:n ) ?1 ; L k;k := 1; L k+1:n;k := L k+1:n;k =U k;k ; A k+1:n;: := A k+1:n;: ?L k+1:n;k A k;: ; B :;k+1:n := B :;k+1:n ?B :;k+1 U k;k+1:n =U k;k ; if (mod(k; K) = 0) then A k+1:n;: := A R (QR factorization of A k+1:n;: ); B := R B :;k+1:n ; A k+1:n;: := A, B :;k+1:n := B. endif endfor Remark 5: The cost for recomputing A k+1:n;: and B :;k+1:n through QR factorizations is about 5=2 2 n 2 ops in real arithmetic and 10 2 n 2 ops in complex arithmetic. However, if is large and if QR factorization is performed at every step, these costs can be brought down to O( n 2 ) by using QR updating techniques (see 15, x12]). Our main interest in this paper is to use Algorithm 3 to factorize the Cauchylike matrix that is transformed from a Toeplitz-plus-Hankel matrix (cf. x1 and x3).
For such matrices is at most 4. In our implementation, we recompute the QR factorization every K = 10 steps. It is easy to verify that every Toeplitz-plus-Hankel matrix satis es the displacement equation (1.1) with G having non-zero entries only in its rst and last rows and columns, thus a matrix of rank at most 4. Hence the displacement rank of a Toeplitz-plus-Hankel matrix is at most 4 (cf. 11, 18] We call a matrix M Toeplitz-plus-Hankel-like if it satis es the displacement equation (3.2) with n (cf. 11]). To solve a Toeplitz-plus-Hankel-like linear system of equations M x = z ; one can transform M into a Cauchy-like matrix using Lemma 3.1; factorize this matrix by using any of the methods discussed in x2 to obtain a factorization of the form M = Q T 1;1 P L U Q Q T 1;?1 ;
and compute the solution to the linear system using this factorization. The idea of transforming a Toeplitz matrix into a Cauchy-like matrix was rst proposed by Heinig 17] ; and the idea of transforming a Toeplitz-plus-Hankel matrix into a Cauchylike matrix was rst proposed by Gohberg, Kailath, and Olshevsky 11]. We summarize the above into Algorithm 4 that follows, assuming that M satis es equation (3.2) with A column orthogonal. Step 1 is about O( n log 2 n) ops via 2 such transforms; similarly the cost of
Step 3 is about 2n 2 ops via 2 fast trigonometric transforms, two permutations, and forward and backward-substitution. The bulk of the cost is in Step 2, factorizing the Cauchy-like matrix in (3.3). For a real Toeplitz-plus-Hankel matrix, the displacement rank is at most 4 in equation (3.3) . When Algorithm 3 is used in Step 2, the cost for Step 2 is about 18:5n 2 + O(n 2 =K) ops for a user speci ed integer K (see Remark 5) . Hence Algorithm 4 takes about 20:5n 2 + O(n 2 =K) ops to solve a Toeplitz-plus-Hankel system of equations. This is also true for a Toeplitz or a Hankel system of equations. However, Algorithm TpH has some disadvantages over Algorithm 4. It can be shown that the parameter de ned in (2.4) is O(n 3 ) for equation (3.5) and O(n 2 ) for (3.3). Our upper bound on g CP in x2.2 and error analysis in x5 suggest that the smaller is, the smaller the potential element growth and backward error. Hence Algorithm TpH could be potentially less accurate than Algorithm 4. Another disadvantage for Algorithm TpH is that in order for the fast trigonometric transforms with Q 0;0 and Q 1;1 to be very e cient, both n and n + 1 must be products of small prime numbers; whereas for Algorithm 4, it is su cient that n be a product of small prime numbers.
If one wants to solve a Toeplitz system of linear equations, then other displacement structures may be used. Heinig 17] suggests that for a Toeplitz matrix T, one can convert it into the Cauchy-like matrix in equation (3.7); and Gohberg, Kailath, and Olshevsky 11] suggest that one can rapidly factorize this Cauchy-like matrix using Algorithm 1. The resulting algorithm is called Algorithm GKO in 11]. Since the cost of a fast algorithm for factorizing a Cauchy-like matrix depends linearly on the displacement rank (see Remarks 1 and 2), this method is more e cient than Algorithm 4 if T is given to be a complex matrix.
However, the situation is di erent if T is real (as often happens in practice). The total cost of complex forward and backward-substitution is about 8n 2 ops; and the total cost of factorizing the Cauchy-like matrix in (3.7) is about 44n 2 ops for Algorithm 1 (see Remark 2). Using the above procedure, a Toeplitz system is thus solved in about 52n 2 ops. On the other hand, by treating a Toeplitz matrix as a Toeplitz-plus-Hankel matrix, we can solve a Toeplitz system using Algorithm 4, which completely avoids complex arithmetic. As is remarked in x3.1, the cost of Algorithm 4 is about 20:5n 2 ops for large K, less than half the cost of Algorithm GKO. Furthermore, operating in real arithmetic reduces the storage requirements by half, a big saving for large matrices.
On the other hand, Algorithm GKO does have an advantage over Algorithm 4: it can be shown that the parameter de ned in (2.4) is O(n) for equation (3.7), thus Algorithm GKO could be more accurate. We will address this issue in x4.
4
. Numerical Experiments. We have implemented Algorithm 4 in Fortran
and have performed a large number of numerical experiments with it to investigate its behavior in nite arithmetic and to compare it with other available algorithms. In this section we discuss some implementation issues and report some of these numerical experiments. We chose Algorithm 3 with K = 10 in Step 2 of Algorithm 4.
Implementation Issues. A natural way to implement Algorithm 3 is to
keep permutations P and Q in vectors and keep both L and U in a single matrix W by storing L in the strict lower triangular part of W (excluding the diagonal) and U upper triangular part (including the diagonal). However, arrays are stored column-wise in Fortran. Note that U is generated row by row in Algorithm 3. In order to store U, columns of W have to be moved into and brought out of fast memory for most steps of elimination for large n. This causes a signi cant amount of memory tra c between slow and fast memory levels in the memory hierarchy. For more detailed discussions on memory tra c, see for example 9, x2.6].
We reduce this memory tra c by storing rows of U column-wise in Algorithm 3.
Let S 2 R n n be the matrix that is 1 on the main anti-diagonal and 0 everywhere else. For n = 2, S = 0 1 1 0 :
It follows thatŨ S U T S is an upper triangular matrix, whose k th column is the (n ? k + 1) st row of U in the reverse order. The backward substitution procedure for computing U ?1 y in Algorithm 3 can be rewritten as a forward substitution as S ŨT ?1 (S y) . Our numerical experiments indicate that this technique speeds up both Algorithm 3 and Algorithm 4 by up to a factor of 2 (see Table 4 .1). Our numerical experiments indicate that Algorithm 2 is slightly less accurate than straightforward GEPP in many cases. Hence we perform one step of iterative We compared the following algorithms 3 : 
NEW-II: Implementation of Algorithm 4 by storing rows of U column-wise
and with one step of iterative re nement; cost: O(n 2 ) ops. We solve Toeplitz linear systems of equations T x = z for random right hand side vectors z and the following types of Toeplitz matrices T = (t k?j ) 1 k;j n : Type 1: ft k g randomly generated from uniform distribution on (0; 1). A Type 1 matrix is usually well-conditioned. Type 2: t 0 = 2! and t k = sin(2 !k) k for k 6 = 0. ! 2 0; 1=2] is a parameter.
A Type 2 matrix is also called the Prolate matrix in 11, 27] ; it is very illconditioned for small !. In our experiments we took ! = 0:25.
matlab; the algorithm of 11] was implemented in C but was inaccessible to us; and the algorithm of 17] was never e ciently implemented. Type 3: t k = a k 2 with 0 < a < 1. A Type 3 matrix is also called the Gauss matrix in 11]; it is very ill-conditioned for a close to 1. In our experiments we took a = 0:95. Type 4: t 0 is randomly generated from uniform distribution in (0:9; 1); t k = ?t 0 for k > 0; t k = 0 for ?n=2 < k < 0; and the rest are randomly generated from uniform distribution in (0; 1). The straightforward GEPP produces huge element growth on a Type 4 matrix. Our numerical results are summarized in Tables 4.1 and 4.2. NEW-II is faster than NEW-I by a factor of up to 2 for large n and for all four types of matrices; and is more accurate than NEW-I for Types 1 and 4 matrices. On the other hand, GEPP-II is as accurate as GEPP-I, but is up to a factor of 2 faster. For n = 2560, NEW-II is up to 17 times faster than GEPP-I and up to 10 times faster than GEPP-II, respectively; whereas LEVIN is only up to 3 times faster than GEPP-I and up to 2 times faster than GEPP-II, respectively. Both NEW-I and NEW-II solve all linear systems successfully, whereas GEPP-I, GEPP-II, and LEVIN fail on Type 4 matrices.
5. Error Analysis. In this section, we do a backward error analysis for Algorithms 1 through 3 by establishing an 1-norm upper bound on the matrix H in the equationL Û = C + H ; (5.1) where C is the Cauchy-like matrix to be factored;L Û is the computed LU factorization; and we assume that no pivoting is done. In the following, we rst establish some notation and then analyze error propagation by using induction. At the end of this section we will brie y discuss error propagation for Algorithm 4.
5.1. Notation. At the k th step of elimination in nite arithmetic, letĈ (k) = k (u (k) ) T r (k)C k be the Cauchy-like matrix satisfying the displacement equation
with k = diag(! k ; k+1 ) and k = diag( k ; k+1 ) 2 R (n?k+1) (n?k+1) diagonal;
For k = 1, we drop the superscripts so thatĈ (1) = C,Â (1) = A,B (1) = B, etc., and equation (5.2) reduces to (2.2).
To perform elimination, we writê
where l (k) = r (k) = k and C (k+1) =C k+1 ? l (k) (u (k) ) T satis es the displacement
Let the computed k , r (k) , and u (k) be^ k ,r (k) , andû (k) ; and letl (k) = (r (k) =^ k ). For k = 1, we write r = r (1) , u = u (1) , l = l (1) ; andr =r (1) ,û =û (1) ,l =l (1) .
The generator at the (k+1) st step isĜ (k+1) =Â (k+1) B(k+1) . For Algorithm 1,Â (k+1) = ? A (k+1) andB (k+1) = ? B (k+1) ; and for Algorithm 3, A (k+1) is the computed Q factor in the QR factorization of ( A (k+1) ) andB (k+1) is the product of the R factor and ( B (k+1) ). We further de ne C (k+1) to be the matrix satisfying the displacement equation 1 is of order 1 in general, but it could happen that 1 if bothÂ (k) andB (k) are ill-conditioned for some k. We will further discuss these 4 parameters in x5.4 and x5.5.
Lemma 5.1. For any 1 k i; j n,
Error Propagation for One
Step of Elimination. LetL (2) Û(2) = C (2) + H (2) be the computed LU factorization ofĈ (2) . Then the computed LU factorization of C satis eŝ L = 1 0 lL (2) andÛ = ^ 1û T 0Û (2) : It follows that L Û = ^ 1û T l^ 1L (2) Û (2) +l û T = 1 u T rC 2 + ^ 1 ? 1 (û ? u) T l^ 1 ? r H (2) + (Ĉ (2) ? C (2) ) + ( C (2) ?C 2 +l û T ) : (2) ? C (2) ) + ( C (2) ?C 2 +l û T ) :
For the rest of x5.2, we bound j^ 1 ? 1 j, jû ? uj, jl^ 1 ? rj, jĈ (2) ? C (2) j, and j C (2) ? C 2 +l û T j. We obtain an upper bound on H by induction in x5.3. Plugging these relations into above and simplifying, we have j H (2) i 5.3. Error Analysis for Factorizing Cauchy-like Matrices. Let X n 2 R n n and Y n 2 R n n be lower and upper triangular matrices such that by using induction on n. We shall then prove the theorem by taking 1-norm on both sides of (5.14).
Relation (5.14) clearly holds for all Cauchy-like matrices of dimension n = 1; 2;
and we assume it holds for n ? 1 as well. In light of equation (5.7), we have jHj j^ 1 ? 1 j jû ? uj T jl^ 1 ? rj jH (2) j + jĈ (2) ? C (2) where One expects to be of the order 1 in general. The fact that Algorithm 1 performs partial pivoting means that
Comparing this with the de nition for in (5.5), one expects to be of the order max in general. Hence Theorem 5.3 suggests that in general the backward error for Algorithm 1 is of the order max = min kÛk 1 .
However, if bothÂ (k) andB (k) are ill-conditioned for some k, it could happen that 1 and max . If this happens, then the backward error for Algorithm 1 could be much larger.
On the other hand, if the straightforward GEPP is applied to C, then the backward error is basically kÛk 1 . Thus Algorithm 1 appears to be less numerically stable than straightforward GEPP on C. These conclusions are consistent with those of Sweet and Brent 26].
5.5. Error Analysis for Algorithm 2. In this subsection, we assume that partial pivoting has been done before hand, so that Algorithm 2 does not perform any pivoting. For Algorithm 2,Â (k+1) is the computed Q factor in the QR factorization of ( A (k+1) ) andB (k+1) is the product of the R factor and ( B (k+1) ). In nite arithmetic, let ( A (k+1) ) =Â (k+1) R + E 1 be the QR factorization of ( A (k+1) ), and B (k+1) = R ( B (k+1) ) + E 2 . It it known that 15] the error matrices satisfy kE 1 k 2 1 n k ( A (k+1) )k 2 and kE 2 k 1 2 kRk 1 k ( B (k+1) )k 1 ; (5.17) where 1 and 2 are small multiples of . We observe that, after some algebra,
In the following, we shall derive an upper bound for . To this end, we need to derive norm bounds for some of the related quantities. Since Algorithm 2 performs row pivoting and keepsÂ (k) numerically column orthogonal at every step, we have It is easy to show that kQ 6. Conclusions and Extensions. We have presented a fast algorithm for solving Toeplitz or Toeplitz-plus-Hankel systems of linear equations and shown it to be numerically stable, provided that the element growth in the computed factorization is not large. We have presented practical modi cations to this algorithm and discussed implementation techniques that further improve its e ciency. Our numerical experiments show that the resulting algorithm is both stable and e cient; and the cost for performing pivoting for Cauchy-like matrices can be kept a small fraction of the total cost. The algorithms presented in this paper can be modi ed to solve Mosaic Toeplitz or Block Toeplitz systems of linear equations (see 7, 11] ).
Our techniques to avoid internal element growth in the generators can be easily extended to the generalized Schur algorithm for factorizing more generally structured matrices (see 6, 22, 23] ), so is the technique to store the rows of the U matrix columnwise.
Recently, Chandrasekaran and Sayed 5] propose a new fast algorithm for factorizing the Toeplitz matrix based on the QR factorization of a larger structured matrix and show that it is numerically stable. This algorithm appears to perform more ops than Algorithm 4, but does not have the potential problem of having large element growth in the computed factorization.
We end this paper by asking two open questions. 
