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Abstract
This article studies tractability and strong tractability for multivariate approximation of inﬁnitely differ-
entiable functions, using either standard information or continuous linear information. We prove that this
approximation problem is not strongly tractable.
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1. Introduction
Let Fd be the unit ball of the inﬁnitely differentiable multivariate function space C∞([0, 1]d),
i.e.,
Fd = { f ∈ C∞([0, 1]d): ‖f ‖C∞1 },
where
‖f ‖C∞ = sup

sup
x∈[0,1]d
|Df (x)|.
Here,  = (1, . . . , d) is an arbitrary d-dimensional non-negative integer index and
Df = 
||
f
x11 . . . x
d
d
,
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where || = 1 + · · · + d . Obviously, C∞([0, 1]d) ⊂ L∞([0, 1]d), where L∞([0, 1]d) is given
the usual norm
‖f ‖∞ = sup
x∈[0,1]d
|f (x)| < ∞.
This paper considers the approximation operator Sd : Fd → L∞([0, 1]d) deﬁned by
Sd(f ) = f ∈ L∞([0, 1]d) ∀f ∈ Fd. (1)
We want to approximate Sd by some algorithmU = ◦N , whereN : Fd → Rn is the information
operator deﬁned by
N(f ) = (L1(f ), . . . , Ln(f )) ∈ Rn, f ∈ Fd
and : N(Fd) → L∞([0, 1]d), deﬁned by
( ◦ N)(f ) = (L1(f ), . . . , Ln(f )) ∈ L∞([0, 1]d),
is an arbitrary mapping. For the information operatorN = (L1, . . . , Ln), we often use two classes
of information. One is the linear information class, denoted by all, consisting of all continuous
linear functionals onFd , and the other is the standard information class, denoted bystd, consisting
only of function evaluations f (x) for x ∈ [0, 1]d . That is,
all = F ∗
and
std =
{
Lx : x ∈ [0, 1]d , ∀f ∈ Fd
}
,
where
Lx(f ) = f (x) ∀x ∈ [0, 1]d , f ∈ Fd.
We will study tractability in the worst case setting. Hence, the error of the algorithm U =  ◦ N
will be measured by the maximal error
e(Sd, U) := sup
f∈Fd
‖Sd(f ) − U(f )‖∞.
For either  = all or  = std, we deﬁne the nth minimal error as
en(Sd,) := inf
U
{ e(Sd, U) : N ∈ , card(U)n },
where card(U) is the cardinality of the algorithm U, i.e., the number of pieces of information
used. The nth minimal error, which is often studied in information-based complexity, is closely
related to the overall computational complexity of the problem, as well as the various n-widths
appearing in approximation theory, see [1,7,9]. Since std ⊂ all, we always have
en(Sd,
all)en(Sd,std) ∀n = 0, 1, . . . .
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Let e0(Sd,) denote the initial error, i.e., the error of the zero algorithm U = 0. Note that
e0(Sd,) = e(Sd, 0) = sup
f∈Fd
‖Sd(f )‖∞
= ‖Sd‖ = sup
f∈Fd
‖f ‖∞ sup
f∈Fd
‖f ‖C∞1.
For ε ∈ (0, 1), let n(ε, Sd,) be the minimal n for which we can ﬁnd an algorithm U with the
card(U) = n and a threshold of ε‖Sd‖, i.e.,
n(ε, Sd,) = inf { n : ∃U with card (U) = n such that e(Sd, U)ε‖Sd‖ } .
If this inﬁmum is attained, then
n(ε, Sd,) = min {n : en(Sd,)ε‖Sd‖} .
Deﬁnition 1. We say that the approximation problem is tractable if there exist positive numbers
C, p, and q such that
n(ε, Sd,)Cdqε−p ∀ε ∈ (0, 1), ∀ d = 1, 2, . . . .
We say that the approximation problem is strongly tractable if the previous inequality holds with
q = 0, i.e.,
n(ε, Sd,)Cε−p ∀ε ∈ (0, 1).
The tractability and strong tractability of other multivariate problems (such as integration) can
be deﬁned similarly. Recently, the apparent success of quasi-Monte Carlo methods applied to the
integrals of functions over hundreds or even thousands of dimensions in mathematical ﬁnance, see
[5,6,8,10], stimulated many people to study the tractability and strong tractability of multivariate
integration and approximation for various normed function spaces of d variables. For example, for
the space Cr([0, 1]d) and approximation operator Sd : Cr([0, 1]d) → L∞([0, 1]d), it is known
that there exist two positive constants cr,d and Cr,d such that
cr,dε
−d/rn(ε, Sd,)Cr,dε−d/r ∀ε ∈ (0, 1),
see [1,2,9]. This means that multivariate approximation for Cr([0, 1]d) is intractable when r is
ﬁxed.
Similarly, it is known that multivariate integration in Cr([0, 1]d) is intractable when r is ﬁxed,
see [1–4]. Moreover, Woz´niakowski [12] conjectured that multivariate integration in C∞([0, 1]d)
is still intractable. Later Wojtaszczyk [11] partially answered this problem and proved that mul-
tivariate integration in C∞([0, 1]d) is not strongly tractable.
However, the tractability of the approximation problem Sd : C∞([0, 1]d) → L∞([0, 1]d) has
yet not been studied. Although this paper does not completely solve this problem, it gives a partial
answer, establishing that this approximation problem is not strongly tractable. We conjecture that
this approximation problem is intractable.
2. Results and their proofs
Before proving that our approximation problem is not strongly tractable, we ﬁrst establish some
lemmas.
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Lemma 2. For any positive integer n, arbitrary  ∈ (0, 1), and any linear functionals
L1, L2, . . . , Ln ∈ F ∗d , if d is sufﬁciently large, then there exists a polynomial f0: [0, 1]d → R
such that
(1) f0 ∈ Fd ,
(2) ‖f0‖∞1 − , and
(3) Li(f0) = 0, i = 1, 2, . . . , n.
Proof. Setting  = /(8(n + 1)) and m = 2n, we deﬁne a continuous function
 : [0, 2 + ] → R as
(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 fort ∈ [0, 1 − ],
linear for t ∈ [1 − , 1],
− for t = 1,
linear for t ∈ [1, 1 + ],
1 − 2 for t ∈ [1 + , 2 + ].
By the Stone–Weierstrass theorem,  can be approximated by a polynomial P of degree N =
N() = N(n, ) such that
max
t∈[0,2+]
|(t) − P(t)| < .
By the continuity of and P, we know that the polynomial P is negative at the point 1 and positive
at the point 1 + . Then P has at least one root at some point 0 ∈ (1, 1 + ), i.e., satisfying
P(0) = 0, and 0 − yj ∈ (0, 1 + ), where yj = j/m for j = 0, 1, . . . , m. Since for any
t ∈ [0, 1], we have t + 0 − yj , 0 + yj+1 − t ∈ (0, 2 + ) for j = 1, . . . , m, we can deﬁne
Pj,0(t) = P(t + 0 − yj ), Pj,1(t) = P(0 + yj+1 − t) ∀ t ∈ [0, 1]
and
gj (t) = P 2j,0(t)P 2j,1(t)
for j = 0, 1, . . . , m − 1. Note that Pj,0 satisﬁes
max
t∈[0,1] |(t + 0 − yj ) − Pj,0(t)| = maxt∈[0,1] |(t + 0 − yj ) − P(t + 0 − yj )|
 max
t∈[0,2+]
|(t) − P(t)| < ,
and Pj,0(yj ) = P(0) = 0. We have similar results for Pj,1.
When t ∈ [0, yj ], then t + 0 − yj 0 and
|Pj,0(t)| = |P(t + 0 − yj ) − (t + 0 − yj ) + (t + 0 − yj )|
 |P(t + 0 − yj ) − (t + 0 − yj )| + |(t + 0 − yj )|
 + max{|(1)|, |(0)|}+  = 2.
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When t ∈ [yj+1, 1], then 0 + yj+1 − t0 and
|Pj,1(t)| = |P(0 + yj+1 − t) − (0 + yj+1 − t) + (0 + yj+1 − t)|
 |P(0 + yj+1 − t) − (0 + yj+1 − t)| + |(0 + yj+1 − t)|
 + max{|(1)|, |(0)|}+  = 2.
Hence, we obtain
0gj (t) = P 2j,0(t)P 2j,1(t) < (2)2(1 − )2 < 42 ∀ t ∈ [0, 1] \ [yj , yj+1].
When t ∈ [yj + , yj+1 − ], we have
(t + 0 − yj ) = (0 + yj+1 − t) = 1 − 2,
and
(1 − )4 > max
t∈[0,1] gj (t) maxt∈[yj+,yj+1−]
gj (t)
 max
t∈[yj+,yj+1−]
P 2(t + 0 − yj )P 2(0 + yj+1 − t)(1 − 3)4.
For t1, . . . , td ∈ [0, 1], deﬁne the multivariate polynomial
j (t1, . . . , td ) = 1
d
d∑
l=1
gj (tl).
For any ﬁxed linear functionals L1, L2, . . . , Ln ∈ F ∗d , consider the system
m−1∑
j=0
Li(j )sj = 0, i = 1, 2, . . . , n (n < m)
of linear equations in the variables {sj }m−1j=0 . Since n < m, this system has at least one non-zero
solution (s0, s1, . . . , sm−1).
Setting
f0 =
m−1∑
j=0
ajj ,
where
aj := sj
max
0 j<m
|sj | and |aj |1 for j = 0, 1, . . . , m − 1,
there exists j0 ∈ {0, . . . , m − 1} such that |aj0 | = 1. Clearly, L1(f0) = · · · = Ln(f0) = 0.
Moreover,
f0(t) = f0(t1, . . . , td ) =
m−1∑
j=0
ajj (t1, . . . , td ) =
m−1∑
j=0
aj
1
d
(
d∑
l=1
gj (tl)
)
= 1
d
d∑
l=1
m−1∑
j=0
ajgj (tl) = 1
d
d∑
l=1
f (tl),
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where
f (tl) =
m−1∑
j=0
ajgj (tl).
Hence,
‖f0‖∞ = max
t∈[0,1]d
∣∣∣∣∣ 1d
d∑
l=1
f (tl)
∣∣∣∣∣  1d
d∑
l=1
max
tl∈[0,1]
|f (tl)| = 1
d
d∑
l=1
‖f ‖L∞([0,1])
= ‖f ‖L∞([0,1]) .
For any t ∈ [0, 1], there exists some j ∈ {0, . . . , m− 1} such that t ∈ [yj , yj+1]. Hence, we have
|f (t)| =
∣∣∣∣∣
m−1∑
l=0
algl(t)
∣∣∣∣∣  |ajgj (t)| +
∑
0 lm−1
l =j
|algl(t)| |gj (t)| +
∑
0 lm−1
l =j
|gl(t)|
 (1 − )4 + (m − 1)(2)21
and
‖f0‖∞‖f ‖L∞([0,1])1.
On the other hand, since f is a continuous function on [0, 1], there exists a  ∈ [0, 1] such that
|f ()| = max
t∈[0,1] |f (t)| = ‖f ‖L∞([0,1]), and so
‖f0‖∞ = max
t∈[0,1]d
∣∣∣∣∣ 1d
d∑
l=1
f (tl)
∣∣∣∣∣ 
∣∣∣∣∣ 1d
d∑
l=1
f ()
∣∣∣∣∣ = |f ()|
= ‖f ‖L∞([0,1]) = max
t∈[0,1]
∣∣∣∣∣∣
m−1∑
j=0
ajgj (t)
∣∣∣∣∣∣  maxt∈[yj0+,yj0+1−]
∣∣∣∣∣∣
m−1∑
j=0
ajgj (t)
∣∣∣∣∣∣
 max
t∈[yj0+,yj0+1−]
|aj0gj0(t)| − max
t∈[yj0 ,yj0+1]
⎛
⎜⎝ ∑
0 j m−1
j =j0
|ajgj (t)|
⎞
⎟⎠
 (1 − 3)4 − (m − 1)(2)2 > 1 − 12− 4(m − 1) > 1 − 4(m + 2)
= 1 − .
Hence, we have
‖f0‖∞ = ‖f ‖L∞([0,1])1 − .
The function f is a polynomial on [0, 1]. Its coefﬁcients are continuous functions of
(a0, a1, . . . , am−1) ∈ [−1, 1]m. So the coefﬁcients of its kth derivative are also continuous func-
tions of (a0, a1, . . . , am−1) for each k. The upper bound of the kth derivative of f is a continuous
function of (a0, a1, . . . , am−1) on the compact set [−1, 1]m for each k. Hence, all derivatives up
to the 4nth order have a common bound, denoted by Mn,, independent of (a0, . . . , am−1).
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When d is sufﬁciently large, say dMn,, we have∣∣∣∣∣ 
k
tkl
f0(t1, . . . , td )
∣∣∣∣∣ =
∣∣∣∣ 1d f (k)(tl)
∣∣∣∣ Mn,d 1.
Since any mixed derivative of f0 is 0, we ﬁnd that ‖f0‖C∞1 and f0 ∈ Fd , which completes the
proof of the lemma. 
Let X andY be normed spaces, and let T : X → Y be a bounded linear operator. Recall that for
n ∈ N, the nth Gelfand number of T is deﬁned by
cn(T ) := inf
L1,...,Ln∈X∗
sup
‖f ‖X  1
L1(f )=···=Ln(f )=0
‖Tf ‖Y .
Hence
cn(Sd) = inf
L1,...,Ln∈F ∗d
sup
f∈Fd
L1(f )=···=Ln(f )=0
‖f ‖∞.
The following lemma is proved in [1]:
Lemma 3. Let S: F → G be a bounded linear operator between the normed linear spaces F
and G, and let F0 be the unit ball of F. Then
en(S,
all)cn(S) ∀ n ∈ N.
Using the previous two lemmas, we can prove
Lemma 4. For any positive integer n we have
lim
d→∞ en(Sd,
all) = 1.
Proof. Since
en(Sd,
all)e0(Sd,all) = e(Sd, 0)1,
we need only show that
en(Sd,
all)1.
By Lemma 3, this inequality holds if
lim
d→∞ cn(Sd) = 1.
It sufﬁces to prove that for an arbitrary integer n and for  > 0, we have
inf
L1,...,Ln∈F ∗d
sup
f∈Fd
L1(f )=···=Ln(f )=0
‖f ‖∞1 − 
80 F.L. Huang, S. Zhang / Journal of Complexity 23 (2007) 73–81
when d is sufﬁciently large. For arbitrarily given L1, . . . , Ln ∈ F ∗d , we may use Lemma 2 to see
that there exists f0 ∈ Fd such that L1(f0) = · · · = Ln(f0) = 0 and ‖f0‖∞ > 1 − . Hence
sup
f∈Fd
L1(f )=···=Ln(f )=0
‖f ‖∞‖f0‖∞ > 1 − .
As L1, . . . , Ln are arbitrary continuous linear functionals, we obtain
inf
L1,...,Ln∈F ∗d
sup
f∈Fd
L1(f )=···=Ln(f )=0
‖f ‖∞1 − ,
as required. 
We now state our main result.
Theorem 5. The multivariate approximation problem (1) is not strongly tractable for the class
of continuous linear information.
Proof. Suppose to the contrary that the approximation problem (1) is strongly tractable for all.
By Deﬁnition 1, the quantity n0 = n(ε, Sd,) is polynomially bounded in 1/ε, independent
of d. Let U be an algorithm with card(U) = n0 and e(Sd, U)ε‖Sd‖. Taking ε = 13 and any
n > n0 = n( 13 , Sd,all), we have
en(Sd,
all)en0(Sd,all)e(Sd, U) 13‖Sd‖ 13 < 1
for all d. Letting d → ∞, this contradicts Lemma 4. 
Corollary 6. The multivariate approximation problem (1) is not strongly tractable for the class
of standard information.
Proof. Since std ⊂ all, we have
en(Sd,
all)en(Sd,std)e0(Sd,std) = e(Sd, 0)1.
By Lemma 4, we have
lim
d→∞ en(Sd,
std) = 1.
The corollary follows from the argument used in the proof of Theorem 5. 
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