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Children with Autism Spectrum Disorders (ASDs) experience deficits in verbal and 
nonverbal communication skills including motor control, emotional facial expressions, and 
eye gaze attention. In this thesis, we focus on studying the feasibility and effectiveness of 
using a social robot, called NAO, at modeling and improving the social responses and 
behaviors of children with autism. In our investigation, we designed and developed two 
protocols to fulfill this mission. Since eye contact and gaze responses are important non-
verbal cues in human’s social communication and as the majority of individuals with ASD 
have difficulties regulating their gaze responses, in this thesis we have mostly focused on 
this area. 
 In Protocol 1 (eye gaze duration and shifting frequency are analyzed in this 
protocol), we designed two social games (i.e. NAO Spy and Find the Suspect) and recruited 
21 subjects (i.e. 14 ASD and seven Typically Developing (TD) children) ages between 7-
17 years old to interact with NAO. All sessions were recorded using cameras and the videos 
were used for analysis. In particular, we manually annotated the eye gaze direction of 




social contexts (i.e. child speaking and child listening). Gaze fixation and gaze shifting 
frequency are analyzed, where both patterns are significantly improved or changed (more 
than half of the participants increased the eye contact duration time and decrease the eye 
gaze shifting during both games).  The results confirms that the TD group has more gaze 
fixation as they are listening (71%) than while they are speaking (37%). However there is 
no significant difference between the average gaze fixations of ASD group.  
Besides using the statistical measures (i.e. gaze fixation and shifting), we 
statistically modeled the gaze responses of both groups (TD and ASD) using Markov 
models (e.g. Hidden Markov Model (HMM) and Variable-order Markov Model (VMM)). 
Using Markov based modeling allows us to analyze the sequence of gaze direction of ASD 
and TD groups for two social conversational sessions (Child Speaking and Listening). The 
results of our experiments show that for the ‘Child Speaking’ segments, HMM can 
distinguish and recognize the differences of gaze patterns of TD and ASD groups 
accurately (79%). In addition, to evaluate the effect of history of eye gaze in the gaze 
responses, the VMM technique was employed to model the effects of different length of 
sequential data. The results of VMM demonstrate that, in general, the first order system 
(VMM with order D=1) can reliably represent the differences between the gaze patterns of 
TD and ASD group. Besides that, the experimental results confirm that VMM is more 
reliable and accurate for modeling the gaze responses of “Child Listening” sessions than 




Protocol 2 contains five sub-sessions targeted intervention of different social skills: 
verbal communication, joint attention, eye gaze attention, facial expressions 
recognition/imitation. The objective of this protocol is to provide intervention sessions 
based on the needs of children diagnosed with ASD. Therefore each participant attended 
in three times of baseline sessions for evaluate his/her existing social skill and behavioral 
response, when the study began. In this protocol the behavioral responses of every child is 
recorded in each intervention session where feedbacks are focused on improving their 
social skills if they lack one. For example if they are not good at recognizing facial 
expression, we give them feedback on how every facial expression looks like and ask them 
to recognize them correctly while we do not feedback on other social skills. Our 
experimental results show that customizing the human-robot interaction would improve 
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Chapter 1: Introduction 
1.1 Autism Spectrum Disorders (ASD) 
Autism is a general term used to describe a spectrum of complex developmental 
brain disorders causing qualitative impairments in social interaction and results in 
repetitive and stereotyped behaviors. Currently one in every 88 children in the United 
States are diagnosed with ASD and government statistics suggest the prevalence rate of 
ASD is increasing 10-17 percent annually [9]. Children with ASD experience deficits in 
appropriate verbal and nonverbal communication skills including motor control, emotional 
facial expressions, and eye gaze attention [10]. Currently, clinical work such as Applied 
Behavior Analysis (ABA) [11] [12] has focused on teaching individuals with ASD 
appropriate social skills in an effort to make them more successful in social situations [1]. 
With the concern of the growing number of children diagnosed with ASD, there is a high 
demand for finding alternative solutions such as innovative computer technologies and/or 
robotics to facilitate autism therapy. Therefore, research into how to design and use modern 
technology that would result in clinically robust methodologies for autism intervention is 
vital. 
In social human interaction, non-verbal facial behaviors (e.g. facial expressions, 
gaze direction, and head pose orientation, etc.) convey important information between 




facial activities and gaze directions actively to indicate the interests or boredom. However, 
the majority of individuals with ASD show the lack of exploiting and understanding these 
cues to communicate with others. These limiting factors have made crucial difficulties for 
individuals with ASD to illustrate their emotions, feelings and also interact with other 
human beings. Studies have shown that individuals with autism are much interested to 
interact with machines (e.g. computers, iPad, robots, etc.) than humans [6]. In this regard, 
in the last decade several studies have been conducted to employ machines in therapy 
sessions and examine the behavioral responses of people with autism. These studies have 
assisted researchers to better understand, model and improve the social skills of individuals 
on the autism spectrum.  
This thesis presents the methodology and results of a study that aimed to design a 
humanoid-robot therapy sessions for capturing, modeling and enhancing the social skills 
of children with Autism. In particular we mainly focus on gaze direction and joint attention 
modeling and analysis and investigate how the ASD and Typically Developing (TD) 
children employ their gaze for interacting with the robot. In the following section, we have 
a brief introduction of the existing assistive robots in the following section and how they 
have been used in autism applications. 




Socially Assistive Robotics (SAR) can be considered as the intersection of Assistive 
Robotics (AR) and Socially Interactive Robotics (SIR), which has referred to robots that 
assist human with physical deficits and also can provide certain terms of social interaction 
abilities [5]. SAR contains all properties of SIR described in [6], and also a few additional 
attributes such as: 1) user populations (different groups of users, i.e. elders; individuals 
with physical impairments; kids diagnosed with ASD; students); 2) social skills (i.e. speech 
ability; gestures movement); 3) objective tasks (i.e. tutoring; physical therapy; daily life 
assistance); 4) role of the robot (depends on the task the robot has been assigned for) [5].   
Companion robots [7] is one type of SAR that are widely used for elderly people 
for health care supports. Research shows that this type of social robots can reduce stress 
and depression of individuals in elderly stage [8]. Service social robots are able to 
accomplish a variety of tasks for individuals with physical impairments [9]. Studies have 
shown that SAR can be used in therapy sessions for those individuals who suffer from 
cognitive and behavioral disorders (e.g. Autism). SAR provides an efficient helpful 
medium to teach certain types of skills to these groups of individuals [10] [11] [12].  
Nowadays, there are very few companies that have been designing and producing 
socially assistive robots. The majority of existing SARs are not commercialized yet and 




the research purposes. Honda, Aldebaran Robotics and Hanson Robokind are the top 
leading companies that are currently producing humanoid robots.  
Ideally socially assistive robots can have fully automated systems to detect and 
express social behaviors while interacting with humans. Some of the existing robot-human 
interfaces are semi-autonomous and they can recognize some basic biometrics (e.g. visual 
and audio commands of the user) and behavioral response. Besides, the majority of existing 
robots are very complicated to work with. Therefore in the last couple of years several 
companies have started to make these robots more user-friendly and responsive to both the 
user need and the potential caregiver commands [5].  
Intelligent SARs aim to have the capability to recognize visual or audio commands, 
objects, and specific human gestures. Some of these robots have the ability of detect human 
face or basic facial expressions. For instance, ASIMO, a robot developed by Honda, it has 
a sensor for detecting the movements of multiple objects by using visual information 
captured from two cameras on its head. Plus its “eyes” can measure the distance of the 
objects from the robot [13]. Another example is from Aldebaran Robotics which designs 
small size humanoid robots, called NAO. NAO robot has two cameras attached that are 
used to capture single images and video sequences. This capturing module enables NAO 
to see the different sides of an object and recognize it for future use. Furthermore, NAO 




Both of the aforementioned robots have speech recognition system. They can interpret 
voice commands to accomplish a certain set of tasks which have been pre-programmed in 
the system. NAO is able to identify words for running specific commands. However 
ASIMO is able to distinguish between voices and other sounds. This feature empowers 
ASIMO to perceive the direction of human’s speaker or recognize other companion robots 
by tracking their voice [14]. These robots can also speak in many different languages. For 
example, NAO can speak in English, French, Chinese, Japanese and other languages up to 
more than ten languages. This feature gives the robot a great social communication 
functionality to interact with humans from all over the world. 
1.3 Using Socially Assistive Robots for Autism Therapy 
Socially assistive robots are emerging technologies in the field of robotics that aim 
to utilize social robots to increase engagement of users as communicating with robots, and 
elicit novel social behaviors through their interaction. One of the goal in SAR is to use 
social robots either individually or in conjunction with caregivers to improve social skills 
of individuals who have social behavioral deficits. One of the early applications of SAR is 
autism rehabilitation. As mentioned before, autism is a spectrum of complex 
developmental brain disorders causing qualitative impairments in social interaction. 
Children with ASD experience deficits in appropriate verbal and nonverbal communication 




skill deficits often pose problems in the individual’s ability to establish and maintain social 
relationships and may lead to anxiety surrounding social contexts and behaviors [1]. 
Unfortunately there is no single accepted intervention, treatment, or known cure for  
individuals with ASD. 
Recent research suggests that children with autism exhibit certain positive social 
behaviors when interacting with robots compared to their peers that do not interact with 
robots [2][3][4][5][6]. These positive behaviors include showing emotional facial 
expressions (e.g., smiling), gesture imitation, and eye gaze attention. Studies show that 
these behaviors are rare in children with autism but evidence suggests that robots trigger 
children to demonstrate such behaviors. These investigations propose that interaction with 
robots may be a promising approach for rehabilitation of children with ASD. 
There are several research groups that investigated the response of children with 
autism to both humanoid robots and non-humanoid toy-like robots in the hope that these 
systems will be useful for understanding affective, communicative, and social differences 
seen in individuals with ASD (see Diehl et al., [6]), and to utilize robotic systems to develop 
novel interventions and enhance existing treatments for children with ASD [13] [14] [15]. 
Mazzei et al. [16], for example, designed the robot “FACE” to realistically show the details 
of human facial expressions. A combination of hardware, wearable devices, and software 




vital signals, skin temperature and EDA signals), were used for controlling the robot 
reactions and responses.  
Reviewing the literature in SAR [5] [6] shows that there are surprisingly very few 
studies that used an autonomous robot to model, teach or practice the social skills of 
individuals with autism. Amongst, teaching how to regulate eye-gaze attention, perceiving 
and expressing emotional facial expressions are the most important ones. Designing robust 
interactive games and employing a reliable social robot that can sense users’ socio-
emotional behaviors and can respond to emotions through facial expressions or speech is 
an interesting area of research. In addition, the therapeutic applications of social robots 
impose conditions on the robot’s requirements, feedback model and user interface. In other 
words, the robot that aims for autism therapy may not be directly used for depression 
treatment and hence every SAR application requires its own attention, research, and 
development 
Only a few adaptive robot-based interaction settings have been designed and 
employed for communication with children with ASD. Proximity-based closed-loop 
robotic interaction [29], haptic interaction [30], and adaptive game interactions based on 
affective cues inferred from physiological signals [31] are some of these studies.  Although 




interacting with individuals with ASD, these paradigms were limitedly explored and 
focused on their core deficits (i.e., Facial expression, eye gaze and joint attention skills).  
Bekele and colleagues [32] studied the development and application of a humanoid 
robotic system capable of intelligently administering joint attention prompts and adaptively 
responding based on within system measurements of gaze and attention.  They found out 
that preschool children with ASD have more frequent eye contact toward the humanoid 
robot agent, and also more accurate respond in joint attention stimulations. This suggests 
that robotic systems have the enhancements for successfully improve the coordinated 
attention in kids with ASD.  
Considering the existing SAR system and the major social deficits that individuals 
with autism may have, we have designed and conducted robot-based therapeutic sessions 
that are focused on different aspects of social skills of children with autism. In this thesis 
we employed NAO which can be remotely controlled to communicate with the children. 
We conducted two different protocols to examine the social skills of children with autism 
and provide feedbacks to improve their behavioral responses. The contribution of our work 
has been introduced in Section 1.4 and the details of the game setting, experiments, 
modeling and analysis are provided in Chapter 4. 
1.4 Thesis Contributions 




1. (Protocol 1) How and in what capacity socially assistive robot can help us 
to analyze and model the social behaviors (eye-gaze direction) of children with 
autism?  
2. (Protocol 2) How to employ NAO to measure the social skill level of each 
participant. How to design social games to improve the social skills of children with 
ASD? 
To answer these questions, we developed two protocols and executed them on a group of 
participants, the following steps for two protocols: 
In Protocol 1: 
  Designed two generic games: (NAO Spy & Find the Suspect). 
  Recruited 14 high functioning children with ASD (age range 7 - 17) and 7 
TD kids (same age range) 
  Manually coded eye gaze direction of every frames (i.e. gaze at/averted). 
  Analyzed gaze direction fixation and shifting. 
  Utilized Markov models (HMM & VMM) to analyze gaze patterns of ASD 
and TD participants. 




  Designed a detailed task-oriented games focused on one social skill at a 
time. 
 Customized an intervention session for each subject. 
 Conducted an online intervention setting and behavioral coding. 
Protocol 1 is mostly focused on eye-gaze pattern analysis. Based on the manually 
coded data, we analyzed the gaze pattern of children with ASD and compared it with the 
gaze of the control TD group. We also used Markov modeling to evaluate how the gaze 
responses of TD and individuals with ASD are separable. In addition how the gaze patterns 
of individuals with ASD change during different sessions of interaction with NAO.  
Protocol 2 focused on the behavioral responses of children with ASD for different 
social skills (e.g. facial expression recognition and imitation, following NAO’s gaze 
direction and pointing, responding to the verbal questions, etc.). We have three baseline 
sessions that measure the initial social level of every child. Then through the intervention 
phase we provide some feedbacks and guidance to enhance their social skills while 
communicating with NAO. After each intervention session, we scored the child’s responses 
and we decided whether s/he needs more intervention sessions or we can move on to other 






The thesis is organized as follows. Chapter 2 introduces the autism and some of the 
deficits that individuals with ASD have. Chapter 3 is a literature review of existing therapy 
and robot-based interaction studies for individuals with autism. Our robot-based therapy 
session and the details of the designed games and data collection in addition to the 





Chapter 2: Cognitive and Physiological Difficulties in Autism 
2.1 Autism 
Individuals with autism spectrum disorder experience verbal and nonverbal 
communication impairments, including motor control, emotional facial expressions, and 
eye gaze attention. Oftentimes, individuals with high-functioning autism have deficits in 
different areas, such as (1) language delay, (2) difficulty in having empathy with their peer 
and understanding others emotions (i.e. facial expressions recognition.), and more 
remarkably (3) joint attention (i.e. eye contact and eye gaze attention). Autism is a disorder 
that appears in infancy [23]. Although there is no single accepted intervention, treatment, 
or known cure for ASDs, these individual will have more successful treatment if ASD is 
diagnosed in early stages. At the first glance at the individual with autism, you may not 
notice anything odd, however after trying to talk to her/him, you will understand something 
is definitely not right [77]. S/He may not make eye contact with you and avoid your gaze 
and fidget, rock her/his body and bang her/his head against the wall [77].  
In early 1990s, researchers in the University of California at San Diego aimed to 
find out the connections between autism and nervous system (i.e. mirror neurons). Mirror 
neuron [77] is a neuron that is activated either when a human acts an action or observes the 
same action performed by others. As these neurons are involved with the abilities such as 




malfunctioning of mirror neuron in individuals with ASD [77].  There are several studies 
that focus on the neurological deficits of individuals with autism and studying on their 
brain activities. Figure 2-1 demonstrates the areas in the brain that causes the reduce mirror 










Individuals with autism might also have several other unusual social developmental 
behaviors that may appear in infancy or childhood. For instance children with autism show 
less attention to social stimuli (e.g. facial expressions, joint attention), and respond less 
when calling their names. Compared with typically developing children, older children or 
adults with autism can read facial expressions less effectively and recognize emotions 
behind specific facial expressions or the tone of voice with difficulties [26]. In contrast to 
TD individuals, children with autism (i.e. high-functioning, Asperger syndrome) may be 
overwhelmed with social signals such as facial behaviors and expression and complexity 
of them and they suffer from interacting with other individuals, therefore they would prefer 
to be alone. That is why it would be difficult for individuals with autism to maintain social 
interaction with others [28].  
In order to diagnose and asses the aspects and score the social skill level of an individual 
with autism, several protocols are available. One of the commercially available protocols 
is called Autism Diagnostic Observation Schedule (ADOS) [65] that consists of four 
modules and several structured tasks that are used to measure the social interaction levels 
of the subject and examiner. We are inspired by ADOS in designing our intervention 
protocols later described in Chapter 4. Hence, we briefly review ADOS in the next section. 




The Autism Diagnostic Observation Schedule (ADOS) is a standardized protocol 
for observing the social and communicative behaviors associated with autism. Eight tasks 
have contained in ADOS, as shown in the table below. 20-30 minutes are required for an 
examiner to complete the entire tasks [65].  
 
Task Target behaviors Focused on Task 





presentation of toys 
Symbolic play 
Giving help to interviewer 
Imagination 
Drawing game Taking turns in a structured task 
Turn taking and 
joint attention 
Demonstration task Descriptive gesture and mime 
Demonstrate a 
gesture and facial 
expressions 
Poster task Description of agents and actions Language ability 
Book task Telling a sequential story Language ability 






Ability to use language to discuss 
socio-emotional topics 
Verbal, Facial 
expression and joint 
attention skills 
 
TABLE 2-1: Components of Autism Diagnostic Observation Schedule 
As shown in TABLE 2-1, each task contains one or few aspects of social skills 
including turn taking (refers to the process by which people in a conversation decide who 
is to speak next), joint attention, reading emotions etc. Right after the interview, examiner 
would provide a general ratings based on the observation in all the tasks which have been 
targeted to code.  
ADOS contains four modules that are designed for specific age range and set of social 
developmental abilities. Examiner may use ‘Module 1’ if the child uses a little or no phrase 
speech however if s/he utilizes phrase speech but do not speak fluently ‘Module 2’ may be 
employed. Some examples of Modules 1 or 2 are responding to name, social smile, and 
bubble play. ‘Module 3’ is used for younger children who are verbally fluent and ‘Module 
4’ is employed for adolescents and adults with fluent verbal skills. Modules 3 or 4 can 
include communication, and exhibition of empathy or comments on others' emotions. 
Considering these four modules, ADOS can provide scores regarding these four areas (1) 




behaviors, and (4) Mood and non-specific abnormal behaviors. In our study we employed 
ADOS and some tasks described in it for introducing new robot-based games and social 
interaction to children that will be explained in Chapter 4 section 2.3. 
2.3 Eye Contact and Gaze Direction  
Eye Contact sometimes referred to as eye-to-face gaze or gaze behaviors [67] that 
employs better verbal and nonverbal conversations [66]. In early developmental stages, 
children employ eye contact to regulate the face-to-face social interaction. Later, it 
coordinates the visual attention between another individual and object of an interest [68]. 
It has been shown that eye gaze regulation has important effects and influences in language 
and verbal information as well [69].  
One of the earliest and most noticeable indicators of developmental delays and 
autism spectrum disorder is the deficit in dyadic (i.e. eye-to-face) and triadic eye gaze (i.e. 
joint attention directed at a third party or object) in social communicative behaviors [66]. 
As eye contact serves important social roles, and failure to emit this important signal may 
have significant drawbacks and implications in the educational, relational and social life of 
individuals with ASD. Given these potential negative outcomes, in this thesis we aim to 
utilize a humanoid robot to better model, analyze the gaze patterns of children with ASD 




eventually would help them use the skills in their daily life. In the following section we 
will introduce and study the effects of eye contact and visual joint attention in more details. 
2.3.1. Eye Contact 
Early behavioral investigations about eye contact responses demonstrate that if 
children fail to orient toward the instructor, they would most probably fail to respond and 
learn a new concept [70, 71, and 72]. Beattie (1981), Lalljee and Cook (1972), Stephenson 
and Rutter (1974) [48 and 49] did some analysis on the effect of continuous gaze on the 
fluency of speech; they suggested that the conversation is more fluent when people can see 
each other facial behaviors. Besides, eye gaze would be necessary to make the subjects feel 
comfortable during a conversation. But it is also true that too much gaze reduces the quality 
of conversation.  
The intimacy equilibrium model has been developed by Argyle and Dean (1965) 
[49] which is the most elaborate attempt to explain like-look relationship during interaction. 
The gaze significance has been worked by Adam Kendon (1976) [50], his statistic results 
showed that a subject spent less than 50% of his speaking time looking at his partner, but 
more than 50% of his listening time looking at the partner. Argyle (1974) [51] interpreted 
that the decrease time in gaze during speaking because of the speaker needs to think about 




show his/her attention and try to collect more information during the listening time [49, 50, 
and 51]. 
As mentioned above, eye gaze is one of the important aspects of social 
communication and that is also an impotent deficits in autism. Hence, we decided to focus 
on this aspect for our research in Protocol 1. Games design and data analysis are based on 
this fact.  
2.3.2. Joint Attention 
Understanding and utilizing joint attention (i.e. directing gaze toward a third party 
or object) is one of the crucial deficits of individuals with autism. Joint attention is referred 
to as an important non-verbal cue to transfer the focus of an individual to another object, 
by using gaze fixations, pointing that may accompany by head indication. One of the early 
research in this area in 1975, aimed to study children’s ability to follow eye gaze of others. 
This early research showed that adults can bring certain objects in the environment to get 
kid’s attention using eye gaze [29]. By definition, joint attention seems to be necessary for 
functional speech, and deficits in this basic skill distinguish infants with ASD from 
typically developing children [30]. For instance, children with autism may stare at your 
finger as you are pointing to an object, and they consistently fail to aim to an object using 




Insufficient eye gaze communication can be considered as some part of the joint 
attention deficit, and this type of disorder is considered as the noticeable symptom of 
children with autism [33]. 
2.3.3. Intervention for Eye Contact and Joint Attention Responses 
Considering eye contact and joint attention deficits in individuals with ASD, 
several studies have been conducted to improve the eye contact responses of these 
individuals. The interventions were mostly based on a human-based therapy sessions. One 
group of therapy sessions utilized vocal or physical prompting for improving the eye 
contact responses. This category of intervention have shown to be successful for some 
group of  individuals, but it has some possible disadvantages, including (1) some children 
may resist the use of physical prompts and therefore produce some interfering behaviors, 
and (2) using (vocal or instructional)  prompts need more additional prompts to fade which 
results in slower skill acquisition. 
In early 1980s, a new area of studies targeted the eye contact studies where they 
aimed to teach gaze regulation skills through various social-interactive strategies [73].  A 
group of procedures (including peer modeling, role playing, contingent imitation, time 
delay, and naturalistic behavior modification techniques) have been used and shown to 
moderately increase in a variety of social behaviors, including eye contact and joint 




(in the form of social praise, or edible items) have been utilized to encourage the children 
for more eye contact responses. Although it has been illustrated that this type of 
reinforcement may be a limiting factor for gaze shifting studies when teaching joint 
attention responses [74, 75] but it is still widely used in therapy sessions. In a recent study 
conducted in 2012, Plavnick and Ferreri proposed to use mind training to improve the 
social interactions of the children with ASD. This is another approach that has been shown 
can be applied for improving the eye contact responses of children with autism [76].   
In this thesis we utilized a humanoid robot, called NAO, for designing and 
developing a robot-children interaction setting. This study aimed to improve the social 
communications of individuals with ASD and provide a platform to better model and 
analyze the gaze response of ASD and TD children. In order to detect, track, and improve 
the social interaction levels of individuals with ASD we used verbal commands, extrinsic 
reinforcements and social praises. We will explain more about the designed games and 
interventions in Chapter 4, but we will review the existing robots and human-robot 





Chapter 3: Human Robot Interaction in Autism  
Children with ASD experience deficits in appropriate verbal and non-verbal 
communication skills including motor control, emotional facial expressions, eye-gaze 
attention, and joint attention. Many studies have been conducted to identify therapeutic 
methods that can benefit children with ASD [52]. However, only a few groups used 
humanoid robots for teaching or practicing social communication skills [53, 54, 55, 56, 57, 
58, and 59].  
For some of the social behaviors, such as eye contact, joint attention, facial 
expressions recognition, that are rarely seen in interactions of children ASD, several 
evidence suggest that robots can trigger them more effectively than human [78]. 
Researchers observed that individuals with ASD have more interest toward a robot 
therapeutic partner than a human. In most cases participants showed better speech and 
movement imitation compared with response to a human partner [79]. Although a recent 
case study [52] which was done by Ricks (2010) suggests that this approach might have 
clinical utility, still this area is obviously in its infancy. Studies have shown that positive 
feedback from the robot on the participants’ performance is an effective way to encourage 
children with ASD to communicate more [52]. Other studies have also examined the use 
of affect recognition (e.g. emotional state, arousal level) based on psychophysiological 




information on the utility of humanoid robots’ positive feedback in interventions for 
individuals with ASD. 
3.1 Interactive and Therapeutic Robots Designs for Autism 
Different types of robots have been used in autism research for various purposes. 
Some researchers have been attempting to utilize a realistic human appearance [56], while 
others have created robots with very mechanical forms [54], and others have developed 
robots with a cartoonish or animal form [58]. Generally speaking different categories of 
robot that have been used for autism research can be placed either into Non-Humanoid and 
Humanoid robots group [52], which will be explained in the following sections. 
3.1.1 Non-Humanoid Robots 
Non-humanoid robots are those robots which do not have the same body joint and 
facial appearance as human does. It contains those animal like, cartoonish, or non-human 
like appearances. These robots have been used by several researchers in the last two 
decades. This category of robots is generally easier to design and develop and less 
expensive, therefore, several of initial robot-human interaction for individuals with ASD 
was conducted by non-humanoid robots. The bubble-blowing robot at USC (while children 
approached it, the robot will node head make voice or blow bubble from lower part of robot 
body), for instance, was not a human form robot and can be built simply [53].  Another 




[54], which can play tag games (tip you’re it or tig), with children. (In the game, several 
children play with the robot together, the robot uses its heat sensor to approach kids as a 
type of interaction.) In Yale University, researchers were using a mobile robotic dinosaur 
named Pleo who can show emotions and desires by using its sounds and body movements 
[55]. Children in the clinic have been helped by Pleo’s pet-like appearance, expressiveness, 
and versatility. 
The reason why researchers using non-humanoid robots is that they found out that 
when children with ASD see humans, they usually will choose to avoid and not to interact 
with them. On the contrary, an animal shape or toy shape robot would be easier for kids to 
engage with and have a better interaction.  
3.1.2 Humanoid Robots 
 Humanoid robots generally provide the human-like appearance and consist of body 
parts such as humanoid head, body and arms. Advanced humanoid robot would be able to 
move different parts of it body to walk or dance (NAO), some of the humanoid robot also 
has the capability to show facial expressions (e.g. ZENO). This type of robot unlike non-
humanoid robot, they have the ability to accomplish more complicated social 
communication tasks than non-humanoid robot, but those tasks will be less complicated 




and therapeutic sessions for children with autism and assist them with improving their 
social behaviors. 
Robins from University of Hertfordshire, who is one of the pioneers which 
employed a study to evaluate the importance of robot’s appearance for autism research. A 
doll-like robot called Robota were asked to interact with children with autism [56]. This 
example shows that children appeared to be more interested in interaction with less-human 
like robots. Researchers conclude that children with ASD would prefer a simple non-
complexity and less details of human but still hold the humanoid form. So, a robot called 
KASPAR has been developed by Robins to fit this design criteria [57].  
Similar conclusions have been made by researchers at the National Institute of 
Information and Communications Technology (NIICT) in Japan. They found out that when 
kids with ASD have interaction with their designed robot called Infanoid, the children tend 
to pay more attention on the mechanical parts of the robot’s body than communicating with 
the robot itself [52]. A small soft snowman-shaped robot, called Keepon, was designed to 
represent as a simple, repeatable, mechanical robot regarding the reason mentioned above 
[58]. Keepon can express its emotions conveyed by shaking, rocking, and bobbing up and 
down which can be used as a super fun toy companion for kids with ASD. Another 
humanoid robot which has been designed by researchers at the University of Pisa, is known 




face for evaluating how human react as the FACE displays different expressions [59]. 
(During the sessions, child (IQ around 85) with autism did not show any interest in FACE 
at the beginning. However, with verbal suggestion, kid replied the expression by using a 
word “damsel” which is from a fairy tale, though the FACE showing a sad expression on 
it.) This study suggested that by using FACE, it is possible to extend emotional recognition 
skill to children with autism.  
In the last few years several different types of non-humanoid and humanoid robots 
have been used for autism therapeutics sessions that we will discuss about them in the next 
session.  
3.2 Different Therapeutic approaches for Individuals with ASD. 
As explained in Chapter 2, different individuals with autism might suffer from 
various types of social or developmental behavior. Therefore in order to have an effective 
therapeutic intervention setting we need to focus on various tasks and treatments. Bellow 
we will provide different intervention aspects that majority of children with ASD may 
suffer from. 
3.2.1 Self-Initiated Interactions 
The difficulty for initiating a social conversation or interaction is one of the 




conveying what they want, and why they want it. For example, when a child in early age 
who wants to urinate, he might have to ask for parent’s help, rather than hold it there or let 
it be. Clinicians try to encourage those kids to ask to play certain toys and a reward will be 
given after they did it. Instead of human therapists, researcher extended this idea using 
robots to encourage the children to engage the robot proactively. The robot has  built at 
USC [53] which has a large button on its back, and it was programmed to encourage social 
interaction with children. For example, the robot will nod its head and make a sound to 
encourage the kid to approach it; when the kid walk away, it will move its head down and 
make sad kind of sound to imply the child and ask him/her to come closer to the robot. If 
the child presses that button on the robot, it will blow bubbles and turn. In this study, one 
hundred minutes experiments have been recorded, three different conditions have been 
considered which are the time kids spent near 1) the wall;2) the parent; and 3) behind the 
robot. Kids have been separated in two groups: ‘Group A’ (children like the robot) and 
‘Group B’ (children do not like the robot) total number of eight children with ASD. The 
result shows that the Group A spent more than 60% of the time playing with the robot, and 
Group B spent more than 50% of the time showing the negative reaction (i.e. go away from 
robot, play with himself) from avoiding the robot. This study might not be very convincing 
because it is totally free play with the robot; the experimental settings haven’t kept the 
same, and the limited numbers of participants. Also without control group like typically 




robot games. However, it shows the capability of encourage children to communication 
with robot, and lead the conversation [53].  
3.2.2 Turn-Taking Activities 
At the University of Hertfordshire and the University of California, researchers 
have built small mobile robots that focused on helping children with ASD in turn-taking 
behaviors [54 and 53]. It is easily to found out that children with ASD have a hard time to 
allow their conversation partner to participate. The researchers try to use these robots to 
help them become accustomed to waiting for responses after they say or do something. 
Labo-1 built by the University of Hertfordshire, which can play a game called tag with 
children. This game will forces them to alternate between engaging and avoiding the robot 
[54].  
Labo-1 is a mobile platform that has an AI system resembled in a sturdy flat-topped 
buggy. Children have been allowed to freely play with Labo-1 as a teacher was deciding 
about the how to switch between different games/sessions considering children appears (i.e. 
difference reactions of children like tired or less interested into robot). From their initial 
trials, children were in overall happy to play with robot. At the beginning of the game, the 
robot showed several simple behavior patterns, such as going forward and backward. Kids 
showed positive response to these behaviors and enjoy to keep playing with Labo-1. 




following behavior’, they moved away from the robot and see if the robot can follow or 
not. There were five trials in total, three of them lasted around four minutes, and the 
remaining two had duration of approximately fourteen minutes. Researchers realized that 
the issues that may cause this difference might be related to the levels of the children’s 
functioning. Since children are not in complete control the robot’s actions, and children’s 
response were totally different, some of them either walked or crawled around the room, 
some of them just simply lay on the floor to interact with robot only use arm movement 
[54].  
During the interactions, it is obvious to notice that robot need more advanced 
behaviors to be developed and the scenario should have more control for data analysis and 
get more convincing results. Also the functioning level become another important element 
that need to be considered. 
3.2.3 Expression/Emotion Recognition and Imitation 
Another import difficulty of individuals with ASD is to recognize the expressions 
and emotions, besides appropriately imitating them. Studies show that kids with ASD have 
a hard time recognizing emotions and facial expressions. It would be difficult for them to 
deliver their emotions through their faces actions. Researchers pointed out that to kids with 
ASD, such emotion type information which contained faces or eye contact can result 




with ASD might pick two entire different expressions from those two smiles. Robot can 
provide more constancy repeatable consistent behaviors than human does, and it would be 
a better way to teach children expressions and emotions.  
KASPAR, a child-sized doll like robot which has a silicon-rubber face on it, 
developed by the University of Hertfordshire has been used to show bodily expressions by 
move head and arms. KASPAR was operated via wireless remotely, sessions are designed 
to allow the children to have free play interaction with robot. Some behaviors had been 
pre-programmed in the robot, those behaviors allows KASPAR to show several facial 
expressions, hand waving and drumming on the tambourine on its legs to express different 
emotions. During the interaction, three types of touch using the hands had been identified: 
grasping (different tension levels), stroking, and poking. The forces of touching can be 
detected by the tactile sensors equipped different places of KASPAR’s arms, hands, face, 
and shoulders. By detecting different levels of touching, KASPAR would provide different 
movements or expression to tell the children the emotions or feeling of it.  Emotion and 
facial expressions recognition could be taught via these outputs KASPAR given. The 
limitation of this study is very few numbers of children (five children in total) had 
participated in this study. Besides limited facial expressions (happiness, displeasure, 
surprise etc.) have employed in the robot system, and those expressions are hard to 
distinguish by the images they provided. There is no verbal communication between kids 




FACE is a robot designed at the University of Pisa point to closely approximate a 
real human face and show the detail facial expressions. Children would be asked to imitate 
those expressions to practice their ability in facial expression recognition and imitation. 
Certain scenarios (i.e. 1) facial expression association: a) facial matching, b) emotion 
labeling; 2) emotion contextualization) would be given to kids and ask them to pick up an 
appropriate emotional expression for FACE to make. Several experiments have been 
implemented to help the children to generalize the information they learn from the therapy 
sessions. After practicing with FACE, the children were tested using the Childhood Autism 
Rating Scale and the results showed that while working with FACE, the ability of 
categories emotions and expressions for all kids (total number of 4 kids) have been 
improved. Also, researchers found out that those children can imitate facial expressions 
from FACE better than from humans, and it will be easier for therapist because of the 
automate repeatable of robots process. However, still very limited number of kids 
participated in the study that made the results somehow not quite untenable [59].  
3.2.4 Joint/ Eye-gaze Attention 
One of the major deficiencies of individuals with ASD is the lack of continuous 
concentration on the same object [33]. Joint attention is a concept of remain focus on 
specific things. Helping children with ASD on this aspect, would also help them to achieve 




understandings of what others are aware of them, what they are aware of other and they 
both aware of same object. 
For this purpose, researchers from National Institute of Information and 
Communications Technology in Japan developed the Keepon robot. For seeking the 
possible responses of using interpersonal communication, both ASD and TD kids have 
been recruited in the study. A silicon-rubber made yellow snowman like body covered 
above the mechanical parts of Keepon, with two eyes on the upper part of the robot, and a 
nose (microphone embedded) in between. Lower part which is the belly of Keepon can 
easily deform whenever it changes posture and when people touch it [58].  
With four degrees of freedom (±40 degrees of nodding, ±180 degrees of shaking, 
±25 degrees of rocking, and bobbing with 15 mm stroke), Keepon is able to perform two 
action mode: Attentive action and Emotive action. In attentive mode, Keepon will orient 
its face/body to a certain object around it, two CCD cameras in its eyes would be able to 
making eye contact and joint attention with the target; in emotive mode, Keepon will still 
its attention in a certain direction, and rocks its body up and down or left and right to 
express its emotions like pleasure and excitement. In both modes, Keepon will also making 
little sounds to drag the attention of people around it or give some feedback when people 




There are two operation mode to control Keepon, either automatic mode or manual 
mode. In automation mode, locations of a human face, a toy with a predetermined color, 
and an optically moving region would be detected. An Attention Map are written inside of 
Keepon, it orients its body (eye gaze) to most salient point on the Attention Map; its 
emotional expression is determined by the type (face/toy/motion) and the saliency value of 
the point of interest. In manual mode, based on the onboard cameras and listens to the 
sounds captured by the onboard microphone, a person can easily control Keepon via a 
remote computer. The operator only need to click the interest on the panoramic map to 
displays emotional expression on Keepon [58].  
After more than a year and half (over 500 child-sessions), this research provides 
some interesting results. Children who have autism and PDD, they usually have difficulty 
with communicating with others, which however were able to approach Keepon with 
security and curiosity, and had a good time with it. Some of the kids even learned how to 
share their pleasure with other people which extended the dyadic interaction to triadic 
interaction. Different children have different style with communicating with Keepon, based 
on those different reactions researchers might predict different personality of those children 
[58].  
This study shows some promising conclusions, but still cannot provide statistic 




though the sessions kept in free play mode. Good amount of partisans enrolled in the study, 
which makes the conclusion more convincible. The aim of the study has been fully 
illustrated during sessions, joint attention has ran through both action modes and provided 
a good feedback from the partisans. Keepon’s voice needs to be improved, not just making 
simple noise, but also have a complete conversation would be better. More statistic results 
needs to be analyzed in the future to compare both children with ASD and TD kids.  
3.3 Using NAO in Autism  
NAO is a multifunctional humanoid robot that was developed by Aldebaran 
Robotics and as it has capabilities such as making different gesture, moving different arm 
and leg movement and hear orientations, It has been used for different human-robot 
interaction sessions. In this section we will talk about the existing interactions sessions that 
were conducted by NAO and later in the next chapter we will explain about our therapy 
sessions and designed game based on NAO for children with ASD.  
In University of Teknologi MARA, NAO was used to conduct seven interactions 
modules for interacting kids with autism. Each module lasts four minutes, and one minute 
break was provided between two sessions. Different interaction tasks have been contained 
in those modules (i.e. static interaction, joint attention, basic language skills). Frequency 
of child looking at robot and duration of each occurrence of interaction has been reported. 




integration therapy sessions for children with autism [80]. Same year, these researchers use 
5 of those 7 modules did a case study, with the same setting, they recruited one high-
functioning (with IQ 107) to complete those 5 tasks. They aimed to discover whether that 
child can provide a better exposure behavior with robot compared with the activity in the 
class. After running the five tasks for only one instance, they concluded that the child 
behavior have been improved significantly with robot than in the class, they also suggested 
that humanoid robot NAO can be used as a major platform to support and initiate 
interaction with children with ASD [81]. After this case study, they recruited other 5 
children with ASD (low IQ, average around 50) and did the same experimental interaction 
sessions with them. For out of five children showed better performance during robot 
interaction compared with daily in-class performance [82]. Further research have been 
done by this group, they added emotion recognition module into the interaction sessions. 
Five body gesture emotions (hungry, happy, mad, scared, and hug/love) have been 
implemented in the program. Two boys have been enrolled in this study, and after finished 
the session, researchers pointed out that NAO has the potential capability to teach head and 
bod posture related to social emotions for children with autism, without provided any 
statistical analysis only based on observations [83]. This group has been initiated working 
with NAO for autism therapeutic session and implementing and compared different 
scenarios based on NAO. Reviewing the existing papers demonstrate that the number of 




one session for each subject. Therefore they could not analyze the social responses of 
individuals with ASD statistically.  
In our study we employ NAO since it has several functionalities that are embedded 
in it (e.g. text-to-speech, tactical sensor, face recognition, voice recognition etc.). This 
would help us to build a social communicative tasks for human-robot interaction. Based on 
the size of the robot and the friendly appearance of the robot we design, conduct and 
analyze the gaze related responses of ASD individual and compare it with TD control group. 





Chapter 4: Methodology and Experimental Results 
As described in Chapter 2, individuals with ASD are interested in interacting in less 
complicated and easy-to-use social environments. Therefore one applicable approach is to 
use robot-based therapy sessions instead of conventional human-based ones. In this study 
we employed a humanoid robot, called NAO, and designed a set of interactive games that 
controlled the robot, to socially interact with a group of children with ASD. We captured 
audios and videos of the participants (14 ASD and 7 TD) to analyze their facial behavioral 
activities (e.g. gaze direction, facial expressions, etc.) and provide efficient feedback to 
improve their social skills.  
 Our experiments were conducted through two protocols:  
Protocol 1: We designed two sets of games (e.g. “NAO Spy” (NS) and 
“Find the Suspects” (FTS)) which encouraged children to be involved in 
conversational contexts. This protocol focuses on different aspects of social 
interactions. As described in the following sections, this thesis particularly focused 
on annotation, analysis, and modeling of the gaze direction and comparing the gaze 
information of ASD versus typically developing children in interaction with NAO.  
Protocol 2: This protocol we utilized the results and outcome of the first 




which are focused on social skills in more systematic ways. Specifically, we 
focused on five tasks (e.g. gaze direction and joint attention regulation, facial 
expression recognition and imitation, social conversation, etc.) and during the 
experiments the behavioral responses along with the visual responses and arousal 
levels (i.e. thermal conductance) are captured simultaneously. In this 
multidisciplinary study we recruited 7 ASDs (7-17 years old) and analyzed different 
social responses while they interacted with NAO. 
The details of the designed video capturing systems, the aforementioned protocols 
and the experimental results are provided in the following sections. 
4.1 Hardware setting 
4.1.1 NAO  
We used a humanoid robot called NAO developed by Aldebaran Robotics in France 
[ref]. NAO is 58 cm (23 inches) tall, with 25 degrees of freedom this robot can conduct 
most of the human behaviors. It also features an onboard multimedia system including, 
four microphones for voice recognition, and sound localization, two speakers for text-to-
speech synthesis, and two HD cameras with maximum image resolution 1280 × 960   for 
online observation.  As shown in Figure 4-1, these utilities are located in the middle of the 
forehead and the mouth area. NAO’s computer vision module includes facial and shape 





Fig 4-1: NAO robot 
By using Choregraphe software (Shown in Figure 4-2), researcher can easily control NAO 
remotely. Inside the user interface we have access to NAO’s cameras. It is also easy to 
control different joints of the robot (see Figure 4-3). This allows the operator to control and 










Fig 4-3: Robot joints control pedal 
4.1.2 Capturing Sessions and Room Design 
All the sessions were held in a 5𝑚 ×  5𝑚 ×  3𝑚  room with four surveillance 
cameras installed at each corner of the room. As shown in Figure 4-4, four additional HD 
web cameras also were installed in the room. One of them attached on top of the NAO’s 
head. These additional cameras were installed later for post video processing using higher 
quality images. One of them on the ceiling for detecting the distance between subject and 
the robot; the other two located in front of the kid and at the right side of the subject for 
online observation. The room was also decorated with a mount of pictures pined on the 





Fig 4-4: Videos caregiver can see outside the room 
 
As shown in Figure 4-5 a) & b), these surveillance cameras were connected to a 
recording system outside of the room connected to a LCD screen, which allowed the 
parents to watch their children as they participate in the study. Four HD cameras were 
connected to computers, which allowed researchers observe and record in the meantime. 
This gave the parents the opportunity to stop the session at any time if they felt the 




and for future research. The height of the cameras was set to match the eye-gaze level of a 
normal sitting child about 3 feet high. A height adjustable TV table was located at one 
corner of the room for the robot to sit on. This allowed the robot to obtain the best quality 
of interaction with the children at eye level.  In the following sections we will explain about 
the games and applied protocols. 
 






Figure 4-5 b): Schematic robot based therapy session and video capturing setting 
 
4.2 Protocol 1(NAO Spy & Find the Suspects) 
Protocol 1 is mostly focused designed to answer the following questions:  
 How and in what sense a humanoid social robot like NAO can assist children with 
ASD to improve their social skills?’  
 How the gaze directions of TD and children with ASD are different while interaction 
with NAO in social contexts? 
 What model and how accurately we can describe and differentiate the gaze direction 




 How different are the gaze patterns of TD vs. children with ASD during the 
conversational contexts? (i.e. child listening, child speaking scenarios) 
In order to answer these questions, two set of games (i.e. NAO Spy and Find the 
Suspects) have been designed to analyze and model the gaze directional patterns and 
responding capabilities of the children with ASD.  
4.2.1 Participants 
All of the participants were recruited from the Denver area, flyers were sent to 
families associated with the JFK partners [84], posted at autism treatment organizations, 
and local autism schools. Parents contacted the research assistant via emails or phone calls. 
The ages of the children ranged from 7 to 17 who had been diagnosed with high functioning 
ASD. All the parents were asked to provide documentation of ASD diagnosis to participate 
in the study. IRB approval was obtained and all parents signed informed consent form 
(children signed assent form). Fourteen children with ASD (13 verbal and 1 non-verbal) 
completed Protocol 1. Seven TD children have been recruited in this study also as a control 
group. TD subjects finished both Protocol 1 and Protocol 2. 
4.2.2 Protocol 1: Game 1: NAO Spy (NS) 
During this game, participants were given opportunities to engage in eye-gaze 




imitation skills during interactions with NAO. This game included five different activities, 
each designed to provide the opportunity to the participants to engage in various types of 
social behaviors.   
 Activity 1: Participants were instructed on how to interact and communicate 
with NAO. They were asked to listen to NAO’s instructions and provide 
responses to questions, such as “How are you today?” using simple words. 
During this activity NAO referred to the participant by their name and asked 
them for a hug in order to make the participants feel comfortable with the system 
(See Fig 4-6). The aim of this activity is try to build a friendly relationship 
between kids and robot at the beginning of each session.  
 




 Activity 2: Participants were asked to describe something fun they participated 
in recent weeks to NAO. In addition NAO also has been telling a short story (1-
2 minute) during this segment. To have an interesting session and keep the 
children engaged, we used various types of stories during each session. These 
stories were basically funny, exciting, and easy to understand. Gaze directional 
patterns of children was annotated and analyzed to specially investigate the 
different eye gaze patterns of both TD and individuals with ASD during listening 
or speaking dyadic conversational contexts. 
 Activity 3: During this activity participants were presented with three 
instructions by NAO. First, they were asked to collect all four small boxes that 
were in the room and line them up in front of NAO. Then NAO overtly looked 
at one of the boxes and asked the participant to open the box that NAO was 
looking at. Finally, NAO described a particular box and asked the participant to 
pick up the box and open it. The capabilities of TD and children with ASD for 
understanding the joint attention concept was targeted in this activity. 
 Activity 4: This activity was a continuation of activity 3 and after opening the 
box the participant was asked by NAO to describe the facial expression in the 
box (an image of a facial expression was attached to a small beanbag inside the 
box) and was also asked to imitate the facial expression. Participants were 




and imitating the facial expression. Next, NAO asked the participant to look at 
the pictures hanging on the wall and find the picture with the same facial 
expression as the one they had just found in the box. Participants were again 
rewarded with a high-five and a LEGO ® mini-figure for completing the activity. 
Because of the weaknesses of expression/emotion sensitive, this activity would 
be able to practice the expression recognition and imitation by using the same 
set of still images with different facial expressions.  
 Activity 5: During this activity participants were asked to imitate a standing and 
balancing movement on one leg demonstrated by NAO. This activity was 
originally designed to analyze how children with ASD can imitate different body 
postures. In addition it was considered as an entertaining activity for keeping 
children interested and excited. 
4.2.3 Protocol 1: Game 2: Find the Suspects (FTS) 
In this game, participants were given the opportunity to engage in some of the same 
skills as the previous game but in the context of slightly different activities. This game 
included four different activities each designed to present participants with the opportunity 
to engage in different types of behaviors.  
 Activity 1 (focusing on eye-gaze patterns): During this activity, NAO asked 




your favorite color?”, “How old are you?”) and waited for them to answer and 
then touch one of the pressure sensors on his head to continue. Once the 
participant answered and touched the sensor, NAO asked the same questions 
again but asked the participant to look at him in the eye when answering the 
question.  
 Activity 2 (focused on joint attention and facial expression 
recognition/imitation): During this activity, NAO described an expression and 
asked the child to look for the described picture that was hanged on the wall.  
After the child found the picture, he/she was asked to imitate that facial 
expression.  
 Activity 3 (entertainment): Participants were asked to complete a puzzle of 
facial expression and were given a candy reward for successful completion. 
Designing this part was based on researchers’ personal experiences. Also 
gathering the ideas from the participants. Completing facial expression puzzles 
could also be a good way to have a better understanding of different 
components of human face and also different posture of those parts in different 
facial expressions.  
 Activity 4 (gesture imitation): Tai Chi (gesture imitation/motor control): 
During this activity NAO asked participants to take part in a short physical 




few poses involving his arms and legs and asked the participants to imitate his 
poses (see Figure 4-7).  
 
Fig 4-7: Kid imitate the “Tai Chi” activity 
4.3 Protocol 1: Experimental Results 
In the experimental section we report the results of the eye gaze analysis, based on 
the human-robot therapy sessions for individuals with ASD. We employ the gaze patterns 
of TD children as the control group to better investigate the gaze differences between TD 




From Chapter 2 we can conclude that during social interaction, eye contact and 
gaze direction regulation is one of the significant elements to send important information 
to others [47]. In this context, there are two types of eye gaze features that can be analyzed: 
1) Gaze fixation; 2) Gaze shifting.  
Gaze fixation can provide an important nonverbal cue about how the listener and 
speaker are involved in the conversation. For instance frequent eye contact may display the 
concentration or high level of interests in the topic of the conversation. Besides, some 
observations [49, 50, and 51] illustrated that speaker might look up and down while 
thinking and eye gaze would come back to listener while his talking. On the other hand, 
listener would spend most of the time looking at the speaker no matter what the speaker is 
thinking or talking [50]. Both participants in the conversation would be able to understand 
whether it is an attractive topic and whether they can understand each other via eye contact. 
On the contrary, if one participant eye gaze shifts a lot it might be a sign of less interest in 
the topic or has been distracted by other facts [50].  
In our studies, in order to investigate the gaze pattern of participants we manually 
coded their gaze direction using ‘0’ vs ‘1’ coding (i.e. gaze averted (0), gaze at NAO (1)). 
For the Protocol 1 in our experiment, Activity 1 and 2 in ‘NAO Spy’ and Activity 1 in 
‘Find the Suspect’ have been used for measuring gaze fixation and shifting patterns. More 




coded offline using the Continuous Measurement System (CMS) [60]. The gaze labels 
were the used to model the gaze patterns of both ASD and TD children. 
The experimental section for Protocol 1 can be classified into two categories :  
 Investigating gaze direction of ASD and TD children while they were interacting 
with the robot. The Gaze Fixation is a percentile index which measures the 
participant’s gaze duration as s/he was looking at the robot. The Gaze Shifting on 
the other hand, track the rate of gaze direction shifting by counting the number gaze 
direction switching (i.e. looking at-looking away and vice versa) w.r.t. NAO. 
 Modeling the gaze direction using Markov modeling (i.e. Hidden and Variable-
order Markov models) to mathematically represent the differences of gaze patterns 
of TD and individuals with ASD.  
The rest of this chapter will talk about it in more details.  
4.3.1 Eye-Gaze Fixation and Shifting Frequency Analysis 
Gaze Fixation and shifting are typically used to convey the level of interest, and 
attention of the listener/speaker throughout the dyadic conversation. In this part, we aim to 
investigate how TD and individuals with ASD utilize gaze direction while interacting with 
NAO. For instance typically we used gaze direction as we are thinking, or talking; and 




not able to read this pattern while interacting with NAO. The following Figures and Tables 
would describe it statistically. 
Table 1 shows the gaze fixation percentage of individuals with ASD for all sessions 
in the NS game (i.e. counts the number of the frames with label 1 divided by total number 
of frames multiply by 100).  
Gaze Fixation (%) =
Number of frames  (labled  as 1) 
Total  number of frames  in video 
× 100 .               (1) 
 
From Table 1 it is easy to observe that 10 kids out of 15 shows the increasing eye 
gaze fixation time after three game sessions, which represented the eye contact between 
those kids and robot have been improved. It can also be seen from those Mini Figure in the 
last column in the table. Through the overall Mean Percentage row, we are able to conclude 
that eye gaze fixation has increased 7% and 15% than first session and second session. We 





TABLE 4-1: Time Duration Percentage in Game NS for ASD Group 
As it shows in Figure 4-8, there is a valley point between first session and third 
session although it still shows the improvement overall. The reason behind this can be 
various. The most possible and reasonable explanation we can come up with is for the very 
first time of visiting the humanoid robot, most of the kids have shown a high concentration 
during the session, they wanted to satisfy their curiosity of the robot for the first in their 
life. As they notice the next couple times, the game sessions are almost same, they might 





Fig 4-8: Overall mean percentage of eye gaze duration for all children with ASD after three 
sessions, dot line is the tendency of eye gaze duration. 
 
Gaze Fixation: Eye gaze shifting frequency has been calculated in Table 4-2. 
Shifting Frequency (%) =
Number of 1→0 + Number  of 0 →1
Entire FrameTotal  number of frames in videos 
× 100 .               (2) 
 
Table 4-2 shows the gaze shifting of participants for every 3 session. These data 
show decreases in the number of gaze shifts across the three sessions. 11 kids out of 15 
shows the decreasing eye gaze shifting frequency after three sessions. From Mini Figure 




third session compared with previous sessions. Besides, 7 kids shows both improvement 
in increasing eye gaze fixation and in decreasing eye gaze shifting. 
Figure 4-9 illustrates the decreases in gaze shifts across the three sessions. From 
the tending line, it is easy to find out that the eye gaze shifting frequency is decreasing 
from session to session. As shown in Figure 2 the third session shifting frequency only 
have half of the amount of the shifting frequency in first session.  
 






Fig 4-9: Overall mean frequency of eye gaze shifting for all children with ASD after three 
sessions, dot line is the tendency of eye gaze shifting. 
By using the same measurement as NS into FTS, 8 kids out of 13 shows the 
increasing duration time of eye gaze fixation, and 7 out of 13 shows the decreasing eye 





TABLE 4-3: Time Duration Percentage in Game FTS for ASD Group 
 
 





Figure 4-10 illustrates the positive change of the eye-gaze duration percentage 
across the three sessions for all the participants. Comparing the first session and third 
session, these data also showed increases in eye-gaze duration. Compare with first game 
the total percentage of duration time has increased.  
Figure 4-11 shows the decrease of the eye-gaze shifting frequency for all three 
sessions. Comparing this game with NS game, eye-gaze shifting frequency amount are 
decreased overall. Results from both games suggested that game based interaction session 
has the advantages of improve social behaviors such as eye contact. The result also tells us 
that most of the kids becoming more focusing on topics with robot, and less distracted from 
other environment affects. As we know, better eye contact represents a better conversation, 
after two games; we assume that kids with ASD will build better communication skill in 
the future. However, social context is not only eye contact but also other factors like 
reading facial expressions, joint attention, and fluent speech. The results of our experiments 
for the first protocol have been published in [86-89]. This is the purpose of designing 





Fig 4-10: Overall mean percentage of eye gaze duration for all children with ASD after three 
sessions, dash-line is the tendency of eye gaze duration. The total percentage in each session is 





Fig 4- 11: Overall mean frequency of eye gaze shifting for all children with ASD after three 
sessions, dot line is the tendency of eye gaze shifting. Each session’s frequency is less than 
0.0015 from the first game. 
4.3.2 Eye-Gaze Pattern Modeling 
4.3.2.1 Hidden Markov Model (HMM) 
Hidden Markov Model a powerful stochastic state model to represent and classify 
time-sequential data. The learning ability of the HMM has inspired several researchers to 
apply it for different computer vision and machine learning applications such as speech 
recognition [61] and Human activity recognition [62]. 
The discrete HMM is a statistical Markov model, with set of unobservable (hidden) 
states that at each time t, emits one output from a group of observable symbols. An HMM 
can be represented by N states, Q =  {𝑞1,𝑞2, … , 𝑞𝑁}, and state transition probability A =
[𝑎𝑖𝑗] ∈ 𝑅
𝑁×𝑁  can be formulated as: 
𝑎𝑖𝑗 = 𝑃𝑟(𝑠𝑡+1 =  𝑞𝑗|𝑠𝑡 = 𝑞𝑖),               1 ≤ 𝑖, 𝑗 ≤ 𝑁, 
          (3) 







Note that in Equation 3, it has been assumed the Markov chain is homogeneous so 
that the transition probability matrix A does not depend on time. The original state of the 
system at t = 0 is 𝑞0and the initial state probability is defined by. Moreover, the HMM has 
a set of M observable symbols V =  {𝑣1 , 𝑣2, … , 𝑣𝑀} that is emitted from one of the hidden 
states. Emission probability (i.e. output probability) is probability of producing an output 
symbol vk being in the state qj (See Equation 4). 
𝑏𝑗(𝑘) = Pr(𝑣𝑘|𝑠𝑡 =  𝑞𝑗) , 1 ≤ 𝑗 ≤ 𝑁, 1 ≤ 𝑘 ≤ 𝑀, 1 ≤ 𝑡 ≤ 𝑇                  (4) 
Each HMM λ = (A, B, π), is characterized by state transition probability matrix (A), 
emission probability (B), and initial state probability (π). Hidden Markov modeling is 
capable of analyzing sequence of data with length T (t = 1,2,3,…,T). to use HMM for 
classification applications, two phases need to be accomplished[]: 
Learning: Given the structure of HMM model and set of output sequences O = {O1, 
O2, … OT}, estimate the HMM parameters λ = (A, B, π). 
Evaluation: Given HMM parameters, specify the probability of an observed output 
sequence O = {O1, O2, … OT}. 
In order to employ HMM for classifying a  sequence of eye gaze patterns, first a 
finite set of symbols needs to be defined (Oi|I = 1,2,…, n). As explained before, the gaze 




as either gaze at (1) or gaze averted (0). In our experiments we selected n consecutive 
binary- coded frames to assigned 2n symbols. In other words to come up with 16 unique 
symbols (i.e. {‘0000’, …,‘1111’} or {O1, …, O16}) we acquired the gaze information of 
four (n = 4) consecutive frames. Figure 4-12 demonstrates a sequence of gaze direction 
labels and the corresponding symbols. 
 
Fig 4-12: Gaze labels and the corresponding gaze symbols (n = 4). 
To model and analyze the eye gaze patterns in ASD and TD categories, we selected 
a sequence of five symbols I = {I1; …; I5} as{𝐼𝑖 ∈ 𝑂𝑗|1 ≤ 𝑖 ≤ 5, 1 ≤ 𝑗 ≤ 16} . In the 
experiments we used sequence of observed symbols for both training and classifying eye 
gaze sequential data into one of C = 2 (TD vs ASD) classes. In order to learn HMM 
parameters of a category, a set of data that belongs to that class (TD or ASD class), was 
employed to optimize the HMM parameters (i.e. λi(Ai, Bi, λi)) (Learning Phase). 
Furthermore, to recognize the category of the observed sequence of symbols, I, the 
{Pr(λi|I)|i = 1, 2} was calculated and the observed sequence was assigned to a class which 




4.3.2.2 Experimental Results: HMM 
As explained previously, we utilized NAO to interact with children in a series of 
conversational games. To specifically analyze the eye gaze of participants in social 
contexts, we extracted the video segments which corresponded to “Child listening” and 
“Child Speaking”. Thereafter, we specified the sequence of eye gaze symbols for training 
two HMMs and utilizing the learned models to categorize a given test sequence into one 
of TD or ASD classes. 
In this study we have analyzed the eye gaze data of 21 subjects. Our evaluation was 
based on the Leave-One- Subject-Out (LOSO) cross validation technique, in which the 
hidden Markov models were trained for both classes using 20 participants. We then tested 
against the excluded subject and repeated the same approach for all 21 subjects. In addition 
we reported F1-score which combine both precision (fraction of retrieved instances that 
are relevant) and recall (fraction of relevant instances that are retrieved) factors in a single 
measure ( F1 = 2
Precision ∗ Recall
Precision + Recall 
 ). Our experiment shows that HMM can reliably 
discriminate between the gaze patterns of TD and ASD groups, in the child speaking 
segments (Accuracy 79% and F1-score 0.88). 




One common approach for analyzing and classifying a sequence of discrete data is 
to employ the first order Markov model (a memoryless state machine). Another potential 
alternative is to focus on general-purpose prediction algorithms, utilizing Variable-order 
Markov Models over finite alphabet ∑ [63]. 
Let us assume ∑  is a finite set of alphabets. Given a training sequence 𝑞𝑛 =
 𝑞1𝑞2 … 𝑞𝑛, where 𝑞𝑖 ∈ ∑ , the goal of VMM is to learn a model P, which can provide a 
probability assignment for any sequence of symbols. Mathematically speaking, for any 
context  s ∈ ∑ , and a symbol σ ∈ ∑ , the model generates a conditional probability 
distribution for?̂?(𝜎|𝑠) . 
In VMM the prediction stage utilizes average log-loss L(?̂?,𝑥1
𝑇) of ?̂?(.|.) with respect 
to the test sequence 𝑥 𝑇 =  𝑥1𝑥2 … 𝑥 𝑇.  
L(?̂?, 𝑥1






(𝑥𝑖|𝑥1,… , 𝑥𝑖−1 )                                   (5) 
There are several different VMM methods that can be applied for classifying 
sequential dat. In a study conducted in 2004 [63], six prominent VMM algorithms have 
been compared. Out of these six approaches, prediction by partial match (PMM) algorithm, 
gave the best accuracy and reliability. In our experiments we also employed PPM algorithm 




Prediction by partial match, is a finite-context statistical modeling technique that 
can be interpreted as blending several fixed-order context models of order k [64]. In other 
words PPM can be considered as a combination of fixed-order context models with 
different values of k, ranging from zero to a pre-determined maximum (D). For each model, 
PPM keeps track of the length-k sequence of all characters that have been observed so far 
in the training sequence. 
In addition PPM handles the zero frequency problem using escape mechanism [63]. 
In the escape mechanism, the goal is to determine the probability of unseen sub-sequence 
of symbols after the context s has been seen in the training sequence. In other words for 
each context of length k ≤ D the probability of Pr (𝑃?̂?(𝐸𝑠𝑐|𝑠)) is allocated for all symbols 
that have not appeared after the context s. For more details see [63]. 
4.3.2.4 Experimental Results: VMM 
In order to model the eye gaze pattern using the VMM, we define the alphabets by 
looking at four consecutive eye gaze labels (‘0000’ to ‘1111’). Therefore 16 alphabets have 
been defined and represented by ∑ = {A, B, …, P}. 
Considering the proposed PPM algorithm, it may perceive that PPM’s performance 
should always improve when the maximum context length (D) is increased. Although, 




contexts have greater chance of not giving rise to any prediction at all. This results the 
escape mechanism to be used more frequently. Figure 4-13 shows the accuracy of the gaze 
direction recognition for different value of D. The figure demonstrates that in this study 
the proposed VMM eye gaze modeling with D = 1, outperforms other orders of VMM (D 
= {2, …, 6}) which validates the above discussion.  
 
Fig 4-13: VMM maximum context length and eye gaze recognition. 
LOSO cross validation technique has been applied in the experiments to train 
VMMs for the ASD and TD groups. Classification of a test sequence was conducted 
through a log-likelihood approach, which specifies the chosen test sequence’s probability 




(TD and ASD) and the test sequence will assign to a model which has the higher value. 
This procedure has been repeated for every sequence. The experimental results show that 
VMM is capable of modeling the gaze pattern of both TD and ASD groups with a high 
reliability (F1-Score ≥ 0.75). The Results of these experiments have been reported and 
discussed in [88,89] 
 
4.3.2.5 Discussion 
Markov-based modeling is a powerful approach for analyzing a sequence of data. 
In our study we aim to investigate and analyze the dynamics of gaze patterns of both groups 
of children (TD and ASD). We used HMM and VMM algorithm to analyze the gaze 
responses of the participants in two social communicational contexts (i.e. child speaking 
and child listening). 
We first analyzed and modeled the gaze direction of children using HMM. 
Therefore two separate hidden Markov models that can discriminate between the gaze 
responses of TD child and peers with autism where learned then for a give sequence of eye 
gaze labels we aim to recognize the class (TD vs ASD). As shown in Table 4-5, HMM can 
classify the gaze responses of TD children (in the listening context) with accuracy of 65%. 
Moreover, HMM can recognize the gaze patterns of children with ASD while they are 




differences between the temporal pattern of ASD and TD groups in the two contexts 
(speaking vs listening). Therefore in the next phase we employed VMM method to 
characterize the gaze patters of children reliably. 
Context TD ASD
Child Listening 65.73% 41.53%
Child Speaking 31.58% 82.03%
Accuracy (%)
 
TABLE 4-5: Classification rates of HMM algorithm for the TD and ASD groups (Child 
Speaking and Listening contexts) 
 
As explained in section 4.3.2.3, for a given sequence of data, VMM algorithm may 
go through different orders (length of sequence of data), and automatically find the one 
that has the most similar pattern with the training set.  In order to evaluate how the gaze 
patterns of children with Autism and TD group are different, we compare various orders 
of VMM (D=0 to D=5). The results demonstrate that VMM with order one (D=1), can 
represent the gaze patterns of TD and ASD with the best accuracy (See Table 4-6 and 4-7).  
 
Context: Child Speaking D=0 D=1 D=2 D=3 D=4 D=5 
Accuracy 
(%) 
TD  78.95 73.68 73.68 73.68 73.68 73.68 
ASD  16.81 61.74 58.84 40.87 51.59 51.88 
 




Context: Child Listening  D=0 D=1 D=2 D=3 D=4 D=5 
Accuracy 
(%) 
TD  39.89 82.58 83.15 83.71 82.02 82.02 
ASD  49.64 87.81 87.66 85.78 82.80 82.95 
 
TABLE 4-7: Classification rates of VMM modeling for the “Child Listening” context 
 
In addition the results shown in Figure 4-14 illustrates that, increasing the order of 
VMM, will improve the reliability of modeling the gaze pattern of TD amd ASD groups 
for the listening context. However changing the VMM order within the range of 0-5 does 
not have significant effects on the gaze model accuracy. Besides that the results shows that 
VMM with order one, recognizes the gaze patters of TD and ASD well, but it cannot model 
the gaze pattern of ASD group for the speaking context.  
 
 




























Considering these results, we conclude that the eye gaze patterns of both TD and 
ASD group have memory. We also have seen that, for the context of “Child Listening” 
VMM can model the difference between the gaze patterns of TD and ASD group well 
therefore it came up with high accuracy (over 80%). However for the context of “Child 
Speaking”, there are lots of misclassification for both groups and VMM failed to classify 
the gaze responses of ASD group reliably.  
 
4.4 Protocol 2 (Intervention Sessions) 
In Protocol 1, we focused on the analysis of the eye-gaze pattern of children during 
interaction with NAO. Based on the results it is reasonable to say that game based sessions 
are able to affect eye-gaze behaviors of children in a social context. However, since 
children on the spectrum may have wide range of deficits in social environments, we 
designed a robot based therapy session that can specifically focus on different social skills 
independently. This encouraged us to design a new set of games and intervention sessions, 
which are mainly focused on verbal and non-verbal communication skills. 
The objective of this protocol is to find out a quantitative analysis solution for this 
question: ‘How good social skills of children with ASD can be improved using a socially 




protocol as described below. One visit session has been divided into five small sub-sessions 
with different aimed tasks injected in each one of them. For each participant, three baseline 
sessions are executed at the beginning of the project. Data are collected the same way as 
Protocol 1, and based on the result in baseline sessions, project examiner are made the 
decision of what task should go for intervention sessions. Each intervention session would 
also repeated for three times, one intervention session at a time, for example, if subject #1 
is having intervention for sub-session #1, then other sub-sessions are keep in the baseline 
settings. After three sessions of intervention for one sub-session, based on the results, 
examiner decide whether keep doing the same intervention or move on to another sub-
session which has low rates from the baseline data. At the end of each sub-session, NAO 
has a high-five with subjects to cheer them up as a reward. Few minutes break has given 
between each sub-session. During the break, participants may allow to go out of the 
experiment room and hang out with their families. Candies are given at the end of the final 
session. 
4.4.1 Intervention Sub-sessions 
In Protocol 2 practicing few specific behaviors such as basic question 
understanding, joint attention, emotional facial expressions recognition, were assigned into 
different sub-sessions. After certain amount of visiting sessions, multiple social skills were 




In the first sub-session, NAO asked several questions including basic personal 
information question such as name, age, family members etc. We collected correct answers 
to these questions from conversation with parents. Also some entertainment questions or 
activities are also pre-programmed in the session. To different subjects, a certain 
interaction was designed in it. Those specific interaction would not count in the 
measurement in analyzing the results.  
Two tasks have contained in the second sub-session which are joint attention and 
facial expression recognition (with given options). Five lids with different facial 
expressions attached at back, lying on floor at both sides of the table. NAO would point 
one side at a time randomly and asked the child to bring one lid and show it to the robot 
(See Figure 4-15(A)). Then a given optional question was asked from NAO: “What is the 
facial expression at the back of the lid? Is it sad, angry, happy or neutral?” Children should 
answer the question for 5 rounds. Order of the expressions are totally random because the 
back side of those lids are face down toward floor, children cannot see the expressions after 
they pick them up.  
Eye-gaze attention has targeted in the third sub-session. Children should be able to 
follow NAO’s eye directions and head positions. There are three lids located at three marks 
on the table, two of them are at the very edge of both sides of the table, and the other one 




directions from NAO’s head movement easily without confusion. Children were supposed 
to follow the eye-gaze directions and pick one lid up then move on to the next position 
back and forth for couple of times (See Figure 4-16(A)). At the first five turns NAO would 
move the head in a normal speed, then the examiner boosts up the speed a little just for 
entertaining kid and having a fun time. That speed up turns is not included for future 
analyses.  
Sub-session four is the combination of sub-sessions two and plus a facial expression 
imitation module after the facial expression recognition question. However, different from 
previous sub-session, this time the expression options would not be provided in the 
question. Children were supposed to recognize expressions and speak them out themselves. 






Fig 4-15: A) Kid is showing the lid; B) Kid is imitating the happy expression  
The purpose of the last session is to teach/practice kids pointing skill. Three lids 
were put on the table as session #3, children are supposed to point each lid with certain 
color introduced by NAO. For example, NAO says: “Can you point to the yellow lid?” 
This behavior was repeated 5 times at the beginning, then examiner just to entertain the 
child and have a fun time for few more pointing behavior in a faster speed. Those speed up 





Fig 4-16: A) Kid is following NAO’s eye gaze and picking up one lid; B) Kid is 
pointing a specific lid which NAO is describing. 




In Protocol 2, five sub-sessions which contains seven types of tasks have been 
defined and coded. These tasks are (T1, T2.1, T2.2, T3, T4.1, T4.2, and T5) that are 
described below: 
Sub-session 1: 
 T1: Answering five questions: questions are related to name, color, number of 
siblings, age, and time go to bed. 
Sub-session 2: 
 T2.1: Following NOA’s Pointing: NAO points to a box and the child supposed to 
bring back the lid that NAO is pointing to (for five times).  
 T2.2: Recognizing Facial Expressions: participants recognize facial expressions 
on the other side of the lid, as NAO provides option list of those facial expressions 
(e.g. sad, angry, happy or neutral). 
Sub-session 3: 
 T3: Following Eye Gaze of NAO: Joint attention toward a lid, NAO looked 5 
times in different directions randomly during the session. 
Sub-session 4: 
 T4.1: Recognizing Facial Expressions: participants recognize facial expressions 




facial expressions (from session to session, 4 basic expressions have kept but on 
different faces). 
 T4.2: Imitating Facial Expressions: NAO asked subjects to imitate that expression 
that is shown on the picture shown on the lid. 
Sub-session 5: 
 T5: Pointing Lids: NAO description lid (based on a color), participants supposed 
to point to that lid (randomly describe five different lids). 
 
As shown in Figures 4-17 to 4-23, as we expected different individuals with ASD 
have different social responses for various social situations. As it is illustrated in 
following Figures, the baseline characteristic of children would vary sharply between 
different children. As a general comparison, for sub-session 2 (T2.2.) the baseline of 
some of the subjects (e.g. SN019, SN020, SN023, and SN025) which is related to facial 
expression recognition task, is around 40% to 60%. The results statistically show that this 
group of children can just recognize very few basic facial expressions. For SN020, 
SN021, SN023, and SN025 they were having a hard time with task T4.2. This 
demonstrated they have some issues for facial muscle controlling to imitate different 
prototypic facial expression. One of the subjects in our study (SN024) has lot of difficulty 




for almost all of the social behaviors. In order to see how every ASD child responded to 
different games in Protocol 2, please see Figure 4-17 to Figure 4-23. 
 
Fig 4-17: Subject 19’s behavior during baseline and intervention sessions, intervention 










Fig 4-19: Subject 21’s behavior during baseline and intervention sessions, intervention 










Fig 4-21: Subject 23’s behavior during baseline and intervention sessions, intervention 










Fig 4-23: Subject 25’s behavior during baseline and intervention sessions, intervention 






Chapter 5: Conclusion and Future Research Direction 
The purpose of this study was to use humanoid robot into autism therapy sessions, 
and have a fluent human-robot interaction with children with ASD. Different deficits of 
autism are considered in this thesis such as basic communication skills, joint attention, eye 
contact, and facial expression recognition and imitation. During interaction sessions these 
social behaviors were practiced several times for children with ASD and some promising 
results are achieved.  
The spotlight of this thesis was to focus on eye contact between a robot and children 
and analyze different eye gaze patterns of children using Markov-based computer 
algorithms such as HMM and VMM. More than just eye gaze, we also designed interaction 
therapy sessions including practicing different social behaviors deficits for kids with ASD 
and these designs show the plausibility of using humanoid robots into autism therapy 
intervention. One humanoid robot, NAO, was employed in this study. Based on the robot’s 
abilities (i.e. test-to-speech, voice recognition, etc.), two protocols were developed. The 
results of Protocol 1 reveal that participants with ASD can learn to interact with the 
humanoid robot and engage in the social-communicative behavior (i.e., making and 
maintaining eye contact). Results also show that the children with ASD improved the levels 




engaged in the robot-interaction (in 71% of the sessions the fixation time during the 
communication part is over 50%). Across the three sessions of protocol 1, participants 
showed improvements in their gaze attention towards the robot (67% of the participants 
have increased eye contact fixation time) suggesting they paid attention to and looked at 
the robot in a similar way (more focus on look into other’s eyes and less shift eyes around) 
that one would expect they would look at a human clinician. This is particularly important 
with regards to the ‘Find the Suspect’ (FTS) game where the robot asked participants to 
look at NAO’s eyes while they were answering the questions.  
The gaze duration data from the FTS game showed the most robust increases in 
gaze duration suggesting that participants may have been following the robot’s directions 
and improving their gaze durations as a result. This is the most promising and exciting 
finding because it shows that the robot can be useful in producing robust changes in 
clinically significant behaviors for the autism population. There is no available study that 
compare the gaze responses of such group of children on the autism spectrum. 
Also in Protocol 1, a new approach has been presented to model and classify the 
eye gaze behaviors of TD and children with ASD while socially interacting with a 
humanoid robot (NAO). As Markov-based models are powerful techniques to learn and 
classify the dynamics of sequential data, in our study we utilized and compared Hidden 
and Variable-order Markov Models. Our experimental results demonstrate that both HMM 




and individuals with autism. In particular, a first order Hidden Markov model recognized 
eye gaze patterns of children in the ”child speaking” session with an accuracy of 79% (F1-
score 0.88). This verifies that the gaze patterns of children is memoryless as they are 
speaking. Besides, VMM (i.e. first order D=1) can discriminate between the TD and 
children in ASD group’s eye gaze patterns with an accuracy of 87% (F1-score 0.92) while 
children are listening to NAO. The VMM results confirm that as children are listening, 
their gaze patterns can be represented more accurately by a model with memory. The 
results validate different characteristics of eye gaze patterns of ASD and TD children in 
two distinct social contexts (i.e. child speaking and child listening). 
In Protocol 2, we added more social behaviors into the interventions (i.e. personal 
information understanding, pointing response, facial expressions recognition and 
imitation). Different intervention sessions would be given to improve the weakness of 
specific social behaviors to specific kids. Most of the participants passed the first task 
(answer questions) in a quick way (one set of intervention session), only one kid was not 
able to finish this task after two more sets of interventions. Almost every participant could 
pass the joint attention task, but for facial expressions recognition task, the neutral face was 
recognized as sad face for couple times. Imitating facial expressions was a big task for 
some of the kids during the sessions. We observed that the children with ASD suffered a 
hard time in imitating different facial expressions. Some of them might recognize the 




in the intervention sessions, they did try to move their facial muscles to make specific 
expressions and to learn those facial expressions.  
These preliminary findings support the use of humanoid robots as possible 
therapeutic agents for individuals with ASD. These results show that participants were 
engaged with the robot and directed their attention to the robot during a long period of the 
sessions. Most children enjoyed engaging with the robot (from their parents words, the kids 
keep asking them when will they play with the robot again, and based on the observation, 
almost every kid showed a good interaction and behavior during each session). Data taken 
from an exit survey completed by the parents of every individuals with ASD showed that 
most children demonstrated improvements with eye contact and joint attention after 
completing the study. 
Overall, robot-based therapy sessions for improving the social behaviors and 
especially the gaze behavioral responses of children with ASD is a new research topic. Our 
ongoing project aims to study and model the eye contact and gaze response of children in 
more details. We encourage other interested researchers to investigate the efficiency of 
robot to teach behaviors to individuals with autism and hopefully they can used the learned 
abilities outside of the experimental and research settings.  
One interesting area that can be studied in the future is to use robots to jointly 
interact with care-givers to help individuals with autism. This study will allow a direct 




will serve as an important basis to significantly advance the emerging field of robot-
assisted therapy. 
For future research direction, we suggest to analyze the collected facial expression 
videos to find out how accurately y children with ASD can imitate basic facial expressions. 
Also audio analysis would be an interesting topic to discover. Based on our observation, 
we noticed that children with ASD sometimes use only one tone when they speak. Also 
some of them might have an unexpected high volume peak during the conversation.  
New games can be designed as well.  We learnt that our designed games seem too 
easy to some of our partisans. Different games with different difficulty levels will be very 
useful in the future. The reason behind this is to keep children with ASD more challenged 
during the sessions so they would not board after a few intervention sessions.  
For intervention sessions, it is also good to add more activities in between. We 
suggest to start with human-human interaction sessions where one examiner do all the 
interaction with participants. Then follow up with robot-human interaction sessions and at 
the end of all sessions switch to human-human interaction sessions. By using the same 
analysis method, it is easy to find out how much improvement the children would gain by 
interacting with a robot and whether it affects the human-human interaction session. Then 
by comparing the human-based interactions with the last human sessions, one would easily 




Online real time facial expression recognition can be implemented on NAO during 
the intervention sessions. With some efforts, NAO can be programmed to recognize how 
correctly children can exhibit facial expressions. Then NAO can provide feedback and 
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