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Abstract. Herbrand models for clausal theories are useful in several
areas of computer science. In most cases, however, the conventional mo-
del generation algorithms are inappropriate because they generate non-
minimal Herbrand models and can be inecient. This article describes a
novel approach for generating minimal Herbrand models of clausal theo-
ries. The approach builds upon positive unit hyper-resolution (PUHR)
tableaux, that are in general smaller than conventional tableaux. To ge-
nerate only minimal Herbrand models, a complement splitting expansion
rule and a specic search strategy are applied. The proposed procedure
is optimal in the sense that each minimal model is generated only once,
and nonminimal models are rejected before their complete construction.
First measurements on an implementation point to its eciency.
1 Introduction:
Generating Herbrand models of clausal theories is useful in several areas of com-
puter science. In automated theorem proving, models can assist in making con-
jectures, that can be later checked for provability with conventional provers. In
automated theorem proving and program verication, model generation can also
be applied to searching for counter-examples to conjectures. Model generation
is useful in logic programming and deductive databases for specifying their de-
clarative semantics, in some approaches to query answering [2, 6, 14], and in
nonmonotonic reasoning [5].
The conventional tableaux methods [3] are however inappropriate as model
generation procedures because they often return redundant models [5, 10, 13].
The a posteriori detection of redundant models is tedious and might be time con-
suming. Moreover, redundant models are a source of ineciency because they
blow up the search space. This article describes a method for generating mi-
nimal Herbrand models of clausal theories. The proposed procedure is optimal
in the sense that each minimal model is generated only once, and nonminimal
models are rejected as soon as possible, in general before their complete con-
struction. First measurements on an implementation point to the eciency of
the procedure.
The method is based on positive unit hyper-resolution tableaux (short PUHR
tableaux), a (novel) formalization of an approach rst introduced with the theo-
rem prover SATCHMO [8]. PUHR tableaux are ground and positive, more preci-
sely their nodes consist of sets of ground atoms and disjunctions of ground atoms.
They are expanded by means of only two rules, the positive unit hyper-resolution
and the splitting (a simple version of  expansion) rules, from range-restricted
clauses. Range-restriction is a syntactical property required in deductive da-
tabase languages which is comparable to Skolemization: although requiring an
extension of the language, it preserves models in a certain sense. Both the bran-
ching factor and the size of the nodes of PUHR tableaux can be signicantly
smaller than those of conventional tableaux. Positive unit hyper-resolution ma-
kes it possible not to blindly instantiate universally quantied variables. Instead,
it combines in one step instantiations (or  expansions [3]) and splittings (or 
expansion [3]), thus reducing the depth of PUHR tableaux.
In order to restrict the generation of nonminimalmodels, a complement split-
ting (or reduction in [11], folding-down in [7]) rule is applied in lieu of the classical
splitting rule. Because PUHR tableaux are ground, complement splitting can be
nicely and eciently built into the method. While discarding many nonminimal
models, and preventing the generation of duplicate models, complement split-
ting is not always sucient to reject all nonminimal models. In order to prune
redundant models as soon as possible, a special depth rst search strategy is
applied. The resulting procedure is sound in the sense that it generates only
minimal models, and complete in the sense that it returns all minimal models
of the input theory. A variation, we call MM-SATCHMO, of the SATCHMO
program is given, which implements the minimal model generation procedure.
The plan of the rest of this paper is as follows. Section 2 introduces termino-
logy and notations, denes range-restriction and PUHR tableaux, and recalls the
SATCHMO implementation of PUHR tableaux. Section 3 is devoted to model ge-
neration using PUHR tableaux. Section 4 denes the minimal model generation
procedure as a modied PUHR tableaux method and gives the implementation
of MM-SATCHMO. The last chapter compares the proposed procedure with
other approaches discussed in the literature, draws some conclusions, and points
to possible directions for future research.
For space reasons, this article contains no proofs. They can be found in its
complete version, which is remotely accessible via WWW.
3
2 Preliminaries
2.1 Terminology and Notation
Throughout the paper usual terminology and notations are used, as in e.g. [3].
When not explicitly otherwise stated, a rst-order language L is implicitly assu-
med. It is also assumed that two special atoms > and ? are available, expressing
respectively truth and falsity, i.e. > is satised in every interpretation, no inter-
pretations satisfy ? .
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Every clause C = L
1
_ ::: _ L
k
with negative literals f:A
1
; :::;:A
n
g and
positive literals fB
1
; :::; B
m
g can be represented by a clause in implication form:
C
0
= A
1
^ :::: ^ A
n
! B
1
_ ::: _ B
m
. A
1
^ :::: ^ A
n
is called the body of C
0
,
B
1
_ :::_B
m
its head. If C contains no negative literals, C
0
= >! B
1
_ :::_B
m
.
If C contains no positive literals, C
0
= A
1
^ ::::^A
n
!?.
A unier (resp. most general unier)  of a conjunction of atoms (A
1
^::::^A
n
)
and a sequence of atoms (B
1
; :::; B
n
) is a unier such that A
i
 = B
i
, for all
i = 1; :::; n. If (A
1
^ ::::^A
n
) and (B
1
; :::; B
n
) have a unier, they are uniable.
An interpretation of L will be denoted as a pair (D;m) where the nonempty
set D is the universe (or domain) and m is the mapping interpreting the symbols
and expressions of the language.
The universal closure of a clause C is 8x
1
:::8x
n
C, where x
1
; :::; x
n
are the
variables occurring in C. A clause (resp. a set of clauses) is said to be satised
by an interpretation when the universal closure of the clause (resp. the set of
the universal closures of the clauses) is satised by this interpretation. A clause
(resp. a set of clauses) is said to be satisable if it has at least one interpretation
in which it is satised. A clause (resp. a set of clauses) is said to be nitely
satisable if it is satised by an interpretation with a nite domain.
A term or formula in which no variable occurs is said to be ground. If A is a
set of ground atoms, H(A) denotes the Herbrand interpretation which satises
a ground atom B if and only if B 2 A. A Herbrand interpretation H(A) is said
to be nitely representable if A is nite. Since confusions can be avoided from
the context, a set of formulas having a nitely representable Herbrand model
will be said to be nitely representable. Note that nite representability (of sets
of formulas) and nite satisability are two distinct properties.
The subset relationship  over sets of ground atoms induces an order  on
Herbrand interpretations: given two sets A
1
and A
2
of ground atoms, H(A
1
) 
H(A
2
) if and only if A
1
 A
2
. If S is a set of clauses,  induces an order on
Herbrand models of S. A Herbrand model H(A) of S is said to be a minimal
Herbrand model of S if it is minimal for , i.e. for every Herbrand model H(A
0
)
of S, if H(A
0
)  H(A), then A
0
= A.
If E is a set of formulas, Units(E) denotes the set of unit clauses that are
elements of E . Variables are denoted by x with or without subscripts, constants
by a, b, c or d, predicate symbols by P , Q, and R, and function symbols by f .
2.2 Range Restriction
Denition1. (Range restricted clause) A clause (resp. a clause in implica-
tion form) is said to be range restricted if every variable occurring in a positive
(resp. head) literal also appears in a negative (resp. body) literal.
Clearly, a range restricted clause in implication form is ground if its body is
ground, e.g. if it is >. A transformation is rst dened, which associates a set
RR(S) of range restricted clauses in implication form with every set S of clauses
in implication form.
Denition2. (Range restriction transformation) Let L
0
be an extension
of the language L with a unary predicate D (not belonging to L).
For every L-clause C = A
1
^ ::: ^ A
n
! B
1
_ ::: _ B
m
, let RR(C) be the
following L
0
-clause:
RR(C) :=
8
>
<
>
>
:
C if C is range restricted;
D(x
1
) ^ :::^D(x
k
) ^A
1
^ :::^A
n
! B
1
_ :::_B
m
otherwise,
where x
1
; :::; x
k
are the variables occurring in the B
i
s and in none
of the A
j
s.
Let S be a set of L-clauses. For a term t distinct from a variable occurring
in S, let C
t
be the L
0
-clause:
C
t
:=

D(x
1
) ^ :::^D(x
k
)! D(t) if the variables x
1
; :::; x
k
occur in t;
>! D(t) if no variables occur in t.
Let  be the set of nonvariable terms occurring in S. Let S
0
be the following set
of L
0
-clauses:
S
0
:=

fC
t
j t 2 g if  6= ;;
fC
a
g otherwise, for some constant a.
RR(S) := fRR(C) j C 2 Sg [ S
0
is the range restriction of S.
Note that by construction the clauses in RR(S) are range restricted and that
RR(S) is nite if S is nite. Strictly speaking, the range restriction transforma-
tion does not preserve models because it extends the language. The following
theorem, however, shows that it preserves models in a certain sense, similar to
the way Skolemization does.
Theorem3. Let S be a set of clauses in a language L and RR(S) be the range
restriction of S (in an extension L
0
of L with a unary predicate D).
1. If (D;m) is a model of S and if m
0
is the mapping over L
0
dened as follows:
m
0
(s) :=

m(s) if s 6= D;
D if s = D:
then (D;m
0
) is a model of RR(S).
2. If (D;m
0
) is a model of RR(S), then (D;m
0
j
L
) is a model of S, where m
0
j
L
denotes the restriction of m
0
to L.
In the context of PUHR tableaux, the range restriction transformation in-
duces an enumeration of the ground terms, making the  expansion rule of
conventional tableaux [3] superuous. Thus, if the procedures presented in this
paper are applied to a set RR(S) obtained from S by the transformation above,
then the newly introduced atoms with predicate D have basically the same eect
as an instantiation rule for the clauses of the original set S.
When applied in a refutation procedure, instantiation is often a source of
ineciency. Note, however, that this is not the case for model generation. In
contrast to refutation, model generation requires instantiation anyway, indeed,
for Herbrand models are characterized as sets of ground atoms.
Denition4. (Positive unit hyperresolution) Let C = A
1
^ ::: ^ A
n
!
E
1
_ ::: _ E
m
be a clause in implication form, B
1
; :::; B
n
be n atoms such that
(A
1
^ ::: ^ A
n
) unies with (B
1
; :::; B
n
). If  is a most general unier of (A
1
^
:::^A
n
) and (B
1
; :::; B
n
), then (E
1
_ :::_E
m
) is a positive unit hyper-resolvent
of C and B
1
; :::; B
n
.
Lemma5. The positive unit hyper-resolvent of a range restricted clause in im-
plication form and ground atoms is a ground atom or a disjunction of ground
atoms.
Note that no occur-checks are needed for computing the positive unit hyper-
resolvent of a range restricted clause in implication form and ground atoms.
2.3 Positive Unit Hyper-Resolution Tableaux
Starting from the set f>g, the PUHR tableaux method expands a tree { or
positive unit hyper-resolution (PUHR) tableau { for a set S of range restricted
clauses in implication form by applying the following expansion rules that are
dened with respect to S. The nodes of a PUHR tableau are sets of ground
atoms or disjunctions of ground atoms.
Denition6. (PUHR tableaux expansion rules) Let S be a set of clauses
in implication form.
Positive unit hyper-resolution (PUHR) rule: Splitting rule:
B
1
E
1
_E
2
.
.
. E
1
j E
2
B
n
E
where  is a most general unier of the body of a
clause (A
1
^ :::^A
n
! E) 2 S with (B
1
; :::; B
n
).
In the following denition, the splitting rule is applied to ground disjunctions.
Denition7. (PUHR tableaux) Positive unit hyper-resolution (PUHR) ta-
bleaux for a set S of clauses in implication form are trees whose nodes are sets
of ground atoms and disjunctions of ground atoms. They are inductively dened
as follows:
1. f>g is a positive unit hyper-resolution tableau for S.
2. If T is a positive unit hyper-resolution tableau for S, if L is a leaf of T
such that an application of the PUHR rule (resp. splitting rule) to formulas
in L yields a formula E (resp. two formulas E
1
and E
2
), then the tree T
0
obtained from T by adding the node L[fEg (resp. the two nodes L[fE
1
g
and L[fE
2
g) as successor(s) to L is a positive unit hyper-resolution tableau
for S.
A branch of a positive unit hyper-resolution tableau is said to be closed, if it
includes a node containing the atom ?. A positive unit hyper-resolution tableau
is said to be closed if all its branches are closed. A branch (resp. tableau) which
is not closed is said to be open. A positive unit hyper-resolution tableau T for
S is said to be satisable if the union of S with the nodes of a branch of T is
satisable.
Note that if P is a path from the root to a node N of a PUHR tableaux, then
by Denition 7, N = [P.
Example 1. Figure 1 gives a PUHR tableau for the following set of clauses:
>! P (a) _Q(b) P (b)!?
P (x)! P (f(x)) _Q(f(x)) P (f(x))!?
Q(x)! P (x)_R(x) P (x) ^Q(f(x))!?
For the sake of readability, the nodes of the tree of Figure 1 are labeled with the
ground atoms or disjunctions of ground atoms added at these nodes. We recall
that by Denition 7 the nodes of a PUHR tableau are sets of ground atoms and
disjunctions of ground atoms.
>
P (a) _Q(b)
f
f
f
f
f
f
f
f
f
f
f
f
f
f
V
V
V
V
V
V
V
V
V
V
P (a) Q(b)
P (f(a)) _Q(f(a))
l
l
l
l
l
R
R
R
R
R
P (b) _ R(b)
q
q
q
q
M
M
M
M
P (f(a)) Q(f(a)) P (b) R(b)
? ? ?
Fig. 1. A PUHR tableau.
Sets of clauses for which PUHR tableaux are dened may be innite. Accor-
ding to Denition 6 clauses whose heads are ? only contribute to close branches.
Since negative formulas do not explicitly occur in PUHR tableaux, closure is
simply detected by the presence of ?, which is simpler than checking for atomic
closure [3].
Denition8. Let S be a set of range-restricted clauses in implication form and
A a set of ground atoms and disjunctions of ground atoms. A is said to be
saturated with respect to S for the positive unit hyper-resolution and splitting
expansion rules when the following properties hold:
1. if (A
1
^ ::: ^ A
n
! E) 2 S, B
1
2 A, ..., and B
n
2 A, and (A
1
^ ::: ^ A
n
)
and (B
1
; :::; B
n
) are uniable, then E 2 A for a most general unier  of
(A
1
^ :::^A
n
) and (B
1
; :::; B
n
).
2. If (E
1
_E
2
) 2 A, then E
1
2 A or E
2
2 A.
Note that if B is an open branch of a PUHR tableau, then [B is not neces-
sarily saturated. As well, if [B is saturated, then B is not necessarily open.
Theorem9. (Refutation soundness) Let S be a set of range-restricted clau-
ses in implication form. If there exists a closed PUHR tableau for S, then S is
unsatisable.
Denition10. A PUHR tableau is said to be fair, if the union of the nodes of
each of its open branches is saturated for the expansion rules.
Informally, a PUHR tableaux is fair if along each of its open branches, each
possible application of an expansion rule is performed at least once. If B is a
branch of a tableau, then Units([B) denotes the set of unit clauses that are
elements of some nodes in B.
Theorem11. (Refutation completeness) Let S be a set of range-restricted
clauses in implication form. If S is unsatisable, then every fair positive unit
hyper-resolution tableau for S is closed.
PUHR tableaux are dened for sets of range restricted clauses. Combined
with the PUHR expansion rule of Denition 6, the range restriction transforma-
tion induces an enumeration of the ground terms.
2.4 Implementation in Prolog
The Prolog program of Figure 2 expands fair PUHR tableaux for sets of range-
restricted clauses in implication form under a depth-rst search strategy. The
tableaux expanded by this program are strict [3] and subsumption-free. Strict-
ness means that no application of an expansion rule is performed more than
once to given clauses, atoms, or disjunctions. Subsumption-freeness means that
only ground disjunctions that are not subsumed by previously generated atoms
or disjunctions can be split.
Backtracking over satisfiable returns Herbrand modelsH(M). The ground
atoms of M are inserted into the Prolog database by the predicate assume. On
backtracking, they are removed. A clause A
1
^ ::: ^ A
n
! B
1
_ ::: _ B
m
is re-
presented in the Prolog database as A1, ..., An ---> B1 ; ... ; Bm, where
---> is declared as an inx binary predicate. ? is represented as false, > as
the built-in predicate true, which is always satised. Fairness is ensured by the
call to the all-solutions built-in predicate findall. The predicate component on
backtracking successively returns the atoms of a disjunction. The program of
Figure 2, called basic SATCHMO, as well as renements of it, were published
rst in [8], where the programs are explained in more detail and performance on
bench mark examples is reported. The PUHR tableaux introduced in Section 2.3
are a formalization of the principle of the SATCHMO programs.
satisfiable :-
findall(Clause, violated_instance(Clause), Set),
not (Set = []),
!, violated_instance(B ---> H) :-
satisfy_all(Set), (B ---> H),
satisfiable. B,
satisfiable. not H.
satisfy_all([]). satisfy(E) :-
satisfy_all([_B ---> H | Tail]) :- component(Atom, E),
satisfy(H), not (Atom = false),
satisfy_all(Tail). assume(Atom).
component(Atom, (Atom ; _Rest)). assume(Atom) :-
component(Atom, (_ ; Rest)) :- asserta(Atom).
!, assume(Atom) :-
component(Atom, Rest). once(retract(Atom)),
component(Atom, Atom). fail.
Fig. 2. The basic SATCHMO program.
3 Model Generation with PUHR Tableaux
In the previous section, PUHR tableaux were considered from the angle of re-
futation. In this section, their properties with respect to model generation are
investigated.
Theorem12. (Model soundness) Let S be a satisable set of range-restricted
clauses in implication form and T a fair PUHR tableau for S. If B is an open
branch of T , then H(Units([B)) is a model of S.
Theorem13. (Minimal model completeness) Let S be a satisable set of
range-restricted clauses in implication form, T be a fair positive unit hyper-
resolution tableau for S, and M a set of ground atoms. If H(M) is a minimal
model of S, then there is a branch B of T such that Units([B) =M.
The following example demonstrates that a plain PUHR tableau can generate
both, nonminimal and duplicate models.
Example 2. Let S be the following set of clauses:
>! P (a) _ P (b) P (a)! P (b) _ P (d)
>! P (a) _ P (c) P (b)! P (a) _ P (d)
Figure 3 is a PUHR tableau for S. The minimal model H(fP (a); P (b)g) of S is
generated twice, at the leftmost branch and at the third branch from the left
of the PUHR tableau. The fourth branch from the left of the PUHR tableau
generates the nonminimal model H(fP (a); P (b); P (c)g). Note that the PUHR
tableau returns among others all minimal models of S, i.e. H(fP (a); P (b)g),
H(fP (a); P (d)g), and H(fP (b); P (c); P (d)g).
>
P (a) _ P (b)
h
h
h
h
h
h
h
h
h
V
V
V
V
V
V
V
V
V
P (a) P (b)
P (b) _ P (d)
r
r
r
r
L
L
L
L
P (a) _ P (c)
r
r
r
r
Q
Q
Q
Q
Q
Q
P (b) P (d) P (a) P (c)
P (a) _ P (d)
m
m
m
m
m
m
M
M
M
M
P (a) P (d)
Fig. 3. A PUHR tableau with nonminimal and duplicate models.
Theorem 13 is established, though in a dierent context, in [1] and mentio-
ned without proof in [6]. As the following counter-example shows, fairness is
necessary in Theorem 13.
Example 3. With the theory S = f> ! P (a); P (x) ! P (f(x)) _ P (b); P (a) !
P (b)g consistently expanding on the second clause will not allow the generation
of the (only) minimal model H(fP (a); P (b)g) of S.
4 Minimal Model Generation
By Thorem 13 fair PUHR tableaux generate all minimal models. However, they
often also generate duplicate and/or nonminimal models. A naive approach to
minimal model generation consists in rst expanding fair PUHR tableaux, and
later pruning them from redundant branches. In this section a more ecient
approach is described which consists in pruning PUHR tableaux from redundant
branches as soon as possible. The pruning involves a renement of the splitting
rule, and a specic search strategy based on depth-rst search. Under certain
niteness conditions, the proposed procedure is complete.
4.1 Finiteness Properties
Theorem14. Let S be a set of formulas. If S has a nitely representable Her-
brand model it also has a nite model.
The following result relates the niteness of the set of minimal models to the
nite representability of the minimal models. Let us call nitary a set of clauses,
whose minimal Herbrand models are all nitely representable.
Theorem15. Let S be a set of clauses. If S is nitary, then S has nitely many
minimal Herbrand models.
Although nite representability (of a set of formulas) is a stronger property
than nite satisability, we conjecture that it is semi-decidable like nite satis-
ability. We also conjecture that the nitary property is semi-decidable.
Let S be a set of clauses whose minimal Herbrand models are all nitely
representable. By Theorem 15 a PUHR tableau for S pruned from those branches
corresponding to nonminimal models is nite. In many applications, the nite
representability of the minimal Herbrand models is often assumed. This is the
case in particular of disjunctive databases and of some forms of nonmonotonic
reasoning [5].
4.2 Complement Splitting
If C = A
1
_ :::_ A
n
is a disjunction of atoms, let Neg(C) denote the nite set
of clauses in implication form Neg(C) := fA
1
!?; :::; A
n
!?g.
Denition16. (Complement splitting rule)
E
1
_E
2
E
1
j E
2
Neg(E
2
) j
Like the splitting rule, the complement splitting rule (already mentioned
in [8], called reduction in [11] and folding-down in [7]) is applied in the following
denitions to ground disjunctions. Tableaux expanded with the positive unit
hyper-resolution and the complement splitting rules are dened inductively, si-
milarly as in Denition 7. Let us call such tableaux PUHR complement tableaux.
Denition17. (PUHR complement tableaux)Positive unit hyper-resolution
(PUHR) complement tableaux for a set S of clauses in implication form are trees
whose nodes are sets of ground atoms, disjunctions of ground atoms, and ground
implications of the form A!?. They are inductively dened as follows:
1. f>g is a positive unit hyper-resolution complement tableau for S.
2. If T is a PUHR complement tableau for S, if L is a leaf of T such that an
application of the PUHR rule (resp. complement splitting rule) to formulas
in L yields a formulaE (resp. two sets of formulas fE
1
; Neg(E
2
)g and fE
2
g),
then the tree T
0
obtained from T by adding the node L[fEg (resp. the two
nodes L [ fE
1
; Neg(E
2
)g and L [ fE
2
g) as successor(s) to L is a PUHR
complement tableau for S.
For PUHR complement tableaux, closedness and openness of branches and
tableaux are dened like in Denition 7.
Denition18. Let S be a set of range-restricted clauses in implication form
and A a set of ground atoms, disjunctions, and clauses in implication form. A is
said to be saturated with respect to S for the positive unit hyper-resolution and
the complement splitting expansion rules when the following properties hold:
{ if (A
1
^ ::: ^ A
n
! E) 2 S, B
1
2 A; :::; B
n
2 A, and (A
1
^ ::: ^ A
n
) and
(B
1
; :::; B
n
) are uniable, then E 2 A for some most general unier  of
(A
1
^ :::^A
n
) and (B
1
; :::; B
n
).
{ If (E
1
_E
2
) 2 A, then fE
1
g [Neg(E
2
)  A, or E
2
2 A.
Note that if A is saturated with respect to S for the positive unit hyper-
resolution and the complement splitting expansion rules, then it is also saturated
for the positive unit hyper-resolution and the splitting expansion rules. Model
soundness for PUHR complement tableaux follows from Theorem 12.
Theorem19. (Minimal model completeness for complement tableaux)
Let S be a satisable set of range-restricted clauses in implication form, T be a
fair PUHR complement tableau for S, and M a set of ground atoms. If H(M) is
a minimal model of S, then there is a branch B of T such that Units([B) =M.
The following example shows that complement splitting is not always su-
cient to prune all nonminimal models.
Example 4. Let S = f> ! P (a); P (x) ! P (b) _ P (f(x)); P (a) ! P (b)g. Let
T be the PUHR complement tableau for S by applying rst the PUHR rule on
> ! P (a) and P (a) ! P (b), and then alternatively the PUHR and split-
ting rule on P (x) ! P (b) _ P (f(x)). Although H(fP (a); P (b)g) is the un-
ique minimal model of S, T also has branches corresponding to the models
H(fP (a); P (b); P (f(a)); :::; P (f
n
(a))g) for all n 2 N.
Although possibly having branches corresponding to nonminimal models,
PUHR complement tableaux never have two distinct branches dening the same
model, as established next.
Lemma20. Let S be a satisable set of range-restricted clauses in implication
form, T be a fair PUHR complement tableau for S, and B
L
and B
R
be two
open branches of T . If B
L
appears to the left of B
R
in T , then Units([B
R
) 6
Units([B
L
).
Theorem21. Let S be a satisable set of range-restricted clauses in implication
form, T be a fair PUHR complement tableau for S and B
0
; :::;B
i
; ::: a left-to-right
enumeration of the open branches of T .
1. H(Units([B
0
)) is a minimal model of S.
2. If i 6= j, then Units([B
i
) 6= Units([B
j
)
The following example demonstrates that a PUHR complement tableau can
generate nonminimalmodels. Note, however, that no models are returned twice.
Example 5. Let S be the set of clauses of Example 2. Figure 4 gives a PUHR com-
plement tableau for S. The models generated by this PUHR complement tableau
are H(fP (a); P (d)g), H(fP (b); P (c); P (a)g), H(fP (b); P (a)g), and H(fP (b);
P (c); P (d)g). Note that although some of them are not minimal, the PUHR
complement tableau returns no duplicates.
>
P (a) _ P (b)
k
k
k
k
k
k
k
V
V
V
V
V
V
V
V
V
V
P (a) P (b)
P (b)! ?
P (b) _ P (d)
p
p
p
p
H
H
H
P (a) _ P (c)
q
q
q
q
O
O
O
O
O
P (b) P (d) P (a) P (c)
P (d)! ? P (c)! ?
?
P (a) _ P (d)
o
o
o
o
o
H
H
H
P (a) P (d)
P (d)! ?
Fig. 4. A PUHR complement tableau.
4.3 Implementation of Complement Splitting
Complement splitting can be built into SATCHMO by replacing the proce-
dure satisfy by the following procedure cs_satisfy, as shown by Figure 5.
cs_component returns not only the atoms of a disjunction, like component does,
but also the rest of the disjunction on the right hand side of the returned atom
(false if this right hand side is empty). This implementation departs slightly
from Denition 16 since it represents Neg(A
1
_ :::_A
n
) as A
1
_ :::_A
n
!? in-
stead of fA
1
!?; :::; A
n
! ?g. Since the A
i
are ground, the two representations
are equivalent.
cs_satisfy(E) :- cs_component(A, P, (A ; P)).
cs_component(Atom, Suffix, E), cs_component(A, P, (_ ; Rest)) :-
not (Atom = false), !,
assume(Atom), cs_component(A, P, Rest).
assume_neg(Suffix). cs_component(A, false, A).
assume_neg(false) :-
!.
assume_neg(E) :-
assume(E ---> false).
Fig. 5. Complement splitting for basic SATCHMO
4.4 Constrained Search
By Theorem 21 the rst model returned from a depth-rst-left-rst traversal
of a PUHR complement tableau is minimal, and by Lemma 20 no models are
-larger than subsequently returned models. In order to prune PUHR com-
plement tableaux from nonminimal models, it therefore suces to constrain
any model under construction not to be -larger than any previously retur-
ned model. This is easily achieved by adding to the set of clauses a constraint
Neg(fA
1
; ::::; A
n
g) = fA
1
^ :::^A
n
!?g once a (nite) modelH(fA
1
; ::::; A
n
g)
has been constructed.
Denition22. (Minimal model generation procedure) Let S be a set
of range restricted clauses in implication form. Applying the minimal model
generation procedure to S consists in a depth-rst-left-rst construction of a
fair PUHR complement tableau for S such that S is augmented with Neg(M)
after each computation of a model H(M) of S.
Note that, by Denitions 7 and 16, if S
1
and S
2
are sets of range-restricted
clauses in implication form such that S
1
 S
2
and all clauses in S
2
nS
1
are of the
form A
1
^ :::^A
n
!?, then every PUHR (complement) tableau for S
2
can be
obtained from a PUHR (complement) tableau for S
1
by discarding ? from some
nodes. Conversely, every PUHR (complement) tableau for S
1
can be obtained
from a PUHR (complement) tableau for S
2
by adding ? to some nodes. Recall
that a set of clauses is nitary if its minimal Herbrand models are all nitely
representable.
Theorem23. (Soundness and completeness of the minimal model ge-
neration procedure) Let S be a nite set of range-restricted clauses in impli-
cation form. If S is nitary, then applied on S, the minimal model generation
procedure terminates, returns all minimal models of S (i.e. it is complete), does
not return any nonminimal model of S (i.e. it is sound), and does not return
any minimal model more than once.
The following example shows how the minimal model generation procedure
generates only minimal models and does not return duplicates.
Example 6. Figure 6 gives the search space of the minimalmodel generation pro-
cedure for the set of clauses of Examples 2 and 5. Note that all models returned
by the procedure are minimal.
>
P (a) _ P (b)
u
u
u
T
T
T
T
T
T
T
P (a) P (b)
P (b)! ? P (a) ^ P (d)! ?
P (b) _ P (d)
z
z
z
6
6
6
P (a) _ P (c)
r
r
r
r
Q
Q
Q
Q
Q
Q
P (b) P (d) P (a) P (c)
P (d)! ? P (c)! ? P (b) ^ P (a)! ?
?
P (a) _ P (d)
m
m
m
m
m
m
T
T
T
T
T
T
T
T
P (a) P (d)
P (d)! ? P (b) ^ P (c) ^ P (a)! ?
?
Fig. 6. A run of the minimal model generation procedure.
It is worth noting that fairness is necessary for the minimalmodel generation
procedure, as the following counter-example shows.
Example 7. Let S = f> ! P (a); P (x) ! P (f(x)) _ P (b); P (a) ! P (b)g. An
unfair PUHR complement tableau for S with leftmost branch fP (a); P (f(a));
:::; P (f
n
(a)); :::g not containingP (b) does not return the minimalmodelH(fP (a);
P (b)g) and does not give rise to applying the constraint P (a) ^ P (b) ! ? for
pruning redundant branches.
4.5 MM-SATCHMO
Figure 7 gives a program, we call MM-SATCHMO, which implements the mi-
nimal model generation procedure. It builds upon the implementation of com-
plement splitting described in Section 4.2. A slight modication of satisfiable
suces to construct the constraints induced by a (minimal) model. (vi stands
for violated_instance, mm_s_a for mm_satisfy_all).
The argument of the procedure mm is the body of the constraint under con-
struction. This data structure is redundant, for the model under construction is
also represented in the Prolog database. This redundancy can be easily removed,
at the cost of a less readable program. A more serious source of ineciency lies
in the way how violated clauses are detected: the last inserted atoms are not
used for an incremental detection. Although quite simple, an incremental eva-
luation requires longer and more complicated programs. An incremental clause
evaluation turns out to be especially benecial for the constrained search.
minimal_model :- mm_s_a([], C, C).
mm(true). mm_s_a([_B ---> H | Rest], C1, C3) :-
mm_satisfy(H, A),
mm(C1) :- and_merge(A, C1, C2),
findall(Clause, vi(Clause), Set), mm_s_a(Rest, C2, C3).
not (Set = []),
!, mm_satisfy(E, Atom) :-
mm_s_a(Set, C1, C2), cs_component(Atom, Suffix, E),
mm(C2). not (Atom = false),
mm(C) :- assume(Atom),
asserta(C ---> false). assume_neg(Suffix).
and_merge(Atom, true, Atom) :-
!.
and_merge(Atom, Conj, (Atom, Conj)).
Fig. 7. The MM-SATCHMO program.
5 Conclusions and Future Work
This paper presented a positive unit hyper-resolution tableau method for com-
puting the minimal Herbrand models of sets of range restricted clauses. The
method is complete and sound in the sense that it generates all and only mini-
mal models of its input set. A compact implementation of the procedure in the
form of a short Prolog program called MM-SATCHMO was also presented.
As a tableau procedure our approach enjoys a good degree of eciency stem-
ming from its restricted search space, from limiting the applications of expansion
rules and the use of matching without occur-check rather than full unication.
This is possible because, as a side-eect of a special range-restricted syntactical
form, the generated tableaux are ground. Since it makes instantiation necessary,
groundness of tableaux might be considered as a source of ineciency in a re-
futation procedure. However, since Herbrand models are characterized as sets of
ground atoms, this objection does not apply to a model generation procedure.
As a model generation procedure, ours compares well with those reported
in the literature, many of which are not sound in the sense that they generate
nonminimal models [8, 6]. Compared with approaches based on model genera-
tion then testing for minimality [2, 9] our approach avoids nonminimal model
generation altogether. The generation of nonminimal models is aborted as soon
as possible, in general before they are fully developed. Also, the method we
propose is applicable to rst-order clauses and not conned to propositional or
ground theories as the algorithms reported in [2, 14, 9]. While the applicability
of the approach proposed in this article to rst-order theories is a major advan-
tage, most of the techniques increasing the eciency for propositional or ground
theories proposed in [14, 9] can be incorporated into a version of our algorithm
tailored for that case. In [5] an approach is described for testing for a \mini-
consequence" property and for avoiding models that may be made nonminimal
by the existential instantiation rule (or  expansion [3]). The concept is useful
when existential quantiers are allowed, which is not the case we consider in the
present article.
Among the limitations of the procedure are its applicability only to range
restricted and so called nitary theories. However, range restriction is not much
of a constraint, because a model preserving transformation of general clauses into
range restricted ones was given. We believe that much of real-life tasks enjoy the
niteness properties needed for the applicability of our procedure. One of the
shortcomings of the procedure as reported here is its lack of incrementality.
Further improvements, not discussed in this paper, can also be incorporated.
Initial testing of a prototype of this procedure points to its eciency both
as a model generator, and as a refutation system [4]. Indeed, the restriction to
minimal models often dramatically reduces the search space, thus speeding up
the closing of a tableaux. The prototype was able to deal with theories with
a large number of minimal models with performances comparable to the best
reported in the literature [9]. Further testing is needed to better evaluate the
gains in performance and compare the minimalmodel generation procedure with
existing systems.
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