This paper describes the definition and testing of a new type of median filter for images. The topological median filter implements some existing ideas and some new ideas on fuzzy connectedness to improve, over a conventional median filter, the extraction of edges in noise. The concept of α-connectivity is defined and used to create an algorithm for computing the degree of connectedness of a pixel to all the other pixels in an arbitrary neighborhood. The resulting connectivity map of the neighborhood effectively disconnects peaks in the neighborhood that are separated from the center pixel by a valley in the brightness topology. The median of the connectivity map is an estimate of the median of the peak or plateau to which the center pixel belongs. Unlike the conventional median filter, the topological median is relatively unaffected by disconnected features in the neighborhood of the center pixel. Four topological median filters are defined. Qualitative and statistical analyses of the four filters are presented. It is demonstrated that edge detection can be more accurate on topologically median filtered images than on conventionally median filtered images.
Introduction
Since its introduction by Tukey [28] in the 1970s, the median filter has been used extensively for image noise reduction and smoothing. The filter preserves monotonic image features that fill more than half the area of the transform window. Examples are constant regions, step edges, or ramp edges of sufficient extent. Median filters are especially good at removing impulsive noise from images. The particular nonlinearity of the median filter permits it to smooth an image without the degree of blurring that a linear filter with similar smoothing characteristics can introduce. A variety of hybrid techniques that employ both median and linear filters combine the characteristics of both approaches [2, 3, 16, 20, 33] .
A median filter can, however, introduce spurious artifacts into the transformed image. The filter removes or attenuates image features that are smaller than the filter window in at least one dimension. This is the strength of the filter, or a weakness, depending on the features and the noise in the image. Significant image features such as long, thin lines or bands are removed by the filter if they are less than half the width of the filter window. This occurs regardless of the length of the feature in the other dimension, regardless of the actual area in pixels of the feature. In the presence of significant noise, step-edges can be blurred by the median contrary to its "edge-preserving" nature.
Bovik has shown that, depending on the shape of the transform window and the signal to noise ratio of the image, the median filter can generate streaks and amorphous blocks which do not correlate with the input signal [5] . Edge displacement (jittering) under noise is another problem.
Under large transform windows, images with high noise content tend to fade at the boundaries [4, 15] . Some of the median's artifacts can be eliminated through adaptive techniques that impose structural or statistical constraints. Filter parameters such as window size, window shape, or rank can be adapted as a function of the input [10, 19, 26, 35] .
Variations or generalizations of the median, such as rank-order filters and stack filters have been investigated [31] . Some of these permit the design of specially tailored filters to enhance or suppress certain structures in specific types of images [11, 18, 32, 33] . At least one design computes an output that depends on the spatial locations of the samples within the transform windows [10] .
Image features and the median filter
Let I : Z n → Z be an integer-valued image defined on n-tuples of integers. Let p ∈ Z n be a pixel location. Then I(p) ∈ Z. Let E = {q 1 , . . . , q m }, where q j ∈ Z n , be a set of m pixel locations, so that E + p = {q 1 + p, . . . , q m + p} defines a neighborhood of p. Thus, p is a pixel location, I(p) is a pixel value, E + p is a neighborhood of p, and I(E + p) = {I(q) | q ∈ E + p} is the set of values of I on neighborhood E + p.
The concept of a path is necessary for this work. We define a path, ρ, within a set of pixel locations, E, to be a set ρ = {p = p 0 , p 1 , . . . , p m = q} ⊂ E ⊂ Z n such that the distance between p k and p k+1 is no greater than √ n. When the image is defined on a planar grid, n = 2, and pixels on the path must be 8-neighbors of each other. The filters in this paper use only neighborhoods that contain contiguous pixels. That is, given an arbitrary pixel p 0 ∈ E one can move to any other pixel p m ∈ E by moving along a path ρ ⊂ E.
For any given p, the values, I(E + p), can be collected in a histogram, H I(E+p) : Z → Z.
H I(E+p) (k) is the number of pixel locations in E + p at which I has value k. If the histogram is normalized, it forms a sample density function,
which is an estimate of the probability density function (PDF) of I on E + p, P I(E+p) . Define the where κ = max{I(q) | q ∈ E + p}.
In practice, median filters are often used to "clean up" images for direct viewing or to prepare them for further processing. Ideally, given a noisy image I, the goal is to recover the underlying noise-free image J. Assume that I = J + N , where N is a noise image such that each N (p) is an independent, identically distributed (IID) random variable with (unknown) PDF, P N . J is presumed to be deterministic but each pixel value, I(p), in the noisy image is a random variable with PDF P I(p) (k) = P N (k − J(p)). That is, P I(p) is P N with mean shifted by J(p).
For this paper, we define an image feature as a contiguous region in Z n on which J has approximately constant intensity or approximately linear intensity variation in all directions. 1 Features are delineated so as to partition the image. Then, feature boundaries are intensity edges. Let Φ{p} designate the feature in J to which pixel p belongs. We use curly brackets {·} to distinguish Φ{p}, which is a set of image pixel locations that includes location p, from (for example) I(p) which is the integer value of image I at pixel location p.
Define #{·} to be the cardinality operator. Then given a set, B, of pixel locations, #{B} is the number of pixel locations in B. Consider Φ{p} ∩ {E + p}, the subset of the neighborhood of p that contains pixels from the feature to which p belongs. If {E + p} is small enough that
but is large enough thatP I(E+p) (k), the sample density of I, approximates J(p) + P N (k) then med E+p {I}(p) is a reasonable estimate of J(p). This is especially true if P N (k) has zero mean and has significant weight at values of |k| larger than the variation of J over Φ{p}.
If one could determine {E + p} ∩ Φ(p), the set of pixels in the neighborhood that are in the same feature as the center pixel, then one could use only those pixels to estimate the true value of J(p) by computing med {E+p}∩Φ(p) {I}. Topological connectedness (cf. Sec. 3) can be used to estimate {E + p} ∩ Φ(p). However, by restricting the estimate of the median to only part of the neighborhood, the sample size can be made too small to get a good estimate.
Even if we could accurately determine {E + p} ∩ Φ(p), the change in sample size from neighborhood to neighborhood can cause edge jittering and less than effective noise removal. The process of determining topological connectedness requires the construction of a connectedness map (cf. Sec.
4.1).
In the course of this research, we found that median filtering this connectedness map itself resulted in an image closer in appearance to J than did the conventional median filtering of I. This process introduces a bias (a brightness shift) in the result. The bias is, however, uniform over all neighborhoods. Therefore the edge sharpness and edge strength of the result are less affected than by a conventional median filter. Figure 1 demonstrates the results. Panel (a) shows a 256-level grayscale image, with additive Gaussian noise of mean zero and σ = 32, (b) is the result of a conventional 7 × 7 median filter (3 × 3 and 5 × 5 medians left the result noticeably noisy), (c) shows the effects of median filtering, within a 7 × 7 window, only the pixels connected to the center, and (d) shows the result of one of the topological median filters, a 7 × 7 T L, applied to (a). Note that the median filter of the connected pixels preserves more detail than the conventional median, but the result is still quite noisy. The output of the T L filter preserves many of the details while effectively removing visual noise.
Outline of paper
The paper is organized as follows: A quick review of fuzzy topology provides the terminology and 
Digital Topology and Fuzzy Digital Topology
The notion of connectedness is a fundamental concept of digital topology [14, 22, 24] . The connected components are basic information units in an image. Topological image operations include counting holes and objects [17] , border following [8] , and object thinning or skeletonization [1, 12] .
Digital topology has straightforward application to binary images where regions, edges, and object boundaries can be defined and located with precision.
In 1979, Rosenfeld [23] extended digital topology from binary to multivalued images by modeling an intensity image as a fuzzy set [34] . If the intensity values are scaled in the range [0, 1], one can associate the gray level of a pixel with its Degree Of Membership (DOM) in the set of high-valued or "bright" pixels [21] . Fuzzy topology modifies the notion of "connected to" to encompass "Degree
Of Connectedness" (DOC) which quantifies the spatial ambiguity. DOC is defined and can be computed in terms of scaled intensity values.
Fuzzy sets: terminology and notation
Let Σ be a set of points. A generic element of Σ is denoted by p. Let E ⊂ Σ with p ∈ E. This relationship can be represented by the characteristic function, µ E (p), such that
A characteristic function can, however, be defined to take any value in the interval [0, 1] as a function of specific points. In that case µ E (p), becomes a fuzzy membership function. Rather than indicating the binary, member / not-member status of a point µ E (p) indicates the DOM of p in E.
Then, the statement that p is not in E is signified by µ E (p) = 0. If p is fully in E then µ E (p) = 1. 
The union of fuzzy sets E and F is G whose membership function is
for all p ∈ Σ. The intersection of fuzzy sets E and F is H whose membership function is
for all p ∈ Σ.
Fuzzy topology: definitions and properties
The fuzzy topological concepts in this section were defined by Rosenfeld in [23, 25] to apply to digital images. All of the connectivity definitions apply to either a 4-connected or 8-connected topology on a finite, rectangular pixel-grid.
We define Σ as the set of pixel locations from an image I : Σ → {Z + ∪ 0}. Σ is an R row by C column, contiguous subset of Z 2 . R and C are positive integers and Z + is the set of all positive integers. I is, technically, the mapping from a specific pixel location to a specific intensity value. Thus, I(p) is the value of the image at pixel p ∈ Σ and I(Σ) represents the entire matrix of intensities. Depending on the context, we will often use I to mean I(Σ).
Definition 1 Degree of membership in an image.
Let I : Σ → {Z + ∪ 0} be an image. Assume I(p) = 0 for at least one p ∈ Σ. Let κ = max{I(p) | p ∈ Σ}. Define the Degree Of Membership (DOM) of p in I as
The DOM, µ I (p), of a pixel is its normalized intensity. µ I (p) can be considered to be the DOM of p in the set of "bright" pixels. Similarly, the degree of membership of p in the set of "dark" pixels can be defined as
In the development that follows, we use E+p to mean a specific neighborhood in the image. That is, E ⊂ Z 2 , is a set of contiguous pixel locations in a specific geometric configuration. E + p ⊂ Σ is the neighborhood of shape E located at pixel p ∈ Σ.
The DOM of pixel p in the image is represented as µ I (p) = µ I(Σ) (p), or in the neighborhood as
Since the DOM of a pixel is its normalized intensity,
Thus the DOM of pixel p can be written µ I (p) in all contexts. We will often refer to the gray level or intensity value, I(p), of a pixel p as its DOM. Since I has a specific, maximum intensity value, the gray level and the DOM are logically equivalent. Note that in the strict sense of fuzzy logic, Σ represents the set of locations of bright pixels and µ I (p) would more properly be written as µ Σ (p).
No logical contradictions follow, however, from our slight modifications of the meanings of I, Σ, or
E.
Definition 2 Path strength.
Let ρ = {p = p 0 , p 1 , . . . , p n = q} ⊂ E ⊂ Σ be any path in E between two pixels, p and q. The strength of ρ, s E (ρ), is defined as the minimum DOM among the pixels on the path,
In other words "a path is as strong as its weakest link." In any real digital image, there are a finite number of paths between any two pixels. To determine the degree of connectedness between two pixels, according to the definition all possible paths that link the pixels must be analyzed.
Definition 3 Degree of connectedness of two pixels.
The Degree Of Connectedness (DOC) of p and q, c E (p, q), is defined as
for all paths ρ ⊂ E between p and q.
Thus, the degree of connectedness between two pixels is the strength of the strongest path between any two pixels.
Connectivity can also be defined for a set of more than two pixels.
Definition 4
Degree of connectedness of a set.
For any subset E ⊆ Σ, the DOC of E is defined as:
The DOC of a set of pixels is given by the smallest DOC in the set between two of its members.
This leads to a definition of connectedness.
Definition 5 Connectedness of two pixels.
Two pixels p and q are said to be connected in E if and only if there exists a path
where p i ∈ E, for 0 ≤ i ≤ n, such that for every pixel, p i ∈ ρ c ,
Thus, two pixels are connected in E if there is a path in E ⊆ Σ between them such that each pixel on the path has a DOM not smaller than that of the lesser of the two end pixels. Equivalently, p and q are said to be connected if
Or, in other words, two pixels are connected if the minimum DOM along the strongest path that connects them is attained by one of the pixels itself.
These four properties from [23, 25] are used in the derivations of our new results:
1. The following are all quantities in the closed interval [0, 1]: the DOM, µ I (p), of pixel p; the strength, s E (ρ), of path ρ(p, q) from p to q; and the DOC, c E (p, q) of p and q.
2. The DOC is reflexive:
4. The DOC of two pixels can not be greater than the smaller of the two's DOM:
Figure 2 depicts two paths connecting two pixels p and q, and the intensity variations along these paths. Note that, µ I (p) > µ I (q). The strength of the left path is µ I (q) which satisfies the connectivity criteria. The existence of this path is sufficient to show that p and q are connected.
The strength of the right path is µ I (r) which is smaller than min{µ I (p), µ I (q)}, so p and q are not connected through the right path.
New Results on Fuzzy Connectedness
By definition, the degree of connectedness between any two pixels is computed by evaluating all the paths connecting these pixels. However, traversing all possible paths is a computationally expensive task, especially for large subsets. Udupa and Samarasekera devised an algorithm that uses dynamic programming to calculate the degree of connectedness for use in the segmentation of Magnetic Resonance Images (MRI) of the brain [29, 30] . We have devised algorithms that compute the DOC without evaluating all the paths nor with the computational complexity of dynamic programming (cf. Sec. 4). This section contains definitions and propositions necessary for the development of those algorithms.
The concept of α-connectedness is useful for the computation of the degrees of memberships among a set of pixels. It also clarifies the relationship between DOC in grayscale images and connectivity in binary images. It is the fundamental component of the new results in this paper.
Definition 6 α-connectedness.
Pixel p is said to be α-connected to pixel q in E if the DOC between p and q in E is equal to the
In other words, p is α-connected to q, if ρ is the path of greatest strength among all the paths from p to q, and among the pixels in ρ, p has the smallest degree of membership.
An equivalent definition follows: Let B t be the binary image created by thresholding I at gray level t. That is, let:
Then pixel p is α-connected to pixel q in E if p is connected to q in B I(p) ∩ E. That is, if p and q are in the same connected component in window E of binary image B I(p) created by thresholding I at the gray level, I(p), then p is α-connected to pixel q in E.
Properties of α-connectivity
It follows from the definition that the DOMs of pixels on a path, ρ, that α-connects p to q are such
If ρ does not α-connect the points but instead traverses a valley in DOM space between p and q, such that s E (ρ) = µ I (r), then r is α-connected to both p and q. Conversely, if r is α-connected to p along path ρ(p, r) and to q along ρ(r, q) then the strength of the concatenated path from p to q is s E (ρ(p, q)) = µ I (r).
Clearly, α-connectivity is reflexive since c E (p, p) = µ I (p) means that p is α-connected to itself.
It is transitive since if p is α-connected to q which is α-connected to r, then p must be α-connected to r. But it is not symmetric since p could be α-connected to q where µ I (q) > µ I (p) which implies that q is not α-connected to p.
Degrees of connectedness in sets of pixels
By Def. 5 it is apparent that if one of p or q is α-connected to the other, then are p and q are connected. On the contrary, if p and q are connected, then either p is α-connected to q or q is α-connected to p. This suggests a way to find the connected components in a set of pixels: if the α-connected pixels can be found, then the connectivity among those pixels is established. This, in turn, facilitates the computation of the degree of connectedness between pixels in a set.
Theorem 1 DOC of two pixels in a set.
Let I : Σ → {Z + ∪ 0} be an image, where Σ is an R row by C column contiguous subset of Z 2 and Z + is the set of positive integers. Let κ = max{I(p) | p ∈ Σ}. Let E be a finite subset of Σ. Let p and q be distinct pixels in E. Let
i=0 ⊂ E be the set of pixels which are α-connected in E both to p and to q.
The degree of connectedness between p and q is t/κ, where t is the largest threshold that can be applied to I such that p and q are in the same connected component of
Moreover,
Proof :
Let ρ pi (r i , p) and ρ qi (r i , q) be paths over which r i is α-connected to p and to q. Let ρ i (p, q) be the concatenation of ρ pi (r i , p) and ρ qi (r i , q). Then
Moreover, by property 4 of the DOC,
If there were a path, ρ x (p, q), such that
then there would be a pixel r x ∈ ρ x such that µ E (r x ) < µ E (s) for all other pixels s ∈ ρ x . But this implies that r x is α-connected both to p and to q so that r x = r i for some i. Therefore,
Let
B t i is a connected binary component that contains r i , p, and q. Lett = κ ·r. Thent is the largest number t for which B t is a connected binary component that contains both p and q.
End of proof.
A practical consequence of the result is that once α-connectedness is computed for a set of pixels, the degree of connectedness between the pixels can be evaluated without considering all the possible paths. Thus, determination of connectedness among a group of pixels is reduced to the determination of α-connectedness.
DOC Algorithms
The previous section demonstrated that the degree of connectedness between pixels p and q can be computed using α-connectedness. This eliminates the necessity of finding all possible paths between the pixels.
The following algorithm computes c E (p, q), the DOC in E of p and q.
Algorithm 1 Computation of the DOC between two pixels.
, such that p = p 0 and q = p n−1 , be a set of pixels from Σ. Let U , be a set of pixels that is empty at first. Let p ∼ q denote that p is connected to q in the binary sense.
Algorithm 1 is the direct result of Theorem 1. The pixel values from I do not have to be normalized. They can be used directly through the substitution, µ I (p) = I(p). To increase the efficiency of the algorithm, the first pass threshold level should be set to t max = min{µ I (p), µ I (q)}.
If p and q are binary-connected at threshold t max , then they are connected in grayscale with DOC equal to t max . If p and q are not binary-connected at that threshold, then thresholds smaller than t max must be checked.
The filters described below (cf. section 5) require computation of the DOC within a neighborhood, E, of each pixel, p, in image I. That is, for each p ∈ I the DOC is computed between p and each q ∈ E + p (cf. section 1.1). The binary connectivity to p of q ∈ E + p can be determined by thresholding E + p at min{I(p), I(q)} and using a fast, morphological,binary connectedness algorithm such as the dilate-and-mask algorithm described in [7] .
To determine the DOC between a pixel and all the others in a neighborhood, the following algorithm is more efficient than the repeated use of the previous one. Recall that given a set,
, of pixels the DOC, c E (p 0 , p i ), between p 0 and another pixel, p i , is the maximum threshold at which p i is binary-connected to p 0 in E. Property 4 of the DOC states that c E (p, p i ) <=
Algorithm 2 Computation of the DOC between one pixel and the others in a set.
be the set of pixels in E that have DOM greater than or equal to µ I (p i ). Let p ∼ q denote that p is connected to q in the binary sense.
The DOC algorithm of Udupa and Samarasekera [29] is iterative. (It does not use the idea of α-connectedness which is new with this work.) When the algorithm converges, the result is a connectivity map of one pixel to all the other pixels in the set. If all the connectedness relations between pairs of pixels are to be determined, the algorithm must be executed once for each pixel (less one) in the set.
Algorithm 2 finds the DOC between one pixel and all the others binary-connected to it at successive intensity levels. It can be modified to calculate all the connectedness relations by incorporating connected component labeling algorithm in the procedure. Algorithm 2 can be executed in parallel because the operations at each threshold do not require the results from the others.
The connectivity map
If p is taken as the center pixel in an (2m + 1) × (2n + 1) rectangular window (m > 0, n > 0), then a DOC map of the window indicates how the center pixel is connected to the others. We call such a map, a connectivity map or a conn-map. Examples of these are shown in Fig. 3. Fig. 3-a shows a 9 × 9 area from an image, I, that has five gray levels. (The solid black lines trace the pixel boundaries; black is not one of the gray levels in the example.) Figs. 3-b through 3-j show the conn-maps for each of the nine 7 × 7 windows contained in the image region.
Let p ∈ Σ be a pixel location, let E + p ⊂ Σ be a neighborhood at pixel p, let I(p) be the value of image I at pixel p, and let I(E + p) be the image on the entire neighborhood. Similarly define M (p) and M (E + p) as values of the conn-map.
In each window E + p, the intensity, I(p), of pixel p is preserved by the conn-map; that is, M (p) = I(p). The intensities of other pixels, p i , in the conn-map are determined by the α-connectedness relation between p and p i . Let A + p be the subset of pixels in E + p that are α-connected to p, let B + p be the subset of pixels in E + p to which p is α-connected, and let C + p be the subset of pixels in E + p that are not connected to p. That is,
Pixels, p i , from set A+p are such that I(p i ) ≤ I(p). They are either beside p on a constant plateau, below p on a ramp, or on the other side of a peak from p. Pixels, q k , from set B + p are such that
. They are either above p on a ramp, or on the other side of a peak from p. Pixels from set C + p can have any intensity value but form brightness peaks or plateaus in I that are separated from p by a dark line or valley in I(E + p).
Any pixel, p i ∈ A + p retains its original intensity, I(p i ), in the conn-map. If q j is in B + p, then q j takes gray level I(p) in the conn-map. If r k is in C + p, then the conn-map at that pixel has the value of the DOC of r k to p. In terms of the three subsets of E + p,
M (q j ) = I(p) for all q j ∈ B + p, and (27)
All these situations are seen in Fig. 3 . Each 7 × 7 window is outlined by a large white square.
Center pixel p is outlined by a small white square. Pixels that are α-connected to p are labeled with a white dot. Any pixel to which p is α-connected is labeled with a black dot. Pixels in peaks disconnected from p are labeled with a white plus (+). Pixels inside the windows that are not labeled lie on paths of constant gray level equal to that of p.
Topological Median Filters
In section 1.1 we stated that median filtering the conn-map of an image produces a result that is apparently less noisy and has more features preserved than median filtering the original image. The statement was supported by Fig. 1 .
In this section, we define and describe operators that are median filters of the connectivity map.
For an image, I, and a neighborhood specification, E, we define two basic operations, T L[I; E] -the topological median of light-connected pixels in I, and T D[I; E] -the topological median of dark-connected pixels in I.
Definition 7 Simple topological median filters.
Let p ∈ Σ be a pixel location and let I : Σ → {Z + ∪ 0} be an image. Let E ⊂ Σ be a set of contiguous pixel locations and let E + p ⊂ Σ be a neighborhood of shape E at pixel p.
The median of the light-connected pixels in I, T L[I; E], is defined by
for all pixels p ∈ Σ such that E + p ⊂ Σ. c E+p (p, q) is the DOC between pixels p and q within E + p. The median of the dark-connected pixels in I, T D[I; E], is defined by
T L operates directly on image I, whereas the domain of T D is the "negative" (in the photographic sense) image, I.
In Sec. 1.1, we definedP I(E+p) , the sample probability density function of neighborhood E + If C + p is nonempty, then E + p has some areas that are disconnected from p. At those Thus, the probability mass from a disconnected peak in E + p is shifted to below I(p) unless that peak already happens to have intensities less than I(p).
All this suggests that for all images I, T L[I; E](p) ≤ I(p), that T L[I; E] is antiextensive. (This
will be shown to be true in Prop. 1.) Through its antiextensivity , the T L filter is a quasi erosion.
It is not a true erosion because it does not commute with the infimum (fuzzy intersection) operation [27] . For some images I and J, T L[
On the average T L[I; E] is darker than I. The skewing of the CPDF toward the dark end causes the topological median filter T L[I; E] to produce a sharper response to a step-edge in noise than does a conventional median filter (cf. section 6).
As T L is a quasi erosion, so T D is a quasi dilation but not a true dilation. The similarities of
T L and T D with erosion and dilation suggest the construction of composite operations: a quasi opening, T DL[I; E] = T D[T L[I; E]; E] and a quasi closing, T LD[I; E] = T L[T D[I; E]; E]. Neither
T DL nor T LD are increasing so T DL is not a true opening and T LD is not a true closing.
Definition 8 Composite topological median filters.

The composite operators, T DL and T LD, are defined as T DL[I; E] = T D[T L[I; E]; E] (31) T LD[I; E] = T L[T D[I; E]; E]
We sometimes call these four topological median filters, "degree of connectedness filters" because they operate on the DOC map of each neighborhood in the image. The following properties of the T L and T D filters are important because they bound the outputs of the filters.
Proposition 1 Antiextensivity.
Operator T L is antiextensive, i. e., T L[I; E] ⊆ I. That is, T L[I; E](p) ≤ I(p) for all p ∈ Σ.
By proposition 4, for every pixel q ∈ E + p, The DOC between p and q is such that c E+p (p, q) ≤
L[I; E](p) ≤ I(p).
End of proof.
Proposition 2 Extensivity.
Operator T D is extensive, i. e., T D[I; E] ⊇ I. That is, T D[I; E](p) ≥ I(p) for all p ∈ Σ.
The DOC between a pixel, p, and any pixel q ∈ E + p, can not be larger than min{µ I (p), µ I (q)}.
On the other hand, the following inequality always holds:
p). Therefore, T D[I; E](p) ≥ I(p).
End of proof. additive zero-mean Gaussian noise with standard deviations 16, 32, and 64. In Fig. 10 the CMF has blurred the edges more than the T DL which has, unlike the CMF, kept the objects separated (at lower noise levels). The T LD kept the edges sharp in the two lower noise images, (C) and (f), but it connected the small objects because of their polarity (they are light on a dark background).
These two properties ensure that I −T L[I; E] and T D[I; E]−I
The T LD, in favoring light regions, has created false features in the high noise case (Fig. 10-i ).
It appears that he T DL and T LD are better edge preserving filters than the CMF -when they are appropriately used. For an image with light features on a dark background use the T D or the
T LD (which is T L[T D(I)]; for an image with dark features on a light background use the T L or T DL (which is T D[T L(I)])
. If the opposites are used, the results may well be worse than for a CMF in large transform windows.
Statistical Properties of Topological Median Filters
In section 5, we defined the Neighborhood Probability Density Function (NPDF) at a pixel to be the normalized histogram of the values from the image inside the transform window centered at that pixel. We defined the Connectivity map Probability Density Function (CPDF), as the normalized histogram of the values from the connectivity map inside the transform window.
A theoretical analysis of the statistical properties of TMFs is difficult because the connectivity map transformation is nonlinear. We have not found a rigorous way to determine the expected value of the degree of connectedness between any two points. Nor, since the CPDF is a function of the spatial configuration of pixels in the transform window, is it possible to determine the CPDF directly from the NPDF alone. We estimated the statistical characteristics of the TMFs by filtering noise images and creating normalized histograms of the results. We used more than 100 images for each filter type and averaged the results.
Intensity Bias
A bias -a shift in the mean intensity of the image during transformation -results from the asym- 
Note that the bias increases only slightly with the size of the window, which suggests that the pixels close to the center of the filter window dominate the response. Any path that connects a pixel in the window to the center pixel must pass through one of the center's 8-neighbors. These eight affect the strength of all the paths and therefore dominate the degree of connectedness. Thus, larger windows have minor additional effect on the amount of bias.
To estimate the transformation of a Gaussian random variable by T L and T DL, we generated 100 Gaussian noise images with µ = 128 and σ = 25, filtered these with 9 × 9 T L and T DL operators, and took the pointwise average of the normalized gray level histograms of the outputs. The T L and the T DL introduce a negative bias the T D and T LD, a positive one. In images with noise of small-variance, the output bias is likewise small. In the presence of a step edge, a T L or T DL decreases both the high-intensity side and the low-intensity side by the same amount (on the average). Similarly, the T D and T LD increase both sides of the edge. Thus, on the average, preprocessing by the one of these four TMFs introduces no bias on the estimated strength of step edges larger in extent than the transform window. Since a TMF smears a step edge less than a CMF, this result suggests that a TMF may be a better preprocessing filter for edge detection than an a CMF.
Output Variance
Unlike the shift in mean introduced by a TMF, the output variance, σ 2 , is a function of the filter window size. To estimate the change in σ we analyzed a large set of images similar to those used to estimate the bias. Figure 13 plots the estimated output distribution σ versus the σ of the input distribution for 7 × 7, 9 × 9, and 11 × 11 TMFs. For comparison, the estimated σ of the same-sized CMF output distribution is plotted.
According to [33] , the variance of median filtered Gaussian noise is approximated by
where n is the number of pixels in the window. Through inspection of the output variances of both, we see that the σ of the T LD is approximately 5/4 times the σ of the CMF. That is,
Thus, a conventional median filter reduces the noise amplitude -on the average -more than does a topological median filter.
Edge Statistics
The action of the T L filter at a noisy edge was described qualitatively in section 5. Using ensemble averages on a large group of noisy test images (as in the previous section), we can estimate the output statistics of a TMF applied to a noisy edge. Let H represent the nominally bright side of the edge and let L represent the dark side. In the experiment discussed here, the L half has a mean value of 15 and the H half, 25. Gaussian noise with σ = 9 was added to the ideal edge image.
The solid curve in Fig. 14 shows the accumulated responses of a 9 × 9 CMF applied to an The solid curves plot the output distributions of a 9 × 9 T L filter at the same locations. Figs. 15-a and -c show that a value close to the correct one, 15, is nearly always chosen for pixels on the L side of the edge. Note that errors, when they occur, tend to be darker rather than lighter than the true values. This is to be expected, given the negative bias of the T L filter.
On the H side, the response of the T L is not as often correct. At locations in H one pixel away from the edge the correct value, 25, is the most likely one to be generated by the T L filter (Fig.   15-b) ; it is unlikely to choose 15, the correct value of L, when in H. The peak at 25 is, however,
shorter and some what wider than that at 15 in Fig. 15 -a, which supports the idea that the T L filter has a larger variance in bright regions than in dark regions. Fig. 15-d shows the output distribution of the T L filter in H on the edge, in the same location as the CMF in the previous example ( figure 14) . Although the highest peak is at 15, proportionately more of the probability mass lies close to 25 than in the CMF output PDF. This implies that the T L filter is more likely to produce a value close to the true H mean than is the CMF at that location.
In order to quantitatively verify the edge preservation characteristics, we applied a Sobel edge detector to the output of each operator applied to the noise edge test images. We computed the root-mean-square (RMS) strength of the output at distances up to 5 pixels away from the true edge location. We used the formula,
where I k is the output of the Sobel edge detector on the kth of M test images. Each I k was n × n (n = 64 in out tests) with the H side of the edge occupying pixels {p = (x, y) | Figure 16 shows the results for a 7 × 7 median (dotted line) and T DL (solid line). Figure 17 shows the results for a 9 × 9 median and T DL. For small noise levels both filters yield similar results. As the noise level increases, however, the T DL produces stronger edges.
Perturbation of Edge Locations
In Section 1 the artifacts of conventional median filters were discussed. A CMF smears, diminishes, or outright removes, any image features that are smaller (in 1 or 2 dimensions) than the transform window. With respect to edge detection, this has two ramifications. If there is an edge at location p in the original image, I, there may or may not be an edge at p in the CMF filtered image M .
If I(p) is an edge but M (p) is not, there may be a location, q, in M within a neighborhood of p, such that M (q) is an edge pixel but I(q) is not. This is true, notwithstanding the common notion that median filters are "edge preserving". (Note: in the following discussion, the term "edge" is used specifically to mean a pixel location p marked by an edge detection algorithm. The term does not refer to a spatially connected set of such locations perceived by an observer to be an edge-like feature in an image.) Both CMFs and TMFs alter the feature content of an image on a scale smaller than the transform window, primarily by smoothing. Thus, one would expect M and T (= TMF of I) to contain fewer edge pixels than I and this bears out in practice. In fact, that is usually the point of using a median filter in the first place -one consequence of less noise is fewer edges. However, the displacement of edges by a filter is a spurious, possibly deleterious result. The structure of TMFs suggests that they will not displace edges as often as do CMFs. We found this to be true in the following experiment:
To compare the perturbations of edge location induced by CMFs and TMFs, we processed a set of 10 real images, I = {I k } 10 k=1 , to create image sets M = {M k } 10 k=1 and T = {T k } 10 k=1 , where We applied the Canny detector to each of the images in I, M, and T . The images in I were not especially noisy per se, but many of them contained small features that would be distorted by a 7 × 7 filter. (See Appendix.) Therefore they formed an appropriate test set.
We took the edges detected in each I k to be the ground truth and counted the coincidence (i.e., the co-occurrence at each pixel location) of edges in the corresponding M k and T k . We used this data to estimate the fraction of edges displaced by the two filters. One of the images, its transforms, and the corresponding edge maps are shown in Figure 18 . The coincidence data is summarized in Table 1 .
The number of pixels in image set I is the sum over k of the number of pixels in each I k . M and T have the same number of pixels as I (but have fewer edge pixels -edges -than I. p k represents the same pixel location in images I k , M k , and
then we say that p k is an edge pixel. If more than one of
we say that there is a coincidence at p k .
The first part of the table lists the number of pixel locations, p k , such that one of The data show that the CMFs detect 32% of the edges in I k whereas the TMFs detect 56% of them. On the other hand, 46% of the edges detected in the M k s are either spurious or displaced from their locations in the original whereas less than 25% of the edges in the T k s are erroneous.
(We know of no consistent way to tell the difference between a false detection and a displacement.) 29% of the ground-truth edges were detected in the TMFed images and simultaneously missed in the CMFed images. Conversely, detected in the CMFed images and missed in the TMFed were only 5% of the ground-truth edges.
These data support the hypothesis that TMFs preserve edges with higher frequency and better accuracy than do CMFs.
Conclusion
The topological median filters (TMF) defined in this paper outperform conventional median filters (CMF) with 7 × 7 or larger transform windows, in the reduction of noise while preserving edges.
TMFs were shown (Section 6) to preserve the slope of step edges in the presence of noise more accurately than do CMFs. Therefore TMFs smear or blur an image less than does a similarly sized CMF. A statistical analysis of noisy step edges (Section 7.3) suggests that the magnitude of a noisy step edge will be recovered more accurately by TMFs than CMFs. TMFs were shown (Section 7.4) to preserve the locations of edges significantly better than do CMFs. Two paths connecting pixels p and q, and intensity variations along these paths. Figure 3 : (a) a 9 × 9 section from a 5-level image, I; (b)-(j) connectivity maps of the nine 7 × 7 windows contained in the section. Each 7 × 7 window is outlined by a large white square. Center pixel p is outlined by a small white square. Pixels that α-connected to p are labeled with a white dot. Any pixel to which p is α-connected is labeled with a black dot. Pixels in peaks disconnected from p are labeled with a white plus (+). Pixels inside the windows that are not labeled lie on paths of constant gray level equal to that of I(p). (Continued on next 2 pages.) Figure 6 : A 3 × 3 section from the middle of the image in diagram 3-a and the the outputs of the median, T L, and T D from the nine 7 × 7 windows contained in the image. Figure 7 : (a) a 9 × 2 dark band on a 9 × 10 light background; (b) output of a n × n square median for n ≥ 5, also the output of the n × n T D, T DL, and T LD; (c) output of a n × n T L for n ≥ 5; (d) a 9 × 2 light band on a 9 × 10 dark background; (e) output of a n × n square median for n ≥ 5, also the output of the n × n T L, T LD, and T DL; (f) output of a n × n T D for n ≥ 5. Figure 8 : (a) a 9 × 10 noise-free step-edge; the gray levels are 1 and 3, out of the set {0, 1, 2, 3, 4}.
(b) a 9 × 10 3-level noise field; dark gray is −1, middle gray is 0, and light gray is +1. (c) a noisy step-edge, the pixel-wise algebraic sum of (a) and (b); (d) the result of a 7 × 7 median filter applied to (c); (e) the result of a 7 × 7 T L filter applied to (c); (f) the fuzzy complement of (e); (g) center pixels from (d); (h) the result of a 7 × 7 T L filter applied to (f ); (i) the fuzzy complement of (h), which is the output of a a 7 × 7 T DL filter applied to (c). 
Appendix: Example images
The figures in this section comprise regions from the 10 images used to compute the edge coincidences described in Section 7.4. For each, the original is followed by the corresponding regions of the conventional median filtered image and the topological median filtered image. Both filters are defined on 7 × 7 neighborhoods. 
