We state sufficient conditions that guarantee the existence and compactness of solutions of a class of Volterra integrodifferential inclusions. The integrodifferential inclusion is reformulated as an integral inclusion using the variation of parameters formula. The existence of solutions of the integral inclusion is obtained using the extension of the Kakutani Fixed Point Theorem by Bohnenblust and Karlin and a compactness argument.
Introduction
The aim of this paper is to provide sufficient conditions for the existence of solutions of Volterra integrodifferential inclusions of the form All throughout this paper, we will assume that f and A are continuous.
The framework of the present paper is based on the one presented in Angell [4] and Macansantos [9] for integral inclusions. The author in [4] proved the existence of solution of an integral inclusion of Urysohn-type and with delay, and imposed boundedness, convexity and semicontinuity conditions on the associated set-valued map. The methodology is then extended in [9] to a class of Volterra integral inclusions with convex orientor field. Both papers used the Kakutani-Bohnenblust-Karlin Theorem (see Section 2 for its statement). Papageorgiou [10] extended the work of Angell to Urysohn-type integral inclusions with nonconvex orientor field using a lower semicontinuity condition and the theorem of Fryszkowski. Existence of continuous selections of nonlinear Volterra integral inclusions with m-accretive perturbations and convolutiontype kernel are discussed in [3] . Nonlinear semigroup theory can be also used to prove existence results for Volterra integrodifferential inclusions in infinite dimensional spaces, for example, in [11] . Differential and integral inclusions arise in many areas such as control theory, mathematical economics, optimization and stochastic games (e.g. [8] and [11] ). Other references dealing with differential and integral inclusions are [1] , [3] , [5] , [6] , and [12] to name a few.
Definitions and Assumptions
In this section, we state our assumptions on the functions g and F appearing in (1.1). We assume that the function g satisfies the following conditions.
(g1) The function g is bounded, that is, there is a positive number N g such that |g(t, s, w)| ≤ N g for all t, s ∈ [0, T ] and w ∈ R n .
(g2) The family of maps {G s : s ∈ [0, T ]} induced by g, where the function
. Let X and Y be two linear topological spaces. A set-valued map F : X → ℘(Y ) is said to be convex if F (x) is convex for each x ∈ X. If X is a metric space with distance d and F : X → ℘(Y ) then the set-valued map F is said to be upper-semicontinuous in the sense of Kuratowski if
for all x ∈ X. Here, ℘(Y ) denotes the power set of Y .
Let M(R) denote the σ-algebra of Lebesgue measurable subsets of the real line R. The following growth condition will play an important role in our proof, see [9] 
Then F is said to satisfy a growth condition, called the γ-condition, if there exists a set-valued map
With these definitions, we make the following assumptions on the map F .
(F1) F is convex. (F3) F satisfies the γ-condition.
To study the inclusion (1.1), we recast the system as an integral inclusion. To do this, let us first consider the initial-value problem
Using the variation of parameters formula, the solution of the above initial-value problem is given by
Reversing the order of integration in (2.2), we can rewrite x as
where we putf (t) = t 0 E(t, s)f (s) ds. Therefore, the integrodifferential inclusion (1.1) is equivalent to the integral inclusion
From the above discussions, we are now in position to define what do we mean by a solution of (1.1).
Some properties of E(t, s) and S(t, s) that are needed in later analysis are listed in the following theorems.
Theorem 2.1. The two-parameter family of functions E(t, s), s, t ∈ [0, T ], satisfies the following properties.
1.
Proof. The first two conclusions of the theorem can be verified directly. Let us show that {E(·, s)A :
However, the latter statement follows immediately from the estimate |f
The equicontinuity of {E(t, ·)A : t ∈ [0, T ]} can be handled in a similar way.
The two-parameter family of functions S(t, s), where (t, s) ∈ ∆, satisfies the following properties.
1. There exists B = B(T ) > 0 such that S(t, s)
and the first property follows immediately. For the second one, let > 0 be given. We may assume that t < t . Then
The equicontinuity of the family {E(·, s)A :
On the other hand, there exists δ 2 > 0 such that G E(t , σ)A dσ < 4 whenever G has a Lebesgue measure less than δ/2. It follows that J 2 < 4 provided that |t − t | < δ 2 . Choose δ = min(δ 1 , δ 2 ). Combining the above results yields |S(t , s)h−S(t , s)h|/ h ∞ < 2 , for |t −t | < δ, and upon taking the supremum, we arrive at the second property.
With a similar argument as above, one can show thatf is uniformly continuous on [0, T ] and there exists a positive constant C such that f ∞ ≤ C f ∞ . The following extension of Kakutani's Fixed Point Theorem by Bohnenblust and Karlin [7] will be used in our existence result. Theorem 2.3 (Kakutani-Bohnenblust-Karlin Fixed Point Theorem). Let Σ be a nonempty closed convex subset of a Banach space X. If Γ : Σ → ℘(Σ) is such that Γ(σ) is nonempty and convex for each σ ∈ Σ, the graph Γ = {(σ, τ ) : τ ∈ Γ(σ)} of Γ is closed, and Γ(Σ) is relatively sequentially compact, that is, there exists a sequentially compact set Σ 0 ⊂ Σ such that Γ(Σ) ⊂ Σ 0 , then the set-valued map Γ has a fixed point, that is, there exists σ 0 ∈ Σ with σ 0 ∈ Γ(σ 0 ).
In showing that the graph of a set-valued map is closed, the following result will be used. The proof of this theorem is similar to the one given in [4] . 
Statement and Proof of the Main Result
We have the following properties of Φ.
Theorem 3.1. [9] Suppose that F satisfies (F 2). For each x ∈ S, the set Φ(x) is nonempty and Φ(S) is an equiabsolutely integrable set and is weakly compact in
The existence of a fixed point of Ψ will be established in several lemmas.
Lemma 3.2. If F satisfies (F 2) and (F3) and g satisfies (g1)-(g2), then for each x ∈ S, Ψ(x) is nonempty and Ψ(S) is relatively sequentially compact in S.
Proof. Let x ∈ S. From Theorem 3.1, Φ(x) has at least one element, say v. Define
From the properties of S(t, s) given in Theorem 2.2, we obtain
Let > 0 and 0 < ρ < 12BNgM . The γ-condition implies that there exists
. From this and the boundedness of g and S(t, s) we obtain that
Let us estimate each term of the last line. The uniform continuity of f on [0, T ] implies that there exists δ 3 > 0 such that I 1 < 4 if |t − t | < δ 3 . Since S(t, s) is bounded and ψ ρ ∈ L 1 ([0, T ]; R), then by using the dominated convergence theorem, there is a δ 1 > 0 such that I 2 < 4 if |t − t | < δ 1 .
Again, using the fact that ψ ρ ∈ L 1 ([0, T ]; R), there exists δ 2 > 0 such that G ψ ρ (σ) dσ < 4BNg provided that G has measure less than δ 2 . Hence, if |t − t | < δ 2 then
If δ = min(δ 1 , δ 2 , δ 3 ) then |y(t ) − y(t )| < whenever |t − t | < δ. This shows that y ∈ S, and in turn, this proves that y ∈ Ψ(x). Moreover, one can easily see that Ψ(S) forms an equicontinuous family. Taking = 1 in the γ-condition, we obtain that there exists a function ψ 1 ∈ L 1 ([0, T ]; R) and a selection η(t) ∈ P (t) with the properties T 0 η(t) dt ≤ M and |v(t)| ≤ ψ 1 (t) + η(t). Now, for a given t ∈ [0, T ], we have the estimate
whenever x ∈ S. Thus, Ψ(S) is equibounded. By the Arzela-Ascoli Theorem, Ψ(S) is relatively sequentially compact.
Proof. Follows directly from the definition of Φ.
Lemma 3.4. Assume that F satisfies (F1)-(F3) and g satisfies (g1)-(g2). Then the map Ψ : S → ℘(S) has a closed graph, that is, gr(Ψ) = {(x, y) ∈ S × S : y ∈ Ψ(x)} is closed in S × S.
Proof. Let {(x k , y k )} be a sequence in gr(Ψ) such that (x k , y k ) → (x, y) in S × S with (x, y) ∈ S × S. We wish to show that (x, y) ∈ gr(Ψ). Take an arbitrarily small > 0. From the definition of Ψ, there exists a sequence {v k } with v k ∈ Φ(x k ) and 
v. For simplicity, let us denote the subsequence as {v k }. From Theorem 2.4, v(t) ∈ F (t, x(t)).
To show that y ∈ Ψ(x), note that it suffices to establish the equality
pointwise in time. For this purpose, let
Then from (3.4) and (3.5) we have
Since y k → y uniformly on [0, T ], there exists a positive integer
To have an estimate for L 3k , first let us note that
Since x k → x in S, it follows from (g2) that there exists N 3 > 0 such that N 2 , N 3 ). Hence I(t) = 0. This completes the proof of the lemma.
From the above lemmas, we have shown that the three conditions of the Kakutani-Bohnenblust-Karlin Fixed Point Theorem are satisfied by the setvalued map Ψ. Therefore we have the following result. Since the existence of a fixed point of Ψ implies the existence of a solution of the Volterra integrodifferential equation (1.1) , we obtain the following existence result.
Theorem 3.6. Under the hypothesis (g1)-(g2) and (F1)-(F3), the Volterra integrodifferential equation (1.1) has a solution in S. Moreover, the set of solutions in S of the inclusion (1.1) is compact in S.
Proof. It remains to prove compactness. Since S is a metric space, it is sufficient to prove that the set Σ of solutions (1.1) in S is bounded and closed. Boundedness follows from (F3) since
The closedness of Σ can be shown as in the proof of Lemma 3.4. Now let us point that the arguments presented above can be used to establish existence results for a class of integral inclusions. In particular, we have the following theorem. In the following, F will denote either R or R n×n . Proof. Let U (t, s)x = (G s x)(t) for each (t, s) ∈ ∆ and x ∈ C([0, T ]; R n ). Then (g1) implies that |U (t, s)x| ≤ N g for all (t, s) ∈ ∆, and x ∈ C([0, T ]; R n ). Let x ∈ C([0, T ], R n ) be such that x ∞ = 1. By (g2), for every > 0 there exists a δ > 0 such that if |t − t | < δ then |U (t , s)x − U (t , s)x| = |(G s x)(t ) − (G s x)(t )| < 2 for all 0 ≤ s ≤ min(t , t ). Taking the supremum proves that U (t , s) − U (t , s) L(C([0,T ];R n ),R) < for all s, t and t satisfying the said above conditions. The result follows from Theorem 3.7.
