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Notations
Notations relatives aux ensembles :
– R : ensemble des nombres réels
– C : ensemble des nombres complexes
– R+ : ensemble des nombres réels positifs ou nuls
– Rn : espace vectoriel de dimension n dans l’ensemble des réels
– Rn×m : ensemble des matrices réelles de dimensions n×m
– 0n×m : matrice nulle de dimensions n×m
– [a, b] : intervalle fermé de R d’extrémités a et b
– ]a, b[ : intervalle ouvert de R d’extrémités a et b
– {1, ..., r} : ensemble des r premiers nombres entiers positifs
– U : sous ensemble dans Rn
– C = C (Ω 7→ Rn) : ensemble des fonctions continues de Ω dans Rn
– C1 = C1 (Ω 7→ Rn) : ensemble des fonctions continûment différentiables de Ω dans Rn
– t ∈ R+ : variable temporelle
– x = [x1, . . . , xn] ∈ Rn : vecteur d’état instantané
– x1 ∈ Rp : sous vecteur de x ∈ Rn
– x1 ∈ R : variable d’état
Notations relatives aux vecteurs et aux matrices :
– xT : transposée du vecteur x
– ‖x‖ : norme euclidienne de x
– x˙(t) = dx
dt
: dérivé temporelle de l’état x
– AT : transposée de la matrice A
– ‖A‖ : norme euclidienne de la matrice A
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– In : matrice d’identité de dimension n× n
– λmin(A) : où A est une matrice symétrique, est la plus petite valeur propre (A)
– λmax(A) : où A est une matrice symétrique, est la plus grande valeur propre (A)
Notations relatives aux paramètres :
– θ(t) : paramètre de synthèse de l’observateur
– λ(t) : paramètre de synthèse de la commande de type grand gain
– ci : paramètre de réglage dynamique de la commande backstepping
– ∆θ : matrice diagonale de dimension n× n
– ∆λ : matrice diagonale de dimension n× n
Abréviations :
– MIMO : Multi Input, Multi Output
– SISO : Single Input, Single Output
– PI : correcteur à actions proportionnelle et intégrale
– PID : correcteur à actions proportionnelle, intégrale et dérivée
– GMC : Generic model control
– LMI : Linear Matrix Inequality
– dde23 : delay differential equations with a constant delay
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Contexte
Ce travail de doctorat a été préparé au sein de l’équipe automatique du groupe de recherche
en Informatique, Image, Automatique et Instrumentation de Caen (GREY C, UMR CNRS
6072). Mon travail de recherche s’inscrit dans le cadre d’une collaboration avec le laboratoire
ABTE (EA 4651) de l’Université de Caen Basse-Normandie, soutenu par le Ministère de l’En-
seignement supérieur et de la Recherche. Ce projet est conçu pour mettre en place de manière
progressive des méthodes d’identification et des stratégies de commande non linéaire afin de les
appliquer sur des bioréacteurs de laboratoire.
Si l’on se réfère à la définition la plus largement admise dans le domaine de la biochimie, les
bioréacteurs recouvrent toutes les mises en œuvre de systèmes vivants ou de leurs constituants
dans le but d’effectuer des modifications physiques ou chimiques. Depuis plusieurs siècles, ils
ont permis à l’homme de fabriquer des produits alimentaires comme le pain, le fromage, les
boissons alcoolisées, etc.. Durant les dernières décennies, de nombreuses innovations ont fait
qu’ils sont aujourd’hui à la croisée des nouvelles technologies et ces dernières se regroupent sous
l’appellation : Biotechnologie.
Selon l’Organisation de Coopération et de Développement Économiques (OCDE), les bio-
technologies sont définies comme " l’application des principes scientifiques et de l’ingénieur à
la transformation de matériaux par des agents biologiques pour la production des biens et ser-
vices ". Et comme son nom l’indique, elles résultent d’un mariage entre la science des êtres
vivants - la biologie - et un ensemble de techniques nouvelles issues d’autres disciplines telles
que la biochimie, la biophysique, la biologie moléculaire ou l’informatique... Depuis les années
quatre-vingt-dix, elles offrent des perspectives nouvelles et potentiellement larges aux actions
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de l’homme sur la nature. Elles sont utilisées de façon croissante dans plusieurs secteurs comme
les industries agroalimentaires et pharmaceutiques, le domaine médical ou encore certaines
activités de recyclage ou de dépollution de l’environnement. De ce fait, elles fascinent considé-
rablement au vu de leurs vastes domaines d’applicabilité tout autant qu’elles constituent un
véritable enjeu économique.
Dans le secteur de l’agroalimentaire, les biotechnologies sont essentiellement utilisées pour
prévenir ou lutter contre les ravages agricoles qui mettent en cause notamment les insectes
et les micro-organismes pathogènes. C’est par exemple les méthodes de lutte biologiques qui
ont été développées pour fournir des perspectives au marché des pesticides. Pour la nutrition,
les biotechnologies sont généralement utilisées pour fermenter les aliments obtenus à l’aide de
transformation de micro-organismes qui métabolisent les substrats glucidiques, liquides et les
protéines des matières premieres animales ou végétales. Ces aliments fermentés représentent
aujourd’hui jusqu’à 40% de notre alimentation et agissent sur les différentes composantes de
la qualité de nos aliments. Par ailleurs, les industries biotechnologiques se positionnent de
nos jours à 80% dans le secteur de la santé et les pratiques sur la transformation des micro-
organismes pour des productions de biens et de services sont très nombreuses. On peut citer la
production de biomasse, de substance native ou recombinée ou le transport de molécules vers
leurs sites d’activités en qualité de vecteur, etc.. Elles interviennent également au service de
l’environnement. En particulier, elles utilisent des micro-organismes pour traiter les déchets et
prévenir à la pollution afin de maintenir un environnement sain. Elles permettent de nettoyer
les sols et les eaux usées et de réduire l’utilisation des produits chimiques ou toxiques dans les
procédés industriels.
Motivations
Les applications biotechnologiques sont vastes et très variées et chacune d’elle constitue un
véritable enjeu économique et un formidable défi scientifique pour plusieurs raisons. Première-
ment, le comportement des bioréacteurs est toujours décrit par un modèle mathématique non
linéaire obtenu à partir d’une formulation de bilan des matières. En conséquence, leur pilotage
requiert la mise en œuvre d’algorithmes de commande très sophistiqués. En outre, ces lois de
commande nécessitent généralement la connaissance de paramètres souvent physiquement in-
accessibles et qui doivent donc être estimés en temps réel à l’aide des techniques d’observation.
De plus, il est maintenant demandé aux systèmes de monitoring de fournir des informations
sur le comportement du procédé afin de détecter d’éventuelles anomalies de fonctionnement. La
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communauté automaticienne a ainsi trouvé dans le domaine des biotechnologies de formidables
applications sur les théories de la commande et de l’observation non linéaires auxquelles elle
s’intéresse depuis plusieurs décennies.
Dans la littérature, plusieurs stratégies de commande ont été proposées pour optimiser les
performances globales des bioprocédés et en particulier garantir la stabilité des systèmes de
commande sur tout le domaine de fonctionnement. Les objectifs de commande consistent tou-
jours à maintenir la concentration de certains constituants au sein d’un bioréacteur au voisinage
d’une consigne qui peut être fixe ou variable dans le temps. Ceux-ci ne sont atteignables qu’à la
condition préalable de maîtriser un ensemble de paramètres externes à la réaction en particulier
la température, le pH et le taux d’oxygène dissout au sein de la culture. Dans les pratiques in-
dustrielles, les structures de commande de type PI ou PID sont les plus couramment utilisées
pour la réalisation de ces boucles annexes de régulation. Dans le cas de l’oxygène dissout, la dy-
namique de la concentration est régie par un comportement non linéaire et certains paramètres
du modèle de connaissance comme la vitesse de consommation ou le coefficient de transfert sont
en outre variant dans le temps et mal connus ou modélisés de manière empirique. De plus, les
conditions expérimentales liées au capteur et à la chaîne d’instrumentation associée gênèrent
des contraintes sur la disponibilité des mesures. Celles-ci arrivent de manière discrète avec une
cadence d’échantillonnage minimale imposée. Les lois de commande linéaires usuellement uti-
lisées ne permettent pas de maintenir le taux d’oxygène dissout au niveau souhaité sur toute
la durée de l’expérimentation malgré le soin apporté à la robustesse du système de commande
lors de l’étape de synthèse.
L’objectif principal de ce travail de thèse consiste à développer des lois de commande non
linéaires par retour de sortie incluant une estimation conjointe de l’état et des paramètres
clés du modèle de l’oxygène. Cette estimation sera réalisée à l’aide d’un observateur à entrée
inconnue. Toutefois, elle nécessite de lever deux verrous scientifiques majeurs liés à la synthèse
d’observateurs non linéaires pour les systèmes continus à sortie échantillonnée d’une part et
pour les systèmes à sortie retardée d’autre part.
Organisation du mémoire
Cette partie est consacrée à la présentation des différents chapitres de ce mémoire.
Chapitre 1 : Ce premier chapitre est consacré à une revue de l’état de l’art dans les domaines
de l’automatique et du génie des procédés. Nous présentons dans un premier temps un
résumé de l’ensemble des travaux proposés dans la littérature relatifs aux théories de
7
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l’observation et de la commande non linéaire. Ensuite, les différentes approches actuelle-
ment disponibles pour la conduite des bioréacteurs et en particulier la régulation du taux
d’oxygène dissout est détaillée et commentée.
Chapitre 2 : Ce chapitre traite du problème de la modélisation et de l’analyse du compor-
tement des bioprocédés. Nous donnons une description générale des différents modes de
fonctionnement d’un bioréacteur instrumenté. Un schéma réactionnel permettant la for-
mulation des équations de bilan au sein du bioréacteur est détaillé. Il conduit dans un
premier temps au modèle d’état décrivant l’évolution des concentrations des différents
constituants du mélange réactionnel. Il permet en outre d’obtenir un modèle de connais-
sance de l’évolution de la concentration de l’oxygène dissout dans le réacteur. Ce modèle
de connaissance présente des incertitudes relativement fortes notamment liées à la mau-
vaise connaissance de ses paramètres respectivement le coefficient de transfert Kla et la
vitesse de consommation de l’oxygène. Les modèles empiriques traditionnellement utilisés
dans la littérature pour ces paramètres sont présentés. Concernant le Kla, une procédure
expérimentale de détermination des coefficients de ce modèle est exposée.
Chapitre 3 : Le troisième chapitre porte sur la synthèse d’observateurs dynamiques pour
une classe de systèmes non linéaires. Dans un premier temps, il traite le cas des sys-
tèmes triangulaires pouvant se mettre sous la forme canonique uniformément observable
de Brunovski et présentant alternativement une discrétisation des mesures et des incerti-
tudes de modélisation. Ensuite, il aborde le cas des systèmes uniformément observables
dont la sortie présente un retard non négligeable. Pour chaque observateur proposé, nous
montrons qu’il existe une condition nécessaire et suffisante pour garantir une convergence
exponentielle de l’erreur d’observation. Cette condition porte alternativement sur la pé-
riode d’échantillonnage, la valeur maximale du retard admissible ou sur les paramètres
de synthèse.
Chapitre 4 : Dans ce chapitre, nous nous intéressons à la synthèse de lois de commande non
linéaires par retour de sortie pour la régulation du taux de l’oxygène dissout au sein du
réacteur. Deux stratégies de commande sont proposées respectivement une commande de
type grand gain en utilisant judicieusement la dualité avec l’observateur grand gain et
une commande de type backstepping. Ces deux systèmes de commande utilisent l’obser-
vateur continu-discret proposé au chapitre précédent pour la reconstruction de la vitesse
de consommation de l’oxygène. Ils sont synthétisés à partir d’un modèle de commande
qui inclut le modèle de connaissance incertain de l’oxygène dissout et un modèle des
perturbations pour assurer la convergence de l’erreur de poursuite.
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Chapitre 5 : Ce dernier chapitre présente les évaluations expérimentales des approches théo-
riques développées dans ce mémoire. Le procédé pilote et son instrumentation sont par-
ticulièrement détaillés. Les deux problématiques justifiant les développements théoriques
des chapitres précédents, en l’occurrence les incertitudes de modélisation et les difficultés
liées à l’échantillonnage des mesures sont particulièrement développées dans le contexte
expérimental considéré. Ce chapitre est donc consacré dans un premier temps à une vali-
dation expérimentale de l’observateur continu-discret proposé dans le chapitre 3. Ensuite,
nous présentons et comparons les performances des deux systèmes de commande non
linéaires proposés. Enfin, nous clôturons ce mémoire par une conclusion générale.
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Chapitre I
Etude bibliographique
Dans le cadre de ce travail de thèse portant sur la conduite des bioprocédés, une revue de la
littérature scientifique s’impose dans les domaines de l’automatique d’une part et ses applica-
tions au génie des procédés d’autre part. L’automatique est une science qui traite notamment
des problèmes d’identification, d’observation et de commande des systèmes dynamiques. Elle
s’intéresse en particulier aux techniques de contrôle et de supervision en proposant des mé-
thodes d’analyse et de synthèse permettant de répondre aux spécifications d’un cahier des
charges prédéfini. Le génie des procédés est quant à lui la science de la conception de systèmes
de production de produits (bio)chimiques à haute valeur ajoutée. Dans le cas des bioprocédés,
cette fabrication est généralement réalisée par fermentation dans un bioréacteur et nécessite le
contrôle d’un certain nombre de grandeurs physiques. Nous pouvons donc concevoir aisément
un mariage naturel entre ces deux sciences. Il est intéressant de présenter un état de l’art le
plus exhaustif possible de ces deux grands domaines.
Ce chapitre est organisé comme suit. La première section est consacrée aux méthodes de
synthèse de lois de commande et d’observateurs pour les systèmes dynamiques. Nous nous
efforcerons systématiquement de préciser les hypothèses requises par l’approche proposée et
de discuter de leurs difficultés de synthèse et de mise en œuvre. Nous étudions tout d’abord
en profondeur les techniques d’observation non linéaires disponibles dans la littérature afin
d’étendre ces résultats à la problématique de la synthèse d’observateurs à entrée inconnue pour
les systèmes incertains à sortie échantillonnée et pour les systèmes à sortie retardée. Dans
un second temps, nous proposons un résumé des différentes techniques de synthèse de loi de
commande linéaire et non linéaire. L’étude bibliographique concernant le génie des procédés
comporte ensuite deux parties. La première est consacrée aux méthodes de pilotage des réac-
tions (bio)chimiques et la seconde porte sur les différentes approches proposées pour réaliser
l’asservissement du taux d’oxygène dissout. Les validations expérimentales disponibles dans la
littérature seront particulièrement mentionnées et les résultats commentés. Enfin, nous finissons
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par une conclusion.
1 Observation et Commande
1.1 Observateurs pour les systèmes non linéaires
La connaissance des variables d’état d’un système dynamique est primordiale d’une part
pour la mise en œuvre de lois commande par retour d’état ou par retour de sortie et d’autre
part pour délivrer des informations pertinentes sur l’état de fonctionnement du procédé. Hors,
d’un point de vue pratique, il est souvent très difficile, voire impossible d’avoir accès à l’ensemble
des variables et cela pour des raisons économiques, technologiques ou même de faisabilité. C’est
particulièrement le cas des bioprocédés pour lesquels deux problématiques se posent : certaines
variables ne sont pas physiquement mesurables (par exemple les vitesses de réaction) et la me-
sure de certaines concentrations ne peut être réalisée qu’au moyen d’appareillage extrêmement
onéreux. C’est ainsi que la conception d’observateurs d’état a fortement mobilisé la commu-
nauté scientifique durant les dernières décennies. Les premiers articles traitants de la synthèse
d’observateurs ont été publiés au début des années 60 par Kalman ([Kalman 60]) et par la suite
par Luenberger ([Luenberger 71]). Ils portent sur la synthèse d’observateurs d’état pour les
systèmes linéaires et invariants dans le temps dans un contexte déterministe ou stochastique.
L’extension directe de ces résultats au cas non linéaire est obtenue à l’aide d’une linéarisa-
tion locale à l’ordre un de la dynamique du système : c’est la philosophie du filtre de Kalman
étendu [Kalman et Bucy 61]. Toutefois, la stabilité globale de cet observateur en présence de
fortes non-linéarités n’a pas été prouvée et ses performances ont été régulièrement mises en
défaut en pratique.
La conception des observateurs non linéaires a débuté dans les années 70 ([Slotine et al. 86],
[Gauthier et Bornard 80], [Gauthier et al. 92], [Bornard et Hammouri 91], [Busawon et al. 98],
[Krener et Isidori 83], [Krener et Respondek 85], [Gauthier et Kupka 94]). Les premiers obser-
vateurs à apparaître consistaient en une synthèse pour une classe de systèmes dont les non-
linéarités sont linéarisables par injection de sortie ou à l’aide de transformations d’état qui les
rendent dépendantes uniquement des entrées et des sorties disponibles ([Krener et Isidori 83],
[Krener et Respondek 85]). Le défaut majeur de cette approche réside dans le fait que ces
transformations ne sont pas toujours réalisables et que structurellement la non-linéarité peut
dépendre de l’état du système indépendamment de la base choisie. Leur application est donc
réservée à une classe réduite de systèmes non linéaires.
Plusieurs approches ont par la suite été explorées pour étendre la classe de systèmes consi-
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dérée. Parmi celles-ci, citons tout d’abord les observateurs à mode glissants qui ont largement
été étudiés et appliqués. Leurs difficultés de mise en oeuvre ont justifié d’une part l’apparition
de différentes variantes concernant le choix de la fonction mathématique utilisée et d’autre
part une extension aux ordres supérieurs. L’observateur grand gain continu a été initié par
[Gauthier et al. 92] pour la classe de systèmes pouvant se mettre sous la forme canonique de
Brunovski. Contrairement à l’approche proposée dans [Krener et Isidori 83], la non-linéarité
peut maintenant dépendre de l’état du système, mais doit présenter une structure triangulaire
inférieure. L’observateur assure une estimation précise des états avec une synthèse accessible à
des non-automaticiens ([Dabroom et Khalil 01], [Farza et al. 04], [Farza et al. 05], [Nadri 01]).
L’implémentation est similaire à celle d’un observateur linéaire et le réglage du terme correctif
est assuré par un seul paramètre de synthèse.
1.2 Observateurs pour les systèmes non linéaires à sortie échan-
tillonnée
La mise en oeuvre des observateurs non linéaires est souvent réalisée à partir de leur forme
continue issue de l’étape de synthèse et fait appel aux routines d’intégration numérique. Les
performances obtenues sont donc fortement dépendantes de la période d’échantillonnage utili-
sée. Dans le cas où les contraintes instrumentales ne permettent pas de rendre cette dernière
négligeable par rapport à la dynamique du système, l’observateur perd ses propriétés de conver-
gence.
Pour faire face à ce problème de l’échantillonnage, plusieurs solutions ont été proposées.
Une première approche consiste à effectuer la synthèse à partir d’une description discrétisée des
dynamiques du système ([Farza et al. 98], [Arcak et Nesic 04], [Krener et Kravaris 01]). L’in-
convénient majeur de cette approche réside dans le fait qu’elle ne prend pas en considération
les dynamiques inter-échantillonnées [Karafyllis et Kravaris 09]. D’autre part, la discrétisation
du système peut souffrir d’éventuelles erreurs qui peuvent se répercuter lors de l’utilisation de
l’observateur dans le cadre d’une structure de commande. Une autre approche consiste à conser-
ver une méthode de synthèse continue tout en considérant que les sorties ne sont disponibles
qu’aux instants d’échantillonnage. Une première contribution a été proposée dans ce contexte
[Deza et al. 92] utilisant un observateur grand gain pour une classe de systèmes non linéaires
observable pour toute entrée. La conception a été effectuée dans un premier temps en supposant
que les sorties sont continues et ensuite modifiée de manière appropriée pour résoudre le cas
où les sorties sont discrètes. Dans le même esprit, de nombreux autres observateurs ont été
proposés ([Nadri et al. 04], [Hammouri et al. 06], [Andrieu et Nadri 10]).
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Une autre approche plus récente pour faire face à la non-disponibilité des mesures entre
les instants d’échantillonnage a été proposée dans [Karafyllis et Kravaris 09]. Elle consiste à
synthétiser un observateur continu associé à un prédicteur qui reconstruit la trajectoire de la
sortie entre deux instants d’échantillonnage en utilisant les estimations des états à priori. Ce
prédicteur est obtenu en résolvant numériquement une équation différentielle scalaire ordinaire
(ODE) entre deux instants de mesure successifs. La prédiction est recalée sur les mesures aux
instants d’échantillonnage. L’observateur sous-jacent a donc une structure hybride qui hérite
des propriétés du continu pour des périodes d’échantillonnage relativement petites.
Une nouvelle approche pour la conception d’observateurs pour une classe de systèmes non
linéaires particulière avec des mesures discrètes a été également proposée dans [Raff et al. 08].
La synthèse consiste à utiliser une structure impulsive pour le terme de correction exprimée
par le produit d’une constante de gain avec la différence entre les valeurs estimées et les valeurs
mesurées aux instants d’échantillonnage. L’analyse de convergence de l’observateur ainsi que
la détermination de son gain sont obtenues en utilisant des outils de LMI similaires à ceux
décrits dans [Naghshtabrizi et al. 08].
Dans le cadre des travaux de cette thèse, nous nous sommes intéressés dans un premier
temps à la problématique de la synthèse d’observateurs pour une classe de systèmes uniformé-
ment observables à entrée inconnue et dont la sortie n’est disponible qu’aux instants d’échan-
tillonnage [Farza et al. 14]. Par comparaison aux approches précédemment évoquées, l’objectif
consiste à proposer un observateur de structure plus simple et identique à celle de l’observa-
teur grand gain traditionnel. L’ultime motivation est la recherche d’unification de structure
des observateurs non linéaires pour les cas des systèmes continus et ceux à sortie discrétisée.
Ceci permet en outre de bénéficier de la simplicité de réglage héritée de l’observateur grand
gain continu. Toutefois, nous montrons que cet observateur peut s’écrire sous la forme proposée
dans [Karafyllis et Kravaris 09] faisant apparaître explicitement le prédicteur de sortie. Cette
problématique est particulièrement motivée par l’application concernée, en l’occurrence la ré-
gulation du taux d’oxygène dissout dans un bioréacteur sous la contrainte de l’indisponibilité
des mesures entre deux instants d’échantillonnage. Les erreurs de modélisation particulièrement
critiques dans le cas du génie des procédés nous ont conduits à proposer une extension de ces
travaux pour le cas des systèmes incertains.
1.3 Observateur des systèmes non linéaires avec sortie retardée
Au cours des deux dernières décennies, des efforts considérables ont été consacrés à l’étude du
problème d’observation pour les systèmes présentant un retard. Une attention particulière a été
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portée au cas des systèmes linéaires ([Gu et al. 03], [Hou et al. 02], [Kharitonov et Hinrichsen 04],
[Mondie et Kharitonov 05]), alors que très peu de résultats ont été établis pour les systèmes non
linéaires ([Raff et Allgower 07], [Mazenc et Niculescu 01], [Trinh et al. ], [Seuret 06]...). Dans la
majorité des ouvrages traitant ce problème, le retard est appliqué sur les états des systèmes.
Hors d’un point de vu pratique, les procédés fonctionnent de manière autonome et les mesures
ne sont pas disponibles instantanément. Elles sont entachées de retard provoqué généralement
par les capteurs. En particulier, dans le cas des bioréacteurs, les mesures des concentrations de
certains constituants sont accessibles après un long traitement de laboratoire. Les contributions
traitant le problème d’observation pour les systèmes dont le retard intervient sur la sortie sont
très rares. Une des approches les plus prometteuses est apportée dans [Germani et al. 02] où
les auteurs ont proposé un observateur pour une classe de systèmes non linéaires particulière
dont la sortie est disponible avec un retard constant τ .
La caractéristique principale de l’observateur est qu’il est constitué d’une cascade m + 1
sous-systèmes dont le premier sous-système est un observateur permettant d’estimer l’état du
système retardé de τ et les m autres sous-systèmes sont des prédicteurs. Le prédicteur de rang j
estime l’état du système retardé de τ − j
m
τ afin que l’état du prédicteur de rang m estime l’état
réel. Le nombre de prédicteur dans la cascade (m) dépend de l’amplitude des non-linéarités
lipschitziennes du système et de la valeur retard. Cette dépendance est exprimée précisément
sous forme d’une contrainte qu’il faut satisfaire lors du choix de m. L’idée de synthétiser un
observateur avec une cascade de prédicteurs est aussi considérée dans [Kazantzis et Wright 05]
où la conception est basée sur la résolution d’équations du 1er ordre aux dérivées partielles
singulières. L’observateur résultant est semblable à celui proposé par [Germani et al. 02], mais
il contient davantage de paramètres de synthèse ce qui permet d’assouplir la condition sur le
nombre de prédicteur m. Pour les deux observateurs mentionnés ci-dessus, les équations des
prédicteurs contiennent un terme de gain dont l’expression devient de plus en plus complexe
lorsque le rang du prédicteur impliqué augmente. Et ceci peut provoquer des problèmes d’im-
plémentation lors des mises en pratique.
En ce qui concerne notre contribution, nous proposons un observateur composé d’une cas-
cade de prédicteurs pour une classe de systèmes non linéaires uniformément observable à sortie
retardée de τ secondes. La forme des équations des prédicteurs est identique quelque soit leur
rang. La propriété principale de l’observateur réside sur la simplicité de la structure du terme
de correction et sur la facilité d’implémentation. La preuve de la convergence exponentielle de
l’erreur d’observation vers zéro est détaillée et elle est obtenue avec une contrainte sur le nombre
de prédicteurs dans la cascade, le valeur du retard, la matrice de synthèse et les paramètres du
système.
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1.4 Commande
La conception de lois de commande permettant de stabiliser ou de contrôler les systèmes
dynamiques a attiré l’attention de nombreuses équipes de recherche pendant plusieurs décen-
nies. Les premières commandes développées concernent les systèmes linéaires invariants dans le
temps. Elles sont réalisées en utilisant les approches basées sur le comportement entrée/sortie
des systèmes ou leurs représentations d’état. Les méthodes de synthèse sont applicables aussi
bien aux systèmes continus qu’aux systèmes discrets. En particulier, la commande des sys-
tèmes discrets est développée pour des raisons d’implémentation numérique. Parmi les ap-
proches linéaires existantes dans la littérature, nous pouvons citer entre autres la commande
par placement de pôles, la commande par modèle interne, la commande prédictive générali-
sée ([Seraji 84], [Vogel et Edgar 82], [Polak 75], [Chestnut et al. 61], [Isidori 95]) ou encore les
techniques basées sur une optimisation H2 ou H-infini.
Pendant longtemps, la commande des systèmes non linéaires a été abordée au sens de
la linéarisation des modèles pour pouvoir utiliser les outils linéaires précités tout en appor-
tant un soin particulier à la robustesse des systèmes de commande généralement au détri-
ment des performances. Durant les dernières décennies, d’énormes progrès ont été réalisés dans
le domaine de la commande non linéaire ([Fliess et al. 95], [Fliess et al. 99], [Krstic et al. 95],
[Sepulchre et al. 97]) et les scientifiques disposent ainsi d’un grand nombre d’outils très efficaces.
Parmi les approches non linéaires proposées, nous pouvons citer notamment les techniques de
linéarisation par feedback, de platitude, de grand gain, de structure variable, de modes glissants
ou de backstepping ([Krstic et al. 94], [Isidori 95], [Utkin 92], [Bartoloni et al. 92]... ). Toutes
ces contributions se distinguent particulièrement par leur méthode de conception, la classe des
systèmes non linéaires considérée et les résultats obtenus en terme de stabilité et de perfor-
mances.
Compte tenu des fortes non-linéarités présentent dans lBartoloni2008slidinge cas du bioréac-
teur et le manque de connaissance sur l’évolution de plusieurs paramètres, nous avons choisi de
synthétiser les lois de commande de type grand gain et de type backstepping pour une classe
de systèmes non linéaires ayant une structure particulière. En conséquence, pour des raisons
de simplicité, nous proposons de limiter l’étude bibliographique sur ces deux lois de commande
non linéaires.
La conception de la loi de commande grand gain par retour d’état est particulièrement obte-
nue en exploitant la dualité avec l’observateur grand gain [Farza et al. 05]. La loi de commande
fait intervenir une fonction de synthèse satisfaisante une condition bien établie [Farza et al. 11],
[Sekher et al. 07], [Bedoui et al. 08], [Hajji 09]. Cette fonction permet d’uniformiser une struc-
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ture générale pour toutes les lois de commande de type grand gain. Plusieurs expressions ont
été proposées pour cette fonction synthèse et il est démontré que certaines de ces expressions
conduisent à de nombreuses variantes de commande par modes glissants ou des versions qui y
ont été déduites pour s’affranchir du phénomène de réticence lié à la fonction signe [Oueder 12].
Concernant la commande de type backstepping, elle a été développée dans les années 90 par
[Kanellakopoulos et al. 91] pour traiter le problème de stabilisation pour une classe particulière
de systèmes non linéaires. Cette technique est inspirée des travaux de [Kokotovic et Sussmann 89],
[Feuer et Morse 78] et elle a été poursuivie par [Kokotovic 92], [Lozano et Brogliato 92]. La syn-
thèse de cette loi de commande est réalisée de manière itérative. Cette méthode a été utilisée
avec succés dans plusieurs applications ([Oueder 12], [Rasmussen et al. 01], [Wai et al. 02]).
2 Application au bioréacteur
2.1 Pilotage
Les procédés de fermentation constituent un ensemble complexe d’unités qu’il faut amener
ou maintenir à un niveau stationnaire. Leur mise en oeuvre doit répondre à un ensemble de
contraintes de natures différentes et parfois antagonistes : une sécurité de fonctionnement assu-
rée, une fabrication de produit de haute qualité et en quantité suffisante, un coût raisonnable.
La réalisation de ces objectifs constitue un véritable enjeu économique et un défi scientifique.
Elle requiert la synthèse et la mise en oeuvre de systèmes de commande évolués permettant
de répondre au critère de stabilité, de minimiser l’influence des perturbations et d’optimiser le
compromis coût / performances.
Les lois de commande non linéaires sont systématiquement synthétisées en utilisant l’ap-
proche d’état, leur mise en oeuvre requiert donc la connaissance approximative de l’ensemble
des variables d’état. Dans le cas des procédés de fermentation, celles-ci ont généralement un
sens physique puisque le modèle est basé sur des équations de bilan de matière ou d’énergie.
Elles peuvent cependant être difficilement accessibles à la mesure ou même dans certains cas
non mesurables. Seules quelques grandeurs le sont. Citons par exemple la température, le ph,
le débit, la pression ou la concentration de certains constituants.
De ce fait, pour contrôler de manière optimale ces procédés en l’absence de capteurs phy-
siques adéquats, il est nécessaire de reconstruire l’état du système à l’aide d’un observateur en
utilisant les mesures disponibles et le modèle de connaissance du système. Plusieurs structures
de commande associant un observateur et une loi de commande par retour d’état ont ainsi
été implémentées sur les bioréacteurs. Une commande adaptative linéarisante constituant une
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référence dans le domaine est proposée dans [Bastin et Dochain 90]. Pour pallier le manque de
connaissance sur la modélisation des vitesses de réaction, des techniques d’adaptation paramé-
triques utilisées dans un contexte de commande adaptative ont été développées [Dochain 94] et
[Guo et al. ]. Dans le but de maximiser la production de culture, [Rocha 03] utilise la stratégie
développée dans [Bastin et Dochain 90] pour agir sur le débit d’alimentation lors d’une opéra-
tion de type fed-batch afin de réduire la synthèse de produits secondaires. Le même principe
est conservé dans [Valentinotti et al. 03] et un débit d’alimentation critique Fcrit est déterminé
pour réduire à un niveau minimal la quantité d’éthanol produite.
D’autres approches entrées /sorties ont également été utilisées dans la littérature. Une com-
mande prédictive adaptative [M’Saad 87] a ainsi été mise en oeuvre avec succès sur un procédé
de production d’alcool opérant en mode fed-batch [Queinnec et al. 92]. Une commande pré-
dictive linéaire robustifiée est proposée dans [Renard 05] lors d’une culture de levure. Enfin,
dans le cas de la fermentation de bactéries de type Escherichia coli, une commande prédictive
non linéaire a été développée pour réguler la concentration en acétate tout en forçant le débit
d’alimentation à suivre un profil de référence [Hafidi 08].
2.2 Régulation de l’oxygène
Il est largement reconnu que l’oxygène est l’un des paramètres physiologiques les plus impor-
tants lors du pilotage des fermentations aérobiques. En effet, il affecte de manière significative
le métabolisme des micro-organismes et il est un facteur limitant au rendement de production
des composants attendus ([Rollins et al. 88], [Riege et al. 89]), pour plusieurs raisons. Premiè-
rement, l’oxygène a un effet toxique et il devient inhibiteur à la réaction lorsque sa concentra-
tion est supérieure à un seuil déterminant [Kaiser et al. 94]. En outre, en dessous d’une cer-
taine valeur critique, il ralentit fortement la croissance des micro-organismes ([Chen et al. 85],
[Slininger et al. 93]) et entraîne la synthèse de composants indésirables comme l’éthanol ou
l’acétate [Valentinotti et al. 03], [Rocha 03]. La concentration en oxygène dissout doit donc
être maintenue dans une plage critique et dépendante évidemment du milieu de culture utilisé
[Huang et al. 89].
Par conséquent, la commande du taux d’oxygène dissout a été intensivement étudiée du-
rant les dernières décennies, en particulier pour les procédés de traitement de boues. Ces sys-
tèmes présentent des dynamiques très complexes et fortement non linéaires surtout pendant les
cultures fed-batch où il y a une importante accumulation de biomasses et de produits durant
toute l’expérimentation. Un tel comportement, variable dans le temps, explique donc les mau-
vaises performances de commande obtenues avec les approches linéaires [Hilgendorf et al. 87],
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[Holmberg et al. 89]. Par ailleurs, les modèles mathématiques couramment utilisés pour la
conception de lois de commande comportent de fortes incertitudes. En particulier, l’identifi-
cation des deux paramètres principaux qui interviennent dans le modèle dynamique de l’oxy-
gène (coefficient de transfert Kla et la vitesse de consommation) reste encore un problème
ouvert. Enfin, les bioprocédés ont une particularité différente par rapport aux autres systèmes
à contrôler, car très peu de mesures discrètes sont accessibles et ceci est dû aux contraintes
expérimentales imposées par les capteurs et les chaînes d’instrumentation associées.
Toutes ces remarques ont donc motivé la conception de plusieurs techniques de commande
qui peuvent être classées en deux catégories :
– Les algorithmes de commande continus sont généralement synthétisés en utilisant des
approches basées sur des techniques non linéaires et sont souvent couplés avec un ob-
servateur pour estimer en ligne les paramètres clés qui interviennent dans la loi de com-
mande. Afin de répondre aux besoins croissants en oxygène au cours des expériences,
[Oliveira et Azevedo 04] a proposé une commande adaptative pour conduire les biopro-
cédés à proximité de la capacité maximale de transfert d’oxygène. Son algorithme de
commande inclut un observateur basé sur les travaux de [Bastin et Dochain 90] pour
estimer la vitesse de consommation de l’oxygène. Néanmoins, cet observateur impose
une dynamique du second ordre à l’erreur d’observation et le système de commande en-
gendre un comportement oscillatoire en simulation lors de la commutation de la boucle
ouverte à la boucle fermée. De plus, la OTR et les mesures de l’oxygène dissout sont
supposées être disponibles en ligne. Enfin, la variable de commande choisie dans la ma-
nipulation est le taux de dilution alors que nous souhaitons utiliser cette variable pour
le contrôle de la concentration du substrat. Cette stratégie est également explorée dans
[Ranjan et Gomes 10] pour un découplage de la commande du substrat et de l’oxygène
dissout. Une loi de commande adaptative non linéaire qui annule les non-linéarités du
procédé est proposée. Toutefois, une compensation exacte ne peut être assurée que sous
l’hypothèse que toutes les variables sont mesurées, hypothèse qui ne peut être vérifiée par
la vitesse de consommation. L’utilisation d’un observateur a été évoquée sans analyse de
la stabilité du système de commande associé.
– Des algorithmes de commande discrète ont également été proposés dans la littérature. Une
approche avec modèle de commande prédictive est proposée dans [Piotrowski et al. 08],
[Brdys et al. 02] incluant un système de commande en cascade. L’algorithme assure une
prédiction discrète de la vitesse de consommation de l’oxygène et ses variations entre les
instants d’échantillonnage sont donc supposées être négligeables. De plus, le coefficient
de transfert, Kla, est supposé être connu ou mesuré. Une loi de commande prédictive
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basée sur un modèle non linéaire est donc obtenue en minimisant, à chaque étape de
la synthèse, une fonction coût quadratique. Les performances d’une telle approche, très
coûteuse en temps de calcul, ont uniquement été illustrées en simulation. En outre, le
grand nombre de paramètres de synthèse de cet algorithme est un inconvénient majeur.
Une approche adaptative linéaire est présentée dans [Diaz et al. 95], elle est basée sur
l’algorithme de commande prédictive généralisée. La loi de commande est synthétisée à
partir d’un modèle paramétrique linéaire en temps discret et les paramètres de ce modèle
sont reconstruits en ligne à l’aide d’une procédure habituelle basée sur une optimisation
au sens des moindres carrés.
3 Conclusion
Dans ce premier chapitre, nous avons proposé une revue bibliographique de différents do-
maines de l’automatique et de leurs applications dans le génie des bioprocédés. Dans un premier
temps, nous avons présenté un état de l’art décrivant les différentes approches actuellement dis-
ponibles dans la littérature dans les domaines de l’observation et de la commande des systèmes
dynamiques. Concernant l’observation, nous avons parcouru chronologiquement les approches
linéaires puis non linéaires en citant les différentes techniques novatrices proposées depuis les
premiers travaux de Kalman jusqu’aux approches plus récentes comme l’observateur de type
grand gain et ses variantes. Ensuite, nous avons étudié les extensions de ces approches portant
sur la prise en compte des incertitudes de modélisation, la discrétisation des mesures et la pré-
sence d’un retard sur la sortie du procédé. En ce qui concerne la commande, nous avons exposé
plusieurs techniques avant de préciser les deux approches que nous avons choisi d’implémenter
sur le bioréacteur (une commande de type grand gain et une commande de type backstepping ).
Ensuite, nous avons étudié les applications de la théorie de l’automatique au génie des biopro-
cédés. Nous avons fait, dans un premier temps, un résumé des différentes méthodes proposées
pour le pilotage des réactions bio(chimiques). Enfin, nous avons détaillé les différentes stratégies
disponibles pour l’asservissement du taux d’oxygène dissout dans un milieu de culture.
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Chapitre II
Modélisation des Bioréacteurs
1 Definition
Un bioréacteur est un système clos dans lequel un organisme vivant appelé biomasse réalise
plusieurs réactions biologiques simultanément et croit en consommant un substrat en phase
liquide. La biomasse exprime le produit d’intérêt sous des conditions de fabrications contrôlées.
Durant cette thèse, nous nous sommes intéressés aux bioréacteurs infiniment mélangés dont
la figure II.1 montre un schéma représentatif. Ce dernier est composé :
Figure II.1 – Schéma représentatif d’un bioréacteur
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– d’une cuve à double enveloppe dans laquelle circule de l’eau pour réguler la température
du milieu réactionnel.
– d’un actionneur composé d’un amplificateur de puissance relié à un moteur à courant
continu qui agite le mélange liquide afin d’assurer une homogénéité de la solution.
– d’un ensemble de capteurs réalisant les mesures en ligne du pH, de la température, du
taux d’oxygène dissout, des débits d’air entrant et sortant et du poids.
– d’un ensemble de connecteurs permettant l’ajout des éléments nutritifs, le prélèvement
dans le milieu de culture et l’injection d’air.
Pour permettre aux cellules de se multiplier dans des conditions favorables, nous agissons sur
ces composants pour asservir le pH, la température, la concentration en substrat et le taux
d’oxygène dissout dans la réaction. Le pH est régulé en ajoutant une solution acide ou basique
dans le milieu réactionnel. La température est régulée à l’aide de l’eau circulant dans la cuve
à double enveloppe. La concentration en substrat est régulée à travers le débit d’alimentation.
Enfin, nous agissons sur l’actionneur pour imposer une vitesse d’agitation optimale permettant
de contrôler le niveau d’oxygène dissout dans la réaction.
2 Généralités
Le bioréacteur est une structure qui consiste à faire croître des micro-organismes vivants
en présence d’éléments nutritifs dans le but de multiplier leur biomasse et éventuellement uti-
liser leur métabolisme. Ce processus est utilisé pour cultiver tout type de cellules dès lors que
celles-ci sont cultivables en milieu liquide. Ainsi peuvent être cultivées les bactéries, les levures,
les cellules végétales et animales etc.. Et contrairement aux autres systèmes plus simples uti-
lisés pour faire pousser des micro-organismes, comme par exemple les fioles, le bioréacteur se
présente comme une unité technologique permettant de contrôler les paramètres de culture (
Température, pH, agitation, aération...) et de récolter des informations de grande fiabilité.
De nos jours, plusieurs applications industrielles se sont développées à l’aide de bioréacteurs
pour fabriquer des produits à haute valeur ajoutée ou pour améliorer la synthèse de molécules
complexes. Parmi les applications, les plus courantes peuvent concerner : la culture des li-
gnés cellulaires animales, de cellules végétales, de micro-organismes ou le traitement biologique
des eaux usées... Ces applications ont une importance capitale dans la vie quotidienne, mais
leur réalisation suit un processus complexe. D’où la nécessité de proposer des réponses assez
sophistiquées afin de répondre aux attentes.
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3 Modes de fonctionnement
Il existe différentes stratégies pour la conduite d’un bioréacteur. Leurs différences concernent
essentiellement les modes d’alimentation et de soutirage du milieu de culture. On distingue les
modes suivants :
Figure II.2 – Les différents modes de conduite d’un bioréacteur
Le mode discontinu (ou batch) : La cuve est remplie au démarrage de la culture par des
elements nutritifs et de la biomasse. La fermentation se déroule sans addition supplé-
mentaire dans le milieu de culture. Le volume reste approximativement constant et la
productivité est relativement faible. La biomasse et les produits sont récupérés à la fin de
la culture.
Le mode semi-continu (ou fed-batch) : Les éléments nutritifs sont ajoutés au fur et à me-
sure des besoins des micro-organismes. Le débit d’alimentation est réglé de sorte que la
concentration en substrat soit constante dans la cuve et que l’effet de dilution ne ralentisse
pas la production de la biomasse. L’alimentation est coupée lorsque la cuve est remplie et
la conduite se termine en mode batch. En pratique, le fed-batch permet un gain de temps
remarquable et une possibilité de modification du milieu réactionnel en cours de culture.
La concentration en biomasse obtenue à la fin est donc plus élevée que celle obtenue en
mode discontinu.
Le mode continu : L’ajout de milieu stérile et le soutirage commencent quand les cellules
entrent en phase stationnaire de croissance. Ils se font de manière continue et au même
débit.
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Le mode perfusion : Le principe reste identique au mode de culture continue. La différence
principale provient de la présence d’un filtre permettant d’évacuer le milieu de culture
usé et de garder la biomasse à l’intérieur du réacteur.
4 Les micro-organismes ( Catalyseurs )
Les micro-organismes sont des organismes vivants, généralement invisibles à l’oeil nu. Ils sont
représentés par diverses formes de vie dont les bactéries, les algues vertes, les levures ou certains
champignons... . Pendant leur culture, pour se multiplier, ils ont besoin de nutriments minéraux,
de substrats carbonés et d’oxygène. Seules les cellules aérobie sont considérées dans ces travaux.
L’oxygène étant peu soluble dans l’eau, il est apporté en permanence par injection d’air et son
coefficient de transfert dépend des paramètres physiques de la culture tels que le volume, la
vitesse d’agitation, la densité, la viscosité et le débit d’air. Le processus de fermentation peut
être décrit comme dans le schéma suivant :
Figure II.3 – Schéma représentatif de la réaction chimique
– S (g/l) est la concentration en substrat carboné.
– O2 (g/l) est le taux d’oxygène dissout dans le réacteur.
– X (g/l) est la concentration de biomasse contenue dans la solution.
– CO2 (g/l) est la concentration de gaz carbonique expiré par les cellules.
– Yx/s
(
g de biommasse
g de substrat
)
est le rendement biomasse / substrat. Il désigne la quantité de
biomasse produite pour un gramme de substrat.
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– Yx/O2
(
g de biommasse
g d′oxygéne
)
est le rendement biomasse / Oxygène. Il désigne la quantité de
biomasse produite pour un gramme d’oxygène.
– rs , rO2 , rx , rCO2 et rp (g.l−1.s−1) sont respectivement les vitesses de consommation de
substrat et d’oxygène et les vitesses de production de biomasse, du gaz carbonique et du
produit spécifique.
Le processus se déroule généralement ainsi : une concentration X0 de biomasse est introduite
au démarrage de la culture avec une concentration S0 de substrat. La biomasse consomme le
substrat à la vitesse rs et elle consomme également l’oxygène à la vitesse rO2 . La vitesse de
formation de biomasse est notée rx. Selon la disponibilité du substrat, les micro-organismes
peuvent intervenir dans leur propre synthèse en se dupliquant et donc accélérer la réaction,
d’où leur effet catalyseur.
D’autres produits sont également formés au cours du processus notamment le CO2 provenant
de la respiration des cellules et d’autres produits spécifiques identifiés selon le type de souche
étudié : l’éthanol chez les levures (c.f. [Valentinotti et al. 03]) et l’acétate chez l’Escherichia
coli(c.f. [Rocha 03]). Notons que ces produits sont synthétisés alternativement en condition
anaérobie (ce qui n’est pas considéré dans ces travaux) ou en condition aérobie en présence
d’un excès de substrat carboné d’où la théorie du goulot d’étranglement. Ces produits ont un
effet inhibiteur sur la culture, ils doivent être maîtrisés à un niveau minimal.
Principe du goulot d’étranglement : Un des modèles le plus répandu pour la descrip-
tion de l’évolution des micro-organismes est celui proposé dans [Sonnleitner et Käppeli 86]. Ce
modèle est connu sous le principe du goulot d’étranglement. Il suppose une capacité respira-
toire limitée des cellules et il est basé sur la réaction présentée sur la figure II.3. La figure
II.4 montre une description simple du principe. Les flèches représentent le taux d’absorption
du substrat. Une augmentation de la concentration de substrat dans le réacteur conduit à une
croissance de la vitesse de synthèse des cellules. Ceci est illustré par un agrandissement des
flèches. On suppose que le substrat est métabolisé dès que celui-ci pénètre dans les cellules. En
présence d’un excès de substrat, une partie se transforme en produit en déclenchant d’autres
voies d’oxydation en présence d’oxygène.
– Cas 1 : L’absorption de glucose est suffisamment petite et ne provoque pas le débordement
de la capacité respiratoire.
– Cas 2 : La capacité d’absorption du substrat correspond à la capacité respiratoire.
– Cas 3 : L’absorption de glucose est supérieure à la capacité d’oxydation. Ceci provoque
la production d’un acide, inhibiteur à la culture, qui peut être ensuite métabolisé à son
tour par voie oxydative.
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Figure II.4 – Les différents scénarios métaboliques pour les cellules
– Cas 4 : Le substrat utilise toute la capacité respiratoire malgré la présence du produit
dans le milieu de culture.
– Cas 5 : L’oxydation du substrat est à un flux sous-critique et le produit disponible est
métabolisé.
– Cas 6 : Le milieu de culture ne contient plus de substrat et le produit utilise donc toute
la capacité respiratoire.
5 Modèle micro-biologique
Dans un objectif de pilotage des cultures microbiennes, il est nécessaire de déterminer un
modèle dynamique de connaissance basé sur une théorie bien établie et qui représente le plus
fidèlement possible le comportement fonctionnel du processus. L’une des étapes primordiales du
développement de ce modèle est la formulation de bilan des matières qui est une combinaison
des équations cinétiques de la réaction avec les équations de bilan. Deux types de modèle sont
souvent distingués dans la littérature :
Les modèles structurés conçus pour décrire l’évolution de la composition et du métabo-
lisme interne des micro-organismes. Leurs schémas réactionnels font intervenir plusieurs
réactions, plusieurs constantes et des temps de réponse très importants. Ils résultent des
modèles complexes.
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Les modèles non-structurés basés sur l’observation des cinétiques macroscopiques au sein
du réacteur. Ils sont dits non-structurés car ils ne tiennent pas compte de la composition
intracellulaire des cellules. Par exemple la biomasse, le substrat, l’aération etc. sont re-
présentés chacun par une seule variable en particulier leur concentration dans le milieu
réactionnel.
Enfin, la modélisation doit permettre d’appréhender le processus dans son intégralité dans
un objectif de contrôle et de supervision. De ce fait, il est intéressant de combiner les para-
mètres les plus importants, d’analyser et de modéliser leurs trajectoires. Pour cette raison, nous
nous sommes uniquement intéressés au modèles non-structurés car contrairement aux modèles
structurés, ils sont bien mieux adaptés à la synthèse de loi de commande et d’observation.
Les relations dynamiques entre les concentrations des différents constituants de la réaction
sont décrites par l’ensemble d’équations différentielles II.1. Ces dernières sont inspirées du
modèle proposé par [Bastin et Dochain 90] et sont obtenues à l’aide d’un bilan matière.
dX(t)
dt
= µ(t) X(t)− D(t)
V (t) X(t)
dS(t)
dt
= −µ(t)
Yx/s
X(t)− D(t)
V (t) (S(t)− Sin(t))
dV (t)
dt
= D(t) (II.1)
où
– V (t) est le volume réactionnel,
– D(t) le débit d’alimentation en substrat,
– Sin(t) est la concentration du substrat dans la solution d’alimentation,
– µ(t) est le taux spécifique de production de biomasse.
Les vitesses de consommation ou de production interviennent intrinsèquement dans le modèle
II.1 car elles sont liées à la croissance de la biomasse.
* La vitesse de croissance de la biomasse rx(t) est liée à X par la relation de proportionnalité
suivante :
rx(t) = µ(t)X(t) (II.2)
Le paramètre µ(t) dépend théoriquement de la concentration en substrat disponible et du taux
d’oxygène dissout dans le réacteur. Dans la littérature, ce paramètre peut prendre plusieurs
expressions. Mais celle proposée dans [Monod 42], introduite pour décrire une réaction enzy-
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matique est fréquemment utilisée pour traduire le phénomène de limitation de croissance par
manque de substrat. Elle néglige l’effet de l’oxygène et des autres produits et elle s’écrit sous
la forme suivante :
µ(t) = µmax
S(t)
Ks + S(t)
(II.3)
– µmax (en h−1) est la vitesse maximale de croissance spécifique
– Ks (en g de S/l) est la constante de saturation du substrat
* La vitesse de consommation du substrat rs(t) est liée à X(t) par la relation de propor-
tionnalité suivante :
rs(t) = qs(t)X(t) (II.4)
où :
– qs(t) (en h−1) est le taux spécifique de consommation de substrat.
Son expression mathématique est définie comme suit :
qs(t) =
µ(t)
Yx/s
(II.5)
Ce paramètre a également reçu plusieurs expressions dans la littérature ([Galvanauskas et al. 98],
[Monod 42], [Alba et Calvo 00] où [Cockshott 92]). Une étude comparative des différentes ex-
pressions est proposée dans [Rocha 03] et l’auteur a montré que celle proposée par Monod est
bien satisfaisante :
rs(t) = qs,max
S(t)
Ks + S(t)
(II.6)
– qs,max est le taux maximal spécifique de consommation de substrat.
En combinant les équations II.2 et II.6, nous déduisons aisément l’expression du rendement
biomasse / substrat :
Yx/s =
rx(t)
rs(t)
= µmax
qs,max
(II.7)
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6 Importance de l’oxygène
Pour réguler l’activité des micro-organismes et optimiser leur productivité, le milieu de
culture exige une forte précision sur le contrôle de plusieurs paramètres internes et externes,
notamment la concentration en substrat extracellulaire et les conditions environnementales
(pH, température et aération). Les régulations du pH et de la température sont généralement
bien maîtrisées à l’aide de boucles annexes de régulation. Malheureusement, celle de l’oxygène
dissout connaît moins de réussite. Sachant que le taux d’oxygène dissout régit le métabolisme
du substrat et affecte la stabilité des cellules [Namdev et al. 93], il est obligatoire de le maintenir
à un niveau favorable pour le bon déroulement du processus. La concentration du substrat doit
également être régulée de manière à ce que son absorption coïncide avec la capacité oxydative
pour éviter tout débordement ou synthèse de produits indésirables (cf. principe du goulot
d’étranglement : figure II.4).
Il est clairement reconnu que la quantité d’oxygène est un facteur primordial pour la crois-
sance des micro-organismes en milieu aérobie. Une quantité inadaptée d’oxygène dans la solu-
tion peut avoir un effet toxique ou inhibiteur pour la réaction. Sa concentration dissoute doit
ainsi être confinée dans une plage critique et déterminante [Kaiser et al. 94]. Cette plage est
très étroite et dépend du milieu de culture utilisé [Huang et al. 89]. En dessous d’une certaine
valeur limite, il ralentit fortement la croissance ([Chen et al. 85] , [Slininger et al. 93]).
La dynamique de l’oxygène dissout dans un bioréacteur parfaitement mélangé et opéré en
mode fed-batch est obtenu à l’aide d’une équation bilan et s’écrit comme suit :
dO2(t)
dt
= Kla(O∗2 −O2(t))− rO2 −
D(t)
V (t)O2(t) (II.8)
oùO2(t) est le taux d’oxygène dissout dans le réacteur. Il est exprimé en pourcentage par rapport
à la valeur de saturation ( O2,sat = 7.8 10−3 g/l à la température 30 degrés Celsius dans l’eau)
correspondant à O∗2 = 100. Deux paramètres essentiels interviennent dans cette équation. En
premier lieu, le Kla (s−1) est le coefficient de transfert de l’oxygène de la phase gazeuse à la
phase liquide. Il est fonction du volume, de la vitesse d’agitation, du débit d’air injecté, de la
viscosité et de la densité de la solution. Ensuite, rO2 (g.l−1.s−1) est la vitesse de consommation
de l’oxygène. Elle dépend des concentrations de la biomasse et du substrat disponible dans le
réacteur. Ces deux paramètres dépendent donc de variables qui évoluent durant la fermentation
ce qui rend délicate leur modélisation. Toutefois, des modèles empiriques ont été proposés dans
la littérature. Dans ce mémoire, nous proposons quelques méthodes d’identification du Kla et
une reconstruction de la vitesse de consommation à l’aide d’un observateur.
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6.1 Modélisation du coefficient de transfert d’oxygène Kla
Le coefficient de transfert de l’oxygène de la phase gazeuse à la phase liquide ( Kla ) joue
un rôle très important dans le déroulement d’un processus de fermentation aérée. Car dans
les cultures aérobie, l’approvisionnement en oxygène est primordial pour la survie des micro-
organismes. La valeur du Kla doit cependant être suffisante pour que les besoins en oxygène des
micro-organismes soient satisfaits. Des efforts considérables ont été consacrés à la modélisation
de ce paramètre. Ces exercices ont apporté une avancée significative pour la compréhension du
fonctionnement des bioréacteurs aérés et infiniment agités. Une étude de corrélation entre le
Kla et le débit d’air volumique Q/V a été étudiée dans [Wong et al. 03] et [Wang et al. 79].
[Hensirisak 97] a étudié plus précisément les effets de la dispersion des micro-bulles d’air dans
le réacteur afin d’améliorer le transfert d’oxygène dans l’ensemble du milieu réactionnel. Une
étude de l’influence de l’apport de puissance par unité de volume sur l’hydro-dynamique de
la culture est proposée dans [Wernersson et Trägårdh 99] . Tous ces travaux ont ainsi donc à
l’élaboration de plusieurs modèles empiriques du Kla.
Parmi les modèles les plus répandus, nous pouvons citer notamment :
– celui proposé par [Cooper et al. 44] où le Kla est décrit en fonction de la consommation
d’énergie par unité de volume Pg
VL
et de la vitesse superficielle du gaz.
Kla = 2.6 10−2
(
Pg
VL
)0.4
U0.5g (II.9)
– Pg (Watt) est la puissance mécanique consommée
– VL (m3) est le volume du liquide
– Ug = QA (m/s) est la vitesse superficielle du gaz
– Q (m3/s) est le débit volumique d’air
– A (m2) est l’aire de section droite de la cuve
La puissance dissipée Pg est intrinsèquement liée à la vitesse d’agitation N . La relation
empirique suivante a été proposée par [Michel et Miller 62]
Pg = 0.34
√
np
(
P 2 N d3a
Q0.56
)0.45
(II.10)
où
– P est la puissance consommée dans une cuve non aérée, agitée à la même vitesse et
contenant le même liquide. Elle est nécessairement supérieure à Pg car la présence des
cavités de gaz diminue la traînée des pâles dans le liquide.
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– da est le diamètre de l’agitateur
– np est le nombre de pâles de la turbine
– celui proposé par [García-Ochoa et Gómez 98] qui omet la puissance dissipée. Il fait inter-
venir directement la vitesse d’agitation N , la vitesse superficielle du gaz Vg et la viscosité
effective du liquide µeff .
Kla = c1 V αg Nβ µλeff (II.11)
où
– c1 est une constante qui dépend de la géométrie du réacteur
– α, β et λ sont des réels.
6.2 Identification expérimentale du Kla
Comme nous l’avons évoqué précédemment, le modèle dynamique du taux d’oxygène dis-
sout fait intervenir deux paramètres majeurs, respectivement Kla et rO2 pour lesquelles seules
des modélisations empiriques sont proposées dans la littérature. La difficulté majeure d’une
identification expérimentale en régime statique réside dans le fait que toute erreur de modéli-
sation de l’un des paramètres engendre une erreur de modélisation sur le second par un simple
effet de compensation. Pour s’affranchir de cette difficulté, nous proposons dans cette partie
une identification du Kla en régime statique dans une solution d’eau pure sans biomasse et
sans substrat. La vitesse de consommation de l’oxygène et le débit d’alimentation sont donc
nuls (rO2 = 0,D(t) = 0). Le protocole expérimental est le suivant : la vitesse d’agitation N est
maintenue constante et de l’azote est injectée pour éliminer l’oxygène présente dans la solution.
Lorsque cette dernière est appauvrie en oxygène, de l’air est injecté à débit constant. L’évolu-
tion du taux d’oxygène dissout est représentée sur la figure II.5 pour une vitesse d’agitation
de 800 tr/min et un débit d’air Q = 1.5 l/min. La concentration en oxygène dissout suit une
trajectoire exponentielle qui peut être assimilée à la réponse indicielle d’un système du premier
ordre en faisant une hypothèse de linéarité du système dynamique ce qui revient à considérer
que le Kla est constant sur la durée de l’expérience.
Pour cette vitesse d’agitation, une estimation du Kla peut ainsi être obtenue à l’aide de la
mesure de la constante de temps de ce système. L’expérience est répétée pour différentes vitesses
d’agitation et les valeurs identifiées du Kla sont reportées dans le tableau II.1.
En exploitant les résultats du tableau II.1, une relation affine entre le Kla et la vitesse
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Figure II.5 – Trajectoire d’oxygène dans un milieu aéré
N (tr/min) 450 500 550 600 650 700 750 800 850
Kla (h−1) 0.0214 0.023 0.028 0.031 0.031 0.032 0.037 0.04 0.04
Tableau II.1 – Valeur du coefficient de transfert identifié en fonction de la vitesse d’agitation
d’agitation N peut être déterminée à l’aide d’une optimisation au sens des moindres carrés.
La considération d’une telle modélisation est motivée pour des raisons de faisabilité, car la
commande physique appliquée au bioprocédé est la vitesse d’agitation N . Et nous aurons besoin
d’inverser ce modèle pour obtenir une expression pour la vitesse N . Le modèle obtenu s’écrit :
Kla = 4.78 10−5 N − 7.96 10−5 (II.12)
avec Kla (en s−1) et N (en rpm).
Ce modèle (i.e II.12) est utilisé lors des premiers essais et il a donné satisfaction pour des
vitesses d’agitations inférieures à 650 rpm. Au delà de cette vitesse, la relation II.12 devient de
plus en plus inexacte, car en principe le Kla évolue de façon légèrement parabolique par rapport
à N . Sur la figure II.7, nous avons reporté les résultats obtenus à l’aide d’un autre protocole
expérimental dans un milieu contenant du sulfite (SO−23 ) avec un apport continu d’oxygène
par injection d’air. Les vitesses d’agitation sont appliquées par échelon avec des amplitudes
variantes jusqu’à 100 rpm. Le résultat obtenu pour le Kla est quasi semblable au précédent
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Figure II.6 – Tracé du coefficient de transfert d’oxygène en fonction de la vitesse d’agitation
II.12. Les deux allures sont présentées sur la figure II.7.
Enfin, à l’aide des premiers résultats expérimentaux que nous détaillons dans le chapitre
expérimentation, nous avons recalculé le Kla (figure II.8) en utilisant les mesures réelles de
l’oxygène et la reconstruction de la vitesse de consommation obtenue en faisant le bilan entre
le taux entrant et le taux sortant. Le modèle obtenu avec la commande polyfite de matlab est :
Kla = 3.42 10−7 N1.75 (II.13)
Le Kla est exprimé en s−1 et l’agitation N en rpm. Ce modèle semble plus concrète physique-
ment car il décrit une évolution parabolique du Kla en fonction de la vitesse d’agitation. Aussi,
sa plage d’applicabilité est plus large.
6.3 Vitesse de consommation : rO2
La vitesse de consommation de l’oxygène est le second paramètre clé décrivant la dynamique
de l’oxygène dissout dans le bioréacteur. Son évolution dépend de la croissance de la biomasse
qui suit une loi exponentielle durant la fermentation. Plusieurs auteurs ont proposé des modèles
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Figure II.7 – Tracé du coefficient de transfert d’oxygène en fonction de la vitesse d’agitation utilisant
la méthode des moindres carrés
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Figure II.8 – Tracé du coefficient de transfert d’oxygène en fonction de la vitesse d’agitation
empiriques, le plus connu étant décrit par la loi de Monod :
rO2 = 1250.5 k0 X(t)
O2
12850.5 K0 +O2(t)
(II.14)
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où k0 et K0 sont des paramètres cinétiques liés à l’oxygène et X(t) est la concentration en
biomasse.
Cette vitesse peut être aussi modélisée utilisant le rendement de production la biomasse :
rO2 =
rx
Yx/O2
= µ
Yx/O2
(II.15)
Cette modélisation empirique étant soumise à de fortes incertitudes, l’un des objectifs de ces
travaux consiste à proposer une statégie de régulation du taux d’oxygène dissout en s’affranchis-
sant d’une quelconque modélisation de ce paramètre. Nous proposons cependant d’en obtenir
une estimation via la synthèse d’un observateur non-linéaire qui sera décrit dans le chapitre
suivant. Cette estimation pourra permettre de confronter les résulats obtenus aux modèles em-
piriques encore fortement utilisés dans la communauté du génie des procédés. En l’absence de
mesure en temps réel de la concentration de la biomasse, cette validation n’a pas encore été
effectuée. En revanche, l’estimation de la vitesse de consommation de l’oxygène sera utilisée
dans l’une des stratégies de commande proposées au chapitre 4.
7 Conclusion
Dans ce deuxième chapitre, nous avons abordé le thème de la modélisation et de l’analyse
du comportement d’un bioréacteur lors d’une culture de bactéries Pseudomonas putida. Nous
avons présenté un schéma réactionnel faisant intervenir tous les réactifs et les éventuels pro-
duits afin de pouvoir formuler les équations de bilan au cours de la réaction. Cette formulation
conduit en premier lieu à un modèle d’état décrivant l’évolution des concentrations des diffé-
rents constituants. Ce modèle fait intervenir les vitesses de consommation et de production,
le débit d’alimentation et les variations de volume. En second lieu, il a permis d’établir un
modèle de connaissance de l’évolution de la concentration en oxygène dissout. Cependant, le
modèle d’oxygène comporte des incertitudes relativement fortes liées notamment à la mauvaise
connaissance de ses paramètres en particulier le coefficient de transfert Kla et la vitesse de
consommation. Des modèles empiriques (du Kla et de la rO2) traditionnellement utilisés dans
la littérature ont été présentés. Ensuite, plusieurs méthodes expérimentales pour l’identification
de la relation liant le Kla à la vitesse d’agitation sont proposées. La première est une méthode
statique, elle est réalisée avec de l’eau et de l’azote. La deuxième utilise les moindres carrés,
elle est réalisé en simulant une culture avec de la sulfite. Des vitesses d’agitations de type
rampe sont appliquées à la commande. La troisième méthode consiste à une reconstruction du
Kla à partir de mesures réelles d’une expérimentation. La dernière méthode est plus réaliste,
43
Chapitre II. Modélisation des Bioréacteurs
elle est obtenue avec des mesures réelles. L’expression obtenue est utilisée pour la synthèse du
correcteur.
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Chapitre III
Observateurs pour les systèmes non
linéaires
1 Introduction
Un observateur ou reconstructeur d’état est un système dynamique en temps continu ou
discret qui permet de calculer les estimations des valeurs courantes des états d’un système à
partir des informations antérieures sur les entrées et les sorties. L’observateur est donc consi-
déré comme un capteur logiciel et son implémentation permet l’utilisation d’un minimum de
capteur physique, ou de faire de la redondance d’information, ou du diagnostique. De plus,
il permet d’estimer les grandeurs difficilement accessibles où même non mesurables, d’où son
intérêt économique dans le milieu industriel et pratique dans les milieux hostiles. Durant les
dernières décennies, la synthèse d’observateur a subit un accroissement très rapide aussi bien
pour les systèmes linéaires ([Kalman 60], [Luenberger 71],...) que pour les systèmes non li-
néaires ([Fridman et al. 08], [Krener et Isidori 83], [Busawon et al. 98], [Bastin et Gevers 88],
[Marino et al. 93], [Bornard et Hammouri 91], [Gauthier et Bornard 80], [Barbot et al. 96] ...),
avec plusieurs approches différentes.
Ce chapitre est consacré à la synthèse d’observateurs pour une classe particulière de sys-
tèmes non linéaires continus comportant des verrous scientifiques majeurs en particulier la
discrétisation des mesures en plus des incertains de modèle ou le retard. Il est organisé comme
suit. Dans la deuxième section, nous présentons la synthèse de l’observateur grand gain continu.
Dans la troisième section, nous proposons de synthétiser un observateur pour la même classe de
système dont la sortie est échantillonnée. L’approche adoptée est basée sur la théorie du grand
gain classique. Et l’objectif principal de l’observateur consiste à fournir une estimation conti-
nue de tous les états du système à partir des mesures discrètes disponible. Dans la quatrième
section, nous proposons un observateur pour les systèmes uniformément observables à sortie
49
Chapitre III. Observateurs pour les systèmes non linéaires
échantillonnée et comportant des incertitudes de modélisation. La cinquième section traite le
problème du retard intervenant sur les mesures des systèmes. Nous y proposons un observateur
composé d’une cascade de sous-systèmes dont le premier estime l’état du système retardé tandis
que les autres sous-systèmes restants sont des prédicteurs. Chaque prédicteur estime l’état du
sous-système précédent avec un horizon fini afin que le dernier de la cascade reconstruit l’état
réel du système. Enfin, nous finissons avec une conclusion.
2 Observateur grand gain continu
2.1 Introduction
L’observateur grand gain, initié vers les années 90 par [Gauthier et al. 92], a été proposé
pour les systèmes non linéaires pouvant se mettre sous la forme canonique de uniformément
observable. Son avantage par rapport à d’autres observateurs développés antérieurement est
qu’il prend en compte toutes les non-linéarités et les non-stationnarités des systèmes. En plus,
les non-linéarités peuvent dépendre des états, mais doivent présenter une structure triangulaire
inférieure. L’observateur garantit une bonne estimation des états et le réglage du terme de
correction est assuré avec un seul paramètre de synthèse. Dans cette section, nous allons fournir
brièvement tous les outils nécessaires pour la synthèse de l’observateur grand gain.
2.2 Étude préliminaire
Definition 2.1 : Difféomorphisme
Un système est dit difféomorphe à un autre système s’il existe une application bijective diffé-
rentiable d’un ensemble à un autre dont la bijection réciproque est aussi différentiable. Cette
application permet ainsi de réécrire le système sous une forme particulière.
Considérons les systèmes MIMO et difféomorphiques au système suivant : x˙(t) = Ax(t) + ϕ(u(t), x(t))y(t) = Cx(t) = x1(t) (III.1)
avec
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x =

x1
x2
...
xq
 ; ϕ(u, x) =

ϕ1(u, x1)
ϕ2(u, x1, x2)
...
ϕq−1(u, x1, . . . , xq−1)
ϕq(u, x)

A =

0p Ip 0p 0p
... . . . Ip
0p
. . . . . . 0p
0p
. . . Ip
0p . . . 0p 0p

; C = [Ip, 0p, . . . , 0p] (III.2)
L’état x(t) ∈ Rn ; les xj ∈ Rp, j = {1, . . . , q} sont des blocs d’états ; le vecteur d’entrée u(t) ∈ U
un sous ensemble compact de Rs et la sortie y ∈ Rp est disponible à chaque instant t.
Le système III.1 est très particulier car les états xj sont tous de même dimension p. La
dimension totale est n = p × q. En se référant aux travaux de [Naghshtabrizi et al. 08] , le
système III.1 est mis sous la forme canonique de Brunovski.
Definition 2.2 : Observabilité
Un système est dit observable lorsque tous les états peuvent être reconstruits à partir de la
connaissance de ses entrées et ses sorties.
Le concept d’observabilité a été introduit par Kalman pour les systèmes linéaires (cf. [Kalman 59]).
Definition 2.3 : Uniforme observabilité
Un système est uniformément observable s’il est observable pour toute entrée.
On remarque que la classe des systèmes uniformément observables est le prolongement naturel
de la classe des systèmes linéaires.
La réalisation de l’observateur grand gain nécessite quelques propriétés : la fonction non-linéaire
ϕ(u, x) doit adopter une structure triangulaire inférieure par rapport à la décomposition de
l’état et elle doit vérifier l’hypothèse suivante :
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Hypothèse 2.1 : Fonctions lipschitziennes
Les fonctions ϕj(u, x), j = 1, . . . , q, sont globalement Lipschitziennes par rapport à x et unifor-
mément en u si et seulement si :
∀ x, x¯ ∈ Rn : ‖ϕi(u, x)− ϕi(u, x¯)‖ ≤ Li‖x− x¯‖ (III.3)
où L = max(Li) > 0 est la constante de Lipschitz associée à ϕ
Le problème de l’observation pour les systèmes dynamiques peut être interprété comme un
problème de poursuite de trajectoire dont la condition à remplir pour assurer la convergence
est décrite par la propriété suivante :
Propriété 1 : Condition de convergence d’un observateur
Pour un système (cf. III.1) dont le vecteur d’état est x(t), la propriété essentielle que doit
remplir l’observateur (cf. III.5) est :
lim
t→∞ ‖xˆ(t)− x(t)‖ = 0 (III.4)
Cette propriété assure une convergence asymptotique vers zéro de l’erreur d’observation. Nous
montrons pour le cas de l’observateur grand gain que la convergence est exponentielle.
2.3 Synthèse de l’observateur
L’objectif est ici de synthétiser un observateur d’état de type grand gain qui converge de
façon exponentielle et qui garantit la robustesse des estimations malgré la présence des pertur-
bations et des bruits de mesure. Nous allons utiliser les travaux développés dans [Farza et al. 04]
où l’auteur a proposé un observateur pour une classe de systèmes non linéaires ayant une struc-
ture triangulaire.
Si on considère le système uniformément observable III.1, la dynamique de l’observateur
associée est définie comme suit :
˙ˆx(t) = Axˆ(t) + ϕ(u(t), xˆ(t))− θ∆−1θ K(Cxˆ(t)− y(t)) (III.5)
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où xˆ =

xˆ1
xˆ2
...
xˆq
 ∈ R
n ; K =

K1
K2
...
Kq
 ∈ R
n est la matrice gain choisie de sorte que
A¯
∆= A−KC
soit Hurwitz. ∆θ est une matrice diagonale définie comme suit :
∆θ = diag
(
Ip,
1
θ
Ip, . . . ,
1
θq−1
Ip
)
θ ≥ 1 est le paramètre de synthèse qui permet de déterminer la vitesse de convergence des
estimations.
La preuve complète de la convergence exponentielle de l’erreur d’estimation est détaillée dans
[Farza et al. 04]. Compte tenu du lien entre cet observateur continu et l’observateur continu-
discret, nous allons faire un bref rappel de cette preuve.
Preuve 1 :
En exploitant les états de l’observateur et ceux du système, nous pouvons définir l’erreur d’es-
timation comme suit : x˜ = xˆ− x et sa dynamique s’écrit alors :
˙˜x = (A− θ∆−1θ KC)x˜+ ϕ(u, xˆ)− ϕ(u, x) (III.6)
Si nous définissons le changement de variable suivant x¯ = ∆θx˜ et nous considérons les égalités
suivantes :
∆θA∆−1θ = θA and C∆−1θ = C (III.7)
l’équation III.6 se transforme comme suit :
˙¯x = ∆θ(A− θ∆−1θ KC)∆−1θ x¯+ ∆θ (ϕ(u, xˆ)− ϕ(u, x))
˙¯x = θA¯x¯+ ∆θ (ϕ(u, xˆ)− ϕ(u, x)) (III.8)
avec A¯ = A−KC Hurwitz, il existe une matrice symétrique P définie positive et un réel positif
µ telle que :
PA¯+ A¯TP ≤ −2µP (III.9)
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Montrons maintenant que la fonction quadratique V (x¯) = x¯TPx¯ est une fonction de Lyapunov
associée au système d’erreur III.8. Avec quelques manipulations, nous pouvons écrire que :
V˙ (x¯) = 2x¯TP ˙¯x
= 2θx¯TPA¯x¯+ 2x¯TP∆θ (ϕ(u, xˆ)− ϕ(u, x))
≤ −2µθ‖x¯‖2 + 2x¯TP∆θ (ϕ(u, xˆ)− ϕ(u, x)) (III.10)
En considérant l’hypothèse lipschitzienne de la fonction ϕ(u, x) et sa structure triangulaire, les
inégalités suivantes s’obtiennent facilement (cf. [Farza et al. 04], [Hammouri et Farza 03])
2x¯TP∆θ (ϕ(u, xˆ)− ϕ(u, x)) ≤ 2
√
nλML‖x¯‖2 (III.11)
où L est la constante de lispchitz associée à ϕ et λM (resp. λm) est la valeur propre maximale
(resp. minimale) de la matrice P .
En combinant les inégalités (III.10) et (III.11), nous obtenons :
V˙ (x¯) ≤ −(2µθ − 2L√nλM)‖x¯‖2 (III.12)
Pour satisfaire donc la convergence exponentielle de l’erreur d’observation, il suffit de choisir
θ tel que
−
(
2µθ − 2L√nλM
)
< −µθ i.e. θ > θ0 ∆= 2L
√
n
µ
λM (III.13)
Ceci met fin à la démonstration.
2.4 Conclusion
Dans cette section, nous avons rappelé la synthèse d’un observateur grand gain continu
pour une classe de systèmes non linéaires particulière. La convergence exponentielle vers zéro
de l’observateur a été prouvée dans le cas nominal. Avec un seul paramètre de synthèse dont
on connaît très précisément l’action (i.e. position des pôles du système bouclé), l’obtention
des performances désirées est particulièrement simple. Malheureusement, les propriétés de cet
observateur continu disparaissent lors d’une implémentation sur un système numérique dis-
cret. Les sections suivantes vont étendre les propriétés de cet observateur afin de proposer des
réponses adéquates pour la même classe de système dont les sorties sont échantillonnées où
retardées.
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3 Observateur grand gain continu-discret
3.1 Introduction
Considérons les systèmes MIMO et difféomorphiques au système suivant : x˙(t) = Ax(t) + ϕ(u(t), x(t))yk = Cx(tk) = x1(tk) (III.14)
où l’état x(t) ∈ Rn, le vecteur d’entrée u(t), la matriceA et la fonction lipschitzienne ϕ(u(t), x(t))
sont définies en III.1 , III.2 et . yk ∈ Rp est la sortie mesurée à l’instant tk, satisfaisant l’inégalité
suivante :
0 ≤ t0 < . . . < tk < tk+1 < . . . avec lim
k→∞
tk =∞ (III.15)
Définissons l’intervalle entre deux instants de mesure borné par τm et τM :
0 ≤ τm ≤ τk = tk+1 − tk ≤ τM (III.16)
Sous cette description, III.14 s’introduit dans la classe des systèmes non-linéaires et uniformé-
ment observables.
L’objectif de cette section consiste donc à déterminer un observateur d’état qui garantisse
la robustesse des estimations malgré la discrétisation des mesures et la présence des perturba-
tions. Nous cherchons donc, à reconstruire tous les états du système en continu à partir des
mesures disponibles aux instants d’échantillonnage tk. Pour la synthèse, nous nous basons sur
les éléments de la théorie des l’observateur grand-gain continu et nous utilisons l’approche de
Lyapunov pour prouver la convergence exponentielle de l’observateur proposé.
La section est organisée comme suit. La première partie présente l’étude préliminaire. Elle
permet d’établir un état de l’art. La seconde partie est consacrée à la conception de l’observateur
continu-discret. Dans celle-ci, nous présentons deux d’observateurs basés sur le grand gain
continu. Le premier, inspiré des travaux de [Raff et al. 08], a une structure impulsive qui consiste
à exploiter les erreurs d’estimation aux instants d’échantillonnage et à introduire une fonction
particulière dans le terme correctif pour compenser l’erreur entre les instants de mesure. Le
deuxième observateur, inspiré de [Karafyllis et Kravaris 09], utilise l’approche avec prédiction
de sortie pour calculer l’erreur d’estimation en continu. Une étude comparative entre les deux
méthodes est effectuée. Dans la troisième partie, nous présentons un exemple de simulation
appliqué sur un modèle de bioréacteur afin de justifier les résultats théoriques et étudier les
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performances. Enfin, nous finissons par une conclusion.
3.2 Étude préliminaire
Definition 3.1 :
– τM désigne la valeur maximale admissible de la période d’échantillonnage III.16 pour
laquelle la convergence exponentielle vers zéro de l’erreur d’observation est garantie.
– τm désigne la valeur minimale de la période d’échantillonnage
0 ≤ τm ≤ τk = tk+1 − tk ≤ τM
3.2.1 État de l’art
La motivation est de proposer une structure générale pour un observateur d’état continu-
discret qui garantit la robustesse des estimations malgré la discrétisation des mesures et la
présence des perturbations. La méthode adoptée s’appuie sur les techniques de synthèse grand
gain. Les matrices et les fonctions définissant le modèle du système sont déclarées dans la section
précédente.
Pour la classe des systèmes III.14, le candidat pour l’observateur impulsif continu-discret
utilisant l’approche grand gain prend la forme générale suivante :
˙ˆx(t) = Axˆ(t) + ϕ(u(t), xˆ(t))− θ∆−1θ KF (t)(Cxˆ(tk)− y(tk)), k ∈ N (III.17)
où l’erreur xˆ(tk) − y(tk) est calculée aux instants d’échantillonnage et la matrice F (t) ∈ Rp×p
satisfait la condition suivante F (tk) = Ip. Avec cette description, nous retrouvons systémati-
quement l’observateur grand gain continu aux instants tk.
L’équation III.17 donne donc lieu à un ensemble d’observateurs continus-discrets qui dif-
fèrent selon le choix de F (t). La justification de cette structure provient du fait que nous souhai-
tons concevoir un observateur impulsif similaire à celui proposé par [Naghshtabrizi et al. 08].
Dans notre cas, le terme correctif est le produit entre un vecteur gain et l’erreur d’estimation
de la sortie aux instants tk pondéré d’une fonction spécifique notée F (t).
Pour exprimer F (t), écrivons d’abord la dynamique de l’erreur comme dans les équations III.6
et III.7, alors :
˙¯x(t) = θAx¯(t) + ∆θ (ϕ(u, xˆ)− ϕ(u, x))− θKF (t)Cx¯(tk) (III.18)
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où les paramètres xˆ(t) , K , ∆θ et θ sont définis en III.5.
Si on ajoute et soustrait en même temps le terme suivant θKCx¯(t) sur la partie droite de
l’équation ci-dessus, nous avons donc :
˙¯x(t) = θAx¯(t) + ∆θ (ϕ(u, xˆ)− ϕ(u, x))− θKF (t)Cx¯(tk)± θKCx¯(t)
= θA¯x¯(t) + ∆θ (ϕ(u, xˆ)− ϕ(u, x)) + θKz(t) (III.19)
où A¯ = A−KC est Hurwitz.
z(t) = Cx¯(t)− F (t)Cx¯(tk) = x¯1(t)− F (t)x¯1(tk) (III.20)
Dans l’équation III.19, nous retrouvons les expressions de l’équation de l’erreur dans le cas
continu (cf. III.8) plus un terme supplémentaire avec z(t) provoqué par le processus de l’échan-
tillonnage. Ce dernier terme engendrera alors des contraintes supplémentaires sur notre obser-
vateur notamment sur la période d’échantillonnage maximale admissible.
Notre objectif est maintenant de borner au maximum les variations de la norme de l’erreur
‖x¯(t)‖ (cf. III.19) et ceci revient à borner au maximum la norme de z(t). Pour cela, calculons
la dérivée de z(t) :
z˙(t) = ˙¯x1(t)− F˙ (t)x¯1(tk)
= θx¯2(t) + ϕ1(u, xˆ1)− ϕ1(u, x1)−
(
θK1F (t) + F˙ (t)
)
x¯1(tk)
‖z(t)‖ ≤ (θ + L)
∫ t
tk
‖x¯(s)‖ds+
(
‖x¯1(tk)‖
) ∫ t
tk
‖θK1F (s) + F˙ (s)‖ds (III.21)
Les variations de la norme de z(t) dépendent du modèle et de l’intégrale de
(
θK1F (t) + F˙ (t)
)
à un facteur x¯1(tk) près. Pour réduire au maximum ces variations, il faut choisir F (t) solution
de l’équation suivante :
θK1F (t) + F˙ (t) = 0 , avec F (tk) = Ip (III.22)
avec cette hypothèse, l’équation III.21 devient :
z˙(t) = θx¯2(t) + ϕ1(u, xˆ1)− ϕ1(u, x1)
et l’unique solution de l’équation III.22 est :
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F (t) = e−θK1(t−tk) (III.23)
Nous utilisons donc cette expression de F (t) (III.23) pour synthétiser notre observateur impulsif
continu-discret. Nous proposons une preuve de la convergence exponentielle de cet observateur
dans le cas nominal et nous comparons par la suite la valeur maximale admissible de la période
d’échantillonnage τM avec celle pour F (t) = Ip.
3.2.2 Lemme technique
Dans ce qui suit, un lemme technique est proposé avec sa justification. Ce dernier est
utilisé dans la preuve de convergence pour déterminer la condition à satisfaire par la période
d’échantillonnage maximale τM .
Lemme 3.1 : Considérons la fonction v : t ∈ R+ 7→ v(t) ∈ R+ dérivable et satisfaisant
l’inégalité suivante :
v˙(t) ≤ −av(t) + b
∫ t
tk
v(s)ds , pour ∀t ∈ [tk, tk+1[ avec k ∈ N (III.24)
où 0 < tk+1 − tk ≤ τM < +∞. Si a et b sont des réels positifs tels que
bτM
a
< 1 (III.25)
alors, la fonction v converge exponentiellement vers zero et vérifie la propriété suivante, i.e.
v(t) ≤ e−η(t−t0)v(t0) avec 0 < η = (a− bτM) e−aτM (III.26)
Preuve 2 :
Pour justifier ce lemme, montrons d’abord que v(t) ≤ v(tk) ∀t ∈ [tk, tk+1[. Cette propriété est
un passage nécessaire pour aboutir au résultat final III.26.
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Si on intègre III.24 entre tk et t, on obtient :
v(t) ≤ v(tk)− a
∫ t
tk
v(s)ds+ b
∫ t
tk
(∫ s
tk
v(ν)dν
)
ds
≤ v(tk)− a
∫ t
tk
v(s)ds+ bτM
∫ t
tk
v(ν)dν
v(t) ≤ v(tk) + (bτM − a)
∫ t
tk
v(s)ds
sachant que bτM − a < 0 ( i.e. III.25), alors :
v(t) ≤ v(tk) (III.27)
car v(t) ∈ R+ ce qui implique que ∫ ttk v(s)ds > 0 et (bτM − a) < 0 .
Pour prouver le résultat III.26, il suffit de combiner les inégalités III.27 et III.24 , ce qui nous
donne :
v˙(t) ≤ −av(t) + b
∫ t
tk
v(tk)ds
≤ −av(t) + bτMv(tk) (III.28)
En intégrant III.28 entre tk et t, nous obtenons :
v(t) ≤ e−a(t−tk)v(tk) + bτM
∫ t
tk
e−a(t−s)ds v(tk)
≤ e−a(t−tk)v(tk) + bτM
a
(
1− e−a(t−tk)
)
v(tk)
≤ g(t)v(tk) (III.29)
avec g(t) ∆= e−a(t−tk)
(
1− bτM
a
)
+ bτM
a
Montrons maintenant en utilisant l’inéquation III.29 que :
g(t)v(tk) ≤ e−η(t−tk)v(tk) (III.30)
où l’expression de η est définie en III.26. Pour cela, il suffit de montrer que la fonction
δ(t) : R+ → R avec
δ(t) =
(
g(t)− e−η(t−tk)
)
≤ 0 ; ∀t ≥ tk. (III.31)
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ou de manière équivalente :
g(t) ≤ e−η(t−tk) ; ∀t ≥ tk
Pour prouver la propriété III.31, il suffit de montrer que δ(t) est une fonction décroissante
sachant que δ(tk) = 0.
δ˙(t) = g˙(t) + ηe−η(t−tk)
= −ae−a(t−tk)
(
1− bτM
a
)
+ ηe−η(t−tk)
≤ −e−aτM (a− bτM) + η = 0 (III.32)
car −η(t− tk) < 0, ce qui implique que e−η(t−tk) < 1 .
La nullité III.32 est obtenue en exploitant l’expression de η définie en III.26. Ce qui nous per-
met de déduire que g(t) ≤ e−η(t−tk) ; d’où la justification de l’inégalité III.30.
Enfin, sachant que la fonction v(t) est continue sur R+, alors si on applique la somme d’itéra-
tions sur III.30, nous obtenons :
v(t) ≤ e−η(t−t0)v(t0) (III.33)
Ceci met fin à la preuve de ce lemme.
3.2.3 Cas particulier où F (t) = Ip
Comme il a été suggéré, une étude du cas particulier où F (t) = Ip est effectuée dans
cette partie. Nous utilisons la description présentée dans l’état de l’art et les résultats du
lemme 3.1 pour établir une condition sur la valeur maximale de la période d’échantillonnage
. Nous comparons ensuite cette valeur avec celle obtenue dans le cas où F (t) est une fonction
exponentielle (i.e. III.23).
Pour F (t) = Ip , l’expression de z(t) dans III.20 devient :
z(t) = x¯1(t)− x¯1(tk) (III.34)
et sa dérivéee s’écrit :
z˙(t) = ˙¯x1(t)
= θx¯2(t) + ϕ1(u, xˆ1)− ϕ1(u, x1)− θK1x¯1(tk) (III.35)
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Si nous remplaçons la variable x¯1(tk) par son expression donnée en III.34 : {x¯1(tk) = x¯1(t)− z1(t)}
alors l’équation III.35 devient :
z˙(t) = θK1z(t) + θx¯2(t) + ϕ1(u, xˆ1)− ϕ1(u, x1)− θK1x¯1(t) (III.36)
en intégrant cette équation entre t et tk et en utilisant le fait que z(tk) = 0, nous pouvons
écrire :
z(t) =
∫ t
tk
eθK
1(t−s) (θx¯2(s) + ϕ1(u, xˆ)− ϕ1(u, x)− θK1x¯1(s)) ds
en utilisant l’inégalité des normes, nous obtenons :
‖z(t)‖ ≤ eθ‖K1‖(t−tk)
∫ t
tk
(
θ‖x¯2(s)‖+ ‖ϕ1(u, xˆ1)− ϕ1(u, x1)‖ − θ‖K1‖‖x¯1(s)‖
)
ds
≤ eθ‖K1‖(t−tk)
∫ t
tk
(
θ‖x¯(s)‖+ L‖x¯(s)‖ − θ‖K1‖‖x¯(s)‖
)
ds
≤ eθ‖K1‖τM
[
θ(1 + ‖K1‖) + L
] ∫ t
tk
‖x¯(s)‖ds (III.37)
Considérons maintenant la fonction quadratique suivante :
{
V (x¯) = x¯TPx¯
}
où la matrice P
est définie en III.9, alors
‖z(t)‖ ≤ eθ‖K1‖τM θ(1 + ‖K
1‖) + L√
λm
∫ t
tk
√
V (x¯(s))ds (III.38)
λm est la valeur propre minimale de la matrice P .
Enfin, pour établir une condition sur τM , montrons que la dérivée de la fonction quadratique
V (x¯) peut s’écrire comme dans l’inéquation III.24 du lemme technique.
V˙ (x¯) = 2x¯TP ˙¯x
= 2x¯TP (θAx¯+ ∆θ (ϕ(u(t), xˆ(t))− ϕ(u(t), x(t)))− θKCx¯(tk))
En utilisant la propriété lipschitzienne de la fonction ϕ(u(t), x(t)) (i.e. III.11) et le fait que
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A¯ = A−KC, nous pouvons majorer V˙ (x¯)
V˙ (x¯) ≤ 2x¯T (t)P
(
θ(A¯+KC)x¯(t)− θKCx¯(tk)
)
+ 2L
√
nλM‖x¯‖2
≤ −2µθx¯(t) + 2θx¯T (t)PK (Cx¯(t)− F (t)Cx¯(tk)) + 2L
√
nλM‖x¯‖2
≤ −2µθx¯(t) + 2θx¯T (t)P (Kz(t)) + 2L√nλM‖x¯‖2
≤ −
(
2µθ − 2L√nλM
)
‖x¯‖2 + 2θx¯TPK‖z(t)‖
≤ −
(
2µθ − 2L√nλM
)
‖x¯‖2 + 2θ
√
λM
√
V (x¯(t))‖K‖‖z(t)‖ (III.39)
Si on remplace ‖z(t)‖ par son expression daonnée en III.38 et le fait que − (2µθ − 2L√nλM) <
−µθ (cf. III.13), l’inéquation III.39 devient :
V˙ (x¯(t)) ≤ − µθ
λM
V (x¯(t)) + 2θeθ‖K1‖τM
√
λM
λmin
‖K‖
(
θ(1 + ‖K1‖) + L
)√
V (x¯(t))
∫ t
tk
√
V (x¯(s))ds
où de manière équivalente :
V˙ (x¯(t))
2
√
V (x¯(t))
≤ − µθ2λM
√
V (x¯(t)) + θeθ‖K1‖τM
√
λM
λmin
‖K‖
(
θ(1 + ‖K1‖) + L
) ∫ t
tk
√
V (x¯(s))ds
Avec cette formulation, nous retrouvons l’écriture III.24 du lemme technique avec :
v(t) =
√
V (x¯(t)) ; a = µθ2λM
≥ 0 et b = θeθ‖K1‖τM
√
λM
λmin
‖K‖
(
θ(1 + ‖K1‖) + L
)
≥ 0
Nous pouvons conclure que
√
V (x¯(t)) converge exponentiellement vers zéro si et seulement si
la condition bτM
a
< 1 est vérifiée (cf. lemme 3.1). Ceci permet donc de déterminer la valeur
maximale admissible de la période d’échantillonnage permettant d’assurer la convergence de
l’observateur :
θeθ‖K
1‖τM
√
λM
λmin
‖K‖
(
θ(1 + ‖K1‖) + L
)
τM <
µθ
2λM
où de manière équivalente :
τMe
θ‖K1‖τM <
µ
√
λmin
2λM
√
λM‖K‖ (θ(1 + ‖K1‖) + L)
(III.40)
La condition obtenue pour τM n’est pas très explicite. Dans la section suivante, nous allons mon-
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trer qu’en choisissant F (t) = e−θK1(t−tk), nous aurons une condition beaucoup plus accessible
et une valeur maximale sur la période d’échantillonnage plus grande.
3.3 Synthèse de l’observateur
3.3.1 Forme exponentielle
Dans cette partie, nous proposons une nouvelle technique de synthèse d’observateurs pour
une classe de systèmes non linéaires dont la sortie est échantillonnée. La conception est basée
sur une approche grand gain et utilise la description du système proposée dans l’état de l’art.
Ces travaux ont donné suite à une publication (cf. [Farza et al. 13]).
Pour F (t) = e−θK1(t−tk), la dynamique de l’observateur continu-discret proposé pour la classe
des systèmes III.14 s’écrit comme suit :
˙ˆx(t) = Axˆ(t) + ϕ(u(t), xˆ(t))− θ∆−1θ Ke−θK
1(t−tk)(Cxˆ(tk)− y(tk)), k ∈ N (III.41)
Où xˆ =

xˆ1
xˆ2
...
xˆq
 ∈ R
n ; K =

K1
K2
...
Kq
 est le vecteur gain choisi de sorte que la matrice
A¯ = A −KC soit Hurwitz. Les Ki , i = {1, . . . , q}, sont des matrices de dimensions (p × p),
∆θ est une matrice diagonale définie en III.6 et θ ≥ 1 (θ ∈ R) est le paramètre de synthèse.
Nous pouvons remarquer que l’observateur III.41 est une recopie du système III.14 plus
un terme correctif incluant une fonction exponentielle variable dans le temps indépendamment
de l’erreur qui n’est remise à jour qu’aux instants d’échantillonnage tk. Pour la preuve de la
convergence, nous montrons que si la valeur maximale admissible de la période d’échantillonnage
satisfait une certaine condition alors l’observateur converge exponentiellement vers 0.
Mais avant d’énoncer le résultat sous forme de théorème, procédons d’abord à quelques ma-
nipulations techniques permettant d’accéder à la condition sur τM . A partir de cette condition,
la preuve de convergence de l’observateur s’établit aisément.
Preuve 3 :
Définissons l’erreur d’estimation x˜(t) = xˆ(t)− x(t), sa dynamique est donnée par :
˙˜x(t) = Ax˜+ ϕ(u, xˆ)− ϕ(u, x)− θ∆−1θ Ke−θK
1(t−tk)Cx˜(tk) (III.42)
en appliquant le changement de variable suivant x¯ = ∆θx˜ et en utilisant les inégalités définies
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en III.7, l’équation III.42 devient :
˙¯x(t) = ∆θA∆−1θ x¯+ ∆θ (ϕ(u, xˆ)− ϕ(u, x))− θKe−θK
1(t−tk)C∆−1θ x¯(tk)
= θAx¯+ ∆θ (ϕ(u, xˆ)− ϕ(u, x))− θKe−θK1(t−tk)Cx¯(tk) (III.43)
Considérons maintenant la fonction quadratique : V (x¯) = x¯TPx¯ où la matrice P est donnée
en III.9. Montrons que V (x) est une fonction de Lyapunov associée au système d’erreur III.43 :
V˙ (x¯) = 2x¯TP ˙¯x
= 2x¯TP
(
θAx¯+ ∆θ (ϕ(u, xˆ)− ϕ(u, x))− θKe−θK1(t−tk)Cx¯(tk)
)
En considérant l’hypothèse lipschitzienne de la fonction ϕ(u(t), x(t)) (cf. hypothèse 2.1) et sa
structure triangulaire, nous pouvons montrer que (cf. [Farza et al. 04],[Hammouri et Farza 03]) :
2x¯TP∆θ (ϕ(u, xˆ)− ϕ(u, x)) ≤ 2L
√
nλM‖x¯‖2
où L est la constante de Lipschitz associée à ϕ et λM (resp. λm) est la plus grande valeur propre
(resp. la plus petite valeur propre) de la matrice P . Ce qui implique que :
V˙ (x¯) ≤ 2x¯TP
(
θAx¯− θKe−θK1(t−tk)Cx¯(tk)
)
+ 2L
√
nλM‖x¯‖2
≤ 2x¯TP
(
θ(A¯+KC)x¯− θKe−θK1(t−tk)Cx¯(tk)
)
+ 2L
√
nλM‖x¯‖2
≤ −2µθx¯+ 2θx¯TP
(
KCx¯−Ke−θK1(t−tk)Cx¯(tk)
)
+ 2L
√
nλM‖x¯‖2
≤ −2µθx¯+ 2θx¯TP (Kz(t)) + 2L√nλM‖x¯‖2
≤ −2µθ‖x¯‖2 + 2θx¯TPKz(t) + 2L√nλM‖x¯‖2
≤ −
(
2µθ − 2L√nλM
)
‖x¯‖2 + 2θx¯TPKz(t) (III.44)
En choisissant θ comme dans le cas continu (i.e. III.13), alors
−
(
2µθ − 2L√nλM
)
< −µθ
où µ est un réel positif défini en III.9. L’inégalité III.44 devient :
V˙ (x¯(t)) ≤ −µθ‖x¯(t)‖2 + 2θx¯TPKz(t)
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avec
z(t) = Cx¯(t)− e−θK1(t−tk)Cx¯(tk) = x¯1(t)− e−θK1(t−tk)x¯1(tk)
L’objectif revient maintenant à borner z(t)
z˙(t) = ˙¯x1(t) + θK1e−θK1(t−tk)x¯1(tk) = θx¯2(t) + ϕ1(u, xˆ1(t))− ϕ1(u, x1(t)) (III.45)
Si nous intégrons cette équation entre tk et t sachant qu’aux instants d’échantillonnage, z(tk) =
0, nous pouvons déduire l’équation dynamique de z(t) :
z(t) =
∫ t
tk
(
θx¯2(s) + ϕ1(u(s), xˆ1(s))− ϕ1(u(s), x1(s))
)
ds (III.46)
Utilisons maintenant les inégalités des normes :
‖z(t)‖ ≤
∫ t
tk
(
θ‖x¯2(s)‖+ ‖ϕ1(u, xˆ1(s))− ϕ1(u, x1(s))‖
)
ds
≤
∫ t
tk
(
θ‖x¯2(s)‖+ L‖x¯(s)‖2
)
ds
≤ (θ + L)
∫ t
tk
‖x¯(s)‖ds
Avec l’expression ci-dessus, nous pouvons poursuivre avec la dérivée de V (t) :
V˙ (x¯(t)) ≤ − µθ
λM
V (x¯(t)) + 2θ
√
λM
√
V (x¯(t))‖K‖‖z(t)‖
≤ − µθ
λM
V (x¯(t)) + 2θ
√
λM
√
V (x¯(t))‖K‖(θ + L)
∫ t
tk
‖x¯(s)‖ds
≤ − µθ
λM
V (x¯(t)) + 2θ
√
λM
λmin
‖K‖(θ + L)
√
V (x¯(t))
∫ t
tk
√
V (x¯(s))ds
Ou de manière équivalente :
V˙ (x¯(t))
2
√
V (x¯(t))
≤ − µθ2λM
√
V (x¯(t)) + θ
√
λM
λmin
‖K‖(θ + L)
∫ t
tk
√
V (x¯(s))ds (III.47)
Avec cette formulation, l’inégalité III.47 est mise sous la forme III.24 du lemme technique avec :
v(t) =
√
V (x¯(t)) ; a = µθ2λM
≥ 0 et b = θ
√
λM
λmin
‖K‖ (θ + L) ≥ 0
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La converge exponentiellement vers zéro de
√
V (x¯(t)) est assurée si et seulement si la condition
bτM
a
< 1 est vérifiée (cf. lemme 3.1). Et cette relation permet d’obtenir aisément la valeur
maximale admissible de la période d’échantillonnage :
θ
√
λM
λmin
‖K‖ (θ + L) τM < µθ2λM
Ce qui revient à
τM <
µ
√
λmin
2λM
√
λM‖K‖ (θ + L)
(III.48)
Ceci met donc fin à la démonstration.
Remarque 3.1 La relation III.48 définit la condition à satisfaire par la période d’échantillon-
nage pour que l’observateur continu-discret converge exponentiellement vers zéro. Cependant,
nous pouvons constater que τM est inversement proportionnel à θ. Ce qui implique que le choix
de la dynamique de l’observateur sera toujours limité. En outre, la condition sur τM peut ap-
paraître très restrictive à cause des majorations apportées dans la preuve et des valeurs un peu
plus élevées que τM peuvent fonctionner lors des mises en œuvre .
Remarque 3.2 En comparant la condition III.48 avec celle obtenue dans le cas où F (t) =
In, elle apparaît clairement plus explicite. En plus avec III.40, la borne est appliquée sur
(τMeθ‖K
1‖τM ) sachant que ( eθ‖K1‖τM > 1 ) car ( θ‖K1‖τM > 0 ). L’observa-
teur continu-discret où F (t) = e−θK1(t−tk) présente alors une valeur maximale de la période
d’échantillonnage plus élevée que celui avec F (t) = Ip.
Theorème 3.1 :
Pour toutes entrées bornées, il existe un θ0 ≥ 0, tel que pour ∀θ > θ0 il existe τM > 0 et
χ(θ) > 0 avec τM < 1χ(θ) tel que pour ∀k ∈ N, tk+1 − tk ≤ τM , alors l’erreur d’observation,
x˜(t) = xˆ(t) − x(t) où xˆ(t) et x(t) sont respectivement les états des systèmes III.41 et III.14,
converge exponentiellement vers zéro.
Une large démonstration de ce théorème utilisant le lemme de Grönwall est proposé dans
[Farza et al. 13]. Mais il est important de souligner que la valeur maximale de la période
d’échantillonnage proposé dans ce mémoire avec l’utilisation du lemme 3.1 est beaucoup plus
explicite.
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3.3.2 Forme avec prédiction de sortie
Dans cette partie, nous proposons de réécrire notre observateur impulsif continu discret sous
forme prédictive afin de se conformer à la littérature. La synthèse s’appuie sur la théorie de
l’observateur grand gain et elle consiste à introduire une variable de prédiction qui reconstruit
la sortie discrète du système en continu. La classe des systèmes considérés reste toujours la
même que celle définie dans la section précédente à savoir que les systèmes peuvent s’écrire
sous la forme canonique uniformément observable de Brunovski et ils remplissent toutes les
conditions structurelles imposées sur les matrices et les fonctions en particulier III.2, III.15 et
l’hypothèse lipschitzienne sur ϕ. La dynamique de l’observateur proposée s’écrit sous la forme
suivante :
˙ˆx(t) = Axˆ(t) + ϕ(u(t), xˆ(t))− θ∆−1θ K(Cxˆ(t)− ω(t)) (III.49)
 ω˙(t) = xˆ
2(t) + ϕ1(u(t), xˆ1(t)) ; pour ∀t ∈ [tk, tk+1[
avec ω(tk) = Cx(tk) = y(tk)
(III.50)
où xˆ(t) et K sont définis précédemment et θ ≥ 1 est le paramètre de synthèse. Il apparaît
clairement que la structure de l’observateur III.49 est similaire à celle de l’observateur grand gain
continu traditionnel (cf. III.5). Seule la sortie y(t) est remplacée par la variable de prédiction
w(t) qui reconstruit la trajectoire de la sortie entre deux instants de mesure (cf. III.50). Cette
variable est remise à jour à chaque instant d’échantillonnage tk. De plus, la dynamique de w(t)
est semblable, à défaut du terme correctif, à celle de l’estimation de la sortie correspondant à
xˆ1(t) qui s’écrit comme suit
˙ˆx1(t) = xˆ2(t) + ϕ1(u(t), xˆ1(t))− θK1 (Cxˆ(t)− ω(t)) (III.51)
Remarque 3.3 :
Pour prouver la convergence de l’observateur III.49, nous allons montrer que ce dernier est
équivalent à l’observateur impulsif continu-discret proposé en III.41.
Considérons les dynamiques de l’état observé xˆ1(t) et de la prédiction w(t) et définissons ξ(t)
comme étant l’erreur entre xˆ1(t) et w(t), alors :
ξ(t) = xˆ1(t)− w(t) = Cxˆ(t)− w(t) (III.52)
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En utilisant les équations III.50 et III.51, la dérivée de ξ(t) s’écrit aisément :
ξ˙(t) = ˙ˆx1(t)− w˙(t) = −θK1 (Cxˆ(t)− ω(t))
= −θK1ξ(t) (III.53)
ξ˙(t) est donc égale à une constante multipliée par le signal lui même. Si nous l’intégrons entre
tk et tk+1, nous obtenons :
ξ(t) = e−θK1(t−tk) ξ(tk)
sachant que w(tk) = x1(tk) = y(tk) alors :
ξ(tk) = xˆ1(tk)− w(tk) = xˆ1(tk)− x1(tk)
Alors, nous retrouvons l’expression ξ(t) en fonction de l’erreur d’observation aux instants tk
ξ(t) = e−θK1(t−tk)(xˆ1(tk)− x1(tk))
Enfin, si nous remplaçons Cxˆ(t) − w(t) par l’expression de ξ(t) dans la dynamique de l’ob-
servateur III.49 , nous retrouvons celle de l’observateur impulsif continu-discret proposée en
III.41.
˙ˆx(t) = Axˆ(t) + ϕ(u(t), xˆ(t))− θ∆−1θ Ke−θK
1(t−tk)(Cxˆ(tk)− y(tk)), k ∈ N
Cette équation correspond bien à l’observateur non-linéaire continu-discret utilisant la fonc-
tion matricielle F (t) = e−θK1(t−tk). Ces deux observateurs s’écrivent de manière différente mais
nous venons de montrer qu’ils sont équivalents. Donc, l’observateur III.49 converge identi-
quement de manière exponentielle lorsque la valeur maximale de la période d’échantillonnage
satisfait la condition établie en III.48.
La seule différence que nous pouvons noter entre les deux observateurs proposés est au
niveau de leur mise en œuvre. Il apparaît clairement que l’observateur III.41 est plus facile à
implémenter sur un procédé car il utilise une seule intégration.
3.4 Exemple de simulation
La synthèse et les performances de l’observateur continu-discret proposé sont illustrées sur
un modèle de Fermentation dans un bioréacteur. Le processus est réalisé avec des micro-
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organismes qui se reproduisent en consommant du substrat carboné dans un milieu liquide.
Les deux composants de la réaction, les micro-organismes et le substrat, sont supposés être
présents en faibles concentrations dans le réacteur afin que l’hypothèse de maintenir le volume
constant soit réalisée. Cependant, la culture considérée contient uniquement une seule crois-
sance en biomasse x1 et un seul nutriment en substrat x2. La culture est censée être continue
avec un taux de dilution u(t) et une alimentation en substrat Sin(t). Le taux de croissance spé-
cifique est supposé suivre le modèle de Contois [Bailey et Ollis 86]. Le modèle mathématique
de la dynamique du procédé est décrit par les équations d’équilibre des deux masses associées
respectivement à x1(t) et à x2(t) :
x˙1(t) =
µ?x1(t)x2(t)
Kcx1(t) + x2(t)
− u(t)x1(t)
x˙2(t) =
−kµ?x1(t)x2(t)
Kcx1(t) + x2(t)
+ u(t)(sin(t)− x2(t))
y(tk) = x1(tk)
(III.54)
x1(t) et x2(t) désignent respectivement les concentrations en biomasse et en substrat, µ∗ et Kc
sont des paramètres suivants la loi de Contois tandis que k est un coefficient de rendement. Les
mesures de la concentration des cellules sont censées être disponibles aux instants tk. L’objectif
est donc de synthétiser un observateur continu-discret capable de fournir les estimations en
continu de la concentration de la biomasse ainsi que celle du substrat à partir des mesures
discrètes disponibles.
Le système III.54 a été étudié dans [Gauthier et al. 92] et les auteurs ont proposé un ensemble
compact X ∈ R2 qui est positivement invariant par la dynamique de III.54. Avec le changement
de variable suivant :
Φ : X −→ Φ(X)
X =
 x1
x2
 7→ z =
 z1
z2
 = Φ(X) =
 Φ1(X) = x1
Φ2(X) =
µ?x1x2
KCx1 + x2

le système III.54 peut sécrire sous la forme canonique de Brunovski.

z˙1(t) = z2(t)− u(t)z1(t)
z˙2(t) =
∂Φ2(X)
∂x1
x˙1(t) +
∂Φ2(X)
∂x2
x˙2(t)
y(tk) = z1(tk)
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où de manière équivalente :  z˙(t) = Az(t) + ϕ(u(t), z(t))y(tk) = Cz(tk) (III.55)
avec
A =
 0 1
0 0
 ; C = ( 1 0 )
ϕ(u(t), z(t)) =
 ϕ1(u, z)
ϕ2(u, z)
 =
 −u(t)z1(t)
∂Φ2(X)
∂x1
x˙1(t) + ∂Φ2(X)∂x2 x˙2(t)

et ϕ2 = µ
?x1
(Kcx1+x2)2
(
u(t) (Kcx1(sin − x2)− x22) + µ
?x2(x22−kKcx21)
Kcx1+x2
)
Par conséquent, nous pouvons proposer un observateur continu-discret pour le système III.55 : ˙ˆz(t) = Azˆ(t) + ϕ(u(t), zˆ(t))− θ∆
−1
θ Ke
−θK1(t−tk)(Czˆ(tk)− y(tk))
yˆ(tk) = Czˆ(tk)
(III.56)
où zˆ(t) =
 xˆ1µ?xˆ1x2
KC xˆ1 + xˆ2
 ; la matrice K est choisie de sorte que les valeurs propres de
A−KC soient situés en −1 ; ce qui implique que K =
 2
1

∆θ =
 1 0
0 1
θ

θ est le paramètre de synthèse.
Remarque 3.4 :
Le système III.55 est une transformation du système III.54 par le biais de la fonction difféo-
morphique z = Φ(x). Donc pour écrire l’observateur sous la forme du système initial III.54, on
applique la transformation inverse suivante : x = Φ−1(z) :

˙ˆ
X(t) = f
(
Xˆ(t)
)
+G
(
Xˆ(t)
)
u(t)− θ
(
∂Φ
∂X
(Xˆ(t))
)−1
∆−1θ Ke
−θK1(t−tk)(CXˆ(tk)− y(tk))
yˆ(tk) = CXˆ(tk)
(III.57)
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où Xˆ =
 xˆ1
xˆ2
 , f (Xˆ(t)) = ( µ?xˆ1(t)xˆ2(t)
Kcxˆ1(t)−xˆ2(t)
−µ?kxˆ1(t)xˆ2(t)
Kcxˆ1(t)−xˆ2(t)
)T
et g
(
Xˆ(t)
)
=
 −u(t)xˆ1(t)
u(t) (Sint− xˆ2(t))

Des simulations ont été réalisées sous l’environnement Matlab − Simulink en supposant une
valeur constante de la période d’échantillonnage. Les paramètres du modèle sont les suivants :
µ? = 1(min−1) ; Kc = 1 ; k = 1 ; Sin = 0.1(kg.m−3) et
u(t) = 0.08 (1 + sin(0.2t)) (min−1)
Le point d’équilibre du système III.54 est obtenu en (x1,0, x2,0) = (0.092, 0.008). Les tests
de l’observateur ont été effectués à l’aide des pseudo-mesures émises par la simulation du
système III.54 avec le point d’équilibre comme condition initiale. L’état initial de l’observateur
correspond à la concentration en substrat à l’état stationnaire perturbée de 50%. Le paramètre
de synthèse est choisi θ = 1. L’erreur d’estimation converge vers 0 tant que τ ≤ 5.5. Les
résultats de simulations sont présentés sur les figures III.1 et III.2.
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Figure III.1 – Estimation continue des mesures de la biomasse pour τ = 2 secondes
Les mesures de la concentration en biomasse x1 disponibles aux instants tk sont représentées
sur la figure III.1. Elles sont comparées aux estimations continues délivrées par l’observateur
continu-discret III.56. La figure III.2 présente les résultats associés au substrat. Nous pou-
vons remarquer aisément que les erreurs d’estimation aux instants de mesures x˜1(tk) et x˜2(tk)
convergent très rapidement vers zéro. Ceci confirme donc les résultats théoriques
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Figure III.2 – Estimation continue des mesures du substrat pour τ = 2 secondes
3.5 Conclusion
Dans cette section, nous avons résolu le problème de synthèse d’observateur pour les sys-
tèmes non linéaires à sortie échantillonnée qui peuvent se mettre sous la forme canonique
uniformément observable de Brunovski. Nous avons proposé deux techniques de conception
différentes utilisant toutes les deux l’approche grand gain continu. Nous avons montré par la
suite que les deux observateurs obtenus sont équivalents. Le premier observateur est proposé
avec une seule équation dynamique. Le terme correctif dépend de l’erreur exprimée aux ins-
tants d’échantillonnage, d’un vecteur gain et d’une fonction matricielle variable avec le temps et
permettant de compenser l’erreur entre les mesures. Le deuxième observateur est proposé sous
une forme d’association observateur prédicteur. Il fait apparaître une variable de prédiction
qui reconstruit la trajectoire de la sortie entre les instants d’échantillonnage et permet donc de
calculer l’erreur d’estimation en continu. La preuve de la convergence exponentielle des obser-
vateurs est détaillée et elle est obtenue avec une contrainte sur la période d’échantillonnage τM
et le paramètre de synthèse θ. Leurs performances ont été testées en simulation et les résultats
obtenus sont satisfaisants.
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4 Observateur pour les systèmes non linéaires incertains
avec sortie échantillonnée
4.1 Introduction
La réalité physique d’un système est toujours complexe et ces complexités se traduisent
souvent par des comportements non linéaires. Dans le cas où il est possible de modéliser les
systèmes, les équations dynamiques dépendent dans la plupart du temps de paramètres dont
les valeurs sont souvent mal connues. De plus, dans le domaine du génie des procédés, les prin-
cipes physiques des capteurs entraînent parfois une discrétisation des mesures. Pour contourner
cette difficulté, nous proposons de synthétiser un observateur continu-discret capable de four-
nir une estimation en temps réel de tous les paramètres clés pour la classe des systèmes non
linéaires incertitains et uniformément observables. Nous nous limiterons à l’hypothèse des in-
certitudes inconnues et bornées ( ε(t) ). La preuve de la convergence s’appuie sur les travaux de
[Bouraoui et al. 14] où l’auteur propose un observateur continu-discret pour la classe des sys-
tèmes non-linéaires incertains uniformément observables dont la sortie est discrète et bruitée.
Considérons les systèmes MIMO et difféomorphiques au système suivant : x˙(t) = Ax(t) + ϕ(u(t), x(t)) +Bε(t)yk = Cx(tk) = x1(tk) (III.58)
où l’état x(t) ∈ Rn, le vecteur d’entrée u(t), la matriceA et la fonction lipschitzienne ϕ(u(t), x(t))
sont définies en III.2 ;
B =

0p
...
0p
Ip

yk ∈ Rp est la sortie disponible à l’instant tk, satisfaisant les inégalités suivantes :
0 ≤ t0 < . . . < tk < tk+1 < . . . avec lim
k→∞
tk =∞
L’intervalle entre deux instants de mesure est défini par : τk = tk+1 − tk.
La fonction ε(t) représente l’ensemble des incertitudes et elle apparaît uniquement sur la der-
nière ligne des équations d’état. Elle satisfait l’hypothèse suivante
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Hypothèse 4.1 : La fonction ε(t) est inconnue et bornée, i.e.
∃δ > 0 ; ∀ t ≥ 0 : ‖ε(t)‖ ≤ δ
On supposera naturellement que la valeur de la période d’échantillonnage est bornée par τm
pour la valeur minimale et τM pour la valeur maximale, i.e.
0 < τm ≤ τk = tk+1 − tk ≤ τM , ∀ k ≥ 0 (III.59)
La classe des systèmes III.58 peut sembler très restrictive, car tous les sous blocs xk de x(t)
sont supposés avoir la même dimension q. Il a cependant été démontré que le système III.58 est
de la forme normale qui caractérise la classe des systèmes uniformément observables ou des sys-
tèmes qui peuvent se mettre sous la forme III.58 par l’intermédiaire d’une application injective
([Hammouri et Farza 03] ou dans [Farza et al. 08]). La seconde remarque est liée à l’hypothèse
lipschitzienne de la fonction ϕ(x, u) qui n’est généralement satisfaite que localement. Dans le
cas où la trajectoire de l’état x(t) se situe dans un ensemble borné Ω, nous pouvons étendre
les non linéarités ϕ(x, u) de telle sorte que l’extension devienne globalement lipschitzienne sur
l’ensemble Rn. On peut se référer à [Shim et al. 01] ou [Andrieu et Praly 06] pour plus de dé-
tails sur la façon de démontrer le prolongement lipschitzien de manière globale dans le cadre
d’un observateur d’état.
La section est organisée comme suit. La première partie traite de l’observateur des systèmes
non linéaires continus incertains. La deuxième partie présente un lemme technique. La troisième
partie détaille la synthèse de l’observateur continu-discret pour les systèmes non linéaires incer-
tains à sortie échantillonnée. Elle expose également la preuve de la convergence exponentielle
de l’observateur. Dans la quatrième partie, nous illustrons la théorie à travers le modèle du
bioréacteur donné dans le chapitre précédent. Enfin, nous finissons par une conclusion.
4.2 Synthèse pour les systèmes continus
Dans cette section, nous proposons de détailler l’étape primordiale de la synthèse d’obser-
vateur pour la classe des systèmes III.58 dans le cas où la sortie est continue, i.e. x˙(t) = Ax(t) + ϕ(u(t), x(t)) +Bε(t)y(t) = Cx(t) = x1(t) (III.60)
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Pour la classe des systèmes III.60, l’observateur continu suivant a été proposé dans [Farza et al. 04]
˙ˆx(t) = Axˆ(t) + ϕ(u(t), xˆ(t))− θ∆−1θ K(Cxˆ(t)− y(t)) (III.61)
où xˆ =

xˆ1
xˆ2
...
xˆq
 ∈ R
n ; K =

K1
K2
...
Kq
 ∈ R
n est la matrice de gain. Elle est choisie de sorte
que la matrice
{
A¯
∆= A−KC
}
soit Hurwitz. ∆θ est une matrice diagonale, elle est définie
comme suit :
∆θ = diag
(
Ip,
1
θ
Ip, . . . ,
1
θq−1
Ip
)
θ ≥ 1 est le paramètre de synthèse.
Nous pouvons constater que la dynamique de cet observateur est identique à celle proposée pour
les systèmes continus sans incertitude (III.5). Dans le cas sans incertitude, [Farza et al. 04] ont
montré que l’erreur d’estimation de l’observateur III.5 converge exponentiellement vers zéro.
En revanche, la présence d’incertitude entraine la convergence vers une boule dont le rayon
dépend des paramètres de synthèse et des incertitudes.
Theorème 4.1 :
Supposons que le système III.60 satisfait les hypothèses (hypothèse 2.1 et hypothèse 4.1), alors
∃θ0 > 0 , ∃λ > 0;∃µθ > 0 tels que ∀θ ≥ θ0 ; ∀u ∈ U ;∀xˆ(0) ∈ Rn
nous avons :
‖xˆ(t)− x(t)‖ ≤ λθq−1e−µθt‖xˆ(0)− x(0)‖+Mθδ (III.62)
où x(t) est la trajectoire d’état du système III.60 associée à l’entrée u(t), xˆ(t) est une trajectoire
de l’observateur III.61 associée à u(t) et à y(t) , δ est la borne supérieure de ‖ε(t)‖ et
lim
θ→∞
µθ = +∞ et lim
θ→∞
Mθ = 0 (III.63)
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Les détails de la preuve de convergence exponentielle de l’erreur d’observation vers une boule
sont proposés dans [Farza et al. 04]. Mais pour plus de clarté et compte tenu du lien par rapport
à l’observateur continu discret, nous proposons un bref rappel sur les grandes lignes de la
démonstration.
Preuve 4 :
Si on définit l’erreur d’observation par x˜ = xˆ− x, sa dynamique s’écrit comme suit
˙˜x = (A− θ∆−1θ KC)x˜+ ϕ(u, xˆ)− ϕ(u, x)−Bε(t) (III.64)
En appliquant le changement de variable x¯ = ∆θx˜ dans l’équation III.64 et en utilisant les
inégalités III.7, nous pouvons écrire :
˙¯x = ∆θ(A− θ∆−1θ KC)∆−1θ x¯+ ∆θ (ϕ(u, xˆ)− ϕ(u, x))−∆θBε(t)
˙¯x = θA¯x¯+ ∆θ (ϕ(u, xˆ)− ϕ(u, x))−∆θBε(t) (III.65)
Considérons maintenant la fonction quadratique : V (x¯) = x¯TPx¯ où P est une matrice symé-
trique définie positive (i.e. III.9). Montrons que V (x) est une fonction de Lyapunov candidate
pour le système d’erreur III.65 :
V˙ (x¯) = 2θx¯TPA¯x¯+ 2x¯TP∆θ (ϕ(u, xˆ)− ϕ(u, x))− 2x¯TP∆θBε(t)
≤ −2µθ‖x¯‖2 + 2x¯TP∆θ (ϕ(u, xˆ)− ϕ(u, x))− 2x¯TP∆θBε(t) (III.66)
Avec l’hypothèse lipschitzienne de la fonction ϕ(u(t), x(t)) et sa structure triangulaire, nous
pouvons montrer que pour θ > 1(cf. [Farza et al. 04],[Hammouri et Farza 03]) :
2x¯TP∆θ (ϕ(u, xˆ)− ϕ(u, x)) ≤ 2
√
nλML‖x¯‖2 (III.67)
où L est la constante de Lipschitz associée à ϕ et λM (resp. λm) est la plus grande valeur propre
(resp. la plus petite valeur propre) de la matrice P .
De façon similaire, en supposant l’hypothèse 4.1 concernant les bornes des incertitudes et la
structure de B et de ∆θ, nous avons :
2x¯TP∆θBε(t) ≤ 2δ
√
λM
θq−1
√
V (x¯) (III.68)
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Alors, en combinant les inéquations III.66, III.67 et III.68, nous obtenons :
V˙ (x¯) ≤ −2(µθ −√nλML)‖x¯‖2 + 2δ
√
λM
θq−1
√
V (x¯) (III.69)
Si nous choisissons θ satisfaisant la condition III.13 (obtenu pour l’observateur continu sans
incertitude) :
θ > θ′0
∆= 2L
√
nλM
µ
l’inéquation III.69 devient :
V˙ (x¯) ≤ −µθ‖x¯‖2 + 2δ
√
λM
θq−1
√
V (x¯) ≤ − µθ
λM
V (x¯) + 2δ
√
λM
θq−1
√
V (x¯)
où de manière équivalente
d
dt
(√
V (x¯(t))
)
≤ − µθ2λM
√
V (x¯) + δ
√
λM
θq−1
√
V (x¯) (III.70)
Si on intègre III.70 entre 0 et t, nous pouvons écrire :
√
V (x¯(t)) ≤ exp
[
− µθ2λM t
]√
V (x¯(0)) + 2δλ
3
2
M
µθq
[
1− exp
(
− µθ2λM
)]
≤ exp
[
− µθ2λM t
]√
V (x¯(0)) + 2δλ
3
2
M
µθq
Ce qui implique que :
‖x¯(t)‖ ≤ σ exp
[
− µθ2λM t
]
‖x¯(0))‖+ 2σδλM
µθq
(III.71)
avec σ =
√
λM
λm
. Et sachant que x¯ = ∆θx˜, nous avons :
‖x¯(t)‖ ≤ ‖x˜(t)‖ ≤ θq−1‖x¯(t)‖ (III.72)
En combinant donc les inégalités III.71 et III.72, nous obtenons
‖x˜(t)‖ ≤ θq−1σ exp
[
− µθ2λM t
]
‖x˜(0))‖+ 2σδλM
µθ
(III.73)
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Maintenant, il devient clair qu’en choisissant les paramètres du théorème 4.1 comme suit :
θ0 = max{1, θ′0} ; λ = σ ; µθ =
µθ
2λM
; Mθ = 2σ
λM
µθ
= σ
µθ
(III.74)
où θ′0 est défini en III.13, nous obtenons la preuve du théorème 4.1 avec
lim
θ→∞
µθ = +∞ et lim
θ→∞
Mθ = 0
Ceci prouve la convergence exponentielle de l’erreur d’observateur dans une boule centrée à
l’origine. Le diamètre de cette boule est inversement proportionnel au paramètre de synthèse
θ.
4.3 Lemme technique
Dans ce qui suit, un lemme technique utilisé pour prouver la convergence de l’observateur
continu-discret est présenté avec les grandes lignes de sa démonstration.
Lemme 4.1 :
Considérons la fonction différentielle v : t ∈ R+ 7→ v(t) ∈ R+ satisfaisant l’inégalité suivante :
v˙(t) ≤ −av(t) + b
∫ t
tk
v(s)ds+ c , pour ∀t ∈ [tk, tk+1[ avec k ∈ N (III.75)
où 0 < τm ≤ tk+1 − tk ≤ τM < +∞ et a, b et c sont des réels positifs satisfaisants
bτM
a
< 1 (III.76)
alors, la fonction v satisfait
v(t) ≤ e−η(t−t0)v(t0) + cτM 2− e
−ητm
1− e−ητm (III.77)
avec 0 < η = ae−aτM − b
a
(1− e−aτM )
Preuve 5 :
La preuve de ce lemme est présentée dans [Bouraoui et al. 14]. Pour plus de clarté et compte
tenu du lien avec l’observateur continu-discret, nous proposons de redétailler rapidement la dé-
monstration.
Comme on peut le constater, le Lemme 4.1 est semblable à celui exposé dans la Section 3.2.
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Nous utilisons donc quelques résultats dans la preuve du Lemme 3.1 pour alléger la démonstra-
tion. La méthode reste toujours la même à savoir qu’il faut tout d’abord montrer que
v(t) ≤ v(tk) + (bτM − a)
∫ t
tk
v(s)ds+ c(t− tk) ≤ v(tk) + c(t− tk) (III.78)
ensuite en combinant les inégalités III.75 et III.78, la dérivée de v(t) peut s’écrire comme suit :
v˙(t) ≤ −av(t) + b
∫ t
tk
(v(tk) + c(s− tk)) ds+ c ≤ −av(t) + b (v(tk) + c(t− tk))
∫ t
tk
ds+ c
≤ −av(t) + b (v(tk) + cτM ) (t− tk) + c (III.79)
Si on intégrons III.79 entre tk et t, nous obtenons :
v(t) ≤ e−a(t−tk)v(tk) + c
∫ t
tk
e−a(t−s)ds+ b (v(tk) + cτM )
∫ t
tk
(s− tk)e−a(t−s)ds
≤ e−a(t−tk)v(tk) + c
a
(
1− e−a(t−tk)
)
+
(
b
a
v(tk) + c
)
a
∫ t
tk
(s− tk)e−a(t−s)ds (III.80)
III.80 utilise donc la condition III.76 où bτM < a. En effectuant une intégration par partie,
nous pouvons montrer que :
a
∫ t
tk
(s− tk)e−a(t−s)ds = (t− tk)− 1
a
(
1− e−a(t−tk)
)
Si nous introduisons maintenant l’expression ci-dessus dans III.80, alors
v(t) ≤ e−a(t−tk)v(tk) + b
a
(
(t− tk)− 1
a
(
1− e−a(t−tk)
))
v(tk) + c(t− tk)
= g(t)v(tk) + c(t− tk) (III.81)
où g(t) ∆= e−a(t−tk) + b
a
(
(t− tk)− 1
a
(
1− e−a(t−tk)
))
De la même façon que dans le Lemme 3.1, il faut montrer que g(t) ≤ e−η(t−tk) où η est donné
en III.77. En définissant alors δ(t) = g(t) − e−η(t−tk) quelque soit t ≥ tk, il suffit de montrer
que δ˙(t) est une fonction décroissante sachant que δ(tk) = 0.
δ˙(t) = −ae−a(t−tk) + b
a
(
1− e−a(t−tk)
)
+ ηe−η(t−tk)
≤ −ae−aτM + b
a
(
1− e−aτM
)
+ η = 0 (III.82)
La négativité de δ˙(t) provient de la borne de η définie en III.77. Il est ainsi possible de borner
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g(t) par g(t) ≤ e−η(t−tk) et en déduire que
v(t) ≤ e−η(t−tk)v(tk) + c(t− tk), ∀t ∈ [tk, tk+1[, k ∈ N (III.83)
Finalement, en itérant III.83, on obtient
v(tk) ≤ e−η(τk−1+...+τ0)v(t0) + c
(
τk−1 + τk−2e−ητk−1 + τk−3e−η(τk−1+τk−1) + . . .+ τ0e−η(τk−1+...+τ1)
)
= e−η(tk−t0)v(t0) + c
(
τk−1 + τk−2e−ητk−1 + τk−3e−η(τk−1+τk−2) + . . .+ τ0e−η(τk−1+...+τ1)
)
(III.84)
En introduisant III.84 dans III.83, nous obtenons donc
v(t) ≤ e−η(t−t0)v(t0) + c(t− tk)
+ce−η(t−tk)
(
τk−1 + τk−2e−ητk−1 + τk−3e−η(τk−1+τk−2) + . . .+ τ0e−η(τk−1+...+τ1)
)
≤ e−η(t−t0)v(t0) + cτk + c
(
τk−1 + τk−2e−ητk−1 + τk−3e−η(τk−1+τk−1) + . . .+ τ0e−η(τk−1+...+τ1)
)
≤ e−η(t−t0)v(t0) + cτM
1 + k−1∑
j=0
e−jητm

≤ e−η(t−t0)v(t0) + cτM
(
1 + 11− e−ητm
)
= e−η(t−t0)v(t0) + cτM
2− e−ητm
1− e−ητm
où τm est la valeur minimale de la période d’échantillonnage et τM est la valeur maximale
admissible de la période d’échantillonnage.
Ceci met fin à la preuve du lemme
4.4 Synthèse pour les systèmes à sortie échantillonnée
Dans cette partie, nous proposons un observateur continu discret pour la classe des systèmes
non linéaires incertains dont la sortie n’est disponible qu’aux instants d’échantillonnage tk. La
structure de l’observateur est similaire à celle proposée pour les systèmes non linéaires sans
incertitude et décrite dans la section précédente. La preuve de convergence de cet observateur
s’appuie sur les résultats établis dans le lemme 4.1 .
Pour la classe des systèmes incertains à sortie échantillonnée III.58, l’observateur grand gain
proposé s’écrit comme suit :
˙ˆx(t) = Axˆ(t) + ϕ(u(t), xˆ(t))− θ∆−1θ Ke−θK
1(t−tk)(Cxˆ(tk)− y(tk)) (III.85)
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où xˆ =

xˆ1
xˆ2
...
xˆq
 ∈ R
n ; K est la matrice de gain. Elle est choisie de sorte que la matrice
{
A¯
∆= A−KC
}
soit Hurwitz. ∆θ est une matrice diagonale définie en III.6 et θ ≥ 1 est le
paramètre de synthèse.
Theorème 4.2 :
Supposons que le système III.58 satisfait les hypothèses (hypothèse 2.1 et hypothèse 4.1), alors
∀θ > θ0, il existe χ(θ) > 0, ηθ(τM) > 0, Nθ(τm, τM) > 0. En outre, si la valeur maximale de la
période d’échantillonnage est choisie de sorte que τM < χ(θ) alors pour toute entrée bornée et
pour ‖xˆ(0)‖ ∈ Rn, nous avons :
‖xˆ(t)− x(t)‖ ≤ λθq−1e−ηθ(τM )t‖xˆ(0)− x(0)‖+Nθ(τm, τM)δ (III.86)
où x(t) est la trajectoire d’état du système III.60 associée à l’entrée u(t), xˆ(t) est la tra-
jectoire d’état de l’observateur III.85 associée à u(t) et à y(t). ηθ(τM) est une fonction dé-
croissante en τM avec lim
τM→0
ηθ(τM) = µθ et Nθ(τm, τM) est une fonction croissante en τM avec
lim
τM→0
Nθ(τm, τM) = Mθ.
Les paramètres λ, θ0, µθ et Mθ sont définis dans le théorème 4.1 et donnés en III.74, tandis que
τm et τM sont définis en III.59.
La preuve complète de la convergence de l’erreur d’estimation est parfaitement détaillée dans
[Bouraoui et al. 14] où les auteurs considèrent le cas général avec la sortie bruitée. Il montre
que l’erreur d’observation se situe dans une boule centrée à l’origine avec un diamètre relié à
la borne des incertitudes, du bruit de mesure et de la période d’échantillonnage. Dans le cas
des sorties non bruitées, il est montré que, comme dans le cas des sorties continues, la taille
de la boule est dépendante du paramètre de synthèse. Cette boule est aussi dépendante de τM .
Nous allons donc utiliser les résultats du lemme 4.1 pour prouver la convergence exponentielle
de l’observateur III.85.
Preuve 6 :
Si nous définissons l’erreur d’observation par x˜ = xˆ− x, sa dynamique est définie par
˙˜x(t) = Ax˜+ Φ(u, xˆ, x)− θ∆−1θ Ke−θK
1(t−tk)Cx˜(tk)−Bε(t)
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où Φ(u, xˆ, x) = ϕ(u, xˆ) − ϕ(u, x). En appliquant le changement de variable x¯ = ∆θx˜ et en
utilisant les inégalités III.7, nous pouvons écrire :
˙¯x = ∆θA∆−1θ x¯+ ∆θΦ(u, xˆ, x)− θKe−θK
1(t−tk)C∆−1θ x¯(tk)−∆θBε(t)
= θAx¯+ ∆θΦ(u, xˆ, x)− θKe−θK1(t−tk)Cx¯(tk)− 1
θq−1
Bε(t) (III.87)
Si nous ajoutons le terme ±θKCx¯ dans l’équation ci-dessus, nous obtenons :
˙¯x = θ (A−KC) x¯+ ∆θΦ(u, xˆ, x) + θK
(
Cx¯− e−θK1(t−tk)Cx¯(tk)
)
− 1
θq−1
Bε(t)
= θA¯x¯+ ∆θΦ(u, xˆ, x) + θKz(t)− 1
θq−1
Bε(t)
où z(t) = Cx¯(t)− e−θK1(t−tk)Cx¯(tk) = x¯1(t)− e−θK1(t−tk)x¯1(tk) avec z(tk) = 0.
En utilisant l’équation III.87, la dérivée de z(t) peut s’écrire :
z˙(t) = ˙¯x1(t) +K1θe−θK1(t−tk)x¯1(tk) = θx¯2 + Φ1(u, xˆ1, x1)
où Φ1(u, xˆ1, x1) = ϕ1(u, xˆ1)− ϕ1(u, x1).
Si nous intégrons z˙(t) entre tk et t avec z(tk) = 0, nous obtenons :
z(t) =
∫ t
tk
(
θx¯2(s) + Φ1(u(s), xˆ1(s), x1(s))
)
ds
En utilisant l’inégalité des normes, nous pouvons écrire :
‖z(t)‖ ≤
∫ t
tk
(
θ‖x¯2(s)‖+ L‖x¯1(s)‖
)
ds
≤ (θ + L)
∫ t
tk
‖x¯(s)‖ds ≤ θ + L√
λm
∫ t
tk
√
V (x¯(s))ds (III.88)
Maintenant, considérons la fonction quadratique de Lyapunov : V (x¯) = x¯TPx¯ où P est une
matrice définie positive (i.e. III.9). En procédant comme dans le cas continu, nous pouvons
écrire :
V˙ (x¯) = 2x¯T (t)P
(
θA¯x¯+ ∆θΦ(u, xˆ, x) + θKz
)
− 2
θq−1
x¯T (t)PBε(t)
≤ −(2µθ − 2L√nλM)‖x¯‖2 + 2θx¯TPKz − 2
θq−1
x¯T (t)PBε(t)
Si nous choisissons θ satisfaisant la condition III.13 ( condition de convergence de l’observateur
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grand gain continu traditionnel), V˙ (x¯) devient :
V˙ (x¯) ≤ − µθ
λM
V (x¯) + 2θ‖Px¯‖‖K‖‖z(t)‖+ 2
θq−1
‖Px¯‖‖ε(t)‖
≤ − µθ
λM
V (x¯) + 2θ
√
λM
√
V (x¯)‖K‖‖z(t)‖+ 2
√
λM
θq−1
δ
√
V (x¯) (III.89)
Donc, en combinant III.88 et III.89, nous obtenons :
V˙ (x¯(t)) ≤ − µθ
λM
V (x¯(t)) + 2θ
√
λM
λm
‖K‖(θ + L)
√
V (x¯(t))
∫ t
tk
√
V (x¯(s))ds+ 2
√
λM
θq−1
δ
√
V (x¯)
Ou de manière équivalente
d
dt
√
V (x¯(t)) ≤ − µθ2λM
√
V (x¯(t)) + θσ‖K‖(L+ θ)
∫ t
tk
√
V (x¯(s))ds+
√
λM
θq−1
δ
Posons donc
aθ =
µθ
2λM
; bθ = σθ‖K‖(L+ θ) et cθ =
√
λM
θq−1
δ (III.90)
où σ est défini en III.73.
Si la valeur maximale de la période d’échantillonnage τM satisfait la condition du théorème
bθτM
aθ
< 1 ou plus explicitement
τM <
aθ
bθ
= µ2(L+ θ)σ‖K‖λM , χ(θ) (III.91)
nous pouvons appliquer le résultat du Lemme 4.1 qui nous permet d’écrire :
√
V (x¯(t)) ≤ e−ηθt
√
V (x¯(0)) + cθτM1− e−ηθτm (III.92)
avec 0 < ηθ = aθe−aθτM − bθaθ (1− e−aθτM ) = aθe−aθτM −
(1−e−aθτM )
χ(θ)
En passant à l’erreur d’observation x˜(t) comme dans le cas continu, nous obtenons :
‖x˜(t)‖ ≤ σθq−1e−ηθt‖x¯(0)‖+ θ
q−1cθτM√
λm (1− e−ηθ(τM )τm)
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En remplaçant cθ par son expression (cf. III.90), l’inégalité ci-dessus s’écrit comme suit :
‖x˜(t)‖ ≤ σθq−1e−ηθ(τM )t‖x¯(0)‖+ στM1− e−ηθ(τM )τm δ (III.93)
Ceci met fin à la preuve.
Remarque 4.1 Les fonctions ηθ(τM) et Nθ(τm, τM) utilisées dans le théorème 4.2 sont donc
égales :
ηθ(τM) = aθe−aθτM − bθ
aθ
(
1− e−aθτM
)
et Nθ(τm, τM) =
στM
1− e−ηθ(τM )τm
où aθ et bθ sont définis en III.90. Maintenant, nous pouvons vérifier aisément que ηθ(τM) est
une fonction décroissante en τM et que
lim
τM→0
ηθ(τM) = aθ =
µθ
2λM
= µθ
De façon similaire, nous pouvons vérifier aussi que, pour un τm fixé, la fonction Nθ(τm, τM) est
une fonction croissante en τM . Sachant que lim
τM→0
τm = τM = 0, alors
lim
τM→0
Nθ(τm, τM) = lim
τM→0
τMσ
1− e−ηθ(τM )τm
= lim
τM→0
τM
τm
σ
ηθ(τM)
= σ
µθ
= Mθ
D’après le théorème 4.2, l’erreur d’estimation converge exponentiellement vers zéro dans le
cas où les incertitudes sont nulles (i.e. ε(t) = 0). Dans le cas où ε(t) 6= 0, l’erreur d’estimation
est bornée par une fonction croissante en τM . En outre, lorsque la période d’échantillonnage
tend vers zéro, nous retrouvons les mêmes propriétés que dans le cas continu, i.e. le choix de θ
détermine la borne de l’erreur d’estimation.
Il est important de noter que, comme dans le cas continu, une fois le vecteur de gain K est
fixé, les performances de l’observateur continu-discret III.85 sont déterminées par l’intermédiaire
d’un seul paramètre de synthèse θ. Le choix de la valeur de θ se fait en considérant la contrainte
sur la période d’échantillonnage maximale admissible (cf. III.91) et le compromis entre la vitesse
de convergence et la sensibilité de l’observateur aux bruits de mesure comme indiqué dans
[Gauthier et al. 92] et [Farza et al. 98]. Les conditions théoriques que doivent satisfaire θ et τM
(cf. III.13 III.91) sont souvent trop restrictives. Comme ces conditions résultent de plusieurs
majorations, il est possible en pratique de prendre des valeurs pour les paramètres de synthèse
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plus élevées que la limite théorique. Ces remarques sont illustrées en simulation à travers le
système du bioréacteur.
4.5 Exemple de simulation
Dans cette partie, nous proposons de tester les performances de l’observateur continu discret
III.85 sur un système comportant des incertitudes. Pour cela, nous considérons le modèle de bio-
réacteur à double paroi au sein duquel se déroule une culture de bactérie Pseudomonas putida,
alimentée en glycérol et opérée en mode batch. Le modèle mathématique d’un tel système est
défini dans le chapitre 2 (cf. II.1)

dX
dt
= µ X − D
V
X
dS
dt
= − µ
Yx/s
X − D
V
(S − Sin)
dV
dt
= D
Les paramètres ont été définis :
µ = µmax SKs+S avec µmax = 0.45 (h
−1) ; Ks = 0.65 (g de S/l)
Yx/s = 0.35 (g de X/g de S) et D = 0
La fermentation est réalisée en introduisant initialement une concentration X0 = 1g/l de
biomasse, une concentration S0 = 75g/l de glycérol et de l’eau pour remplir la cuve à 1.5 l. Au
cours du processus, les bactéries consomment le substrat et de l’oxygène qui sont apportés en
permanence. Le modèle dynamique de l’oxygène s’écrit comme suit (cf. II.8) :
dO2
dt
= Kla(O∗2 −O2)− rO2 −
D
V
O2
Le Kla(t) est le coefficient de transfert de l’oxygène de la phase gazeuse à la phase liquide et
la rO2(t) est la vitesse de consommation de l’oxygène. Ces deux variables sont mal connues et
évoluent en fonction de l’avance de la culture. Elles sont représentées par des modèles empiriques
d’ou la présence d’incertitudes de modèle. Le principe de mesure de la concentration en oxygène
dissout dans le bioréacteur suis un traitement relativement long et elles ne sont connues que
de manière discrète. Afin de se conformer au cas expérimental développé plus tard dans ce
mémoire, nous avons choisit une période d’échantillonnage de 5 Secondes.
Compte tenu de l’objectif de commande qui consiste à réguler la concentration en oxygène
dissout dans une culture de bactérie, nous proposons de synthétiser un observateur continu-
discret capable de reconstruire en continu les mesures discrètes de l’oxygène. En sachant que
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la rO2(t) n’est pas physiquement mesurable, nous allons la reconstruire avec l’observateur. Le
modèle va donc être augmenté en premier lieu en considérant la rO2 comme une nouvelle variable
d’état. Ensuite, le modèle augmenté va être réécrit sous la forme canonique uniformément
observable.
Définissons le vecteur d’état suivant :
x(t) =
 x1
x2
 =
 O2
−rO2

Le modèle complet s’écrit alors
dx1
dt
= u(t)(O∗2 − x1) + x2
dx2
dt
= ν(t)
avec u(t) = Kla(t) et ν ≤ νM où νM est la borne supérieure de la dérivée de rO2(t). Ce qui
revient à écrire 
dx(t)
dt
= Ax(t) + ϕ(x(t), u(t)) +Bε(t)
y(t) = Cx(t)
avec
A =
 0 1
0 0
 ; B =
 0
1
 ; C = [ 1 0 ]
ϕ(x(t), u(t)) =
 u(t)(O∗2 − x1)
0
 et ε = ν(t)
Le système ci-dessus est alors sous la forme uniformément observable de Brunovski pour
lequel l’observateur continu-discret III.85 a été proposé. ˙ˆx(t) = Axˆ(t) + ϕ(u(t), xˆ(t))− θ∆
−1
θ Ke
−θK1(t−tk)(Cxˆ(tk)− y(tk))
yˆ(t) = Cxˆ(t)
(III.94)
où l’état est noté xˆ(t) =
 Oˆ2
−rˆO2
 ∈ R2 ; K est choisi de tel sorte que les pôles de A −KC
soient situés à −0.2 et −0.1.
∆θ =
 1 0
0 1
θ

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Le paramètre de réglage de l’observateur est fixé à θ = 2. Les résultats de simulation sont
présentés dans les figures suivantes.
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Figure III.3 – Concentration d’oxygène et son estimation continue
0 1 2 3 4 5 6 7 8
0
1
2
3
4
5
6
7
8
9
10
Temps (h)
r
O
2 
 
 
( 
en
  
 h
−
1
 
)
 
 
0 0.05 0.1 0.15 0.2 0.25
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Temps (h)
r
O
2 
 
 
( 
en
  
 h
−
1
 
)
Erreur d’estimation de la vitesse de consommation de l’oxgygènerO
2
  mesurée
rO
2
  estimée
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Les mesures de la concentration en oxygène échantillonnée et bloquée entre les périodes
d’échantillonnage sont présentées sur la figure III.3. Elles sont comparées avec leurs estimations
délivrées par l’observateur III.94. De même que la trajectoire inconnue de la vitesse de consom-
mation de l’oxygène fournie par le modèle est présentée sur la figure III.4. Sur les figures à
droite, nous exposons les trajectoires des erreurs d’estimation et nous pouvons voir clairement
qu’elle convergent exponentiellement vers une constante, confirmant donc le résultat théorique.
4.6 Conclusion
Dans cette section, nous avons étudié l’observation pour les systèmes non linéaires incertains
qui peuvent s’écrire sous la forme canonique uniformément observable. Dans la première partie,
nous avons traité le cas particulier où la sortie est continue. Un observateur de type grand a été
proposé ainsi que les détailles de la preuve de convergence exponentielle de l’erreur d’estimation
vers une boule dont le diamètre est inversement proportion au paramètre de réglage. Ensuite,
un lemme technique a été offert avec une justification. Dans la troisième partie, nous avons
étudié l’observation pour les systèmes non linéaires incertains dont la sortie est échantillonnée.
Nous avons démontré que l’observateur continu-discret proposé dans la section précédente peut
fournir de bonnes estimations malgré la présence des incertitudes. Pour la démonstration, nous
nous sommes appuyés sur les résultats du lemme technique. Nous avons montré que l’erreur
d’observation reste confinée dans une boule centrée à l’origine dont le diamètre est propor-
tionnel à l’amplitude maximale des incertitudes et à la période d’échantillonnage maximale
admissible (τM). L’efficacité de cet observateur a été illustrée en simulation à travers un modèle
du bioréacteur. Les résultats obtenus sont très prometteurs.
5 Observateur pour les systèmes non linéaires à sortie
retardée
5.1 Introduction
Cette section concerne plus spécifiquement l’étude de l’observateur des systèmes non li-
néaires retardés. Ce thème a attiré l’attention de plusieurs scientifiques durant les dernières dé-
cennies. De nombreuses contributions ont été apportées notamment [Mazenc et Niculescu 01],
[Trinh et al. ], [Seuret 06]... . Mais le plus souvent, les chercheurs supposent que le retard inter-
vient sur la dynamiques des états des systèmes. Alors qu’en pratique, les procédés fonctionnent
de manière autonome et que tous les états ne sont pas disponibles instantanément. Seules
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quelques mesures sont accessibles avec un retard non négligeable lié à la rapidité des capteurs
et aux chaînes d’instrumentation associées.
Les contributions qui traitent le problème du retard en l’appliquant sur la sortie des systèmes
sont très rares. Une approche prometteuse a été apportée par [Germani et al. 02], ou l’auteur
propose un observateur à gain constant pour une classe de systèmes non linéaires avec une seule
sortie globalement dérivée-observable, avec les non linéarités globalement lipschitzienne et la
sortie disponible avec un retard constant τ . La caractéristique principale de l’observateur réside
dans sa structure qui est constituée d’une cascade de m+1 sous-systèmes dont le premier sous-
système est un observateur de l’état retardé de τ et les m autres restants sont des prédicteurs.
Le prédicteur de rang j fournit les estimations de l’état du système retardé de τ − j
m
τ afin
que le dernier prédicteur de rang m reconstruit l’état du système réel. Cependant, le nombre
de prédicteur m dans la cascade dépend du temps de retard et de la constante de Lipschitz
qui majore les non linéarités. Cette dépendance est exprimée de manière plus précise sous
forme d’une contrainte à remplir lors du choix de m. L’idée de synthétiser un observateur non
linéaire constitué d’une cascade de prédicteur est reconsidérée dans [Kazantzis et Wright 05]
avec une conception basée sur la résolution d’une équation aux différences partielles singulière
du premier ordre. Le résultat obtenu est similaire à celui proposé par [Germani et al. 02] mais
la contrainte sur le choix du nombre de prédicteur m dépend sur plus de paramètres. Pour les
deux observateurs, l’expression du terme correctif de chaque prédicteur fait intervenir la somme
des erreurs de tous les prédicteurs précédents dans la cascade et elle devient complexe quand
le rang du prédicteur est élevé. Ceci engendre alors des problèmes d’implémentation lorsqu’un
grand nombre de prédicteur est nécessaire. De plus, en présence de bruit, les performances de
l’observateur diminuent considérablement.
Dans cette section, nous proposons la synthèse d’une cascade de prédicteurs pour une classe
de systèmes non linéaires uniformément observables avec une seule sortie retardée. L’objectif
est d’unifier la structure des prédicteurs sous une forme générale. La propriété principale de
l’observateur proposée réside sur la simplicité du terme correctif de chaque prédicteur et de leur
facilité d’implémentation (cf. [Fall et al. 13]). Cependant, tous les prédicteurs de la cascade ont
la même structure de gain établie grace à la disponibilité d’un paramètre de synthèse matriciel
permettant d’obtenir la dynamique de chaque prédicteur. La section est organisée comme suit.
La première partie est consacrée à l’étude préliminaire permettant de décrire la classe des
systèmes considérés et d’exposer l’état de l’art. La deuxième partie présente la synthèse de
l’observateur composé d’une cascade de prédicteur. Elle détaille de manière succincte la méthode
adoptée pour unifier la structure des prédicteur et pour obtenir les termes de gain. La quatrième
parte illustre les performances de l’observateur à travers un modèle du bioréacteur. Elle présente
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aussi une étude comparative des résultats obtenue en utilisant l’approche de [Germani et al. 02].
En fin, nous finissons avec la conclusion.
5.2 Étude préliminaire
Considérons la classe des systèmes uniformément observables qui s’écrit comme suit : x˙(t) = Ax(t) + ϕ(u(t), x(t))yτ (t) = Cx(t− τ) = x1(t− τ) (III.95)
où τ > 0 est le retard ( constant ) pur du système ; l’état x(t) =

x1(t)
x2(t)
...
xn(t)
 ∈ R
n, l’entrée
u(t) ∈ D un ensemble compact de R, les matrices A =
 0 In−1
0 0
 et C = ( 1 · · · 0 ) et la
fonction ϕ(u(t), x(t)) =

ϕ1(u, x1)
ϕ2(u, x1, x2)
...
ϕn−1(u, x1, . . . , xq−1)
ϕn(u, x)

vérifie l’hypothèse lipschitzienne définie en
3.1.
yτ (t) est la sortie disponible avec un retard de τ : {yτ = y(t− τ)} et y(t) la sortie non retardée.
Dans le cas particulier où le retard est nul {y0 = y(t)}, le système III.95 est sous la forme
canonique uniformément observable pour lequel l’observateur grand gain continu est proposé.
Pour des raisons de simplicité et de concordance, nous adoptons les même écritures que dans
les publications de [Germani et al. 02] où l’état du prédicteur j et l’entrée associée sont définis
comme suit :
xj(t) = x
(
t− τ + j
m
τ
)
et uj(t) = u
(
t− τ + j
m
τ
)
(III.96)
où j = {0, . . . ,m} et t ≥ − j
m
τ ; m est une constante positive que nous définissons dans la suite.
L’observateur que nous proposons est une cascade de (m + 1) sous-systèmes dont le pre-
mier sous-système est un observateur grand gain continu qui estime l’état du système re-
tardé de τ tandis que les m autres restants sont des prédicteurs. Et de façon similaire avec
[Germani et al. 02], le prédicteur de rang j estime l’état du système retardé de τ − j
m
τ afin que
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le prédicteur de rang m estime l’état réel du système sans retard (cf. figure III.5).
Figure III.5 – Représentation chronologique des états des sous-systèmes
En utilisant la notation III.96, le système retardé (de τ) est régi par le modèle suivant :
 x˙0(t) = Ax0(t) + ϕ(u0(t), x0(t))yx0(t) = yτ (t) = Cx(t− τ) (III.97)
Le système III.97 est écrit sous la forme canonique uniformément observable pour laquelle
l’observateur grand gain continu a été proposé. La dynamique de cet observateur s’écrit comme
suit :
˙ˆx0(t) = Axˆ0(t) + ϕ(u0(t), xˆ0(t))− θ∆−1θ K(Cxˆ0(t)− yτ (t)) (III.98)
où xˆ0(t) =

x10(t)
x20(t)
...
xn0 (t)
 ∈ R
n ; K est le vecteur gain choisi de sorte que la matrice A−KC soit
Hurwitz. ∆θ est une matrice diagonale suivante
∆θ = diag
(
1 1
θ
· · · 1
θn−1
)
(III.99)
θ ≥ 1 est le paramètre de synthèse.
Nous venons donc de proposer la dynamique du premier sous-système de la cascade. Concen-
trons nous maintenant sur le structure des m prédicteurs restants. Comme il a été mentionné
dans l’introduction, la caractéristique principale des prédicteurs dans la cascade est qu’ils pré-
sentent la même structure de gain et cela est vrai quelque soit le rang du prédicteur. Leur
conception est détaillée dans la partie qui suit.
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5.3 Synthèse de l’observateur
5.3.1 Structure du prédicteur
Rappelons que la variable xj indique l’état du système retardé de
{
τ − j
m
τ
}
. L’objectif est
donc de concevoir pour chaque prédicteur un modèle dynamique capable de reconstruire l’état
xj régi par l’équation dynamique suivante :
x˙j(t) = Axj(t) + ϕ(uj(t), xj(t)) (III.100)
Ceci revient à écrire :
x˙j(t) = A¯xj(t) + ϕ(uj(t), xj(t)) + (A− A¯)xj(t) (III.101)
où A¯ est une matrice Hurwitz. Nous montrerons plus loin que la considération d’une telle matrice
permet dans un premier lieu de régler la dynamique des prédicteurs, ensuite facilite l’accession
à l’expression du gain très simple et indépendant des gains des prédicteurs précédents. De ce
fait, en intégrant l’équation III.101 entre t et t− τ
m
et sachant que :
xj(t− τ
m
) = x
(
t− τ
m
− τ + j
m
τ
)
= x
(
t− τ + j − 1
m
τ
)
= xj−1(t)
nous pouvons écrire
xj(t) = eA¯
τ
mxj(t− τ
m
) + eA¯t
∫ t
t− τ
m
e−A¯s
(
ϕ(uj(s), xj(s)) + (A− A¯)xj(s)
)
ds
xj(t) = eA¯
τ
mxj−1(t) + eA¯t
∫ t
t− τ
m
e−A¯s
(
ϕ(uj(s), xj(s)) + (A− A¯)xj(s)
)
ds
Nous notons xˆj(t) l’état du prédicteur qui fournit les estimations de l’état du système xj(t). Sa
dynamique peut s’écrire comme suit
˙ˆxj(t) = Axˆj(t) + ϕ(uj(t), xˆj(t))−Gj(t) (III.102)
où Gj(t) avec j = {1, . . . ,m} est le terme de correction qui doit être choisi de telle sorte que
la convergence exponentielle de l’erreur de prédiction soit garantie ; avec x˜j(t) = xˆj(t)−xj(t) .
La structure de l’observateur de l’état retardé III.98 est donc similaire à celle proposée pour les
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prédicteurs III.102 avec
G0(t) = θ∆−1θ K(Cxˆ0(t)− yτ (t)) = θ∆−1θ K(Cxˆ0(t)− Cx0(t)) ∆= θ∆−1θ KCx˜0(t)
où x˜0(t) est l’erreur d’observation correspondant à l’état retardé. Sa convergence exponentielle
est démontrée dans la section 3.1 .
Maintenant, en introduisant une matrice Hurwitz A¯, nous pouvons procéder comme en III.101
et l’équation du prédicteur III.102 s’écrit comme suit :
˙ˆxj(t) = A¯xˆj(t) + ϕ(uj(t), xˆj(t)) + (A− A¯)xˆj(t)−Gj(t) (III.103)
De la même façon, si nous intégrons l’équation III.103 entre t et t− τ
m
, nous obtenons :
xˆj(t) = eA¯
τ
m xˆj
(
t− τ
m
)
+ eA¯t
∫ t
t− τ
m
e−A¯s
(
ϕ(u(s), xˆj(s)) + (A− A¯)xˆj(s)−Gj(s)
)
ds
(III.104)
Enfin, pour des raisons stratégiques, nous allons définir la relation entre deux états de prédicteur
successifs xˆj(t) et xˆj−1(t) comme suit :
xˆj(t) = eA¯
τ
m (xˆj−1(t)− rj(t)) + eA¯t
∫ t
t− τ
m
e−A¯s
(
ϕ(uj(s), xˆj(s)) + (A− A¯)xˆj(s)
)
ds
(III.105)
où les rj(t) avec j = {1, . . . ,m} sont des fonctions dérivables avec le temps et elles sont dé-
terminées en même temps que les termes de gain Gj(t) dans la partie suivante. Toutefois, il
est important de préciser que les fonctions rj(t) n’apparaissent pas dans les expressions des
prédicteurs et que leur incorporation est motivée uniquement dans le but de dériver une ex-
pression simple permettant d’obtenir le gain de chaque prédicteur indépendamment des gain
précédents. Les fonctions rj(t) interviennent cependant dans l’analyse de convergence de l’ob-
servateur. Nous montrerons que contrairement à l’observateur proposé par [Germani et al. 02]
où la complexité de l’expression du gain augmente avec le rang du prédicteur dans la cascade,
la structure de nos prédicteurs est simple et elle reste identique quelque soit leur rang.
Si nous combinons les équations III.102 et III.105, nous pouvons alors exprimer la dynamique
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de l’erreur de prédiction x˜j(t) = xˆj(t)− xj(t) :
x˜j(t) = eA¯
τ
m (x˜j−1(t)− rj(t))
+
∫ t
t− τ
m
eA¯(t−s)
(
ϕ(uj(s), xˆj(s))− ϕ(uj(s), xj(s)) + (A− A¯)x˜j(s)
)
ds(III.106)
5.3.2 Détermination du gain de prédiction
En effectuant la différence entre les équations III.104 et III.105, nous obtenons
eA¯
τ
m
(
xˆj
(
t− τ
m
)
− xˆj−1(t) + rj(t)
)
= eA¯t
∫ t
t− τ
m
e−A¯sGj(s)ds
Si on dérive chaque coté de l’équation ci-dessus, nous pouvons écrire :
eA¯
τ
m
(
˙ˆxj
(
t− τ
m
)
− ˙ˆxj−1(t) + r˙j(t)
)
= A¯eA¯t
∫ t
t− τ
m
e−A¯sGj(s)ds+Gj(t)− eA¯ τmGj
(
t− τ
m
)
= A¯eA¯
τ
m
(
xˆj
(
t− τ
m
)
− xˆj−1(t) + rj(t)
)
+Gj(t)
−eA¯ τmGj
(
t− τ
m
)
En remplaçons don ˙ˆxj−1(t) et ˙ˆxj
(
t− τ
m
)
par leur propre expression donnée en III.102, nous
obtenons :
eA¯
τ
m
[
A
(
xˆj
(
t− τ
m
)
− xˆj−1(t)
)
+ ϕ
(
uj−1(t), xˆj
(
t− τ
m
))
− ϕ (uj−1(t), xj−1(t)) +Gj−1(t)−
Gj
(
t− τ
m
)
+ r˙j(t)
]
= A¯eA¯
τ
m
(
xˆj
(
t− τ
m
)
− xˆj−1(t) + rj(t)
)
+Gj(t)− eA¯ τmGj
(
t− τ
m
)
Et sachant que uj
(
t− τ
m
)
= uj−1(t) et que les matrices A¯ et eA¯
τ
m sont commutables. Alors
l’équations ci-dessus peut s’écrire :
Gj(t) = eA¯
τ
m
[
(A− A¯)
(
xˆj
(
t− τ
m
)
− xˆj−1(t)
)
+ ϕ
(
uj−1, xˆj
(
t− τ
m
))
− ϕ(uj−1, xj−1(t))
]
+eA¯ τm
(
r˙j(t)− A¯rj(t) +Gj−1(t)
)
(III.107)
De ce fait, si nous choisissons la fonction rj(t) de telle sorte que :
r˙j(t) = A¯rj(t)−Gj−1(t) avec rj(0) = 0, j = 1, . . . ,m (III.108)
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L’égalité III.107 devient :
Gj(t) = eA¯
τ
m
[
(A− A¯)
(
xˆj
(
t− τ
m
)
− xˆj−1(t)
)
+ ϕ
(
uj−1, xˆj
(
t− τ
m
))
− ϕ (uj−1, xj−1(t))
]
(III.109)
Avec cette écriture, le terme de correction Gj du prédicteur j est exprimé avec une combinaison
de l’état actif retardé de τ
m
, de l’état du prédicteur précédent et de son entrée. Les équations
de la cascade de prédicteur qui constituent l’observateur pour le système III.95 sont donc :

˙ˆxj(t) = Axˆj(t) + ϕ(uj(t), xˆj(t))−Gj(t), j = {0, . . . ,m}
G0(t) = θ∆−1θ KC(xˆ0(t)− yτ (t)) et pour j = {1, . . . ,m} ;
Gj(t) = eA¯
τ
m
((
A− A¯
) (
xˆj
(
t− τm
)− xˆj−1(t))+ ϕ (uj−1(t), xˆj (t− τm))− ϕ(uj−1(t), xˆj−1(t)))
(III.110)
Nous pouvons vérifier (cf. [Kazantzis et Wright 05], [Khalil 03]) qu’il existe deux constantes
positives β et a¯ telles que :
∀t ≥ 0 : ‖eA¯t‖ ≤ βe−a¯t (III.111)
En utilisant cette propriété et celle de la fonction lipschitzienne ϕ, nous pouvons alors borner
l’erreur de prédiction donnée en III.106 :
‖x˜j(t)‖ ≤ ‖eA¯ τm‖ (‖x˜j−1(t)‖+ ‖rj(t)‖) + β(Lϕ + ‖A− A¯‖)
∫ t
t− τ
m
‖x˜j(s)‖ds (III.112)
5.3.3 Théorème principal
Avant de regrouper tous les résultats et de les annoncer sous forme d’un théorème principale,
introduisons d’abord ce lemme technique apporté par [Germani et al. 02]. Les résultats de ce
lemme sont utilisés dans la preuve de convergence de notre observateur.
Lemme 5.1 :
Considérons la fonction positive f(t) ≥ 0, t ∈ [−δ,+∞[, avec δ > 0 telle que
∫ 0
−δ
f(s)ds < +∞ , f(t) ≤ µe−α¯t + γ
∫ t
t−δ
f(s)ds
où α¯, γ et µ sont des réel positifs.
Si γδ < 1 alors il existe une constante positive α ≤ α¯ telle que
f(t) ≤ µe−α¯t , t ≥ 0
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où µ¯ = eαδ1−c
(
µ+ γ
∫ 0
−δ f(s)ds
)
, c = γ
α
(
eαδ − 1
)
< 1
Le théorème suivant regroupe toutes les propriétés nécessaires pour assurer une convergence
exponentielle vers zéro de l’erreur de prédiction de chaque prédicteur de la cascade.
Theorème 5.1 :
Considérons la classe des systèmes III.95 pour laquelle l’hypothèse 2.1 (concernant la fonction
non linéaaire ϕ(x(t), u(t))) est vérifiée. Si le nombre m est choisi afin de satisfaire la condition
suivante :
β
(
Lϕ + ‖A¯− A‖
) τ
m
< 1 (III.113)
où β est une constante positive délimitant ‖eA¯t‖ définie en III.111 et Lϕ est la constante de
Lipschitz associée à ϕ(u(t), x(t)). Alors, il existe deux constantes positives µ et α telles que
∀t ≥ −τ , nous avons
‖xˆm(t)− x(t)‖ ≤ µe−αt (III.114)
d’où la convergence exponentielle de l’état du dernier prédicteur de la cascade vers celui du
système non retardé, avec la constante µ qui dépend de l’initialisation de l’observateur.
Dans ce qui suit, nous détaillons la preuve de la convergence exponentielle de l’erreur de prédic-
tion x˜j(t) pour j = {1, . . . ,m} comme il a été détaillé dans [Fall et al. 13]. La stratégie adoptée
est une méthode récursive qui consiste à montrer d’abord que pour j = 1, G1(t) assure une
convergence exponentielle vers zéro de l’erreur de prédiction du premier prédicteur. Ensuite,
nous supposons que ∀j ∈ [2,m− 1], Gj(t) assure également une convergence exponentielle du
prédicteur j vers l’état du système retardé de τ − j
m
τ . En fin, nous prouvons que j = m, le
dernier prédicteur est exponentiellement convergent vers l’état réel.
Preuve 7 :
Notons pas x˜j = xˆj − xj : l’erreur de prédiction du prédicteur j pour j = {1, . . . ,m}.
Nous avons déjà prouvé dans la section 5.3.1 que le gain G0(t) du premier sous-système
de la cascade assure une convergence exponentielle vers zéro de l’état x0(t) vers l’état du sys-
tème retardé de τ et que l’erreur d’estimation associée satisfait l’inégalité suivante (voire théo-
rème 4.1) :
‖x˜0(t)‖ ≤ η(θ)e−λ(θ)tx˜0(0)
96
III.5 Observateur pour les systèmes non linéaires à sortie retardée
ce qui implique que G0(t) satisfait alors :
‖G0(t)‖ ≤ θ‖∆−1θ KC‖η(θ)e−λ(θ)tx˜0(0) ≤ θn‖KC‖η(θ)e−λ(θ)tx˜0(0)
Posons alors µ0 = θn‖KC‖η(θ)x˜0(0) et α0 = λ(θ)
Sachant que θ peut être choisi élevé, il peut donc être fixé de telle sorte que α0 > a¯ avec a¯ défini
en III.111 et θ‖∆−1θ KC‖ ≥ 1. En utilisant les nouvelles notations, nous pouvons écrire :
‖x˜0(t)‖ ≤ µ0e−α0t ≤ µ0e−a¯t et ‖G0(t)‖ ≤ µ0e−α0t (III.115)
Nous allons maintenant nous intéresser à la démonstration de la convergence de chaque
prédicteur en commençant par le premier (j = 1). En utilisant l’équation III.108, nous pouvons
écrire :
r˙1(t) = A¯r1(t)−G0(t) , avec r1(0) = 0
En intégrant cette équation de 0 à t, nous obtenons :
r1(t) = −eA¯t
∫ t
0
e−A¯sG0(s)ds
avec A¯ Hurwitz et G0(t) exponentiellement convergeant, aussi nous pouvons en déduire que r1(t)
converge de manière exponentielle vers 0, nous pouvons écrire plus précisément en utilisant les
propriétés III.111 et III.115 :
‖r1(t)‖ ≤ ‖eA¯t‖
∫ t
0
‖e−A¯s‖‖G0(s)‖ds
≤ β
∫ t
0
e−a¯(t−s)‖G0(s)‖ds ≤ βµ0e−a¯t
∫ t
0
e(a¯−α0)sds
≤ β
α0 − a¯µ0e
−a¯t avec α0 > a¯ (III.116)
En utilisant l’équation III.112, nous pouvons déduire la norme de l’erreur de prédiction x˜1(t) :
‖x˜1(t)‖ ≤ ‖eA¯ τm‖ (‖x˜0(t)‖+ ‖r1(t)‖) + β(Lϕ + ‖A− A¯‖)
∫ t
t− τ
m
‖x˜1(s)‖ds (III.117)
En combinant les équations III.115 et III.116, l’inégalité III.118 devient :
‖x˜1(t)‖ ≤ ‖eA¯ τm‖µ0
(
1 + β
α0 − a¯
)
e−a¯t + β(Lϕ + ‖A− A¯‖)
∫ t
t− τ
m
‖x˜1(s)‖ds (III.118)
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Maintenant en utilisant le lemme 5.1 et les suppositions du théorème 5.1, nous pouvons déduire
qu’il existe un couple de constantes positives (µ1, α¯1) avec 0 < α¯1 ≤ a¯ telle que :
‖x˜1(t)‖ ≤ µ1e−α¯1t (III.119)
où µ1 = e
α¯1 τm
1−c1
(
‖eA¯ τm‖
(
1 + β
α0−a¯
)
µ0 + γ
∫ 0
− τ
m
‖x˜1(ν)‖dν
)
, c1 =
γ
α¯1
(eα¯1 τm − 1) < 1
et γ = β(Lϕ + ‖A− A¯‖)
De ce fait, en choisissant une constante α1 telle que 0 < α1 < α¯1(≤ a¯), l’inégalité III.119
devient :
‖x˜1(t)‖ ≤ µ1e−α1t avec µ1 défini précédemment
Ceci prouve donc la convergence exponentielle de l’erreur de prédiction pour j = 1.
Supposons maintenant que pour ∀i ∈ [2, j − 1] avec j = (1, . . . ,m), il existe à chaque fois un
couple de réels positifs (µi, αi) avec 0 < µ1 ≤ . . . ≤ µj−1 et 0 < αj−1 ≤ . . . ≤ α1 < a¯
tels que :
‖x˜i(t)‖ ≤ µi e−αit
Pour vérifier cette hypothèse qu’il existe un couple de réels positifs (µj, αj) avec µj−1 ≤ µj
et 0 < αj < αj−1 telle que ‖x˜j(t)‖ ≤ µje−αjt, considérons l’équation III.110, nous avons
Gj−1(t) = eA¯
τ
m
(
(A− A¯)
(
xˆj−1(t− τ
m
)− xˆj−2(t)
)
+ ϕ(uj−2, xˆj−1(t− τ
m
))− ϕ(uj−2, xˆj−2(t))
)
= eA¯ τm
(
(A− A¯)
(
x˜j−1(t− τ
m
)− x˜j−2(t)
))
+ eA¯ τm
[
ϕ(uj−2, xˆj−1(t− τ
m
))
− ϕ(uj−2, xj−1(t− τ
m
)) + ϕ(uj−2, xj−2(t)− ϕ(uj−2, xˆj−2(t)))
]
car xj−1(t− τm) = xj−2(t) et si nous utilisons l’hypothèse lipschitzienne de ϕ, nous pouvons
écrire :
‖Gj−1(t)‖ ≤ ‖eA¯ τm‖(‖A− A¯‖+ Lϕ)
(
‖x˜j−1(t− τ
m
)‖+ ‖x˜j−2(t)‖
)
98
III.5 Observateur pour les systèmes non linéaires à sortie retardée
en utilisant les suppositions précédentes et celle du théorème principale, nous avons :
‖Gj−1(t)‖ ≤ ‖eA¯ τm‖(‖A− A¯‖+ Lϕ)
(
µj−1e−αj−1(t−
τ
m
) + µj−2e−αj−2t
)
≤ β(‖A− A¯‖+ Lϕ) (µj−1 + µj−2) e−αj−1t
≤ m
τ
(µj−1 + µj−2) e−αj−1t
≤ 2m
τ
µj−1e−αj−1t (III.120)
en combinant les équations III.108 et III.120, nous obtenons : rj(t) = −
∫ t
0
eA¯(t−s)Gj−1(s)ds
‖rj(t)‖ ≤ β
∫ t
0
e−a(t−s)‖Gj−1(s)‖ds ≤ 2m
τ
µj−1e−a¯t
∫ t
0
e(a¯−αj−1)sds
= 2m
τ
µj−1e−a¯t
e(a¯−αj−1)t − 1
a¯− αj−1 ≤ 2
m
τ
µj−1
e−αj−1t
(a¯− α1)
si nous utilisons maintant l’équation III.112, l’erreur de prédicteur du sous système j satisfait :
‖x˜j(t)‖ ≤ ‖eA¯ τm‖ (‖x˜j−1(t)‖+ ‖rj(t)‖) + β(Lϕ + ‖A− A¯‖)
∫ t
t− τ
m
‖x˜j(s)‖ds
≤ ‖eA¯ τm‖µj−1
(
1 + 2 m
τ(a¯− α1))
)
e−αj−1t + β(Lϕ + ‖A− A¯‖)
∫ t
t− τ
m
‖x˜j(s)‖ds
De la même façon, en utilisant les résultats du lemme 5.1 et les suppositions du théorème 5.1,
nous pouvons conclure aisément qu’il existe un couple de réels positifs (µj, αj) avec 0 <
αj < a¯ telle que
‖x˜j(t)‖ ≤ µje−αjt (III.121)
où µj = e
αj
τ
m
1−cj
(
‖eA¯ τm‖µj−1
(
1 + 2 m
τ(a¯−α1))
)
+ γ
∫ 0
− τ
m
‖x˜j(ν)‖dν
)
avec cj =
γ
αj
(eαj τm − 1) < 1
En posant j = m, le développement ci-dessus prouve qu’il existe un couple de réels positifs µm
et αm telle que
‖x˜m(t)‖ ≤ µme−αmt
De ce fait, le paramètre α du théorème 5.1 est égal αm . Pour ce qui reste de la preuve,
nous fournissons un développement technique qui permet de calculer le deuxième paramètre µ .
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Cependant, nous pouvons vérifier que la fonction :
α 7−→ e
αδ − 1
αδ
avec δ = τ
m
est monotone et elle croît de 1 à∞ pour α variant de 0 à∞. Avec cette propriété, nous pouvons
majorer cj :
cj =
γ
αj
(eαjδ − 1) = γδe
αjδ − 1
αjδ
≤ γδe
α1δ − 1
α1δ
≤ γδe
α¯1δ − 1
α¯1δ
= c1 < 1 (III.122)
où la constante c1 est définie en III.119. De la même façon, en combinant les équations III.122
et III.111 sachant que αj < a¯, nous pouvons écrire :
µj ≤ β1− c1
(
1 + 2 m
τ(a¯− α1))
)
µj−1 + γ
ea¯
τ
m
1− c1
∫ 0
− τ
m
‖x˜j(ν)‖dν (III.123)
Définissons maintenant la variable ρ telle que ρ = β1− c1
(
1 + 2 m
τ(a¯− α1)
)
, l’équation III.123
peut s’écrire pour j = m
µm ≤ ρm−1µ1 +
m−2∑
j=0
ρjγ
ea¯
τ
m
1− c1
∫ 0
− τ
m
‖x˜m−j(ν)‖dν
Enfin, en remplaçant successivement µ1 et µ0 par leur propre expression donnée respectivement
en ?? et III.115, nous obtenons le paramètre µ du théorème 5.1
µm ≤ µ ∆= θnη(θ)‖KC‖βρ
m−1
1− c1
(
1 + β
λ(θ)− a¯
)
e−λ(θ)tx˜0(0) +
m−1∑
j=0
ρjγ
ea¯
τ
m
1− c1
∫ 0
− τ
m
‖x˜m−j(ν)‖dν
Ceci met fin à la démonstration.
Remarque 5.1 :
Dans l’approche proposée, la matrice A¯ est un paramètre de synthèse et elle doit être choisie
de telle sorte que la condition III.113 du théorème 5.1 soit satisfaite. La considération d’une
telle matrice A¯ Hurwitz est motivée par l’obtention d’une expression de rj(t) indépendante du
gain du prédicteur et exponentiellement convergente vers zéro (cf. III.108 ). Aussi, elle a permis
d’obtenir une même structure de gain pour tous les prédicteurs. Ceci constitue alors une diffé-
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rence fondamentale avec l’approche de conception proposée dans [Germani et al. 02] et facilite
la flexibilité de l’implémentation sur les procédés avec une amélioration des performances.
Remarque 5.2 :
La vitesse de convergence vers zéro de l’erreur d’estimation du premier sous -système de la
cascade x˜0(t) est déterminée par les paramètres de synthèse θ et K. Pour les prédicteurs, leur
convergence est étroitement gérée par le paramètre A¯ et le nombre de sous-système de la cascade.
5.4 Exemple de simulation
5.4.1 Exemple du bioréacteur
Dans cette partie, nous illustrons la théorie développée dans la partie ci-dessus à travers
un modèle de bioréacteur académique. Ce modèle est déjà étudié dans l’exemple de simulation
de la section 3 ou nous avons considéré que les deux composants, les micro-organismes et le
substrat, sont présents en faible concentration afin de réaliser l’hypothèse de volume constant.
Nous considérons donc une culture microbienne simple qui constitue uniquement une seule
croissance en biomasse x1 et un seul nutriment en substrat x2. Le processus est continu avec
un taux de dilution u(t) et une alimentation en substrat Sin(t). Le taux de croissance spé-
cifique est supposé suivre le modèle de Contois [Bailey et Ollis 86]. Le modèle mathématique
de la dynamique du procédé est décrit par les équations d’équilibre des deux masses associées
respectivement à x1(t) et à x2(t), suivantes :
x˙1(t) =
µ?x1(t)x2(t)
Kcx1(t) + x2(t)
− u(t)x1(t)
x˙2(t) =
−kµ?x1(t)x2(t)
Kcx1(t) + x2(t)
+ u(t)(sin(t)− x2(t))
yτ (t) = h(x(t− τ)) = x1(t− τ)
(III.124)
x1(t) et x2(t) représentent respectivement les concentrations en biomasse et en substrat, µ∗ et
Kc sont les paramètres suivants la loi de Contois tandis que k est un coefficient de rendement.
Les mesures de la concentration en biomasse sont, ici, supposées être disponible avec un retard
non négligeable τ . L’objectif consiste donc à reconstruire les trajectoires des concentrations à
l’instant t à partir des mesures retardées.
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Comme nous l’avons fait dans l’exemple de la section 3, définissons la fonction
Φ : X −→ Φ(X)
X =
 x1
x2
 7→ z =
 z1
z2
 = Φ(X) =
 Φ1(X) = x1
Φ2(X) =
µ?x1x2
KCx1 + x2

difféomorphique de X vers son image (cf. [Gauthier et al. 92]). En utilisant les nouvelles coor-
données z, Le système III.124 peut s’écrire sous la forme uniformément observable suivante :

z˙1(t) = z2(t)− u(t)z1(t)
z˙2(t) =
∂Φ2(X)
∂x1
x˙1(t) +
∂Φ2(X)
∂x2
x˙2(t)
yτ (t) = z1(t− τ)
ou de manière équivalente : z˙(t) = Az(t) + ϕ(u(t), z(t))yτ (tk) = Cz(t− τ) (III.125)
où
A =
 0 1
0 0
 ; ϕ(u(t), z(t)) =
 ϕ1
ϕ2
 =
 −u(t)z1(t)
∂Φ2(X)
∂x1
x˙1(t) + ∂Φ2(X)∂x2 x˙2(t)
 ; C = [ 1 0 ]
et ϕ2(u(t), z(t)) = µ
?x1
(Kcx1+x2)2
(
u(t) (Kcx1(sin − x2)− x22) + µ
?x2(x22−kKcx21)
Kcx1+x2
)
Avec cette description, le système III.124 est sous la forme canonique uniformément observable
de Brunovski pour laquelle la cascade d’observateur suivante est synthétisée
˙ˆzj(t) = Azˆj(t) + ϕ(uj(t), zˆj(t))−Gj(t) ; avec
G0(t) = θ∆−1θ KC(xˆ0(t)− yτ (t)) et pour j = {1, . . . ,m} ;
Gj(t) = eA¯
τ
m
((
A− A¯
) (
xˆj
(
t− τ
m
)
− xˆj−1(t)
)
+ ϕ
(
uj−1(t), xˆj
(
t− τ
m
))
− ϕ(uj−1(t), xˆj−1(t))
)
où zˆj(t) =
 xˆ1,jµ? xˆ1,j x2,j
KC xˆ1,j + xˆ2,j
 ;
la matrice K est choisie de sorte que les pôles de A−KC soient situés en −θ : K =
 2
1

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∆θ =
 1 0
0 1
θ

θ et A¯ sont des paramètre de synthèse.
Remarque 5.3 :
Le système III.125 est une transformation du système III.124 par le biais de la fonction difféo-
morphique z = Φ(x). Pour réécrire l’observateur sous la forme initiale III.124, on applique la
transformation inverse : =⇒ x = Φ−1(z).

˙ˆ
Xj(t) = f
(
Xˆj(t)
)
+G
(
Xˆj(t)
)
uj(t)−
(
∂Φ
∂Xj
(Xˆj(t))
)−1
Gj(t) ; avec
G0(t) = θ∆−1θ KC(Xˆ0(t)− yτ (t)) et pour j = {1, . . . ,m} ;
Gj(t) = eA¯
τ
m
((
A− A¯
) (
Xˆj
(
t− τm
)− Xˆj−1(t))+ ϕ (uj−1(t), Xˆj (t− τm))− ϕ(uj−1(t), Xˆj−1(t)))
où Xˆj =
 xˆ1,j
xˆ2,j
 , f (Xˆj(t)) = ( µ? xˆ1,j(t) xˆ2,j(t)Kcxˆ1,j(t)−xˆ2,j(t) −µ?kxˆ1,j(t)xˆ2,j(t)Kcxˆ1,j(t)−xˆ2,j(t) )T
et g
(
Xˆj(t)
)
=
 −xˆ1,j(t)
(Sint− xˆ2,j(t))

Des simulations ont été réalisées sous l’environnement Matlab − Simulink en supposant un
retard constant τ = 5 secondes. Les valeurs suivantes sont adressées aux paramètres du modèle :
µ? = 1(min−1) ; Kc = 1 ; k = 1 ; Sin = 0.1(kg.m−3) et
u(t) = 0.0860 (1 + sin(0.2t)) (s
−1)
Notons que le point d’équilibre du système III.124 est obtenu en (x1,0, x2,0) = (0.092, 0.008). Les
tests de l’observateur ont été effectués à l’aide des pseudo-mesures émises par la simulation du
système III.124 avec le point d’équilibre comme condition initiale. L’état initial de l’observateur
est tel que celui-ci correspond à la concentration en substrat perturbée de 50% de sa valeur à
l’état stationnaire. Les paramètres de synthèse ont été choisis θ = 5 et A¯ = A− I2. Rappelons
que les choix de θ et de A¯ doivent satisfaire la condition III.113 du théorème 5.1. Les résultats
de simulations sont présentés dans les figures III.6 et III.7.
Les mesures réelles de la concentration en biomasse x1(t) sont présentées sur la figure III.6.
Elles sont comparées avec leurs estimations délivrées par l’observateur III.126. De même que
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Figure III.6 – Estimation des mesures de la biomasse pour nc = m+ 1 = 5
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Figure III.7 – Estimation continue des mesures du substrat pour nc = m+ 1 = 5
la trajectoire inconnue du substrat x2(t) fournie par le modèle est présentée sur la figure III.7.
Sur les figures à droite, nous remarquons une convergence exponentielle vers zéro de l’erreur
d’estimation entre l’état réel du système non retardé et l’état du dernier prédicteur de la
cascade, confirmant ainsi les résultats théoriques. Sur la figure III.8, la trajectoire de l’erreur
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Figure III.8 – Trajectoire de l’erreur x˜2 pour plusieurs valeurs de A¯
d’estimation du substrat avec plusieurs valeurs de A¯. Ainsi, nous pouvons constater clairement
que la valeur A¯ a un rôle important sur la dynamique de l’observateur.
5.4.2 Comparaison des résultats
Dans le but de comparer l’efficacité de notre observateur avec celui de [Germani et al. 02],
nous allons illustrer les performances des deux observateurs à travers le même système : le
bioréacteur académique décrit en III.124.
Nous avons montré dans l’exemple précèdent qu’en effectuant le changement de variable qui
définit la fonction difféomorphique Φ(x1, x2) =
 x1µ?x1x2
KCx1 + x2
, le système III.124 s’écrit sous
la forme canonique uniformément observable, (cf. III.125).
Pour la classe de système considérée, l’observateur composé de la cascade de prédicteur
proposé par [Germani et al. 02] s’écrit comme suit :

˙ˆx0(t) = f (xˆ0(t)) + g (xˆ0(t))u0(t) +Q−1 (xˆ0(t)) K [yτ − xˆ0(t)]
˙ˆxj(t) = f (xˆj(t)) + g (xˆj(t))uj(t) +Q−1 (xˆj(t))
{
eA2
τ
m
j K [yτ − xˆ0(t)]
+∑j−1i=0 eA2 τm (j−i) [H (xˆi(t), ui(t))−H (xˆi+1(t− τm), ui(t))]}
où H (xˆj(t), uj(t)) = B2L2fh(xˆj) +Q(xˆj)g(xˆj)u(t) , avec L2fh(x) est la dérivé de Lie d’ordre
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2 de h(x) par rapport à f(x)
A2 =
 0 1
0 0
 ; B2 =
 0
1
 ; g (xˆj(t)) =
 −xˆ1,j(t)
(Sint− xˆ2,j(t))

f (xˆj(t)) =
(
µ? xˆ1,j(t) xˆ2,j(t)
Kcxˆ1,j(t)− xˆ2,j(t)
−kµ?xˆ1,j(t)xˆ2,j(t)
Kcxˆ1,j(t)− xˆ2,j(t)
)T
Q(xˆj) =
∂Φ(xˆj)
∂xˆj
=
 1 0µ? (xˆ1,j(t))2
(Kcxˆ1,j(t)− xˆ2,j(t))2
µ? Kc(xˆ2,j(t))2
(Kcxˆ1,j(t)− xˆ2,j(t))2

L2fh(xˆj) =
(µ?)2xˆ1,j(t)xˆ2,j(t)
(Kcxˆ1,j(t)− xˆ2,j(t))3
[
(xˆ2,j(t))2 − kKc(xˆ1,j(t))2
]
Pour des raisons de simplicité, nous nous référons dans la suite comme suit :
– Observateur 1 désigne l’observateur proposé par [Germani et al. 02].
– Observateur 2 désigne l’observateur proposé en III.110
Les paramètres du système restent inchangés par rapport à l’exemple précédent. Les condi-
tions initiales pour le système et pour les deux observateur sont choisies identiques : x(0) =[
1 −1
]T
; xˆ(0) =
[
0.092 0.004
]T
et xˆ(t) =
[
0 0
]T
pour ∀t < τ .
De même, les gains des deux observateurs ont été choisis identiques : K =
 2θ
θ2
 . Il est
important de signaler que l’observateur 1 diverge pour des valeur de θ > 2 alors que l’observateur
2 reste stable pour des valeurs beaucoup plus élevées.
Pour la suite, nous allons comparer les résultats obtenus en simulation avec les deux ob-
servateurs pour plusieurs nombres de sous-système en cascade. Afin d’éviter la redondance des
résultats, nous étudions uniquement les trajectoires des erreurs de prédiction sur x2(t), car
celles obtenues sur x1(t) sont quasi similaires. Les simulations sont effectuées avec les fonctions
Matlab résolvant les équations différentielles avec retard constant, à savoir dde23.
Nous résumons la comparaison avec les résultats du tableau III.1 sur lequel la première
ligne indique le nombre de prédicteur dans la cascade. Ce dernier est appelé nc et il est égal
à m + 1 pour les deux observateurs. Les lignes restantes fournissent la valeur maximale du
retard admissible pour chacun des deux observateurs. Une valeur du retard est dite admissible
si la condition suivante est satisfaite : L’erreur de prédiction est située dans une boule dont le
rayon est inférieur à 10−5 pour ∀t > 20 sec. La simulation commence à t = 0 et se termine
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à t = 100 sec. Toutefois, le critère de 20 sec est choisi arbitrairement. Nous aurions pu le
fixer à une autre valeur sans pour autant modifier la conclusion sur la comparaison des deux
observateurs.
Observer \ nc 2 3 5 6 10
Observateur de Germani 1.3 2.5 3.9 4.6 6.5
Observateur proposé 2.6 4.2 6.5 8 12.5
Tableau III.1 – Valeur maximale du retard admissible pour les deux observateurs composés d’une
cascade de nc = m+ 1 sous-systèmes
Un examen rapide du tableau permet de conclure que :
– Pour toutes les valeurs de nc, la valeur maximale du retard admissible pour l’observateur
1 est toujours inférieur à celle requit pour l’observateur 2 et la différence s’accentue plus
autour des grandes valeurs de nc
Il est important de préciser qu’au de-là des valeur du retard indiquées dans le tableau III.1,
l’observateur 2 reste convergent. Ce qui n’est pas toujours le cas pour l’observateur 1. En outre,
en présence de bruit de mesure, les estimations de l’observateur 1 explosent très vite tandis que
celles de l’observateur 2 restent satisfaisantes.
5.5 Conclusion
Dans cette section, nous avons étudié l’observation pour les systèmes non linéaires retardés
qui peuvent s’écrire sous la forme canonique uniformément observable. Dans la première partie,
nous avons défini la propriété principale de notre observateur qui consiste en une cascade de
(m + 1) sous-systèmes dont le premier sous-système est un observateur grand gain continu
qui estime l’état retardé du système et les m autres restants sont des prédicteurs. Chaque
prédicteur estime l’état du sous-système précédent avec un horizon de τ
m
afin que le dernier de
la cascade reconstruise l’état réel du système à l’instant t. L’observateur est présenté avec une
structure générale identique pour tous les prédicteurs et facile à implémenter. Cette structure
est obtenue grâce à l’incorporation d’une matrice Hurwitz permettant d’accéder à la dérivée
d’une expression simple et celle-ci conduit systématiquement à un terme de gain avec une forme
similaire pour chaque prédicteur. La convergence exponentielle de l’observateur est démontrée
en utilisant une méthode récursive et elle est obtenue avec une contrainte liant la valeur du
retard au nombre de prédicteur dans la cascade, à la matrice Hurwitz introduite et aux autres
paramètres du système. Les performances de l’observateur ont été illustrées en simulation et
les résultats obtenus sont satisfaisants.
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Une étude comparative des performances de notre observateur avec celles proposées par
[Germani et al. 02] est illustrée à travers le modèle du bioréacteur académique. Celle-ci a permis
de constater que notre cascade de prédicteur est plus performante en terme de stabilité et de
rapidité en considérant le même retard et le même nombre de prédicteur en cascade. Et en
présence de bruit de mesure, l’observateur de [Germani et al. 02] perd très vite ses propriétés
de stabilité tandis que le nôtre reste toujours convergent.
6 Conclusion
Ce troisième chapitre est consacré à l’étude d’observateurs pour la classe des systèmes non
linéaires uniformément observables qui comporte des complexités majeures comme la discréti-
sation des mesures avec incertitude de modélisation où le retard sur la sortie. Pour chacune des
difficultés énumérées, nous avons traité dans une section à part un observateur avec toutes les
conditions nécessaires pour garantissant la convergence.
– Dans la deuxième section, nous avons synthétisé l’observateur grand gain continu et la
preuve de convergence exponentielle de l’observateur dans le cas nominal est détaillée.
Sachant que cet observateur présente des limites lors des mises en œuvre numérique, nous
avons voulu étendre ses propriétés afin de fournir des réponses aux exigences liées aux
incertitudes de modélisation ou à la discrétisation des mesures ou encore au retard sur
les sorties.
– Dans la troisième section, nous avons résolu le problème de l’observateur pour la même
classe de système avec sortie discrétisée. Deux stratégies de synthèse différentes basées
sur l’approche grand gain ont été développées pour obtenir deux structures d’observateur
différentes. Le premier observateur est proposé avec une seule équation dynamique qui
s’écrit avec la même structure que l’observateur grand gain traditionnel. Le terme cor-
rectif fait intervenir une fonction matricielle exponentielle permettant de compenser les
erreurs d’estimations évaluées uniquement aux instants d’échantillonnage. Le deuxième
observateur est proposé sous une forme hybride. Il incorpore une variable de prédiction
qui reconstruit la trajectoire de la sortie en utilisant les états de l’observateur afin de cal-
culer l’erreur d’estimation en continu. Le réglage de ces deux observateurs est assuré par
un seul paramètre de synthèse. La preuve de la convergence exponentielle de l’erreur d’es-
timation vers zéro est détaillée. Cette dernière est obtenue avec une contrainte suffisante
reliant la période d’échantillonnage maximal admissible et le paramètre de synthèse.
– Dans la quatrième section, nous avons étudié l’observateur pour la même classe de système
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à sortie échantillonnée comprenant des incertitudes de modélisation. Nous avons montré
que l’observateur impulsif continu-discret proposé le chapitre 3 peut fournir de bonnes
estimations malgré la présence des incertitudes. De plus, l’erreur d’estimation converge
exponentiellement dans une boule centrée à l’origine avec un diamètre relié à la borne
supérieure des incertitudes. Cette borne est aussi dépendante d’une fonction croissante
en τM (période d’échantillonnage maximal admissible) et du paramètre de synthèse θ.
Ainsi une condition suffisante reliant τM et θ est établie et elle doit être satisfaite lors du
réglage de l’observateur.
– La cinquième section est consacrée à la synthèse d’observateur pour la même classe de sys-
tème non linéaire avec sortie retardé. Nous avons proposé un observateur constitué d’une
chaîne de prédicteur en cascade. Tous les prédicteurs ont une même structure constituée
d’une recopie du système plus un terme de correction obtenue suite à l’incorporation
d’une fonction dérivable exponentiellement convergente. Et contrairement aux autres cas-
cades de prédicteur fréquemment dans la littérature où leur expression du gain devient
de plus en plus complexe avec l’augmentation du rang du prédicteur, le gain de chacun
de nos prédicteur dépend uniquement de l’état retardé du prédicteur impliqué et de l’état
du prédicteur précédent. La preuve de la convergence exponentielle de l’observateur est
détaillée et elle est obtenue avec une contrainte reliant la valeur du retard et le nombre
de prédicteur dans la cascade
109
Chapitre III. Observateurs pour les systèmes non linéaires
110
Références Bibliographiques
[Andrieu et Praly 06] V. Andrieu, L. Praly : On the existence of a kazantzis–
kravaris/luenberger observer. SIAM J. Control Optim., 45(2):432–
456, février 2006. 74
[Bailey et Ollis 86] J. Bailey, D. Ollis : Biochemical Engineering Fundamentals.
McGraw-Hill, New York, 1986. 69, 101
[Barbot et al. 96] J.-P. Barbot, T. Boukhobza, M. Djemai : Sliding mode ob-
server for triangular input form. In Decision and Control, 1996.,
Proceedings of the 35th IEEE Conference on, volume 2, pages 1489–
1490 vol.2, Dec 1996. 49
[Bastin et Gevers 88] G. Bastin, M. Gevers : Stable adaptive observers for nonlinear
time-varying systems. Automatic Control, IEEE Transactions on,
33(7):650–658, Jul 1988. 49
[Bornard et Hammouri 91] G. Bornard, H. Hammouri : A high gain observer for a class of
uniformly observable systems. pages 1494–1496, 1991. 49
[Bouraoui et al. 14] I. Bouraoui, M. Farza, T. Menard, R. Ben Abdennour,
M. M’Saad : Sampled output observer design for a class of nonli-
near systems. In Control Conference (ECC), 2014 European, pages
312–317, June 2014. 73, 78, 81
[Busawon et al. 98] K. Busawon, M. Farza, H. Hammouri : A simple observer for a
class of nonlinear systems. Applied Mathematics Letters, 11(3):27–
31, 1998. 49
[Fall et al. 13] M. Fall, M. Farza, M.M’Saad, E.Pigeon, O.Gehan : Cascade
observer for a class of nonlinear systems with output delays. In
Control Conference (ECC), 2013 European, pages 2140–2145, July
2013. 89, 96
111
Références Bibliographiques
[Farza et al. 98] M. Farza, K. Busawon, H. Hammouri : Simple Nonlinear Ob-
servers for On-line Estimation of Kinetic Rates in Bioreactors.
Automatica, 34(3):301–318, 1998. 84
[Farza et al. 04] M. Farza, M. M’Saad, L. Rossignol : Observer design for a
class of mimo nonlinear systems. Automatica, 40(1):135–143, jan
2004. 52, 53, 54, 64, 75, 76
[Farza et al. 08] M. Farza, M. M’Saad, T. Maatoug, M. Kamoun : Adaptive
observers for nonlinearly parameterized class of nonlinear systems.
Automatica, 45(10):2292–2299, 2008. 74
[Farza et al. 13] M. Farza, M.M’Saad, M. Fall, E. Pigeon, O.Gehan, R.Mos-
rati : Continuous-discrete time observers for a class of mimo nonli-
near systems. In Control Conference (ECC), 2013 European, pages
2146–2151, July 2013. 63, 66
[Fridman et al. 08] L. Fridman, Y. Shtessel, C. Edwards, X.-G. Yan : Higher-
order sliding-mode observer for state estimation and input recons-
truction in nonlinear systems. International Journal of Robust and
Nonlinear Control, 18(4-5):399–412, 2008. 49
[Gauthier et al. 92] J. Gauthier, H. Hammouri, S. Othman : A simple observer for
nonlinear systems applications to bioreactors. Automatic Control,
IEEE Transactions on, 37(6):875–880, Jun 1992. 50, 69, 84, 102
[Gauthier et Bornard 80] J. Gauthier, G. Bornard : Observability for any u(t) of a class
of nonlinear systems. pages 910–915, Dec 1980. 49
[Germani et al. 02] A. Germani, C. Manes, P. Pepe : A new approach to state
observation of nonlinear systems with delayed output. 47(1):96–
101, 2002. 89, 90, 93, 95, 101, 105, 106, 108
[Hammouri et Farza 03] H. Hammouri, M. Farza : Nonlinear observers for locally uni-
formly observable systems. ESAIM J. on Control, Optimisation
and Calculus of Variations, 9:353–370, 2003. 54, 64, 74, 76
[Kalman 59] R. Kalman : On the general theory of control systems. Automatic
Control, IRE Transactions on, 4(3):110–110, Dec 1959. 51
[Kalman 60] R. E. Kalman : A new approach to linear filtering and prediction
problems. Transactions of the ASME–Journal of Basic Engineering,
vol.82(Series D):pp.35–45, 1960. 49
[Karafyllis et Kravaris 09] I. Karafyllis, C. Kravaris : From continuous-time design to
sampled-data design of observers. IEEE Transactions on Automatic
Control, 54(9):2169–2174, 2009. 55
112
Références Bibliographiques
[Kazantzis et Wright 05] N. Kazantzis, R. A. Wright : Nonlinear observer design in the
presence of delayed output measurements. 54(9):877–886, 2005. 89,
95
[Khalil 03] H. K. Khalil : Nonlinear systems. Printice Hall, third edition,
New Jersey, 2003. 95
[Krener et Isidori 83] J. Krener, Arthur, A. Isidori : Linearization by output injection
and nonlinear observers. Systems and Control letters, 3(1):47–52,
1983. 49
[Luenberger 71] G. Luenberger, David : An introduction to observers. IEEE
Transactions on Automatic and Control,, AC-16:pp.596–602, 1971.
49
[Marino et al. 93] R. Marino, S. Peresada, P. Valigi : Adaptive input-output
linearizing control of induction motors. Automatic Control, IEEE
Transactions on, 38(2):208–221, Feb 1993. 49
[Mazenc et Niculescu 01] F. Mazenc, S. Niculescu : Lyapunov stability analysis for non-
linear delay systems. 42:245–251, 2001. 88
[Naghshtabrizi et al. 08] P.Naghshtabrizi, J.Hespanha, A. Teel : Exponential stability
of impulsive systems with application to uncertain sampled-data
systems. Systems & Control Letters, 57:378–385, 2008. 51, 56
[Raff et al. 08] T. Raff, M. Kögel, F. Allgöwer : Observer with sample-
and-hold updating for Lipschitz nonlinear systems with nonuni-
formly sampled measurements. In Proc. of the American Control
Conference, Washington,USA, 2008. 55
[Seuret 06] A. Seuret : Commande et observation des systèmes à retards
variables : théorie et applications. Thèse de doctorat, 2006. Thèse
de doctorat dirigée par Richard, Jean-Pierre et Dambrine, Michel
Informatique industrielle et automatique Ecole Centrale de Lille
2006. 88
[Shim et al. 01] H. Shim, Y. I. Son, J. H. Seo : Semi-global observer for multi-
output nonlinear systems. Systems and Control Letters, 42:233–
244, 2001. 74
[Trinh et al. ] H. Trinh, M. Aldeen, S. Nahavandi : An observer design pro-
cedure for a class of nonlinear time-delay systems, year = 2004,
journal = Computers and electrical engineering, pages = 61-71,
volume = 30,. 88
113
Références Bibliographiques
114
Chapitre IV
Loi de Commande Non-linéaire pour la
régulation du taux d’oxygène dissout
dans un bioréacteur
1 Introduction
Lors d’une fermentation, le milieu de culture doit avoir une composition très précise pour
optimiser la bioréaction. Ce dernier doit pouvoir subvenir à tout instant aux besoins en nutri-
ments et en oxygène sans pour autant les placer en situation de débordement ou de déficit. Les
systèmes de commande mis en place doivent satisfaire les exigences de quantité et de qualité,
sécuriser le fonctionnement vis-à-vis des personnes et des installations. Pour cela, ils doivent
assurer la stabilité du processus et minimiser l’influence des perturbations sur les variables
physiques comme la température, la pression, la concentration de certains composants. La
concentration en oxygène dissout est un paramètre essentiel puisqu’elle régit le métabolisme du
substrat et la vitesse de reproduction des cellules. La maîtrise de cette concentration permet en
outre de minimiser le temps de fermentation et de maximiser le rendement de la production de
biomasse. Sa plage optimale admissible est très étroite. En dehors de cette plage, l’oxygène a un
effet toxique ou inhibiteur pour la réaction. Dans ce chapitre, nous présentons deux approches
de lois de commande non linéaires pour réguler la concentration en oxygène dissout au voisinage
d’une valeur critique, appelée consigne, avec une précision de ±2%. Les lois de commande du
type grand gain et backstepping.
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2 Formulation du problème
Dans cette section, nous présentons la classe des systèmes non linéaires pour laquelle les lois
de commande ont été développées. Une action intégrale est associée au système afin d’assurer
un rejet des perturbations de type échelon. Le système de commande complet est écrit sous
la forme canonique commandable de Brunovski. Cette formulation permet donc, à partir d’un
modèle de référence, d’exprimer la dynamique de l’erreur de poursuite entre la trajectoire du
système et celle de la référence.
2.1 Classe des systèmes uniformément commandable
La commande non-linéaire a été développée pour les systèmes commandables que l’on peut
décrire comme suit :  x˙(t) = Ax(t) +Bb(x)u(t) + ϕ(x(t))y(t) = Cx(t) = x1(t) (IV.1)
avec
x =

x1
x2
...
xn
 ; ϕ(x) =

ϕ1(x1)
ϕ2(x1, x2)
...
ϕn−1(x1, . . . , xn−1)
ϕn(x)

A =

0 1 0 0
... . . . 1
0 . . . . . . 0
0 . . . 1
0 . . . 0 0

; B =

0
...
0
1
 ; C = (1, 0, . . . , 0) (IV.2)
Où x(t) ∈ Rn désigne le vecteur d’état du système,u(t) ∈ R désigne l’entrée du système et
b(x) ∈ R et ϕ(x(t)) désignent respectivement la non-linéarité liée à l’entrée et celle du système.
y(t) est la sortie du système et elle est supposée mesurable.
Propriété 2 Pour un système de commande, la propriété essentielle à remplir pour assurer
une poursuite asymptotiquement parfaite de la sortie vers la référence est :
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lim
t→∞ (y(t)− yr(t)) = 0 (IV.3)
où yr(t) désigne la trajectoire de sortie désirée dont on suppose que les dérivées jusqu’à l’ordre
n sont disponibles.
Ce problème de commande est bien posé à la condition que les fonctions b et ϕ vérifient les
hypothèses suivantes :
Hypothèse 2.1 :
La fonction b est Lipschitzienne sur Ω (ensemble compact dans R) et il existe deux scalaires
positifs α et β tels que :
∀x ∈ Ω , on a α2 ≤ b(x)bT (x) ≤ β2
Hypothèse 2.2 :
Les fonctions ϕi(x), i = 1, . . . , n, sont Lipschitziennes par rapport à x si et seulement si
∀ x, x¯ ∈ Rn × Rn : ‖ϕi(x)− ϕi(x¯)‖ ≤ L‖x− x¯‖ (IV.4)
où L > 0 est la constante de Lipschitz associée à ϕi
Pour la classe des systèmes considérés IV.1, le modèle de référence peut être défini comme suit : x˙r(t) = Axr(t) +Bb(xr)ur(t) + ϕ(xr(t))yr(t) = Cxr(t) (IV.5)
où ur(t) ∈ R et xr(t) ∈ Rn désignent respectivement la séquence d’entrée et la trajectoire d’état
du système correspondant à la trajectoire de sortie définie par yr(t) ∈ R.
Le problème de poursuite parfaite en sortie (cf. IV.3) peut alors être étendu au problème
de poursuite de trajectoire d’état défini par :
lim
t→∞ (x(t)− xr(t)) = 0 (IV.6)
Et la condition IV.6 peut être interprétée comme un problème de régulation pour le système
d’erreur (e(t) = x(t) − xr(t)) obtenu à partir des équations du système IV.1 et du modèle de
référence IV.5.
e˙(t) = Ae(t) +B(b(x)u− b(xr)ur) + ϕ(x(t))− ϕ(xr(t)) (IV.7)
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2.2 Modèle de commande associé à l’oxygène
Lors une culture aérobique, nous agissons sur l’hydro-dynamique de la solution pour facili-
ter le transfert de l’oxygène de l’état gazeux à l’état liquide. L’objectif consiste à accroître la
turbulence (ou l’agitation) afin de diminuer la couche limitante de l’échange. Dans le modèle
dynamique décrivant l’évolution du taux d’oxygène dissout, le terme qui exprime la quantité
d’oxygène transférée par unité de temps est noté OTR (Oxygène Transfert Rate) et son ex-
pression est
OTR(t) = Kla(O∗2 −O2(t))
Le terme (O∗2 − O2) ne dépend pas de l’agitation, mais plutôt de la nature du milieu, de la
température et de la pression partielle du constituant à dissoudre. Il est généralement admis
que le Kla fait intervenir la puissance mécanique dissipée dans le milieu et le type de mobile
utilisé pour assurer à la fois une forte agitation (liée à l’énergie dissipée) et une dispersion
convenable du gaz sous forme de bulles. Il dépend donc de manière intrinsèque de la vitesse
d’agitation appliquée par le moteur et du débit d’air injecté dans la culture. Ainsi le Kla est
considéré comme le paramètre de commande u(t) = Kla du modèle.
dO2(t)
dt
= u(t) (O∗2 −O2(t))− rO2(t)− D(t)V (t) O2(t)
y(t) = O2(t)
Le modèle de référence associé au modèle décrit ci-dessus peut être défini comme suit :
dO2,ref (t)
dt
= uref (t)(O∗2 −O2,ref (t))− D(t)V (t) O2,ref (t)
yr(t) = O2,ref (t)
(IV.8)
Pour la synthèse de ce modèle de référence, nous avons fait l’hypothèse que nous n’avons aucune
connaissance a priori sur le terme exprimant la vitesse de réaction rO2 . Dans la littérature,
cette vitesse de réaction est généralement modélisée de manière empirique et sera en consé-
quence considérée comme une perturbation pour le système de commande. En tout état de
cause, sachant que dans le cadre de cette thèse, O2,ref est constante , le problème d’erreur de
modélisation engendré par ce terme absent dans le modèle de référence n’interviendra pas dans
la loi de commande. Par conséquent, la dynamique de l’erreur s’écrit comme suit
˙˜O2(t) = O˙2(t)− O˙2,ref (t) = O˙2(t)
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˙˜O2(t) = u(t) (O∗2 −O2(t))− rO2(t)−
D(t)
V (t) O2(t) (IV.9)
Si nous incorporons l’action intégrale à la sortie du système d’erreur, le modèle de commande
utilisant la dynamique de l’erreur et la définition de l’OTR s’écrit comme suit
 σ˙(t) = O˜2(t)˙˜O2(t) = u(t) b(O˜2)− rO2(t)− D(t)V (t) O2(t) (IV.10)
avec b(O˜2) = (O∗2 − O˜2 −O2,ref ). Si nous définissons e(t) comme étant le vecteur d’état
e(t) =
 σ(t)
O˜2(t)

le système IV.10 peut se mettre alors sous la forme canonique commandable de Brunovski IV.1
e˙(t) = Ae(t) +B(b(e)u(t)− rO2(t)−
D(t)
V (t)O2(t)) (IV.11)
où A =
 0 1
0 0
 ; B =
 0
1

3 Commande Grand Gain
3.1 Synthèse
Dans cette section, nous nous intéressons à la synthèse d’un premier système de commande
non linéaire pour la régulation du taux d’oxygène dissout en exploitant les mesures échantillon-
nées délivrées par les capteurs. L’objectif consiste dans un premier temps à synthétiser une loi de
commande non-linéaire par retour d’état de type grand gain afin d’assurer le maintien du taux
d’oxygène dissout au voisinage de la référence souhaitée. D’un point de vue pratique, la mesure
du taux d’oxygène dissout n’étant pas disponible en ligne, nous utilisons l’observateur impulsif
continu discret proposé dans le chapitre précédent pour reconstruire une estimation continue
de la sortie du système et des paramètres clés de la réaction intervenant dans la loi de com-
mande. Les analyses de la stabilité du système de commande proposé restent actuellement un
problème ouvert. Les performances commande sont cependant évaluées dans un premier temps
en simulation avant l’expérimentaion. Pour le modèle de commande utilisé pour la synthèse, la
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loi de commande grand gain par retour de sotie est celle proposée par [Sekher et al. 07] :
 u(t) = b
+(e)
(
rO2(t) +
D(t)
V (t) O2(t) + ν(e)
)
avec ν(e) = −λBT∆−1λ Kc
(
S¯∆λe
) (IV.12)
où b+(e) est l’inverse à gauche de la fonction b(e) et son existence est assurée sous l’hypo-
thèse 2.1. ∆λ est la matrice diagonale suivante.
∆λ =
 1 0
0 1
λ

λ > 0 est le paramètre de synthèse.
S¯ est l’unique solution définie positive de l’équation de Lyapunov suivante :
S¯ + AT S¯ + S¯A = S¯BBT S¯ (IV.13)
Kc : R2 7→ R2 est une fonction bornée satisfaisant la propriété suivante :
∀ζ ∈ Ω , ζTBBTKc(ζ) ≥ 12ζ
TBBT ζ (IV.14)
Le gain de commande dépend donc d’une fonction de synthèse Kc bornée et satisfaisant la
propriété IV.14. Quelques fonctions éligibles sont proposées dans [Bedoui et al. 08] et celles-ci
permettent de retrouver les meilleurs performances de la loi de commande. On distingue :
– les fonctions de synthèse de type grand gain données par
Kc(ζ) = kcζ
où kc est une constante positive : kc ≥ 12 .
– les fonctions de synthèse de type mode glissant données par
Kc(ζ) = kcsign(ζ)
où kc est un scalaire positif et sign est la fonction signe usuelle.
– les fonctions de synthèse communément utilisées dans la pratique à modes glissants pour
s’affranchir du phénomène de chattering
Kc(ζ) = kctanh(k0ζ)
où tanh est la fonction tangente hyperbolique et kc et k0 sont deux scalaires positifs.
Le choix de la fonction Kc ne se limite pas forcement aux trois fonctions proposées ci-dessus.
D’autres expressions valables demeurent exploitables notamment l’inverse de la fonction tan-
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gente ou la somme des fonctions de type grand gain avec celles de type mode glissant etc. Le
choix de Kc doit satisfaire en permanence la condition IV.14.
En pratique, les mesures de l’état et des variables clés de la réaction ne sont pas toujours
disponibles. Nous proposons une commande avec retour d’état conçue à partir du principe de
séparation comme dans le cas des systèmes linéaires [Mahmoud et Khalil 96]. Nous remplaçons
les variables non disponibles par leurs estimations délivrées par l’observateur impulsif continu
discret proposé dans le chapitre précédent.
La loi de commande proposée par [Sekher et al. 07] utilisant les états estimés s’écrit comme
suit  u(t) = b
+(eˆ)
(
rˆO2(t) +
D(t)
V (t) Oˆ2(t) + ν(eˆ)
)
avec ν(eˆ) = −λBT∆−1λ Kc
(
S¯∆λeˆ
) (IV.15)
où les paramètres b+(eˆ), ∆λ, λ et Kc sont déjà définis dans le cas nominal
et eˆ(t) est le nouveau vecteur d’état : eˆ(t) =
 σ(t)
O˜2(t)
 avec O˜2(t) = Oˆ2(t)−O2,ref ,
La preuve de la convergence de l’association de la commande et de l’observateur dans le cas
où les mesures sont continues est détaillée dans [Hajji 09] et en particulier dans [Fall et al. 12]
où l’auteur considère un système avec incertitude de modélisation. Dans notre cas, en présence
d’incertitude, l’observateur impulsif proposé converge exponentiellement dans une boule. Ce-
pendant, le preuve de convergence de l’association de la commande et de l’observateur reste un
problème ouvert.
3.2 Résultats en simulation
Considérons un bioréacteur académique à double parois au sein duquel se déroule une culture
de bactéries Pseudomonas putida alimentée en glycérol et opérée en mode fedbatch. Une telle
fermentation est réalisée en introduisant à l’instant initial une concentration X0 de biomasse
et une concentration S0 de glycerol. Au cours du processus, la biomasse consomme le gly-
cérol et de l’oxygène qui est apporté en permanence par injection d’air. Contrairement aux
autres bactéries qui synthétisent un deuxième produit spécifique lors de leur fermentation, le
Pseudomonas putida produit uniquement du gaz carbonique CO2. La culture se déroule donc
en deux étapes. La première est menée en mode continu (ou batch). La biomasse consomme
le glycérol initialement présent dans la cuve. Lorsque la concentration du glycérol atteint un
niveau critique, on déclenche une alimentation et la fermentation se déroule par la suite en
mode semi-continu (ou fed-batch).
121
Chapitre IV. Loi de Commande Non-linéaire pour la régulation du taux
d’oxygène dissout dans un bioréacteur
Le modèle mathématique d’un tel système est obtenu à partir d’une formulation des bilans
de matière entre les différents constituants présents dans la cuve. Ce dernier est proposé en II.1.
Le volume maximal du réacteur est égal à 2 litres. L’alimentation en glycérol est coupée dès
que la cuve est remplie. La concentration critique du substrat est égale à Scrit = 0.1 (g/l). La
concentration de l’alimentation en glycérol est Sin = 200 g/l et le débit D(t) suit une trajectoire
optimale définie dans [Valentinotti et al. 03]. Des modèles empiriques suivant la loi de Monod
sont utilisés pour décrire les paramètres de l’oxygène en particulier le coefficient de transfert
( Kla ) et la vitesse de consommation ( rO2 ). Ces derniers sont présentés respectivement en
II.12 et II.14 .
L’objectif de la commande consiste à maintenir la concentration en oxygène dissout à une
valeur constante O2,ref = 15% avec une précision de ±2%. Sachant que les mesures du taux
d’oxygène dissout sont échantillonnées avec une période de 5 secondes et la vitesse de consom-
mation rO2 n’est pas mesurable. La loi de commande utilisée est décrite par IV.15, elle est
constituée de l’association d’une commande de type grand gain et de l’observateur impulsif
continu-discret pour la reconstruction du taux d’oxygène dissout entre deux mesures dispo-
nibles et l’estimation de la vitesse de consommation.
Les paramètres de la réaction sont définis comme suit
µ = µmax SKs+S avec µmax = 0.45 (h
−1) ; Ks = 0.65 (g de S/l)
et Yx/s = 0.35 (g de X/g de S)
Les conditions initiales sont fixées ainsi :
X0 = 1 g/l , S0 = 75 g/l et V0 = 1.5 l
Et les paramètres de synthèse de l’observateur et de la commande sont choisis comme suit :
K = [0.03; 0.02] ; θ = 10
kc = 12 ; B
T S¯ = [0.0038; 1.125] ; λ = 2.
Les mesures sont entachées d’un bruit de moyenne nulle et de variance 0.01. Les résultats de
simulation sont présentés sur les figures IV.1, IV.2, IV.3.
Sur le tracé de l’oxygène, nous pouvons distinguer deux phases. La première est réalisée
en boucle ouverte, phase durant laquelle le taux d’oxygène subit une chute jusqu’à la valeur
de référence O2,ref . La deuxième est la phase de régulation où la concentration en oxygène
est maintenue autour de 15% avec une précision de ±0.5%. Une perturbation de type éche-
lon d’amplitude 5% intervient autour de 7h (cf. figure IV.1 à droite) et elle est parfaitement
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Figure IV.1 – Tracé de la régulation de la concentration en oxygène dissout
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Figure IV.2 – Tracé de l’agitation du moteur et de la vitesse de consommation
rejetée par le correcteur. La commande réelle appliquée est la vitesse d’agitation N (cf. fi-
gure IV.2). Elle est obtenue en inversant le modèle identifié du Kla présenté en II.13 (i.e
Kla = 3.42 10−7 N1.75). L’agitation reste donc constante à 350 rpm pendant toute la boucle
ouverte. Ensuite, elle augmente de manière exponentielle en boucle fermée, due à la forte crois-
sance des micro-organismes. La vitesse de consommation rO2 croît tout au long du processus.
La figure IV.3 présente la trajectoire du substrat.
Remarque 3.1 Le choix des paramètres de synthèse λ et kc à des valeurs assez élevées peut
générer une commande très importante et cela risque de dégrader les actionneurs. En outre,
dans la loi de commande proposée IV.15, le terme rO2 est prépondérante. Elle domine for-
tement le terme de correction et impose une trajectoire à la commande. Pour contourner ce
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Figure IV.3 – Tracé des concentrations en biomasse et en substrat
problème, nous proposons dans la suite une seconde loi de commande basée sur une approche
de type Backstepping afin de considérer la rO2 comme une perturbation et laisser le correcteur
la compenser.
Remarque 3.2 Dans les simulations, le paramètre BT S¯ n’est pas choisi de sorte à situer les
pôles de la commande en −λ. En effet la dynamique du bioréacteur est très lente et la contrainte
de synthèse λ > 1 impose une dynamique beaucoup trop rapide pour le système de commande.
4 Commande Backstepping
Cette section concerne plus spécifiquement l’application de la commande backstepping sur
le modèle de l’oxygène dissout dans un réacteur chimique afin de le maintenir à un niveau de
référence. Dans un premier temps, nous allons établir le principe de la synthèse, ensuite nous
l’appliquons sur le procédé afin de visualiser ses performances.
Historique : Au cours de ces dernières décennies, la théorie des systèmes à vu naître
plusieurs techniques de commande. Celle par backstepping a été développée vers les années
1990 par [Kanellakopoulos et al. 91] pour la conception des contrôleurs de stabilisation pour
une classe particulière de systèmes non-linéaires. Cette technique est inspirée dans les travaux
de [Kokotovic et Sussmann 89], [Feuer et Morse 78] et elle a été poursuivie par [Kokotovic 92],
[Lozano et Brogliato 92]... La procédure backstepping offre une méthode de synthèse récursive
et assez flexible à chaque étape de la conception. Elle adopte le principe de Lyapunov qui
consiste à calculer une commande tout en assurant l’existence d’une fonction définie positive
124
IV.4 Commande Backstepping
ayant une dérivée toujours négative. Toutefois les algorithmes backstepping sont appliqués à
des systèmes non-linéaires qui peuvent se mettre sous une forme triangulaire.
4.1 Synthèse de la commande backstepping avec incorporation d’une
action intégrale
Pour illustrer le principe de la commande de type backstepping, nous considérons le mo-
dèle dynamique commandable et uniformément observable incorporant une action intégrale
appliquée en entrée et décrit comme suit :
x˙1(t) = u(t) + ϕ(x1)
u˙(t) = µ(t)
y(t) = x1(t)
(IV.16)
Où x(t) =
 x1(t)
u(t)
 ∈ R2 est le vecteur d’état, ϕ(x) est une fonction lipschitzienne vérifiant
l’hypothèse 2.1, y(t) est la sortie. Une action intégrale a été explicitement introduite dans ce
modèle de commande afin de rejeter toutes les perturbations de type échelon et de moyenne non
nulle. µ(t) est ainsi une commande virtuelle correspondant à l’entrée de ce modèle de synthèse
IV.16 tandis que u(t) est la variable physique de commande associée au système à commander
dont le comportement est décrit par la première équation. L’objectif de la commande consiste
à déterminer la commande virtuelle µ(t) permettant de faire suivre de façon asymptotique à la
sortie y(t) une trajectoire de référence que l’on notera y¯(t) ∈ R. La commande réelle u(t) sera
alors obtenue par intégration de µ(t). La loi de commande devra satisfaire la propriété IV.17
suivante :
lim
t→∞ (y(t)− y¯(t)) = 0 (IV.17)
On supposera que les dérivées de la séquence de référence jusqu’à l’ordre 2 sont disponibles
et qu’à chaque séquence y¯(t) lui correspond une trajectoire d’état du système qui sera notée
x¯(t) ∈ R2. Compte tenu de la classe des systèmes considérés IV.16, la trajectoire y¯(t) est obtenue
à partir du modèle dynamique suivant (c.f [Oueder 12]) :

˙¯x1(t) = u¯(t) + ϕ(x1(t)) + c1(x1(t)− x¯1(t))
˙¯u(t) = µ(t) + c2(u(t)− u¯(t)) + (x1(t)− x¯1(t))
y¯(t) = x¯1(t)
(IV.18)
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où c1 et c2 sont des constantes strictement positives. Pour alléger les écritures, nous allons
omettre le temps dans les équation.
Les variables d’état x¯(t) =
 x¯1(t)
u¯(t)
 et µ(t) sont données par :

x¯1 = y¯
u¯ = ˙¯x1 − ϕ(x1)− c1(x1 − x¯1)
µ = ˙¯u− c2(u− u¯)− (x1 − x¯1)
Ces équations peuvent être déterminées de manière récursive à partir de la séquence de référence
y¯ et de ses dérivées successives. Notons que :
x1 − x¯1 = x1 − y¯
u− u¯ = x˙1 − ˙¯x1 + c1(x1 − x¯1)
= x˙1 − ˙¯y + c1(x1 − y¯)
Ce qui revient à écrire :
x¯1 = y¯
u¯ = ˙¯y − ϕ(x1)− c1(x1 − y¯)
µ(t) = ¨¯y − dϕ(x1)
dt
− c1(x˙1 − ˙¯y)− c2
[
x˙1 − ˙¯y + c1(x1 − y¯)
]
− (x1 − x¯1)
= ¨¯y − dϕ(x1)
dt
− (c1 + c2)(x˙1 − ˙¯y)− (1 + c1c2)(x1 − y¯)
(IV.19)
Le problème de poursuite asymptotique de la sortie y vers la trajectoire désirée y¯ peut être
étendu au problème de poursuite de trajectoire d’état défini par :
lim
t→∞ (x− x¯) = 0
En combinant les équations du système IV.16 et du modèle IV.18, le système d’erreur s’écrit x˙1 − ˙¯x1 = (u− u¯)− c1(x1 − x¯1)u˙− ˙¯u = −c2(u− u¯)− (x1 − x¯1)
Ceci revient à écrire
e˙(t) = Ae(t) (IV.20)
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où e =
 e1
e2
 =
 x1 − x¯1
u− u¯
 et A =
 −c1 1
−1 −c2

Montrons maintenant que ce système d’erreur converge exponentiellement vers zéro en utilisant
l’approche de Lyapunov.
Preuve 8 Considérons la fonction quadratique suivante V (t) = 12eT e. Sa dérivée s’écrit :
V˙ = eT e˙ =
(
e1 e2
) e˙1
e˙2

= e1 e˙1 + e2 e˙2
= e1 (e2 − c1e1) + e2 (−c2e2 − e1)
= −c1e21 − c2e22 (IV.21)
V˙ (t) est négative. L’équation IV.21 justifie alors la convergence exponentielle du système d’er-
reur IV.20 vers zéro ; d’où la convergence des états réels vers les états de référence.
La commande réelle u(t) du système sans intégrateur est donc
u(t) =
∫ t
0
µ(s)ds
= ˙¯y − ϕ(x1)− (c1 + c2)(x1 − y¯)− (1 + c1c2)
∫ t
0
(x1(s)− y¯(s))ds (IV.22)
Nous constatons que la loi de commande IV.22 présente une structure de type PID et que
la dynamique de l’erreur de poursuite est obtenue en remplaçant ϕ(x1) par son expression :
ϕ(x1) = x˙1 − u
(x˙1 − ˙¯y) + (c1 + c2)(x1 − y¯) + (1 + c1c2)
∫ t
0
(x1(s)− y¯(s))ds = 0 (IV.23)
Le polynôme caractéristique associé est donné par
p2 + (c1 + c2)p+ (1 + c1c2)
La recherche des racines de ce polynôme permet de constater qu’il existe une condition né-
cessaire à remplir sur le choix des paramètres de synthèse c1 et c2 afin d’éviter des régimes
oscillatoires. En effet, le discriminant est
∆ = (c1 + c2)2 − 4(1 + c1c2) = c21 + c22 + 2c1c2 − 4c1c2 − 4
= (c1 − c2)2 − 4
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Le polynôme caractéristique admet des solutions réelles si et seulement si (c1 − c2)2 ≥ 4 ⇒
| c1 − c2 |≥ 2.
Compte tenu de la dynamique très lente du bioréacteur, les modules des pôles du système
de commande doivent être relativement petits. Ce qui fait qu’en adoptant cette approche de
Backstepping, la condition imposée sur les choix de c1 et de c2 pour éviter les régimes oscilla-
toires est irréalisable. Pour contourner ce problème, nous proposons de synthétiser une autre
structure de commande backstepping dont le modèle de référence est décrit comme suit
˙¯x1 = u¯+ ϕ(x1) + c1(x1 − x¯1)
˙¯u = µ(t) + c2(u− u¯)
y¯(t) = x¯1
(IV.24)
où c1 et c2 sont toujours des constantes strictement positives. De la même façon, les états et la
commande du système de référence sont donnés par
x¯1 = y¯(t)
u¯ = ˙¯x1 − ϕ(x1)− c1(x1 − x¯1)
µ(t) = ˙¯u− c2(u− u¯)
Cela revient à écrire :
x¯1 = y¯(t)
u¯ = ˙¯y(t)− ϕ(x1)− c1(x1 − y¯(t))
µ(t) = ¨¯y(t)− dϕ(x1)
dt
− c1(x˙1 − ˙¯y(t))− c2
[
x˙1 − ˙¯y(t) + c1(x1 − y¯(t))
]
= ¨¯y(t)− dϕ(x1)
dt
− (c1 + c2)(x˙1 − ˙¯y(t))− c1c2(x1 − y¯(t))
(IV.25)
La commande virtuelle µ(t) est alors donnée par l’équation IV.25. En combinant les équations
du système IV.16 et du modèle de référence IV.24, le système d’erreur s’écrit x˙1 − ˙¯x1 = (u− u¯)− c1(x1 − x¯1)u˙− ˙¯u = −c2(u− u¯)
où
e˙(t) = Ae(t) (IV.26)
où e(t) =
 e1(t)
e2(t)
 =
 x1 − x¯1
u− u¯
 et A =
 −c1 1
0 −c2

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Montrons maintenant que le nouveau système d’erreur IV.26 converge exponentiellement vers
zéro en utilisant l’approche de Lyapunov.
Preuve 9 : La matrice A étant de type Hurwitz, il existe une matrice P symétrique et définie
positive telle que PA+ ATP = −µIn Montrons donc que la fonction V (e) = eTPe est une
fonction de Lyapunov associée à l’équation IV.26.
V˙ (e) = e˙TPe+ eTP e˙ = eTATPe+ eTPAe
= eT (ATP + PA)e = −µeT e = −µ‖e‖2
≤ − µ
λm
V (e)
où λm est la plus petite valeur propre de la matrice P . V˙ (e) est strictement négative alors la
convergence exponentielle du système d’erreur IV.26 vers 0 et la convergence de l’état vers celui
du modèle de référence est toujours garantie.
La commande réelle est donc
u(t) =
∫ t
0
µ(t)dt
= ˙¯y(t)− ϕ(x1)− (c1 + c2)(x1 − y¯)− c1c2
∫ t
0
(x1(s)− y¯(s))ds (IV.27)
et la dynamique de l’erreur de poursuite associée obtenue en remplaçant ϕ(x1) = x˙1−u , est
(x˙1 − ˙¯y) + (c1 + c2)(x1 − y¯) + c1c2
∫ t
0
(x1(s)− y¯(s))ds = 0 (IV.28)
Le polynôme caractéristique associé est donné par
p2 + (c1 + c2)p+ c1c2
Il est clair maintenant que les racines de ce polynôme sont respectivement −c1 et −c2. Il n’existe
plus aucune contrainte sur le choix des valeurs des paramètres de synthèse à l’exception du fait
qu’elles doivent être strictement positives.
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4.2 Application au modèle de l’oxygène
Le modèle de la dynamique de l’oxygène dissout est donné par
dO2
dt
= Kla (O∗2 −O2)− rO2 − DV O2
y = O2
Pour écrire le modèle ci-dessus sous la forme du système IV.16 pour lequel nous avons synthétisé
la commande backstepping, nous posons dans un premier temps que la variable de commande
dans la synthèse est x2 = Kla (O∗2 −O2). Ensuite, pour obtenir le Kla, il suffira d’inverser cette
expression Kla = x2(O∗2−O2) .
Définissons donc le vecteur d’état x(t) =
 x1
x2
 =
 O2
Kla (O∗2 −O2)
 où x1 correspond à
l’état réel et x2 est la commande. En incorporant une action intégrale à l’entrée du système, le
modèle de commande complet s’écrit
x˙1 = x2 + ϕ(x1)
x˙2 = µ
y(t) = x1
(IV.29)
avec ϕ(x1) = −rO2 − DV O2.
En adoptant la même méthode décrite dans les équations IV.24 , IV.25 et IV.27, nous pouvons
déduire aisément la commande l’expression de la virtuelle x2 :
x2 = ˙¯y − ϕ(x1)− (c1 + c2)(x1 − y¯)− c1c2
∫ t
0
(x1 − y¯)ds
Enfin, la commande réelle qui stabilise le bioréacteur en boucle fermée s’obtient en inversant
la relation entre x2 et Kla :
Kla =
1
(O∗2 −O2)
[
˙¯y + D
V
O2 − (c1 + c2)(O2 − y¯)− c1c2
∫ t
0
(O2(s)− y¯(s))ds
]
(IV.30)
Il est important de préciser que la rO2 est modélisée de manière empirique pour les simulations
et qu’elle n’est injectée dans la loi de commande. Elle est considérée comme une perturbation
de type échelon qui sera rejetée asymptotiquement par la commande.
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4.3 Simulation
Pour illustrer les performances de la commande backstepping sur le bioréacteur, nous
considérons la même culture que dans l’exemple de la section précédente avec les bactéries
Pseudomonas putida alimentée en glycérol et opérée en mode fedbatch. Les paramètres de
la réaction et les conditions culturelles sont prises identiques que dans l’exemple de la section
précédente.
L’objectif de la commande consiste toujours à réguler la concentration en oxygène dissout
autour d’une valeur de référence O2,ref constante. La loi de commande qui garantie la régulation
du taux d’oxygène dissout est définie par IV.30. Dans la pratique, la mesure de ce taux n’est
disponible qu’avec une période d’échantillonnage de 5 secondes. La loi de commande simulée
IV.31 utilise donc une estimation du taux d’oxygène dissout obtenue à l’aide de l’observateur
impulsif continu-discret proposé au chapitre précédent. Les réalisations des preuves de stabilité
et de convergence de l’erreur de poursuite du système de commande intégrant cet observateur
restent des problèmes ouverts notamment en présence d’erreurs de modélisation. La loi de
commande appliquée s’écrit donc :
Kla = u(t) =
1
(O∗2 − Oˆ2)
[
O˙2,ref +
D
V
Oˆ2 − (c1 + c2)(Oˆ2 −O2,ref )− c1c2
∫ t
0
(Oˆ2 −O2,ref )ds
]
(IV.31)
Toutefois, la commande réelle appliquée est la vitesse d’agitation. Elle est intrinsèquement reliée
au Kla par la relation donnée en II.13. Cette vitesse est donc obtenue en inversant ce modèle
(ie Kla = 3.42 10−7 N1.75).
Lors des simulations, les paramètres de synthèse de l’observateur sont maintenus à des
valeurs identiques à celles de l’exemple précédent ( K = [0.03; 0.02] ; θ = 10 ) et les
paramètres de synthèse de la loi commande ont été choisis ainsi :( c1 = c2 = 0.1 ). Les résultats
de simulation sont représentés sur les figures suivantes avec des mesures entachées d’un bruit
blanc de moyenne nulle et de variance 0.1% par rapport à la mesure de l’oxygène.
L’évolution du taux d’oxygène dissout durant la fermentation est présentée sur la figure IV.4.
Elle est composée de deux phases. La première est réalisée en boucle ouverte et la concentration
en oxygène subit une forte chute vers la valeur de référence O2,ref%. Durant la deuxième phase,
le taux d’oxygène est régulé à 15% avec une précision de ±1%. Une perturbation de type échelon
d’amplitude 5% est appliquée aux alentours de 7h sur les mesures de la sortie et la perturbation
est parfaitement rejetée par le correcteur. La figure IV.5 montre les évolutions de la vitesse
du moteur d’agitation (variable physique de commande) et de la vitesse de consommation de
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Figure IV.4 – Tracé de la régulation de la concentration en oxygène dissoute
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Figure IV.5 – Tracé de l’agitation et de la vitesse de consommation
l’oxygène rO2 . La commande est maintenue constante à 350 tr/min durant la phase en boucle
ouverte. Ensuite, elle augmente de manière exponentielle dans un premier temps en raison de
la forte croissance de la biomasse. La pente diminue par la suite à cause de la faible présence
de substrat dans le réacteur (cf. figure IV.6).
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Figure IV.6 – Tracé des concentrations en biomasse et en substrat
5 Conclusion
Dans ce quatrième chapitre, nous avons développé deux stratégies de commande basée sur
la théorie des systèmes non-linéaires pour piloter le bioréacteur. En effet leurs synthèses sont
réalisées à partir du modèle du bioprocédé établi dans les chapitres précédents. L’objectif de
la commande consiste dans les deux cas à asservir la concentration en oxygène dissout autour
d’une valeur de référence constante.
Par ailleurs, les lois de commande utilisent des estimations continues délivrées par notre
observateur impulsif continu-discret pour substituer les mesures discrètes et les paramètres
physiquement non-mesurables. De plus, elles sont associées avec une action intégrale pour as-
surer le rejet de toutes les perturbations de type échelon. La commande backstepping a été
développée en première lieu avec la synthèse proposée dans la littérature et imposant des li-
mites sur le choix des valeurs des paramètres de réglage. Elle a ensuite été proposée avec une
autre approche quasi semblable qui n’impose aucune contrainte sur les paramètres. Enfin, les
deux stratégies proposées ont données des résultants convenables en simulation.
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Chapitre V
Étude Expérimentale
1 Introduction
Dans ce dernier chapitre, nous présentons les résultats expérimentaux obtenus lors des éva-
luations des algorithmes de commande implementés sur le système bioréacteur. Un algorithme
de commande concerne plus précisément à l’association d’un observateur et une commande
particulière développés dans les chapitres précédents. L’implémentation de ces algorithmes est
effectuée sur un calculateur numérique permettant de réaliser une commande en temps réel.
Les résultats obtenus sont analysés afin d’évaluer les performances de stabilité et de robustesse
vis-à-vis des perturbation et des bruits de mesure d’une part et d’autre part de mettre en
évidence les différences entre les résultats de simulation et ceux acquis expérimentalement.
Ce chapitre est organisé comme suit. Dans la première partie, nous présentons les différents
éléments qui constitue le système bioréacteur. Ensuite, nous présentons dans la deuxième partie
les différents composants du montage en détaillant leurs caractéristiques et le rôle de chacun
dans la maquette. Ceci permet d’évaluer les contraintes des algorithmes de commande afin
de mesurer les limites. La troisième partie est consacrée aux résultats expérimentaux obtenus
et à une analyse critique des performances des systèmes de commande élaborés. Enfin, nous
finissons par une conclusion.
2 Présentation du procédé expérimental
Dans cette section, nous présentons le procédé pilote de fermentation constitué d’un bio-
réacteur aéré et infiniment mélangé. Les différents éléments du montage expérimental sont
particulièrement décrits.
Sur la figure V.1, nous pouvons apercevoir une culture se réalisant dans une cuve à double paroi,
le bioréacteur. Nous pouvons également apercevoir l’amplificateur de puissance (ADI. 1032)
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Figure V.1 – Photo d’un bioréacteur en cours de manipulation
qui permet le contrôle le moteur à courant continu pilotant l’agitateur, le régulateur de tempé-
rature (ADI. 1018) qui règle le débit de circulation d’eau entre les deux parois du réacteur, la
pomme à perfusion qui apporte les nutriments dans le milieu culturel. Enfin, le biocontrôleur
(ADI. 1030) réalise l’acquisition des différentes données délivrées par les capteurs (température,
pH, oxygène...). Sur la figure V.2, le système global d’acquisition supportant la communication
entre les différents composants précédents est représenté. Cette maquette décrit la façon dont
les éléments du système sont inter-reliés et les quelques détails importants concernant la nature
de leur communication.
Les capteurs et l’actionneur (moteur d’agitation) sont reliés au biocontrôleur par liaison série
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Figure V.2 – Maquette expérimentale
(RS232) avec une période d’acquisition des mesures de 5 secondes. Le biocontrôleur constitue
le cerveau du procédé, il délivre les mesures de la température, du pH, du taux d’oxygène
dissout et de gaz carbonique. De même, il génère les commandes à appliquer sur les différents
actionneurs des boucles de régulation de ces 4 paramètres. L’amplificateur de puissance applique
la tension sur le moteur d’agitation et délivre les mesures de la vitesse d’agitation N et du
couple moteur sous forme analogique. La vitesse d’agitation est utilisée comme variable de
commande intrinsèque, elle est reliée au kLa qui constitue une variable de commande virtuelle
des algorithmes proposés. Le couple moteur n’est pas exploité dans ce projet, mais il aurait pu
servir à mesurer la viscosité de la réaction. Deux balances communiquant par liaison série sont
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aussi utilisées pour pouvoir déterminer à chaque instant le débit d’alimentation en substrat et
le volume de la culture. Deux unités de calcul (PC1 et PC2) incluant des cartes d’acquisition et
de commande sont reliées au système en guise de multiplexeur et de calculateur respectivement.
Le PC1 contient une carte PCI − Express et le logiciel CV I/Labwindows. Il est utilisé pour
l’acquisition et la numérisation des mesures. Il rassemble de ces données dans une trame unique
et les envoie au PC2. C’est en ce sens que son rôle est assimilable à celui d’un multiplexeur. Le
PC2 contient les logiciels Matlab et ControlDesk et une carte DSPace− rti1104 sur laquelle
sont implémentés les différents algorithmes de commande et d’observation testés.
3 Caractéristiques des différents éléments
L’implémentation des lois de commande développées durant cette thèse a été réalisée au
laboratoire ABTE de l’université de Caen Basse-Normandie. Pour se familiariser avec l’envi-
ronnement expérimental, plusieurs tests ont été effectués et ceux-ci ont permis d’appréhender
le rôle de chacun des composants du procédé pilote. Dans cette section, nous donnons une
description condensée et explicite des différents éléments du montage.
1. Bioréacteur : Par définition, ce réacteur est une enceinte thermostatée apte à la réa-
Figure V.3 – Réacteur à double paroi
lisation et à l’optimisation des réactions chimiques. Elle est généralement utilisée pour
la transformation des matières en génie des procédés. Le but recherché avec ce type de
réacteur est d’assurer une homogénéité de la masse réactionnelle du point vue de la tem-
pérature et du mélange des réactifs.
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Ce réacteur à double paroi est conçu en verre borosilicaté 3.3 permettant la circulation
de l’eau pour réguler la température interne. Son volume est de 2 l. Il est fermé par
un couvercle métallique disposant de nombreuses entrées prévues pour l’alimentation et
pour l’instrumentation nécessaire aux mesures des grandeurs comme la température, le
pH, l’oxygène et à l’outil d’agitation. Elle dispose également d’une sortie prévue pour la
récupération (voire l’image).
2. Bio-contrôleur : Le biocontrôleur, ADI − 1030, est un régulateur capable à la fois de
Figure V.4 – Biocontrôleur ADI-1030
recueillir des données capteurs et de réguler certains paramètres physiques. Il intègre
un microprocesseur 8 bits, chargé avec un software qui peut réguler simultanément un
maximum de quatre grandeurs et via onze sorties (9 digitales et 2 analogiques). Ces sorties
sont aussi utilisées pour envoyer des informations sur les enregistreurs. Concernant la
régulation, le correcteur intégré est de structure PID.
L’ADI − 1030 possède quatre emplacements pour les entrées analogiques sur la carte
de commande principale. Il utilise deux alimentations électriques séparées ; l’une pour
le microprocesseur et l’autre pour le module de commande des organes de régulation.
Son interface homme/machine est constituée d’un écran alpha numérique (4 lignes, 40
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caractères) et d’un clavier divisé en 3 parties (touches fonctions, touches spéciales et
touches numériques).
La communication du biocontrôleur avec une unité centrale est réalisée à l’aide d’un
protocole de communication propriétaire appelé ADI − protocole. Le mode de fonction-
nement du biocontrôleur peut être prédéfini à l’aide de plusieurs commandes externes. Le
protocole de communication permet également de récupérer sur l’unité centrale les me-
sures délivrées par les capteurs et d’envoyer au biocontrôleur la valeur de la commande
du moteur d’agitation générée par l’algorithme de commande.
3. Amplificateur de puissance : L’ADI − 1032 est un l’organe de pilotage du moteur
Figure V.5 – Amplificateur de puissance ADI − 1032
d’agitation. Il génère une tension comprise entre 0 et 10 V et l’applique à l’entrée du
moteur à courant continu pour imposer une vitesse d’agitation. Deux modes de fonction-
nement sont possibles. Il peut être utilisé comme contrôleur local de la vitesse d’agitation
en association avec le biocontrôleur ADI − 1030 qui incorpore un correcteur PID. Dans
ce cas, la consigne de vitesse est appliquée à partir de l’interface homme/machine. Ce
mode de fonctionnement local peut être remplacé par un mode externe, solution retenue
dans le cadre de notre travail. Dans ce cas, la commande générée par l’algorithme de
commande implémenté sur la carte DSPACE est directement appliquée à l’entrée de cet
amplificateur afin de contrôler la vitesse d’agitation.
L’ interface est composée d’un bouton On/Off , d’une LED signifiant sa mise en marche,
d’un écran numérique affichant la conversion de la tension de sortie en vitesse de rotation
(tr/min), d’un switch permettant de choisir le mode de fonctionnement (local/remote)
et d’un bouton de contrôle permettant de faire varier la consigne locale.
4. Moteur à courant continu MCC : Le moteur à courant continu et l’agitateur associé
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Figure V.6 – Moteur à courant continu (m.c.c)
constituent l’actionneur du procédé. Pour étudier son comportement, nous avons testé son
fonctionnement à l’aide d’une application programmée sous l’environnement ControlDesk
qui permet de le piloter via l’amplificateur ADI − 1032 (cf. annexe 1).
Dans un premier temps, nous avons constaté que le moteur présente une zone morte de
l’ordre de 2 V . Ensuite, les caractéristiques dynamiques de l’actionneur ont été évaluées
à l’aide d’un signal d’excitation constitué d’une série d’échelons de tension. Nous avons
constaté que le couple moteur est fortement limité par une saturation interne à l’ADI −
1032. La bande passante du signal issu de cette limitation en couple est inférieure à
celle du moteur. La réponse en vitesse de ce dernier présente ainsi une pente constante
directement reliée à cette saturation en couple.
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Figure V.7 – Tracé du coefficient de transfert d’oxygène en fonction de la vitesse d’agitation
Les valeurs des tensions en entrée et en sortie correspondantes aux différentes vitesses
d’agitation présentes sur la figure V.7 ont été prélevées sur le tableau V.1.
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Vitesse (en tr/min) 0 200 350 500 650 800
Vin(V) 1.91 2.6863 3.2702 3.8540 4.4379 5.0218
Vout(V) 0.02 1.0545 1.8248 2.5951 3.3654 4.1357
Tableau V.1 – Table de correspondance vitesse d’agitation et tension d’entrée et de sortie
Vin et Vout correspondent respectivement aux tensions prélevées à l’entrée et à la sortie
du moteur. Ces tensions sont converties par la suite en vitesse de rotation (rpm) suivant
le modèle décrit en V.2.
Toutes ces informations nous ont permis d’établir un modèle mathématique pour l’asso-
ciation du moteur et de l’agitateur. Leur dynamique est régie par le modèle expérimental
suivant :
Mcc(p) = k
(
1
τp+ 1 − zm
)
(V.1)
où p est la variable de Laplace. k est le gain statique du système et il est identifié k = 1.3.
τ est la vraie constante de temps du moteur qui n’apparaît pas à la figure V.7 suite
à la limitation sécuritaire imposée par l’amplificateur de puissance. Elle a été identifiée
τ = 0.85. zm est la zone morte et elle est mesurée à zm = 1.925 V olt. Si on applique une
tension en dessous de cette valeur, le moteur reste immobile. Mcc(p) est la fonction de
transfert entre la tension d’entrée et la tension de sortie (en Volte) du système moteur et
agitateur.
Pour le bon fonctionnement de l’association de l’amplificateur de puissance et du moteur
à courant continu, nous avions besoin d’établir un modèle de conversion de la vitesse de
rotation à la tension appliquée au moteur. Le modèle suivant a été identifié expérimenta-
lement :
W = V + 495.92257.53 (V.2)
où W est la vitesse de rotation exprimée en rpm et V est la tension appliquée au moteur
exprimée en V olt.
5. Régulateur de température : Le thermocirculateur ADI − 1018 est un régulateur
de température pouvant être associé au biocontrôleur ADI − 1030 et à des fermenteurs
autoclavables de 1 à 20 litres. Le régulateur est capable d’activer le chauffage ou le refroi-
dissement et la température maximale dans la boucle d’asservissement peut être ajustée
jusqu’à une consigne de 95 degré Celsus. Sa façade est composée d’une interface avec le
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Figure V.8 – Thermo-Circulateur
réacteur (raccordements vers le réacteur), des indicateurs de fonctionnement (chauffage,
refroidissement et température maximale de la boucle) et d’un interrupteur à 3 positions
(Marche/Remplissage du circuit/Arret).
6. Balances : Ces balances de laboratoire offrent une capacité de mesure relativement pré-
Figure V.9 – Balances
cise sur une gamme comprise entre 1 mg et 34 kg. Elles peuvent communiquer avec l’unité
centrale à l’aide d’une liaison série via un protocole ISO ou GLP .
7. Pompe à injection ISM 871 : Le Midi-Vario est une pompe péristaltique compacte
conçue pour une utilisation industrielle afin de répondre facilement aux exigences de
nombreuses applications de pompage. Elle a été élaborée avec une tête de pompage à 4
canaux pour les emplacements des cordons d’alimentations. Elle peut assurer un débit
variant de 0.003 à 85 ml/min.
8. Capteur d’oxygène : Ces capteurs sont des doubles analyseurs de gaz équipés d’un
détecteur d’oxygène électrochimique avec une espérance de vie de 5 ans. Ils sont capables
145
Chapitre V. Étude Expérimentale
Figure V.10 – Pompe Peristaltic
Figure V.11 – Capteur de pression d’oxygène
de fournir une analyse précise de l’oxygène dans l’air sur une plage de 0 à 100% par
rapport à la saturation avec un pas relativement petit, ainsi que la concentration de CO2
des ppm jusqu’à 100%. Ils délivrent les analyses en ligne de manière continue avec un
temps de réponse typique de 20 seconde pour une variation de 90% de la composition en
oxygène et de 10 seconde pour une variation de 90% du CO2. Le flux de gaz entrant peut
être ajusté par la valve débitmètre/aiguille sur la face avant de l’analyseur.
4 Résultats expérimentaux
Dans cette section, nous allons nous intéresser à l’implémentation sur le bioréacteur des
différentes stratégies de commande présentées dans le chapitre précédent et aux résultats ex-
périmentaux obtenus. Dans les chapitres précédents, nous avons synthétisé deux algorithmes
de commande nonlinéaire afin de réguler la concentration en oxygène dissout dans une culture
microbienne à un niveau stratégique. Nous rappelons que le pilotage de la réaction n’entre pas
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dans le cadre de ces travaux et que les expérimentations ont été réalisées en utilisant une stra-
tégie de commande qui consiste à imposer un profil d’alimentation optimal en substrat. Les lois
de commandes ont été synthétisées à l’aide d’un modèle de connaissance décrivant le comporte-
ment dynamique du taux d’oxygène dissout durant toute la fermentation. Leurs performances
ont été ensuite validées en simulation.
Le modèle de connaissance utilisé pour la synthèse de la commande présente des incertitudes
de modélisation portant en particulier sur les expressions du Kla et de la rO2 . La trajectoire de
la rO2 (vitesse de consommation de l’oxygène) étant mal connue ainsi elle est considérée pendant
les manipulations comme une perturbation qui doit être gérée par le système de commande. En
outre, le système de commande est soumis à des bruits de mesure issus du capteur d’oxygène
pouvant fortement affecter les actionneurs. Dans ces conditions, les propriétés de robustesse en
stabilité et en performances des systèmes de commande testés sont essentielles. La robustesse
de l’observateur par rapport à une erreur de modélisation sur la vitesse de réaction a déjà
été étudiée théoriquement et nous avons montré que l’erreur d’observation converge dans une
boule dont la taille dépend de la borne supérieure de l’incertitude. Cependant, la stabilité
des systèmes de commande associant l’observateur continu discret et les lois de commande
présentées au chapitre 4 n’a pas encore été démontrée. Il s’agit d’un problème ouvert. Il en
est de même pour l’analyse de robustesse en stabilité et en performances de ces systèmes de
commande non linéaires.
Pour tenter de donner quelques réponses à ces questions ouvertes, cette section est consa-
crée à une analyse expérimentale de stabilité et de performances de la structure de commande
proposée. Une première partie présente une validation de l’observateur continu discret en uti-
lisant des mesures expérimentales. La seconde partie présente les résultats de la régulation du
taux d’oxygène dissout obtenus à l’aide des deux lois de commande lors d’une fermentation de
bactéries de type Pseudomonas putida alimentée en glycérol.
4.1 Analyse des performances de l’observateur
Pour valider l’observateur continu discret, nous avons utilisé des données expérimentales
provenant d’une fermentation de levure alimentée en glucose. Ces données sont constituées des
mesures respectives de la concentration en oxygène dissout (O2) échantillonnées à la cadence de
5 secondes et de la reconstruction du coefficient de transfert de l’oxygène (kLa). Les mesures ont
été extraites durant la phase expérimentale en boucle ouverte où l’oxygène est consommé par la
biomasse et subit une chute vers la valeur de référence choisie. La synthèse de l’observateur est
réalisée à l’aide du modèle de connaissance II.8. Ce dernier vérifie en effet toutes les hypothèses
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nécessaires à la synthèse de l’observateur continu discret III.41. Les paramètres de l’observateur
ont été fixés de sorte que la trajectoire des états estimés converge exponentiellement vers celle
des états du système. Leurs choix résultent d’une part de la contrainte imposée par rapport à la
période d’échantillonnage maximal admissible et d’autre part d’un compromis entre la vitesse
de convergence et la sensibilité aux bruits de mesure. Cette sensibilité est particulièrement
critique dans un contexte de boucle fermée où la commande est une fonction des états estimés
délivrés par cet observateur.
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Figure V.12 – Pompe Peristaltic
La figure V.12 montre des résultats de reconstruction du taux d’oxygène dissout à l’aide de
l’observateur continu discret sous Matlab en utilisant les données expérimentales échantillon-
nées. La matrice de gain est choisie telle que K = [0.13; 0.005]. Pour cette valeur, la matrice
(A¯ = A − KC) est de type Hurwitz et l’erreur d’observation converge exponentielle vers une
boule dont le diamètre dépend du choix de θ. Deux valeurs différentes de θ sont comparées
sur la figure V.12, respectivement θ = 5 et θ = 50. Les trajectoires correspondantes ont été
représentées en pointillés et comparées à la mesure. Pour θ = 50, la dynamique de l’observateur
est trop rapide et celui-ci recopie en conséquence tout le bruit provenant du capteur et de la
communication. Ce réglage ne peut être retenu dans un contexte de commande où il est impé-
ratif de désensibiliser la commande par rapport aux bruits de mesure. Pour θ = 5, l’observateur
est moins rapide, mais le compromis rapidité/ sensibilité au bruit est nettement plus acceptable
que pour θ = 50.
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4.2 Performances en régulation
Afin de valider les performances des lois de commande proposées, plusieurs campagnes
expérimentales ont été conduites sur le bioréacteur. La robustesse des systèmes de commande a
préalablement été testée en simulation en introduisant des perturbations de sortie et des bruits
de mesure sur l’état. Les résultats obtenus ont été suffisamment satisfaisants pour s’engager sur
la voie de la validation expérimentale.
Nous allons présenter dans un premier temps les résultats obtenus avec la commande de
type grand gain lors d’une fermentation de levure alimentée en glucose et opérée en mode batch.
Ces résultats ont permis de valider la loi de commande et d’élargir la manipulation en opération
fed-batch. Nous présentons par la suite les résultats obtenus avec le même type de commande
sur une fermentation de bactéries Pseudomonas putida TM alimentée en glycérol et opérée en
fed-batch. Enfin, nous présentons les résultats obtenus avec la commande de type backstepping
sur la même fermentation avant de tirer des conclusions sur la robustesse et les performances
des deux systèmes de commande.
4.2.1 Performances de la commande Grand gain
Rappelons que ce contrôleur fait partie de l’ensemble des techniques de commande non li-
néaire développées pour répondre aux exigences grandissantes du monde industriel en terme de
performances dans les boucles d’asservissement. La synthèse s’appuie sur un modèle de connais-
sance soumis à certaines conditions structurelles. Il a été démontré que dans le cas nominal, la
commande grand gain garantit en temps fini une convergence exponentielle vers zéro de l’erreur
de poursuite. Rappelons également que l’application qui nous intéresse concerne un problème
de régulation sans suivi de trajectoire.
Nous avons implémenté l’algorithme de commande à l’aide du logiciel Matlab/Simulink
sur la carte de commande DSPace− rti− 1104. L’objectif consiste à réguler la concentration
en oxygène dissout à une valeur de référence stratégique O2,ref = 15% tout en forçant le débit
d’alimentation à suivre une trajectoire désirée D.
Résultats en mode batch sur la levure : Une première validation expérimentale a été réa-
lisée sur une fermentation de levure alimentée en glucose et opérée en mode batch
(D(t) = 0). A l’instant initial, nous avons introduit une concentration X0 = 0.1 g/l
de levure, une concentration S0 = 6 g.l−1 de glucose et de l’eau afin de remplir la cuve
à un volume égal V = 1.5 l. Le réacteur est ensuite fermé pour démarrer la réaction.
Les mesures des différents paramètres (température, ph, oxygène et dioxyde de carbone)
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sont prélevées à l’aide du biocontrôleur ADI 1030 et sont disponibles avec une période
d’échantillonnage de 5 secondes.
Les paramètres de synthèse de l’observateur prédicteur III.49 ont été fixés aux valeurs
suivantes K = [0.02; 0.005] et θ = 10. Les performances en régulation sont reportées sur
les figures suivantes indiquant les évolutions respectives de la concentration en oxygène
dissout mesurée, de son estimée et de l’estimée de la vitesse de consommation en oxygène.
Les evolutions du kLa calculé et reconstruit à partir de la vitesse d’agitation mesurée en
utilisant le modèle II.13 sont également reportée.
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Figure V.13 – Tracé de la concentration en oxygène dissout dans la réaction
Sur la figure V.13, nous pouvons distinguer à nouveau, comme lors des essais en simu-
lation, les phases de boucle ouverte et de boucle fermée sur la dynamique de l’oxygène.
La phase en boucle ouverte débute avec un taux d’oxygène dissout quasi saturé (de l’ordre
de 100%). Ensuite, les cellules consomment de l’oxygène pour leur croissance et le taux
d’oxygène dissout chute jusqu’à la valeur de référence O2,ref = 15%. Cette valeur est
atteinte à l’instant tbf = 2.2 h qui marque la fin de la phase de boucle ouverte. Pendant
cette période, le kLa est maintenu constant à 0.009 s−1 (cf. figure V.14) correspondant
à une vitesse d’agitation de N = 350 tr/min. Cette valeur de vitesse est fixée de manière
stratégique, car elle permet de garantir une homogénéité de la solution dans tous les
compartiments du réacteur
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Figure V.14 – Tracé du coefficient de transfert de l’oxygène et de la vitesse d’agitation
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Figure V.15 – Tracé de la vitesse de consommation de l’oxygène
Ensuite débute la phase en boucle fermée où le taux d’oxygène dissout est régulé à 15%
avec une précision de ±1%. Durant cette phase, la croissance de la biomasse entraîne
une augmentation de la vitesse de consommation de l’oxygène dissout ( rO2 ) ce qui est
conforme aux prévisions de la loi de Monod et nettement visible sur la figure V.15.
Une simple étude du modèle de connaissance de l’oxygène dissout permet de constater
que pour maintenir le taux d’oxygène à un niveau constant, le Kla doit compenser les
variations de la vitesse de consommation. L’expression de la loi de commande traduit
d’ailleurs explicitement ce phénomène. C’est ce que nous constatons expérimentalement
et la variable de commande, en l’occurrence la vitesse d’agitation, croit donc également.
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Figure V.16 – Tracé de la concentration en oxygène non consommée
Sur la figure V.13, nous pouvons constater que les mesures sont violemment perturbées
et fortement bruitées. La commande reste cependant tout à fait acceptable et notamment
relativement peu sensible aux bruits de mesure. Nous pouvons également étudier l’évo-
lution des performances du système de commande sur la durée de la fermentation. La
précision obtenue lors du passage en boucle fermée est de l’ordre de 0.5%. Ensuite, cette
précision se dégrade durant la fermentation tout en restant à un niveau acceptable. Nous
émettons l’hypothèse que cette dégradation de performances est reliée à une erreur de
modélisation du kLa pour de grandes vitesses d’agitation. Rappelons en effet que la dé-
termination de la commande du moteur d’agitation nécessite l’inversion en temps réel de
la relation entre cette grandeur et le kla qui représente la variable de commande virtuelle
synthétisée par les algorithmes de commande. La modélisation expérimentale décrite au
chapitre 2 a conduit à une relation parabolique pour décrire ce modèle. D’autres modèles
probablement plus réalistes ont été proposés dans la littérature.
Sur la figure V.16, nous avons reporté les mesures de la concentration en oxygène sor-
tant de la culture (O2,ev) avec le capteur de gaz. Ce paramètre correspond à l’oxygène
non consommé par les cellules. Il permet de déterminer la quantité d’oxygène consommée
par unité d’heure (équivalent à la rO2) à partir d’une simple équation de bilan puisque
la quantité d’oxygène injectée à la culture est prédéfini et par conséquent connue. Cette
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stratégie peut nous permettre d’améliorer le modèle du kLa où d’accéder à une modéli-
sation en ligne (cf. Chapitre II sur l’identification du kLa) .
Résultats en mode fed-batch lors de la fermentation de la bactérie putida TM : Après
la validation expérimentale de la commande de type grand gain sur la levure, nous avons
procédé à une deuxième fermentation de bactéries de type Pseudomonas putida alimen-
tée en glycérol et opérée en mode fed-batch. Au démarrage, le mode opératoire reste
identique au mode batch. On introduit une concentration X0 = 0.2 g/l de bactéries, une
concentration S0 = 15 g/l de glycérol et de l’eau pour remplir la cuve à un volume un
peu inférieur V = 1.5 l. Le réacteur est ensuite fermé pour lancer la culture. Lorsque
le substrat initialement présent dans la cuve a été suffisamment consommée et que sa
concentration ait atteint un niveau critique, une source d’alimentation en glycérol est
apportée à l’aide de la pompe ISM 871. La concentration en substrat de cette solution et
le débit d’alimentation sont respectivement fixés à Sin = 166 g/l et D = 0.0046 l/h. Ce
débit est choisi de manière à maintenir à un niveau constant la concentration en substrat
dans la solution. Ceci permet d’éviter l’effet inhibiteur de la dilution sur la croissance des
cellules. Finalement, l’alimentation sera coupée dès lors que la cuve sera remplie.
La reconstruction du taux d’oxygène dissout entre deux instants de mesure et l’estimation
de la vitesse de consommation sont réalisées à l’aide de l’observateur continu discret III.41
et les paramètres de synthèse ont été choisis comme suit : K = [0.02; 0.005] ; θ = 10. Les
paramètres de synthèse de la commande sont fixés comme suit : K = [0.005; 0.0055] ;
λ = 10. Les résultats expérimentaux sont reportés sur les figures suivantes.
Sur le tracé de l’évolution du taux d’oxygène dissout figure V.17, nous pouvons distinguer
trois phases. Comme lors de l’expérience précédente, la première est une étape en boucle
ouverte où la concentration en oxygène subit une forte chute. Au démarrage, l’oxygène
est présent avec un taux de 90% puis il est consommé par les bactéries jusqu’à la valeur
de référence O2,ref = 15% atteinte à l’instant tbf = 4h30min. Durant cette période, la
vitesse d’agitation N est fixée à 350 tr/min pour assurer une homogénéité de la solution.
La boucle fermée est ensuite enclenchée. Deux étapes peuvent être distinguées :
Un mode batch utilisé jusqu’à 9h, où la concentration en oxygène est régulée à 15%
avec une précision de ±1%. Le kla croit alors relativement vite en raison de la forte
demande en oxygène des cellules.
Un mode fed-batch utilisé ensuite et jusqu’à la fin de la fermentation, où la concen-
tration en oxygène est parfaitement régulée à 15% avec une précision de ±1%. Cette
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Figure V.17 – Tracé de la concentration en oxygène dissout dans la réaction
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Figure V.18 – Tracé du coefficient de transfert de l’oxygène et de la vitesse d’agitation
phase est également marquée par une forte augmentation de la vitesse d’agitation
et du Kla. Sur le relevé de l’évolution du taux d’oxygène dissout, deux phénomènes
assimilables à des perturbations d’amplitude égales à 14% peuvent être remarqués
durant cette période. Le premier est du à l’ajout d’une solution anti-mousse et le
second à une coupure de l’alimentation en substrat. Ces perturbations sont correc-
tement rejetées par le système de commande.
La vitesse de consommation en oxygène rO2 augmente de manière exponentielle sur toute
la durée de la fermentation avec des constantes de temps légèrement différentes selon les
phases(cf. figure V.19). L’augmentation est due à la multiplication des micro-organismes
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Figure V.19 – Tracé de la vitesse de consommation de l’oxygène
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Figure V.20 – Tracé de la concentration en oxygène et du gaz carbonique non consommée
sans la solution. Nous avons également prélevé la concentration en oxygène sortant de la
culture pour une éventuelle identification du kLa.
Lors de cette expérimentation, nous pouvons remarquer que les performances du système
de commande ne sont pas dégradées au fur et à mesure de l’avancement de la réaction
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(cf. figure V.17). La précision de la régulation reste inférieure à ±1%. Ceci est dû à une
meilleur modélisation du kLa, d’où l’intérêt de la première expérimentation.
4.2.2 Avec la commande Backstepping
Nous allons présenter dans cette partie de nouveaux résultats expérimentaux que nous avons
obtenus en implémentant la commande backstepping sur le bioréacteur.
Rappelons que le backstepping est une stratégie de commande non linéaire utilisant l’ap-
proche systématique de Lyapunov pour synthétiser des algorithmes de contrôle qui stabilisent
les systèmes non linéaires ayant une structure triangulaire inférieure. Pour les systèmes ayant
une incertitude ou un manque d’information sur certains paramètres du modèle, la commande
par backstepping est la plus adéquate pour garantir les performances de stabilité et de robus-
tesse.
Lors de l’expérimentation, les stratégies mises en oeuvre consistent dans un premier temps à
considérer la rO2 comme étant un paramètre inconnu et ne pas l’introduire dans l’algorithme de
commande. Ceci oblige cependant le correcteur à fournir d’avantage d’efforts et les paramètres
de synthèse seront choisis un plus élevé afin de compenser toutes les incertitudes. Ensuite, on
introduit un intégrateur dans la conception de la commande pour rejeter toutes les perturbations
de charges de type échelon et réduire l’influence des bruits sur la commande.
Le principe de l’implémentation reste identique à celui avec la commande grand gain.
Nous avons développé notre algorithme sur matlab/simulink avant de le charger sur la carte
DSpace rti 1104. L’objectif de la commande consiste à réguler la concentration en oxygène dis-
soute dans la réaction à une valeur de référence O2,ref = 15% (avec une précision de ±2% ) tout
en forçant le débit d’alimentation à suivre une trajectoire optimale D. Dans ce qui suit, nous
cherchons essentiellement à illustrer les performances du backstepping dans une configuration
globale, à savoir que la communication est fortement bruitée et que des perturbations de type
échelon peuvent intervenir à chaque instant sur les capteurs.
Pour teste la commande, nous avons lancé de la même manière que précédemment une
fermentation de bactéries Pseudomonas putida alimentée en glycérol et opérée en mode fed-
batch. Au début de la culture, nous avons introduit une concentration X0 = 0.2 g/l de bactéries,
une concentration S0 = 15 g/l de glycérol et de l’eau afin de remplir le réacteur à un volume
un peu inférieur à 1.5 l. Le réacteur est ensuite fermé pour démarrer la culture en batch.
Une fois que le substrat initialement présent est consommé jusqu’à une concentration cri-
tique, nous déclenchons une alimentation en glycérol, à travers la pompe ISM 871, à la concen-
tration Sin = 166 g/l et avec un débit D = 0.0046 l/h. Ce débit doit coïncider avec la capacité
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oxydative des cellules pour éviter la production des éléments inhibiteurs et assurer une condition
de croissance favorable aux cellules. L’alimentation sera coupée quand la cuve sera remplie.
Par ailleurs, nous utilisons l’observateur impulsif continu discret III.41 pour reconstruire
les mesures de l’oxygène entre les instants d’échantillonnage. Ses paramètres de synthèse sont
choisis de façon identique que dans la manipulation précédente : K = [0.02; 0.005] ; θ = 10. Les
paramètres de synthèse de la commande sont fixés comme suit : c1 = 0.01 ; c2 = 0.009. Les
résultats de l’expérimentation sont affichés dans les figures suivantes. Elles exposent cependant
notre contribution sur la régulation de l’oxygène et les évolutions du coefficient de transfert
Kla, de la vitesse d’agitation N et de la vitesse de consommation rO2 .
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Figure V.21 – Tracé de la concentration en oxygène dissout dans la réaction
La première remarque que nous pouvons faire sur cette manipulation est qu’elle est plus
longue que les précédentes et qu’elle dure pratiquement 3 jours. Sur les mesures de l’oxygène
(cf. figure V.21), nous pouvons distinguer 4 phases. La première est la boucle ouverte où la
concentration en oxygène subit une forte chute. Cette concentration était initialement à 100%,
puis les bactéries ont consommé l’oxygène jusqu’à ce qu’elle atteigne la valeur de référence
O2,ref = 15%. Pendant la boucle ouverte, le Kla appliqué (cf. figure V.18) est constant (Kla =
0.009 h−1 ). Ce paramètre est intrinsèquement lié avec la vitesse d’agitation N par la relation
II.13. La vitesse d’agitation est aussi constante ( N = 350 tr/min ), vitesse suffisante pour
assurer une homogénéité de la solution. La boucle fermée est déclenchée lorsque la concentration
en oxygène a atteint la valeur de référence et nous distinguons 3 phases dans cette boucle :
157
Chapitre V. Étude Expérimentale
10 20 30 40 50 60
−0.01
0
0.01
0.02
0.03
0.04
0.05
0.06
Temps ( h )
k
L
a
 
(
 
s
−
1
 
)
 
 
k
L
a mesuré
k
L
a calculé
 Boucle
 Fermée
 Boucle
Ouverte
  Batch
    Fedbatch     Batch
10 20 30 40 50 60
300
400
500
600
700
800
900
1000
Temps ( h )
N
 
(
 
t
r
/
m
i
n
 
)
 
 
N   mesurée
N   calculée
 Boucle
 Fermée
    Batch
Boucle
Ouverte
  Batch
    Fedbatch
Figure V.22 – Tracé du coefficient de transfert de l’oxygène et de la vitesse d’agitation
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Figure V.23 – Tracé de la vitesse de consommation de l’oxygène
– La première est une opération batch. L’oxygène est régulé à 15% avec une précision de
±2%. Le Kla croit exponentiellement ainsi que la vitesse d’agitation. Cela est du à la
forte demande des cellules en oxygène. De nombreuses perturbations sont intervenues sur
les mesures de l’oxygène et elles ont toutes été rejetées.
– La deuxième phase est une opération fed-batch où nous avons déclenché une alimentation
en glycérol. Cette phase est très perturbée due aux nombreuses manipulations (concernant
les prélèvement et les ajouts des produits anti-mousses) que nous avons effectuées et la
bande de régulation est un peu élargie. Au vu de l’asservissement, ces manipulations sont
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Figure V.24 – Tracé de la concentration en oxygène et du gaz carbonique non consommée
considérées comme des perturbations de charge et nous constatons qu’elles ont toutes été
rejetées par le correcteur.
– La troisième phase est un retour en batch suite au remplissage de la cuve. L’oxygène
est toujours régulé à 15% avec une précision de ±2%. La commande reste adaptée à
la situation et elle corrige toutes les imperfections sur la poursuite. Par contre pendant
cette phase, nous constatons un écart qui se crée entre le Kla livré par le correcteur et
celui reconstruit avec les mesures. Cela est dû à un modèle de transfert d’oxygène qui
devient de plus en plus fausse. Car, le Kla était modélisé uniquement en fonction de la
vitesse d’agitation (cf. II.13) et nous avons considéré les variations des autres paramètres
notamment la densité et la viscosité comme négligeables. Hors à ce stade de la culture,
la réaction devient condensée et la considération de ces paramètres dans le modèle de
transfert d’oxygène devient imminente.
Sur la figure V.23, nous avons présenté la reconstruction de la vitesse de consommation de
l’oxygène rO2 et sur la figure V.24, les mesures de la concentration en oxygène non-consommée
ou sortante pendant les opérations batch. Ces mesures seront utilisées par la suite pour re-
modéliser le Kla sur une plus grande plage de fonctionnement.
5 Conclusion
Dans ce cinquième chapitre concernant la réalisation expérimentale, nous avons détailler
une validation expérimentale des algorithmes de commande non linéaires développés dans ce
mémoire. La démarche adoptée nous a autorisés à proposer dans un premier temps une ma-
quette expérimentale permettant d’exposer le système d’acquisition supportant la communica-
tion entre les déférents composants du bioréacteur et de définir leurs caractéristiques. Ensuite,
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nous avons confirmé la validité de l’observateur en le simulant avec les mesures réelles d’une
vraie fermentation avec du levure. Par la suite, nous avons présenté de manière exhaustive
tous les résultats obtenus avec la commande grand gain et avec la commande backstepping.
Toutefois, la réalisation de ces derniers est devenue possible grâce à l’utilisation des logiciels
matlab/simulink et ControlDesk et des cartes DSpace rti 1104 et PCI express.
Les résultats réalisés en phase de régulation ont été très satisfaisants malgré toutes les
contraintes de fonctionnement du bioréacteur, notamment les perturbations de charge et les
bruits de mesure. Ces résultats sont donc très encouragent et ils restent accessibles pour une
mise en oeuvre de quelconque pratique sur les bioréacteurs.
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5.1 Conclusion
Dans ce mémoire de thèse, nous avons étudié successivement les différentes étapes permet-
tant l’élaboration d’un système de commande non linéaire pour le pilotage d’un bioréacteur.
Dans le premier chapitre, nous avons proposé une revue bibliographique de différents do-
maines de l’automatique et de leurs applications dans le domaine des biotechnologies, ceci nous
a conduits à orienter cette étude vers deux axes de recherche. Le premier axe concerne l’au-
tomatique et nous avons ainsi proposé un état de l’art des différentes approches actuellement
disponibles dans les domaines de l’observation et de la commande des systèmes dynamiques.
Concernant l’observation, nous avons parcouru chronologiquement les approches linéaires puis
non linéaires en citant les différentes techniques novatrices proposées depuis les premiers tra-
vaux de Kalman jusqu’aux approches plus récentes portant notamment sur l’observateur de
type grand gain et ses variantes. Ensuite, nous avons étudié les extensions de ces approches dis-
ponibles dans la littérature afin de situer notre problématique qui concerne la prise en compte
des incertitudes de modélisation, la discrétisation des mesures ou la présence de retard pur. Pour
la commande, nous avons exposé plusieurs techniques avant de préciser les deux approches que
nous avons choisi d’implémenter sur le bioréacteur (la commande grand gain et la commande
backstepping ). Le deuxième axe concerne les applications de la théorie de l’automatique au
génie des bioprocédés, nous y avons fait, dans un premier temps, un résumé des différentes
méthodes proposées pour le pilotage des réactions bio(chimiques). Ensuite, nous avons détaillé
les différentes stratégies disponibles pour l’asservissement du taux d’oxygène dissout dans un
milieu de culture.
Le deuxième chapitre détaille l’établissement du modèle de simulation du bioréacteur étu-
dié. Les différents modes de fonctionnement d’un bioréacteur sont présentés. Un modèle ma-
thématique inspiré des travaux de Bastin et Dochain est établi à partir d’une combinaison des
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équations cinétiques et des équations de bilan. Ces équations permettent de décrire le compor-
tement dynamique des concentrations des différents composants contenus dans un bioréacteur.
La dynamique de l’oxygène dissout est également modélisée en exploitant les relations expri-
mant la quantité d’oxygène transférée dans le milieu de culture par unité de temps et la vitesse
de consommation de l’oxygène par la bioréaction. Ce modèle de l’oxygène utilisé lors des si-
mulations pour valider les algorithmes d’observation et de commande possède des paramètres
qui ont été déterminés par des relations tirées de la littérature et sont donc soumis à de fortes
incertitudes. Nous présentons la campagne d’identification expérimentale qui a été réalisée afin
d’affiner la connaissance du coefficient de transfert de l’oxygène Kla qui est un des paramètres
le plus influant sur les performances des observateurs utilisés lors des expérimentations.
Dans le troisième chapitre, le problème de synthèse d’observateurs pour les systèmes non
linéaires à sortie échantillonnée et à sortie retardée est résolu pour une classe de systèmes
uniformément observables. La méthode de conception adoptée a conduit à présenter dans un
premier temps un bref rappel de la synthèse de l’observateur grand gain continu. Les grandes
lignes de la preuve de convergence exponentielle vers zéro de l’erreur d’estimation dans le cas
nominal y sont aussi présentées. Les propriétés de l’observateur grand gain continu sont par la
suite étendues afin de pouvoir proposer des observateurs capables de s’appliquer à des systèmes
ayant des sorties échantillonnées ou retardées.
Concernant les observateurs continus-discrets, nous avons proposé une structure novatrice
permettant de représenter différents observateurs déjà détaillé dans la littérature et ceci grâce
à l’introduction d’une matrice de pondération F (t). Le choix de cette matrice détermine en
partie la dynamique de l’observateur ainsi que la valeur maximale de période d’échantillonnage
admissible. Plusieurs choix ont été explorés et nous avons donc choisi celui qui maximise la
valeur de la période d’échantillonnage admissible. A des fins de comparaison, nous avons détaillé
le cas historique où F (t) est la matrice identité et montré que ce cas conduit à une valeur
maximale inférieure aux autres cas. Une condition sur la valeur maximale admissible de la
période d’échantillonnage est donnée et cette condition est une fonction d’un des paramètres
de synthèse de l’observateur. Notre observateur possède un gain variable en fonction du temps
ce qui lui confère une forme particulièrement adaptée à une implémentation temps réel. Nous
montrons aussi que cet observateur peut aussi se réécrire sous la forme d’un couple observateur-
prédicteur souvent présenté dans la littérature et nous avons démontré que sa convergence est
exponentielle si la contrainte sur la période d’échantillonnage est satisfaite. Enfin, nous avons
détaillé le cas incertain où la convergence de l’erreur d’observation se fait dans une boule dont
le diamètre est relié aux paramètres de synthèse. À noter que la simplification du lien entre
la précision de l’estimation et le paramètre de synthèse peut-être un objectif pour une étude
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ultérieure.
Concernant les observateurs pour les systèmes à sortie retardée, nous avons proposé une
structure composée de (m + 1) sous-système en cascade. Le premier sous-système est un ob-
servateur grand gain continu estimant l’état retardé alors que les m autres restants sont des
prédicteurs. Chaque prédicteur estime l’état du sous-système précédent avancé de τ
m
secondes.
Le prédicteur de rang m reconstruit ainsi l’état non retardé. La particularité de notre observa-
teur est l’uniformité de la structure des prédicteur et la simplicité du terme de gain, en effet
ceux présentés dans la littérature ont une complexité croissante avec la position prédicteur.
Notre structure dépend uniquement de l’état du prédicteur retardé et de celui du prédicteur
précédent. Le nombre de prédicteurs m dans la cascade assurant la convergence exponentielle
de l’observateur dépend de la valeur du retard et de la constante de Lipschitz majorant les
non-linéarités du système à observer.
Dans le quatrième chapitre, nous avons développé deux lois de commande non linéaire pour
l’asservissement du taux d’oxygène dissout dans une culture microbienne. La première est une
commande du type grand gain et la seconde du type backstepping. L’objectif de commande
consiste à maintenir le taux d’oxygène dissout à niveau de référence constant. Chaque loi de
commande proposée utilise de manière différente les estimations des paramètres non mesurables
ou indisponibles à chaque instant fournies par l’observateur continu-discret. Nous n’avons pas
présenté la preuve de convergence du retour de sortie utilisant l’association de l’observateur et
de la loi de commande, mais celle-ci sera un de nos objectifs pour nos futurs travaux. L’efficacité
de ces lois de commande est montrée en simulation et ensuite confirmée expérimentalement.
Concernant la commande grand gain, elle a été testée expérimentalement et nous avons
constaté que la variable de commande est fortement conditionnée par les variations de l’estima-
tion de la vitesse de consommation de l’oxygène. La valeur de cette estimation est nettement
supérieure au terme de correction et impose une contrainte de rapidité sur la bande passante
de l’observateur. Cette contrainte est néfaste à la qualité de reconstruction. Pour contourner ce
problème, la commande de type backstepping a été développée sans introduire de compensation
de la vitesse de consommation dans l’expression de loi de commande. La vitesse de consomma-
tion est ainsi considérée comme une perturbation qui doit être rejetée par le correcteur. Des
simulations ont été effectuées pour illustrer les performances des deux stratégies de commande
et les résultats obtenus ont été très prometteurs.
Le cinquième chapitre est consacré à la mise en oeuvre des systèmes de commande et à leur
évaluation expérimentale. Nous y détaillons les différentes parties de la chaîne d’acquisition des
données du bioréacteur. Le système de pilotage est basé sur les technologies DSPace rti1104
et PCI − Express. Le protocole utilisé pour la communication entre ces deux cartes est indi-
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qué. Nous présentons ensuite les résultats expérimentaux des différentes lois de commande. Ces
résultats confirment ceux obtenus en simulation. Il est intéressant de noter qu’à notre connais-
sance, le niveau de précision obtenu en régulation lors des différentes fermentations n’a jamais
été présenté dans la littérature.
Notre principale contribution à travers ce mémoire concerne principalement la synthèse
d’observateurs pour les systèmes non linéaires uniformément observables à sortie échantillonnée
et à sortie retardée. Nous avons montré que l’état de ces systèmes peut être estimé avec un
observateur de type grand gain ayant un gain variable dans le temps. Nous avons prouvé la
convergence de cet observateur dans le cas nominal et dans le cas incertain. Des relations reliant
la dynamique de l’observateur et les paramètres de synthèse ont été données. Les résultats
obtenus nécessitent que le système remplisse certaines conditions structurelles assez restrictives
qu’il serait intéressant de relâcher.
5.2 Perspectives
Plusieurs perspectives sont envisageables car de nombreuses pistes restent encore à explorer
ou à améliorer. Tout d’abord concernant l’observateur continu discret, nous avons montré que
pour les systèmes incertains l’erreur d’observation converge dans une boule dont le diamètre dé-
pend de la période d’échantillonnage maximale admissible (τM) et du paramètre de réglage (θ).
Cette dépendance est traduite par une expression jugée très complexe et qu’il serait intéressant
d’un point de vue mise en œuvre de simplifier. En outre, les deux lois de commande présentées
utilisent l’ estimée du taux d’oxygène dissout(et dans un cas de la vitesse de réaction) délivrée
par l’observateur continu-discret. La preuve de convergence de cette association n’a pas encore
été effectuée mais elle fait l’objet de nos efforts actuels. En ce qui concerne le problème d’obser-
vation pour les systèmes à retard, nous nous sommes intéressés au cas particulier où le retard
est constant mais le cas où le retard est variable doit être étudié de manière approfondie. Nos
prochaines études s’orientent dans cette direction.
D’un point de vue expérimental, sur la manipulation actuelle nous envisageons d’implé-
menter l’observateur proposé pour les systèmes à retard afin de prendre en compte les retards
provenant de la dynamique de certains capteurs. L’identification du Kla est aussi une piste à
explorer, car cette dernière a été effectuée en utilisant une méthode statique exploitant uni-
quement la vitesse d’agitation sans tenir compte des autres paramètres notamment la densité
et la viscosité de la culture. Avec les données expérimentales, nous pouvons ajuster ce modèle
afin de réduire les incertitude. Avec un horizon un peu plus lointain, le pilotage de la culture
représente également une perspective majeure dès lors que l’ensemble des conditions requises
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pour sa réalisation sont remplies. L’objectif étant de créer un capteur logiciel (observateur) de
biomasse sans mesure de celle-ci. En effet, cette mesure suit un processus très longue et surtout
nécessite un capteur très onéreux. La mise en place d’un tel capteur serait pour le domaine du
génie des procédés un réel progrès.
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Dans cette thèse, nous présentons tout d’abord un procédé pilote d’un bioéacteur où l’on s’intéresse à la ré-
gulation du taux d’oxygène dissout consommé par une biomasse. Ce réacteur est utilisé pour la validation des
observateurs et des lois de commande qui sont proposés dans la thèse.
Dans l’optique de synthèse d’observateurs, nous considérons une classe de systèmes observables pour toute
entrée. Dans un premier temps, nous nous sommes intéressés au cas où les mesures sont échantillonnées. Un
observateur continu-discret est proposé et il est montré que l’erreur d’observation converge exponentiellement
vers zéro tant que le maximum de la période d’échantillonnage reste inférieur à un certain seuil. Ensuite, nous
avons traité le cas où la sortie du système est retardée avec un retard arbitrairement grand et nous avons proposé
un observateur en cascade permettant l’estimation de l’état actuel du système. La convergence exponentielle de
l’erreur est garantie pourvu que le nombre de sous-systèmes dans la cascade soit choisi de sorte à satisfaire une
certaine condition. Deux lois de commande non linéaire de type grand gain et backstepping ont été proposées
pour la régulation du taux d’oxygène dissout dans le bioréacteur. Comme ces lois de commande requièrent
la connaissance de la vitesse de réaction qui est non mesurable, cette variable a été fournie par l’observateur
continu-discret. Des résultats de simulation ont montré les bonnes performances de deux lois de commande
utilisant l’observateur qui est proposée. Ces lois ont été implémentées sur le procédé pilote permettant ainsi une
validation expérimentale des résultats obtenus.
Mots clés : Bioréacteur, biotechnologie, micro-organisme, biomasse, substrat, coefficient de transfert de l’oxy-
gène, vitesse de consommation de l’oxygène, observateur grand gain, observateur impulsif continu-discret, pré-
dicteur, commande non linéaire, commande grand gain, commande backstepping.
In this thesis, we first present a pilot process of a bioreactor where one is interested in the regulation of
dissolved oxygen levels consumed by biomass. This reactor is used for the validation of observers and control
laws proposed.
In the context of observer synthesis, we consider a class of observable systems for any input. Firstly, we were
interested in the case of system with discret measurements. A continuous-discret time observer is proposed and it
is shown that the observation error exponentially converges to zero since the maximum sampling period remains
in a ball where the diameter is lower than a certain threshold. Secondly, we treated the case of system with an
arbitrarily large output delay and we proposed a cascade observer to estimate the current state of the system.
Exponential convergence of the error is guaranteed if the number of subsystems in the cascade is selected with
satisfaction to a certain condition. Two nonlinear control law particularly a high gain type and a backstepping
one have been proposed to control the dissolved oxygen levels in the bioreactor. As the control laws require
knowledge of the reaction rate which is not measurable, this variable was provided by the continuous-discret
time observer. Simulation results show the good performances of those control laws using the proposed observer.
Those laws have been implemented on the pilot process allowing then a experimental validation of obtained
results.
Keywords : Bioreactor, biotechnology, microorganism, biomass, substrate,coefficient of oxygen transfer, oxygen
consumption rate, high gain observer, continuous-discrete time observer, predictor, nonlinear control, high gain
control, backstepping
