We present an O(n 2 log n) algorithm for nding all the eigenvalues of an n n complex Hankel matrix.
INTRODUCTION
The eigenvalue decomposition of a structured matrix has important applications in signal processing. Common occurring structures include an n n Hankel matrix: 
or an n n Toeplitz matrix: 
There is extensive literature on inverting such matrices or solving such linear systems. However, e cient eigenvalue algorithms for structured matrices are still under development. Cybenko and Van Loan 2 proposed an algorithm for computing the minimum eigenvalue of a symmetric positive de nite Toeplitz matrix. Their algorithm is based on the Levinson-Durbin Algorithm and Newton's method and requires at most O(n 2 ) oating-point operations per Newton iteration and heuristically O(log n) iterations. Building on their work 2 Trench 5 presented an algorithm for Hermitian Toeplitz matrices. His algorithm requires O(n 2 ) operations per eigenvalue-eigenvector pair. In this paper, we study the eigenvalue problem of a Hankel matrix. Taking advantage of two properties, namely that a complex Hankel matrix is symmetric and that a permuted Hankel matrix can be embedded in a circulant matrix, we develop an O(n 2 log n) algorithm to nd all the eigenvalues of an n n Hankel matrix. Our paper is organized as follows. How to exploit complex-symmetry is presented in Section 2, and how to construct complex-orthogonal rotations in Section 3. An O(n log n) scheme for multiplying a Hankel matrix and a vector is described in Section 4, and an O(n 2 log n) Lanczos tridiagonalization process in Section 5. A QR procedure to diagonalize a complex-symmetric tridiagonal matrix is given in Section 6, followed by an overall computational procedure and an illustrative numerical example in Section 7. The dominant cost of the Lanczos method is matrix-vector multiplication which in general takes O(n 2 ) operations. We propose a fast O(n log n) Hankel-vector multiplication algorithm. Thus we can tridiagonalize a Hankel matrix in O(n 2 log n) operations. The resulting tridiagonal matrix is complex-symmetric. In order to maintain its symmetric and tridiagonal structures, we use the complex-orthogonal rotations in the QR iterations.
COMPLEX-ORTHOGONAL ROTATIONS
A basic operation in solving eigenvalue problems is the introduction of zeros into 2 1 vectors using rotations. In this paper, we use a 2 2 complex-orthogonal transformation which would reduce to the regular Givens rotation if all the given data were real. From its de nition in (4), we derive the general form of a 2 2 complex-orthogonal matrix as G = c s ?s c or c s s ?c ; (6) where c 2 + s 2 = 1. Here, we choose the nonsymmetric version in (6) since it coincides with the Givens rotation in the real case. Given a complex 2-element vector
where x 2 1 + x 2 2 6 = 0, the following algorithm computes the nonsymmetric transformation G of (6) Algorithm 1 (Complex-Orthogonal Rotation). Given a complex vector x of (7), this algorithm computes the parameters c and s for the nonsymmetric complex-orthogonal transformation G of (6), so that (8) holds. T denote two (2n ? 1)-element vectors specifying the n n Hankel matrix H(h) and the n n Toeplitz matrix T (t) of equations (1) and (2), respectively. First, we permute a Hankel matrix into a Toeplitz matrix. Let represent an n n permutation matrix that reverses all columns of H in postmultiplication: 
The simplicity of equation (9) 
where the leading n n principal submatrix is T (h).
Given an n-element vector: w = ( w 1 w 2 w 3 : : : w n )
T ;
(11) we want to compute the matrix-vector product How much work does this algorithm require? In general, a complex matrix-vector multiplication involves 8n 2 real oating-point operations ( ops) and an FFT of a vector of size n costs 5n log(n) ops. In Algorithm 2, each of the two FFT requires 5(2n ? 1) log(2n ? 1) ops, the pointwise multiplication 6(2n ? 1) ops, and the inverse FFT 5(2n ? 1) log(2n ? 1) ops. The total cost of i t( t(b c): t( b w)) equals 30n log(n) + O(n) ops. Thus, Algorithm 2 becomes superior to general matrix-vector multiplication when n 16.
LANCZOS TRIDIAGONALIZATION
In this section, we derive a tridiagonalization method for H based on a Lanczos iterative process. Our goal is to nd a complex-orthogonal matrix Q so that equation (5) 
Consider the kth column of both sides of (14). We have for k < n. We have thus derived a generic Lanczos tridiagonalization method. Note that we have used only the property that the matrix H is complex-symmetric.
Algorithm 3 (Lanczos Tridiagonalization). Given an n n complex-symmetric matrix H, this algorithm computes a complex-orthogonal matrix Q such that H = QJQ T , where J is a complex-symmetric tridiagonal matrix as shown in (15). Using Algorithm 2 to perform this task, we obtain an O(n 2 log n) tridiagonalization algorithm. Consider a Krylov matrix K, de ned by K = K(H; q 1 ; n) ( q 1 Hq 1 H 2 q 1 : : : H n?1 q 1 ) : We get a complex-orthogonal decomposition 1 
where R = ( e 1 Je 1 J 2 e 1 : : : J n?1 e 1 ). Checking the diagonal elements of the upper triangular matrix R, we nd that they are nonzero if and only if k 6 = 0, for k = 1; 2; : : : ; n. Cullum and Willoughby 1 show that the decomposition (17), if it exists, is essentially unique in the sense that if H = Q 1 R 1 and H = Q 2 R 2 are two di erent complex-orthogonal decompositions of H, then Q 2 = Q 1 S and R 2 = SR 1 ; where S is a signature matrix. Note that some nonsingular complex-symmetric matrix does not have a complexorthogonal decomposition (17); an example is the following matrix:
If Algorithm 3 stops at k < n, then we are stuck in an invariant subspace. However, we rarely get an exact zero k in practice. 
COMPLEX-ORTHOGONAL DIAGONALIZATION
In this section, we describe a QR-type algorithm for diagonalizing a complex-symmetric tridiagonal matrix. Basically, we use the implicit QR method with the Wilkinson shift 3 and replace all unitary transformations by complexorthogonal transformations. However, it should be pointed out that this QR-type algorithm o ers less guarantee for convergence than the standard QR method. See Cullum and Willoughby 1 and Vandevoorde 7 for theoretical results on convergence. Basically, if a complex-symmetric tridiagonal matrix J is nonsingular, irreducible, nondefective, and has no eigenvalues equal in magnitude, then the following algorithm with all shifts equal to zero will converge. For example, the 2-by-2 complex-symmetric matrix in (18) is nonsingular, irreducible, and nondefective, but it has two eigenvalues, 1 i, that are equal in magnitude. The following algorithm fails since this matrix cannot be triangularized by a complex-orthogonal matrix. If the matrix Q is not desired, this algorithm requires O(n) ops.
Algorithm 4 (Complex-Symmetric QR Step). Given an n n complex-symmetric tridiagonal matrix J, this algorithm overwrites J with Q T JQ where Q is a product of complex-orthogonal matrices so that Q T (J ? I) is upper triangular and is the eigenvalue of the trailing 2 2 principal submatrix of J that is closer to J(n; n). Initialize Q = I;
Find the eigenvalue of J(n ? 1 : n; n ? 1 : n) that is closer to J(n; n); Set x 1 = J(1; 1) ? ; x 2 = J(2; 1); for k = 1 : n ? 1
Find a complex-orthogonal matrix G T k (applying Algorithm 1) to annihilate x 2 using x 1 ; J = G T k JG k ; Q = QG k ; if k < n ? 1 x 1 = J(k + 1; k); x 2 = J(k + 2; k); end if end for.
OVERALL ALGORITHM
We combine our algorithms into an O(n 2 log n) eigenvalue procedure for an n n Hankel matrix, and conclude the paper with a numerical example.
Algorithm 5 (Fast Hankel Eigenvalue Algorithm). Given an n n Hankel matrix H, this algorithm computes all its eigenvalues. Assuming that eigenvalues computed by the MATLAB function eig() are fully accurate, we nd that our errors are about 10 ?14 .
