In the indoor environment, due to weak receiver signals, environmental noise, multipath interference, and non-line-of-sight propagation, the traditional positioning algorithms based on received signal strength indication (RSSI) have many problems, such as inaccurate positioning results, great dependence on the signal propagation path loss model, and high time and labor costs. This paper studied the wireless indoor positioning algorithm based on neural network. A weighted median-Gaussian filtering method is proposed to preprocess RSSI and establish a location fingerprint database. An indoor positioning algorithm based on an improved fast clustering algorithm combined with a Levenberg-Marquardt (LM) algorithm is proposed. The improved clustering algorithm is used to design the network structure, initialize the number of radial basis function (RBF) neurons, find the local density peak as the cluster center to achieve rapid clustering of samples, and adjust the parameters of the kernel function of the hidden layer neurons. And the LM algorithm is used for numerical optimization. In order to verify the performance of the algorithm, positioning experiments are performed in the library. The error rate was reduced by 26.2% compared with the RBF network. The positioning results data confirm the effectiveness and applicability of the proposed algorithm.
I. INTRODUCTION
As the development of WiFi technology becomes more and more mature, the coverage of WiFi hotspots is also increasing. If we can fully use the WiFi hotspots distributed in the indoor environment, the innovative application of this technology will bring great convenience to our lives.
When the receiving device and the transmitting device propagate through the Line Of Sight (LOS) path, the positioning accuracy can be achieved very accurately. However, in the experimental indoor environment, most of the cases are non-direct waves NLOS, and the influence of the obstacles on the indoor positioning results of the WiFi cannot be ignored. Since the signal strength of WiFi does not require special hardware equipment to be used, the use of RSSI values for indoor positioning highlights its obvious advantages. The positioning error caused by the RSSI propagation characteristics mainly stems from three aspects: first, the radio wave signal causes loss in channel propagation due to various obstacles in the room; second, the signal propagation model currently studied is not absolutely accurate for the actual environment, nor can it be used in any environment; the third is the error caused by the inherent characteristics of the positioning system hardware itself, such as some electronic components themselves have physical noise, because the direction of the antenna device is not the same, the WiFi receiving signal strength will also have different degrees of reduction. The WiFi signal is susceptible to environmental interference during the propagation process, resulting in inaccurate positioning accuracy. At present, there is a problem that the RSSI signal strength preprocessing is not ideal enough. This paper proposes a weighted median-Gaussian filtering method to preprocess the RSSI. Compared with the single filtering method, the method has better processing effect. The goal is to reduce the RSSI fluctuations to establish a stable location fingerprint database, which will lay the foundation for the subsequent online positioning phase. This paper selects the Access Points (AP) number, the sampling time value, and the number of sampling points as features. Experimental measurements were carried out in the dormitory, laboratory and library respectively, and the location database was established after the recorded RSSI values were processed using the proposed filtering method.
The traditional RSSI non-ranging based WiFi positioning technology, in the matching positioning stage, the K-nearest neighbor method does not require offline training and has good adaptability. However, when the reference point of the sample increases, the workload of the previous database construction will become larger, or when the received signal intensity distribution is uneven, the positioning accuracy of the method will be greatly reduced. The Bayesian localization method is based on the probability distribution characteristics of the RSSI value, which causes the samples in the location fingerprint database to be not utilized to the greatest extent. The error of the positioning result of these positioning matching algorithms is large because the intrinsic connection between the atoms of the fingerprint database and the mutual connection between the fingerprint libraries are not considered. Aiming at the shortcomings of the traditional RSSI-based localization algorithm, this paper studies the indoor positioning algorithm based on neural network. The neural network positioning algorithm relies on the nonlinear mapping relationship between the acquired RSSI and the position coordinates. Therefore, it can also be considered as a more efficient position fingerprinting algorithm. It mainly has the following advantages: 1) Data fusion capability, it helps the users of the neural network to integrate a variety of different types of data as input according to their needs, and make full use of all available information in the environment, in order to establish a more accurate mapping of the input and output that is not linear. 2) Nonlinear mapping capability, which helps to map the one-to-one correspondence between the input position point RSSI and the position coordinates. 3) Parallel processing capability, that is, a neural network can train the relationship between multiple inputs and multiple outputs at the same time, which can reduce the time of offline training in WiFi indoor positioning, and can also enhance the real-time performance of the positioning system. This paper mainly focuses on the RBF neural network positioning and deployment. The Back-Propagation (BP) neural network calculates the error of the training samples from the output layer, reverses the layer by layer and continuously corrects the weight coefficient matrix to achieve the purpose of neural network optimization, avoiding the determination of the distance and loss factors in complex indoor environments. But there are shortcomings: first, the training speed is slow, each parameter changes involves all the data samples; the second is that during the training process, there are no theoretical basis for the setting of some training parameters. It requires continuous experimentation and verification, which is very time-consuming and labor-intensive. The RBF neural network localization algorithm has a simple structure and can approximate any continuous function by arbitrary precision and can handle any irregular data problems. The RBF neural network is a local approximation, which has a faster learning convergence speed than the BP neural network, but the positioning accuracy is still insufficient.
We proposed an optimized RBF radial basis neural network that is suitable for WiFi indoor positioning field. It is constructed by combining the improved fast density clustering algorithm with the LM algorithm, making its network structure and parameters more reasonable in WiFi positioning. The RBF neural network structure is designed based on the fast density clustering algorithm. In fact, the local density peak is used as the clustering center to achieve rapid clustering of samples. This method does not require multiple iterations to find the optimal result. However, there are two disadvantages in using this algorithm to construct RBF neural network: one is to obtain a complete sample before clustering; the other is to set the truncation distance in advance, but there is no suitable method to set the truncation distance, which will do harm to the effect of clustering. Therefore, an improved fast density clustering algorithm based on an improved method is adopted, that is, the setting of the truncation distance is related to the radial range of the neurons and the activity of the neurons. By calculating the activity of the neurons, it is decided whether to add neurons to the middle layer or to adjust the existing neurons. In the RBF neural network with a well-designed structure, we choose to use the LM algorithm for training optimization, because it is a fusion of some training algorithms, and at the same time merges the local convergence and global characteristics into one. The purpose is to improve the positioning accuracy and make the positioning result more stable. The experimental results show that the proposed method not only improves the convergence speed of neural network training, but also provides a basis for the design choice of network structure, and the positioning result also becomes more robust. The paper is organized as follows. Section II describes how the database is built. Section II talks about the core part of neural network positioning. Section IV shows the experimental setup and results. Finally, we conclude the paper in the section V.
II. ESTABLISHMENT OF FINGERPRINT DATABASE
The uniqueness of the matching of the RSSI value with the location point is the key to achieving indoor positioning. The location information is reflected by the difference between the signal strength from the wireless router collected at each reference point and that of other reference.
In the offline phase, the main job is to acquire and store data. That is, the positioning area is first divided according to a certain interval length to form a plurality of sample reference points, and then data are collected at each reference point to form a location area location fingerprint library. Thus, the position coordinates of each sample point have a fingerprint corresponding to the RSSI vector. In order to achieve a more stable positioning effect, it is necessary to collect sufficient data and perform pre-processing operations before the database construction in the offline phase, as shown in the figure1.
In order to find a good preprocessing method to make the established location fingerprint database more robust, we first analyze the characteristics of RSSI.
Compared with the outdoor environment, the indoor environment is complex and varied, such as the thickness of the walls, different materials of the furniture, and irregular movement of people from time to time. These will cause various interferences to the radio signal. Therefore, we have conducted detailed studies on the changing characteristics of RSSI. The positioning experiment was carried out in the open corridor and graduate laboratory of No.61 experimental building of Harbin Engineering University, which were regarded as static environment and dynamic environment respectively.
The specific development environment is shown in Table 1 . 
A. EXPERIMENT 1: EMPTY CORRIDOR (STATIC ENVIRONMENT)
No obstacles are placed in the hallway, the wireless router is placed on a device with the same height as the person, and the computer is moved by hand to perform the experiment.
Figure2 shows the actual environment of the corridor. A router is placed in the middle of the corridor. The gaps on both sides represent the door. The corridor is 15 meters long and the width of the door is 1.5 meters.
1) CHANGE CHARACTERISTICS OF RSSI IN CONTINUOUS TIME
In order to study the change of signal intensity of an AP in the positioning space of a mobile terminal device, this paper will detect the PC which is placed at a certain point in the corridor for a long time, acquire the RSSI value with a collection interval of 500ms, and observe the distribution after a period of time.The experimental results show that the RSSI sample data are relatively stable in the static environment, the RSSI values are both −55dBm and −56dBm, but there are some fluctuations in the RSSI value, mainly because of the close proximity of the wall. Figures 3 (a) and (b) respectively show histograms of changes in RSSI in continuous time and changes in RSSI in a static environment.
2) THE RELATIONSHIP BETWEEN RSSI AND LOCATION
We know that when the mobile device approaches the wireless router, the received signal strength tends to increase. When it is far from the wireless router, the received signal strength shows a declining trend. But what is the specific 5934 VOLUME 7, 2019 relationship between the received signal strength and the location change? This article first knows the location of the wireless router, then moves the distance from the collection device to the router and stores the acquired data. The measured data are displayed to obtain the signal strength curve as shown i Figure 4 : From the experimental results in the above figure, we can see that when the abscissa is continuously shifted to the right and the position distance is increasing, the obtained RSSI value shows a tendency of attenuation. The RSSI attenuation is the largest within 2m, and the attenuation is flattened between 2m and 8m. The RSSI obtained beyond 8m does not obey the law of constant attenuation but fluctuates, which indicates that WiFi wireless signals are unstable and distorted when it is more than 8m in the current environment.
B. EXPERIMENT 2: POSTGRADUATE LABORATORY (DYNAMIC ENVIRONMENT)
The experimental environment was selected in the graduate laboratory of Building 61 of Harbin Engineering University. The laboratory is 4 meters high, 10 meters long and 8 meters wide. Under normal circumstances, there are obstacles (tables, bookcases, stools, et al.) and pedestrians.
1) CHANGE CHARACTERISTICS OF RSSI IN CONTINUOUS TIME
In the dynamic environment, it is found that the RSSI values collected at each location point are larger than the fluctuation range of the corridor static environment. The fluctuation range is between −50dBm and −64dBm. Figure 5 shows the change at a certain point.The time-varying RSSI value is converted into a histogram, and the histogram shows the RSSI change as shown in Figure 6 . It is found that most of the position data distributions of the study are approximately Gaussian, and the situation is as follows.
2) THE RELATIONSHIP BETWEEN RSSI AND LOCATION
In order to study the relationship between the RSSI value and the position in the dynamic environment, two identical corners of the lab are placed respectively with the same Tenda wireless routers AP1 and AP2, and then the handheld mobile devices are moved from AP1 to AP2. The RSSI value is collected every 500ms, the distance is 1 m, and one minute is collected at each interval. The experimental results obtained indicate that the closer the AP is, the stronger the received signal strength is. On the contrary, when it is farther away from the AP, the RSSI exhibits a decreasing state, but the signal strength will be distorted beyond a certain distance. So in the dynamic experimental environment, the received signal strength can still be located as a signal feature. The specific change situation is shown in Figure7.
Therefore, we can also use the change in signal strength to determine the approximate location of the mobile device in the dynamic environment of graduate students' labs.
In the actual indoor environment, it is found that the collected WiFi received signal strength sample data will fluctuate greatly. This is due to the interference caused by obstacles in the indoor environment. Even at the same position, the performance at the same time is not the same. This paper presents a median Gaussian filter preprocessing to ensure the accuracy and stability of the positioning results in the online positioning stage.
The specific approaches are as follows:
Step1: Assume there are m RSSI values, and all the data RSSI(1), RSSI (2),..., RSSI(n) in the range of high probability after Gaussian filtering is taken out.
The principle of Gaussian filtering is based on Gaussian equations. In the above study, it is found that the RSSI probability distribution of most locations in the dynamic experimental environment obeys the Gaussian distribution, so this filtering method is very good for noise processing. From the principle we can see that here we calculate the formula of the probability density function of Gaussian distribution, which is formula (1):
(1)
The mean value i µ, and the variance is σ 2 . The processing method is to obtain the Gaussian probability curve by directly using the mean and standard deviation obtained from the RSSI samples collected in the location area, so that the obtained RSSI data can be fitted to remove some error data. The following figure shows the effect of RSSI data collected at a certain point in the laboratory positioning experiment using this filtering method.
It can be seen from the figure that this method can greatly remove some error data and make the overall data samples more accurate. In the above figure, this paper selects the RSSI value with a frequency greater than 0.05.
Step2: After the first step, the weighted median filtering is followed to operate the RSSI value to obtain the last RSSI mean of the position point. That is, collecting multiple data, and then dividing these values by the number of times to obtain the mean value, this method is simple and the calculation speed is fast. However, the sample utilization rate for the RSSI value is low. The median-based statistical method is more helpful to reduce the impact of coarse and random errors. The median filter first sorts all acquired data from small to large, and then takes the median value as the valid value. The principle calculation steps of this filtering method are as follows: 1).Assume that there are n APs in the area to be located, then there are n measurement values RSSI i (i = 1,2,...,N),and the median value is taken as RSSI m .
There are different calculation formulas when n is odd and even, as follows:
n is even (4) 2).Calculate the weight ω i of the i-th measurement,as shown in equation (5) .
Since in actual situations some of the acquired signal strength values contain errors, they are still close to the median value. Therefore, a threshold T is set. When the square of the deviation between each signal value and the median value is greater than the threshold value, the weight value is determined by the square of the deviation; when the opposite situation is encountered, it is determined by the threshold value.
Where
, we can know that when the measured value is far away from the median, the weight is small; on the contrary, if the measured value is close to the median, the weight will increase the greater the corresponding weight.
3): The signal strength value RSSI mean of the sample reference point finally stored in the fingerprint database after the above prprocessing is shown inthe formula (6) .
In this paper, the original RSSI values collected over a period of time are processed by different filtering methods to compare the processing effects of various filtering methods. The RSSI sample data collected under the dynamic environment laboratory is now used. The processed data are listed in Table 2 as follows:
From the data in the above table, we can see that the last filter processing method is obviously superior to the former two, and the processed data are more stable.
Based on the analysis of the RSSI signal characteristics, we find that if the two filtering preprocessing methods are used to filter the RSSI separately, the pretreatment effect is not good. If these two filtering methods are combined, it is found that the filtering effect has been greatly improved.
III. DESIGN OF INDOOR POSITIONING ALGORITHM BASED ON IMPROVED FAST CLUSTERING ALGORITHM COMBINED WITH LM FOR RBF NEURAL NETWORK
The main task of neural network indoor positioning algorithm is to construct a neural network model suitable for the environment of the area to be located. The work is divided into two steps, first in the offline training phase, the main task is to train the best neural network positioning model; In the positioning phase, the received signal strength obtained in real time from is input to the trained neural network, thereby outputting the position coordinates of the point to be measured.
The input neural network data are the RSSI value obtained by a sample point from theiwireless routers in the location area. The output is the position coordinate of the sample point. The middle layer can select the appropriate neural network type design according to the actual location environment. The figure below is a model diagram of the WiFi indoor positioning in this paper. The weighted median Gaussian filtering is performed on the sampled RSSI values to establish a fingerprint database. The training is performed on the RBF neural network based on improved fast density clustering combined with LM. Finally, online positioning is performed on the trained model. This paper is based on the RBF neural network [35] , this network model has a simple structure and can approximate any nonlinear function with arbitrary precision, and can deal with any irregular data problems. More importantly, the RBF neural network is a local approximation, which has a faster learning convergence rate than the BP neural network [36] and has excellent learning ability, generalization ability and fast training speed. The WiFi positioning model based on RBF neural network is as follows:
If there are i AP hotspots in the environment, the vector M P = RSSI p 1 , RSSI p 2 , . . . , RSSI p i is input, where RSSI p i represents the RSSI value of the i − th AP hotspot received by the p-th sample reference point. Figure 10 shows the RBF neural network location model.
In WiFi positioning, the first layer of the input layer is composed of WiFi received signal strength obtained from the location points in the to-be-located area, and the purpose is to construct a more stable and better RBF positioning network model. The input sample data need to be pre-processed, that is, normalized.
The second layer is the hidden layer, and the number of neurons in the surface is determined according to the actual VOLUME 7, 2019 application requirements. The radial basis function of each neuron in the middle layer. In this paper, we choose the Gaussian function for WiFi positioning research, because the Gaussian function is a positive definite function in any dimension space and has a unique solution. The formula is as follows (7) .
where c h represents the center of the m-th neuron, the radial extent of the m-th neuron can be expressed as σ h . The third layer is the output layer. In this network model, the connection between the input layer and the intermediate layer usually does not have a weight. Generally, only the signal is passed to the hidden layer, and the intermediate layer and the output layer are connected to the right value. The formula for the output of the final output layer neuron is as follows:
where y m denotes the output of the m-th neuron in the output layer and ω hm denotes the weight between the h-t neuron in the middle layer and the m-th neuron in th output layer. We use the function newrb provided in MATLAB to create the RBF neural network. The principle of this method is to determine the center of the RBF intermediate neuron function based on the orthogonal least squares method, but this method is not suitable for the WiFi received signal strength data. So this part needs to be designed by ourselves. The design here is mainly divided into two steps: The first step is the design of the network positioning model structure. The main task of this step is to set the number of neurons required for training the sample and initialize the parameters; The second is to use an appropriate learning algorithm to optimize and adjust the parameters of the neural network. The parameters include the center c of the hidden layer neuron kernel function, the width σ , and the connection weight ω. The purpose of these design steps is to construct an optimal positioning model. Figure 11 shows the design flow of the RBF neural network.
A. RBF NETWORK STRUCTURE DESIGN BASED ON IMPROVED FAST DENSITY CLUSTERING ALGORITHM
It is difficult to determine a suitable number of problems for the number of intermediate layer neurons in the RBF neural network. This paper uses an improved clustering algorithm to design the network structure [39] . The design of RBF neural network based on fast density clustering algorithm proposed in the literature is to achieve rapid clustering of samples by finding the local density peak as the cluster center. This method does not need multiple iterations to find the optimal result.
For any data point i, we need to calculate two values:First,the local density value of each point ρ i ; The other is the minimum distance δ i from a point to a point where the density value is larger.The solution to these two values is as follows:
Among them, when x < 0, ℵ (x) = 1; when x ≥ 0, ℵ (x) = 0, d c is set in advance truncation distance.
The points where the value of ρ i is larger and δ i is smaller is the cluster center. Other non-central data samples will be assigned to the nearby class, that is, to the larger cluster center of ρ, after such a process to complete the entire sample training.
However, it is found that the construction of RBF neural network by the algorithm presented in [39] has two disadvantages: First, it takes a complete sample before clustering; The second is to set the cut-off distance in advance, but the lack of a suitable method to set the cut-off distance, and the effect of clustering will be affected by a certain cut-off distance.
In response to the above deficiencies, Meng et al. [42] proposed an improved rapid density clustering algorithm, that is, the settings are related to the radial extent of neurons and the activity of neurons. The specific methods are as follows Since the activation function selected by the middle layer is a standard Gaussian function, we can introduce the activity index of the hidden layer neurons to design the network structure. The specific formula is as follows:
AC jh represents the activity index of the h-th neuron in the middle layer activated by the j-th sample. Here, the larger the value of AC, the greater the activity of this neuron, V denotes the threshold of activity set by neurons. To ensure that the activity of the neurons is large enough to require input vectors, the center vector and the radial range satisfy the following relationship:
Under the transformation
The v-neuron activity threshold was determined according to the experiment.
In the paper, the training samples are sequentially entered into the neural network to adjust the structure. Generally, there are two cases: one of them is to add a neuron to the middle layer, and the other is to optimize and adjust the existing intermediate layer neurons.
The RBF neural network designed by the improved rapid density clustering algorithm described above is applied to WiFi indoor positioning. The detailed design steps are as follows
Step 1: At the beginning, the network has no neurons, and its number is 0.When the first data sample M 1 enters the neural network, it is used as the center of the first hidden layer neuron, and the corresponding radial action and output weight are set simultaneously. (14) where y d1m represents the ideal output of the m − th neuron of the output layer when the first sample is input to the neural network.
Step 2: At time P, it is assumed that there are already H hidden layer neurons, and the data samples are continuously input. When the p-th data sample enters, the hidden neuron p min closest to the current distance is found.
Step 3: It is judged whether the input sample can guarantee the activity of p min neuron, and if D > √ ln V · σ p min , it is considered that the activity of the neuron cannot be guaranteed at present. We take the p-th sample as the center of the new neuron, and set its radial range and output weight. Then turn to Step5, if not, go to the next step.
Step 4: If the activity of the neuron is now guaranteed, the local density values of the current data samples and the most recent hidden layer neurons are compared, so that the point i at the position point is selected as the new middle layer neuron.
The local density calculation formula for data points:
M p are all the sample points included in the scope of c i , and d i is the local scope of the point. It can be seen from the above equation that if the local density value of a data point is larger, the more samples are gathered near the point; similarly, when the density of the hidden layer neurons is larger, the number of samples representing the activation of the neurons is higher.
Comparing the local density value of the current input sample point P with the local density value of the hidden layer neuron p min ; if the occurrence is ρ p > ρ p min , the current samples replace the existing hidden layer neurons, and the initial parameter set as follows:
M p min denote all samples activated by the p min -intermediate neuron, n p min denotes the number of activated samples, and y dh denotes the output of the h − th neuron in the output layer.
If ρ p ≤ ρ p min , on the other hand, the original neurons in the hidden layer remain unchanged, and only the parameters can be adjusted. The adjustment formula is as follows:
Step 5: If all the samples are compared, the neural network structure is determined; otherwise, p = p + 1, turns to Step2.
This algorithm combines the features of standard Gaussian functions to improve and enhance, making the RBF neural network more compact, and improve the training speed by determining the initial learning parameters. At the same time, the training of data samples of WiFi received signal strength values in indoor space is more reasonable.
B. OPTIMIZATION OF INITIAL PARAMETERS OF RBF NEURAL NETWORK BASED ON LM ALGORITHM
In the neural network, the network structure can be optimized by continuously adjusting the parameters. There are many kinds of training algorithms, such as gradient descent method, Newton algorithm and Gauss-Newton algorithm. However, in this paper, we choose LM algorithm for training optimization. Because it is a fusion of some training algorithms, and at the same time merges the local convergence characteristics with the global characteristics.
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The LM algorithm solves various nonlinear problems by using numerical optimization techniques.
After the RBF neural network structure is determined, we need to optimize and adjust the original parameters in the RBF neural network in order to make the neural network positioning performance better.
When using the LM algorithm to train the RBF neural network, its parameter update rules are:
where denotes an adjustable parameter in the RBF network, I denotes a unit matrix, µ denotes a combination coefficient, and e denotes an error vector. The error vector is calculated as follows:
where y p is the desired output and o p is the actual output. Element n of element j p,h of the Jacobia matrix then:
where n are the three adjustable parameter ω h , c h,i , and σ h in the network, (27) , as shown at the bottom of this page. When p is the sample, the value of the row element in the Jacobian matrix at this time is:
All the values in the Jacobian matrix are obtained by the above formula, and then the three parameters in the RBF network are adjusted so as to achieve the optimal.
IV. EXPERIMENTAL RESULTS
The experiment was selected in the laboratory of No. 61 Building of Harbin Engineering University. It is 10 meters long, 8 meters wide, and 4 meters high. However, in this actual experimental area, a laboratory area of 7 meters in length and 6 meters in width was used for experiments. The 1m × 1m grid is used to divide the positioning area, so there are 42 position sampling points in the space for data acquisition. Establish a position fingerprint library with a sampling period of 500ms. Collect a minute at each sampling point to establish a position fingerprint library. The location fingerprint database interface designed in this article in VS2015 is shown in Figure 12 .First detect all APs that exist in the environment, then find out which experimental router placed in the lab is set as the AP point, and manually change the position coordinates of each sample point after moving. Finally, the value of RSSI in the fingerprint database is displayed at the bottom of the screen. Using position fingerprinting indoor positioning, there is a very important factor affecting the positioning accuracy, that is, the uniqueness of the position fingerprint. However, in the case of router sparseness, it is easy to reduce the mutual reciprocity of RSSI and location, so the uniqueness of location fingerprint is difficult to guarantee [15] . The research in [16] found that with the increase of the number of APs, the sampling points close to the wireless router will affect the correlation between the position fingerprint and the position due to signal fluctuations, and the positioning accuracy will be reduced. However, the position accuracy will be better when the AP is slightly farther away. Therefore, it is not better to have more APs. Combined with the actual experimental environment of this article, the location area is not particularly large, so we deploy 4 APs for experimentation.
After setting the experimental parameters, in order to avoid the effect of router asymmetry and irregular distribution on the positioning accuracy in the laboratory environment, collect data in two situations: symmetrical distribution of routers and even distribution of routers. As shown below. 
5940 VOLUME 7, 2019 The specific layout of 42 fingerprint reference points in this positioning experiment is shown in Figure 14 , where the red dots represent fingerprint points and the black dots on the four corners represent wireless router. In the location area, we collected enough sample data of the location point, established the location fingerprint database, established the environment model network, and also optimized the parameters in the various neural networks to obtain the WiFi indoor distribution; The real-time data of the location points in the positioning environment are collected and input to the established neural network model to obtain the positioning results of the current location to be measured. The specific flow chart is shown in Figure 15 :
In the actual experimental environment of this paper, we use the improved rapid density clustering method described above to determine the structure of the RBF neural network.
The following is the process map of the method to train the data collected in this paper to determine the number of neurons, as shown in Figure16.
The changes in the training process in MATLAB are in Table 3 .
It was found that when the neuron increased to25, the mean square error remained basically unchanged, and there was no downward trend. The specific training results change as shown in Figure17.
It is found that when the number of neurons increases to 25, no matter how we input the sample data into the neural network, the number of neurons will not change. At this time, the parameters are shown in Table 4 .
Set 50 epochs,the parameters change as follows: After finishing the training of the neural network positioning model to the online positioning stage, we can input the received signal strength acquired in real time at each location point into the model to obtain the coordinates of the location point, and judge the positioning effect of the design model by the error between the actual output and the ideal output. At this point, the RBF neural network structure model constructed by this method is used for positioning experiments in the library hall, and the positioning area is 18m*16m. Now we randomly select 18 uniformly distributed locations in the region for location testing. Figure 19 shows the result of the location error. From the positioning results of the above figure, we can see that: in the area to be located, the error of the positioning point is 3.265 m at the maximum, the minimum positioning error is 0.128 m, and the average error is 1.421 m after the solution.
The error results obtained by the BP neural network are shown in Figure 20 . After experimental verification, from Figure 20 , we can find that the error of BP collocation based on LM algorithm is up to 5.240m, the minimum error is 0.164m, and the average error is 2.245m. In general, the positioning effect is not very good.
The error results obtained by the RBF neural network are shown in Figure 21 . From Figure 21 , we can see that the positioning effect is improved compared to the above-mentioned BP neural network positioning. At this time, the maximum error is 3.296m, and the minimum error is 0.141m. After solving, the average error is 1.925m.
The results are compared in Table 5 . It can be seen that compared with the RBF network, the improved RBF network can reduce the error by 26.2%, mainly because the network structure and parameters are determined by the method of improved fast density clustering, and fast fitting can be achieved.
Based on the above-mentioned principle introduction and experimental verification, it was found that none of the abovementioned several kinds of neural network positioning has high positioning accuracy of this method, and the stability of positioning results is also not as good as this method, so it is confirmed that the proposed improvement is effective.
V. DISCUSSION
In order to overcome the problem that the location accuracy of the WiFi signal is not uniform when the location of the WiFi signal is uneven, the positioning accuracy based on the location fingerprint method is reduced. At the beginning, the indoor positioning model was designed based on BP neural network and RBF neural network, and the experiment was located in the actual environment. Aiming at the deficiencies found in the research, an improved fast clustering algorithm combined with LM algorithm is used to construct a better RBF neural network model for WiFi indoor positioning. Although the accuracy has improved, it is still not enough. The previous filtering preprocessing operation can improve the stability and accuracy of the fingerprint database through experiments, but perhaps there is a better way to build a fingerprint database; The current laboratory specific environmental area is relatively small, you can try to experiment in a large environment, compare the results, and see if the method proposed in this paper is more suitable for the big environment; There are also further improvements in the design of the network structure, you can try to use other algorithms to improve the neural network, or find other more suitable neural networks. 1).The positioning method using RSSI alone has limitations in positioning accuracy. If information about CSI (Channel State Information) can be obtained, the positioning result will be more accurate. This is because whether it is based on received signal strength RSSI, based on signal arrival time, based on signal arrival time difference, or based on the signal arrival angle, et al., is all based on the state information of the channel.
2).Aiming at the practicality of the fingerprint localization algorithm, it is unrealistic and extremely complex to construct a new fingerprint database in real time in the time of emergency location and positioning environment. Therefore, how to update the fingerprint database dynamically can be used as one of the next research directions. Many researchers at home and abroad in the field have started to propose corresponding solutions, such as using the array to receive one observation VOLUME 7, 2019 data to acquire the idea of constructing multiple fingerprint databases.
3). Research on the robustness of the fingerprint database. Due to the complexity of the indoor environment and the serious non-stationary nature, the fingerprint location based on signal strength cannot obtain very accurate positioning effects under most circumstances. On the one hand, it is the research method of filter preprocessing; on the other hand, it is the deficiency of the matching algorithm, and it lacks the intrinsic connection between the atoms of the fingerprint database. Therefore, it is still necessary to continue to study deeper knowledge and broader development space in this direction.
The development of indoor positioning technology has reached a rapid stage, more and more researchers are committed to this field of research, for the future development of indoor positioning technology should present a variety of technology integration positioning. However, specific practical applications should be considered, and a high-performance technology should be selected for indoor positioning, based on the principle of small revenue and large revenue. MINGFANG ZENG graduated in controlling science and engineering from the Automation College, Harbin Engineering University. She mainly studies neural networks. VOLUME 7, 2019 
