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Abstract. Las metaheur´ısticas, por su capacidad de adaptacio´n al en-
torno de informacio´n, son herramientas sumamente u´tiles para obtener
controladores robo´ticos. En general, se trata de una tarea computacional-
mente costosa lo que ha motivado el estudio de alternativas para reducir
su tiempo de obtencio´n. Este art´ıculo propone una metaheur´ıstica de
poblacio´n variable que utiliza especiacio´n para obtener un controlador
robo´tico, basado en una red neuronal de arquitectura mı´nima, con ca-
pacidad para resolver el problema de evasio´n de obsta´culos y alcance
de objetivos. Esta solucio´n es novedosa ya que en general se utilizan
poblaciones de taman˜o fijo. A lo largo de este trabajo se discuten los
operadores gene´ticos utilizados as´ı como los distintos aspectos de imple-
mentacio´n que fueron considerados para introducir esta variacio´n pobla-
cional. Las pruebas realizadas tanto en ambientes simulados como sobre
el robot real han dado resultados satisfactorios.
Palabras Claves : Evolutiva. Especiacio´n. Poblacio´n variable.
1 Introduccio´n
La Robo´tica Evolutiva muestra un fuerte intere´s en las redes neuronales por
considerarlas un modelo artificial de la manera en que los humanos aprenden
y por poseer la capacidad de representar el conocimiento adquirido a trave´s de
una estructura que, una vez entrenada, es capaz de operar en tiempo real.
Cuando se trata de obtener un controlador neuronal para un robot auto´nomo, las
metaheur´ısticas poblacionales resultan ma´s adecuadas para lograr la adaptacio´n
de la red que un entrenamiento por gradiente. Esto se debe a que generalmente
se trata de problemas complejos entendiendo por tales aquellos cuya solucio´n
implica aprender alguna estrategia.
Este trabajo presenta una solucio´n basada en una metaheur´ıstica poblacional
con la particularidad de que dicha poblacio´n puede cambiar de taman˜o durante
la adaptacio´n. Se trata de un enfoque novedoso ya que en general las soluciones
existentes utilizan un taman˜o de poblacio´n fija. Esto se encuentra relacionado
con el costo computacional del proceso de adaptacio´n. Se requiere de un control
adecuado, tanto en lo que se refiere al agregado de nuevos individuos como a
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su eliminacio´n, a fin de no incrementar excesivamente el tiempo de ca´lculo ni
perder diversidad durante el proceso.
Este trabajo esta´ organizado de la siguiente forma: la seccio´n 2 presenta al-
gunos trabajos relacionados con el problema a resolver, la seccio´n 3 describe el
me´todo propuesto, la seccio´n 4 detalla los aspectos considerados durante la im-
plementacio´n, la seccio´n 5 muestra los resultados obtenidos y la seccio´n 6 expone
las conclusiones y l´ıneas de trabajo futuras.
2 Trabajos relacionados
Existen distintos trabajos previos dedicados a la obtencio´n de controladores para
agentes auto´nomos utilizando redes neuronales y algoritmos evolutivos.
Investigaciones realizadas han demostrado que la descomposicio´n del problema
en tareas ma´s simples facilita el entrenamiento del controlador. En esta direccio´n,
se desarrollaron soluciones basadas en aprendizaje incremental [1, 2] y en apren-
dizaje por capas [3]. Este tipo de soluciones, si bien permiten obtener buenos
resultados, requieren de una gran asistencia. En el caso del aprendizaje incre-
mental es necesario identificar previamente las distintas etapas de complejidad
creciente que lo componen y esto no siempre es posible ya que no todo prob-
lema puede descomponerse de esta forma. En el caso del aprendizaje por capas
es preciso indicar el orden en que cada mo´dulo debe ejecutarse considerando el
orden en que fueron aprendidos.
En [4] se desarrollo´ un mecanismo de integracio´n automa´tica de mo´dulos que per-
mitio´ combinar comportamientos ba´sicos aprendidos previamente reduciendo de
esta forma el costo de entrenamiento.
Tambie´n se han analizado distintas estrategias elitistas de evolucio´n como forma
de mejorar el efecto de los operadores gene´ticos [6].
3 Estrategia Propuesta
El presente trabajo propone un mecanismo para obtener un controlador robo´tico
para un robot Khepera II, basado en una red neuronal, con capacidad para re-
solver el problema de evasio´n de obsta´culos y alcance de objetivos. La arquitec-
tura de la red a evolucionar es de taman˜o mı´nimo, se define a priori y se mantiene
fija durante todo el proceso. Es decir que la evolucio´n so´lo afecta a los pesos de
la red. De esta forma se reduce el costo computacional y luego del entrenamiento
se obtiene un controlador pequen˜o que puede ser instalado fa´cilmente en el robot
real.
La estrategia utilizada es poblacional y cada individuo tiene:
– Un cromosoma formado por todos los pesos de red neuronal. Este cromo-
soma es de longitud fija ya que la arquitectura no cambia durante el proceso
adaptativo.
– Un identificador de especie que permite reconocer individuos con compor-
tamiento similar.
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– Una probabilidad de mutacio´n y un grado de mutacio´n que al estar aplicado
al individuo le permite regular la manera en que genera sus descendientes
durante el proceso.
– Un tiempo de vida ma´ximo y una edad actual que regulan la permanencia
del individuo en la poblacio´n y sus para´metros de mutacio´n respectivamente.
– Su valor de aptitud que se calcula midiendo el desempen˜o del individuo en
la solucio´n del problema.
Finalmente, se utiliza un pequen˜o porcentaje de elitismo para retener las
mejores soluciones encontradas a lo largo del proceso evolutivo.
3.1 Poblacio´n de taman˜o variable
El algoritmo posee una u´nica poblacio´n de taman˜o variable con especiacio´n. Se
utilizan te´cnicas espec´ıficas para mantener vivas a todas las especies durante el
proceso, incentivando a que se reproduzcan y de esta forma aumenten el espacio
de bu´squeda.
Al crear la poblacio´n inicial se agrupa a los individuos de acuerdo a su cromo-
soma y se les asigna un identificador de especie. As´ı, al comenzar, los individ-
uos de la misma especie tendra´n comportamientos similares. A medida que las
generaciones transcurren, cada especie aumenta su taman˜o generando nuevos
individuos cada vez ma´s aptos.
Cada individuo de la poblacio´n recibe, al momento de su creacio´n, un valor
nume´rico correspondiente a su tiempo de vida. Este valor representa la cantidad
ma´xima de iteraciones que permanece dentro la poblacio´n. Por cada iteracio´n su
edad aumenta y al llegar a este tiempo de vida ma´ximo el individuo es eliminado.
Para calcular los tiempos de vida se utilizo´ el algoritmo de asignacio´n de tiempos
de vida fijo por clases definido en [7]. Consiste en dividir a los individuos de la
poblacio´n en grupos diferentes de acuerdo a su valor de aptitud, utilizando un al-
goritmo del estilo winner-take-all, como por ejemplo k-medias [5]. A cada grupo
se le asigna una parte proporcional del rango total de tiempos de vida haciendo
corresponder los valores ma´s bajos con el grupo de menor fitness (ver figura 1).
Los individuos de un mismo grupo reciben un tiempo de vida proporcional al de
su clase segu´n su valor de aptitud. Para ma´s detalles consultar [7]
Los individuos son eliminados de la poblacio´n por dos motivos: porque su tiempo
Fig. 1. Asignacio´n de Tiempos de Vida por clase
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de vida se termino´ o porque se ha producido un crecimiento desmedido. En am-
bos casos, la eliminacio´n se realiza cuidando de no eliminar individuos de especies
que han llegado a una cantidad mı´nima establecida.
Para evitar el crecimiento desmedido de la poblacio´n y por consiguiente el au-
mento de tiempo de convergencia del algoritmo, se establece un ma´ximo posible
y se utiliza una te´cnica de eliminacio´n de individuos. El mecanismo consiste en
ordenarlos de acuerdo a su fitness de menor a mayor y eliminar de forma lineal
los menos aptos salteando los que no puedan ser eliminados en su especie.
3.2 Operadores gene´ticos
El me´todo de seleccio´n usado para la reproduccio´n es un torneo probabil´ıstico
binario en dos etapas. Cada descendiente solo posee un padre. Se toman pares
de individuos de forma aleatoria y se los hace competir de acuerdo a su fitness.
Luego, los ganadores compiten de la misma forma (esta es la segunda etapa del
torneo) hasta obtener una poblacio´n de padres cuatro veces ma´s chica que la
original.
Una vez obtenida la poblacio´n de padres se aplican los operadores de cruce
y mutacio´n. Se utiliza un operador de cruce espec´ıficamente disen˜ado para el
problema, que al aplicarlo, se obtiene un controlador que permite al robot com-
portarse de manera sime´trica (espejo) respecto a su antecesor. Por otro lado se
utiliza un operador de mutacio´n que transforma algunos pesos del cromosoma
aumenta´ndolo o disminuye´ndolo en pequen˜os grados. Cada individuo tiene sus
propios para´metros de mutacio´n para sus descendientes. A medida que el in-
dividuo envejece decrece linealmente su capacidad de mutar. Es decir que, sus
primeros descendientes son menos parecidos a e´l que los u´ltimos. Una alta ca-
pacidad de mutar genera individuos con nuevos comportamientos, mientras que
una baja capacidad ayuda a refinar el comportamiento hacia una mejor solucio´n.
La figura 2 muestra el algoritmo descripto en esta seccio´n.
crear una poblacio´n inicial y establecer las diferentes especies
calcular el fitness y el tiempo de vida de los individuos
while no se alcance el objetivo previsto do
retener a los mejores
generar una nueva poblacio´n mediante torneo probabil´ıstico binario
medir el fitness y el tiempo de vida de la nueva generacio´n
envejecer la poblacio´n anterior
eliminar los individuos con tiempo de vida cero cuidando las especies
agregar la nueva generacio´n a la poblacio´n total
evitar superpoblacio´n cuidando las especies
end while
Fig. 2. Pseudoco´digo de la estrategia evolutiva propuesta
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4 Aspectos de Implementacio´n
La arquitectura de la red neuronal usada para el controlador es mı´nima (ver
Figura 3). Consta de 8 neuronas de entradas que obtienen los valores de los
sensores del robot y dos neuronas de salida que especifican las velocidades de los
motores.
La principal ventaja de usar una arquitectura tan pequen˜a es la rapidez con que
se consigue una solucio´n evolucionada.
Fig. 3. Arquitectura de la red neuronal
El cromosoma C de cada individuo es un vector de taman˜o 22 con todos los
pesos de la red interpretados de la siguiente forma:
– C(1..8): pesos de las neuronas de entrada hacia la neurona de salida N9.
– C(9): bias de la neurona N9.
– C(10):peso de la neurona N9 hacia s´ı misma.
– C(11): peso de la neurona N10 hacia N9
– C(12..19): pesos de las neuronas de entrada hacia la neurona de salida N10.
– C(20): bias de la neurona N10.
– C(21):peso de la neurona N9 hacia N10.
– C(22): peso de la neurona N10 hacia s´ı misma.
Los cromosomas de los individuos de la poblacio´n inicial se crean con valores
aleatorios entre -0.5 y 0.5 uniformemente distribuidos.
La probabilidad utilizada para el torneo probabil´ıstico binario fue de 0.8.
La cantidad de clases empleadas para agrupar los fitness y calcular los tiempos
de vida fue 3.
CACIC 2010 - XVI CONGRESO ARGENTINO DE CIENCIAS DE LA COMPUTACIÓN                                                 96
Se utilizaron 8 especies distintas estableciendo una cantidad mı´nima de 14 indi-
viduos por especie.
El tiempo de vida mı´nimo permitido es de 1 iteracio´n y el ma´ximo de 9 [9].
El taman˜o inicial de la poblacio´n fue de 80 individuos y el taman˜o ma´ximo per-
mitido fue de 300. De esta forma, el valor ma´ximo de individuos nuevos por cada
generacio´n es 75.
4.1 Funcio´n de aptitud
En base al problema a resolver, la funcio´n de fitness considera ma´s aptos a aque-
llos individuos capaces de desplazarse largas distancias acerca´ndose al objetivo.
Para obtener el valor de aptitud de cada individuo, el mismo es colocado en la
posicio´n de partida y evaluado una cantidad de pasos n (donde n es establecido
de acuerdo al problema espec´ıfico, en este caso n=300). La funcio´n utilizada es




(α1 ∗ fitV elocidad+ α2 ∗ fitGiro+ α3 ∗ fitObjetivo) (1)
siendo
fitV elocidad = ((motor1 +motor2) + 2)/4 (2)
fitGiro = ((1 − abs(motor1 −motor2)) + 1)/2 (3)
fitObjetivo = 1/distanciaAlObjetivo (4)
donde
– motor1 y motor2 son los valores de los motores y pueden tomar valores
enteros entre -10 y 10.
– distanciaAlObjetivo es la distancia actual entre el robot y el objetivo.
Cada expresio´n retorna un valor entre 0 y 1. De esta forma las constantes α1,
α2 y α3 hacen presio´n en los diferentes aspectos a tener en cuenta. En este caso
α1 = 0.1, α2 = 0.1, α3 = 2. La diferencia de magnitud entre α1 y α2 respecto de
α3 evita incrementar excesivamente el valor de aptitud de aquellos que avanzan
estando muy lejos del objetivo.
Con fitV elocidad el individuo tendra´ mayor fitness cuanto mayor sea la veloci-
dad de los motores, llegando a su ma´ximo valor cuando ambos motores avancen
a ma´xima velocidad.
Con fitGiro se intenta evitar que el robot gire. De esta forma tendra´ mayor
fitness cuanto menor sea la distancia entre el valor de un motor y el otro, obte-
niendo el mayor fitness cuando ambos motores tienen la misma velocidad.
Con fitObjetivo se premia al individuo de forma inversamente proporcional a
su distancia a la salida del laberinto.
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En caso que el robot colisione, termina la evaluacio´n y se retorna el fitness acu-
mulado hasta el momento.
En caso que el robot llegue al objetivo se evalu´a el fitness con la ecuacio´n (5)
fitnessActual = fitnessActual ∗ β ∗ (1/cantPasos) (5)
Donde β es una constante que incrementa el fitness por haber llegado a la salida.
En este caso β = 1000. La expresio´n (1/cantPasos) otorga un fitness inversa-
mente proporcional a la cantidad de pasos dados para alcanzar el objetivo.
4.2 Cruce
Es conocido el efecto destructivo que el operador de cruce presenta cuando se
evolucionan redes neuronales [8]. Por tal motivo fue aplicado con probabilidad
0.2 y so´lo permitiendo cortar el cromosoma en su punto medio con la intencio´n
de intercambiar el comportamiento de los motores que controlan las ruedas del
robot. Para implementar el operador hace falta analizar la ubicacio´n f´ısica de
los sensores que dan lugar a los valores de entrada de la red.
El robot presenta una serie de 8 sensores como se muestra en la figura 4. Los
sensores 0, 1, 2 y 7 que aparecen del lado izquierdo tienen sus correspondientes
sensores del lado derecho numerados como 5,4, 3 y 6 respectivamente. Esta
correspondencia es tenida en cuenta a la hora de efectuar el cruce. De la misma
forma, los pesos de y hacia los motores debera´n ser invertidos.
La figura 5 describe de forma detallada co´mo se realiza la modificacio´n en el
cromosoma para cambiar el comportamiento del individuo˙
Fig. 4. Vista superior del Robot Khepera II
4.3 Operador de mutacio´n
Cada individuo posee una probabilidad m y un grado s de mutacio´n. Ambos
valores so´lo tienen incidencia sobre su descendencia. El primero se utiliza para
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Fig. 5. Operador de cruce. Se aplica sobre un u´nico padre y da lugar a un u´nico hijo
decidir uniformemente si se muta cada uno de los pesos del cromosoma del hijo
y en caso de producirse la mutacio´n, el segundo permite calcular el incremento
que se adicionara´ al valor del peso actual. Este incremento se calcula con una
probabilidad gaussiana con media 0 y desviacio´n esta´ndar s.
A medida que envejece, cada individuo disminuye linealmente su probabilidad
de mutar descendientes, comenzando en 0.5 hasta llegar al mı´nimo establecido
en 0.05; valor que equivale a mutar aproximadamente un solo peso de la red.
Al igual que la probabilidad, cada individuo disminuye su grado de mutacio´n a
medida que envejece, comenzando con un grado de 0.15 y terminando en 0.05.
Definido de esta forma, el operador de mutacio´n permite que los individuos
posean una gran capacidad de exploracio´n inicial para pasar luego a una etapa
de especializacio´n.
5 Resultados
Se realizaron 50 ejecuciones independientes del algoritmo propuesto midiendo el
desempen˜o del robot Khepera II para salir de un laberinto.
En la figura 6 se observan dos gra´ficos comparativos de la aptitud de los indi-
viduos a lo largo del tiempo. A izquierda (figura 6.a) se observa el promedio de
cincuenta ejecuciones independientes con el me´todo propuesto y los para´metros
antes descriptos. A la derecha (figura 6.b) se aprecia el promedio de otras 50
ejecuciones independientes sin usar especiacio´n y sin el operador de cruce im-
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plementado. En ambos gra´ficos se ha representado el fitness promeido de las 50
ejecuciones del mejor individuo y de la poblacio´n completa.
Puede verse en la Figura 6 que el me´todo propuesto (figura 6.a) consigue buenos
individuos a partir de la generacio´n 60 mientras que el me´todo evolutivo que
no utiliza especiacio´n ni cruce (figura 6.b) queda estancado en un o´ptimo local.
Esto u´ltimo se debe a que los individuos obtienen un buen valor de aptitud por
recorrer grandes distancias a velocidades altas sin necesidad de acercarse a la
salida del laberinto. Al no haber especiacio´n ni cruce, estos individuos sera´n los
mejores y tendra´n ma´s posibilidades de obtener descendientes, achicando el es-
pacio de bu´squeda.
La funcio´n de aptitud descripta en la subseccio´n 4.1. posee dos etapas diferentes.
En la primera los individuos adquieren un mejor puntaje a medida que avanzan
y aprenden a evitar obsta´culos. Una vez que los individuos consiguen llegar al
objetivo comienza la segunda etapa ya que la poblacio´n posee individuos con
fitness alto y la funcio´n debera´ ser capaz de compararlos segu´n su capacidad
para resolver el laberinto. Esto se nota claramente en el gra´fico 6.a, donde el
fitnes aumenta considerablemente a partir de la generacio´n 60. En el gra´fico 6.b,
en cambio, se observa que el problema queda estancado en la primera etapa por
los motivos antes expuestos.
En el gra´fico 6.b se aprecia que la aptitud media es mejor durante las primeras
60 generaciones que en 6.a. Esto es porque la poblacio´n promedio representada
en 6.b) comienza a perder diversidad, obteniendo todos un buen valor de aptitud
y quedando atrapados en un ma´ximo local.
Fig. 6. Valor de la funcio´n de fitness obtenida al promediar el resultado de 50 corridas
independientes para: a) Me´todo propuesto, b) Me´todo sin especiacio´n ni cruce (so´lo
usa mutacio´n y poblacio´n variable)
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6 Conclusiones y trabajos futuros
Se presento´ un me´todo evolutivo ra´pido y eficaz para obtener un controlador
robo´tico pequen˜o y veloz, que puede ser instalado fa´cilmente en un robot real.
Los experimentos realizados demostraron la eficacia y efectividad de los oper-
adores gene´ticos utilizados, as´ı como del criterio de especiacio´n basado en el
concepto de familia con taman˜o mı´nimo.
La red neuronal obtenida a partir del me´todo descripto en este trabajo podr´ıa
servir como parte de la solucio´n de un problema ma´s complejo ya que, luego de
haber sido entrenada podr´ıa combinarse con otros mo´dulos utilizando la estrate-
gia definida en [4].
Actualmente se esta´ trabajando para mejorar el criterio de especiacio´n buscando
equiparar la capacidad de reproduccio´n de cada especie con el objetivo de facil-
itar el operador de“poda” utilizado para evitar el crecimiento desmedido de la
poblacio´n.
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