The reorganization of the electricity industry in Spain completed a new step with the start-up of the Derivatives Market. One main characteristic of MIBEL's Derivatives Market is the existence of physical futures contracts; they imply the obligation to settle physically the energy. The market regulation establishes the mechanism for including those physical futures in the day-ahead bidding of the Generation Companies. The goal of this work is to optimize coordination between physical futures contracts and the Day-Ahead bidding which follow this regulation. We propose a stochastic quadratic mixed-integer programming model which maximizes the expected profits, taking into account futures contracts settlement. The model gives the simultaneous optimization for the Day-Ahead Market bidding strategy and power planning production (unit commitment) for the thermal units of a price-taker Generation Company. The uncertainty of the day-ahead market price is included in the stochastic model through a set of scenarios.
Introduction
In recent there has been a reorganization of the electricity industry. The deregulation of the generation and distribution of electricity carried out in most countries in Europe has changed the problems that the generation companies (GenCo) have to face. With the introduction of the Electricity Markets, the price of electricity has become a significant risk factor. One of the techniques for hedging against market-price risk is participation in futures markets (Deng and Oren, 2006) and, for this reason, the creation of Derivatives Electricity Markets has been a natural step in the deregulation process. In liberalized electricity markets, a GenCo must build an hourly bid that is sent to the market operator, who selects the lowest price among the bidding companies in order to match the pool load. Some earlier studies give the optimal bidding quantity once the expected distribution of the spot prices is known (Shrestha et al., 2004; Triki et al., 2005) but do not propose any explicit modelization of the optimal bid. Conejo et al. (2002) proposes an optimal stepwise bidding strategy for a price-taker GenCo based on the units characteristics, the expected spot price, and the optimal generation. Furthermore, Gountis and Bakirtzis (2004) considers the approximation of stepwise bid curves by linear bid functions based on the marginal costs and the optimal generation quantity. Nabona and Pages (2007) gives a three stage procedure to build the optimal bid based on the optimal generation quantity and the zero-price bid. Also, Ni et al. (2004) uses the concept of price-power function, which is similar to the matched energy function used in our work, to derive the optimal bid curves of a hydro-thermal system. Nowak et al. (2005) and Fleten and Kristoffersen (2007) also distinguish between the variables representing the bid energy and those corresponding to the matched energy in the case of a price-taker GenCo. In particular, Fleten and Kristoffersen (2007) has some aspects that are very related to this work; it presents a stochastic programming model to optimize the unit commitment and the day-ahead bidding of a hydropower producer in the Nord Pool. Finally, Heredia et al. (2008a) and Heredia et al. (2008b) , propose an optimal bid function similar to the one introduced in this work where, instead of futures contracts, there are bilateral contracts to be satisfied. Moreover, general considerations about optimal bidding construction in electricity markets can be obtained in Anderson and Philpott (2002) and Anderson and Xu (2002) . Neither of these studies mentioned includes futures contracts.
Some different approaches to the inclusion of futures contracts in the management of a GenCo can be found in the electricity market literature. Most of the literature defines forward contracts as contracts with a physical settlement and futures contracts as contracts with a financial settlement. The main theoretical differences between these two kinds of derivatives products is the level of standardization and the kind of market where they are traded (Hull, 2002) . We focus on the inclusion of physical derivatives products in the short-term management of a GenCo, other general considerations about futures contracts can be found in many works, for instance, Hull (2002 ), Collins (2002 , Neuberger (1999 ) or Carlton (1984 .
Prior to deregulation, Kaye et al. (1990) illustrates how physical and financial contracts can be used to hedge against the risk of profit volatility, allowing for flexible responses to spot price. After day-ahead and derivatives markets start-up, Bjorgan et al. (1999) presents a theoretical framework for the integration of futures contracts into the risk management of a GenCo. Also, Chen et al. (2004) presents a bidding decision making system for a GenCo taking into account the impacts of several types of physical and financial contracts; this system is based on a market-oriented unit commitment model, a probabilistic local marginal price simulator, and a multi-criteria decision system. Furthermore, Conejo et al. (2008) optimizes the forward physical contracts portfolio up to one year, taking into account the day-ahead bidding; the objective of the study is to protect against the pool price volatility through futures contracts. Moreover, Guan et al. (2008) optimizes in a mediumterm horizon the generation asset allocation between different derivatives products and the spot market, taking into account short-term operating constraints; it considers the known price of the contracts and forecasts the spot price. From another point of view, Tanlapco et al. (2002) does a statistical study of the reduction in risk due to forward contracts; it is shown that, for a GenCo, the electricity futures contracts are better to hedge price risk than other related futures as crude oil or gas futures contracts.
As stated above, we are dealing with a new electricity futures contract situation due to the MIBEL definition of physical futures contracts, hence, as far as we know, there is no previous work dealing with the short-term management of the GenCo which includes the coordination between day-ahead bidding strategies and physical futures settlement. The MIBEL regulation (OMEL, 2007) describes the coordination between this physical futures contracts portfolio and the Day-Ahead bidding mechanism of the GenCo. That regulation obliges the GenCo to determine its generation scheduling in order to be able to cover those obligations and to determine its optimal offer, taking into account those futures contracts. Following the idea that the participation in the Spot and the Derivatives Markets has to be studied jointly, the main objective of this work is to build a stochastic programming model which includes the coordination between physical futures contracts and Day-Ahead Market bidding following the MIBEL rules. In other words, we want to see how the inclusion of futures contracts in the model affects the short term strategies of the GenCo in the Day-Ahead Market.
In section 2, the stochastic programming model for the coordination between day-ahead bidding and the physical futures contract portfolio -taking into account thermal unit operational constraints-is presented. In section 3, the optimal bid function is developed and its properties are described. In section 4, a detailed case study is solved and analyzed. Finally, in section 5, some relevant conclusions are presented.
Model

Coordination between Day-Ahead and Derivatives Markets
As stated above, the MIBEL regulation (OMEL, 2007) describes the coordination between the physical futures contracts portfolio and the Day-Ahead bidding mechanism (Fig. 2) . This coordination is structured in the following three phases:
1. For every derivatives contract in which the GenCo is interested, it has to define the Term Contract Units (UCP in the MIBEL's notation) which are virtual units allowed to be offered in the Derivatives Market. Each UCP is formed by the subset of the physical units of the GenCo which will generate the energy to cover the corresponding contract. That regulation implies that the GenCo has to determine its unit commitment in order to be able to cover those obligations and it has to determine its optimal bid by taking into account those instrumental price offers. Due to the algorithm the market operator uses to clear the Day-Ahead Market, all instrumental price offers will be matched (i.e. accepted) in the clearing • quadratic generation costs with constant, linear and quadratic coefficients, c b t (e), c l t (e/MWh) and c q t (e/MWh) respectively, for the t th unit.
• P t and P t the upper and lower bound, respectively, on the energy generation (MWh) of a committed unit t.
• start-up, c on t , and shut-down, c o f f t , costs (e) for the t th unit. e
• minimum operation and minimum idle time, min on t and min o f f t respectively, for the t th unit., i.e., the minimum number of hours that the unit must remain in operation once it is started up and the minimum number of hours that the unit must remain idle once it has been shut down before being started up again, respectively.
First stage binary variables and thermal units operation constraints
The formulation of the start-up and shut-down processes follows Nabona and Pages (2007) . Let u it ∈ {0, 1} be a firststage binary variable expressing the off-on operating status of the t th unit over the i th interval (u it = 1 if committed, u it = 0 if uncommitted). The values of u it and u (i+1)t must obey certain operating rules ini order to take into account the constraints of the minimum in service and idle time. It is necessary to introduce two extra binary variables e it and a it for each u it . Let e it ∈ {0, 1} be a start-up indicator for the t th unit. It has a value of one in all intervals i where the t th unit has changed from u (i−1)t = 0 to u it = 1, and zero elsewhere. Similarly, a it ∈ {0, 1} is a shut-down indicator for the t th unit. It should have a value of one in all intervals i where u (i−1)t = 1 to u it = 0, and zero otherwise. The following three sets of constraints unambiguously model the commitment variable u it and the star-up and shut-down variables e it and a it :
First stage continuous variables and futures contracts covering constraints
Let q it be the first-stage variable standing for the energy of the instrumental price offer, that is, the energy bid by unit t to the i th day-ahead market at 0e/MWh. If variable f it j represents the energy of the j th futures contract allocated to thermal unit t at period i, then the following constraints must be satisfied:
where the known parameters F t , T j and L j are, respectively, the subset of contracts in which unit t participates, the set of thermal units that participates in contract j (the units in all the UCPs that participate in the contract j) and the energy that has to be settled for contract j. Constraint (4) ensures that the energy of the j th futures contracts L j will be completely dispatched among all the committed units of its associated UCPs. Constraints (5) formulate the MIBEL's rule that forces the energy of the future contracts to be bid through the instrumental price offer. The lower bound q it ≥ P t u it prevents committed thermal units from being matched below their minimum generation limit.
Second stage variables: matched energy
The formulation of the objective function of the present model will include variables representing the value of the matched energy for the committed thermal unit t on the i th day-ahead market. For the moment, the matched energy will be loosely defined as the accepted energy in the clearing process; that is, the energy that the thermal t should generate at period i and that will be rewarded at the clearing price. This matched energy, which plays a central role in our model, is uniquely determined by the sale bid and the clearing price. A sale bid in the MIBEL's day-ahead market consists of a stepwise non-decreasing curve defined by up to 10 energy (MWh)-price(e/MWh) blocks. As usual in this kind of work (see Gountis and Bakirtzis (2004)) we will consider a simplified modelization of the true sale bid through the so called bid function λ b it , not necessarily stepwise:
Definition 1 (Bid function). A bid function for the thermal unit t is a non-decreasing function defined over the interval [0, P t ]
that gives, for any feasible value of the bid energy p b it , the asked price per MWh from the day-ahead market: 
The clearing price λ d i is a random variable that will be modeled through a set of scenarios S with associated spot prices
Each one of these scenarios has, for each period i, a corresponding matched energy that will be represented in the model by the second stage variable p s it . Although our model will be developed without any assumption on the specific expression of the bid function λ b it it is necessary, for the sake of the model's consistency, to assume the existence of a bid function with a matched energy function (9) Notice that the existence of such a bid function is not evident, as all scenarios must prove simultaneously equal (10). The proof of existence and the analytical expression of a bid function λ b it satisfying (10) (optimal bid) will be developed in section 3.
The matched energy p s it is related to the rest of the first stage variable through the following set of constraints:
This set of constraints substitutes the bounds on q it defined in (6).
Objective function
The expected value of the benefit function B can be expressed as:
where: (14) (16) represents the expected value of the benefit from the dayahead market, where P s is the probability of scenario s.
The first term, λ d,s i p s it , computes the incomes from the day-ahead market due to a value p s it of the matched energy, while the term between parentheses corresponds to the expression of the quadratic generation costs. Of course, c b t u it could have been added to the deterministic term (15), as it doesn't depend on the scenario, but it has been conserved in (16) for the sake of clarity.
All the functions appearing in Eqs. (15) and (16) Table 4 .1).
The Day-Ahead Bid with Futures Contracts problem
The full model developed in the preceding sections, the socalled Day-Ahead Bid with Futures Contracts problem can be formulated as:
s.t.
In the next sections the properties of the optimal solutions of the (DABFC) problem will be studied.
Optimal Bid
The preceding model (17)- (27) is built on the assumption 1, which presumes the existence of a bid function λ b it with a matched energy function consistent with the optimal solution of the (DABFC) problem, i.e.:
The objective of this section is the development of such a bid function, called the optimal bid function λ b * it (p b it ). In order to derive this optimal bid function, the properties of the optimal solutions of the problem (17)-(27) will be studied in the next section and used to derive the expression of the optimal matched energy p s * it in terms of the instrumental energy bid q * it . 6
Optimal matched energy
represent the optimal solution of the (DABFC) problem. Fixing the binary variables to its optimal value u * , a * and e * in the formulation of the (DABFC) problem, we obtain the following convex quadratic continuous problem:
with T *
Obviously, the optimal solution of this continuous problem should coincide with the optimal value of the continuous variables of the original (DABFC) problem, p * , q * and f * . The (DABFC * ) problem is separable by intervals, being the problem associated with the i th time interval in standard form (Luenberger (2004) ):
where π,μ, µ,μ, µ andμ represent the Lagrange multiplier associated with each constraint.
The Karush-Kuhn-Tucker conditions of the (DABFC * i ) problem can be expressed as:
The (DABFC * i ) problem is convex (c q t ≥ 0) and then the system (43)- (51) 
Proof As lemma 1 establishes, any optimal solution of the (DABFC) problem must satisfy the KKT system (43)-(51). As c t q > 0, equation (43) 
To derive the relationships (52), the solution of the KKT system will be analyzed in the following five cases, among which any optimal solution of the (DABFC) problem could be classified: (47) and (49), allows the matched energy to be expressed as p s * it = P t ≥ q * it .
Lemmas 2 and 3 establish the expressions of the optimal matched energy variable for any spot price λ
d,s i
at any optimal solution of the (DABFC) problem. The bid strategies consistent with such a matched energy will be developed in the next section.
Optimal bid function
In section 2.4 the concepts of bid and matched energy functions were introduced. The matched energy function associated with a given bid function λ b it was defined as 
is optimal w.r.t. the (DABFC) problem and the optimum x * .
(ii) If the generation cost is linear and assumption 1 holds, the bid function:
is optimal w.r.t. the (DABFC) problem and the optimum
Proof We will consider first part (i) of the lemma. To illustrate the proof, the expression (58) has been represented graphically in Fig.3(a) . It can be easily verified that the matched energy function associated to the bid function λ bq * it is ( Fig.3(b) ): 
where θ s it is the parameter defined in equation (54). Now, the equivalence
it } can be easily verified for the three cases of expression (62) (please, refer to Fig.   3 (b) for a graphical interpretation of these three cases):
it , P t }, which will always be less than or equal to q * it . Then, we can write that 
which is represented in Fig. 4(b) . Under assumption 2 it becomes evident that expression (63) market, the expected value of the benefit function (??) will be maximized. There are two important considerations about these optimal bid functions. The first one is that the optimal bid functions (58)- (59) represent to some extent a generalization of the classical self-commitment problem treated by several authors , Gountis and Bakirtzis (2004) ). Effectively, if the thermal unit t doesn't contribute to covering futures contracts at period i (i.e., q * it = 0), then the optimal bid function offers the complete production of the thermal plant p b it at its true marginal cost, 2c q t p b it + c l t or c l t depending on the generation costs functions. Second, the true bid function required by the market's operator in the MIBEL is a stepwise non-decreasing function. The optimal bid function (59) satisfies this condition, but (58) is not stepwise. This is an approximation commonly adopted in the literature (see Gountis and Bakirtzis (2004) ) and does not represent a serious limitation on the practical interest of the model, because it is always possible to built a posteriori a stepwise approximation of the resulting optimal bid (58).
Numerical examples
The model (17)- (26) has been tested with real data of a Spanish GenCo and MIBEL market prices. The model has been implemented in AMPL (Fourer et al., 2003) and solved with CPLEX (CPLEX, 2008) using a SunFire X2200 with two dual core AMD Opteron 2222 processors at 3 GHz and 32 Gb of RAM memory.
Data sources
All the data of this work is public and it has been either downloaded directly from the indicated web pages or calculated by using some other public data. The sources for all data used in the case studies are: • Generation Company data: the information about the thermal units in the study belongs to a GenCo that bids daily in the Day-Ahead Market and also participates in the Derivatives Market (Table 1) . Most of the information about the generation units is available at the CNE's site (CNE, 2008) .
Construction of the set of scenarios
The optimization model presented in this work is stochastic due to the presence of a random variable, the Day-Ahead Market price (see Section 2). This random variable has the characteristics of a financial time series and, in order to be introduced Table 1 : Operational characteristics of the thermal units in the stochastic model, it has to be discretized on a scenario tree. In particular, the model presented in this work is a twostage stochastic problem and, for this kind of model, a set of individual scenarios with its corresponding probabilities is sufficient . In this work, we have observed the following steps in order to obtain the required scenario set:
1. Time series model: the Spanish Day-Ahead Market price presents the following characteristics: high frequency, nonconstant mean and variance, multiple seasonality, calendar effect, high volatility and high presence of picks , which are the common characteristics of a financial time series. The market price has been characterized by an auto-regressive integrated moving average model. We work with the log scale of the price in order to avoid the nonconstant variance, specifically:
The model is fitted based on the data from 2004 to 2007.
The coefficients are estimated by maximum likelihood estimation.
2. Scenario generation: one of the most usual mechanisms for this discretization is the simulation of prices scenarios for the day in study (Kaut and Wallace, 2003 for each scenario, so the reduction of the number of scenarios will reduce the dimension of the problem and ease the computational resolution. Following the algorithm described in Growe-Kuska et al. (2003) , the set of scenarios has been reduced preserving at maximum the characteristics of the simulated set.
In stochastic programming models, the number of scenarios is a critical decision. We deal with this problem by in- where
∀s ∈ S). The value of E(benefits) only considers the benefit from the day-ahead market (terms (16) and (15) ,
when the number of scenarios grows ( Fig. 5(a) ) and the convergence to zero of the difference in the optimal value of the first stage decision variables between each reduced set and the largest one (Fig. 5(b) ). Both values converge from approximately 75 scenarios and the computational time is acceptable.
Any increase in the number of scenarios from 75 to 100 does not improve the optimal solution accuracy enough to justify the 50% increase in the CPU time. Therefore 75 will be the selected number of scenarios for the computational tests.
Computational results
A set of computational tests has been performed in order evenly distributed between q * 12,1 and P 12 . Notice that for the first case (solid line) the unit has no energy allocated to futures contracts so the instrumental offer's energy is the minimum operational limit (160MW) because, as the unit is committed, the matched energy has to be at least this quantity. For the other two cases the energy allocated to futures contracts is 186MW (dotted line) and 256MW (dashed line). In the following analysis, the percentage of available energy used for physical futures contracts will be fixed at 40%. Figure 7 shows variable q * it , the instrumental price bid, energy for each unit and interval. The values shown in the ordinate axis are the minimum and maximum power capacity of each unit. This instrumental price bid can be either the quantity allocated to futures contracts or the minimum operational limit of the unit. Fig. 7 Figure 8: Economic dispatch of each futures contracts, f it j because if the unit is not producing the minimum operational limit it means the unit is off. We can see that unit 5 starts-up at 10 a.m. and units 2, 8 and 9 start-up after 6 p.m. This behavior is related to the prices structure because in the MIBEL the highest prices are at noon and in the evening, the peak hours being after 6 p.m. Figure 8 represents variable f * it j , the optimal economic dispatch of each futures contract. This representation shows how the contract is settled among the different units of each UCP.
Three kinds of physical futures contracts have been considered, 200 MWh in a weekly contract, 500 MWh in a monthly contract and 500 MWh in a yearly contract. It can be observed that every unit of a given UCP contributes to the corresponding futures contract in at least one interval. Notice how in the offpeak hours (lower clearing prices), if possible, each contract is settled by the cheapest unit in the UCP, for example unit 7 in the yearly contract or unit 6 in the monthly contract. Specifically, as unit 7 cannot generate all the energy needed for the yearly contract, unit 3 has to contribute covering the rest of the contract. For this reason the weekly contract is not fully covered by unit 3, which is the cheapest one, but by unit 1, since unit 3 is generating for the yearly contract. In the case of the monthly contract, since the maximum power capacity of unit 6 is insufficient, the contract must be covered with the help of the next cheapest unit, unit 4. The results of the peak hours are not as easily interpretable because day-ahead market incomes are greater and its relation with production costs allows all the units to participate both in futures contracts and day-ahead bidding. 
Conclusions
This work has developed a new quadratic mixed-integer sto- 
