We present sequential ranking and selection statistical procedures that determine the best simulated model configuration among competing alternatives. The best in this context denotes the largest expected value of a given performance metric. In order to run the procedures efficiently, we give algorithms using batched observations, which under certain conditions, exhibit the characteristics necessary for the appropriate application of ranking and selection procedures. We present empirical results that indicate that the sequential procedures are quite parsimonious, in terms of the number of required observations.
INTRODUCTION
The goal of any selection, screening, and multiple comparison problem is to determine the "best" of several competing configurations. In this context, a configuration implies that we have two or more competing systems that are compared by the mean value of some metric describing performance, where simulation is required to assess the value of this metric. Bechhofer et al. (1995) highlight several problem formulations appropriate to various experimental designs. Here, our focus is on the indifferencezone formulation where the objective is to select the configuration with the highest/lowest (interpreted "best") expected value. In this realm, an expectation offers insight on long-term system performance.
We describe various Ranking and Selection (RS) procedures, culminating in the fully sequential KN+ procedure (see Nelson 2001 and Goldsman et al. 2002) . To demonstrate the efficacy of such procedures., we present an empirical performance analysis using independent, identically distributed (iid) normal processes and autoregressive processes. The RS procedures presented here outperform other procedures in terms of reducing the number of required observations necessary to discriminate between competing simulated system configurations. We also show how embedded statistical estimators enable easy application of the RS procedures.
This paper is organized as follows. Sections 2 and 3 present a brief background discussion on RS procedures and embedded statistical analysis, respectively. Section 4 discusses RS procedure performance analysis. Section 5 summarizes this effort.
RANKING AND SELECTION PROCEDURES
RS procedures may be single or multistage. In this context, a stage denotes the execution of a simulated configuration for a number of observations. A single-stage method determines the number of required observations from parameters specified by the experimenter. Adaptive control of an experiment is not possible with a single-stage RS procedure. However, a multistage RS procedure updates the required number of observations from the simulated configuration output, thereby enabling adaptive control of the comparison problem.
For the indifference-zone formulation, the practitioner provides the constants ) , ( * * P δ . The quantity * δ is the indifference-zone parameter, where the indifference zone indicates some comparative region in which the practitioner would not discriminate between competing configurations; here the indifference zone is defined as the set of mean vectors
, where propriate. In particular, this method determines the number of required observations, n, from each of the competing populations via the following formula:
where the constant If the variance of a predetermined metric is unknown, then Rinott's (1978) procedure provides a well-known two-stage technique for comparing configurations. This method relies on the assumptions that obtained data are independent, identically distributed, and from a normal distribution. Goldsman et al. (2002) present an extended version of this two-stage method (R+) and the extended version of the multistage Kim and Nelson (KN+) (2001) method. The following subsections give details.
Extended Rinott's Procedure (R+)
Rinott's procedure is conducted in two-stages. In the first stage, we take an initial sample of observations with the intent of estimating the variance parameters
, of the systems (see Section 3); and these estimates determine the number of observations from each competing system that need to be taken in the second stage in order to satisfy the probability-of-correct-selection requirement. In this extended version of Rinott's procedure, the observations will eventually be divided into batch means (i.e., the sample averages from, say, m consecutive simulation observations from a particular system), which are assumed to be approximately normally distributed. See Section 3 for details on batching and variance estimation. 
Initialization:
Obtain Rinott's constant (from, e.g., Bechhofer et al. 1995) ( )
, where d is the degrees of freedom for the necessary variance estimators (see Section 3), and k is the number of systems.
mV , the sample asymptotic variance of the data from system i using one of the variance estimators discussed in this paper (Section 3).
Calculate the total number of observations from system 
Extended Kim and Nelson's Procedure (KN+)
The Kim and Nelson procedure KN+ is conducted in multiple stages. As in R+, the purpose of the initial stage is to obtain estimates for the variance parameters
, of the competing systems. At the end of this and subsequent stages, any systems that are deemed as being inferior can be eliminated from future sampling and consideration. These variance estimates also help to determine bounds on the numbers of observations that can be taken from each system. As before, for purposes of variance estimation, the observations will eventually be divided into batches.
For two systems i and l, the asymptotic variance of the difference,
and then applying a variance estimator (see Section 3). 
be the set of systems still in contention, and
, where d is the degrees of freedom for the necessary variance estimators (see Section 3). , then stop and select the system whose index is in I and has the largest ( ) i X r as the best. Otherwise, repeat the Screening process. Note that variance estimation only depends on data collected in the initialization stage of this procedure.
EMBEDDED STATISTICAL ANALYSIS
RS procedures often require calculations on both individual and batched observation data. Note that in the presence of autocorrelated data, all of the popular variance estimators from the literature are typically biased. The remainder of this section details methods for obtaining "good" estimators for the variance parameter of a stationary stochastic process.
Suppose Glynn and Iglehart 1990 ).
In the current paper, we make comparisons based on the steady-state means
, which is reasonable due to the consistency assumption. The variance parame- . We proceed with a description of these methods.
Batch Means
If n observations from system i,
, are divided into b batches of length m, then the j th batch mean from system i is:
.
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The observations 
Overlapping Batch Means
The method of overlapping batch means re-uses observations in multiple batches, resulting in an estimator for the variance parameter that has lower variance than that of the regular batch means method. To this end, consider all batch means of the form: 
Note that d v mV
, where
of freedom (see Meketon and Schmeiser 1984) .
COMPARING RANKING AND SELECTION PROCEDURES
This section focuses on the testing and comparison of RS procedures.
Assumptions and Goals
The RS procedures in this paper obtain observations, , , 2 , 1 ,
We assume that, for a specific system i, the observations can be batched, so that we can obtain approximately independent and normally distributed batch means, at least for a large enough batch size. We place no restrictions on the variance parameters of the systems.
Assessing Procedure Performance
The relative difference between competing system configurations directly impacts RS procedure performance. When evaluating the performance of a particular procedure, it is a good idea to see how well the procedure does under various special configurations of the means. Of interest are the so-called slippage configuration (SC),
(often also referred to as the least favorable (LF) configuration), the equal means (EM) configuration,
and the equally spaced (ES) configuration,
( 1)
(when comparing the performance of procedures, we can assume, with little loss of generality, that the smallest mean [1] 0 μ = ). The SC is of interest because, in terms of the ability to decide between systems, it can be thought of as the "most difficult" configuration of means that satisfy the conditions of the probability requirement. The EM configuration is difficult in the sense that it might require a sequential procedure a great deal of time to make a decision as to which system is the best, even though there is no "wrong answer". And the ES configuration is interesting in that it is a "favorable" configuration that ought to allow for easy determination of the best system. The user-specified choice of the indifference-zone parameter * δ also impacts RS procedure performance. Recall that * δ is a comparative region where the experimenter would not discriminate between competing system configurations. If * δ is "too small", then the number of required observations can be prohibitively high; if * δ is "too large", then it is difficult to make a "useful" differentiation between systems. The desired probability of correct selection, * P , also affects procedure performance in an obvious way -the higher the desired P(CS), the more observations will likely be required.
Benson, Goldsman, and Pritchett

Examples: Comparing R+ and KN+ Procedure Performance
We illustrate the performance of the R+ and KN+ procedures with two simple examples.
Independent normal observations
In our first experiment, we varied the initial number of observations, 0 n . Parameterization for this experiment includes 6 = k underlying independent normal processes in the slippage configuration with 0 , and a desired probability of correct selection of 95 . 0 * = P . Here, the "best" system configuration is 6 0.306
Performance metrics are estimators of (1) the probability of correct selection, ) ( CS P , and (2) the average number of required raw (unbatched) observations, Tˆ, obtained from 1000 independent experiment replications. Since the KN+ method is multistage, the upper bound on the number of required unbatched observations (i.e., the largest possible number of observations), determined at the end of the first stage, is also reported. As shown in Table 1 , the KN+ method requires fewer total raw observations, Tˆ, than the R+ method except when 0 n is large (where both methods require the same number). The achieved ) ( CS P is statistically equivalent to or exceeds the desired probability, * P , in all cases. Also, a large number of initial observations creates computational inefficiency, i.e., a large total observation requirement, in both methods. While the upper bound for required observations for the KN+ method is always larger than that for the R+ method, the screening/elimination process within the KN+ method allows for increased computational efficiency.
Using Batched Data
What if the underlying data are not iid normal, i.e., nonnormal and/or serially correlated? Then batching methods such as BM or OBM (among others) might be appropriate to the situation at hand. In this example, we applied batching to a first-order autoregressive [AR(1)] process -a process that produces autocorrelated observations, with the correlations decaying exponentially with the time lag. where 0 n is the number of initial unbatched or raw observations. b . This is consistent with results found in the iid case. Of special interest is the relatively poor performance, in terms of achieving the desired probability of correct selection, of the R+ method when the batch size is small. This can be attributed to fact that the autocorrelated process has caused the distribution of the BM estimator to be something other than the limiting 2 χ distribution. Note that, in this experiment, the KN+ method is not as susceptible to poor ) ( CS P performance as the R+ method. In addition, KN+ requires far fewer raw observations due to its screening process.
Similarly, Table 3 meaningful, but can no longer be interpreted as "the number of batches". This experiment highlights the necessity of asymptotic variance convergence when using the R+ and KN+ RS procedures. Such convergence for the OBM variance estimator in the case of an AR(1) process is obtained once we have both sufficiently large m and 0 b . In fact, the performance of the RS methods is poor when these quantities are not sufficiently large. Observe that the estimated ) ( CS P is nominally achieved with a large 0 n m ratio, implying the necessity for an increase in the number of initial unbatched observations. 
SUMMARY
Ranking and selection procedures enable differentiation between competing simulated system configurations. They are simple to use, especially considering the fact that batching methods allow transformation of correlated data into normal observations under certain conditions. For more mathematical details as well as numerous extensions and augmentations of the elementary procedures discussed herein, see for example, Kim and Nelson (2006) .
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