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Abstract Sleep behavior is traditionally monitored with polysomnography,
and sleep stage patterns are a key marker for sleep quality used to detect
anomalies and diagnose diseases. With the growing demand for personalized
healthcare and the prevalence of the Internet of Things, there is a trend to use
everyday technologies for sleep behavior analysis at home, having the potential
to eliminate expensive in-hospital monitoring. In this paper, we conceived a
multi-source data mining approach to personalized sleep-wake pattern recog-
nition which uses physiological data and personal information to facilitate
fine-grained detection. Physiological data includes actigraphy and heart rate
variability and personal data makes use of gender, health status and race infor-
mation which are known influence factors. Moreover, we developed a personal-
ized sleep parameter extraction technique fused with the sleep-wake approach,
achieving personalized instead of static thresholds for decision-making. Results
show that the proposed approach improves the accuracy of sleep and wake
stage recognition, therefore, offers a new solution for personalized sleep-based
health monitoring.
1 Introduction
Sleep stages are traditionally detected based on electroencephalogram (EEG),
electrooculogram (EOG), and electromyogram (EMG) data. The process re-
quires trained technicians to visually inspect data and score usually 30-second
intervals based on guidelines, mainly the Rechtschaffen and Kales (R&K) [30]
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method or the American Academy of Sleep Medicine (AASM) [1]. The specific
sleep stages can be divided into S1, S2, S3, S4, Rapid Eye Movement (REM),
and wake [30] or N1, N2, N3, REM, and wake [1], where N3 is integrating S3
and S4 stages. Recently data analysis approaches to automatically detecting
sleep stage are introduced to decrease the trained scoring technicians’ work-
load, this has been proven helpful and is already adopted in certain settings.
The approach to test against one technician is limited as technicians’ scoring is
subjective, i.e., have an individual component in the scoring process; therefore,
the agreement is not always present [19]. This means that machine-learning
approaches help to improve automation, but have also potentially learned one
rater’s style.
To collect sleep behavior data at home, and provide an unbiased data
source for doctors, sensor technology is applied for detecting sleep stages [13,
9,6]. Sleep parameters such as sleep onset latency (SOL) help to interpret the
overall sleep quality; usually, extracted from sleep-wake behavior when mon-
itored at home from acceleration data, but still lack in comparison to golden
standards such as polysomnography (PSG). Home-monitoring sensors provide
an unbiased data source, as data are collected in a natural environment and
the number of body-attached sensors is minimal, therefore, less likely to in-
fluence sleep behavior compared to PSG [26]. In this context, a number of
sensors such as actigraphy [17,15,27], photoplethysmography (PPG) [36], bal-
listocardiography [29], and non-contact microphones [7] have been applied to
detect sleep-wake patterns and some progress has been made. The limitations
of current methods are: (1) The use of an one-model-fits-all approach, trained
and tested on (2) too small and (3) non-diverse datasets, (4) extracting too
many features and (5) many factors influence sleep but have not been included
in sleep stage detection. Non-diverse datasets contain, e.g., only healthy par-
ticipants, but diversity is considered important during training [19] to provide
a generalizable method. Especially important is to consider the performance
of healthy and disease-affected subjects. These generalized methods follow an
one-model-fits-all approach, even though, studies have shown sleep behavior
differs for individuals based on factors such as biological factors, age, and
lifestyle [32,15]. Moreover, imbalanced data are usually applied in training,
which can lead to restrictions for the model, being unable to reliably classify
all stages as it is biased towards the majority class.
This work extends our previous work on sleep-wake behavior analysis [10].
To close the aforementioned gaps, firstly, we have developed an adaptive multi-
source data learning approach for granular sleep-stage detection, which con-
tributes to the existing sleep-wake classification by fusing and learning from
multi-source data achieving novel features for sleep detection. Behavioral data
are enhanced by establishing a flexible assessment based on different available
data sources and by integrating personal information from medical history and
genetic information. The approach is able to capture and characterize personal
influence factors by the sleep-wake analysis at different levels of granularity.
Specifically, this approach takes into consideration gender, race, and health
status as influential factors. From the technological perspective, this study fo-
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cuses on the use of HRV and actigraph data, as they are relatively easy to
apply at home. In addition, we combine these two data sources to generate
a rich feature set which has shown to improve the performance. Technically,
we propose a multilayer perceptron (MLP), i.e., a feedforward artificial neural
network. The approach has been evaluated on a large, diverse and balanced
dataset, therefore, providing a representative investigation. This makes the
model more robust and applicable for in-home usage. Moreover, we represent
the impact of the individual features on the data model performance. The
novelty lays in the capability of adapting to different users by incorporating
multi-source data representing influence factors for sleep. Secondly, we con-
tribute to knowledge with an adaptive sleep parameter extraction built upon
the extracted sleep-wake stages, flexible towards individual needs. Personalized
thresholds-based sleep parameter extraction improves reliability compared to
current static threshold-based one-model fits all approaches.
The rest of the paper is organized as follows: Section 2 reviews related work,
Section 3 describes the multi-source data learning approach for sleep stage
recognition and parameter extraction and Section 4 outlines the experimental
design. The results are presented in Section 5 and discussed in Section 6.
Finally, overall conclusions and future work are given in Section 7.
2 Related Work
Sleep staging has been investigated in different complexity in home environ-
ments focusing on various problems: wake-sleep classification [17,21,36,37,27,
18], REM and NREM [31,5,7], 4 Stages, i.e., wake, REM, light and deep sleep
[39] or 5 stages [16,38] [9]. Overall, methods usually deploy PSG as ground
truth where a score is given ever 30-seconds. The basis for more complex sleep
staging is a reliable sleep-wake assessment which is also relevant for sleep pa-
rameter extraction. Sleep parameter extraction, e.g., for sleep duration, means
the extracted sleep-wake periods are analyzed in accordance to sleep episodes.
In this work, we focus on sleep-wake staging and the extraction of sleep pa-
rameters thereof.
Many factors influence sleep and their impacts on sleep patterns can be
observed. In the review of Johnson et al. [14], it was found that individual
races show differences in sleep health and sleep disorders but research within-
groups is still insufficient. Sleep disorders are defined over abnormal sleep be-
havior, therefore, influences sleep considerably [13]. Subjective measurement
techniques found female gender to be a risk factor for poor sleep quality [33];
females have lower-quality sleep, higher SOL and wake up more often, whereas
males often suffer from daytime sleepiness [24]. Influence factors are potential
sources that can improve current sleep stage detection and are rarely investi-
gated when sleep staging is performed. Current research on sleep-wake analysis
mainly focuses on investigating one group of individuals, e.g. males only [27],
or the combination of groups of people (healthy, elderly, and individuals with
sleep restrictions) [15]. Tests on different groups of individuals are performed
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[17] but the effects of influence factors on the sleep-wake analysis are not
investigating and compared on the method level. Based on individual influ-
ence factors and health status changes, model parameters should be adjusted,
and relevant measurements should be monitored to realize reliable sleep-wake
analysis. The investigation of multi-source data would provide the possibil-
ity to incorporate influence factors and assess their influences on sleep stages
in-depth, which we propose in this work.
Various sensors have been investigated for sleep staging. Relevant measure-
ments which have proven promising in recent years for sleep-wake analysis are
actigraphy [17,15,27], accelerometers body-worn and on the bed [37,21], PPG
[36], ballistocardiography [29], and cameras [18]. Classifying sleep from wake
using accelerometers is generally performing well, as movement is known as
one of the main factors to distinguish them. Movement can also be monitored
by cameras which has a more precise monitoring ability but comes with major
privacy issues. HRV features can be extracted from electrocardiograms (ECG),
PPG and ballistocardiography by analyzing heartbeats, which are changing in
response to triggers such as rest and sleep. Changes in HRV with sleep quality
have been used to diagnose sleep disorders and are also successful in sleep
staging [36]. Research has investigated single data sources, but fusing multiple
data sources that can easily be incorporated in one device has not been ex-
plored. This multi-source data can provide more in-depth information and the
reason for specific data source performance can be discussed. In the presented
work, we investigate the two most promising feature sources being HRV and
actigraphy data.
In general, machine-learning approaches give accurate outcomes. In con-
trast, data-driven equations and thresholds can be considered to be alter-
natives [17]. A k-nearest neighbor (kNN) approach employed on PPG data
reaches an accuracy of 77.35% for 10-fold cross-validation (CV). The inves-
tigation shows the best results by combining the extracted PPG and HRV
features from 10 participants suffering from sleep apnea [36]. A convolutional
neural network shows improvement compares to standard sleep-wake classi-
fication increasing specificity from 54% to 68%, but decreasing sensitivity
from 82% to 80%. The study involves 22 elderly from which accelerometer-
based night behavior is collected [37]. Instead of attaching wearable devices to
the human body, they can be placed within the environment such as in [21],
where five Shimmer sensors are positioned in the bed and validated towards a
Philips Actiwatch. Random forests (RFs) are investigated on the down- and
over-sampled data resulting in a sensitivity of 93% and specificity of 86%.
Camera recordings are validated towards PSG and compared to actigraphy
performance in [18]. To extract motion frame difference and motion history
are extracted from 10 subjects. This video-based system reaches an accuracy
of 92.13% [18] but comes with privacy concerns. Kuo et al. [17] propose four
rules from density thresholds for raw one-axis accelerometer data to distin-
guish sleep from wake. The approach is tested on 81 subjects having poor and
good sleep efficiency (SE) and results in an accuracy of 92.16%. Khademi et
al. [15] show that personalized models trained per individual perform similarly
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compares to generalized models. The investigation is based on actigraph data
collected from 54 subjects. These subjects include sleep-restricted individu-
als, acoustics disturbed, older adults on medication, and night workers. The
overall model leads to an accuracy of 87% with extreme gradient boosting
(XGB). But no significant difference in the performance could be found based
on the individual characteristics investigated, i.e., gender, age, sleep disorder
as well as time spent in bed. Actigraph data have also been investigated with
a recurrence quantification analysis (RQA) including time aspects on 43 male
participants reaching 85.3% accuracy [27].
The used methods can be divided into deep learning algorithms (convo-
lutional neural network), instance-based algorithms (kNN), ensemble algo-
rithms (random forest, XGB), non-linear signal analysis methods (RQA) and
thresholds-based analysis. RFs are a collection of multiple decision trees that
can overcome the restriction of simple decision trees [4]. A large number of deep
trees can have high computational costs and use a lot of memory, similar is true
for all ensemble algorithms (e.g., XGB). KNN calculates the distance to every
neighbor for each prediction step and performs slowly when many predictions
must be made [2]. NNs are based on layers of artificial neurons. The training
process is based on weighting, from which predictions can be made even for in-
complete information. NNs need long training times influenced by the number
of parameters used [12], but perform fast afterward. Multilayer perceptrons
(MLPs) (Artificial NNs) have to our knowledge not been performed in sleep
staging but performs well for similar time-series data in the medical domain
[20]. NNs with more than three layers are considered deep learning methods
used due to their reliable performance. However, it is not possible to see which
features are important or how the outcome is produced; additionally, since a
large quantity of training data is necessary, computational costs are quite high.
Overall, the number of parameters that need to be assessed are related to the
computational costs, therefore, more complex-structured models are not the
best choice when similar performance can be achieved with simpler models.
Using sensors in a home environment is less intervening with the sleeping
habit, but still needs investigations to provide a system being able to per-
form accurately for different groups of subjects. It is especially important to
consider differences between monitoring healthy subjects and subjects with
medical conditions [19]. Overall, research is based on one-model-fits-all ap-
proaches validated on small datasets that are not diverse, excluding the im-
pact of potential personal influence factors on the performance and especially
the models. Furthermore, imbalanced data are usually used during training,
resulting in a biased model towards the majority class which can introduce
disadvantages. We target on these issues by proposing a multi-source data
learning approach for granular sleep-wake detection, investigating a balanced
diverse dataset including health status, gender, and race. These factors are
known influence factors for sleep which are relevant. Furthermore, we incorpo-
rate two data sources which are promising as such actigraphy and HRV features
and combine them in our multi-source dataset. This provides the possibility
to assess the data source and influence factors individual ability of classifica-
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tion, establish their performance differences and improvements. Furthermore,
we propose a personalized sleep parameter extraction technique incorporating
dynamic thresholds for sleep parameters using sleep-wake assessment.
3 Sleep-Wake Pattern Analysis
In this section, we describe the multi-source data learning, feature extraction,
and preprocessing for sleep-stage recognition; and the personalized sleep pa-
rameter extraction technique fused with the sleep-wake recognition.
3.1 Multi-Source Data Learning for Sleep-Wake Recognition
We propose a multi-source data learning approach with a fine-grained structure
to detect sleep and wake stages. Our aim is to move away from a one-model-
fits-all approach towards a personalized approach. We consider a two-stage
classification problem following the gold-standard of 30-second scoring inter-
vals; these intervals are scored as sleep or wake stage.
A visual representation of our multi-source data learning approach is pre-
sented in Fig. 1. We incorporate two types of data: personal data, including
gender, health status, and race; and physiological data, including actigraphy,
HRV, or a combination of the two. The physiological information is fused
with clinical history and genetic information (influence factors). Depending
on the specifics of the personal data, a portion of this fused information is
selected and a final dataset is assembled. The selected training datasets are
pre-processed and features are extracted, which are explained in more detail
in the following sections. The features are used to train MLP with one hidden
layer that has the same size as the list of features. The structure is depicted in
Fig. 2, which shows the number of input features (F1, F2, ..., Fn) and nodes in
the hidden layer (N1, N2, ..., Nn). The overall model consists of three layers:
an input layer, a hidden layer, and an output layer. The output layer describes
the classification targets, which are wake (W) and sleep (S) stages. The num-
ber of nodes is adjusted to the accessible sensory data input features, either
being 18 for HRV, 7 for actigraphy, or 25 for both (details in Section 3.3).
We decided on the MLP empirically based on initial experiments comparing
methods considered appropriate in the literature. These methods show similar
outcomes with respect to accuracy; the best outcomes across several experi-
ments are presented here: Generalized Matrix Learning Vector Quantization,
78.2%; kNN, 79.0%; MLP, 79.1%; ada-boosting, 79.2%; and RF, 80%. A model
with a simple structure that is still able to learn from the data can counteract
the possibility of overfitting. MLP contains three layers and still performs well;
the tested ada-boosting and RF have a more complex structure—ada-boosting
is tested on 100 estimators and RF is tested with 50 estimators and a depth
of 30. The results from ada-boosting and MLP are not significantly different
(t-test on two related samples). Furthermore, the standard deviation (SD)
































Fig. 1: The multi-source data learning approach for sleep-wake pattern detec-
tion
over the repeated experiments was lower for MLP compared to ada-boosting,
therefore, was chosen, as it suggests a more stable performance. We investi-
gated the mean squared error (MSE) for the training and test sets and found
that RF was overfitting (MSE was high for testing and low for training). MLP
did not show overfitting, as a consequence was chosen as being an appropriate
model for further investigations.
For testing on unseen individuals, a model is selected based on the subject’s
personal information. Features from the physiological data are then calculated
and given to the selected model to assess sleep and wake stages.
We illustrate the idea of a fine-grained adaptive structure against the tra-
ditional general approach in Fig. 3. The information used to reach a granular
adaptive model details gender, race, and medical history data, i.e., health
status. The health status reflects if an individual is affected by a sleep disor-
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Fig. 2: Multilayer perceptron design.
der or healthy. In our tests, we include four races—White, Asian-American,
African-American, and Hispanic—and three diseases—RLS, insomnia, and
sleep apnoea. The standard data for general sleep-wake approaches are used
to generate specific models. This data typically includes physiological data
from a single data source (e.g., actigraphy or HRV). We expand upon this
with multiple data sources by fusing actigraphy and HRV. Figure 3 shows
the steps to achieve fine-grained models. First, gender information determines
gender-specific models. Second, the health status of an individual—included if
available—determines a health-status-specific classification. Third, race iden-
tification, if available, determines a race-specific model. This information can
also be combined to select a model with two or all three influence factors. Each
of these steps is flexible; if at least one is included, a fine-grained sleep-wake
recognition approach is reached. The advantage of a fine-grained approach is
that influence factors can be incorporated into individual models.
The proposed approach is designed to be adaptable to (1) available personal
information and (2) available sensory data. First, the availability of gender,
health status, and race is not guaranteed. Therefore, only one is necessary
to reach a somewhat personalized approach. The different integrated medi-
cal history and genetic aspects can deal with different groups of individuals,
e.g., female healthy Asians. Second, the approach can incorporate multiple
data sources by combining calculated features through a 30-second raw data
structure. This is feasible by adapting the size and overlap of the windows
when calculating individual features. Generally, this approach can be applied
to any data source that provides information on sleep in a similar structure.
The design of our approach allows for varying levels of granularity, ranging
from gender-specific to race-health-gender-specific. The system can work with
the granularity of genders, health status states, and races, concrete validation
details are given in Section 4.1 and presented in the ’tested on’ parts.
3.2 AI-enabled Sleep Parameter Extraction Technique
We developed a personalized AI-enabled sleep parameter extraction technique
which is fused with the sleep-wake approach described in the previous section.
The steps of the technique are summarized in Fig. 4. Firstly, data coming from










Fig. 3: Illustration of the steps from a general to a fine-grained approach.
behavioral and personal information are prepared for the sleep-wake pattern
extraction. This means individuals are categorized by personal information
and features are extracted, details are given in the next section. Secondly,
the extracted wake-sleep patterns are standardized towards 30-second epochs
(the standard interval for medical assessment). The wake-sleep episodes are
the basis for sleep parameter extraction. This means, e.g., for sleep duration,
the extracted sleep-wake periods are analyzed in accordance to sleep episodes.
Generally, static thresholds are used to define sleep parameters not person-
alized to groups of individuals; e.g., the 15 minutes rule is applied [23] for
SOL investigation, but research has shown that age-based variable thresholds
improve the correspondence to PSG [22]. Therefore, we incorporate dynamic
thresholds that change depending on personal factors. We propose to person-
alize the thresholds for sleep parameters based on subcategories, i.e., health
status, race, and gender. Therefore, thresholds need to be adapted according
to the personal information available. In this investigation, we follow an em-
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Fig. 4: Personalized sleep parameter extraction.
3.3 Feature Extraction and Preprocessing
Feature extraction and preprocessing are essential for our approach especially
for being adaptable to accessible data source information. Therefore, different
sampling rates need to be adapted to a 30-second interval structure. Further-
more, we consider a balanced training and test set for sleep stages and gender.
For actigraph data, the provided data include activity counts and light data
in 30-second intervals. Furthermore, we calculate the mean and SD features
over 5-minute overlapping windows. Activity counts summarise the intensity of
activeness at a time [8]. While light gives information about the ambient light
divided into white-, red-, green- and blue-light. These light features can help
to judge the day-night-rhythm [8]. Light exposure at night has shown effects
on sleep, blue light increased alertness and red light increased cortisol levels
[11]. Furthermore, blue light is emitted by smartphones and can help to judge
a by movement unrelated wakefulness with the blue light level. Both can cause
awakenings or difficulties falling asleep, therefore, they are important aspects
to assess sleep and wake stages. When using light as features patterns can be
learned by the MLP which reflect the influences and help better judge sleep
and wake stages. Overall seven features are extracted: activity counts, mean,
SD and four light features.
To extract the HRV features, an analysis based on ECG is performed by
the NSRR [25] to extract QRS complexes and, therefore, R-points. The QRS
complex describes three of the graphic deflections in a typical ECG. From these
R-points, normal sinus beat intervals (NNs) and cardiac inter-beat intervals
(RRs)—the intervals between adjacent QRS complexes—are determined (for
details compare [35]). Certain intervals are excluded based on the exclusion
criteria presented in [25] to remove artifacts: Excluding individuals (1) with
sleep stages of <2 hours, (2) with normal-to-normal-intervals (NN) <1.000,
(3) NN < 0.35 sec or > 2.5 sec, (4) <180 NN within 5-minute windows. To
receive the HRV features the information is fused into features getting values
for 30-seconds each coming from 256Hz sampling rate. The idea is based on
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Table 1: HRV features which are calculated and excluded (x) based on their
pre-assessed pairwise correlation.
Feature Description x Feature x
Time-Domain
30-sec Intervals Whole Sleep Period
NN RR ratio of consecutive NNs* over all RRs* x Tot NN RR x
AVNN average of all NNs* Tot AVNN
IHR average instantaneous heart rate Tot IHR
SDNN standard deviation of all NNs* x Tot SDNN
rMSSD square root of the mean of the squares of
difference between adjacent NNs*
Tot rMSSD
percentage of differences between adja-
cent NNs* that are
pNN10 >10 ms Tot pNN10 x
pNN20 >20 ms Tot pNN20 x
pNN30 >30 ms x Tot pNN30 x
pNN40 >40 ms x Tot pNN40
pNN50 >50 ms x Tot pNN50
5-min Intervals
SDANN standard deviation of the averages of
NNs*
SDANNINDX mean of the standard deviations of NNs*
Frequency-Domain
5-min Intervals Whole Sleep Period
TOTPWR total NNs* spectral power up to 0.4 Hz x Tot TOTPWR x
ULF ultra-low FP*: [0, 0.003 Hz] Tot ULF
VLF very low FP*: [0.003, 0.04 Hz] Tot VLF x
LF low FP*: [0.04, 0.15 Hz] x Tot LF
HF high FP*: [0.15, 0.4 Hz] Tot HF x
LFn normalized LF x Tot LFn x
HFn normalized HF x Tot HFn x
LF-HF-ratio the ratio of low to high FP* x Tot LFHF
*NNs-normal sinus beat intervals; RRs-cardiac inter-beat intervals; FP-frequency power
the amount of extracted beats within epochs of 30 seconds. In Table 1, the
extracted features are provided, divided into time- and frequency-domain fea-
tures. The HRV features are calculated over 30 seconds, the whole recorded
sleep period, and over 5-minute intervals according to the NSRR formula-
tion [25,34]. Whole night values are treated as a constant feature for data
from a specific subject. Traditional resampling can cause a reduction in high-
frequency components and Fast Fourier transformation needs balanced dis-
tributed samples; Lomb periodograms are used for frequency-domain spectra
calculation of irregular data samples [34,25]. Furthermore, pairwise Pearson
correlated features are excluded reducing the number of features from 38 to
18 (excluded features are marked as x in Table 1).
Moreover, we apply down-sampling to reach a balanced dataset based on
gender and sleep stages. As the used MLP does not look at a time series, we
delete randomly different values from the majority class per repeat of CV.
Moreover, the data are normalized per feature. For the case of non-gender
specific training, we keep a ratio of 1/1 for male/female and sleep/wake stages,
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creating a gender and sleep stage balanced dataset and reject those subjects
which less than 400 examples of sleep-wake stages, details in Section 4.2.
4 Experimental Design
To validate our approach and test the necessity of personalized models tangled
with granular adaptive data analysis, certain experiments are performed. We
are especially interested in sleep stage recognition with actigraphy and HRV
data and sleep parameter extraction. Therefore, data are used which provides
actigraphy and HRV features. In this section, we present the considered ex-
perimental data and the experimental settings to investigate the performance
and influential aspects on sleep-wake stage detection.
4.1 Experimental Data
To explore our approach, we use an existing dataset from the National Sleep
Research Resource (NSRR) [25]. More concrete data from the Multi-Ethnic
Study of Atherosclerosis (MESA). The dataset includes PSG, actigraphy and
sleep questionnaires data measured at home in an unsupervised setting [3] and
was made available by the [25] [34]. The advantage of the dataset is the diver-
sity which comes from the inclusion of participants (1) from different ethnic
backgrounds including African-American (B), White-American (W), Hispanic
(H), and Asian-American (A), (2) with both genders, (3) aged between 45 and
84 and (4) with different health status (HS) either healthy (He) or diagnosed
with sleep disorders, in concrete, sleep apnea (Apn), insomnia (Ins), and rest-
less leg syndrome (RLS) [3]. The segmentation of the dataset which is used
during the investigation for training and testing is presented in Table 2 shows
the number of people and average age with SD per data source and diver-
sity factors. An overview of the data segmentation on gender and ethnicity
can be seen in Fig. 5. We can see the unequal distribution which needs to be
taken into account. For the case of females and males together, we provide the
number of available data used in the two different experimental settings, i.e.,
gender-balanced and gender-imbalanced case, details are given in Section 4.2.
The data collection was performed in the United States.
The initial objective of the study was to examine disparity of sleep disor-
ders and behavior across ethnic groups and gender as well as relate sub-clinical
atherosclerosis [3,25]. In this investigation, we use the first night of actigraphy
which was collected simultaneously with PSG [3,34] to validate our proposed
personalized multi-source data learning approach for diverse subjects and in-
fluence factors. Recordings from PSG and actigraphy were scored by the help
of trained technicians, but have only a 76.71% match with the PSG scores,
while down-sampling and averaging shows only 73.45% coherence, suggesting
a majority class bias, compare Section 5. This shows the necessity of improving
current recognition rates and investigating a granular adaptive approach. The




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 5: Data segmentation overview on Gender and Ethnicity.
ground truth (PSG) of sleep stages are following the R&K method, which we
translated to wake and sleep stages. In the investigation, sensors are used that
can easily be applied at home, as such actigraphy and HRV features from ECG
measurements. To use the dataset, we need to extract features and pre-process
in line with the process described in Section 3.3.
4.2 Experiment Settings
The validation of our proposed personalized sleep-wake recognition approach
is performed in various scenarios that are described in detail in this section.
As already stated, we conducted health-status-specific and race-specific experi-
ments. Health status categories include: all health statuses (shown as All-HS);
healthy (He); diagnosed with apnea (Apn); diagnosed with insomnia (Ins);
and diagnosed with the restless-leg syndrome (RLS). Race categories include:
all races (All-Races); African-American (B); White (W); Hispanic (H); and
Asian-American (A).
The training and test sets are the individual segmentation per experiment
shown in Fig. 5. All investigations are validated with six times 10-fold CV to
ensure representative outcomes and we report averaged accuracies with SD
in Section 5. This means that each data segmentation in Fig. 5 is separated
into 10 sub-sets were each segment is once used for testing, while the other
9 segments are used for training, which is repeated six times. Accuracy is
considered sufficient, as data are always balanced for sleep stages (this implies
recall is the same as the accuracy). Based on changes of SD across different
repeats of CV, we find the influences that the used training data has; if the
SD is higher, the approach works better for certain training-/testing-splits
than for others. The experiments are investigated for different accessible data
sources: actigraphy, HRV, and the two fused together (fusion is done on the
feature level).
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The structures of the sleep-wake analysis scenarios include the following
steps:
First, we compare our fine-grained approach on actigraphy data with the
original sleep-wake classification, which is part of the used dataset [25]. The
original sleep-wake classification is denoted as ‘Original Sample’ and is based
on the imbalanced dataset with respect to sleep-wake stages. Additionally, we
explore the performance in the down-sampled case, referred to as the ‘Under-
sampled’. This scenario is further referred to as scenario (1).
Second, we analyze data for females (shown as Female in the result sec-
tion) and males (Male); all data from the specific gender groups are used in
the model supporting a gender-specific model. The average of these outcomes
is also given (Avg. Gender) in order to be comparable to the overall perfor-
mance when personalization is not integrated. Furthermore, the race-specific
and health status-specific analyzes are performed, which are using the available
race and health status information to develop a fine-grained adaptive model.
We will refer to ‘Avg. Races’ as the average of all individual race-specific
trained models and ‘Avg. Health Status’ as the averaged performance of all
health status-specific models. Combinations of, e.g., gender and race informa-
tion in a model are referred to as ‘Avg. Gender and Race’. These scenarios are
further referred to as scenarios (2).
Third, we compare the outcomes with the case in which the data from
both genders are taken together to train a more general model. This general
approach is explored with a 1/1 ratio for female/male and sleep-wake stages
per individual (All; (3a)) or imbalanced towards gender using all data from
all individuals (All-biased; (3b)). These scenarios are further referred to as
scenarios (3a) and (3b).
Fourth, we consider gender as an extra feature in the data, either balanced
sleep stages and gender (Incl. Gender; (4a)) or imbalanced towards gender
(Incl. Gender-Biased; (4b)). These scenarios are further referred to as scenarios
(4a) and (4b). Experiments (3a) and (4a) are trained on six times 10-fold CV
based on subjects, making sure the sleep-wake ratio is 1/1 for each subject
set.
Fifth, we determine the best approach in terms of training data. Models
are trained on individuals with a medical condition and tested on both healthy
individuals and individuals with a medical condition. Additionally, models are
trained on healthy individuals and tested on both healthy individuals and indi-
viduals with a medical condition. In the results section, we refer to this analysis
as ‘Train Disease - Test Healthy’ (i.e., train model on diseased individuals and
test on healthy individuals).
Lastly, we investigate the performance of the variable-threshold-based pa-
rameter extraction process built upon our wake-sleep assessment approach.
We use the lights-off time from PSG provided in the dataset to make a direct
comparison with the actigraphy. This means that both data sources are used
from the lights-off time onwards. The scope of the functionality investigation
lies in SOL, because SOL is important to show abnormalities of sleep behavior
and to indicate insomnia.
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5 Results
In this section, the results of the experiments are presented investigating actig-
raphy and HRV features.
5.1 Comparison of Different Approaches
In Fig. 6, the outcomes of the original sleep-wake classification is compared
with the outcomes of our fine-grained approach on actigraph data. For acti-
graph data, the original classification for sleep-wake stages from [25] can be
seen as ’Original Sample’ which is around 76%. In the downsampled case,
shown as ’Under-sampled’ the repeated-averaged accuracy decreases by around
3%. For example, for ’All-HS’ a decrease can be observed from 76.71% to
73.45%.
Furthermore, the results are given for: ’All’ (compare Section 4.2 3a), ’
Gender’ (4a), ’Avg. Gender’, ’Avg. Races’, ’Avg. Gender and Race’, and ’Avg.
Health Status’.
In Fig. 6, actigraphy based recognition rate can be improved for around
5% when using MLP, compared to the down-sampled currently used recog-
nition methodology. For example, ’All-HS’ reached 78.98% for ’Avg. Gender’
compared to the downsampled 73.45%.
The ’Avg. Health Status’ models reach an accuracy of 77.88%, while gender-
specific personalized models on top of the health-specific classification can
achieve an averaged accuracy of 78.47% [79.16, 79.38, 78.06, 77.29] and even
78.75% [78.87, 78.93, 79.05, 78.15] if also the race is specified. Overall, the
gender-specific approach reaches the best outcome with 78.98% in the ’All-
HS’ case.
We can especially see the effect of inclusion of race- and gender-specifics in
the disease-affected cases. For example, 79.05% accuracy for insomnia ’Avg.
Gender and Race’ compares to 78.06% for ’Avg. Gender’. The results show that
a fine-grained model improves current one-model-fits-all approaches, especially
for subjects affected by a disease compare ’Avg. Gender and Race’ (79.05%)
and ’All’ (77.01%).
Furthermore, it can be observed that including gender (’Incl. Gender’) as
a feature during training does not change the recognition rate towards ’All’
mentionable. This can be seen, e.g., in ’Ins’ which reaches an accuracy of
77.01% for ’All’ which is basically the same as 77.05% for ’Incl. Gender’.
5.2 Investigating Different Data Sources
In Fig. 8, 9 and 10, the results from experiments (2)-(4) are presented for
’Male’, ’Female’, ’Avg. Gender’ (compare Section 4.2 2), ’All’ (3a) and ’Incl.
Gender’ (4a).
The SD is not given in ’All’ and ’Incl. Gender’ for visual reasons, overall
the SD for ’All’ and ’Incl. Gender’ are similar, and 1-5% higher than in the
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Fig. 6: Performance overview of original sleep-wake classification and the pro-
posed approach.
individual trained models. For example, ’White, RLS, All’ has a SD from 7.8%
and ’White, RLS, Incl. Gender’ 7.6% while the gender-specific ’Avg. Gender’
has only 0.95%.
Furthermore, it should be noted that the SD is lower in the (3b), (4b)
gender-imbalanced experiments compared to the (3a), (4a) balanced case, refer
to Fig. 7. More concrete, for (3b): ’All-Races, Apn, All’ the SD is 0.5% and for
(4b): ’All-Races, Apn, Incl. Gender’, 0.4% compared to (3a): 3.4% and (4a):
3.7%. There is an accuracy difference between (3a) and (3b) as well as (4a)
and (4b) for HRV, which is not as obvious present in actigraphy. For example,
(3a) ’A, He, All’ reaches an accuracy of 79.1% while (3b) reaches an accuracy
of 71.6% in the HRV case.
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Fig. 7: Gender-balanced and gender-imbalanced HRV training results.
In Fig. 8, accuracy is usually higher for male participants compared to fe-
males. For example, ’All-HS’ in the ’All-Races’ case can reach 80.04% accuracy
for males and 77.92% for females. In contrast, for HRV in Fig. 9 the outcomes
are more similar, with the individual female models performing better overall
with 80.60% averaged accuracy compared to 79.64% for males. In the combined
case in Fig. 10, the males (85.77%) outperform the female models (84.65%)
again.
The effect of fewer subjects is represented in higher SD, compare Table 2.
For example, ’HRV, Female, A, Apn’ with six subjects has a SD of 1.6% and
’HRV, Female, W, He’ with 601 subjects has a SD of 0.2%. Be aware that the
’Male, Asian, Apnea’ case simply contains one participant, which makes it not
representative to make conclusions from this setting, therefore, it is excluded
in the presented results.
For ’He’ individuals (e.g in Fig. 8 ’White, He, Male’ with 0.2%) and ’All-
HS’ data (0.2%), the SD is normally lower than for the disease models (’Apn’:
1.1%, ’Ins’: 0.8% and ’RLS’: 0.8%).
The average SD for HRV is in general higher with 1.08% for ’Avg. Gender’,
4.27% for ’All’ and 0.68% for ’All-biased’, while it is 0.79% for ’Avg. Gender’,
3.42% for ’All’ and 0.59% for ’All-biased’ for actigraphy, and 0.86% for ’Avg.
Gender’, 4.09% for ’All’ and 0.6% for ’All-biased’ in the combined case.
Overall, the accuracy for actigraph data is less diverted over races and
health statuses (ranging from 76.3% to 82.2% for ’Avg. Gender’) compared
to the HRV case (ranging from 74.2% to 86.2%), as can be seen in Fig. 8
and 9. For the actigraph case, it is more difficult to distinguish wake and sleep
stages in the Hispanic group (averaged ’Avg. Gender’ over Hispanic individuals
76.65%), while for HRV it is very accurate (81.22%).
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Fig. 8: Outcomes for actigraphy data: Accuracy with SD for female (Female),
male (Male), and both together (All); averaged female and male (Avg. Gen-
der); and both together including gender as a feature (Incl. Gender).
If we look at disease-affected and healthy subjects, HRV in Fig. 9 shows
a trend, performing better for disease participants compared to healthy. For
example, ’White’ averaged disease-affected results reach 82.05% accuracy com-
pared to healthy with 76.64% accuracy. This trend is also visible when combin-
ing the data sources in Fig. 10. Actigraphy shows closer accuracy rates while
male and female models seem more diverted. The disease-affected cases per-
form slightly worse than the healthy cases. For example, ’B’ averaged disease-
affected outcomes reach 78.46% while for healthy cases 80.08% accuracy can
be reached.
Based on these trends, we investigated the combined cases (compare Fig. 10),
which improved the accuracy around 5% compared to HRV (e.g. 74.5% for
’All-Races, He’ using HRV to 80.6% in the combined case) keeping the general
trend of the HRV models. For actigraphy, only 1% increase in the healthy
subjects (from 79.21% to 80.87% for ’All-Races, He’) but also 5-8% in the
disease-affected subjects can be recognized (e.g. ’All-Races, RLS’ from 77.29%
to 85.47%).
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Fig. 9: Outcomes for HRV data: Accuracy with SD for female (Female), male
(Male), and both together (All); averaged female and male (Avg. Gender);
and both together including gender as a feature (Incl. Gender).
5.3 Exploring Healthy and Disease-Affected Performance
In Fig. 11, 12, and 13, the experiments from setting (5) are given for actigraph
data, HRV data and the combination of HRV data and actigraphy measure-
ments. The results are given for the trained on individuals with a medical
condition and tested on healthy subjects (’Train Disease - Test Healthy’) and
tested on subjects with a medical condition (’Trained Disease - Test Healthy’).
Furthermore, the average of the outcomes (’Avg. Disease Trained’) is given.
The fields are colored in shades of red for the model trained on subjects af-
fected by a medical condition and colored in shades of blue for on healthy
subjects trained models. Furthermore, the average of the individual models
trained on specific diseases is given (’Avg. Ind. Disease Models’) and the aver-
age of all individual health statuses models (’Avg. Ind. Models’), i.e., healthy
and diseased-affected.
For Fig. 11 a very clear performance difference between male and female
groups is visible over all experiments, e.g., ’All-Races, Males’ reach 80.4% while
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Fig. 10: Outcomes for the combined data of actigraphy and HRV: Accuracy
with SD for female (Female), male (Male), and both together (All); averaged
female and male (Avg. Gender); and both together including gender as a
feature (Incl. Gender).
Fig. 11: Diseased-individual- and healthy-individual-trained models tested on
diseased and healthy individuals for actigraphy data.
’Females’ reach 77.01%. In the Hispanic group, it is difficult to distinguish the
sleep-wake stages for females.
When comparing Fig. 12 and 13, a similar trend can be recognized from
HRV and the combined case. The trained models are most distinctive in the
HRV and combined case Fig. 13, meaning individual trained models fine-
grained on disease and health status are preferable. For example, for white
males ’85.85%’ are reached with the fine-grained model compared to 82.73%
and 81.43% for ’Avg. Disease Trained’ and ’Avg. Healthy Trained’. This trend
is also present in Fig. 11 when races are considered, such as for Asians, males
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Fig. 12: Diseased-individual- and healthy-individual-trained models tested on
diseased and healthy individuals for HRV data.
Fig. 13: Diseased-individual- and healthy-individual-trained models tested on
diseased and healthy individuals for combined actigraphy and HRV data.
72.28% in ’Avg. Ind. Models’ compared to 80.17% for ’Avg. Healthy Trained’
and 79.87% for ’Avg. Disease Trained’.
5.4 Comparison to Existing Methods
In Table 3, we compare our proposed model to standard sleep-wake recogni-
tion (presented in Section 2). Note that we calculated the macro-average for
recall on a balanced dataset, meaning that recall and accuracy are the same.
It is not possible to accurately compare our outcomes with Wolz et al. [37]
and McDowell et al. [21], as their ground truth is provided by an actigraph
unit while ours is based on PSG. Only Uçar et al. [36] provide a 10-fold CV.
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However, we also repeat this analysis six times and on a bigger dataset to pro-
vide results that more accurately represent the general population. Our model
is trained on the highest number of individuals and with the highest level of
diversity of any study done before on this topic. Overall, we can reach the
highest Cohen’s Kappa (κ) of 0.69 using our fine-grained approach on gender
and health statuses by combining two data sources.
Evidence shows that camera recordings lead to the highest levels of accu-
racy [18] which comes with certain privacy-preservation issues. The studies,
conducted by Kuo et al. [17] and Khademi et al. [15], are very similar in ac-
curacy, though Khademi et al. [15] reach a recall of 38%, which is considered
low. Our accuracy is lower than that of Kuo et al. [17] but we use a balanced
dataset in terms of gender and sleep-wake stages with more participants. We
also use processed activity counts and light levels instead of raw accelerometer
data. Additionally, our approach reaches higher κ values than Parro and Valdo
[27] despite ours including both males and females while they only included
males.
Table 3: Comparison with other methods
No Health Status Sensor F* Acc* Rec* κ M*
[36] 10 Apnea PPG 28 77.4 79.0 0.59 kNN
[18] 10 - Cam. - 92.1 - - -
[17] 81 poor/good SE Acti. 2 89.7 92.9 0.62 -
[15] 54 diverse Acti. 39 87.0 38.0 - XGB
[27] 43 male Acti. - 85.3 65.4 0.53 RQA
Ours 1641 diverse ECG 18 79.1 79.1 0.58 MLP
1576 diverse Acti. 7 79.0 79.0 0.58 MLP
1576 diverse Com. 25 84.6 84.6 0.69 MLP
*F-Features; Acc-Accuracy; Rec-Recall; M-Method
5.5 Personalized Sleep Parameter Extraction
In Table 4, the original SOL calculation using the 15 minutes rule on the
original sleep-wake stages is compared to our proposed personalized variable-
threshold technique fused with the proposed sleep-wake approach. It can be
seen that the mean difference is lower for our sleep-wake analysis approach
with 20.16 compared to 20.74 for the original sleep-wake stages. The person-
alization of the thresholds is relevant, we explored various threshold values
between 2 and 50. The personalization of gender, health status, and race pro-
duces a better correlation with PSG with 17.78 mean difference compared
to 20.74 in the original. Furthermore, we investigate the Pearson ad Spear-
man correlation with PSG and reach a lower correlation for the Spearman
correlation, but overall better mean differences, which we use as the main in-
dicator. For different personal information, thresholds need to be differently
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Table 4: Variable threshold performance compared to original 15-minute rule
for SOL
Approach Threshold Correlation MD
Pearson Spearman
Original 15 0.68 0.73 20.74
Our 25 0.63 0.57 20.16
Original M* 15 0.63 0.73 26.50
Our M* 15 0.63 0.62 24.08
Personalized Thresholds
Gender-Specific
Female 25 0.60 0.50 20.29
Male 25 0.72 0.69 19.94
Mean 20.16
Health Status-Specific
Healthy 25 0.67 0.60 19.98
Apnea 20 0.61 0.56 14.20
Insomnia 20 0.62 0.50 27.43
RLS 25 0.65 0.64 18.09
Mean 19.78
HS F/M Mean 19.67
Race-Specific
White 25 0.60 0.54 17.84
Asian 20 0.77 0.62 17.28
African 20 0.66 0.58 22.87
Hispanic 25 0.58 0.60 23.56
Mean 20.05
Race F*/M* Mean 19.69
HR Race F*/M* Mean 17.78
*MD-mean difference; F-Female; M-Male
set to reach the best match with PSG data. A comparison between the orig-
inal 15-minute rule and our variable personalised threshold (variable-minute
approach) is depicted in Fig. 14. For male participants (shown in green), im-
provement is visible. Overall, our approach tends to underestimate SOL while
the original tends to overestimate it.
6 Discussion
6.1 Comparison of Different Approaches
The difference between the original and down-sampled case shows that sleep,
the majority class which is down-sampled, is more often matching with the
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Fig. 14: Comparing SOL from original sleep-wake algorithm with 15-minute-
rule and our fine-grained model with variable-minute approach with PSG. Lin-
ear regression, Bland-Altman Plot and Histogram of Differences is presented.
Green indicates male participants, while white indicates females.
sleep stages in the ground truth (PSG) than the wake stages. This shows the
better fit between the majority class and the ground truth from PSG.
The lower outcome for ’Avg. Health Status’ shows the influence of the
training data on the recognition rate and the importance of fine-grained ap-
proaches, as we can increase the performance by personalizing the model in
terms of gender and race.
The findings show that fine-grained models have an advantage over current
one-model-fits-all approaches. Especially, subjects with a medical condition
show an improvement in performance, e.g., ’Avg. Gender and Race’ (79.05%)
and ’All’ (77.01%). This is a positive result as disease-affected individuals are
usually the target group for sleep behavior analysis. This effect comes from
the fact that gender, race, and health status are influence factors for sleep.
Another finding is the importance of how to include the information during
the training process. As we tested the inclusion of gender as a feature ’Inc.
Gender’ and in the personalized approach in the sub-categorization. The model
can train the differences better if it is individually trained compared to the
knowledge inclusion as a feature.
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6.2 Investigating Different Data Sources
The differences in SD, between the general approach and the personalized
gender-specific case, shows the stability and reliability of a granular perspective
in sleep-wake recognition, as the SD is lower for repeated experiments.
The findings that SD for the HRV data, i.e., imbalanced is lower than in
the balanced case, suggest the effect that the biased case learns the majority
class better, but also that patterns between individuals and time in sleep are
present. This can be explained by HRV changes between different sleep stages;
therefore, it is also used to investigate higher granular stages; while actigraphy
is based on movement being more consistent over time; therefore, this effect is
not as obviously present.
The finding that male participants perform usually better than females
suggests that male participants and their movement are more consistent over
the population, while females have more individual components, suggesting
individual trained models have an advantage.
Subject size affects the performance and needs to be taken into account
when setting the experimental outcomes into context.
The result that the SD is lower for healthy individuals and all health sta-
tuses compared to disease-specific models, can either be caused by the influence
of the subject numbers or the classification task at hand.
The average SD for HRV is in general higher than for actigraphy, and
the combined case. These findings also show that actigraphy has a positive
influence on the SD in the combined case.
There is a difference in which data source is used and which is ideal for
which case. For actigraph data, outcomes are less diverted over all fine-grained
models, while HRV data usage shows a higher range from 74.2% to 86.2%.
There is also a difference between certain subject groups which shows difficul-
ties for actigraph while it shows good performance with HRV, e.g., Hispanic
group. The outcomes show that it is relevant which information, i.e., data
source, is used to distinguish sleep and wake stages.
We found that HRV performs better for disease participants compared
to healthy. This suggests that the HRV differences between sleep and wake
stages are more significant in disease-affected cases. This trend is consistent
when the data sources are combined. On the other side, actigraphy shows more
differences between male and female models, and the disease-specific models
perform slightly worse than the healthy cases.
Overall, the combination of both data sources performs best. Presumably,
actigraphy pushes the recognition rate in the healthy case while HRV pushes
it in the disease-affected cases. Most likely the actigraphy and HRV data are
independent of each other being able to capture different behavior, therefore
a combination of the data sources features is a promising approach. This is an
important finding which has to our knowledge not been investigated before in
this context.
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6.3 Exploring Healthy and Disease-Affected Performance
In the explored experiments male and female groups are showing differences in
performance for actigraphy data, which relates to the argument of consistent
body movement over the male population mentioned before. For some disease
groups sleep and wake episodes are more difficult to separate for females, e.g.,
the Hispanic group. This can be based on the smaller subject set (157) than
in the male case (181), compare Table 2 or more likely based on existing un-
derlying differences in sleep-wake patterns based on gender. This again makes
the personalized fine-grained models an important solution for more reliable
sleep-wake stage recognition.
Our investigation showed that individual trained models fine-grained on
disease and health status are preferable. The best choice is to follow the pro-
posed fine-grained sleep-wake behavior analysis approach, apart from this a
disease model is preferred in HRV, and use case dependent models for actig-
raphy and the combined case.
6.4 Comparison to Existing Methods
Our investigation is the only one provided in Table 3 which considers a bal-
anced dataset for training (see figures 6 and 7); therefore, there is no majority
class and subsequently, no bias is introduced. We also investigate, in a study
on this subject, the combination of multiple data sources and the relevance
of clinical history and personal information. As we saw in our investigations,
multi-data sources are highly relevant, as influence factors affect sleep-stage
pattern detection and different data sources have individual advantages which
can be fused. We incorporate the highest number of individuals and the high-
est level of diversity while using repeated CV, which provides an accurate
representation of the investigated population. We use sensors that are easy
to apply at home and do not interfere much with the privacy of individuals;
video recordings, used in studies like Liao and Yang [18], continue to raise
privacy concerns. Characteristics of our validation data—fewer features and
higher accuracy—make our HRV model a better choice than other methods,
such as in [36]. Overall, we reach the highest Cohen’s kappa value, 0.69, by
using our fine-grained approach on gender and health statuses and combining
two data sources. Many approaches test against just one technician, making
that technician’s style too influential [19]. We avoid the testing against just
one technician’s scoring by using a dataset scored by multiple technicians. The
problem with one technician is, that they have individual styles and machine-
learning algorithms learn them. This issue can be reduced by including scor-
ing by multiple technicians and, therefore, potentially reduce variation in the
trained models. A direct method would be to train one model per technician
and combine the answers of the different models. However, the dataset pro-
vides an averaged scoring and, therefore, indirectly deals with the issue. In
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addition, we investigate the combination of actigraphy and HRV as a means
to enhance model accuracy, which was achieved.
Compared to other approaches, we simply use five features, one from actig-
raphy and four from light levels, and reach the highest κ result for a balanced
dataset, but we do not reach the same accuracy rates. Usually, the higher accu-
racy rates were related to lower recall values, which is a drawback which we can
overcome by more stable results. This gives us the impression that the larger
and more diverse dataset used in our study influences the performance and,
in turn, better represents the general population. Overall, a balanced dataset
represents a realistic recognition rate but leads to a decrease in performance
and higher variability in SD, such as in the original sleep-wake recognition
model (see figures 6 and 7). However, our multi-source data learning approach
for granular sleep-wake behavior detection adapts to these effects and provides
comparable accuracy, improving when multiple data sources are available.
6.5 Personalized Sleep Parameter Extraction
The personalized sleep parameter extraction shows a better mean difference
to the golden standard compared with the state-of-the-art method with static
thresholds. It indicates that ideal thresholds need to be adapted for different
personal factors. For example, sleep apnea and healthy individuals require dif-
ferent thresholds to represent the ground truth. Furthermore, the results show
that our multi-source data learning approach for sleep-wake stages applied in
a real-world application brings improvement in sleep parameter extraction.
The variable threshold technique shows advantages in the Bland-Altman plot
with a better fit but tends to underestimate the SOL. Especially, SOL from
male participants can be improved by our method which is likely caused by
the more consistent behavior of the sleep-wake patterns for the males, as also
indicated in the sleep-wake recognition investigation. Overall, we can see that
a personalized approach is necessary but still needs further analysis to fully
investigate the best thresholds levels.
6.6 Limitations
Limitations in our experiments are (1) the need of available medical history
and genetic data, such as gender, (2) downsampling, (3) not considering co-
morbidity and (4) number of subjects vary and (5) HRV is calculated from
ECG. Firstly, information from medical history and gender needs to be avail-
able for the basis of the granular adaptive approach. Secondly, when downsam-
pling is performed, likely not all the data of the majority class are used even
if repeated. To reach a balance in sleep and wake stages the majority class
needs to be reduced. We did choose them randomly within ever repetition,
and did not cover for already-used or not-used periods. Third, comorbidity is
not considered in our approach; it may have an influence on the recognition
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rate that we are unaware of. Fourthly, as mentioned throughout the paper the
number of subjects vary within the groups and differences in subject count
can influence the performance. Fifthly, HRV features are extracted from ECG
which has more contact points with the human body and therefore is consid-
ered less comfortable to monitor than with PPG. Monitoring PPG with pulse
rate variability is a promising alternative to ECG for HRV feature extraction
with good coherence [28].
6.7 Implications of Findings for Future Studies
We provided evidence that personalized models are an important direction for
more reliable sleep-wake stage recognition and sleep parameter extraction.
These findings can influence future research on higher granular sleep stage
investigation, as the incorporation of this knowledge can lead to new insights.
This means the personalized approach has shown successful for sleep-wake
stages and has the potential to show the same trends when sleep is divided by
the guideline specific stages, e.g., N1, N2, N3, and REM. A potential research
area is to investigate multiple two-class classification problems that would
ultimately be fused together into an overall model. One would distinguish
between REM from NREM sleep, one would distinguish between light (N1,
N2) and deep sleep (N3); and one would distinguish between N1 and N2. This
method includes multiple personalized models for pairs of sleep stages, each
optimised for an individual problem.
Furthermore, the incorporation of multiple data sources suggests a promis-
ing direction for boosting recognition rates. Future research could look at new
combinations of already-investigated data and potentially open up new av-
enues of investigation for sleep-wake classification.
The variable-threshold technique provides the possibility for personalized
sleep health monitoring in a home environment which is reliable with less
variation to the ground truth.
7 Conclusion
This paper introduces a multi-source data learning approach for granular adap-
tive sleep-wake pattern analysis adaptable to gender, race, and health-status
information and accessible data sources. It describes in detail an AI-enabled
sleep parameter extraction technique and the learning algorithms incorporat-
ing multi-source data features into the MLP model. The developed approach
and methods are validated using HRV and actigraph data. The approach im-
proves recognition rates for in-home usage, based on specification-dependent
recognition. Furthermore, the combination of HRV and actigraph features can
improve the recognition rate considerably, to match better with the gold stan-
dard of PSG. Using computational methods to assess and interpret available
sleep behavior data is key for the development of predictive and personal-
ized healthcare methods. As more individuals than ever are affected by sleep
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problems, demand is rapidly increasing for home-based sleep assessment that
delivers adequate, reliable, and personalized sleep evaluation.
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Tarniceriu, A., Bertschi, M.: Optical wrist-worn device for sleep monitoring. In: Proc.
EMBEC & NBC, pp. 615–618 (2017). DOI https://doi.org/10.1007/978-981-10-5122-
7 154
32 Sarah Fallmann et al.
32. Rusterholz, T., Tarokh, L., Van Dongen, H.P.A., Achermann, P.: Interindividual differ-
ences in the dynamics of the homeostatic process are trait-like and distinct for sleep
versus wakefulness. J. Sleep Res. 26(2), 171–178 (2017). DOI https://doi.org/10.1111/
jsr.12483
33. Shim, J., Kang, S.W.: Behavioral factors related to sleep quality and duration in
adults. Journal of lifestyle medicine 7(1), 18–26 (2017). DOI https://doi.org/10.15280/
jlm.2017.7.1.18
34. Tao, S., Cui, L., Zhang, G.Q., Mobley, D., Kim, M., Rueschman, M., Mueller, R.,
Mariani, S., Redline, S.: The National Sleep Research Resource: towards a sleep data
commons. J. Am. Med. Inform. Assoc. 25(10), 1351–1358 (2018). DOI https://doi.org/
10.1093/jamia/ocy064
35. Task Force of the European Society of Cardiology the North American Society of Pacing
Electrophysiology : Heart rate variability. Circulation 93(5), 1043–1065 (1996). DOI
https://doi.org/10.1161/01.CIR.93.5.1043
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