Abstract. Given two correspondences X and Y and a discrete group G which acts on X and coacts on Y , one can define a twisted tensor product X ⊠ Y which simultaneously generalizes ordinary tensor products and crossed products by group actions and coactions. We show that, under suitable conditions, the Cuntz-Pimsner algebra of this product, O X⊠Y , is isomorphic to a "balanced" twisted tensor product O X ⊠ T O Y of the Cuntz-Pimsner algebras of the original correspondences. We interpret this result in several contexts and connect it to existing results on Cuntz-Pimsner algebras of crossed products and tensor products.
Introduction
In the author's previous paper [Mor15] , it was shown that, under suitable conditions, if X and Y are C * -correspondences over C * -algebras A and B, the Cuntz-Pimsner algebra O X⊗Y is isomorphic to a subalgebra O X ⊗ T O Y of O X ⊗ O Y . In the present paper, we will extend this result from ordinary tensor products to a certain class of "twisted" tensor products.
Many constructions in operator algebras may be thought of as "twisted" tensor products, for example: crossed products by actions or coactions of groups, Z 2 -graded tensor products and so on. In [MRW14] , a very general construction of a "twisted tensor product" is presented. Their construction involves two quantum groups G = (S, ∆ S ) and H = (T, ∆ T ), two coactions (A, G, δ A ) and (B, H, δ B ), and a bicharacter χ ∈ U( S ⊗ T ). Given this information, they define a twisted tensor product A ⊠ χ B. They also show that if X and Y are correspondences over A and B with compatible coactions of G and H, there is a natural way of defining a correspondence X ⊠ χ Y over A ⊠ χ B. In this paper, we will work with a special case of this general construction which is general enough to be useful but simple enough to be very tractable.
Specifically, we are interested in the case where, for some discrete group G, S = c 0 (G), T = C * r (G) and χ = W G ∈ U C * r (G) ⊗ C
The closed linear span of all such operators is a subalgebra of L(X) which we call the generalized compact operators. It is denoted by K(X). Suppose X is a right Hilbert B-module. Suppose further that we have a homomorphism φ : A → L(X) for some C * -algebra A. This is called a left action of A by adjointable operators. We call the triple (A, X, B) a C * -correspondence or simply a correspondence. For a ∈ A and x ∈ X, we will write a · x for φ(a)(x). If A = B we call this a correspondence over A (or B). We call the left-action injective if φ is injective and non-degenerate if φ(A)X = X. If φ(A) ⊆ K(X), we say that the left action is implemented by compacts. We will sometimes write A X B to indicate that X in an A − B correspondence. Given an A 1 − B 2 correspondence X and an A 2 − B 2 correspondence Y , a correspondence isomorphism is a triple (ϕ A Definition 2.1. Let X be an A − B correspondence. A generating system for X is a triple (A 0 , X 0 , B 0 ) where A 0 ⊆ A, X 0 ⊆ X and B 0 ⊆ B such that span(A 0 ) = A, span(X 0 ) = X, and span(B 0 ) = B and such that for all x ∈ X 0 we have that ax, xb ∈ X 0 for all a ∈ A 0 and b ∈ B 0 . If A = B and A 0 = B 0 we will denote the generating system by (X 0 , A 0 ).
We will make frequent use of the following fact:
Lemma 2.2. Let X be an A 1 − B 1 correspondence and Y be a A 2 − B 2 correspondence. Suppose that (A Proof. Let x ∈ span(X 0 ), then x = i c i x i for some x i ∈ X 0 and c i ∈ C. We define Φ(x) = i c i Φ 0 (x i ). First, we must verify that Φ is well defined on span(X 0 ). Suppose 
where we have used the fact that ϕ is an isomorphism and thus linear. Therefore, Φ preserves the inner product on span(X 0 ) and thus also preserves the norm on span(X 0 ) and so Φ is bounded and can be extended continuously to span(X 0 ) = X. Hence, for any z ∈ X we can approximate z ≈ i c i z i with z i ∈ X 0 . Thus for any a 0 ∈ A 0 we have
For arbitrary a ∈ A we may approximate a ≈ i c i a i with a i ∈ A 0 and we see that
We already know that Φ is injective since it preserves the norm, so we only have to show that it is surjective. To see this note that
So we have established that Φ is a linear isomorphism from X to Y which preserves the left and right actions and the inner product, in other words Φ is a correspondence isomorphism.
Given a Hilbert module (X, A), we define the linking algebra of (X, A) to be the C * -algebra L(X) := K(X ⊕A). There are complimentary projections p and q in M(L(X)) such that pL(X)p ∼ = K(X), pL(X)q ∼ = X, and qL(X)q ∼ = A. This gives L(X) the following block matrix decompostion:
with p = 1 0 0 0 and q = 0 0 0 1 . The benefit of using linking algebras is that the algebraic properties of X are encoded into the multiplicative structure of L(X):
Given a correspondence X over A, a Toeplitz representation of (X, A) in a C * -algebra B is a pair (ψ, π) where ψ : X → B is a linear map and π : A → B is a homomorphism satisfying:
By C * (ψ, π) we shall mean the C * -subalgebra of B generated by the images of ψ and π in B. There is a unique (up to isomorphism) C * -algebra T X , called the Toeplitz algebra of X, which is generated by a universal Toeplitz representation (i X , i A ).
Let X ⊗n denote the n-fold internal tensor product (see [Lan95] for information on internal tensor products) of X with itself. By convention, we let X ⊗0 = A. Let (ψ, π) be a Toeplitz representation of X in B. Define the map ψ n : X ⊗n → B for each n ∈ N as follows: let ψ 0 = π, ψ 1 = ψ, and set ψ n (x ⊗ y) = ψ(x)ψ n−1 (y) (where x ∈ X and y ∈ X ⊗n−1 ) for each n > 1 . We summarize Proposition 2.7 of [Kat04] as follows: Let (ψ, π) be a Toeplitz representation of a correspondence X over A. Then
By Lemma 2.4 of [Kat04] , for each n ∈ N there is a homomorphism
We define the Katsura ideal of A to be the ideal:
Where φ is the left action. This is often written as as
In many cases of interest, the left action of a correspondence is injective and implemented by compact operators. In this case we have J X = A.
A Toeplitz representation is said to be Cuntz-Pimsner covariant if ψ
(1) φ(a) = π(a) for all a ∈ J X . The Cuntz-Pimsner algebra O X is the quotient of T X by the ideal generated by
2.2. Actions and Coactions of Discrete Groups. Working with actions and coactions of locally compact groups and their crossed products can be somewhat complicated, for a general reference we suggest the appendix of [EKQR02] . Restricting attention to discrete groups affords many simplifications. In this section, we will summarize some of these simplifications.
Proposition 2.3. Let G be a discrete group and let α be an action of G on a C * -algebra A. Let (i A , i G ) be the canonical representation of the system (A, G, α) in the reduced crossed product A ⋊ α,r G. Then A ⋊ α,r G is the closed linear span of elements of the form i A (a)i G (s) where a ∈ A and s ∈ G. These have the following algebraic properties:
Proof. The fact that the i A (a)i G (s) densely span A ⋊ α,r G follows from the definition of the crossed product. The algebraic properties follow easily from the fact that
be the canonical representation of the system in the crossed product (X ⋊ γ,r G, A ⋊ α,r G). Then X ⋊ γ,r G is the closed linear span of i X (x)i X G (s) where x ∈ X and s ∈ G. These satisfy the following algebraic properties:
Proof. The fact that the i X (x)i X G (s) densely span X ⋊ γ,r G follows from the definition of the crossed product. To understand the algebraic properties, recall from Lemma 3.3 of [EKQR02] that L(X ⋊ γ,r G) ∼ = L(X) ⋊ ν,r G where ν is the coaction on L(X) induced by (γ, α). (6) and (7) are then easily deduced by applying the previous proposition to L(X) ⋊ ν,r G. (8) follows from the fact that the left action must be covariant with respect the action.
Corollary 2.5. The sets
form a generating system for X ⋊ γ,r G in the sense of Definition 2.1.
The simplification of crossed products by coactions of discrete groups come from the realization that coactions by discrete groups can be viewed as gradings. This idea is presented in detail in [Qui96] , but we briefly summarize the main points in the next two propositions. We refer the reader to [Qui96] for the proofs.
Proposition 2.7. Let δ be a coaction of a discrete group G on a C * -algebra A and let (j A , j G ) be the canonical representations of A and c 0 (G) in the crossed product A ⋊ δ G. Then A ⋊ δ G is densely spanned by elements of the form j A (a s )j G (f ) where a s ∈ A s , f ∈ c 0 (G) and These satisfy the following relations:
where λ s denotes left translation by s on c 0 (G).
Applying these propositions to linking algebras helps us to understand coactions on correspondences:
Proposition 2.8. Let (σ, δ) be a coaction of a discrete group G on a Hilbert module (X, A). Then X = span{X s } s∈G where X s = {x ∈ X :
Proof. Let ε be the induced coaction on L(X). Then we have a grading L(X) = span{L(X) s } s∈G . Since p and q are in fixed points of the coaction, if z ∈ L(X) s then qzq ∈ L(X) s and pzq ∈ L(X) s . Recall Lemma 3.4 of [EKQR02] shows that
This fact, together with the preceding propositions, gives us the following characterization of X ⋊ σ G in the case where G is discrete:
where x s ∈ X s and f ∈ c 0 (G). These elements satisfy the following relations:
Corollary 2.10. The sets
2.3. Quantum Groups. There are many different notions of a quantum group. Our quantum groups will be quantum groups generated by modular multiplicative unitaries. We will briefly recall some of the basic facts about these quantum groups and refer the reader to [Tim08] for a more in depth overview of the subject. (1) Q and Q are positive and self-adjoint with trivial kernels
Example 2.12 (Example 7.1.4 of [Tim08] ). Let G be a locally compact group. We can identify
Then W G is a multiplicative unitary.
Theorem 2.13 (Theorem 2.7 of [MRW14] ). For a modular multiplicative unitary W ∈ U(H ⊗ H), set
Then:
• S and S are separable, nondegenerate C * -subalgebras of B(H).
When we wish to view W as a unitary multiplier of S ⊗ S we will denote it by W S and refer to it as the reduced bicharacter of S.
• There are unique homomorphisms ∆ S , ∆ S : S → S ⊗ S such that
Definition 2.14. A quantum group is a C * -bialgebra G := (S, ∆ S ) arising from a modular multiplicative unitary as in Theorem 2.13. The dual G of G is the bialgebra ( S, ∆ S ). G is generated by the modular multiplicative unitary W := ΣW * Σ (where Σ is the flip isomorphism: x ⊗ y → y ⊗ x). W is called the dual of W. We will sometimes write S(W) and S(W) for S and S if we wish to call attention to the multiplicative unitary which generated S or S.
Example 2.15 (Example 7.2.13 of [Tim08] ). Let G be a locally compact group and let W G be the multiplicative unitary described in Example 2.12.
Definition 2.16. Given two quantum groups G = (S, ∆ S ) and H = (T, ∆ T ), we define a bicharacter from G to H to be a unitary χ ∈ U( S ⊗ T ) such that
Bicharacters are used in the construction of the twisted tensor product. The reduced bicharacter from Theorem 2.13 is a special case of a bicharacter. In fact the only bicharacter we will need for our simplified twisted tensor products is the bicharacter W G associated to the multiplicative unitary W G from Example 2.12.
We can also define coactions of quantum groups on C * -correspondences:
2.4. Twisted Tensor Products. Throughout this section, G = (S, ∆ S ) and H = (T, ∆ T ) will be quantum groups, χ will be a bicharacter from G → H, and A and B will be C * -algebras carrying coactions δ A and δ B of G and H respectively. 
.
Definition 2.20. Suppose (π, ρ) is a Heisenberg pair. Define maps
as follows:
It is shown in Lemma 3.20 of [MRW14] 
is a C * -subalgebra of A ⊗ B ⊗ K(H) and that, up to isomorphism, A ⊠ χ B does not depend upon the choice of Heisenberg pair. We refer to A ⊠ χ B as the twisted tensor product of A and B and we write a ⊠ b
This construction can also be extended to correspondences. Recall that, given a C * -correspondence X over a C * -algebra A, the linking algebra L(X) is the algebra K(X ⊕ A). This is often thought of in terms of it's block matrix form:
We will make use of the following proposition:
We refer the reader to [BS89] for the proof.
Definition 2.22. Let (X, A) and (Y, B) be C * -correspondences with coactions of G and H respectively and let δ L(X) and δ L(Y ) be the induced coactions of L(X) and L(Y ). We can form the twisted tensor product
Proposition 5.10 of [MRW14] , and the discussion which follows it, shows that this is a correspondence over A ⊠ χ B with left action given by φ X ⊠ φ Y . It also shows that
a fact which we shall make use of later.
Discrete Group Twisted Tensor Products

3.1.
Basics. In what follows we will restrict our attention to the following special case of the twisted tensor product construction:
be the coaction of c 0 (G) (as a quantum group) on A associated to α as in Theorem 9.2.4 of [Tim08] . We can view δ as a coaction of the quantum group C * r (G) and we can form the twisted tensor product A ⊠ W G B where W G is the multiplicative unitary of Example 2.12 viewed as a bicharacter from c 0 (G) to C * r (G) (in other words the reduced bicharacter of the quantum group C * r (G)). We refer to this special case as a discrete group twisted tensor product. Since this construction depends only upon the action and coaction, we will sometimes write A ⊠ α δ B for A⊠ W G B. We can also define a C * -algebra
The main reason that this special case is of interest is that we can write down a precise formula for the multiplication and involution of certain elementary tensors. To understand this, we must recall that the coaction δ of a discrete group G on B gives rise to a G-grading of B. That is, there exist subspaces {B s } s∈G such that
(
With this in mind, we present the following:
Then, in the twisted tensor product A ⊠ α δ B we have:
Before we prove this, we will need the following:
Lemma 3.3. Let G be a locally compact group and let m : Proof. This is a special case of Example 3.9 of [MRW14] .
Lemma 3.4. In the situation of the above proposition, let
be the maps associated to the Heisenberg pair (m, λ) as described in Definition 2.20. Then for any a ∈ A, s ∈ G and b s ∈ B s we have
With this in mind, we notice the following:
We can now prove Proposition 3.2.
Proof. (of Proposition 3.2)
We have:
We also have simple formulas for the algebraic properties of twisted tensor products of correspondences: 
Proof. All of these facts follow from translating to multiplication in L(X) ⊠ L(Y ) and applying Lemma 3.4. 
Proof. It is clear from the bilinearity of the twisted tensor product
To see that (X ⊠ Y ) 0 is stable under the left and right actions of elements of
we must have that b ∈ B s and y ∈ Y t for some s, t ∈ G. Thus we have:
is indeed stable under the left and right actions of (A ⊠ B) 0 .
3.2. Examples. In [MRW14] , the authors show that if A and B are Z 2 -graded algebras, then the graded tensor product A ⊗B is isomorphic A ⊠ W Z 2 B (where the coactions on A and B are the ones canonically associated with the grading) with the map a ⊗b → a ⊠ b extending to an isomorphism. Since Z 2 is self-dual, the coaction of Z 2 on A gives rise to an action α of Z 2 on A. If we let δ denote the coaction of Z 2 on Z 2 we see that A ⊠ W Z 2 B = A ⊠ α δ B so A ⊗B fits into our discrete group twisted tensor framework. The following example shows that the graded external tensor product of graded correspondences also fits into our framework.
Example 3.7. Let A and B be Z 2 -graded C * algebras and let X and Y be Z 2 -graded correspondences over A and B (i.e. X and Y are graded as Hilbert A-and B-modules respectively and the left action maps φ X and φ Y are graded with respect to the induced gradings on L(X) and
Then by Corollary 2.10 (X 0 , A 0 ) and (Y 0 , B 0 ) are generating sets for X and Y respectively. Consider the graded external tensor product X ⊗Y . This is the closure of the algebraic tensor product X ⊙ Y with respect to the norm associated to the inner product whose value on generators is given by:
where x 1 , x 2 ∈ X 0 and y 1 , y 2 ∈ Y 0 . The left and right actions are given by:
(a ⊗b)(x ⊗y) = (−1) ∂b∂x (ax ⊗by) (x ⊗y)(a ⊗b) = (−1) ∂y∂a (xa ⊗yb)
for a ∈ A 0 , b ∈ B 0 , x ∈ X 0 , and y ∈ Y 0 . Thus
is a generating system for X ⊗Y . Now, let (γ, α) be the action of Z 2 on (X, A) associated to the grading of X and let (σ, δ) be the coaction of Z 2 on (Y, B) associated to the grading of Y . Consider the associated twisted tensor product X ⊠ Y . Note that the sets X 0 and A 0 are stable under the actions γ and α and that Y 0 and B 0 consist of elements which are homogeneous with respect to the gradings associated to σ and δ. Thus, by Corollary 3.6 the sets
be the map x ⊗y → x ⊠ y. This is clearly a bijection. Let ϕ : A ⊗B → A ⊠ α δ B be the isomorphism described above. For a ∈ A 0 , b ∈ B 0 , x ∈ X 0 , and y ∈ Y 0 , we have:
and similarly Φ 0 (x ⊗y)(a ⊗b) = Φ 0 (x ⊗y)ϕ(a ⊗b) therefore (Φ 0 , ϕ) preserves the left and right actions. Additionally, for x 1 , x 2 ∈ X 0 and y 1 , y 2 ∈ Y 0 , we have that:
= ϕ x 1 ⊗x 2 , y 1 ⊗y 2 therefore, by Lemma 2.2, Φ 0 extends to an isomorphism Φ :
The following example can be viewed as a generalization of the skew graph construction presented in Chapter 6 of [Rae05] .
Example 3.8. Let E = {E 0 , E 1 , r E , s E } and F = {F 0 , F 1 , r F , s F } be directed graphs and let G be a discrete group. Let A := c 0 (E 0 ) and let B := c 0 (F 0 ). Let α E be an action of G on E by graph automorphisms and let δ be a G-labeling of F , i.e. a map δ :
give rise to group homomorphisms G → Aut(A) and G → Aut c c (E 1 ) which in turn give rise to a group action (γ, α) on (X(E), A). We also get a coaction σ of G on X(F ) from δ. To see this, recall that c c (F 1 ) is generated by the characteristic functions χ e and define σ(χ f ) := χ f ⊗ u δ(f ) . So (σ, ι) is a coaction on X(F ), B where ι is the trivial coaction on B. We define a new directed graph
0 be the set of characteristic functions on E 1 and let A 0 be the set of characteristic functions on E 0 . The characteristic functions densely span c c (E 1 ) which is dense in X(E). For χ v ∈ A 0 and χ e ∈ X(E) 0 we have that
therefore X(E) 0 , A 0 is a generating system for X(E). We define
X(F )
s −1 (e) so the sets X(E) 0 and A 0 are fixed by the actions. This allows us to apply Corollary 3.6 and deduce that the sets
form a generating system for the twisted tensor product
be the map χ e×f → χ e ⊠ χ f . Clearly Φ 0 is bijective, we wish to show that it preserves the inner product and left and right actions. Note that
and finally
Therefore, by Lemma 2.2 we have that Φ 0 extends to a correspondence isomorphism Φ :
. Example 3.9. In this example we will show that the crossed product of a correspondence by an action of a discrete group can be viewed as a discrete group twisted tensor product of correspondences. Suppose (γ, α) is and action of a discrete group G on a C * -correspondence (X, A). We wish to show that the reduced crossed product X ⋊ γ,r G is isomorphic to the twisted tensor product X ⊠ γ δ G C * r (G) where we view C * r (G) as a correspondence over itself. Recall from Corollary 2.5 that the sets
a ∈ A, s ∈ G} form a generating system for X ⋊ γ,r G. Let C * r (G) 0 = {u s : s ∈ G}, i.e. the image of G in C * r (G). This set is closed under multiplication, thus we may regard (C * r (G) 0 , C * r (G) 0 ) as a generating system for the correspondence C * r (G). Furthermore, every element of C * r (G) 0 is homogeneous with respect to the grading arising from δ G : u s → u s ⊗ u s . Also, we may view (X, A) as a generating system for itself and then by Corollary 3.6 we see that the sets
This is clearly a bijection, but we need to establish that it preserves the inner product and left and right actions. First, note that
Therefore, by Lemma 2.2, we have that Φ 0 extends to a correspondence isomorphism Φ :
Example 3.10. In this example we will see that crossed products by coactions on correspondences can also be viewed as twisted tensor products. Specifically, if (σ, δ) is a coaction of a discrete group G on a correspondence (X, A), then we wish to show that X ⋊ σ G is isomorphic to X ⊠ σ λ c 0 (G) where we are viewing c 0 (G) as a correspondence over itself. To see this, recall from Corollary 2.10 that the sets
The properties of the grading tell us that X 0 and A 0 densely span X and A and that ax, xa ∈ X 0 whenever a ∈ A 0 and x ∈ X 0 . Thus (X 0 , A 0 ) is a generating system for X which by definition consists of elements which are homogeneous with respect to the gradings of X and A. Viewing (c 0 (G), c 0 (G)) as a generating system for the correspondence c 0 (G), we may apply Corollary 3.6 and deduce that the sets
form a generating system for the twisted tensor product X ⊠ σ λ c 0 (G).
. This is clearly bijective, but we must show that it preserves the inner product and left and right actions. To see this, suppose x s ∈ X s ⊆ X 0 and x t ∈ X t ⊆ X 0 and note that
Balanced Twisted Tensor Products
Throughout this section, G will be a discrete group, Z will be a compact abelian group, (A, G, α), (A, Z, µ) and (B, Z, ν) will be dynamical systems and (B, G, δ) will be a coaction such that µ commutes with α and ν is covariant with respect to δ. 
Proof. Since µ commutes with α and ν is covariant with respect to δ, we know that each map λ z is an automorphism. To show that z → λ z is a group homomorphism, note that
Definition 4.2. We call the fixed point algebra (A ⊠ B) λ of the above action the Z-balanced twisted tensor product of A and B and we denote it by A ⊠ Z B.
Proof. Let w ∈ Z. Note that
Thus µ z (a)⊠b is fixed under the action of λ and is therefore an element of A ⊠ Z B. Showing that a ⊠ ν z (b) ∈ A ⊠ Z B is similar. To show that these are actually equivalent, notice that Proof. First we will show that span(S) ⊆ A ⊠ Z B. Let a ⊠ b ∈ S. Then a ⊠ b ∈ S χ for some χ ∈ Z. Thus for all z ∈ Z we have that
To show the reverse inclusion, let c ∈ A ⊠ Z B. Then c ≈ a i ⊠ b i . Since the subspaces {A χ } χ∈ Z span A and the subspaces {B χ } χ∈ Z span B, we may assume without loss of generality that there are χ i , χ
Since c is assumed to be in A ⊠ T B, we have that c = Υ(c). Thus, using the continuity and linearity of Υ we have the following
and zero otherwise (this is a consequence of the Peter-Weyl theorem). Thus c can be approximated by a sum of elements from S:
Proposition 4.5. Let {S χ } χ∈ Z be as above. This defines a coaction of Z on A ⊠ Z B and thus also an action γ of Z on A ⊠ Z B. We have that
Proof. Let c ∈ A⊠ T B. By the previous proposition we can approximate c ≈ i a χ i ⊠ b χ i . Then, by continuity and linearity
Lemma 4.6. Suppose {A χ } χ∈ Z and {B χ } χ∈ Z are saturated gradings of A and B, that is A χ A ω = A χω . Then {S χ } χ∈ Z (as described above) is saturated.
Proof. We already have that S χ S ω ⊆ S χω for all χ, ω ∈ Z so it will suffice to show the reverse inclusion. Let a ⊠ b ∈ S χω . Then a ∈ A χω and b ∈ B χω . Since the gradings of A and B are saturated, we have that a ≈ i a χ,i a ω,i and b
Ideal Compatibility
Before we state our main result, we need to define two technical conditions involving the Katsura ideals. We call these conditions Katsura nondegeneracy and ideal compatibility. These conditions are basically the same as those presented in the author's first paper [Mor15] , only the definition of ideal compatibility must be modified to allow twisted tensor products instead of ordinary ones.
Definition 5.1. Let (X, A) be a correspondence and let J X be the Katsura ideal of A (recall that the Katsura ideal is the ideal
Example 5.2. Let X be a correspondence over a C * -algebra A such that the left action is injective and implemented by compacts. In this case we have that J X = A. Thus:
Recall that a vertex in a directed graph is called a source if it receives no edges. We will call such a vertex a proper source if it emits at least one edge.
Proposition 5.4. Let E be a directed graph. Then X(E) is Katsura nondegenerate if and only if E has no proper sources and no infinite receiver emits an edge.
Proof. Suppose there is v ∈ E 0 such that |r −1 (v)| = ∞ and |s −1 (v)| > 0. Then for every f ∈ J X we have f (v) = 0. Thus for any g ∈ C c (E 1 ), f ∈ J X , and e ∈ s −1 (v), we have (g · f )(e) = g(e)f s(e) = g(e)f (v) = 0. Thus h(e) = 0 for all h ∈ C c (E 1 ) · J X and, taking the limit, x(e) = 0 for all x ∈ X · J X . Thus δ e / ∈ X · J X since δ e (e) = 1 = 0 but δ e ∈ X. Therefore X = X · J X , i.e. X is not Katsura nondegenerate.
Similarly, suppose that E has a proper source v. Then, since |r −1 (v)| = 0 we must have f (v) = 0 for all f ∈ J X . Then for any g ∈ C c (E 1 ) and e ∈ s −1 (v) we have that (g · f )(e) = g(e)f (v) = 0 for f ∈ J X . Thus by similar reasoning as above we have that x(e) = 0 for all x ∈ X · J X and so δ e / ∈ X · J X but δ e ∈ X and we can again conclude that X = X · J X so X is not Katsura nondegenerate.
On the other hand, suppose E has no proper sources and no infinite receiver in E emits an edge. Let e ∈ E 1 and let v = s(e). Then |r −1 (v)| < ∞ and |r −1 (v)| > 0 by assumption, so function in J X can be supported on v. In particular, δ v ∈ J X . Since δ e · δ v = δ e we know that δ e ∈ X · J X . Since e was arbitrary, we have that all such characteristic functions are contained in X · J X . But these functions densely span C c (E 1 ) and thus densely span X, so we have that X ⊆ X · J X and therefore X = X · J X so X is Katsura nondegenerate.
We now turn our attention to ideal compatibility: Definition 5.5. Given two correspondences (X, A) and (Y, B), an action (γ, α) of a discrete group G on X and a coaction (σ, δ) of G on Y , we say that X and Y are ideal compatible with respect to γ and σ if Proof. In this case the Katsura ideals are the whole algebras:
In Example 8.13 of [Rae05] , it is shown that if E is a discrete graph, then
where X(E) is the associated correspondence and χ v ∈ c 0 (E 0 ) denotes the characteristic function of the vertex v ∈ E 0 . With this in mind, we give the following proposition:
Proposition 5.7. Let E and F be discrete graphs and let X = X(E), A = c 0 (E 0 ) and Y = X(F ), B = c 0 (F 0 ) be the associated correspondences. Suppose α E is an action of a discrete group G on E and let (γ, α) be the associated action on (X, A). Let δ : F 1 → G be a labeling of the edges of F and let (σ, ι) be the associated coaction on (Y, B). Then X and Y are ideal compatible with respect to γ and σ.
F (w) and thus |r
Thus we have that
in the standard way, we see that χ v×x = χ v ⊗ χ w (recall from Example 3.8 that ι is the trivial coaction so we have that
Therefore, X and Y are ideal-compatible.
Main Result
We will now state our main theorem, although we delay the proof until later in this section. Throughout this section X and Y will be correspondences over C * -algebras A and B, (σ, δ) will be a coaction of a discrete group G on Y and (γ, α) will be an action of G on X. We will denote the induced action on O X by γ ′ and the induced coaction on O Y by σ ′ . To simplify the notation, we will make the following definitions: 
Before we can prove this result, we will need the following lemmas: 
A similar argument with b ∈ B s shows that
These equalities can be extended extend linearly and continuously (by the linearity and continuity of the maps ψ X , π X , ψ Y , π Y , ψ, and π) to all of X ⊠ Y and A ⊠ B thus (π, ψ) is a Toeplitz representation. 
Proof. Without loss of generality we may assume that S = Θ x,x ′ and T = Θ y,y with y ∈ Y s and y ′ ∈ Y t . We have: Proof. Let φ X , φ Y , and φ be the left action maps on X, Y and X ⊠ γ σ Y respectively. Note that from the definition of X ⊠ γ σ Y we have that φ = j • φ X ⊠ φ Y and thus,in particular φ|
thus (π, ψ) is Cuntz-Pimsner covariant.
We are now ready to prove our main theorem.
Proof. (of Theorem 6.1) First, we will construct a * -homomorphism 
Thus, by the universal property there is a unique homomorphism F :
The gauge actions Γ X and Γ Y on O X and O Y give rise to Z gradings {O n X } n∈Z and {O n Y } n∈Z . By Proposition 4.4 the sets
Notice that we have the following:
For a ∈ A, b ∈ B, x ∈ X, y ∈ Y . Since the image of F is generated by F k A⊠B (A ⊠ B and F k X⊠Y (X ⊠ Y ) we see that the image of F lies inside O X ⊠ T O Y . Furthermore, note that the grading {S n } n∈Z gives rise to an action Γ of T such that Γ z (s) = z n s for s ∈ S n . In particular, by (23) we have that Γ z π(c) = π(c) for all c ∈ A ⊠ B and by (24) we have that Γ z ψ(w) = zψ(w) for all w ∈ X ⊠ Y . Thus Γ is a gauge action for (ψ, π). Since k A , k B , k X , and k Y are all injective, ψ and π will be injective. By the Gauge Invariant Uniqueness Theorem, we have that F is injective.
It remains to show that F is surjective onto O X ⊠ T O Y . Recall that, since X and Y are full, so are the gradings {O n X } n∈Z and {O n Y } n∈Z and thus by Lemma 4.6 so is the grading {S n } n∈Z . Thus O X ⊠ T O Y is generated by the elements of S 1 (see Lemma 3.7 of [Mor15] ). Therefore, to show that F is surjective, it suffices to show that S 1 is in the image of F .
Recall that O 1 X is densely spanned by elements of the form:
are dense in S 1 . Fix such an element. We may assume without loss of generality that y is a tensor product of homogeneous elements (for if not, it can be approximated by a sum of such products). In other words, we may assume that y = y 1 ⊗ · · · ⊗ y m+1 where each y i homogeneous with respect to the G-grading of Y . Let us say that y i ∈ Y s i for each i.
Similarly, we can assume that y
where t := t 1 · · · t m . Let us assume n ≤ m. Then m = n + l for some l ≥ 0. Then we can factor y = y
(1) ⊗ y (2) and y ′ = y ′(1) ⊗ y ′(2) . Since X is Katsura nondegenerate, we can factor x = x 0 a and
With this in mind, we can factor (25) as follows:
Since all three factors in the final line are in the algebra generated by (ψ, π), we know that k
y = y 0 a, and y ′ = y ′ 0 a ′ and apply a similar argument. So the image of F generates S 1 and thus F is surjective onto
Examples
In this section, we will apply our main theorem to some of the examples of twisted tensor products of correspondences we discussed earlier.
Example 7.1. Let X and Y be Z 2 -graded correspondences over Z 2 -graded C * -algebras A and B. As in Example 3.7, let (γ, α) be the action of Z 2 on (X, A) associated to the grading on X and let (σ, δ) be the coaction of Z 2 on (Y, B) associated to the grading of Y . Let γ ′ be the action of Z 2 on O X induced by (γ, α) and let σ ′ be the coaction of Z 2 on O Y induced by (σ, δ). Suppose X and Y are Katsura nondegenerate and ideal compatible with respect to σ and γ. Then by our main result together with Example 3.7, we see that
and also
therefore ϕ is a * -homomorphism. Further, ϕ takes a densely spanning set (the elementary tensors w ⊗z) in O X ⊗O Y bijectively onto a densely spanning set (the elementary tensors
Example 7.2. In this example we will show that the graph algebra of the product graph constructed in Example 3.8 is a twisted tensor product of the graph algebras of the underlying graphs. Suppose E and F are directed graphs, α E an action of a discrete group G on E and let δ be a labelling of the edges of F by elements of G. Let (γ, α) and (σ, ι) be the associated action and coaction on the graph correspondences (X, A) = X(E), c 0 (E 0 ) and (Y, B) = X(F ), c 0 (F 0 ) . Suppose further, that E and F have no sinks, no proper sources (see Definition 5.3), and that no infinite receiver in E or F emits an edge. Then we have that the graph correspondences (X, A) and (Y, B) are full, and by Propositions 5.4 and 5.6 they are Katsura nondegenerate and ideal compatible with respect to γ and σ. Thus we may apply our main result. Let γ ′ be the induced action on O X ∼ = C * (E) and σ ′ be the induced coaction on O Y ∼ = C * (F ). We have
Before we see how our main result applies to crossed products, we will need a few lemmas. Proof. In this context, our main result gives us
Recall that O B ∼ = B ⊗ C(T) and the gauge action corresponds to ι ⊗ λ where ι is the trivial action and λ is left translation. Using the isomorphism between C(T) and C * (Z), we see that
where u n is the unitary in C * (Z) associated to n ∈ Z. Applying the isomorphism σ 23 from the previous lemma, we see that the above is isomorphic to
The grading {O n X } n∈Z corresponds to a coaction ε such that ε(x) = x ⊗ u n for all x ∈ O n X . Continuing from above, we have: span x ⊗ u n ∈ O X ⊗ C These last two examples are not new. In [HN08] it was shown that O X⋊γ G ∼ = O X ⋊ γ ′ G for any locally compact amenable group, and in [Bns] it is shown that O X⋊γ,r G ∼ = O X ⋊ γ ′ ,r G for any locally compact group provided that J X⋊γ,rG = J X ⋊ α,r G. In [KQR12] it was shown that O X⋊σG ∼ = O X ⋊ σ ′ G for full (not reduced) coactions σ provided certain technical conditions involving the Katsura ideal are satisfied. Even though our main result does not recover these results in their full generality, it seems reasonable to hope that the main result of this paper might be extended to arbitrary locally compact groups and perhaps even quantum groups. In this case we would have a single framework in which to describe all results of this type.
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