Covering problems arise in many areas of electronic design automation such as logic minimization and technology mapping. An exact solution can critically impact both size and performance of the devices being designed. This paper introduces eclipse, a branch-and-bound solver that can solve many covering problems orders of magnitude faster than existing solvers. When used in place of the default covering engine of a well-known logic minimizer, eclipse makes it possible to find, in less than six minutes, true minima for three benchmark problems that have eluded exact solutions for more than a decade.
INTRODUCTION
Solutions to unate covering problems (UCPs) have traditionally been driven by problems in two-level optimization of logic functions [1] . Notable examples of binate covering problems (BCPs) are those related to the minimization of Boolean relations, state minimization for finite-state machines, and cell library bindings. Whereas both problems are intractable, binate covering is more difficult in practice than unate covering. A good introduction to these problems can be found in [2] and [3] . Significant advances have been made recently in both problem domains: UCP [4, 5, 6, 7, 8] and BCP [5, 6, 9, 10, 11] . However, despite these advances in branch-and-bound algorithms, many current benchmarks remain unsolvable by the leading solvers.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Instances of unate/binate covering are special cases of a Boolean constraint satisfaction problem known as Min Ones [12] or minimum-cost satisfiability (MinCostSat) [2] . Given m constraints on n Boolean variables, the goal is to find an assignment that satisfies all constraints while minimizing P n i=1 wixi, where wi ≥ 0 is the weight of variable xi. While the problem can be formulated and solved as an integer programming (IP ) problem, special purpose, domainspecific solvers introduced in the articles cited earlier are reported to have outperformed IP solvers such as lp solve [13] and cplex [14] .
We introduce eclipse, a new branch-and-bound solver that improves the state of the art for solving MinCostSat problems in general, and unate/binate problems in particular.
Our analysis and experiments demonstrate that eclipse's primary advantage lies in its handling of lower and upper bounds.
Comprehensive treatment of optimization algorithms for MinCostSat and the topics in this paper can be found in [15] . Specifically, as shown in [15] , the MinCostSat formulation provides an umbrella for classifying not only the traditional unate/binate covering problems but also design automation problems that were previously considered in relative isolation, including FPGA detailed routing and generation of minimum-size test patterns and minimum-length plans.
An unexpected outcome of this research is the experience with cplex [14] , a general-purpose integer-programming engine. Until now cplex has not been considered competitive by the design automation community for solving covering problems. Our results suggest that sophisticated cuttingplane techniques, added recently to cplex 's IP solver, make it a prominent contender.
An even more general formulation, pseudo-Boolean constraints, is proposed in [16] . The authors use constraint propagation and conflict learning, generalizing these techniques from satisfiability solvers. Constraint propagation is implicit in the reduction techniques used by eclipse, but conflict learning is orthogonal to all of the techniques we use and hence may be worth considering in the future. We have yet to compare eclipse to any variant of the solver in [16] .
We rely on textbooks such as [2, 3] to give details on notation, branch-and-bound basics, and IP. Section 2 outlines the principal features of eclipse. Section 3 analyzes the key performance factors of a branch-and-bound algorithm. Comparison of four solvers on a subset of the hardest logic minimization benchmarks is reported in Section 4. The end of that section illustrates the impact of eclipse on logic minimization: it is there that we present results for latte, the name we give to our version of espresso [17] , in which mincov is replaced by eclipse. Latte solves three problems that have eluded other solvers for more than a decade, each in less than six minutes. Conclusions and open problems are summarized in Section 5.
THE ALGORITHM: AN OUTLINE
Eclipse is a branch-and-bound solver. But, instead of recursion it uses a priority queue to decide which branch to explore next, allowing many different search patterns. The search tree is a tree whose root represents the original problem instance. The interior nodes represent sub-instancesthe original instance with some variables already assigned. The leaves represent complete variable assignments. Each interior node has two children, sub-instances in which an unassigned variable is assigned 0 and 1, respectively. The outline of the basic algorithm follows.
Step 1. Initialize the root of the search-tree with the original instance and set its lower-bound to 0. Put the root node on a priority queue.
Step 2. If the priority queue is empty, then return the global upper-bound and terminate. Otherwise, choose the most promising node from the priority queue. If the lower-bound of this node is ≥ the current global upper-bound, then discard the node and repeat step 2.
Step 3. Choose a branching variable and generate the two children of the node, setting the variable to 0 and 1. This is the eclipse algorithm -the two variants, eclipselpr and eclipse-cp, discussed later, differ only in how the lower bound is computed in step 3(b). We developed the details of eclipse by experimentation, but later analyzed the factors that explain its success. Seven of them, discussed in Section 3 and shown in Fig. 1 , have led to the performance improvements reported. Lower-and upperbounding techniques affect the number of nodes explored by the search -better bounds increase the likelihood that nodes will be ignored in Step 2 or that children will be discarded in Step 3(b) .
The use of a priority queue allows us to consider both traditional depth-first search (recursion) and priority search -choosing a node according to its likely contribution to a quicker solution. Branching-variable selection influences not only the order of exploration, but also the structure of the search tree: the values of some variables lead more quickly to sub-instance resolution.
Reduction techniques and search-tree pruning are peculiar to covering problems. Reduction removes redundant rows and columns from the constraint matrix. Pruning deduces that both children of a node can be discarded after the lower bound for one of them is computed. Finally, the data structure for the (sparse) constraint matrix is critical -it allows frequent operations to be done in constant time.
Our experiments rely on benchmark instances whose names and descriptions are introduced in earlier publications [1, 4, 9, 5, 6, 7, 8, 11] . Unless specified otherwise, all our experiments in this work are done on a Pentium IV@2.0Ghz with 1GB of RAM under Linux.
PERFORMANCE FACTORS
Lower-and upper-bounding techniques dominate both the execution time per node and the total number of nodes explored. Traditional algorithms for covering problems use a maximal independent set of rows as a lower bound and some combination of greedy and local-search methods to obtain an initial upper bound. We improve lower bounds by introducing techniques from IP. For upper bounds, we refine local search and apply it at every interior node, not just at the root. Other factors have considerably less impact and are discussed briefly at the end of the section.
Factor 1: Lower-Bounding Technique. Our comparison begins with a standard greedy heuristic for maximum independent set [5] (MIS1) and an enhanced version (MIS2) that increments the bound whenever a row and its overlapping rows cannot all be covered by a single variable (recall that the MIS bound is based on the idea that two rows with non-overlapping positive variables need at least two distinct assignments of 1).
In IP solvers the usual lower bound heuristic relaxes the integrality constraint on variable values, solving an LP (by, e.g., the simplex method) instead. The LP relaxation (LPR) yields poor lower bounds for many 0-1 IP problems, but covering appears to be an exception.
LPR is further enhanced by adding cutting-planes (CP): the IP problem is solved in its LPR form; instead of stopping there (if the solution has fractional values) CP systematically generates new constraints, called Gomory cuts [18, 19] , and adds them to the tableau (in the simplex method). The new constraints eliminate the current fractional solution (and perhaps others) but they never exclude any optimal integer solutions. Therefore, the new LP problem created is guaranteed to contain the same optimal integer solution as the original one. Its optimal objective value is no smaller than that of the LPR and sometimes larger.
CP is more time-consuming than LPR. The extra work comes from generating the Gomory cuts and solving the 
new LP problem. But CP sometimes provides much better lower bounds than the other methods. For example, at the root of the search tree for the binate instance apex4.a, the four lower-bounding methods provide lower bounds of 525 (MIS1), 525 (MIS2), 756 (LPR) and 773 (CP), respectively. Table 1 shows lower bounds achieved by each of the four methods on the unate and binate benchmarks and the optimum solution, if known.
Factor 2: Upper-Bounding Technique. The effectiveness of branch and bound is regulated by two bounds: a local lower bound and a global upper bound. Whenever the lower bound at a node is ≥ the global upper bound, that node is discarded and the search subtree below it is pruned. Eclipse puts much effort into lower bounds, but equally important is the calculation of good upper bounds. The upper bound is defined as the cost of the best solution found so far. Eventually it is the cost of the optimal solution. A good upper-bounding strategy finds an optimal solution as quickly as possible, thus pruning as many nodes as possible. However, a near-optimal upper bound allows pruning of many nodes whose lower bound exceeds that of the root, and may be almost as good. We list four sources of upper bounds, in order of increasing effectiveness.
1. Search-tree leaf: This is the most naive method -there is no explicit search for an upper-bound. The only update of the upper-bound (initially ∞) occurs when a feasible solution is found at a leaf of the search tree. Performance of this approach is unreliable, as it depends heavily on where, with respect to the search order, the best solutions reside.
In the worst case, the good solutions that cause pruning are not found until nearly all nodes have been searched. 2. Local search at the root: Many two-phase branch-andbound solvers use this method -the first phase finds a good upper bound at the root of the search tree, and all future pruning relies on the relationship of lower bounds to this upper bound (or better ones encountered at the leaves). A solver using this method is more effective than one that only uses leaves. Good or even optimal solutions for many benchmarks can be found relatively quickly using local search. 3. Local search at each node: If local search works well at the root, why not use it at other interior nodes? The fact that some variables are already assigned often forces the search into previously unexplored territory. The benefits of this additional coverage can be quite dramatic (see, for example, max1024 in Table 2 ). 4. Ask the oracle: If the cost of the optimal solution is given a priori as an upper bound, we get the maximum possible pruning. We can use this method as a reference to see how well each of the other methods is doing. Local search starts with an initial assignment, chosen randomly or by some heuristic. Variable values are changed one at a time, either to decrease the number of violated constraints or to decrease cost. 1 The search continues for a specified number of steps (instead of stopping at a 'local optimum'). Choosing this number is not easy.
• Too many steps increase processing time at each node and slow eclipse down.
• Too few steps risk overlooking an opportunity to improve the bound. The search space is cut in half as each new variable is assigned, so it makes sense to halve the number of search steps for each branch taken relative to the root. In eclipse the number of search steps at any node is (1/2) d * c f * S, where d is the depth of the node (number of tree edges from the root), c f is a constant, 2 and S is the size (number of nonzero coefficients) of the constraint matrix. Along any searchtree path from the root toward a leaf, the number of localsearch steps decreases exponentially (with some additional decrease due to shrinking matrix size). Table 2 summarizes the results of experiments with different upper-bounding methods used in combination with From left to right, results are shown (wrt local search) for (1) no search at all, (2) search at the root, (3) search at each node, and (4) using a known optimum (oracle). The mean and standard deviation for runtime and nodes are reported, based on 32 runs with different random seeds. Local search at every node is much better than search only at the root and not much worse than knowing the optimum ahead of time. the best possible lower bound (CP). Mean and standard deviation are based on 32 runs of each instance/algorithm combination with different random seeds. An important factor in local search is the starting assignment. While the search itself is randomized in the results reported in Table 2 , the starting assignment is not. Linear programming solutions can be close to the integral optimum and, if rounded to the nearest integer (0 or 1 in our case), can yield much better than random starting assignments. When a CP lower bound is calculated, the dual simplex method yields a not-necessarily feasible integer 'solution' (a feasible solution to the dual problem) that can be used directly. In the table below, we see the benefit of choosing a starting assignment based on CP (the heuristic init columns) versus how a random initial assignment (random-init) would perform under the same circumstances (those of Eclipse uses a criterion similar to the one in [9] , modified using the LP solution, for selecting a branching variable. For reductions, essentiality, row dominance and column dominance [3] are used. Search pruning in eclipse again borrows from [9] (the 'C l lower bound'). Doubly-linked lists of both rows and columns implement the sparse matrix [17] so that reduction operations can be performed efficiently.
EXPERIMENTAL RESULTS
With every factor except for the lower bound we ended up with a clear-cut decision about what method to use in eclipse. The tradeoff between the LPR lower bound, which takes less time to compute, and the CP lower bound, which may be significantly better, is benchmark-dependent. We therefore include both eclipse-lpr and eclipse-cp in the results reported. Both search for an upper bound using a non-random starting assignment at every node. Both also use priority search and the other factor decisions mentioned at the end of the previous section. The only difference is the use of the LPR versus the CP lower bound, respectively.
We chose scherzo [5] to represent solvers designed specifically for covering problems -it was able to solve both unate and binate problems at least as well as solvers such as auraII [7] and bsolo [11] (except that auraII was able to solve ex5.pi and ex5 in about 7 minutes each, instead timing out at one hour). Cplex [14] , the gold standard of general-purpose IP solvers, is version 7.5 using default settings. Recent experiments with version 9.0 and a variety of different settings did not yield significantly different results.
Unate/Binate Covering Results. Table 3 shows results on various logic minimization benchmarks. In each category, unate and binate, they are sorted by the number of non-zeros in the covering matrix. The unate table shows the percentage of variables whose value is 1 in an optimum solution -a larger value here puts eclipse-lpr at a disadvantage for two reasons: (a) priority search tends to favor exploration of the 0-branches in the search tree, and (b) eclipse-lpr 's starting assignment for local search, based on LP rounding, usually has fewer 1's than the dual-feasible solution used by eclipse-cp.
In the binate table we show the percentage of non-zero entries that are −1, i.e., the extent to which the instance deviates from being unate. More −1's favor cplex because they render useless most of the special-purpose techniques for covering problems. The benchmarks used to compare solvers below are from logic minimization. Scherzo uses MIS-based lower bounds and is competitive primarily on small binate benchmarks that have nearly optimal MIS bounds, such as sao2.b and f51m.b (see Table 1 ). Cplex, eclipse-lpr, and eclipse-cp, have similar runtime. The results given for eclipse-lpr and eclipse-cp are for typical runs exhibiting average behavior. As seen in Table 2 and other factor comparisons, the standard deviation on 32 runs can be large. Eclipse-cp almost always has the smallest number of nodes and either the shortest or close to the shortest runtime. Cplex, however, gains the upper hand on sao2.b, jac3, rot.b, and apex4.a, which have the highest percentage of −1's. Eclipse-lpr manages to run faster than at least one of the other two when the LPR and CP bounds are identical and close to optimal; the exceptions to this are max1024 and max1024.pi, which are unusual in having an optimum solution with about 20% of the variables set to 1. As already noted, lower bounds are the most important factor in determining not only the number of nodes visited, but runtime as well. This causes eclipse-cp to do at least as well as cplex in most cases. Unfortunately eclipse-cp solves a new LP and recomputes cutting planes at every node, whereas cplex reuses cuts in the sub-instances and incorporates variable assignments incrementally. This is seen in the results on the larger binate instances.
The importance of upper bounds can also be seen in the table. The main advantage that eclipse-cp has over cplex is the use of local search at every node. Without the exponential decay based on search-tree depth, the time spent doing local search would overwhelm any advantage gained.
3
Logic Minimization. To illustrate the importance of having an improved set-covering solver, we took espresso [17] , a well-known two-level logic minimizer, and replaced its unate-covering solver, mincov, with eclipse-cp, calling the result latte. Espresso can run as a fast heuristic if an optimal solution is not required. Our experiment, however, used 3 In fact, cplex has an option to allow local search periodically, but for a fixed number of iterations that is independent of problem size or node depth. Experiments with this option did not yield any improvement. espresso in exact mode. 4 The table below shows that latte finds exact solutions of several logic minimization benchmarks that had not previously been solvable. In particular, each of the three runs of latte took less than six minutes.
espresso ( The resulting solutions are also noticably better with respect to number of product terms than those produced by espresso in its heuristic mode. This suggests that the effort to find exact solutions is not wasted. 
CONCLUSIONS
We showed that by careful analysis of factors and experimental design, we can obtain a finely-tuned branch-and-bound covering solver that is able to yield significant performance improvement over previous special-purpose solvers. The role of IP solvers, such as cplex is more important than we initially realized. Future covering solvers will have to take advantage of IP techniques, covering-specific techniques, and perhaps techniques from satisfiability (e.g., those of [16] ). Future work on eclipse will focus on improving the performance of our lower bound engine and possibly applying it more selectively instead of at each node. We know from profiling that lower bound computation accounts for nearly all of the runtime of both eclipse-lpr and eclipse-cp on larger benchmarks. Soon to be released is a version that uses our own dual simplex engine instead of the one provided by cplex. Besides the obvious advantage of not being dependent on cplex, this also gives us finer control over the number of dual-simplex iterations performed at each node. Since intermediate data from the tableaux can yield both lower bounds and hints for variable selection, we need not wait for the LP to reach optimality.
Initial experiments with larger benchmarks suggest that space, as well as time, might be a limiting factor, given a large explosion in number of nodes on the queue (each node has its own copy of the constraint matrix). This can be mitigated by storing only the current assignment at each node instead of the whole matrix, but incurs an additional substantial penalty in time. A smooth tradeoff between space and time is clearly worth looking into.
