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Today, the resolution in phase-contrast cryo-electron tomography is for a signiﬁcant part limited by the
contrast transfer function (CTF) of the microscope. The CTF is a function of defocus and thus varies
spatially as a result of the tilting of the specimen and the ﬁnite specimen thickness. Models that include
spatial dependencies have not been adopted in daily practice because of their high computational
complexity. Here we present an algorithm which reduces the processing time for computing the ‘tilted’
CTF by more than a factor 100. Our implementation of the full 3D CTF has a processing time on the
order of a Radon transform of a full tilt-series. We derive and validate an expression for the damping
envelope function describing the loss of resolution due to specimen thickness. Using simulations we
quantify the effects of specimen thickness on the accuracy of various forward models. We study the
inﬂuence of spatially varying CTF correction and subsequent tomographic reconstruction by simulation
and present a new approach for space-variant phase-ﬂipping. We show that our CTF correction
strategies are successful in increasing the resolution after tomographic reconstruction.
& 2011 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
Cryo-electron tomography (CryoET) is an important tool for
studying the three-dimensional (3D) structure of biological speci-
mens in their (close to) native state [1]. In CryoET the 3D scattering
potential is reconstructed from many projections at different tilt-
angles. The reconstruction of a 3D image from the two-dimensional
(2D) projections is typically done using ﬁltered back-projection
(FBP) or the simultaneous iterative reconstruction technique (SIRT).
The specimens consist mostly of light atoms such as C, N and H, and
therefore are very weak electron scatterers. As a result amplitude
contrast is not very strong and images are recorded in a phase-
contrast mode. This phase contrast is, however, only generated if the
specimen is sufﬁciently defocused to allow interference of the
unscattered wave with the scattered wave. The phase-shifts due to
elastic scattering are relatively small and are described using the
well established weak-phase approximation [2]. Here the image
formation is dictated by the contrast transfer function (CTF). The CTF
is an oscillating function of the spatial frequency; therefore contrast
for certain spatial frequency ranges is inverted. To maximize the
transfer of certain spatial frequencies (corresponding to sizes ofortman).
-NC-ND license. 4210 nm in the specimen) without contrast inversions, typically
several mm underfocus is used in practice. Transmission of higher
spatial frequencies is suppressed by the apparent ﬁnite source-size
of the electron gun. This cut-off point can only be shifted to a higher
spatial frequency by using smaller defoci. This comes at the expense
of possible contrast inversions in the image. In the presence of these
contrast inversions, image interpretation is no longer intuitive. To
remove possible contrast inversion, various authors apply a low-
pass ﬁlter to the projections with its cut-off frequency at the ﬁrst
zero-crossing of the CTF [3,4].
CTF correction is already well established in the ﬁeld of single-
particle analysis [5]. It usually comprises phase-ﬂipping of the spatial
frequencies which were imaged with inverted contrast. Sometimes
the magnitude of the CTF is also corrected. For each detected particle
the defocus is assumed to be constant, which makes CTF correction
spatially invariant. When imaging tilted specimens, as in tomogra-
phy, the assumption that the defocus is constant over the ﬁeld of
view no longer holds. Recently there has been an increased interest
to characterize and correct for the effects of this spatially varying
CTF [6–11]. As the thickness of the specimen can easily be on the
order of 100 nm or more there is also a relevant defocus gradient in
the axial direction to be considered [12]. There have also been efforts
to correct for these effects [13–16]. The methods described in
references [6–16] for forward modeling and for correcting the
spatially varying CTF for tilted and/or thick specimens have not
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because of their complexity, but more importantly due to the burden
they pose on processing times (for large image sizes up to several
weeks). We present a 100-fold reduction of the processing time for
the forward modeling of tilted specimens. This makes our spatially
varying method for computing CTFs applicable in practice.
The structure of this article is as follows. In Section 2 we
present an overview of the different approximations to the CTF:
untilted thin, tilted thin and tilted thick. Next, in Section 3 we
propose novel algorithms to reduce the computational complex-
ity of modeling a spatially varying CTF. In Section 4 we use
simulations to show the limitations and advantages of the
different CTF models for forward modeling and ﬁnally in Section
5 we apply them to CTF correction.2. Contrast transfer function for 3D specimens
In order to describe the CTF, we introduce the following
terminology. The Fourier transform (FT) of the 3D scattering
potential Vðx,zÞ is deﬁned as
V^ ðq,qzÞ ¼
Z
Vðx,zÞe2piðxqþ zqzÞ dx dz,
where x¼ ðx,yÞ and q¼ ðqx,qyÞ. Equivalently, we deﬁne the 2D FT
as f^ ðqÞ ¼ R f ðxÞe2pixq dx.
We choose to ﬁx the specimen coordinates Vð ~x, ~zÞ and rotate
the microscope coordinate system Vaðx,zÞ. The rotated coordinate
system is deﬁned by two variables: the tilt-angle a and the
orientation of the tilt-axis (azimuth) b. Since a rotation of the
specimen in real-space corresponds to the same rotation in
Fourier space we deﬁne1
V^ aðq,qzÞ ¼ V^ ðqxcosbcosaþqysinbcosaþqzsina,
qxsinbþqycosb,
qxcosbsinaqysinbsinaþqzcosaÞ: ð1Þ
Hence, for b¼ 0 the tilt-axis is the y-axis, which we will assume in
the remainder of this article.
Since scattering in biological specimens is usually very weak, it
is common to use the weak-phase approximation [2]. We will use
this approximation throughout this article and thus the FT of the
recorded intensity is expressed as [17]
I^ðqÞ ¼ 2sinðwðqÞÞV^ aðq,0Þ, ð2Þ
with wðqÞ ¼ ð2p=lÞð14 Csl
4q4þ12Dfl
2q2Þ the aberration function, Cs
is the spherical aberration, Df is the defocus at z¼0, l is the
electron wavelength and q¼ JqJ. We use the convention that
underfocus implies Dfo0. The projected scattering potential
V^ aðq,0Þ is equivalent (using the projection slice theorem [18]) to
the FT of
R
Vaðx,zÞ dz.
We ignore amplitude contrast in Eq. (2) to keep the following
derivations short and to improve the readability. In practice,
amplitude contrast can be incorporated simply as an additional
phase-shift [2].
Note that Eq. (2) is an approximation to the full contrast
transfer function as the defocus is assumed to be constant for the
whole specimen. We will refer to Eq. (2) as CTF0.
2.1. Tilted, thin specimens
To allow for tilted geometries Philippsen et al. [6] derived an
extension to the CTF0. We will refer to this function (which they
called the tilted contrast-imaging function) as the tilted CTF
(TCTF). The FT of the recorded image intensity for tilted, thin1 We implicitly deﬁne V^ ð ~qx , ~qy , ~qz Þ ¼ V^ ð ~q , ~qz Þ.specimens is
I^ðqÞ ¼ ieiwðqÞV^ aðq12 lq2btana,0Þie
iwðqÞV^ aðqþ12lq2btana,0Þ, ð3Þ
where b is a unit-vector perpendicular to the tilt-axis with
b¼ ðcosb,sinbÞ. For small tilt-angles, i.e. a-0, Eq. (3) gradually
reduces to Eq. (2).
2.2. Thick specimens
The validity of Eq. (2) is not only limited to untilted specimens,
but is also limited to thin specimens. In the weak-phase regime all
scattering events can be treated as weak and independent.
Therefore all points in the specimen contribute linearly to the
recorded intensity. Incorporating the effects of the thickness
of the specimen is simply a matter of integrating along the
z-direction of the scattering potential times the appropriate CTF
I^ðqÞ ¼
Z
2sinðwðqÞplzq2ÞF x½Vaðx,zÞ dz: ð4Þ
Wan et al. [12] showed that the evaluation of Eq. (4) can be
simpliﬁed by taking the FT in the z-direction
F z½2sinðwðqÞplzq2Þ ¼ ieiwðqÞdðqz12 lq2ÞieiwðqÞdðqzþ12lq2Þ: ð5Þ
Using this equation, the multiplication in Eq. (4) of the scattering
potential with the CTF can be written as a convolution in qz. The
integration over z is equal to evaluating for qz¼0. Combining
these steps leads to [12]
I^ðqÞ ¼ ieiwðqÞV^ aðq,12 lq2Þie
iwðqÞV^ aðq,12lq2Þ, ð6Þ
which we will refer to as the three-dimensional CTF (3DCTF). We
show in the following section that Eq. (6) reduces to Eq. (3) for
inﬁnitely thin specimens. Here we also derive the approximation
error of Eq. (3) with respect to Eq. (6).
2.3. Thickness induced damping envelope
One very common assumption in Cryo-ET is that the 3D
scattering potential can be approximated by a 2D projected
scattering potential. The TCTF (Eq. (3)) is an approximation to
the 3DCTF (Eq. (6)) for thin specimens. We will quantify the
correctness of this approximation as a function of the specimen
thickness. In order to show the relation between these two
equations, we ﬁrst ideally describe a specimen with limited
thickness as
Vð ~x, ~zÞ ¼ V1ð ~x, ~zÞ
1
t
rect
~z
t
 
, ð7Þ
where V1ð ~x, ~zÞ is a theoretical specimen with inﬁnite thickness, t
is the thickness of the real specimen Vð ~x, ~zÞ and ð1=tÞrectð~z=tÞ is a
normalized block function of unity area. A multiplication with the
block function in Eq. (7) is equivalent to
V^ ð ~q, ~qz Þ ¼ V^1ð ~q, ~qz Þ%sincðt ~qz Þ, ð8Þ
where % is the convolution operator in ~qz and sincðt ~qz Þ is the
normalized sinc function. For inﬁnitely thin specimens, V^ ð ~q, ~qz Þ is
independent of ~qz .
Revisiting the TCTF (Eq. (3)) and the 3DCTF (Eq. (6)) we see
that the scattering potential V^ a is sampled, in the microscope
coordinates, at ðq812lq2btana,0Þ and ðq,812lq2Þ, respectively. For
a graphical representation see Fig. 1. From this ﬁgure (or from
Eq. (1)) we see that the lateral (in the specimen coordinates)
spatial frequency axes ð ~qx , ~qy Þ coincide. Along the axial spatial
frequency, however, there is a discrepancy of
D ~qz ¼
1
2
lq2ðsinatanaþcosaÞ ¼ 1
2
lq2
1
cosa :
qz
α
3DCTF
TCTF
CTF0
qz˜
qx˜
α
qx
½λq²
qz∆˜
Fig. 1. A comparison of the CTF0, TCTF and 3DCTF based on the points sampled in
Fourier space (b¼ 0). The rotated axes ðqx ,qzÞ correspond to the coordinate system
of the microscope, perpendicular to the tilt-axis. As a result, V^ aðq,0Þ is the central
section which represents the projection data under a certain tilt-angle. The ﬁxed
axes ð ~qx , ~qz Þ correspond to the Fourier space of the specimen: V^ ð ~q , ~qz Þ. The relation
between V^ a and V^ is described by Eq. (1). For clarity, only V^ aðq,0Þ (’),
V^ aðqþ12lq2btana,0Þ () and V^ aðq,þ12lq2Þ (3) for qZ0 and qy ¼ 0 are plotted. Here
ao0.
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transferred signal is given by
Et,aðqÞ ¼ sinc 1
2
lq2
t
cosa
 
, ð9Þ
if instead of sampling V^ ð ~q, ~qz Þ we sample V^ ð ~q, ~qzþD ~qz Þ. This
function can be used to estimate the overall loss of resolution when
a specimen with thickness t is approximated by an inﬁnitely thin
specimen. Neglecting the thickness produces the effect of a damping
envelope, similar to the spatial and temporal damping envelopes
[17, Section 6.4.2].
From Eq. (9) we also see that in the limit of an inﬁnitely thin
specimen (t-0), Eq. (3) can be used instead of Eq. (6) without loss
of transfer.3. Algorithmic improvements
The effects of tilting and/or specimen thickness on the CTF
have not been widely adopted in reconstruction or forward
modeling due to the large burden they pose on processing times.
Even though Eq. (2) of the CTF0 and Eq. (3) of the TCTF look very
similar, their discrete counterparts highlight some challenging
differences. The function V^ aðq,0Þ in Eq. (2) can be discretized by
sampling on a regular grid. This results in a discrete Fourier
transform (DFT) which can be computed by a standard fast
Fourier transform (FFT). In contrast, the samples of V^ a in Eq. (3)
do not form a regular grid (q812lq
2btana). These sample points
do not coincide (in general) with the discretized spatial frequen-
cies of the DFT. As a result the FFT cannot be used to compute V^ a.
Let us ﬁrst consider the general case of spatially varying
ﬁltering
IðxÞ ¼
Z
VðsÞhðxs,sÞ ds, ð10Þ
where hðx,sÞ is a spatially varying point-spread function corre-
sponding to the input (object) V at location s. We can relate the
point-spread function to a transfer function Tðq,sÞ in the Fourier
domain by
hðx,sÞ ¼
Z
Tðq,sÞe2piqx dq: ð11Þ
For example, the transfer function corresponding to the CTF0 is
simply TCTF ðq,xÞ ¼ 2sinðwðqÞÞ. The extension to a spatially varyingtransfer function TTCTF is given by
TTCTF ðq,xÞ ¼ 2sinðwðqÞplq2x  btanaÞ: ð12Þ
To derive a general expression for a spatially varying transfer
function, let us insert Eq. (11) into Eq. (10) and change to the
Fourier domain I^ðpÞ (q is already in use by Tðq,sÞ). Now we can
ﬁrst integrate over x which results in a dðqpÞ term. Then,
integrate over q and replace the remaining p by q. This leads us
to the following result:
I^ðqÞ ¼
Z
VðxÞTðq,xÞe2piqx dx, ð13Þ
where VðxÞ is the input scattering potential, Tðq,xÞ is a spatially
varying transfer function and I^ðqÞ is the output with x,qAR2.
Evaluation of I^ðqÞ in the form of Eq. (13) can only be
implemented for discretized data as a matrix multiplication. In
contrast, when Tðq,xÞ does not depend on the location x, Eq. (13)
simpliﬁes to I^ðqÞ ¼ V^ ðqÞTðq,0Þ. Such spatially invariant equations
can clearly be computed much faster. They can be implemented
using the FFT algorithm which has a computational complexity of
OðNlogNÞ [19] compared to OðN2Þ for a regular DFT or matrix
multiplication needed to compute Eq. (13).
3.1. Nonuniform fast Fourier transform
One way of implementing the TCTF (Eq. (3)) is to revert to a set
of linear equations similar to Eq. (13) with Eq. (12) as a transfer
function (as done by Philippsen et al. [6]). We developed an
algorithm which results in a substantially faster implementation.
The TCTF of Eq. (3) is presented as two separate terms each
sampling the FT of the scattering potential at slightly different
points. Computing the Fourier transform of a nonuniform grid of
points is, however, not straightforward. We propose to compute
this Fourier transform by using the nonuniform fast Fourier
transform (NUFFT) (also called gridding) [20,21]. Here we have
used a speciﬁc implementation which uses a Gaussian kernel [22].
The fact that the CTF for tilted (TCTF, Eq. (3)) and/or thick (3DCTF,
Eq. (6)) specimens can be computed by nonuniform sampling in the
Fourier domain is a result of the particular (oscillating) cos-like
dependence of the CTF as a function of defocus and not a general
property of spatially varying transfer functions. For example, this
does not work for the ﬁnite source-size envelope because the FT in
the axial direction does not result in a (ﬁnite) set of d-functions.
3.2. Taylor expansion of transfer functions
In order to speed up the calculation of those space-variant
transfer functions for which the FT does not result in a ﬁnite set of
d-functions, we propose a Taylor series approximation. The Taylor
series of Tðq,xÞ in x combined with Eq. (13) yields
I^ðqÞ ¼
Xnmax
n ¼ 0
T ðnÞðq,0Þ
n!
F x½xnVðxÞþOðnmaxþ1Þ, ð14Þ
with TðnÞðq,0Þ ¼ @nTðq,xÞ=@xnjx ¼ 0 and nmax the order at which the
Taylor series is truncated. The derivatives of Tðq,xÞ can be derived
analytically which make their implementation straightforward. At
the expense of a summation over nmax þ1 terms, Eq. (14) can now
be implemented using the FFT. Fortunately, when the spatial
dependence is weak, the Taylor series can be truncated after a
relatively small number of terms.
In Appendix A we present an implementation for the ﬁnite
source-size envelope in the form of Eq. (14) as well as an illustrative
example.
The processing time for Eq. (14) depends linearly on the
number of terms. The approximation error of the expansion can
be estimated from Taylor series theory. To achieve a certain
Table 1
Average run-times for two different methods to calculate the TCTF (Eq. (3)) are
shown: (ﬁrst row) the full linear model of Eq. (13) using Eq. (12) and (second row)
the NUFFT method described in the text. Rows 3 and 4 show the average run-
times of, respectively, the build-in Matlab function and the NUFFT for calculating
the Radon transform. The last row shows the average run-time of a combination of
the Radon transform and the 3DCTF (Eq. (6)) using the NUFFT. Notice that some
values are in minutes (m) and some in hours (h).
Image size (pixel) 10242 20482 40962
Method Runtime
TCTF, Eq. (13) 83.1m 12.3h 95.9h
TCTF, 1D NUFFT 2.9m 11.3m 44.4m
Radon, Matlab 14.2m 1.9h 14.9h
Radon, 2D NUFFT 14.0m 1.8h 13.3h
3DCTF, 2D NUFFT 18.3m 2.1h 14.5h
Values represent averages over 100 2D image slices, each projected for 141 tilt-
angles. Standard deviations were all below 5%.
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angles than for higher tilt-angles. Therefore we change the order
nmax adaptively depending on the tilt-angle and some speciﬁc
microscope parameters.
3.3. Speed improvement
In order to evaluate the improvements in processing times for
each of the proposed methods, we implemented them to simulate
a full tilt-series for an artiﬁcial specimen. The processing times of
the different methods only depend on the image size N2. All
methods were implemented in Matlab (The MathWorks, USA) and
the results are shown in Table 1. Without loss of generality the 3D
(x,y,z) specimen was reduced to a set of 2D (x,z) slices perpendi-
cular to the tilt-axis. For each 2D slice, a tilt-series of 141 1D
projections with a maximum tilt-angle of 7701 was simulated.
Processing times were evaluated on a PC equipped with an Intel
E8400 dual core 3 GHz processor and 8 GB RAM. The processing
times of the 1D projections were scaled to resemble the computa-
tion of a full tilt-series where the 2D projections have a square
image size.
To calculate the TCTF (Eq. (3)) efﬁciently one takes the 1D
NUFFT of each projection in the tilt-series at the appropriate
spatial frequencies. In Table 1 we show that this approach is more
than two orders of magnitude faster for an image size of 40962
than by computing Eq. (13) through a full matrix multiplication
(along a single image dimension). We also noticed that simulating
the TCTF using the 1D NUFFT is only four times slower than
simulating CTF0. This means that the TCTF is now within reach for
iterative reconstruction algorithms.
Next to the speed advantage, implementing the TCTF using the
1D NUFFT is also intuitive and does not depend on any additional
parameters such as strip width or tile size as required by other
approaches [7,9–11] where the image is split into (overlapping)
strips or tiles of approximately equal defocus for processing.
To calculate the 3DCTF (Eq. (6)) the 2D NUFFT of the scattering
potential must be calculated at the appropriate spatial frequen-
cies.2 The 2D NUFFT can also be used to compute forward
projections [23]. Table 1 shows that this approach results in
processing times of the same order as the (real-space) Radon
transform implemented in Matlab. When calculating the 3DCTF
one implicitly projects the (x,z) slice of the scattering potential to
a 1D signal. We further notice that simulating the 3DCTF indeed
results in processing times of the same order as calculating the
forward projection using the 2D NUFFT.2 Since we calculate each (x,z) slice of the 3D scattering potential indepen-
dently, a 2D NUFFT is sufﬁcient.4. Simulating the effects of the complete CTF
In the previous sections we presented three different forward
models and explored their relation:1. untilted, thin specimens: CTF0, Eq. (2);
2. tilted, thin specimens: TCTF, Eq. (3);
3. tilted, thick specimens: 3DCTF, Eq. (6).In this section we will investigate the frequency transfer char-
acteristics of these models using simulations.4.1. White noise test specimen
To compare the different forward models a specimen model is
required. To avoid a bias toward a speciﬁc spatial frequency
range, a synthetic specimen with a ﬂat spectrum is desirable.
Therefore, we choose white noise as an input specimen. To
overcome the inherent stochastic nature of such a specimen, the
results of 150 realizations are averaged.
We also reduce the 3D (x,y,z) problem to 2D (x,z) slices
perpendicular to the tilt-axis. Without loss of generality this
reduces the processing time while maintaining the full complex-
ity of the problem. We simulate specimens with a thickness of
50, 100 and 200 nm and a ﬁeld of view (FOV) of 1 mm. We
avoid local-tomography effects [24,25]. We also do not consider
possible loss of resolution and additional noise at detection
by plate or CCD camera, given by the modulation transfer
function [26].
The CTF0 and TCTF forward models both act on projected data
(which is 1D in the following simulations). The 3DCTF, however,
is a function of the 2D (x,z) slice. In order to avoid aliasing effects
sufﬁcient zero-padding in the z-direction is required. The speci-
men is padded with zeros to make the (x,z) slice square. We
veriﬁed that the amount of zero-padding is sufﬁcient by compar-
ing projections generated using the regular Radon transform with
those generated by direct sampling using the NUFFT.4.2. Forward modeling
If a forward model is used in an iterative reconstruction
algorithm, its computational complexity is of great importance.
A trade-off has to be made between the accuracy (or correctness)
of a forward model and its computational complexity.
We simulated projections of the white noise test specimen
with the three different forward models mentioned above: CTF0,
TCTF and 3DCTF. To test the accuracy of the two approximations
(CTF0 and TCTF), we compare projections generated by these
models with projections generated with the 3DCTF forward
model. The microscope parameters were set to: Df ¼1 mm,
l¼ 2:5 pm (HT¼200 kV), Cs¼2 mm and the convergence angle
ai ¼ 0:2 mrad (see Appendix A). The 1D projections consisted of
4096 pixels with a pixel size of 0.24 nm.
In order to verify the quality of the different forward models,
i.e. the resolution, a comparison of the projections is required.
There are numerous ways to measure the resolution in a recon-
structed volume. In the ﬁeld of single-particle analysis, Fourier
shell correlation (FSC) is used extensively to check the consis-
tency of a reconstruction [27,28]. There the initial dataset is
usually split into two and each half is used to reconstruct the
particle after which the two reconstructions are correlated with
each other. For our purpose, we deﬁne the normalized Fourier
correlation (NFC) of two functions f and g as the 1D equivalent of
CTF0
TCTF
Et,α
50nm
100nm
200nm
0 0.5 1 1.5 2
−0.25
0
0.25
0.5
0.75
1
q (nm-1)
0 0.5 1 1.5 2
−0.25
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0.25
0.5
0.75
1
N
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Fig. 2. Average NFC over 150 realizations between the 3DCTF and the two
approximations: CTF0 in black, TCTF in red. The simulations were carried out for
specimens with a thickness of 50, 100 and 200 nm. Overlaid in blue is Eq. (9), the
analytic prediction of the resolution loss (damping envelope) as a result of
neglecting the specimen thickness. (A) Specimen tilted at 351; (B) specimen tilted
at 701. (For interpretation of the references to color in this ﬁgure legend, the
reader is referred to the web version of this article.)
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NFCf ,gðqÞ ¼
P
q0Aqi
f^ ðq0Þg^ðq0ÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
q0Aqi
:f^ ðq0Þ:2Pq0Aqi:g^ðq0Þ:2
q , ð15Þ
where qi is a small range of spatial frequencies around q and q.
In Fig. 2 we show the result of the NFC between the two
approximate models (CTF0 and TCTF) and the 3DCTF. From this ﬁgure
we conclude that the loss of transfer when using the projection
assumption can be estimated using Eq. (9). From Fig. 2 we also
conclude that for specimens tilted up to 7701, with a thickness of
100 nm or less the TCTF is a very good approximation to the 3DCTF
for spatial frequencies up to (at least) 1.3 nm1. The expected loss of
resolution (Eq. (9)) when using TCTF instead of 3DCTF agrees very
well with the simulations. This implies that the accuracy of the TCTF
can be approximated accurately with the help of Eq. (9). Eq. (9) can
also be useful to ﬁnd the tolerable thickness or alternatively to
estimate the achievable resolution using the TCTF.
Furthermore, we see in Fig. 2 that for CTF0, the results only slightly
vary when changing the thickness. However, it is also clear that the
CTF0 is only a valid approximations up to approximately 1 nm
1 for
specimens tilted at 7351 and only up to 0.7 nm1 at 7701. The
clearly visible zero-crossings of the CTF for the CTF0 result (indicated
by the steep dips of the NFC) are in some way also present in the
TCTF model. But in the TCTF model the defocus varies spatially, and
as a result the zero-crossings do as well. Hence, parts without
contribution (the zero-crossings) are averaged with parts of non-zero
contribution.5. CTF correction
Next to forward modeling of the CTF, one ultimately wants to
correct for these effects in order to reconstruct an unambiguous
(without phase-reversals) estimate of the specimen underinvestigation. We are interested how much the resolution in a
reconstructed tomogram can be improved as a result of proper
correction for the CTF with spatially varying defocus.
To this end we simulated a tilt-series of 141 projections using the
3DCTF with an underfocus of 1 mm (tilt-angles were uniformly
distributed between 7701). White noise was again used as a
specimen model. The thickness of the specimen was 100 nm. The
1D projections consisted of 4096 pixels with a pixel size of 0.24 nm.
For more details we refer to Section 4 in which the same settings
are used.
Poisson noise was added to the projections to simulate realistic
low-dose noise conditions. We used a total dose of 150e=A˚
2
for the
entire tilt-series, assuming that the signal of the 1D projections
represents a line of square pixels (this corresponds to  6:3 counts
per pixel per tilt-angle). The modulation depth of the phase-contrast
signal was set to 10%.
5.1. Tomographic reconstruction
There exists a variety of algorithms to reconstruct a specimen
from its projections. Here we used ﬁltered back-projection (FBP)
because compared to other algorithms this method depends on
the smallest number of parameters. This allows us to do a
comparison of reconstructions which depends primarily on the
different CTF correction methods and not on how well we
succeeded in the ﬁne-tuning of the reconstruction algorithm.
In Fig. 3 we show the results for the three different CTF
correction methods (discussed below) after tomographic recon-
struction. To analyze the difference in the lateral direction (x) we
calculate the NFC in the z-direction of the reconstruction.
In a simulation the specimen is known. We therefore choose to
correlate the different reconstructions to the original specimen.
This results in relatively low correlation values. We also corre-
lated the reconstruction to a reconstruction of the undistorted
projections. Both suffer from the same ‘missing wedge’ artifact
and therefore correlate much better. Nevertheless, we settled for
correlating to the original specimen because this leads to the
most objective measure of resolution. The choice of tomographic
reconstruction method also affects the absolute correlation
values. It is well accepted that iterative reconstruction methods,
such as SIRT, perform much better under noisy conditions. Never-
theless, the results in Fig. 3 show a clear difference between the
different CTF correction methods.
5.2. Phase-ﬂipping
The two most common methods for CTF correction in Cryo-ET
are phase-ﬂipping (which corrects the parts of the frequency
domain data which have negative contrast) and amplitude cor-
rection [7,10,11]. We also implemented and tested amplitude
correction using a Wiener ﬁlter approach, but we opted for phase-
ﬂipping because this gives the best results under the chosen noise
conditions.
To apply phase-ﬂipping to tilted specimens we developed the
following approach. The TCTF is written in the form of Eq. (13),
leading to a transfer function TTCTF given by Eq. (12). Subse-
quently, our CTF correction algorithm is described by
V 0ðxÞ ¼
Z
I^ðqÞsgnðTTCTF ðq,xÞÞe2piqx dq, ð16Þ
where V 0ðxÞ is an estimate of VðxÞ and sgnðxÞ is the sign function.
When we compare the result of CTF0 phase-ﬂipping in Fig. 3A
with the result of TCTF phase-ﬂipping of Eq. (16) in Fig. 3B we see
a dramatic increase in resolution at the edges of the specimen
(x¼ 7500 nm). Around the tilt-axis (x¼ 0 nm) the difference
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Fig. 3. Average NFC between an (x,z) slice of the CTF corrected reconstruction and
the original (known) specimen over 150 realizations. Simulated projections were
CTF corrected without accounting for spatially varying defocus (A), with correction
of spatially varying defocus (B), and ﬁnally by combining different defocus values
and spatially varying defocus correction (C). All CTF correction methods use
phase-ﬂipping. Isolines are plotted for easier comparison. The average difference
of the NFC between (B) and (C) is 16% of the average value of (B).
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men does not induce a signiﬁcant difference in defocus.
5.3. Defocus-series
The zero-crossings of the CTF make it impossible to obtain a good
estimate of VðxÞ (from a single projection) because at these points in
the Fourier domain all information about the specimen is lost.
A solution to this problem is to acquire a defocus-series after which
the different projections can be combined to estimate VðxÞ [29].
We propose to (also) apply this approach to tomography by
acquiring a defocus-series at each tilt-angle of a tilt-series while notincreasing the total dose. The dose available for a certain tilt-angle is
distributed over the defocus-series. Note that this does not inﬂuence
the signal-to-noise (SNR) ratio of the estimate V 0ðxÞ [30]. It will,
however, result in lower SNR per recording which might hamper the
alignment procedure in practice. Assuming that a perfect alignment
exists, we investigated whether a defocus-series will result in an
increased resolution.
We simulated a defocus-series of three different average
defocus values: 0.5, 1 and 1:5 mm, at each tilt-angle. This
choice was made to properly correct for the ﬁrst zero-crossing
(q¼ 0:63 nm1) at a defocus of 1 mm. CTF correction for defocus-
series is usually done with a modiﬁed Wiener ﬁlter [29], our
experience with this approach is that it is too sensitive to noise.
We chose an alternative method which resembles phase-ﬂipping
for a single projection. This requires no regularization and gives
better results under our noise conditions. The CTF correction for
each defocus-series at a certain tilt-angle is given by
V^
0ðqÞ ¼
P
iV^ i
0ðqÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
i
R
Tiðq,xÞ2 dx
q , ð17Þ
where the summation runs over the different defocus values and
V^ i
0ðqÞ is the FT of
Vi
0ðxÞ ¼
Z
I^ iðqÞTiðq,xÞe2piqx dq:
This reduces to regular phase-ﬂipping for a single untilted
projection.
In Fig. 3C we notice that distributing the dose at each tilt-angle
over three projections at different defocus values has the poten-
tial to increase the achievable resolution compared to TCTF
phase-ﬂipping of a single projection as shown in Fig. 3B. The
advantage of the defocus-series based TCTF correction of Eq. (17)
is that it does not require regularization and that it will not
amplify noise because the magnitude per spatial frequency
stays ﬁxed.5.4. Inﬂuence of defocus accuracy
So far we have assumed that the exact defocus is known as an
input to the CTF correction step. In reality, the defocus needs to be
estimated. It is therefore important to investigate the sensitivity
of the discussed methods to an error in the defocus estimation. To
this end we simulated a tilt-series with an underfocus of 1 mm
and subsequently used a slightly different systematic defocus
value for CTF correction of the tilt-series. The results of these
simulations are shown in Fig. 4A.
Judging from Fig. 4A, a systematic error in defocus estimation on
the order of 50 nm is acceptable when using TCTF correction
(possibly with defocus-series). The thickness of the simulated speci-
men was 100 nm which also introduces an ambiguity of the defocus
for the TCTF method. CTF0 correction shows much less dependence
on an error in the defocus estimation. This result is expected since
for tilted specimens CTF0 correction based on an erroneous defocus
value is still valid for some parts of the projection.
Next to a systematic error in defocus estimation, the defocus
for each projection in a tilt-series is not constant [11,10]. We have
also investigated the sensitivity of CTF correction to these
ﬂuctuations by imposing a normal distributed stochastic defocus
error to each projection of the tilt-series. The result is shown
in Fig. 4B. When compared to a systematic defocus error (shown
in Fig. 4A) the effects are almost the same. Only for larger
stochastic errors the inﬂuence is slightly smaller.
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Fig. 4. Averaged NFC values as seen in Fig. 3 using the discussed CTF correction methods but with an erroneous defocus for the CTF correction step. Systematic defocus
error for all projections (A). Positive values are closer to focus. Normal distributed defocus error for each projection (B).
L.M. Voortman et al. / Ultramicroscopy 111 (2011) 1029–1036 10356. Conclusions
We derived an analytical expression for the loss of resolution
by using the projection assumption, i.e. ignoring the actual
thickness of the specimen Eq. (9). This estimated loss of resolution
was veriﬁed by the simulation of projections at different tilt-
angles and specimen thicknesses. Eq. (9) can now be used as a
rule-of-thumb for estimating whether the projection assumption
is sufﬁcient to image at a certain resolution, or alternatively to
estimate up to which resolution the TCTF is a good approximation
to the 3DCTF. For actual acquisitions of a specimen with a certain
thickness the transfer beyond a certain spatial frequency is
severely damped. With the help of Eq. (9) the signal-to-noise
ratio of each projection can now be increased by insertion of the
correct objective aperture that blocks the scattered waves above
this frequency.
We successfully reduced the processing time required for
computing the TCTF by more than a factor 100. The processing
time of the 3DCTF is reduced to the time it takes to compute one
Radon transform. We anticipate that this reduction of processing
time will commence the development of new iterative recon-
struction algorithms which incorporate these models to improve
the resolution of reconstructed tomograms.
We used simulations to quantify the effects of the specimen
thickness on the accuracy of the TCTF and CTF0. This yields a ﬁrst
indication of the applicability of the TCTF for specimens of ﬁnite
thickness. In contrast to [6], who used a direct inversion of
projections simulated by the TCTF, we applied TCTF correction
to projections simulated by the 3DCTF. This approach is much
closer to reality and therefore provides a better view on the
applicability of the TCTF for CTF correction.
The approach taken by [6,8] for CTF correction is based on the
direct inversion of the TCTF operator, without regularization and
with truncated singular value decomposition, respectively.
We proposed a new method for TCTF correction which resembles
phase-ﬂipping of the CTF0. It does not require regularization
and cannot amplify noise. Furthermore, we also described a
phase-ﬂipping-like TCTF correction method for defocus-series.
Finally we showed that these CTF correction strategies are
successful in increasing the resolution after tomographic
reconstruction.Acknowledgment
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trial Partnership program No. 07.0599.Appendix A. Taylor expansion of transfer functions
As an illustrative example we have worked out the ﬁrst three
terms of Eq. (14) using the TTCTF (Eq. (12)) as a transfer function:
I^ðqÞ ¼ 2sinðwðqÞÞF x½VðxÞ
2cosðwðqÞÞðplq2tanaÞF x½ðx  bÞVðxÞ
sinðwðqÞÞðplq2tanaÞ2F x½ðx  bÞ2VðxÞþ    : ðA:1Þ
Notice that Eq. (A.1) is merely meant as an example to illustrate
how Eq. (14) should be interpreted. The TCTF can be implemented
using the much faster NUFFT algorithm described earlier.
In order to accurately describe the imaging model for thick
tilted specimens, the ﬁnite source-size envelope needs to be
reconsidered. As derived by [17, Section 6.4.2] the envelope
function belonging to the effects of the ﬁnite source-size is
KsðqÞ ¼ exp  ðrwðqÞÞ
2H2
4ln2
 !
¼ exp ðpCsl
2q3pDfqÞ2a2i
ln2
 !
,
where rwðqÞ is the gradient of the aberration function, H¼ ai=l,
and ai is the convergence angle. Since this envelope depends on Df ,
it must be reconsidered for thick and/or tilted specimens. We
deﬁne the spatially varying ﬁnite source-size envelope as
Ks,zðq,zÞ ¼ exp 
ðrwðqÞplzqÞ2H2
4ln2
 !
,
where z is the deviation from the average defocus. Applying
Eq. (14) leads to
I^Ks ðqÞ ¼
Xnmax
n ¼ 0
K ðnÞs,z ðq,0Þ
n!
F x½ðx  btanaÞnIðxÞ, ðA:2Þ
where
K ðnÞs,z ðq,0Þ
n!
¼ @
nKs,zðq,zÞ
@zn

z ¼ 0
1
n!
¼ KsðqÞ
Xn
k ¼ 0
An,kðrwðqÞÞk H
2
ﬃﬃﬃﬃﬃﬃﬃ
ln2
p
 kþn
,
and with
An,k ¼
ð1ÞððnkÞ=2Þ 2
k
nk
2
 
!k!
if nk is even and kon,
0 otherwise:
8>><
>>:
L.M. Voortman et al. / Ultramicroscopy 111 (2011) 1029–10361036For the spatially variant envelope equation (A.2) we found that
nmax¼4 is in most circumstances sufﬁcient.
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