Abstract: Linguistic complexity is a measure of the cognitive difficulty of human language processing. The present paper proposes dependency distance, in the framework of dependency grammar, as an insightful metric of complexity. Three hypotheses are formulated: (1) The human language parser prefers linear orders that minimize the average dependency distance of the recognized sentence (2) There is a threshold that the average dependency distance of most sentences or texts of human languages does not exceed (3) Grammar and cognition combine to keep dependency distance within the threshold. Twenty corpora from different languages with dependency syntactic annotation are used to test these hypotheses. The paper reports the average dependency distance in these corpora and analyzes the factors which influence dependency distance. The findings --that average dependency distance has a tendency to be minimized in human language and that there is a threshold of less than 3 words in average dependency distance and grammar plays an important role in constraining distance --support all three hypotheses, although some questions are still open for further research.
Introduction
Psycholinguistics has provided an empirical basis for the study of language comprehension difficulty (Jay 2004) . It is a challenge for formal (computational) and cognitive linguists to find a metric for measuring this difficulty. Yngve's (1960) proposal concerning depth is one attempt to meet this challenge, as his paper examines what we would now call sentence comprehension difficulty. He describes "the maximum number of symbols needed to be stored during the construction of a given sentence" as the depth of that sentence. The paper formulates his Depth Hypothesis as follows: "(a) Although all languages have a grammar based on constituent structure, (b) the sentences actually used in the spoken language have a depth that does not exceed a certain number (c) equal or nearly equal to the span of immediate memory lexical material intervening between the input item and the site of its target dependents." (p. 261)
The above-mentioned studies exemplify recent interest in complexity metrics that involve the relation between linear order and syntactic difficulty, and in the role that dependencies between linguistic units plays in the context of a complexity metric. The emphasis on dependency is unsurprising: if human cognitive structure is network-like (Hudson 2007) , analysis in terms of a network of syntactic dependencies is an important step towards a conceptual network. It is natural to infer that syntactic dependency structure can map onto cognitive structure and a language network (Liu 2008a ) better than the phrase structure assumed in the earlier works. The studies mentioned earlier use the phrase structure approach to syntax. It is certainly possible to construct a framework combining dependency mechanisms and phrase-structural constituency mechanisms, but there is no immediate motivation for attempting this. If our goal is to develop a reasonable metric of linguistic complexity, the point is to consider syntactic representation in the context of parsing strategy issues. Given the prevalence of network conceptualizations in cognitive science, we find it likely that the dependency syntax approach will prove preferable to the phrase structure approach in the long run. We therefore find it appropriate to develop a comprehension difficulty metric that works with tools drawn from the dependency approach to syntactic structure.
The paper begins by appealing to one of the most essential properties of human language -linearity -and accordingly proposes a metric of syntactic difficulty based on treebanks, which can be extended in the context of measuring the complexity of a language. Section 2 presents previous works by other scholars and the method used in the present study. Section 3 introduces the resources used and the major results of this study. More detailed discussions and analysis of the results are presented in Section 4, followed by concluding remarks and suggestions for further research in the last section.
Methods
We shall take it for granted in this paper that the syntactic structure of a sentence consists of nothing but dependencies between individual words -an assumption that is widely accepted not only in computational linguistics (Nivre 2006) but also in theoretical linguistics (Hudson 2007) . The following are generally accepted as the core properties of a syntactic dependency relation (Tesnière 1959 , Hudson 1990 :
1. It is a binary relation between two linguistic units.
2.
It is usually asymmetrical, with one of the two units acting as the governor and the other as dependent. 3.
It is classified in terms of a range of general grammatical relations, as shown conventionally by a label on top of the arc linking the two units. Based on these three properties, we can build a syntactic dependency tree or directed dependency graph as the representation of a sentence. In the paper, we use directed acyclic graphs to present dependency structure as in Figure 1 . Figure 1 shows a dependency analysis of the sentence The student has a book. P r e p r i n t In Figure 1 all the words in a sentence are connected by grammatical relations. For example, the subject and the object depend on the main verb; prepositions (not exemplified in figure 1 ) depend on the nouns or verbs that they modify; and so on. In each pair of connected words, one is called the dependent and the other is called the governor. The labeled arc is directed from the governor to the dependent.
In order for a sentence to be parsed, yielding a dependency structure as in Figure 1 , a parsing algorithm must specify the route from the sentence to the structure. There are many parsing algorithms based on dependency grammar (Covington 2001 (Covington , 2003 Hellwig 2006; Nivre 2006) . In the context of modeling human sentence processing, an incremental parsing strategy is preferred. The following is an algorithm adapted from Covington (2003) :
This parsing algorithm accepts words one by one, and maintains two lists: WordList, which contains all the words seen so far, and HeadList, which contains all the words that are not (yet) known to be dependents of other words. Whenever a word W is received from the input list, the parser does the following things: 1. Looks W up in the lexicon and creates a node for it. 2. Looks through HeadList for words that can be dependents of W; attaches them as such, removing them from HeadList. 3. Looks through WordList for a word of which W can be a dependent.
If such a word is found, attaches W as that word's dependent. Otherwise, adds W to HeadList. 4. Adds W to WordList. Note that steps 2 and 3 can both occur. That is, the current word can acquire dependents in step 2, and then also acquire a head in step 3. When the process is complete, and all the words in the input list have been processed, HeadList should have only one element, the main verb. Take the parsed sentence I actually live in Beijing as an example. When the parser is reading the word live, HeadList includes two words I and actually; after the parser has processed the word live, HeadList retains only the verb live. We assume that the list HeadList serves as the working memory in a human parsing model. In order to ensure successful parsing, the HeadList has to handle all words between a dependent and its governor. Thus, this parsing algorithm may be regarded as memory-based. It provides a relatively direct explanation for Gibson's (1998) claim that "the greater the distance between an incoming word and the most local head or dependent to which it attaches, the greater the integration cost."
Current work in psycholinguistics make it reasonable to adopt a working memory approach: "the goal of the parsing model from a working memory view is to provide an analysis of parsing that will explain why some syntactic structures are more difficult to P r e p r i n t understand than others..." (Jay 2004: 164) .
The linear distance between governor and dependent is defined as "dependency distance 2 ". Liu/Hudson/Feng (forthcoming) propose a method for measuring the mean dependency distance of a sentence, of a sample of a treebank (a corpus with syntactic annotation) or of a particular dependency type in a treebank. Formally, let W 1 ...W i ...W n be a word string. For any dependency relation between the words W a and W b , if W a is a governor and W b is its dependent, then the dependency distance (DD) between them can be defined as the difference a-b; by this measure, adjacent words have a DD of 1 (rather than 0 as is the case when DD is measured in terms of intervening words). When a is greater than b, the DD is a positive number, which means that the governor follows the dependent; when a is smaller than b, the DD is a negative number and the governor precedes the dependent. However, in measuring dependency distance the relevant measure is the absolute value of dependency distance.
The mean dependency distance (MDD) of an entire sentence can be defined as:
Here n is the number of words in the sentence and DDi is the dependency distance of the i-th syntactic link of the sentence. In a sentence, there is generally one word (the root verb) without a governor, whose DD is therefore defined as zero.
This formula can also be used to calculate the mean dependency distance of a larger collection of sentences, such as a treebank:
In this case, n is the total number of words in the sample, s is the total number of sentences in the sample. DDi is the dependency distance of the i-th syntactic link of the sample.
For instance, a series of dependency distances can be obtained from the sentence in Figure 1 as follows: 1 1 1 2. In other words, the example has three dependencies with DD = 1 and one dependency with DD = 2. Using Formula (1), the MDD of this sentence is 5/4=1.25.
Combining the parsing algorithm mentioned above and the formula (1) and (2), we can assume that the greater the MDD of a sentence, the more difficult the sentence. Extending this conclusion to a text (or a language considered as a set of texts), the greater the MDD of a text, the more difficult the text (or language).
It is possible to link the parsing algorithm and the formula for MDD. While a sentence is parsed, we can calculate the dependency distance based on the current item(s) in Headlist. For instance, the maximum dependency distance in the sentence I actually live in Beijing is between the word I and live, which is also reflected in Headlist if we parse the sentence with the proposed algorithm.
The literature on memory has shown that going beyond a fixed bound often causes problems (Cowan 2001 (Cowan , 2005 . Therefore, it seems reasonable to use the maximum DD in a sentence to measure the difficulty of a sentence. Unfortunately, a small bound on the maximum DD could not be found in these corpora in this study, in other words, it is not feasible to use maximum DD as a stable metrics as language comprehension difficulty. Therefore, we prefer to propose and use a measure which may link dependency distance and the number of open dependencies that need to be stored in the parser's list. In the parsing model proposed, a dependency is open from the moment when it is stored into the Headlist of the parser to the point where it is removed from the list 3 . Hudson (1995) proposes a simple way to measure the load due to open dependencies is to weight each open dependency equally, and to sum the open dependencies after each word (for example, I actually live in Beijing): one after I, two after actually, one after live, one after in, and zero after Beijing. Hudson call the score after a word W i the dependency density at W i . So, for the exemplified sentence, we can create a series of dependency density 1+2+1+1+0, whose companion of dependency distance is 2+1+0+1+1. Thus, MDD and the mean number of items that are kept in Headlist (working memory) during the parsing process are positively correlated. Using MDD, we can measure relative difficulty of a sentence. Sometime it is probably not more precise than using maximum DD to measure absolute difficulty to build a dependency link, but it works with corpus and real text.
Distance is an important property of a dependency relation because of its implications for the cognitive cost of processing the dependency; likewise, the average dependency distance of a text is an important comparative measure and throws light on the cognitive demands of the language concerned relative to other languages. Several of these arguments are based on the assumption that DD can be averaged across the words in a text, and that the resulting average DD provides a relevant basis for comparing different texts in a single language, or even for comparing texts in different languages. If two texts in different languages are otherwise comparable -e.g. if they are both examples of casual conversation or scripted news broadcasts -then we may take them as representative of the syntactic patterns in their respective languages and draw conclusions about the languages themselves.
At this point, we return to EIC (or MiD) proposed by Hawkins (1994) and DLT due to Gibson (2000) and hypothesize that:
(1) The human language parser prefers linear orders that minimize the average dependency distance of the recognized sentence or the text. (2) There is a threshold that the average dependency distance of most sentences or texts of human languages does not exceed. (3) Grammar and cognition combine to keep dependency distance within the threshold. The essential point of these hypotheses is that human languages tend to have a minimized average dependency distance, which is constrained by human cognitive structure (working memory capacity) and grammar. From a complexity viewpoint, the minimization of dependency distance can be regarded as an emergent phenomenon in sufficiently long sentences (Ferrer i Cancho 2008) .
To test and verify the hypotheses, we need to work on as large and diverse a linguistic sample as possible, because the hypotheses need to be validated against many languages. The importance of cross-linguistic corpus data is also emphasized in Temperley (2007: 328) . The underlying hypothesis we are testing is the claim that this approach is universally valid because it is closely related to human cognitive structure. In addition, research should be based on corpora of real texts, which are a better and more complete reflection of language competence than artificial examples. Jurafsky (2003:43) finds problems in using corpora to explore psycholinguistic questions. Since a corpus is an instance of language production, how then can the frequencies derived from the corpus be used to draw conclusions regarding language comprehension? However, the aim of this paper is to examine a hypothesis about the use of MDD as a measure of processing complexity. In this way, a treebank is very useful resource to test the hypothesis proposed above, for the reason that it is a collection of real instances of language use. Temperley (2007) shows that DLT (Gibson 2000) is also valid in language production. Therefore, it is reasonable to use a treebank as the resource of our experiment.
There are a few treebank-based studies that investigate the minimization of average dependency distance in a sentence or text.
Ferrer i Cancho (2004), on the basis of a Romanian dependency treebank, hypothesizes and then proves that (a) the average distance of a sentence is minimized and (b) the average distance of a sentence is constrained.
Using a syntactic and two random corpora, Liu (2007) shows that probability distributions of dependency distances can be well captured by the right truncated Zeta distribution and the syntactic treebank has smaller MDD than two random treebanks.
In a study based on a Danish dependency treebank, Buch-Kromann (2006) finds that 44% of all dependents are immediately preceded by their governor, and 88% are separated from their governor by fewer than 5 words. Therefore he suggests that "human grammars exhibit a preference for minimizing the distance between a word and its governor and landing site."(p. 100) Unlike earlier work (Ferrer i Cancho 2004), our proposals are built around dependency links and are not sentence-based, which we believe is better suited to a universal and network-oriented theory. For example, if one wants to know the proportion of dependency links between adjacent words in a sample (seen as typical of an entire language), one can obtain this only by considering all dependency links in the sample. Thus, despite the availability of formula (1) for the MDD of a sentence, it is formula (2) that is preferred in current research.
In the present study, complexity is measured as average dependency distance in a sentence, which is not similar to Temperley (2007) that measure the complexity using the total length of all dependencies in a sentence. We hope that the current approach may avoid the problem where a longer sentence will certainly have higher complexity.
In this project, by way of exploring the three hypotheses stated above, we try to answer the following questions: Is there an MDD threshold? If so, is its magnitude less than working memory capacity? What determines the syntactic complexity (MDD) of a language (a treebank)? Is it just random linking of words, or is the actual MDD of a corpus smaller than that of a randomly structured version of the same corpus? Moreover, if it is not random, is it determined by users' free choices limited only by sentence length considerations, or are users limited by the language and the genre as well?
The idea that dependency distance, the dependency incremental parsing algorithm P r e p r i n t and working memory combine to yield a natural system does follow from the basic assumptions of our approach. However, this system needs to be tested empirically. In this study, we bring a complexity metric based on dependency distance to bear on several examples using formula (1). In psycholinguistic work, the comprehension of center-embedded structures has been found to be worse than that of right-branching sentences (Miller/Chomsky 1963; Weckerly/Elman 1992; Hudson 1996) . Thus, Sentence (1a), with a right-branching structure, is more readily processed than sentence (1b), which involves center-embedding.
(1a) The woman saw the boy that heard the man that left. The prediction does come out right in this case. The MDD of (1b) is greater than that of (1a), and correspondingly (1b) is more difficult than (1a).
Some types of center-embedded clauses are easier than others. For example, subjectrelative sentences (2a) are easier to process than object-relative sentences (2b) (Jay 2003: 165; King and Just 1991) . P r e p r i n t Again, MDD gives the right results: 1.875<2.25, and (2a) is easier than (2b). These trials suggest that MDD can be used as a complexity metric.
The discussion above shows that MDD can be used to account for processing difficulty in the case of long-distance dependency and center-embedding sentences. However, we also need to consider, in general, how this framework might handle the processing of garden path sentences, and, in particular, how the Late Closure principle works. Consider the garden path example (3): (3) After the student moved the chair broke.
In sentence (3), the noun phrase "the chair" is initially interpreted as the object of the verb "moved" and is later reanalyzed as the subject of the verb "broke". The preference for this initial interpretation has been attributed to the Late Closure principle, which is formulated by Frazier (1978) as follows: "When possible, attach incoming lexical items into the clause or phrase currently being processed". Frazier (1978) suggests that Late Closure has a close link with working memory. "It is a well-attested fact about human memory that the more structured the material to be remembered, the less burden the material will place on immediate memory. Hence, by allowing incoming material to be structured immediately, Late Closure has the effect of reducing the parser's memory load" (Frazier, 1979, 39) . In our terms, the Late Closure principle is preferred by the parser because it tends to minimize the average dependency distance of the sentence being processed. Figure 4 shows the dependency analysis and computes the MDD for (3). Before encountering the word "broke", the MDD of the parse is 1.6. When the word "broke" is accepted as input, the parser has to break the link between "moved" and "chair", and reanalyze "chair" as the subject of "broke" and "after" as an adverbial of "broke"; these moves raise the magnitude of the MDD and increase the difficulty of the sentence. This example shows that MDD can adequately detect and measure the difficulty of a garden-path sentence 4 . In the next section, we present the results of our statistical analysis of dependency distance for 20 languages.
Measuring Dependency Distance
We used fomula (2) to measure the average dependency distance for 20 languages. These 20 languages are 5 : Chinese (chi), Japanese (jpn), German (ger), Czech (cze), Danish (dan), Swedish (swe), Dutch (dut), Arabic (ara), Turkish (tur), Spanish (spa), Portuguese (por), Bulgarian (bul), Slovenian (slv), Italian (ita), English (eng), Romanian (rum), Basque (eus), Catalan (cat), Greek (ell), Hungarian (hun).
Most of the treebanks used in our project are drawn from the training sets of the CoNLL-X Shared Task on Multilingual Dependency Parsing 6 (2006, 2007) . These treebanks have different annotation schemes, but we use their dependency formats converted by CoNLL-X 2006 and 2007 organizers. Detailed information on all treebanks used is provided in the "Resources" section of this paper.
For all 20 languages, we built a Pareto chart of dependency distance in order to explore the relation between cumulated value and dependency distance. Average dependency distance (MDD) and the distribution of dependency links are also calculated by means of formula (2). To ascertain the relations between dependency distance and other factors, we also constructed two random dependency treebanks. Ideally, we could have chosen to generate a language with random lexicon and sentences, but it is difficult or even impossible to analyze such a language syntactically. Randomly assigning governors over all words in a dependency Treebank yields a satisfactory random dependency treebank as a sample of a hypothetical random language. In this way, we can calculate MDD of some random treebanks using formula (2). Liu and Hu (2008) provides a detailed formal description and algorithm for generating two random languages.
We use two methods to generate two random treebanks. In the first random treebank (RL1), within each sentence we select one word as the root, and then for every other word we randomly select another word in the same sentence as its governor, disregarding syntax and meaning. Figure 5 shows a random analysis produced on this basis for the sentence in Figure 1 . Figure 5 . A random analysis of The student has a book with crossing arcs
In the second random treebank (RL2), while governors are assigned randomly, we always make sure that the dependency tree (graph) that results is a projective and connected tree, i.e., no crossing arcs are allowed in the graph. This property of a graph is also called projectivity and was first discussed in Lecerf (1960) and Hays (1964) . Figure  6 gives an example of RL2. Figure 6 . A random analysis of The student has a book without crossing arcs Thus, three dependency graphs can be constructed for the sentence The student has a book. The first, shown in Figure 1 , is syntactically well-formed; RL1, shown in Figure 5 , has the lowest syntactic well-formedness, and RL2, in Figure 6 , exceeds RL1 in syntactic well-formedness. Table 1 lists information relating to the 20 languages investigated. In the table, size is the number of dependencies in the sample for this language; msl is the mean sentence length; 1dd% is the percentage of dependencies between adjacent words; mdd is the mean dependency distance of the syntactic treebank calculated using formula (2) (NL); mddr1 is the mean dependency distance of random language 1 (RL1); mddr2 is the mean dependency distance of random language 2 (RL2); genre represents the text genre of the treebank, with mixed indicating that the treebank includes different text genres; type shows the original annotation scheme of the treebank with D for dependency structure, C for constituent structure, and CF for a mixed structure with constituent and grammatical functions. Table 5 is presented and discussed in the following section.
Discussion
In section 2, we proposed using the (average) dependency distance of a sentence or a text as the metric for its comprehension complexity or difficulty. Section 3 provided the data drawn from 20 languages. This section will discuss the following questions: is there an MDD threshold? If so, is its magnitude less than working memory capacity? What determines the syntactic complexity (MDD) of a language (a treebank)? Is it just random linking of words, or is the actual MDD of a corpus smaller than that of a randomly structured version of the same corpus? Moreover, if it is not random, is it determined by P r e p r i n t users' free choices limited only by sentence length considerations, or are users limited by the language and the genre as well? How do grammar, annotation scheme and language typology influence MDD of a language?
One of the most crucial issues is: do the empirical data in section 3 support the existence of an MDD threshold? Considering such distance to be closely related to the capacity of human cognition, particularly to that of working memory (Miller 1956; Cowan 2001 Cowan , 2005 , we assume that the average dependency distance within human languages should remain below a threshold, which we expect to be smaller than 4 (Cowan 2001 (Cowan , 2005 . On the basis of Table 1 , we can draw a chart in terms of MDD for 20 languages. Given Figure 7 , it seems reasonable to infer that human languages have a minimized MDD threshold and it is within working memory capacity (Cowan 2001 (Cowan , 2005 . If this is considered as a property of human language, a random language should have a greater MDD than natural language. Therefore, we make a comparison of MDD between human language and two random languages in Figure 8 . Figure 8 shows that for each language the two random analyses have much greater MDD than the syntactic (NL) equivalent they are based on. Of the two random languages, RL2 has a smaller MDD than RL1. It is worthy to investigate why RL2 has smaller MDD than RL1 and what role a no-crossing arc plays in this process. The fact that the MDD for RL2 is smaller in our experiment than that for RL1 supports Ferrer i Cancho's (2007) argument that the uncommonness of crossings in the dependency trees could be a side-effect of minimizing the Euclidean distance between syntactically related words. This is confirmed by our experiment, because RL2 consistently has a smaller MDD than RL1. However, the fact that the variation of MDD for RL2 does not seriously exceed the variation figures for NL (2.8 to 5.0 as compared to 1.8 to 3.6) also verifies the usefulness of a no-crossing-arc approach to MDD reduction, so one could equally reverse Ferrer i Cancho's argument by considering a reduced distance as a consequence of avoiding crossing dependencies.
If the actual MDDs of NL and RL2 are smaller than that of a randomly structured version of the same corpus, it might indicate that the links of words are not random. If this is the case, then are they determined by users' free choices limited only by sentence length considerations? To answer this question, MSL of 20 languages are added into Figure 8 . Table 2 presents correlation coefficients between MSL and MDD of natural languages, RL1 and RL2. Not surprisingly, MSL is very closely related to the MDD of a random analysis, as can be seen in Table 2 ; but in spite of the low correlation in this table for the natural analyses, we believe (following Ferrer i Cancho 2004) that MSL is in fact correlated with MDD, and especially so when MSL is short 7 , as we explain below. However, Figure 8 shows that the MDD for NL is numerically much less highly correlated with MSL than the two random languages. This may suggest that the systematic patterns of grammar and other factors also play additional roles in reducing average dependency distance. In other words, Figure 8 provides a functional explanation for syntactic word-order restrictions: one of their (many) benefits is to reduce the MDD of a sentence. It seems that nocrossing-arc and grammar work together to allow us to use long sentences without greatly increasing the MDD within an acceptable range.
If sentence length is not the only factor influencing MDD in NL as shown in Figure  8 and Table 2 , could linguistic typology contribute something to this game? Comparing the curve of MSL with that of MDD for NL in Figure 8 , we can see that the correlation varies greatly from language to language; for example, Arabic combines a very high MSL with a fairly low MDD, while German shows the opposite pairing. An important reason for studying the correlation between MDD and sentence length is to make it possible to inquire how many of the cross-language differences can be explained in terms of sentence length. In order to explain some of the exceptions seen in Figure 8 and to explore further the relation between sentence length and MDD, we classified languages into two types: low MDD and high MDD, and we investigated the correlations for each type separately. The languages in the low MDD group are Danish, Italian, Portuguese, English, Arabic, Greek, Catalan and Spanish. They are included in this group because their MSLs are less closely related with their MDD than we find for languages in the other group. In contrast, the high MDD group (Romanian, Japanese, Bulgarian, Turkish, Swedish, Czech, Dutch, Slovenian, German, Hungarian, Basque and Chinese) exhibit close relations between MSL and MDD. Table 4 shows that in the high MDD group, some languages even have similar correlation coefficients to their random equivalents. Tables 3 and 4 also show that MSL is positively correlated with MDD for all languages; but, for some of the languages, MSL is a more critical factor impacting on MDD. Considering the typological diversity of the languages discussed, the relationship between MSL and MDD may be dependent on the typology of a language; for example, 7 Japanese has a shorter MSL due to its dialog genre. Excluding all punctuations, Romanian has also a very short MSL. P r e p r i n t most Romance languages are in the low MDD group. However, we need more treebanks in the same language family to explore how linguistic typology can influence the relation between MSL and MDD. The MDD's comparisons among NL, RL1 and RL2 reveal that, with the exception of MSL and no-crossing arc, grammar also plays an important role to reduce MDD of a sentence (language). Although it is not the primary task of this paper to scrutinize the interesting problem, a few examples perhaps are appropriate.
Based on the Wall Street Journal portion of the Penn Treebank, Temperley (2008) investigates the relation between grammar and dependency distance and introduces three principles of dependency-length minimization in grammar: (1) dependencies should be consistently right-branching or left-branching; (2) shorter dependent phrases should be closer to the head; (3) some "opposite-branching" of one-word phrases is desirable. His computational experiments show that all three principles contribute significantly to dependency-length reduction. His findings are very useful to understand how grammar rules work together to reduce MDD in a sentence. It is our aim in future work to integrate his findings into our model. An alternative. in which to explore the relation between MDD and language has to do with what MDD one would expect a language to exhibit given its grammatical profile. It would be interesting to see what MDD reduction strategies are employed in the languages in question. For example, Japanese is a governor-final language, which might be expected to have a higher MDD because more dependents are separated from the governor than in a language like English where the dependents tend to occur on either side of the governor. Therefore, it is puzzling to us that Japanese comes out as a language with a high number of adjacent dependencies and lower MDD compared to English (Figure 7 and 10) . In our sample, it is not easy to answer the question, because we are using corpora with different genres and annotation schemes. A possible answer for this question is found in Hiranuma (1999) , which measures the MDD of conversational English and Japanese. Hiranuma reports that conversational Japanese in fact has a similar MDD to English and suggests, as explanation, that this is because Japanese has a smaller number of dependents than English because it allows more dependents to be omitted .
Among the 20 languages we have investigated, Chinese has the greatest MDD. This may be explained from a grammatical standpoint. For example, whereas prepositional phrases follow the modified noun in English, in Chinese they precede it, which means that the preposition's complement inevitably separates it from the modified noun; moreover, some syntactic functions are realized by the inflection in English, but in Chinese the same functions are often handled by function words which may separate the modified word from its head. Consider the English sentence I saw the film, which has the Chinese translation "我看过这部电影"(wo kan guo zhe bu dianying). The DD of the relation between verb and object 'saw-film' is 2, but in Chinese the DD of '看-电影' is 4. Figure 9 diagrammatically shows such difference between these two languages.
P r e p r i n t Figure 9 . the dependency structures of I saw the film and its Chinese translation
The above examples show the need to explore how grammar influences the MDD of a language. Such studies are useful in the context of ascertaining the role of syntax in minimizing MDD. This is an important task for further research.
Another property of human language, that may reduce MDD, is that dependency link tends to be built between adjacent words. It is difficult to classify that this property is a grammatical or typological, but it works.
Dependencies in dependency grammar need not link adjacent words; for example, Schubert defines the notion "dependency" as "directed co-occurrence" (1987: 29), using co-occurrence to include not only adjacent dependency links, but also non-adjacent ones. Consequently, the number of dependencies between adjacent words can influence the MDD of a language. If a language includes many adjacent dependencies, it will have a lower MDD. P r e p r i n t languages have an even higher percentage of adjacent links, but although the figures may be explicable in terms of grammatical typology in Japanese, Arabic and Turkish, we cannot explain why Italian and Romanian also have higher percentages than other languages in the same language family. The statistics on adjacent and non-adjacent links also demonstrate that it is not reasonable to build a complex syntactic network of human languages exclusively based on adjacent co-occurrences as suggested in Ke and Yao (2008) and the project WIENER 8 , because we can not find a corresponding syntactic theory that gives such a salient role exclusively to adjacent co-occurrences. Figure 10 also provides evidence that strongly suggests that this kind of linguistic theory may not accurately describe natural language.
Preference for building dependency between adjacent words or the minimized distribution of dependency distance can also be seen in a time-series plot of all the dependencies in a single treebank. Figure 11 shows such distributions for the Arabic, Slovene and Turkish treebanks. Figure 11 reveals that the distribution of dependency distance in a treebank is centered around zero, i.e., it is minimized. The distribution is not balanced above and below zero, and the bias seems to depend on the structure of each language. In other words, Figure 11 not only helps us to demonstrate the minimization of dependency distance in a sentence, a text or a language, but also allows us to observe the effect of a language being a governor-final, governor-first or mixed language. For instance, Figure  11 shows that Turkish is a typical governor-final language, though with a small fringe (below the zero axis) of governor-first dependencies.
Based on the above discussions, we can conclude that MSL, no-crossing arc, grammar and dependency link between adjacent words contribute together to influence and reduce MDD of a sentence (language). However, dependency grammar is not a united syntactic theory, so we have to consider the issue of whether the annotation scheme is likely to have some influence on the MDD of these languages. The point is that what counts as a dependency relation in one treebank does not automatically carry over to other treebanks. For instance, in a noun phrase is it the determiner that is dependent on the noun or the noun that is dependent on the determiner? Both analyses are available in different dependency grammars (Hudson 2004 ). In the sample of the present study, the determiner is shown as the governor of a noun only in Danish and Italian, but in the other languages the noun is chosen as the governor of the noun phrase. In fact, the question of how to decide the governor in a noun phrase (including the determiner and the noun) is one of the few major disagreements in dependency grammar. This uncertainty, even though it is rare in dependency grammar, will influence the MDD of the related treebanks and make cross-linguistic comparisons unreliable. Thus, we have to inquire whether this influence is likely to affect the conclusion based on the approach proposed here. As the 'style' column in Table 1 shows, in our collection, nine treebanks had been constructed in genuine dependency style, five were originally in styles coding function and constituent structure (or constituency), and six were in constituency styles. However, all non-native dependency treebanks used in this study have been converted into dependency treebanks. In other words, all treebanks have been brought into alignment with the three core properties of dependency relations mentioned in section 2. It might be preferable to base conclusions only on treebanks using the same annotation schemes. There are four treebanks using the Prague Dependency Treebank annotation scheme: Czech, Arabic, Greek and Slovene. There are two treebanks using the Penn Treebank annotation scheme 9 : English and Chinese. If the annotation scheme has an important influence on the features above mentioned, then Czech, Arabic, Greek and Slovene would have similar characteristics, in contrast with English and Chinese. However, the tables and figures tell us that the relevant languages are not similar to each other.
Another way to investigate the relation between annotation schemes and the proposed method is to use several treebanks with different annotation schemes and text genres as a resource for the study of one language. Liu (2008b) uses five treebanks for calculating MDD and other syntactic features of Chinese based on the same methods as this paper, and shows that, although the annotation scheme does have some impact on MDD, nonetheless the conclusions from the five treebanks are similar.
Based on these discussions and experiments, we argue that the annotation scheme does influence MDD, but that this effect is not strong enough to affect the conclusion seriously. In a study using corpora, a few local properties of a sentence do not suffice to change the global features of a language. Therefore, the MDD of a language as computed by the methods proposed here more closely depends on linguistic structure and universality of human cognitive structure than on the specific annotation schemes used in the treebank.
Concluding remarks
We propose dependency distance as the metric of linguistic complexity or language comprehension difficulty. We have investigated the issue on the basis of treebanks (corpora with dependency annotation) for 20 languages. We chose a corpus-based method because if language comprehension difficulty is closely linked with human cognitive structure or working memory capacity, the metric should be universally applicable to, and therefore should be tested against, real texts of human languages.
In order to arrive at an objective approach to the measurement of language comprehension difficulty, we have considered the issue from both a static and a dynamic viewpoint. The static method deals with the representation of syntactic structure, and the dynamic method addresses the parsing algorithm or the cost of converting a linear sentence into syntactic structure.
The static and dynamic aspects are not independent. In section 2 we claimed that if the metric is (dependency) distance-based, then dependency structure and the incremental parsing algorithm would be more suitable candidates. Building on the works of Hawkins (1994) and Gibson (2000) , we hypothesized as follows:
(1) The human language parser prefers linear orders that minimize the average dependency distance of the recognized sentence.
(2) There is a threshold that the average dependency distance of most sentences or texts of human languages does not exceed.
(3) Grammar and cognition combine to keep dependency distance within the threshold.
To test these hypotheses, we have measured the average dependency distance (MDD) and other features of 20 languages. All MDDs fall within the range of 1.798-3.662 -well below the range of MDDs for randomly analysed corpora. The minimized distribution of dependency distance can also be seen in time series plots of all dependencies in the languages explored. Our data reveal that the human language parser prefers to minimize the average dependency distance of a sentence, a text or a language. Among the 20 languages, Chinese has the greatest MDD of 3.662, which means that even in this language we have to memorize on the average less than three words for processing Chinese sentences. For other languages investigated, the value is smaller.
Assuming that the MDD and the mean number of items that are kept in Headlist (memory) during the parsing are positively correlated, we can associate MDD with working memory capacity, which has a value around 7±2 (Miller 1956 ) or 4 (Cowan 2001 (Cowan , 2005 . Note that, if we want to link the MDD of a text with working memory, then it is a reasonable procedure to convert a text into a set of sentences. While the greatest MDD (Chinese, 3.66) in our sample is smaller than Cowan's number 4, such a close approximation may be more than a coincidence.
Comparing the MDDs among the treebanks of one natural and two randomized versions for each language, we can observe that grammar, formal constraints (projectivity), and cognition (working memory capacity) work together to keep the mean DD of a language within the threshold.
Our research also adds new concepts to the long list of conceptualizations regarding language economy and minimization (Roelcke 2002: 28) . However, there are still many open questions. For example, if we end up with a concrete number for the mean DD of each language, how can we be sure that this is less than what we might have otherwise expected? What kind of grammatical constraints serve to reduce MDD of a sentence (or language)? Are these grammatical constrains language-dependent or languageindependent? How can we reduce the interference of annotation schemes with the proposed method in this study? How can we fine-tune the results by using more normalized corpora? How to evaluate and test our model by direct empirical tests of language production or comprehension under controlled circumstances? How to more closely link our model to general cognitive theory? If MDD has a close link with working memory capacity, why does Chinese has a greater MDD than other languages? If grammar is a means to reduce MDD, why does Chinese grammar not to do the same as other languages?
Answers to these questions in future researches would help to get more interesting findings with more linguistic universality, which in turn could bring us gradually nearer to an understanding of how grammatical and cognitive constraints serve to reduce the MDD of a sentence or language.
