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A causal model is an abstract representation of a physical system as a directed acyclic graph
(DAG), where the statistical dependencies are encoded using a graphical criterion called ‘d-
separation’. Recent work by Wood & Spekkens shows that causal models cannot, in general, provide
a faithful representation of quantum systems. Since d-separation encodes a form of Reichenbach’s
Common Cause Principle (RCCP), whose validity is questionable in quantum mechanics, we propose
a generalised graph separation rule that does not assume the RCCP. We prove that the new rule
faithfully captures the statistical dependencies between observables in a quantum network, encoded
as a DAG, and reduces to d-separation in a classical limit. We note that the resulting model is still
unable to give a faithful representation of correlations stronger than quantum mechanics, such as
the Popescu-Rorlich box.
I. INTRODUCTION
An essential problem faced by any scientist trying
to make sense of the world is this: how do we in-
fer causal relationships between the observed quantities,
based only on information about their statistical depen-
dencies? This problem is well known to statisticians
and researchers working on Artificial Intelligence (AI),
who have developed causal models as a tool for making
causal inferences from a set of observed correlations. In
most practical situations, the task is made easier by the
availability of additional information and physical intu-
ition. For example, in considering possible explanations
for the observed correlation between smoking and cancer,
we might consider it plausible that the two are indepen-
dently caused by a common genetic factor, but few people
would advocate the idea that having cancer causes people
to smoke – not least because smoking tends to precede
the onset of cancer, and we know that an effect cannot
precede its cause. If we are simply told that two ab-
stract variables X and Y have correlated values, the task
is much more difficult. Such situations arise in theoreti-
cal work where one aims to relax the existing framework
and construct more general models, or in practical appli-
cations like programming an AI to make causal inferences
about data that it acquires.
In a causal model, defined in Sec II, the random vari-
ables of interest are represented by nodes and causal in-
fluences between them are represented by lines with ar-
rows, called directed edges. The laws of physics require
that no effect can be its own cause, leading to the re-
quirement that the graph be acyclic (i.e. free of directed
loops). The resulting directed acyclic graph (DAG) pro-
vides a computationally useful tool for extracting infor-
mation about the statistical relationships of variables. In
particular, it allows us to determine whether one set of
variables is independent of any other set, conditional on
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the values of a third set. This information can be ob-
tained directly from the graph using a simple algorithm,
based on a concept called d-separation. Two sets of vari-
ables will be independent conditional on a third set of
variables if and only if they are d-separated by the third
set in the graph.
The proof that d-separation allows one to extract all
(and only) correct information about the dependencies of
the variables makes causal models particularly powerful
tools for representing physical systems. Indeed, we are
tempted to interpret the causal structure represented by
the graph as “out there in the world” in the same sense
as we can take the classical space-time manifold (which
encodes causal relations between events) to be an inde-
pendent and objectively defined structure. However, the
program faces significant conceptual difficulties when one
attempts to apply it to quantum physics. In principle,
any observed probability distribution can be explained by
some causal model, if we allow the possibility of hidden
variables. However, as first clearly articulated by Bell [1],
hidden-variable accounts of quantum mechanics can be
challenged because they imply highly nonlocal behaviour
of the model. This feature manifests itself in causal mod-
els in the form of fine-tuning, where one is forced to posit
the existence of causal effects between variables whose
statistics are independent. The fact that causal mod-
els of quantum systems require fine-tuning was recently
shown by Wood & Spekkens [2].
These considerations revive an old question: what does
causality really mean in the context of quantum mechan-
ics? Do we accept that there exist nonlocal hidden vari-
ables whose direct influence is in principle unobservable
at the statistical level? Or could it be that the classical
concept of causality does not extend to quantum systems,
and that we need a completely new way of determin-
ing whether two quantum events are causally related?
Following the latter point of view, we define a causal
model based on quantum networks and use it to derive a
graph separation rule analagous to d-separation, for ob-
taining the conditional independence relations between
variables. Our approach differs from previous work that
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2assigns quantum amplitudes to the nodes in the DAG
[3], or that aims to replace the conditional probabili-
ties at the nodes with some appropriate quantum ana-
log [4]. Instead, we retain classical probability theory,
but seek a physically motivated graphical representation
of the causal structure that gives rise to the probabil-
ity distributions predicted by quantum mechanics. Our
approach is more closely aligned with previous work in
which quantum network diagrams are used to obtain joint
probabilities obeying standard probability theory [5–11].
Particularly relevant is the recent work by Fritz [9], in
which a DAG representation of quantum correlations is
proposed that encompasses our concept of a quantum
causal model as will be discussed in Sec. III. Our work
takes the additional step of defining a specific representa-
tion and a graph separation rule within this framework.
Recently, another DAG representation for general net-
works was proposed by Henson, Lal and Pusey [12] in
which d-separation continues to hold between the ob-
served variables representing classical data. This is
achieved by adding extra nodes to the graph representing
‘unobserved’ variables, which ensure that the restriction
of the CI relations to just the observed nodes produces
the conditional independencies expected of a quantum
network (or generalised probabilistic theory). Our ap-
proach differs from these authors, in that we consider all
nodes to be in principle observable; this leads us instead
to modify the criterion for obtaining the CI relations from
the graph (see Sec. III C). The comparison to Ref. [12]
will be discussed further in Sec. IV.
The paper is organised as follows: in Sec. II we give a
review of the relevant concepts concerning classical causal
models and their graphical representation by DAGs. We
include a discussion of the physical motivation for these
models, and the meaning of the result in Ref. [2] that
such models cannot faithfully represent quantum correla-
tions. In Sec. III we aim to find such a faithful represen-
tation by re-interpreting the DAG as a quantum network.
We thereby derive a new graph separation rule that does
not obey the version of “Reichenbach’s Common Cause
Principle”, which holds in the classical case, but instead
obeys a weaker property we call the “Quantum Causal-
ity Condition”. We show that the d-separation can be
recovered in a suitably defined classical limit, and we ob-
serve that super-quantum correlations (i.e. that exceed
Tsirelson’s bound) still cannot be explained by our model
without fine-tuning. We conclude in Sec. IV with a dis-
cussion about the physical interpretation of the result
and possible directions for future work.
II. REVIEW OF CLASSICAL CAUSAL MODELS
In this section, we review the basic definition of a
causal model, here referred to as a classical causal model
(CCM) to emphasise that it is tied to physical assump-
tions motivated by classical systems. For more details on
causal models and inference, see the book by Pearl and
references found therein [13].
Before discussing the formal elements of these models,
let us briefly recap their historical motivation. In science
and statistics, one is often faced with the task of de-
termining the causal relationships between random vari-
ables, given some sample data. We might observe that
two variables are correlated, but this fact alone does not
indicate the direction of the causal influence. If we are
limited in our resources, we would like to know which set
of follow-up experiments will most efficiently identify the
direction of the causal influences, and which causal infor-
mation can already be deduced from the existing data.
Correlations between variables can be represented graph-
ically, for example, we can require that X be independent
of Y conditional on a set Z whenever the removal of the
nodes Z and their connections from the graph renders
the sets of nodes X and Y disconnected in the resulting
graph. Such a rule for obtaining independence relations
from a graph is referred to as a ‘graph separation rule’.
Such graphs are called semi-graphoids and the indepen-
dence relations they represent satisfy certain axioms, de-
scribed in Sec II B.
Correlations can be regarded as restrictions on the pos-
sible causal relationships between the variables. Two
variables not connected by an edge cannot be directly
causally connected, that is, if there is a causal influence
of one on the other, it must be mediated by a third set
of variables. One can think of causal relations as defin-
ing how the observed statistics change after an interven-
tion on a system. When an external agent intervenes to
change the probability distribution of some of the vari-
ables at will, the distributions of the remaining variables
will be updated depending on the direction of the causal
influences between them and the manipulated variables;
flicking a switch can cause a light to turn off, but ex-
tinguishing the light by other means will not affect the
position of the switch. Causal information tells us more
about the statistical relationships between the variables
than can be obtained from correlations alone. It is there-
fore useful to design a graphical representation and a
graph separation rule that captures causal information,
not just correlations.
(a)
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FIG. 1. (a) A semi-graphoid representing correlations be-
tween variables. (b) One possible causal graph consistent with
these correlations.
The directions of causal influences are represented by
adding arrows to the edges in the graph. This supple-
3ments the information about correlations with further
constraints on the conditional independencies. Every
causal graph, up to an absolute ordering of the variables,
is in one-to-one correspondence with a list of conditional
independence relations called a causal input list. The list
can be thought of as a set of instructions for generat-
ing a probability distribution: one begins by generating
the values of the independent variables, then computes
the values of any variables that depend directly on them,
then the variables that depend on those, and so forth.
Hence every causal graph can be taken to represent a
stochastic physical process proceeding over many time
steps. In practice, working with the causal input list can
be cumbersome, so it is more efficient to obtain the con-
ditional independencies directly from the graph using a
graph separation rule called d-separation. In this work
we will propose to upgrade the definitions of causal input
list and d-separation to quantum systems.
A. Notation
Random variables, or sets of random variables, are de-
noted by capital roman letters, eg. X,Y, Z, which take
values from a set of possible outcomes. If EX is the
space of all possible outcomes of X, let P (X) represent a
probability distribution on EX and P (X = x) the prob-
ability that the variable X takes the value x ∈ EX . In
many cases, we will use the term P (X) also to represent
P (X = x), except where it might cause confusion. The
statement X = P (X) means that the random variable X
is distributed over its outcomes according to the distribu-
tion P (X). The joint probability P (X,Y, Z) represents a
probability distribution over all the possible values of the
random variables {X,Y, Z}. The conditional probability
P (X|Y ) is a set of probability distributions defined on
EX , for the possible values of Y . Given a joint distribu-
tion P (X,Y ), a marginal probability P (Y ) is defined by
summing over all possible values of the other variables,
i.e.
P (Y ) =
∑
X
P (X,Y )
:=
∑
x∈EX
P (X = x, Y ) . (1)
These concepts are united by the law of total probability,
which states that P (X,Y ) = P (X|Y )P (Y ). Unless oth-
erwise specified, we consider only variables with discrete
outcome spaces.
B. Formal definitions for causal models
Let us consider a set of random variables whose
values are governed by some joint probability function
and which in general may be correlated. Formally, the
statistical dependencies between variables are given by
their conditional independence relations:
Definition 1: Conditional Independence (CI)
relations. Let X,Y, Z be three disjoint sets of vari-
ables. The sets X and Y are said to be conditionally
independent given Z if knowing Y provides no new
information about X given that we already know Z (i.e.
Z ‘screens-off’ Y and X from each other). We write
this as (X ⊥ Y |Z), which stands for the assertion that
P (X|Y,Z) = P (X|Z). We will often use the shorthand
(X ∪W ⊥ Z|Y ) := (XW ⊥ Z|Y ) when dealing with set
unions in CI relations.
Any joint probability distribution P can be conve-
niently characterised by the complete set of CI relations
that it implies for the variables. In fact, one only
needs to specify a subset of CI relations, from which
the rest can be obtained using the semi-graphoid axioms:
Semi-graphoid axioms:
1.a. Symmetry: (X ⊥ Y |Z)⇔ (Y ⊥ X|Z)
1.b. Decomposition: (X ⊥ YW |Z)⇒ (X ⊥ Y |Z)
1.c. Weak union: (X ⊥ YW |Z)⇒ (X ⊥ Y |ZW )
1.d. Contraction: (X ⊥ Y |ZW )&(X ⊥ W |Z) ⇒ (X ⊥
YW |Z) .
Note that if (X ⊥ Y |Z) and (W ⊥ Y |Z) both hold
for disjoint sets X,Y, Z,W , then (XW ⊥ Y |Z) does not
necessarily hold. This might seem counter-intuitive, but
examples where it fails are easy to construct[14].
The semi-graphoid axioms can be derived directly
from the axioms of probability theory. The interpreta-
tion of the axioms is given by the following excerpt from
Pearl [13], (Chapter 1.1):
“The symmetry axiom states that, in any state of
knowledge Z, if Y tells us nothing new about X then
X tells us nothing new about Y . The decomposition
axiom asserts that if two combined items of information
are judged irrelevant to X, then each separate item
is irrelevant as well. The weak union axiom states
that learning irrelevant information W cannot help the
irrelevant information Y become relevant to X. The
contraction axiom states that if we judge W irrelevant
to X after learning some irrelevant information Y , then
W must have been irrelevant before we learned Y .”
Definition 2: Semi-graphoid closure. Given
any set S of CI relations, the closure of S is the set S¯
that includes all CI relations derivable from S using the
axioms 1.a-d.
Given a joint probability distribution P , let C¯(P ) de-
note the complete closed set of CI relations obtainable
from P . In general, the CI relations do not uniquely fix
the probability distribution; there may exist two distinct
joint distributions P and P ′ for which C¯(P ) = C¯(P ′).
Hence, the CI relations alone do not capture the full in-
4formation about the statistics. In the following, we will
supplement the CI relations with a causal structure and
functional relations in the form of a classical causal model
(CCM).
A CCM provides us with an algorithm to generate
the statistics of the observables. It can therefore be
regarded as an abstract description of a physical system:
if the predictions match the actual observations, then
the CCM provides a possible explanation of the data.
Formally, a CCM consists of two ingredients: an ordered
set of CI relations LO, and a set of functions F called
the model parameters.
Definition 3: Causal input list. An ordering O
assigns a unique integer in {1, 2, ..., N} to each member
of a set of N variables. Consider an ordered set of vari-
ables {Xi; i = 1, 2, ..., N}, where the subset of variables
Xj with j < i are called the predecessors of Xi. A causal
input list is the ordered set of CI relations of the form:
LO := {(Xi ⊥ R(Xi)|pa(Xi)) : i = 1, 2, ..., N}, where
each set pa(Xi) is a subset of the predecessors of Xi
called the parents of Xi, and R(Xi) are the remaining
predecessors of Xi excluding the parents.
Definition 4: Ancestors and descendants.
Given a causal input list LO, consider the set of parents
of Xi, their parents’ parents, and so on. These are called
the ancestors of Xi. Similarly, the descendants of Xi
are all variables for which Xi is an ancestor. We will
use an(X) to denote the union of the ancestors of a setX.
Definition 5: Model parameters. Given a causal
input list LO, the model parameters are a set F := {Fi :
i = 1, 2, ..., N} consisting of N probabilistic functions
Fi. Each Fi(X) is equivalent to applying a determin-
istic function fi(X,Ui) with probability P (Ui) for some
auxiliary variable Ui. The Ui are sometimes called error
variables and by definition have no parents. Each func-
tion Fi determines the probability of Xi conditional on
the values of its parents:
P (Xi|pa(Xi)) = Fi(pa(Xi))
= fi(pa(Xi), Ui)
with probability P (Ui) . (2)
For variables without any parents, called exogenous
variables, the function Fi just specifies a probabil-
ity distribution over the possible values of Xi, i.e.
Fi(∅) := P (Xi). We assume that all exogenous variables,
including any error variables Ui, are independently
distributed (the Markovian assumption).
Definition 6: Classical causal model. A classical
causal model on N variables is a pair {LO, F} contain-
ing a causal input list LO and model parameters F
defined on those variables. Alternatively, a CCM can be
specified by the pair {GL, F}, where GL is the graph
generated by LO (see Sec. II D).
Given a CCM, we can construct a joint probability by
generating random variables in the order specified by O
and using the functions F to define the probabilities of
each variable given its parents. These can then be used
to construct a joint distribution from the CCM according
to the law of total probability:
P (X1, X2, ..., XN ) =
N∏
j=1
P (Xj |Xj+1, ..., XN ) . (3)
The joint probability obtained in this way from a
CCM M is said to be generated by M and is denoted
PM. It satisfies the following property:
Causal Markov Condition: Given that PM is
generated by a CCM M, each variable Xi in PM is
independent of its non-descendants, conditional on its
parents.
Note: Our definition of the Causal Markov Condition
follows Pearl (Ref. [13]), in which it is proven to hold for
any Markovian causal model (i.e. a model that is acyclic
and whose exogenous variables are all independent). In
the present work, a CCM is Markovian by construction,
so the Causal Markov Condition holds. In the next
section, we will use the Causal Markov Condition to
motivate interpreting the parents of a variable as its
direct causes.
Y
X
Z
FIG. 2. A DAG representing a simple classical causal model.
Z is a direct cause of both Y and X; Y is a direct cause of X
only.
Example 1: Consider three variables X,Y, Z. Sup-
pose we have the ordering O : {X,Y, Z} → {3, 2, 1},
and the causal input list indicates that pa(X) = {Y,Z};
pa(Y ) = {Z}; and pa(Z) = ∅. It will be shown in
Sec. II D that this generates the graph shown in Fig.
2. Suppose the model parameters are F = {fx, Fy, fz},
where fx, fz are deterministic and Fy(A) := fy(A,UY )
with probability P (UY ). Then we obtain the joint prob-
ability P (X,Y, Z) as follows: first, generate the lowest
variable in the ordering, Z, using the random function
P (Z). Next, generate UY using P (UY ) and then apply
fy(Z,UY ) to obtain the value of Y . Finally, use fx(Y, Z)
5to obtain the value of X, the last variable in the ordering.
The statistics generated by this procedure are given by:
P (X,Y, Z) =
∑
UY
P (X|Y, Z)P (Y |Z,UY )P (Z)P (UY ) ,
where
P (X|Y, Z) = P (X = x|Y = y, Z = z)
= δ(x, fx(y, z)) ,
P (Y |Z,UY ) = P (Y = y|Z = z, UY = uy)
= δ(y, fy(z, uy)) .
(4)
C. Physical interpretation
In the previous section, we gave a formal definition of
a classical causal model and described how it generates a
probability distribution over the outcomes of its random
variables. Since these variables represent physical quan-
tities, we would like to supplement this mathematical
structure with a physical interpretation of a CCM,
as describing the causal relationships between these
physical quantities. To do so, we make the following
assumption that connects the intuitive concept of a
‘direct cause’ with its mathematical representation.
Assumption 1. A variable’s parents represent its
direct causes.
Physically, we expect that knowledge of the direct causes
renders information about indirect causes redundant.
Hence the direct causes should screen off the indirect
causes in the sense of Definition 1. We therefore define
the direct causes of Xi as the parents of Xi and the
indirect causes as the remaining (non-parental) ancestors
of Xi; the screening-off property then follows from the
Causal Markov Condition.
The above assumption leads to the following physically
intuitive properties of a CCM:
Conditioning on common effects: In a CCM, two
variables that are initially independent (i.e. conditional
on the empty set) may become dependant conditional
on the value of a common descendant. This reflects
our intuition that two independent quantities may
nevertheless be correlated if one ‘post-selects’ on a
future outcome that depends on these quantities. For
example, conditional on the fact that two independent
coin tosses happened to give the same result, knowing
the outcome of one coin toss allows us to deduce the
outcome of the other.
Reichenbach’s common cause principle
(RCCP): If two variables are initially correlated
(i.e. conditional on the empty set) and causally sepa-
rated (neither variable is an ancestor of the other), then
they are independent conditional on the set of their
common causes (parents shared by both variables).
It is not immediately obvious that the RCCP follows
from the Causal Markov Condition. For a proof using
the DAG representation (discussed in the next section)
see Ref. [15]. We note that there exist in the literature
numerous definitions of the RCCP, so our chosen
definition deserves clarification. It was pointed out in
Ref. [16] that a general formulation of the principle
encompasses two main assumptions. The first states
that causally separated correlated variables must share
a common cause (called the ‘principle of common cause’,
or PCC), and the second states that the variables must
be screened-off from each other by their common causes
(the ‘factorisation principle’ or FP). Our definition of
the RCCP refers only to the factorisation property
FP, while the PCC is a consequence of the definition
of a CCM – it follows directly from what we have
called the assumption of Markovianity and the fact that
the variables are only functionally dependant on their
parents. By contrast, Ref. [9] takes the RCCP as being
equivalent to the PCC, while the FP is regarded as a
separate property that happens to hold for classical
correlations. Note that it is precisely the factorisation
property that is violated by quantum mechanics, not
the common cause principle (without conditioning on
effects, two independent quantum systems can only
become correlated through interaction); so it is not
surprising that our framework calls for a rejection of
the RCCP, while the definition of Ref. [9] does not. If
one accounts for the difference in definitions, the present
work is entirely consistent with Ref. [9]. We return to
this point in Sec. III.
Finally, we note that one can interpret the ordering
of variables O as representing the time-ordering of the
variables, such that each variable represents a physical
quantity localised to an event in space-time. However,
this interpretation is not strictly necessary for what fol-
lows. Indeed, it may be interesting to consider alterna-
tive interpretations in which some causal influences run
counter to the direction of physical time, such as in the
retro-causal interpretation of quantum mechanics [17].
D. The DAG representation of a CCM
It is useful to represent LO using a directed acyclic
graph (DAG), which can be thought of as the causal
‘skeleton’ of the model. In the DAG representation of
LO, there is a node representing each variable and a di-
rected arrow pointing to the node from each of its par-
ents. The DAG GL constructed in this way is said to
be generated by the causal input list LO. The parents
of a node in a DAG are precisely those nodes that are
directly connected to it by arrows pointing towards it. It
is straightforward to see that the ancestors of X are rep-
resented by nodes in the DAG that each have a directed
6path leading to X, and the descendants of X are those
nodes that can be reached by a directed path from X. In
Example 1, the system is represented by the DAG shown
in Fig. 2.
To establish a correspondence between a DAG and its
generating causal input list LO, we need an algorithm
for reconstructing a list of CI relations LO from a DAG,
such that the list generates the DAG. For this purpose,
one uses d-separation (see Fig. 3).
Definition 7: d-separation. Given a set of vari-
ables connected in a DAG, two disjoint sets of variables
X and Y are said to be d-separated by a third disjoint set
Z, denoted (X ⊥ Y |Z)d, if and only if every undirected
path (i.e. a path connecting two nodes through the
DAG, ignoring the direction of arrows) connecting a
member of X to a member of Y is rendered inactive by a
member of Z. A path connecting two nodes is rendered
inactive by a member of Z if and only if:
(i) the path contains a chain i → m → j or a fork
i← m→ j such that the middle node m is in Z, or
(ii) the path contains an inverted fork (head-to-head)
i→ m← j such that the node m is not in Z, and there
is no directed path from m to any member of Z.
A path that is not rendered inactive by Z is said to be
active.
A
X B
Y
C
D
E
d-separation
Implied Not implied
FIG. 3. An illustration of d-separation. The table indicates
which CI relations are implied by d-separation, and which are
not.
By assuming that all d-separated nodes are indepen-
dent conditional on the separating set (see below), we can
then obtain CI relations from the DAG. In principle, the
rules for d-separation can be derived from the require-
ment that it produces the CI relations contained in the
list LO that generates the DAG. However, d-separation
also provides an intuitive graphical representation of the
physical principles discussed in the previous section. In
particular, a path between two nodes in the graph is ren-
dered inactive by a set Z in precisely those situations
where we would physically expect the two variables to
be independent conditional on Z: when we are not con-
ditioning on any common effects (head-to-head nodes);
when we are conditioning on a common cause (as in the
RCCP); or when we are conditioning on a node that is
a link in a causal chain (screening off indirect causes).
With the physical interpretation in mind, we are moti-
vated to use d-separation to obtain CI relations using the
correspondence:
(X ⊥ Y |Z)d ⇒ (X ⊥ Y |Z) , (5)
i.e. we assume that if X and Y are d-separated by Z in a
DAG, then they are conditionally independent given Z in
the semi-graphoid closure of any list LO that generates
the DAG.
Formally, let G be a DAG, and let C(G) be the set of
CI relations obtainable from G using d-separation, and
C¯(G) the closure of this set. We then have the following
theorem:
Theorem 1 (Verma & Pearl [18]):
Let GL be the DAG generated by LO. Then
C¯(GL) = L¯O. That is, the closure of the DAG is
equal to the closure of the causal input list, so that
every CI relation implied by the DAG GL also follows
logically from LO and vice-versa.
Theorem 1 implies that d-separation is sound, since
every CI relation obtainable from the DAG is in the
closure of the causal input list (C¯(GL) ⊆ L¯O), and
complete, since there are no CI relations implied by the
causal input list that are not obtainable from the DAG
(L¯O ⊆ C¯(GL)).
Given a DAG G, one can always find a causal input
list that generates G as follows: choose a total ordering
O that is consistent with the partial ordering imposed by
G, and then write down the ordered list of CI relations of
the form (Xi ⊥ R(Xi)|pa(Xi)), where the parents of each
variable are the same as the parents of its representative
node in G. Moreover, the list obtained in this way is
unique, modulo some freedom in the ordering of causally
separated events (eg. if the variables represent events
in relativistic spacetime, this freedom corresponds to a
choice of reference frame). It is this feature that allows
us to replace the causal input list with its corresponding
DAG in the definition of a CCM (Definition 6).
Example 2: Consider the DAG shown in Fig. 4.
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FIG. 4. A DAG can also be used to construct a causal input
list that generates it (see text).
The graph assigns parents as follows:
pa(X) = ∅ ,
pa(V ) = X ,
pa(Y ) = X ,
pa(W ) = V ,
pa(Z) = V ∪ Y . (6)
A total ordering consistent with this graph is O :
{X,V,W, Y, Z} → {1, 2, 3, 4, 5}. Therefore, we obtain
the causal input list:
LO = {(X ⊥ ∅|∅), (V ⊥ ∅|X), (W ⊥ X|V ),
(Y ⊥ ∅|X), (Z ⊥ XW |Y V )} . (7)
Finally, we have the following useful definitions:
Definition 8: Independence maps and perfect
maps. Given P (X) and a DAG G on the same variables,
we will call G an independence map (I-map) of P iff
C¯(G) ⊆ C¯(P ). If equality holds, C¯(G) = C¯(P ), then G
is called a perfect map of P .
The intuition behind this definition can be understood
as follows. A DAG is an independence map of a probabil-
ity distribution iff every CI relation implied by the DAG
is also satisfied by the distribution. That means that if
two variables are not causally linked in the DAG, they
must be conditionally independent in the distribution.
However, the converse need not hold: the arrows in a
DAG represent only the possibility of a causal influence.
In general, depending on the choice of model parame-
ters, it is possible for two variables to be connected by
an arrow and yet still be conditionally independent in
the probability distribution. Equivalently, one can find
a probability distribution that satisfies more conditional
independencies than those implied by its DAG. A DAG is
a perfect map iff it captures all of the CI relations in the
given distribution, i.e. every causal dependence implied
by the arrows in the DAG is manifest as an observed
signal in the statistics.
Interestingly, there exist distributions for which no
DAG is a perfect map, the key example being any bi-
partite distribution that violates a Bell inequality. This
fact forms the basis for the criterion of faithfulness of a
CCM, discussed in the following section.
E. Faithful explanations and fine-tuning
Suppose we obtain the values of some physical ob-
servables over many runs of an experiment and that the
statistics can be modelled (to within experimental errors)
by a CCM. Then we can say that the CCM provides a
causal explanation of the data, in the sense that it tells
us how physical signals and information propagate be-
tween the physical observables. In particular, it allows
us to answer counterfactual questions (what would have
happened if this observable had taken a different value?)
and predict how the system will respond to interventions
(how will other quantities be affected if a given variable
is forcibly altered?). These notions can be given a rigor-
ous meaning using causal models, and they constitute a
formal framework for making causal inferences from ob-
served data. In the present work, we will be primarily
concerned with defining a quantum causal model that can
be given a useful graphical representation in DAGs, so
we will not discuss interventions and inference in causal
models (the interested reader is referred to Ref. [13] for
inference in the classical case).
Before we consider quantum systems, it will be useful
to review some caveats to the question of whether a CCM
provides an adequate description of some given data, and
in particular, whether a given CCM gives a faithful ac-
count of the observed statistics. The first caveat has to do
with the possibility of hidden, or latent variables. Sup-
pose that we have a probability distribution P (X) for
which there is no CCM that generates it (this can occur,
for example, if some exogenous variables in the model are
found to be correlated with each other, thereby violating
the basic property of Markovianity required for a CCM).
Rather than giving up the possibility of a causal explana-
tion, we might consider that there exist additional vari-
ables that have not been observed, but whose inclusion
in the data would render the statistics explainable by
some CCM. Formally, suppose there is an extension of
P (X) to some larger distribution P ′(X,λ) that includes
latent variables λ, such that the observed statistics are
the marginal probabilities obtained by summing over the
unobserved variables:
P (X) =
∑
λ
P ′(X,λ) (8)
If there exists a CCM M(X,λ) such that
PM(X,λ) = P ′(X,λ), then we can say that this
CCM explains the probability distribution P (X) with
the aid of the latent variables λ. The admittance of
hidden variables in causal models seems to lead to a
problem: it turns out that every probability distribution
P (X) can be explained by a CCM, with the aid of a
sufficient number of hidden variables! For this reason,
8we further constrain the possible explanations of the
observed data by requiring that the models be faithful
to the data:
Definition 9: Faithfulness. Consider a distribu-
tion P (X) and a CCM M(X) = {G,F} that generates
P (X). The explanation offered by M(X) is called
faithful to P (X) iff the DAG derived from M(X) is a
perfect map of P (X), i.e. C¯(G) = C¯(P ).
Latent variables: Suppose there is no CCM M(X)
that is faithful to P (X). Consider instead a CCM
M(X,λ) = {G′, F ′}, which obtains P (X) by summing
the generated distribution P ′(X,λ) over the hidden
variables λ. This extended CCM is considered faithful
to P (X) iff every CI relation in P (X) is implied by the
extended DAG G′, i.e. C¯(P ) ⊆ C¯(G′).
The motivation for this definition is that a faith-
ful explanation of the observed statistics is a better
candidate for describing the ‘real causal structure’ of
the system than an unfaithful explanation, because
it accurately captures all causal dependencies in the
observed statistics. If there exists no faithful explana-
tion of the observed statistics, but one can obtain a
faithful explanation using hidden variables, then we can
interpret the statistics of the observed variables as the
marginal statistics arising from ignoring the unobserved
variables. Note that not all probability distributions can
be faithfully reproduced by some CCM, even with the
aid of hidden variables.
Geiger & Pearl [19] showed that, for every DAG G,
one can explicitly construct a distribution P such that
G is faithful for P , i.e. such that C¯(G) = C¯(P ) holds.
Furthermore, it can be shown that if there exists a DAG
G that is faithful for a given P , then there must exist a
set of model parameters F such that the CCM {G,F}
generates P [20]. However, we have already mentioned
that there exist probability distributions for which no
DAG is a perfect map; this will be relevant when we
consider quantum mechanics in Sec. II F.
Finally, faithfulness can be equivalently defined as
the rejection of fine-tuning of the model parameters,
as noted in Refs. [2, 13]. In particular, if a DAG is
unfaithful, this implies that there exists at least one
conditional independence in the statistics that is not
implied by the DAG. It can be proven that within the
set of probability distributions compatible with the
DAG, those that satisfy such additional CI relations
are a set of measure zero [13]. Thus, the only way that
such additional CI relations could arise is by a kind
of ‘conspiracy’ of the model parameters F to ensure
that the extra conditional independence holds, even
though it is not indicated by the causal structure. In
this sense, fine-tuning represents causal influences that
exist at the ontological level but cannot be used for
signalling at the level of observed statistics, due to the
careful selection of the functional parameters; any small
perturbation to these parameters would result in a signal.
Example 3: Recall the system of Example 1 and
suppose that we observe (X ⊥ Y |Z) in P . This CI re-
lation is not found in L¯O; in fact, there is a directed
edge from Y to X in the DAG of LO (Fig. 2). The
only way to account for this discrepancy is if the model
parameters F are chosen such that the predicted signal
from Y to X is obscured. This could happen if X,Y, Z
are positive integers and we choose model parameters
fy(z, uy) = uy + z and fx(y, z) = y + z − k for some
integer constant k. For simplicity, suppose the model is
deterministic, P (UY = uy) = 1. If the numbers uy and
k just so happen to be equal, then we obtain the joint
probability:
P (X,Y, Z) = δ(x, fx( fy(z, k) , z) )P (Z) ,
= δ(x, 2z)P (Z) , (9)
and the value of X tells us nothing about the value of
Y , because the k’s conveniently cancel out, leading to
the observed independence (X ⊥ Y |Z). This can be
understood as a coincidence in the model parameters fx
and fy, whereby they each depend on the same parameter
k. Indeed, if the constants k and uy were allowed to
differ in each function, then the cancellation would not
occur, and X would still carry information about Y in
accordance with the causal structure. Hence, absence
of fine-tuning in P with respect to a causal input list
LO can also be defined as the requirement that the CI
relations observed in P should be robust under changes
in the model parameters consistent with LO [13].
F. Does quantum mechanics require fine-tuning?
Consider a probability distribution P (A,B, S, T ), sat-
isfying the generating set of CI relations K := {(S ⊥
T |∅), (A ⊥ T |S), (B ⊥ S|T )}. Suppose that the closure
of this set contains all the CI relations satisfied by P , i.e.
K¯ = C¯(P ). This represents a generic Bell-type experi-
ment: the setting variables S, T are independent of each
other, and there is no signalling from S to B or from T
to A, but the outputs A,B are correlated. (Here, the
absence of signalling is only a constraint on the allowed
probability distributions. It refers to the fact that the
marginal distribution of the outcomes on each side must
be conditionally independent of the values of the setting
variables on the opposite side, a requirement often called
‘signal locality’ in the literature. It does not forbid the
possibility of signalling at the ontological level, as in non-
local hidden variables, etc.)
Note that we cannot explain these correlations by a
CCM without latent variables, because A and B are
correlated without a common cause. Hence let us con-
sider the extended distribution P ′(A,B, S, T, λ) satisfy-
ing
∑
λ P
′(A,B, S, T, λ) = P (A,B, S, T ). Of course, we
require that K¯ ⊆ C¯(P ′), but we can impose additional
9physical constraints on the hidden variable λ. In par-
ticular, we expect λ to be independent of the settings
S, T and, in keeping with the no-signalling constraint, to
represent a common cause subject to Reichenbach’s prin-
ciple. This leads to the extended set of constraints K ′ :=
{(S ⊥ Tλ|∅), (T ⊥ Sλ|∅), (A ⊥ T |Sλ), (B ⊥ S|Tλ)} and
we assume that K¯ ′ ⊆ C¯(P ′), i.e. that the extended dis-
tribution satisfies at least these constraints. We then ask
whether there exists a CCM that can faithfully explain
the observed correlations.
If A and B are independent conditional on the hidden
variable λ in the distribution P ′, i.e. if (A ⊥ B|λ) holds
in C¯(P ′), then it is easy to see that λ qualifies as a
common cause of A and B and the correlations can
be explained by a CCM with the DAG G′ shown in
Fig. 5 (a). It can be shown that this occurs whenever
P satisfies Bell’s inequality [2]. Conversely, Wood &
Spekkens showed that if P violates Bell’s inequality,
there is no CCM that can faithfully explain P , even
allowing hidden variables. Of course, one can find
numerous un-faithful explanations, such as the DAG
in Fig. 5 (b) and fine-tuning of the model parameters
to conceal the causal influence of S on B. This result
implies that, in general, CCMs cannot faithfully explain
the correlations seen in entangled quantum systems.
T
BA
S T
BA
S
(a) (b)
FIG. 5. (a) A possible DAG for a Bell-type experiment using
hidden variables. (b) A DAG that can serve as an unfaithful
explanation of Bell-inequality violation.
Example 4: Consider the deBroglie-Bohm inter-
pretation of quantum mechanics. This interpretation
gives a causal account of Bell inequality violation using
super-luminal influences, one possible variant of which is
depicted in Fig. 5 (b). Here, λ is a hidden variable that
carries information about the setting S faster than light
to the outcome B. The model posits a CCM that gen-
erates a distribution P ′(A,B, S, T, λ) and the observed
statistics P (A,B, S, T ) are interpreted as the marginal
obtained from this distribution by summing over λ. The
no-signaling CI relations (A ⊥ T |S), (B ⊥ S|T ) hold
in the observed statistics, however they do not follow
from the DAG Fig. 5 (b) which includes the hidden
variables, hence the CCM that generates P ′ using this
graph is not a faithful explanation for P . In general, the
deBroglie-Bohm interpretation and its variants appear
to require fine-tuning [2].
How should we interpret this result? On one hand,
we might take it as an indication that faithfulness is too
strong a constraint on the laws of physics, and that na-
ture allows hidden variables whose causal influences are
concealed at the statistical level by fine-tuning. Alter-
natively, we could take it to indicate that the class of
physical models describable by CCMs is not universal,
and that a new type of causal model is needed to give a
faithful account of quantum systems. Along these lines,
we could choose to interpret Fig. 5 (a) as a quantum
circuit, where λ now stands for the preparation of an en-
tangled pair of quantum systems and the arrows stand
for their distribution across space. In doing so, we im-
plicitly shift our perception of quantum mechanics from
something that needs to be explained, to something that
forms part of the explanatory structure. We no longer
seek to explain quantum correlations by an underlying
causal mechanism, but instead we incorporate them as a
fundamental new addition to our causal structure, which
can then be used to model general physical systems. This
approach entails that we no longer require (A ⊥ B|λ)
to hold for the “common cause” λ and hence that we
abandon Reichenbach’s Common Cause Principle (specif-
ically, the factorisation property). This in turn implies
that d-separation is no longer the correct criterion for
reading CI relations from the DAG, when the DAG is in-
terpreted as a quantum circuit. In what follows, we will
propose a new criterion that serves this purpose, leading
to the concept of a quantum causal model.
III. QUANTUM CAUSAL MODELS
A. Preliminaries
We begin by considering quantum networks modelled
as a DAGs, in which the nodes represent state prepara-
tions, unitary transformations and measurements. Based
on this interpretation, we obtain a corresponding notion
of a quantum input list and a graph separation crite-
rion that connects the DAG to the list that generates it.
We mention that there exist other approaches to quan-
tum computation in which it would be interesting to ex-
plore causal relations, such as measurement-based quan-
tum computation. For efforts along these lines, see eg.
[21, 22].
The general theory of quantum networks as given
in Ref. [7] provides a DAG representation in which
nodes represent completely general quantum operations.
Below, we define a canonical form of a general quan-
tum network in order to cleanly separate the classical
apparatus settings from the measurement outcomes, to
facilitate the definition of a graph separation criterion.
Given a DAG, we divide the nodes into four classes:
as before, those with no incoming edges are called
exogenous; those with no outgoing edges are called
drains; those with ingoing and outgoing edges are called
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intermediates. We assign the following interpretations
to the elements of the DAG:
Edges: every edge in a DAG is associated with a
Hilbert space of dimension 2n, with n ≥ 1. Thus, we can
associate an integer number of qubits with each edge in
the graph. The Hilbert space dimension is allowed to be
different for different edges; however, for intermediate
nodes we require that the total Hilbert space dimension
of the ingoing edges (obtained by multiplying the
dimensions of the individual edges) be equal to the total
dimension of the outgoing edges. The reason for this
constraint is that it allows us to associate a unitary map
to each intermediate node.
Exogenous nodes: Every exogenous node is associ-
ated with a random variable. Each possible value of the
variable corresponds to the preparation of a normalised
pure state (a source). The set of pure states need not be
orthogonal - in fact they may even be degenerate, with
more than one value of the variable corresponding to
preparation of the same state. The only requirement is
that the states exist in a Hilbert space with dimension
equal to H(out), which is the tensor product of the
Hilbert spaces of all the outgoing edges.
Drains: Every drain is associated with a random
variable. Each value of the variable corresponds to
the outcome of a projective measurement on H(in), the
tensor product of the Hilbert spaces of all the ingoing
edges. The measurement basis is assumed to be fixed by
convention. For example, since the dimension of H(in)
is 2M for some integer M ≥ 1, we can always take the
measurement basis to be the computational basis of M
qubits.
Intermediate nodes: Every node with both incom-
ing and outgoing edges is associated with a random
variable. Each value of the variable represents a unitary
operator on H(in)(= H(out)).
The above definitions allow us to associate a quantum
network to any DAG. Conversely, every quantum net-
work has a representation as a DAG of this form.
Example 5: Consider the circuit in Fig. 6 (a).
This describes the preparation of two qubits as mix-
tures ρ1 = γ1|ψ0〉〈ψ0| + (1 − γ1)|ψ1〉〈ψ1| and ρ2 =
γ2|ψ0〉〈ψ0|+ (1− γ2)|ψ1〉〈ψ1| in an arbitrary orthogonal
basis {|ψ0〉, |ψ1〉}. These are followed by a measurement
of the first qubit in the computational σZ basis {|0〉, |1〉}
and the subsequent application of a σX gate to the second
qubit, conditional on the outcome of the first measure-
ment. Finally a POVM is applied to the second qubit by
coupling it via unitary interaction (either U1, U2 or U3)
to a third ancilla qubit |φ〉. The ancilla is traced out and
the remaining qubit measured in the σZ basis. In Fig.
6 (b) the feed-forward has been replaced with a unitary
Y
X U
V
a.
b.
c.
Z
S
T
W
FIG. 6. The conversion of a quantum circuit (a) into a DAG,
using the recipe outlined in the text. The conversion is per-
formed by replacing feed-forwards with unitary interactions,
followed by measurements in a fixed basis; and replacing gen-
eral measurements with unitary coupling to ancilla states, fol-
lowed by measurement in a fixed basis, as shown in (b). The
resulting DAG is shown in (c).
interaction (a CNOT) followed by tracing out the first
qubit (all feed-forwards can be described in this way to
ensure that the setting variables, representing the choice
of input state and unitary, remain independent of each
other). The tracing-out of the ancilla qubit is replaced
with a measurement in the σZ basis, whose outcome can
be ignored. In this form, the circuit can be cast directly
into a DAG, as shown in Fig. 6 (c). The variables X and
Y take values corresponding to the basis states {|0〉, |1〉},
distributed with probabilities so as to produce the mixed
states ρ1, ρ2. Z and S are single-valued, corresponding
to the state |φ〉 and the unitary CNOT respectively. T
has three values corresponding to the three possible uni-
taries, and is distributed according to the probability of
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each unitary being implemented. Finally, U, V,W are all
binary-valued, corresponding to outcomes ∈ {0, 1} and
whose probabilities are given by quantum mechanics (see
Sec III B).
Note that a single DAG can represent any member
of the class of quantum networks with the same basic
topology (i.e. the same connections between prepara-
tions, unitaries and measurements). Thus, in a quantum
causal model, the preparations and unitaries are taken
as the model parameters and the DAG provides the
causal structure, as explained in the next section.
B. Quantum input lists and model parameters
Recall that the classical causal input list LO repre-
sents a set of conditional independence relations between
variables in a CCM, from which a DAG can be easily con-
structed. The motivation for the causal input list comes
from its physical interpretation, discussed in Sec. II C,
which embodies principles like the RCCP that we expect
to hold for classical physical systems. Hence, to define
the quantum analog of a causal input list, we should be-
gin by asking: for variables in a quantum network, what
physical principles constrain their statistical dependen-
cies?
First, we note that the observables in a quantum net-
work fall naturally into two distinct categories: settings
Si and outcomes Oi (we continue to use X to denote
a generic variable or set of variables). The settings Si
determine the states produced at the sources and the
unitaries applied in the network, while the Oi represent
the outcomes of measurements in a fixed basis. Since the
settings Si play the same role as the exogenous variables
in a CCM, we assume that they are all distributed in-
dependently of each other; however, unlike in a CCM,
this property now also applies to variables represented
by intermediate nodes. This assumption is the analog
of the Markovianity assumption for a CCM, and it em-
bodies one aspect of the common cause principle that is
retained in quantum mechanics, namely, that correlated
variables (conditional on the empty set) must share a
common source, or must have interacted previously. It
is in this sense that the RCCP can be said to hold for
quantum correlations in Ref. [9] (recall the discussion of
Sec. II C).
Also as before, we assume an absolute ordering of
the variables and enforce the physical assumption of
causality (no causal loops) and we again assign a set of
parents to each variable, representing the connections in
the network and (implicitly) the possibility of a causal
influence. However, unlike the case of a CCM, we are
not able to interpret the parents of a variable as its
direct causes. This is because the values of the settings
by definition do not have any causes in the network
(they are chosen by external factors, like experimental
intervention). Furthermore, the parents of an outcome
no longer screen it off from its other ancestors: the influ-
ence of an initial state preparation on the measurement
outcome cannot in general be screened off by a choice of
intermediate unitary. We leave it as an open question
whether one can formulate a quantum network in a
manner that respects this property of CCMs; we will
find it more convenient simply to abandon it. Indeed,
since the variables representing the preparation and
choice of unitary are assumed to be independent, they
cannot carry any information about each other, nor
can the variable representing the unitary reveal any
information about the quantum system on which it acts.
The assignment of parents to the variables therefore
places much weaker constraints on the correlations than
in the classical case. However, the following physical
assumption is still justified in a quantum network:
Assumption 2. The possible causes of an outcome
are its ancestors.
This assumption reflects our intuition that it is only
the operations performed on a quantum system leading
up to its measurement that can have a causal effect
the measurement outcome. Indeed, it is also argued
in Ref. [9] that there is no reason to maintain the
distinction between direct and indirect causes in any
generalised model that goes beyond classical correlations.
It is clear from our discussions in Sec. II that the
Causal Markov Condition is not expected to hold in
a quantum network, since the RCCP no longer holds.
Instead, we expect it to be replaced by a weaker property:
Quantum Causality Condition: An outcome
is independent (conditional on the empty set) of all
settings that are not its causes and all outcomes that do
not share a common cause.
This property expresses the fact that outcomes should
be independent of any settings from which they are
causally disconnected and should be correlated only
with other outcomes that share a common cause. This
property holds also in the classical case, but unlike the
classical case, we now do not require sets of outcomes
to be independent of each other conditional on their
common causes – instead we allow them to still be
dependent, admitting violations of the factorisation
property of the RCCP (recall Sec. II C). In addition to
this weakened version of the RCCP, we still have the
classical feature that independent variables can become
dependant conditional on common effects. Thus, for two
variables to be independent, we will still have to avoid
conditioning on certain colliders.
To make these ideas formal, let us consider a set
of random variables partitioned into outcomes O and
settings S. The following definitions will also be useful:
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Definition 10: O′-chain. Given a set of outcomes
O′, two other sets of outcomes O1 and O2 are said to be
connected by an O′-chain iff O1 shares an ancestor with
a member of O′ that shares an ancestor with another
member of O′, (etc), that shares an ancestor with O2. A
set of settings S1 is linked to O2 by an O
′-chain iff S1 has
a descendant in O′ that is connected by an O′-chain to
O2. Similarly, S1 and S2 are connected by an O
′-chain
iff they both have descendants in O′ that are connected
in this way.
Definition 11: O′-detached. Given a set of
outcomes O′ and some variables V , the set of all
variables not connected to V by an O′-chain are said to
be O′-detached from V , denoted dtO′(V ).
S
Y
R
X
T
W
Z
FIG. 7. “Chained” variables: S and Y are each connected
to T and Z by a W-chain. However X and R are W -detached
from {Z, T}, because the collider Y is not in the set W .
(Note that when O′ is the empty set, the detached
variables dt∅(V ) are just those outcomes that do not
share an ancestor with outcomes in V ). Intuitively, if
two variables in a DAG are connected by an O′-chain,
they are connected by a path on which every collider has
a directed path to O′. Hence, the detached variables are
those nodes in the graph for which every path contains
at least one collider that does not lead to O′. This will
be useful later when we consider graph separation.
Let ¬X denote the complement of a set X, and
let ¬SX be the complement of X restricted to S, i.e.
¬SX := S ∩ ¬X. Under a choice of ordering O, let
S(< Xi) denote the set of predecessors of Xi in S. Using
these definitions, we propose the following characterisa-
tion of the CI relations in a quantum network:
Definition 12: quantum input list. A quantum
input list QO is a pair {PAO, Q}, containing:
i. An ordered list of parents, PAO := {pa(Xi) : i =
1, 2, ..., N}, where each set of parents pa(Xi) is a subset
of S(< Xi). Members of O cannot be parents; in
addition, every setting Si must be a parent of at least
one other variable (these conventions ensure that the
resulting DAG can be interpreted as a quantum circuit).
Ancestors, descendants, etc, are defined from the list of
parents in the usual way.
ii. A set of CI relations denoted Q, constructed
as follows. For every subset of settings S′ and
outcomes O′, there is a CI relation of the form
(S′ ⊥ dtO′(S′)|O′) and a CI relation of the form
(O′ an(O′) ⊥ ¬San(O′) dt∅(O′)|∅) in Q.
The first CI relation in the above definition expresses
the physical requirement of setting independence, mod-
ulo the possibility of correlating the settings by condi-
tioning on their effects. In particular, it says that set-
tings are guaranteed independent except when connected
by an O′-chain. The second CI relation simply expresses
the Quantum Causality Condition.
The quantum input list QO is said to be compatible
with a given probability distribution P iff Q¯ ⊆ C¯(P ).
Given a quantum input list, we can construct a DAG
in the usual way, by drawing a directed edge to each
variable from each of its parent nodes. The DAG GQ
constructed in this way is said to be generated by the
list QO. As usual, the ancestors of X are those nodes
in the graph that have a directed path leading to X.
The quantum input list defines the causal constraints on
the variables, based on their interpretation as settings
and outcomes in a quantum network. We conjecture
that this list captures all of the conditional indepen-
dencies that hold in a general quantum circuit, when
the circuit is expressed as a DAG as outlined in Sec III A:
Conjecture: If a CI relation holds in every quantum
network represented by a DAG G, then it is implied by
Q in any quantum input list QO that generates G.
So far, we have only specified the causal structure and
independence relations. To obtain a full joint probability
distribution from a quantum input list, we need to
supplement it with model parameters specifying the
pure state preparations, unitary transformations, and
measurements that correspond to the variables. These
parameters define the space of possible quantum circuits
that are described by a given DAG:
Definition 13: quantum model parameters.
Consider a set of variables Xi with outcome spaces
EXi connected in a DAG GQ representing a quantum
network. Then the quantum model parameters Fq consist
of:
i. A Hilbert space of dimension 2n for each edge, where
n is a (possibly different) positive integer for each edge;
ii. A specification of the orthonormal basis C in which
all projective measurements are made;
iii. For every exogenous node Xi, a pure state for every
value in EXi ;
iv. For every intermediate node Xi, a unitary for every
value in EXi ;
v. For every drain node Xi, a pure state from C for
every value in EXi ;
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vi. A marginal probability distribution on the outcome
space EXi of every variable that is an exogenous node or
intermediate node. These marginal distributions are all
mutually independent.
The states and operators mentioned above apply
to the Hilbert spaces of their respective nodes, as
determined using i and the number of outgoing and
ingoing edges (Recall that the dimensions assigned to
the edges is constrained such that the total dimension
of ingoing and outgoing edges for intermediate nodes
is the same). The distributions given in vi represent
a set of ‘initial conditions’, fixed by the experimenters’
choices and/or environmental conditions. These are
used to determine the resulting probability distributions
of the outcome variables according to the usual laws
of quantum mechanics. This is made precise using the
following definition:
Definition 14: Quantum Causal Model
A quantum causal model (QCM) on a set of variables X
is a pair {QO, Fq} consisting of a quantum input list QO
for the set X, and a set of quantum model parameters
Fq for the DAG GQ generated by the input list.
Every QCM defines a joint probability distribution
over its variables according to the following procedure.
Consider a QCM on N ordered variables {Xi : i =
1, 2, ..., N}, and partition of the set {1, 2, ..., N} := E ∪
T ∪ D such that i ∈ E labels the exogenous variables,
i ∈ T labels the intermediate variables, and i ∈ D labels
the variables corresponding to drains in the DAG GQ.
From Fq we obtain the mutually independent marginal
distributions P (Xi)∀i ∈ E∪T, which includes all setting
variables. The joint probability of the outcomes condi-
tional on the settings, P (∪i∈DXi|∪i∈E,TXi), is computed
in the usual way from the quantum circuit obtained from
the DAG GQ and the pure states and unitaries associ-
ated with the settings {∪i∈E,TXi}. One thus obtains the
total joint probability:
P (X) =
∏
i∈E,T
P (Xi) P (∪j∈DXj | ∪j∈E,T Xj) . (10)
Note: Our definition of a QCM on a DAG G can be
regarded as a concrete example of the more general no-
tion of a Quantum Correlation on the graph G, as de-
fined by Fritz [9]. In particular, working in the category
C of completely positive maps, where Hilbert spaces are
the objects and CP maps are the morphisms, we assign
Hilbert spaces to the edges of the graph and CP maps
to the nodes. The model parameters are just the set of
functions from outcomes to morphisms that define the
C-instruments in the language of Ref. [9], allowing us
to compute probabilities. Our model distinguishes these
functions according to the placement of their nodes in the
graph (exogenous, intermediate or drain); we also model
hidden variables as additional nodes, not as edges. These
conventions do not represent limitations of our model,
but are used for convenience. By contrast, our restric-
tion to the case of variables with finite outcome spaces
is a limitation of our model, but we expect the general-
isation to continuous variables following Ref. [9] to be
straightforward.
Now that we have defined a QCM, we would like to
have a graph separation rule analogous to d-separation
that would allow us to recover all the CI relations implied
by QO from the DAG GQ. This is proposed in the next
section.
C. Graph separation in quantum networks
In general, because of the failure of the RCCP, we can
never guarantee that two outcomes will be independent
conditional on their common causes. However, there are
still situations in which variables are expected to be con-
ditionally independent of each other; we examine the pos-
sibilities below.
Two settings are already assumed to be chosen inde-
pendently, so they can only become dependent on each
other by conditioning on a common effect (which is an
outcome), or conditioning on a connected chain of such
effects. This applies also to conditioning on common ef-
fects in a CCM (recall Sec. II C). In the case of a setting
and an outcome, these might be dependent on each other
if the setting is already a possible cause of the outcome,
since the causal influence cannot in general be screened-
off by other variables. On the other hand, if there is no
directed path from the setting to the outcome and no
chain of conditioned effects, one would expect the two to
be independent. We must be careful, however: in quan-
tum mechanics, it is also possible for the outcome to be
entangled to another outcome that is descended from the
setting, such that conditioning on the latter outcome cor-
relates the setting with the causally separated outcome.
To ensure their independence, therefore, one should not
also not condition on any outcomes that are descended
from the setting. Finally, two outcomes should be inde-
pendent unless they share a common cause, or are con-
nected by a chain of conditioned effects.
These considerations lead us to the following graph
separation criterion:
Definition 15: q-separation
Given a DAG representing a quantum network, two dis-
joint sets of variables X and Y are said to be q-separated
by a third disjoint set Z, denoted (X ⊥ Y |Z)q, iff every
undirected path between X and Y is rendered inactive
by a member of Z. A path connecting two variables is
rendered inactive by Z iff at least one of the following
conditions is met:
(i) both variables are settings, and at least one of the
settings has no directed path to any outcome in Z;
(ii) one variable is a setting and the other is an outcome,
and there is no directed path from the setting to the
outcome, or to any outcome in Z;
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(iii) the path contains a collider i → m ← j where m is
not an outcome in Z, and there is no directed path from
m to any outcome in Z.
T
W
X
Y
Z
q-separation
Implied Not implied
U V
FIG. 8. An illustration of q-separation. The table contains
CI relations that are either implied or not implied by the
DAG using the rules of q-separation. Note the differences to
d-separation (Fig. 3).
Of course, the heuristic motivation given above does
not necessarily guarantee that q-separation captures all
of the CI relations that are implied by a quantum in-
put list, nor is it obvious that the input list contains
all CI relations implied by q-separation. A proof that q-
separation is sound and complete for quantum input lists
is given in the next section.
D. The q-separation theorem
In this section we prove the soundness and com-
pleteness of q-separation. The proof approximately
follows that of Pearl & Verma [18] for the classical
case. By analogy with d-separation, we will consider
the set of CI relations obtainable from a DAG G
using the q-separation criterion (Definition 15) and
(X ⊥ Y |Z)q ⇒ (X ⊥ Y |Z). Let this set be denoted
Cq(G), with C¯q(G) its closure. If we replace d-separation
with q-separation in Definition 8, we obtain analogous
criteria for G to be an I-map or a perfect map of a given
distribution P . We can now prove the following useful
theorem:
Theorem 2:
Let the DAG G be a perfect map of a distribution P (X)
under q-separation, i.e. C¯q(G) = C¯(P ). Then there
is a quantum input list QO compatible with P that
generates the DAG G.
Proof: The DAG G imposes a partial order on the
variables X. Choose any total order O that is consistent
with this. Label the nodes in G as outcomes Oi ∈ O if
they are drains, and settings Si ∈ S otherwise. Define
the parents pa(Xi) in PAO to be the nodes with directed
edges pointing to Xi in the graph. A path between a
setting and any other variable is rendered inactive by
outcomes O′ if there is at least one collider on the path
not in O′ and with no directed path to O′. This is true
for all variables that are O′-detached from the setting,
hence the CI relation (S′ ⊥ dtO′(S′)|O′) is implied by
G. For each set of outcome nodes and their ancestors,
O′an(O′), a path from this set to the non-ancestors
¬San(O′) can only be activated by conditioning on
an outcome. Furthermore, a path from O′an(O′) to
dt∅(O′) must contain a collider, or else O′ and dt∅(O′)
would share an ancestor (a contradiction), so it too can
only be activated by conditioning on an outcome. Hence
these paths are rendered inactive by the empty set,
and the CI relation (O′an(O′) ⊥ ¬San(O′) dt∅(O′)|∅)
is implied by G. According to Definition 12, these
ingredients are sufficient to specify a quantum input list.
By construction, this list also generates the DAG G. 
The next theorem provides the key result.
Theorem 3
Given a distribution P (X) and a compatible quantum
input list QO, the DAG G generated by QO is an I-map
of P , that is, C¯q(G) ⊆ C¯(P ).
Proof: We prove the result by induction on the number
of variables. First we show that the result holds for k
variables, given that it holds for k − 1 variables. Then
we note that the result holds trivially for one variable;
hence, by induction, it holds for any number of variables.
Let P be a distribution on k variables and QO a com-
patible quantum input list, which generates the DAG G.
Let n be the last variable in the ordering O; let C¯(P −n)
be the closed set of CI relations formed after removing
from C¯(P ) all CI relations involving n; let P − n be any
probability distribution having exactly the closed set of
CI relations C¯(P −n) (such a distribution can always be
constructed [13]); and let G − n be the DAG formed by
removing the node n and all its connected edges from the
graph G.
Consider the list obtained from QO by removing ev-
ery CI relation involving n from Q and removing pa(n)
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from the list of parents (let the reduced list of parents
be denoted PAO − n). This procedure might result in
one or more settings that are not parents of any other
variables, so we must be convert these into outcomes in
order to make a valid input list. To do so, we first re-
move the setting in question (say Sj) from any sets of
settings S′ in which it appears in Q. Next, we re-label
it as an outcome, Sj → Oj . This entails that for every
subset O′ of outcomes (not containing n) and settings
S′, we must add new CI relations (OjO′ an(OjO′) ⊥
¬San(OjO′)dt∅(OjO′)|∅) and (S′ ⊥ dtOjO′(S′)|OjO′)
to Q. Let the resulting list be denoted Q− n. Then the
pair QO − n := {PAO − n,Q− n} is a valid quantum in-
put list on k−1 variables. Furthermore, by construction,
QO − n generates the DAG G− n.
Let us now assume that G − n is an I-map of P − n:
C¯q(G−n) ⊆ C¯(P −n). We aim to prove that, under this
assumption, G is also an I-map of P , C¯q(G) ⊆ C¯(P ).
To do so, we will consider each CI relation of C¯q(G) and
show that it exists also in C¯(P ).
The CI relations of C¯q(G) can be divided into three
cases:
(1) n does not appear in the CI relation;
(2) n appears in the first position in the CI relation, eg.
(nX ⊥ Y |Z);
(3) n appears in the last position in the CI relation, eg.
(X ⊥ Y |nZ).
Note that, if n appears in the second position in the
CI relation, we can use symmetry (semi-graphoid axiom
1.a.) to move it into the first position and thereby
convert it into case (2) above. We now prove the result
for each case separately.
Lemma 1: Let X,Y, Z be disjoint sets of variables and
let R ∈ C¯q(G) be a relation of the form (X ⊥ Y |Z) that
does not contain the variable n. Then R ∈ C¯(P ).
Proof: Since R is in C¯q(G), it must also be in
C¯q(G − n). If it were not, then there would be a path
between X and Y that is active in C¯q(G − n) but
rendered inactive by Z in C¯q(G). But this is impossible,
because an active path cannot be rendered inactive just
by adding a node and its associated edges to the graph.
Since G − n is an I-map of P − n, the relation R must
also be contained in C¯(P − n), and since C¯(P − n) is a
subset of C¯(P ), R is also contained in C¯(P ). 
Lemma 2: Let R ∈ C¯q(G) be a relation of the form
(nX ⊥ Y |Z). Then R ∈ C¯(P ).
Proof: First, we partition the sets X,Y, Z into disjoint
sets of outcomes and settings, eg. Z = ZO ∪ ZS where
ZO contains only outcomes and ZS only settings.
Define the set zo(O′) as the members of ZO that are
connected to outcomes O′ by a ZO-chain. Let -zo(O′)
denote its complement in ZO. Next, consider Ox :=
nXOzo(nXO).
We can write the ancestors an(Ox)) as the union of
four disjoint sets, an(Ox) = AX ∪ AY ∪ AZ ∪ A, where
AX := an(Ox) ∩X, and similarly for AY and AZ . Any
remaining members of an(Ox) not contained in any of
X,Y, Z are contained in A. Likewise, let us decompose
¬San(Ox) into disjoint sets: ¬San(Ox) = BX ∪ BY ∪
BZ ∪ B where eg. BX := ¬San(Ox) ∩ X and similarly
for BY , BZ (see Fig. 9). Note that XS = AX ∪ BX and
analogously for Y and Z. The CI relation (Ox an(Ox) ⊥
¬San(Ox)dt∅(Ox)|∅) must hold in Q and hence in C¯(P ).
Using the above definitions:
(Ox an(Ox) ⊥ ¬San(Ox) dt∅(Ox)|∅) ∈ C¯(P )
=⇒ (Ox ⊥ ¬San(Ox) dt∅(Ox)|an(Ox)) ∈ C¯(P )
⇐⇒ (Ox ⊥ BXBYBZB dt∅(Ox)|AXAYAZA) ∈ C¯(P ) .
(11)
S O
S O
X
Y
Z
FIG. 9. A partitioning of the variables into disjoint sets.
Above: the sets X,Y, Z are partitioned with respect to their
settings, outcomes and an(Ox). Below: the ancestors and
their complement in S are further decomposed into disjoint
subsets.
The set -zo(nXO) must be a subset of dt∅(Ox) (since
the members of -zo(nXO) by definition cannot share an
ancestor with Ox). The same goes for YO, otherwise there
would be a path connecting YO to nXO on which every
collider is in ZO or has a directed path to ZO, and they
could not be q-separated in G as is required for R to be
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true. Hence, using the semi-graphoid axioms:
(Ox ⊥ BXBYBZB dt∅(Ox)|AXAYAZA) ∈ C¯(P )
=⇒ (Ox ⊥ BYBZ YO -zo(nXO)|XSAYAZ) ∈ C¯(P )
=⇒ (n ⊥ BY YO|XZAY ) ∈ C¯(P ) . (12)
No member of Y can be an ancestor of nXO in Q,
or else there would be a directed path from a set-
ting in YS to an outcome in nX and they could not
be q-separated by Z in G, contradicting our initial
premise R. Therefore AY = ∅ and BY = YS , and
(12) implies (n ⊥ Y |XZ) ∈ C¯(P ). The relation R
implies (X ⊥ Y |Z) ∈ C¯q(G) and hence (by Lemma 1):
(X ⊥ Y |Z) ∈ C¯(P ). Combining this with (12) and
the semi-graphoid axioms, we obtain the desired result
(nX ⊥ Y |Z) ∈ C¯(P ). 
Lemma 3: Let R ∈ C¯q(G) be a relation of the form
(X ⊥ Y |nZ). Then R ∈ C¯(P ).
Proof: Note that n cannot share an ancestor with
both XOzo(XO) and YOzo(YO), or else there would
be a path connecting XO to YO on which every col-
lider has a descendant in nZO, preventing them from
being q-separated in G. We therefore assume with-
out loss of generality that n does not share an ances-
tor with YOzo(YO). By a similar argument, no mem-
ber of XO can share an ancestor with YOzo(YO); hence
nXO-zo(YO) ∈ dt∅(YOzo(YO)). Now, either n shares an
ancestor with XOzo(XO), or it does not. If it does, then
Y cannot contain any ancestors of Ox (defined as in the
previous Lemma) and we can use the same procedure as
before to obtain the desired result: (nX ⊥ Y |Z) ∈ C¯(P ).
In the remaining case, n does not share an ancestor
with XOzo(XO) so we have the relation nYO-zo(XO) ∈
dt∅(XOzo(XO)). Let Oxz := XOzo(XO) and consider
the relation (Oxz an(Oxz) ⊥ ¬San(Oxz) dt∅(Oxz)|∅)
that holds in Q and hence in C¯(P ). Using the above
properties, and the fact that Y cannot contain any an-
cestors of Oxz (for the usual reason that this would imply
an active path between X and Y in G), we obtain:
(Oxz an(Oxz) ⊥ ¬San(Oxz) dt∅(Oxz)|∅) ∈ C¯(P )
=⇒ (XO zo(XO) ⊥ YS nYO -zo(XO)|XSZS) ∈ C¯(P )
=⇒ (XO ⊥ Y |nXS Z) ∈ C¯(P ) . (13)
Let us partition ZS = DZ ∩ EZ , where DZ contains the
members of ZS that are detached from XS by nZO, and
EZ contains the rest. Consider the CI relation (XSEZ ⊥
dtnZO (XSEZ)|nZO) that holds in Q and hence in C¯(P ).
The set dtnZO (XSEZ) must contain dtnZO (XS). If not,
there would be a member of dtnZO (XS) that is not de-
tached from XSEZ , hence it would be connected by an
nZO-chain to EZ . But since EZ has a chain to XS , it
could not be a member of dtnZO (XS), implying a con-
tradiction. Hence (XSEZ ⊥ dtnZO (XS)|nZO) ∈ C¯(P ).
But note that Y must be detached from XS by nZO,
otherwise there would be a path connecting X to Y in G
on which every collider has a directed path to nZO, con-
tradicting R. Thus DZY ∈ dtnZO (XS), and we obtain:
(XSEZ ⊥ dtnZO (XS)|nZO) ∈ C¯(P )
=⇒ (XS ⊥ Y |nZ) ∈ C¯(P ) . (14)
Combining this result with (13) and the Contraction
axiom 1.d, we obtain (X ⊥ Y |nZ) ∈ C¯(P ) as desired. 
Lemmas 1,2 and 3 together imply that G is an I-map
of P , i.e. C¯q(G) ⊆ C¯(P ), provided that G − n is an
I-map of P − n. The latter condition can be guaranteed
using the same logic: G − n is an I-map of P − n
provided G− n−m is an I-map of P − n−m, where m
is now the second-last variable in the chosen ordering.
Continuing this process, every graph in the hierarchy is
an I-map of its corresponding distribution provided that
we can prove that G for a single variable is an I-map of
a probability distribution P on a single variable. But
C¯q(G) ⊆ C¯(P ) is trivially satisfied for a single variable,
because both these sets are empty. This completes the
proof of Theorem 3. 
Using the result of Theorem 3, we can now prove that
q-separation is sound and complete for quantum input
lists.
Theorem 4
If Q is a quantum input list, the DAG generated by Q
is a perfect map of its semi-graphoid closure Q¯. That is,
a CI relation follows from the DAG if and only if it can
be obtained from Q using the semi-graphoid axioms.
Proof: By the previous theorem, the DAG is an I-map
of Q¯. It remains to show the converse, namely that every
relation in Q¯ is implied by the DAG: Q¯ ⊆ C¯q(G). Since
C¯q(G) is a semi-graphoid, it contains the closure of Q¯ if
it contains Q. Hence it suffices to show Q ⊆ C¯q(G). Con-
sider any CI relation of the form (S′ ⊥ dtO′(S′)|O′) ∈ Q.
Since Q generates G, the set dtO′(S
′) consists of all
nodes whose paths to S′ contain at least one collider
that is not in O′ and has no directed path to O′. This
is sufficient for these paths to be rendered inactive by
O′, hence (S′ ⊥ dtO′(S′)|O′)q ∈ G. Next consider
(O′ an(O′) ⊥ ¬San(O′) dt∅(O′)|∅) ∈ Q. Since dt∅(O′)
shares no ancestors with O′, any path between them
must contain at least one collider, hence be rendered
inactive by the empty set. Since the empty set obviously
does not contain any ancestors of S and since an(O′)
has no directed path to dt∅(O′) and ¬San(O′) has no
directed path to O′, we conclude that all paths between
O′ an(O′) and ¬San(O′) dt∅(O′) are inactive in G, so
(O′ an(O′) ⊥ ¬San(O′) dt∅(O′)|∅)q ∈ G. This covers all
possible CI relations in Q, so Q¯ ⊆ C¯q(G). 
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E. Correspondence to classical models
In a quantum circuit, one can obtain a ‘classical limit’
by restricting all states and operators to a subspace of
Hilbert space. In order to define the classical limit of
a QCM, we must ensure that, in this limit, we recover
the assumptions listed in Sec. II. We expect that Re-
ichenbach’s Common Cause Principle will be recovered
by restricting our operations to a classical subspace of
Hilbert space, since this will rule out the possibility of
entanglement. However, the Causal Markov Condition
requires that direct causes ‘screen-off’ indirect causes,
which will not in general be true after restricting the
circuit to a classical subspace. To recover this principle,
therefore, we need to transform the DAG of the QCM
into a form that respects this property. This can be
done by assigning the ancestors of every outcome (the
‘possible causes’ by Assumption 2) to either direct or
indirect causes. There may be many ways to do this,
so we will adopt the simplest solution and make them
all direct causes. This procedure is described in the
following definition:
Definition 16: Classical limit for DAGs Given a
DAG G interpreted as a quantum network, the classical
limit of G is a new DAG GC obtained by the following
procedure:
1. Draw a directed edge from every setting Si (non-
drain node) to every outcome (drain node) Oi that is
descended from Si in GC , unless such an edge already
exists.
2. Eliminate all edges that connect pairs of settings to
each other.
The first step makes every setting a direct cause
of every outcome that is descended from it, while the
second step uses the fact that the settings are mutually
independent to eliminate redundant edges. The result-
ing DAG is consistent with the causal structure of the
original DAG in the following sense: there is a causal
chain from one variable to another in GC only if there
existed such a chain in the DAG of the quantum network
G. The the screening-off property is enforced since there
are no intermediate nodes left in the DAG. This allows
us to recover d-separation in the classical limit:
Theorem 5
Given any DAG G with classical limit GC , every CI
relation obtainable from GC by q-separation is also
implied by d-separation, i.e. C¯q(GC) ⊆ C¯d(GC).
Proof: Suppose (SA ⊥ SB |V )q holds under q-
separation for disjoint sets SA, SB , V where SA, SB are
settings. Since all paths connecting two settings in GC
must contain at least one collider that is an outcome,
q-separation implies that at least one of these colliders
is not in V , but this also implies that the settings are
d-separated. Similarly, if (SA ⊥ OB |V )q holds under
q-separation for a set of outcomes OB , this implies that
OB is not descended from SA. It follows that every path
between them must contain at least one collider, and
at least one of these colliders is not in V , which also
implies d-separation. Finally, if (OA ⊥ OB |V )q holds for
two sets of outcomes, then every path connecting them
must contain a collider that is not in V , again implying
d-separation. 
Given this result, it is straightforward to convert a
QCM into a CCM: we restrict the quantum model pa-
rameters to a classical subspace and obtain a classical
circuit. This circuit defines a set of functions F that de-
termine the values of the outcomes given the values of
their ancestors (these become their parents in GC ob-
tained from GQ). The pair {GC , F} then satisfies the
requirements of a CCM.
F. More general correlations
We note that the “Bell-type” experiment described
in Sec. II F also applies more generally to any joint
probability distribution with settings and outcomes that
obey the no-signalling criterion. In particular, one can
find a joint probability distribution P on the variables
A,B, S, T that satisfies the CI relations K (implied by
setting independence and no-signalling) but which can-
not be generated by any QCM defined on the same vari-
ables. For example, let all variables be binary variables
taking values in {0, 1}, let ⊕ represent addition modulo
2, and consider the joint distribution:
P (A,B, S, T ) := P (S)P (T )P (A,B|S, T ) , where
P (A,B|S, T ) = 1
2
(1⊕A⊕B)(ST ⊕ 1) + 1
2
(A⊕B)ST .
(15)
One can check that this distribution satisfies the CI rela-
tions K and that the probabilities sum to one. This dis-
tribution characterises a Popescu-Rorlich box (PR-box),
also called a nonlocal or non-signalling box [23]. A PR-
box defines correlations that are stronger than quantum
correlations, in the sense that they violate Bell’s inequal-
ity to its algebraic maximum. How do super-quantum
correlations fit into the present framework of quantum
causal models?
There is no QCM on just the variables A,B, S, T that
provides a faithful explanation of the probability distri-
bution P . This is trivially true because the constraints
in K require that there is no directed edge from S to B
or from T to A in the corresponding DAG (or else they
would not be q-separated by any subset of variables) and
no outgoing edges from A and B, which are outcomes
- but this splits the DAG into two disconnected parts,
which are necessarily independent, implying no correla-
tions between A and B. As before, we can try to explain
the correlations by introducing a hidden variable λ and
extending the constraints to the set K ′ (see Sec. II F).
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For a QCM, this is equivalent to supposing that the out-
comes A and B can depend on a shared entangled re-
source, in a pure state specified by λ; the corresponding
DAG is shown in Fig. 10 (a). It should therefore come
as no surprise that a QCM based on this DAG fails to
reproduce the distribution P . Whichever pure states one
chooses for the values of λ, the resulting statistics ob-
tained from the QCM must obey quantum mechanics and
hence the joint probability generated by the QCM must
be able to violate Bell’s inequality only up to Tsirelson’s
bound.
T
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(a) (b)
FIG. 10. (a) A DAG representing a quantum network that
satisfies the CI relations of a PR-box, but cannot reproduce
the full statistics. (b) A DAG representing a quantum net-
work that can reproduce the PR-box, but is unfaithful be-
cause it requires fine-tuning.
Of course, there is no reason to restrict ourselves to
this DAG – just as in the classical case, we can consider
DAGs such as the one shown in Fig. 10 (b), in which
there is a signal from S to B, representing a ‘hidden’ link
in the underlying quantum network (Note: If we inter-
pret this DAG as a classical causal model, it also serves
as an alternative to Fig. 10 (b) for explaining quantum or
PR-Box correlations using fine-tuning). This additional
link can be used to send a single bit of information from
S to B, which can be exploited to simulate the desired
probability distribution. But, just as in the classical case,
this would imply that S and B should not be q-separated,
so the CI relation (S ⊥ B|Tλ) ∈ K¯ ′ can only be due to
fine-tuning of the model parameters and the explanation
is not faithful. Just as a CCM cannot faithfully explain
quantum correlations, a QCM also cannot faithfully ex-
plain super-quantum correlations.
Despite the analogy, there is an important difference:
the threshold between quantum and classical statistics
is set by Bell’s inequality, for which the only relevant
constraints are the CI relations: if the statistics satisfy
the CI relations K¯ ′, then they satisfy Bell’s inequality.
The same is not true for the transition from quantum
to super-quantum correlations. Both the statistics of the
PR-box (15), and the statistics generated by the quan-
tum network Fig. 10 (a) satisfy the CI relations K¯ ′. The
difference lies in the constraints on the model parameters;
while the model parameters of a CCM are unconstrained
(except as dictated by the CI relations), the model pa-
rameters of a QCM are additionally constrained by Def-
inition 13, which restricts all operations to the standard
quantum formalism.
IV. DISCUSSION AND CONCLUSIONS
Given a probability distribution, a classical causal
model (CCM) describes the causal connections of events
compatible with the observed correlations under the as-
sumption that these correlations are generated by clas-
sical physics. We have shown that the same can by
done under the assumption that the underlying physics
is quantum. We gave a suitable definition of a quantum
causal model (QCM) on a directed acyclic graph that
represents a quantum network and is consistent with re-
lated work, namely Ref. [9]. We showed that it is pos-
sible to deduce the CI relations implied by a the quan-
tum network using a criterion called q-separation, which
we proved to be sound and complete. In principle, an
algorithm based on q-separation could be used to pro-
gram an artificial intelligence to make inferences about
the connections between the components of a quantum
network, given only the observed correlations between
the variables in the network. It is left to future work
to investigate whether such an algorithm presents any
practical advantage over approaches based on CCMs.
It is interesting to compare the approach to graph sep-
aration taken here to that of Ref. [12], in which a DAG
representation of generalised probabilistic theories was
proposed that retains the d-separation rule. If we con-
sider the Bell scenario in this latter framework, we obtain
a graph like that of Fig. 11, where now λ represents the
in-principle observable preparation of an entangled re-
source, as in our formalism, but there is an additional
‘unobserved’ node, depicted as a circle, representing the
quantum nature of the resource. The remaining nodes are
depicted as triangles to indicate that they are observed.
The presence of the unobserved node ensures that the
two outcomes are no longer d-separated by any subset of
the observed variables S, T, λ.
Of course, if it were possible to condition on the unob-
served node, we would not have progressed from a CCM.
Rather, the purpose of these unobserved nodes is to re-
strict us to a special subset of the CI relations obtainable
by d-separation from the graph, which is then proven to
be the correct set of CI relations for a quantum network
(or a generalised probabilistic theory). A possible advan-
tage of retaining d-separation in this way is that the exist-
ing algorithms for extracting conditional independencies
from a graph still apply and can be used in a practical
setting by a computer program. However, it could be
argued that this approach misses something of the struc-
ture that underlies the CI relations in a quantum setting,
which is made explicit in the present work through the
definition of q-separation. Thus, the present work is com-
plementary in that it elucidates those constraints on the
causal structure of quantum networks that remain after
the factorisation property of the RCCP is dropped.
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FIG. 11. An alternative representation of the Bell scenario
due to Ref. [12], in which the correct CI relations for a shared
quantum resource are obtained using only d-separation. The
formalism relied on the introduction of an unobserved circular
node that cannot be conditioned upon.
We have argued that there still exist non-trivial phys-
ical constraints on the conditional independencies be-
tween variables in a general quantum network, even with-
out the RCCP. Our observation that super-quantum cor-
relations are differentiated from quantum correlations
only by their model parameters (and not by their CI re-
lations) in the Bell scenario indicates that the same con-
straints may apply generally, and that they stem from the
Markovianity condition; this is supported by the work of
Ref. [9]. Unfortunately, this also indicates that relax-
ations of the RCCP alone may not distinguish quantum
theory from more general probabilistic theories. How-
ever, we have not proven that q-separation is sound and
complete for a suitably chosen DAG formulation of any
generalised probabilistic theory, so it is left as an open
question, as is the question of whether one can generalise
the RCCP to a principle that can distinguish quantum
from general probabilistic theories, not just from classical
causal models.
Finally, we speculate that the type of causal model
discussed here might present a starting point for inves-
tigations into the quantum nature of space-time. After
all, if the space-time manifold of classical general rela-
tivity is to give way to a more fundamental structure at
the Planck scale, then it seems plausible that this struc-
ture should consist of something like a causal network,
which supplies the essential geometric information about
some discrete set of fundamental events. It would be in-
teresting to see whether such a construction could make
connections to existing work on quantum gravity, such
as spin foams and causal sets, and whether it can be
generalised to include more exotic effects, such as closed
time-like loops or the recently proposed phenomenon of
‘indefinite causality’ [6, 11].
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