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This lecture is devoted to defining formally what a probabilistically checkable proof (PCP) is and stating a couple of useful variants of the PCP Theorem. In this and the next lecture we will give examples of applications of (the two variants of) the PCP Theorem and show why this theorem is justly considered to be one of the great achievements of theoretical computer science in the past couple of decades.
Trading certainty for computational efficiency
What constitutes a mathematical proof? Without going into a discussion of mathematical logic, let us describe a few important properties of formal mathematical proofs. The first and most important property is that proofs can be checked automatically by a machine. While finding a mathematical proof may require the elusive properties known as "intelligence", "creativity" and "ingenuity", it is well-known since the beginning of the 20 th century that checking a proof, if properly written, requires no intelligence at all. Proofs can be encoded formally as a sequence of bits and there exists an algorithm that decides whether a string of bits is an encoding of a legal proof of a mathematical statement encoded by another string of bits. In the language of theoretical computer science, we can say that the language consisting of all true mathematical statements that are implied by a set of axioms (a theory, to use the terminology of mathematical logic), is decided by a nondeterministic Turing machine. The nondeterministic choices of our machine on an input statement correspond to the sequence of bits that encodes a formal proof. A crucial property that is perhaps overlooked in courses on mathematical logic, is that the machine that verifies proofs is computationally efficient. If one inspects any of the standard formalizations of mathematics, as presented in any introductory book to mathematical logic, one finds that the algorithm that checks whether a string of bits forms a legal proof, runs in polynomial time in the length of the proof. In fact, in most cases the running time is close to linear in the length of the proof. Two other properties that are crucial to the definition of a proof-verifying nondeterministic machine are its completeness and soundness. Completeness means that every true statement has a proof and soundness means that every statement that is not true (or is ill-formulated) has no proof. The PCP Theorem says that the computational efficiency of the proof checking machine and be greatly increased. For instance, one well-known variant of the theorem (Theorem 1.3) says that the machine can check proofs by relying on only three randomly selected bits of the proof. The improved efficiency comes with a price. Our efficient verifier must rely on random coin tosses and it may err by either rejecting correct proofs of true statements or by accepting pseudoproofs of false statements. However, the probability of error in the verifier's decision depends only on the number of bits it reads and not on the length of the statement or the proof. Moreover, the probability of error decreases exponentially with the number of bits read from the proof, so if we are willing to tolerate a small error probability (say, 2 −50 ) we can check proofs by reading a small constant number of bits from them (150 bits in the case of error probability 2 −50 ). Another price incurred by using a computationally efficient verifier is that the proof needs to be written in a special format that facilitates its efficient verification. The conversion of a "classical" proof into a probabilisitically checkable one increases the length of the proof and requires extra computation on the part of the party writing down the proof. Fortunately, the conversion can be performed in polynomial time and the resulting proof length can be made quasilinear, i.e., classical proofs of length n are transformed into probabilistically checkable ones of length npolylog(n). This length-efficient variant of the PCP Theorem is stated as Theorem 1.4. Next, we give a formal definition of the class of languages decided by PCP verifiers.
Complexity Classes defined by PCP verifiers
At the core of a PCP system lies a verifier -the randomized machine that verifier proofs of statements. A proof π is usually viewed as a sequence of symbols from some finite alphabet Σ. However, since we will severely limit the number of symbols read from a proof, we prefer to view it as an oracle, i.e., as a function π : {1, . . . , } → Σ. Definition 1.1 (PCP-Verifier). A PCP-verifier, or simply, verifier, is a randomized Turing machine, denoted V , with access to an oracle which is called a proof oracle, or simply, proof and is denoted by π. On input x and random coin tosses R ∈ {0, 1} * , V makes a number of queries to π and outputs either accept or reject. We denote by V π [x; R] the output of V on input x, proof π and random coins R.
Being interested in efficient verifiers, we are going to limit some of their computational resources such as the running time, the number of bits read from the proof and the length of the proof. Additionally, we will require that the verifier make a correct decision with sufficient probability. Good proofs of correct statements must be accepted with a minimal probability called the completeness parameter. Purported proofs of incorrect statements will be rejected with a minimal probability known as the soundness parameter. The probability of error in both the completeness and soundness cases depend on the random coin tosses of the verifier. Both the restrictions and the completeness and soundness parameters may depend on the length of the input statement that needs to be proved. Once the limitations on computational resources are placed and the allowed error probabilities are defined we have effectively defined a complexity class. Any language that can be decided with the specified certainty probabilities by a resource-limited verifier belongs to this class. The formal definition follows. • Operation: L has a verifier V operating under the listed restrictions and for every x ∈ Σ * , |x| = n the following holds.
1-2
• Completeness: If x ∈ L there exists a proof π such that
• Soundness: If x ∈ L then for every proof π,
Two variants of the PCP Theorem
We next present two variants of the PCP Theorem. The first achieves a nearly optimal tradeoff between the amount of information read from the proof and the certainty parameters of the proof. The proof needed for such a process is of polynomial length and the actual polynomial is quite large. The second variant is very efficient in terms of the length of the proof, however, the soundness of this theorem is far from optimal. 
Where
• q denotes the number of queries V makes to the proof oracle.
• Σ denotes the alphabet of the proof. Each query is answered with a single element from this alphabet.
• nonadaptive means that the set of queries made to the proof and the decision process based on the answers given by the oracle depend only on x and the random coins R, and not on answers given by the oracle to previous queries.
• query − type denotes the class of computations performed by the verifier after receiving the query answers. In the case of XOR, the computation depends only on the XOR of the (three) answer bits.
• t(n) denotes the running time of V as a function of the input length.
• (n) is the length of the proof, or, formally, the largest index of a proof-symbol that may be queried by V when given input of length n.
• r(n) is the number of random bits required by V on input of length n.
A few remarks about the previous theorem are due. Notice that improving the completeness or soundness seems unlikely (assuming P = NP). If c = 1 and all other parameters are left unchanged then P = NP because deciding whether a sequence of bits satisfies a collection of XOR constraints is equivalent to solving a system of linear equations over the two-element field and can be done (say, by Gaussian elimination) in polynomial time. Similarly, if s must be less than 1/2 because a random proof (where each bit is selected by a random coin toss) will be accepted by V with probability 1/2. The optimality of the soundness and completeness in conjunction with the small query complexity and simplicity of the query type have far reaching implications to our understanding the limitations of approximation algorithms and this will be the topic of our next lecture. Our next variant of the PCP Theorem given nearly optimal proof length and verifier running time. Thus, it is more tailored for positive applications to efficient checking of proofs and computations. We will give one example of such an application in our next lecture. Theorem 1.4 (PCP Theorem -short proofs). There exists an absolute constant > 0 such that for every proper complexity function f :
The notation for the list of restrictions is the same as in Theorem 1.3. In our last lecture we stated two PCP theorems, and in this lecture we shall see some of their implications. First, a reminder: We presented the concept of a "PCP-Verifier" (Definition 1.1) for a nondeterministic language L -a probabilistic Turing machine with oracle access to a "proof" π which decides if an input x belongs to L by reading a small random portion of the "proof". The verifier is subject to many constraints -its running time is limited, the amount of coin tosses it is allowed to make is restricted, the length of the proof it reads is bounded, the exact type of computation is uses to decide is not arbitrary, and most importantly, the number of bits it reads from the proof is small. In spite of all these limitations, the class of problems our poor verifier can decide is quite large and powerful. This is because we allow the verifier to toss coins and are willing to tolerate mistakes in the verifier's decision, as long as they occur with small probability. We estimate the accuracy of the verifier by measures of completeness which is the probability that the verifier correctly recognizes that x ∈ L using a legit π, and soundness, the probability that x / ∈ L is rejected, no matter which π accompanies it. Later on, in Section 1.3, we stated two PCP theorems, each asserting the existence of a PCPverifier with a different set of constraints. The first theorem, Theorem 1.3, was characterized by an excellent combination of query complexity (3 bits) and soundness -as close as we wish to 1 2 . However, the price we pay is large (polynomial length) proof size. The second theorem, Theorem 1.4, trades the soundness (which is a small constant) with a reasonable sized proof. In this lecture we will see some of the uses of the two theorems.
Bibliographical notes

Hardness of approximation
Let us focus on how the first version of the PCP theorem can be used to obtain theoretical results. Namely, that approximating certain problems is NP-hard. First, let us explain what "approximation" formally means by considering the case of maximization approximation.
Definition 2.1 (Maximization approximation).
A maximization problem is defined by a function OP T : X → N + , where X is the set of inputs. An algorithm A is called a α (n)-approximation to OP T if for all x ∈ X, |x| = n we have
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In order for the definiton to make sense we must have 0 ≤ α (n) ≤ 1. The closer α (n) is to 1, the better our approximation. Now we show a specific example for which the first version of the PCP theorem implies that "non trivial" approximation of this problem is not likely to exist.
Example 2.2. MAX3LIN2
The input to the problem is a matrix M ∈ F m×n 2 and a vector b ∈ F m 2 , where F 2 denotes the two-element field. We assume M has at least one nonzero entry in each row, and no more than 3 (hence the "3" in the name of the problem; the "2" comes from F 2 ). Note that we can think of each row of M as defining an equation. We denote by OP T (M, b) the maximum number of equations that are simultaneously satisfiable by some vector π. Formally,
First we note that there is a simple
It is obvious that
we use a probablistic argument showing that there is π satisfying at least m 2 of the equations. Consider the uniform distribution on all π ∈ F n 2 . For each row i ∈ [m] define a random variable Z i , such that
. To see that, let j be an entry of M i such that M ij = 0 (by our assumptions on M , such j always exists). Partition all π into two sets:
We show a bijection between T 1 and T 2 . Given π ∈ T 1 , we map it to π where π k = π k for all k = j, and π j = 1 − π j . Obviously this function is a bijection given that π ∈ T 2 ; to see this, note that since π ∈ T 1 we have
Obviously Z is the number of equations satisfied by the random choice of π. From the linearity of expectation we have Hence, A is a 1 2 -approximation for OP T . Can we do any better? It turns out that the PCP Theorem 1.3 implies that the answer to this question is "probably not much better".
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Theorem 2.3. If there exists a polynomial algorithm which is a
Proof. Assume A is a 1 2 + δ -approximation for MAX3LIN2. Apply the PCP Theorem 1.3 with ε = δ 4 for any NP-complete language L. We show how to use A in order to decide L in polynomial time. Given x ∈ L, |x| = n, the behivour of the verifier V whose existence is asserted by the P CP theorem can be described by 3LIN 2 system of equations: for each possible coin toss R we define a line in a matrix M ∈ F r(n)×l(n) 2 , where each nonzero entry represents an index of a bit that is read from the proof. Since V 's response is determined by the XOR of the entries read, we set b i to be the expected result for the randomness i (note that M, b depends on x). This system of equations can be generated in polynomial time since r (n) , l (n) are polynomial. Now we use A to determine an approximation to OP T (M, b). Assume x ∈ L. Then the PCP theorem shows that there exists π ∈ F l(n) 2 such that M i π = b i for at least 1 − ε of the rows of the matrix -i.e. 1 − δ 4 rows. Therefore,
Therefore, to decide L simply check (in polynomial time) whether
We conclude that the existence of a polynomial time ( 1 2 +δ)-approximation algorithm for MAX3LIN2 implies P = NP, as claimed.
A positive result
While the first version of the PCP theorem shows us that there is something we cannot do (given P = NP), the second version can be used in a positive manner. Suppose we wish to download a program from a not-too-trusted website, and also suppose there is a way to design "proofs" that a given program is not harmful (actual work on this subject is done in the area of software verification). Using the second variant of the PCP Theorem stated in the previous lecture, Theorem 1.4, the software developer can create and store a proof for the harmlessness of his program, which would be possible for us to check in a relatively small amount of time and without 2-3 need to download the whole proof (which very well might be much bigger than the program) but only a few bits of information. Of course, to prevent the software developer from cheating us we need a way to commit him to the proof before he starts sending bits from it -there are cryptographic primitives designed specifically for this task.
Bibliographical notes
As stated in the Lecture 1, the application of the PCP theorem to understanding limitations of approximation algorithms first appeared in Feige et al. [1996] . Theorem 2.3 appeared in Håstad [1997] . The application of the PCP theorem to efficient computation verification appeared initially in Babai et al. [1991] . The addition of cryptographic methods to allow for efficient proof-checking without downloading the whole proof appeared in Kilian [1992] In this lecture, we are going to start the proof of a weak version of Theorem 1.3. In the version of this lecture, the verifier will query a constant number of bits (larger than 3) and the size of the proof will be superpolynomial. Later on, we will improve various parameters of this construction, most notably, its length and query complexity. We shall prove the following theorem:
Theorem 3.1. For every proper complexity function f :
The notation for the list of restrictions is the same as in Theorem 1.3.
Encoding proofs via the Hadamard code
To prove this theorem, we have to show that for every language L that has a nondeterministic Turing machine M that decides L and runs in time f (n), we can construct a PCP verifier with the restrictions, completeness and soundness above. The naive way would be to ask the prover to write in the proof the nondeterministic choices made by M . The problem is that in this case the verifier would have to query every bit in the proof, while we want to create a verifier that reads only a constant number of bits from the proof. The first step towards resolving the problem is to replace the machine M with a circuit C with size f (n). Its input are x s bits and y -the bits describing the nondeterministic choices made by M . We have that x ∈ L if and only if there exists y such that C (x, y) = 1. Next we create a variable for every gate in the circuit C, and specify a constraint for each gate that specifies that the output of the gate should match the gate type and the inputs to the gate. For instance, if g i , the i th gate, is an AND gate with inputs coming from g j and g k , we will require g i = g j ∧ g j . Clearly x ∈ L if and only if there is an assignment to the gates of C that satisfies all constraints and such that the very last gate evaluates to 1.
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We would like our probabilistically checkable proof to encode an assignment to the gates of C, such that from the encoding our verifier will be able to query a constant number bits and get the value of any sum of a subset of the gates. Later on, we shall use these subsums to verify that the encoded assignment satisfies C. In particular, our verifier will read the circuit C and the known input x (but recall that the verifier does not know the nondeterministic decisions specified by y). It will check that the proof π is a legal encoding of some string of bits, denoted y . Then it will check that y represents an accepting computation of C. In this lecture, we will discuss the particular encoding that is used to encode the assignment y and underlies our PCP proof. 
where the relative distance between two words is defined to be
The code C is the set of codewords,
The family of codes used to prove Theorem 3.1 is defined next.
Definition 3.3 (Hadamard code)
. The k-dimensional Hadamard code encodes k bits by codewords of length 2 k . The alphabet is the two-element field F 2 . Let α 1 , . . . , α 2 k be an ordering of F k 2 , then the k-bit message a = (a 1 , ..., a k ) ∈ F k 2 is encoded by the 2 k -bit codeword ( a, α 1 , . . . , a, α 2 k ),
is the set of codewords of the k-dimensional Hadamard code. Let Hadamard = {H k } k∈N + denote the family of Hadamard codes.
For example, set k = 3 and consider the encoding of the message a = (101) under the lexicographical ordering of elements of F 3 2 . The first bit of the coded word will be 101, 000 = 0. The second bit of the code will be 101, 001 = 1, and so on. In fact, we can construct a matrix G (called the generating matrix of the code) such that given a message a, its codeword is given by G · a. In the case of our 3-dimensional example we have
The Hadamard codes are locally testable
We would like the proof to contain a Hadamard codeword, or at least to be close to one. Here we will show that the family of Hadamard codes is locally testable, i.e., there exists a tester making a few random queries to a purported codeword. Words in the code are accepted by the tester with probability 1 and words that are far from all codewords are rejected with probability proportional to their minimal distance from (a word in) the code. The resemblance of the following pair of definitions to that of a verifier and a PCP complexity class are ofcourse no coincidence, because the local testability of Hadamard codes will play a crucial role in the proof of Theorem 3.1.
Definition 3.4 (Tester).
A tester for a family of codes of message length k and blocklength n = n(k) is a randomized Turing machine T with oracle access to a word w of size n. The tester receives as input a unary string 1 k denoting the message length. It tosses random coins and uses them to choose some bits to read from the word. Based on the bits read it outputs either accept or reject. We denote by T w 1 k , R the output of T on oracle w and random coins R. • Operation: L has a tester T operating under the listed restrictions and for every x ∈ Σ * , |x| = n(k) the following holds.
•
• Soundness: If x ∈ L and it is δ-far from L then
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(We say that w is δ-far from C if for each w ∈ C: ∆ (w, w ) ≥ δ).
We are ready to state the main theorem of this lecture, namely, that the family of Hadamard codes is locally testable with query complexity 3.
Theorem 3.6.
To prove this theorem, we will design a tester for the Hadamard code. The tester runs under the restrictions above and has the completeness and soundness stated there. It will be rather easy to show that the tester accepts every code word and that it runs under the stated restrictions. The hard part will be to prove its soundness. To do this, we will show that if the rejection probability is low, then our oracle is close to a word of the Hadamard code.
Proof. The tester of the code H n operates as follows:
1. Choose a, b ∈ F n 2 at random.
2. Read w a , w b , w a+b .
Accept if and only if w
m i b i = w a + w b so the sum of the three bits will be always 0 and the tester will accept with probability 1 the Hadmard codeword w.
Soundness: Given by the following Lemma, whose proof follows.
Proof of Lemma 3.7. Define the majority codeword φ ∈ F 2 n 2 by
The Lemma follows from the following two statements, discussed next.
1. ∆(φ, w) < 2ε (φ is close to w)
Proof of 1: Let B be the set of bad indices,
Notice that ∆ (w, φ) = Pr a [a ∈ B] so it suffices to bound the probability of a ∈ B. By assumption, ε = Pr a,b [w a + w b = w a+b ]. By the rule of conditional probabilities
This concludes the proof of 1. 
Bibliographical notes
The exponential length PCP described in Theorem 3.1 was presented in the original proof of the PCP Theorem by Arora et al. [1998] . The local testability of the Hadamard code described in Theorem 3.6 appeared in Blum et al. [1990] .
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Lecture 4
Exponential Length PCPs part II -Arithmetization We wish to continue with our proof of Theorem 3.1. In order to make things simplier, we first provide a layout of the proof : Given a language L ∈ N T IM E(f (n)), our goal is to present a PCP verifier for L that operates under the limitations imposed by Theorem 3.1. Given an input x, the verifier would need to decide whether x ∈ L or x / ∈ L. The verifier will also have access to a proof oracle, denoted by π, which it will query during it's operation. Note that while x and L are given externally, the format of the proof π can be chosen to be anything of our liking, as long as we can commit ourselves to the completeness and soundness requirements made by the theorem. So our main question is : What should π encode ? Well, since L ∈ N T IM E(f (n)), there exists a non deterministic turing machine M , that can decide on L in time f (n). If indeed x ∈ L, then M has an accepting computation path while operating on x. If on the other hand x / ∈ L, then all the computation paths of M would reject. Thus we would like π to encode an accepting computation path of M for x. Note however that we also want to make only a constant number of queries to π. If π would simply encode the series of operations taken by M while operating on x, the proof length would be f (n), and the verifier would be unable to verify that π indeed represents a valid and accepting computation of M for x, without the completeness and soundness arguments being functions of f (n). Our solution is the following : First we reduce L to CIRCU IT − SAT of size f (n), converting M to a boolean circuit φ. The accepting computation path of M for x is replaced by an assignment to the gates of φ, denoted α, such that the values of the gates represent a valid computation of φ on x, and φ accepts (outputs true). Second, we construct a matrix representation β for the assignment α, for reasons explained later * . Third, we define π to be the Hadamard encoding of β. Since Hadamard codes are locally testable, the verifier can use the local tester we have seen in the last lecture (Theorem 3.6) to check if π is close to a Hadamard code word, and reject immediately if it's not (meaning that π contains "garbage" for our concern). If on the other hand π is close to a Hadamard code word, then the verifier can use properties of Hadamard encoding to receive large amounts of information about α, using only a constant number of queries to π. With this at hand, the verifier would be able to check if α is a valid and accepting computation of φ for x, completing it's job and finishing our proof. The steps of converting the computation path of M to α and β and then to π are called Arithmetization, since M is basically reduced to a set of equations over F 2 . The operation * For now you may think about α and β as being the same thing, and as you will soon see this is not far from the truth.
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of the verifier on x and π is called Verification, for obvious reasons. We are now ready to delve deeper into these two sections of the proof, and we do so, beginning... right now.
Arithmetization
First we give a few definitions that would be useful later on. Definition 4.1. A boolean circuit φ of {and, not} gates with t gates is a set of the boolean constraints of the following types:
• AND gate: g i = g j · g k for some j, k < i.
• NOT gate: g i = g j + 1 for some j < i.
Where g i is the output of gate i. If we also want the circuit to be satisfied we have the additional constraint :
• Output gate:
Where g t is the output gate.
Definition 4.2.
A boolean circuit φ is satisfiable if there exists an assignment A to the gates of φ that satisfies all the constraints in φ.
We can also represent these constraints as a set of equations over F 2 : Definition 4.3. α ∈ F k 2 satisfies φ if for every constraint φ i in φ :
• φ i is an AND constraint:
The last definition used quadric constraints to represent the AN D gates of the circuit. Suppose, however, that the verifier is given an assignment α to φ, encoded into π via the Hadamard encoding for local testability. The Hadamard encoding, by definition, provides the verifier with an efficient way to query linear functions of α. Sadly, there is no efficient way for the verifier to query quadric functions of α, or any other function that is not linear for that matter (by efficient we mean that the verifier can tell the result of the function, using only a small, i.e. constant, number of queries). Thus we want to transform the AN D constraints to a linear form, and we do so by converting the vector α to a matrix β, leading to the following definition :
satisfies φ if the following holds :
• φ i is a NOT constraint: β i,i = β j,j + 1
From the definition it is easily seen that in fact, β = α·α T , which is known as the outer product α⊗α. The constraints that are dependent on φ have become linear. The first constraint, which verifies that indeed β = α · α T , is independent of φ and can be verified efficiently. The following theorem tells us that Definition 4.3 and Definition 4.4 are equivalent. Proof. For the first part, assume that α ∈ F k 2 satisfies φ according to Definition 4.3, and let β = α · α T . We wish to show that β satisfies φ according to Definition 4.4. First, it is easy to see that since β = α · α T , we have α = diag(β), meaning ∀iβ i,i = α i . We also have ∀i, j : β i,j = β i,i · β j,j , thus the first constraint of Definition 4.4 is satisfied. Now, suppose that φ i is an AND constraint, of the form β i,i = β j,k . Since α satisfies φ i by Definition 4.3, we have β i,i = α i = α j · α k = β j,k , so β satisfies φ i . Suppose that φ i is a NOT constraint, of the form β i,i = β j,j + 1. Again, since β i,i = α i and α satisfies φ i , we have easily β i,i = α i = α j + 1 = β j,j + 1, and β satisfies this constraint as well. Finally, suppose that φ i is the Output constraint, and again we have β t,t = α t = 1. For the second part, assume that β = α · α T and β satisfies φ according to Definition 4.4. We wish to show that α satisfies φ according to Definition 4.3. For an AND constraint φ i , we have as before α i = β i,i = β j,k = α j · α k , so α satisfies this constraint. For a NOT constraint φ i , we have α i = β i,i = β j,j + 1 = α j + 1, so α satisfies this constraint as well. For the Output constraint we have α t = β t,t = 1, meaning it is also satisfied by α. Thus α satisfies all the constraints in φ.
That completes our discussion over the encoding of the assignment to φ, and we are now ready for the next section of the proof.
Verification
So far we have seen how an assignment to φ is encoded into π. In this section we will show a PCP verifier which, given input x and oracle access to π, uses π to verify x ∈ L. To make things more compact, we give the following definition :
Note that since π is a Hadamard code word of β, π is also a linear oracle for β according to the previous definition, by viewing β ∈ F k×k 2 as a long vector β ∈ F k 2 2 . The PCP verifier is now described in the following main lemma : Lemma 4.7. (Arithmetization) There exists a PCP verifier V lin such that for every circuit φ of size t = f (n) and for every β ∈ F t 2 2 , if V lin has an oracle access to a linear oracle O(β) of β and to a randomness source R, V lin makes 4 queries to O(β) and the following holds :
• Completeness : if β satisfies φ according to Definition 4.4 then
• Soundness : if β does not satisfy φ according to Definition 4.4 then
Proof. The verifier performs the following steps :
1. Randomly select r, s ∈ F t 2 uniformly and independently 2. Verify that r · β · s = 0 by making the following queries :
r i s j β ij and reject if Q 1 · Q 2 + Q 3 = 0.
3. Randomly select a subset of the constraints I ⊆ [t] uniformly and independently 4. Verify that the chosen constraints are satisfied by making the query :
and reject if Q 4 = 0. Otherwise accept.
From the above description it is clear that V lin makes exactly 4 queries to O(β). Thus the main arguments of the proof concern the completeness and (mostly) the soundness requirements.
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Completeness Suppose that indeed β = α · α T and α satisfies φ according to Definition 4.3. Thus we have
Noting that Q 1 and Q 2 correspond to r · α and α T · s respectively (remember that
, which by our assumption is equal to r · β · s = Q 3 , and the test made at step 2 passes. Also, since all the constraints in φ are satisfied by β, then the sum of any subset of the constraints in φ is 0 given β and the test made at step 4 also passes, so V lin accepts with a probability 1.
Soundness Suppose that β does not satisfy φ according to Definition 4.4. We divide the proof into cases :
2. β = α · α T , for α = diag(β), but α does not satisfy φ according to Definition 4.3.
For the first case, we define the difference matrix D to be D = α · α T − β, and by our assumption D = 0, that is, there exist indices (i, j) such that D i,j = 0. We wish to show
We make the following claim : 
, which is what we wanted to show.
For the second case, since not all the constraints of φ are satisfied, we know that φ k (β) = 1 for at least one index k. We will show that Pr[
And since I is chosen uniformly over P ([t]) , showing |A| ≤ |B| will suffice. For that, consider the injective function F : A → B, defined by :
First we need to show that the range of F is indeed B. Let X ∈ A and thus i∈X φ i (β) = 0.
If k ∈ X, we have
If on the other hand k / ∈ X, we have
and so again F (X) ∈ B. Now we show that F is injective. Let X 1 , X 2 ∈ A, such that X 1 = X 2 , and assume without loss of generality that for some j, j ∈ X 1 and j / ∈ X 2 . Assume j = k, so j ∈ F (X 1 ) and j / ∈ F (X 2 ), thus F (X 1 ) = F (X 2 ). Now assume j = k, so j / ∈ F (X 1 ) and j ∈ F (X 2 ), and again F (X 1 ) = F (X 2 ), so F is injective.
To summarize, we have seen that in the first case 
Bibliographical notes
The notes are identical to those of our previous lecture. Theorem 3.1 was originally proved in Arora et al. [1998] . It uses the result stating that the Hadamard codes are locally testable, as proved in Blum et al. [1990] .
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Lecture 5 In order to progress from the exponential-length PCP described in the previous lectures, we will introduce the notion of PCPs of Proximity (PCPP) and present the theorem of proof composition. In the previous lectures, our non-adaptive PCP-verifier worked in the following manner: First, based on the random coins R it chose a group of queries I R and built a decision circuit C R . Then, it queried the proof-oracle for I R , assigned input values to C R (according to the oracle's responses) and decided whether to accept or reject according to the output of C R . In proof composition, the verifier goes through the first two steps, but then, instead of querying the oracle, it recurses on C R and I R : The verifier now verifies that the random bits I R are themselves a proof for C R . For this the verifier will need oracle access to y, an implicit input that represents the input assignment to the original decision circuit (The one which the proof-oracle "proves" to be satisfying), and, in addition, the guarantee that the original verifier works under the conditions of PCPP. These conditions will now be presented.
Composition of PCPs of Proximity (PCPP)
PCPs of Proximity (PCPP)
Let L be a language in NTIME (f (n)): There exists a non-deterministic Turing Machine M s.t L(M ) = L. We will use the following definitions:
Definition 5.1 (Pair-Language). The language Pair-L is the language of all the pairs (ϕ, y) that are accepted by M (where ϕ is the input of M , and y is the "proof" of ϕ ∈ L).
The language L ϕ is the language of all valid proofs y for ϕ being in L.
We denote by ∆(y, L ϕ ) how far y is from being a valid proof for ϕ being in L. It will be measured by the minimal distance of y from a valid proof y :
where ∆(y, y ) is the relative Hamming distance between y and y .
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The action of a PCP verifier V on a boolean circuit ϕ can be defined as a function from it's random bits R to the pair: (I R , C R ), where I R is a set containing the indexes which V has chosen to read from the oracles, and C R is the decision circuit generated.
Definition 5.2 (PCPP Verifier).
A PCPP Verifier is a non-adaptive, randomized machine with access to two oracles, the first being an input oracle, and the second being a proof oracle. We denote by V y,π [ϕ, R] the output of the verifier on input ϕ, input oracle y, proof oracle π and randomness R. The output of the verifier is a pair: A set of indexes I R (pointing to locations in y and π) and a decision circuit ϕ R . Pair-L ∈ PCPP computational restrictions c = 1 s(n, δ) .
Iff there exists a PCPP verifier V which satisfies the computational restrictions, and for which, for all y, ϕ the following soundness and completeness requirements hold:
• Completeness: If y ∈ L ϕ there exists a proof π such that
• Soundness: If y ∈ L ϕ then for every proof π,
We will now show that our PCP-verifier for SAT from Theorem 3.1 can be converted to a PCPP-verifier for the respective pair language pair-SAT.
Theorem 5.4.
Proof. The input of our PCPP verifier will be a boolean circuit ϕ, and it will have oracle access to the circuit's implicit input y and to a proof π of y satisfying ϕ. We will use the Hadamard-based PCP verifier from Theorem 3.1 (denoted V ), so the proof π is defined accordingly. The PCPP verifier will first activate V to check if π is a valid proof for ϕ being satisfiable, i.e for ϕ ∈ SAT. If V rejects, then our new verifier will reject as well. If it doesn't reject, then what is left to be checked is that π actually encodes y. To do so, a random bit from y is chosen and compared with the respective decoded bit from π (the bit 5-2 will be locally decoded, using the method proved in Homework assignment 1). The verifier will accept iff the two bits are the same. The computational restrictions hold because they hold for V , with some additional randomness and queries required for choosing and decoding the bits when comparing y and π. The completeness requirement holds since it holds for V , and since if π encodes y, then it's comparison to y will obviously succeed. For the soundness requirment, we will note the following: If L ϕ is empty (φ isn't satisfiable) then π obviously cannot be an encoding of a satisfying assignment and when activating V the verifier will reject with probability greater than , then π ought to be very close to encoding some satisfying assignment y . But, since ∆(y, y ) ≥ δ, when choosing a random bit from y and comparing it to the respective bit in y , they will differ with probability at least δ. Thus, when activating the additional test comparing π and y, we will reject with probability close to δ. The complete proof of this theorem is given as Homework assignment 3.
Proof Composition
We will next present the notion of proof composition. Recall that a PCPP verifier outputs a pair (I R , C R ), and accepts iff the restriction of π to indices I R , denoted π| I R , satisfies the decision circuit C R . The idea behind proof composition is to act recursively on (I R , C R ), i.e, to prove that π| I R satisfies C R by using an "inner" PCPP verifier, thus reducing query complexity. We do the recursion on PCPPs and not on PCPs, because if we recurse on PCPs we get C R to be a satisfiable circuit, so it will always have a satisfying assignment. 
The theorem will be proved in the next lecture.
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Bibliographical notes
The use of proof composition as a method for reducing query complexity was introduced in Arora and Safra [1998] . The original composition theorem was formulated in terms of PCPs and multi-prover interactive proofs (a concept we have not discussed in class). The notion of a PCPP was introduced in Ben-Sasson et al. [2004] and in Dinur and Reingold [2004] under the name "assignment testers" and used there to simplify the construction of PCP proofs and reduce their length. Similar notions to PCPPs appeared earlier in Ergün et al. [2000] and also in Szegedy [1999] . The goal of this homework is to get familiarized with (i) the notion of a PCPP and (ii) the PCPP Composition Theorem, both discussed in Lecture 5.
Homework Assignment 3
1. Prove, using the exponential length PCP discussed in Lectures 3 -4: There exists > 0 such that
Recall the Composition Theorem stated in class. We say the soundness function
denote the size of the decision circuit generated by the PCPPverifier on input of size n (all other parameters are as defined in Theorem 1.3). The Composition Theorem says that for convex soundness function s,
Use the composition theorem and the previous question to fill in the missing parameters:
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Homework Assignment 4 
First we prove that the language ACSP, defined below, is NTIME (f (n))-complete. This language is an analog of MATRIXSAT that was introduced in Homework assignment 2. Then we use the PCPP for RS-and vanishing RS-codes to construct PCPPs for the language ACSP, completing the proof of Theorem 1. Details follow. An instance ψ of size t of the language DOMINO over alphabet Σ is a collection of constraints ψ = {C ij : Σ 3 → {accept, reject}} i,j∈ [t] .
An assignment A : [t 2 ] → Σ is said to satisfy ψ if for all i, j ∈ [t − 1] we have C ij (A(it + j), A(it + j + 1), A((i + 1)t + j)) = accept.
Our starting point is the following Theorem (for a proof, see Papadimitriou [1994] ).
Theorem 2.
There exists an alphabet Σ, |Σ| = d such that the language DOMINO over Σ, which contains all satisfiable DOMINO instances, is complete for NTIME (f (n)) under quadratic time reductions.
We reduce DOMINO to its algebraic version, defined next.
Definition 3 (Algebraic CSP (ACSP)
). An instance of size t of ACSP is a tuple φ = (F, H, L 1 , L 2 , L 3 , C 0 , C 1 ) where
• F is a finite field of characteristic 2 and 100dt 2 < |F| ≤ 200dt 2 , where d is the constant from Theorem 2.
• H ⊂ F, |H| = t 2 .
• L 1 , L 2 , L 3 are linear functions from F to F, i.e. L i : F → F is given by L i (x) = a i x + b i .
• C 0 is a univariate polynomial of degree at most d.
• C 1 is a polynomial in four variables, C 1 (x, y 1 , y 2 , y 3 ) where deg x (C 1 ) ≤ |H| and deg y i (C 1 ) ≤ d.
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An assignment to φ is a univariate polynomial A, deg(A) ≤ |H|. We say that A satisfies φ iff
• C 0 (A(h)) = 0 for all h ∈ H.
• C 1 (h, A(L 1 (h)), A(L 2 (h)), A(L 3 (h)) = 0 for all h ∈ H.
The language ACSP contains all satisfiable instances.
1. Prove: there is a polynomial time reduction from DOMINO to ACSP sending instance ψ of DOMINO of size t to an instance φ of ACSP of size t. Hints:
• Let H = {ω 1 , ω 2 , . . . , ω t 2 } where ω generates the multiplicative group F * .
• Map [t 2 ] to H.
• Map Σ to an arbitrary subset of F.
• Map accept to 0 and reject to 1.
• Define C 0 to be the polynomial that vanishes only on Σ (this polynomial will be used to check that an assignment A evaluates to Σ on every point in H).
• Define a 3-variate polynomialĈ ij that agrees with the constraint C ij on Σ 3 and has degree at most d in each of its three variables. You may use the fact that for any function g : Σ 3 → F there exists a trivariate polynomial of degree at most |Σ| in each variable that agrees with g on Σ 3 . (No need to prove this fact.) The polynomialĈ ij is called the low degree extension of the function C ij .
• Use the polynomial δ H ij defined by δ H ij (x) = 1 x = ω it+j 0 x ∈ H \ {ω it+j } to "glue" the constraintsĈ ij into one big constraint, namely, the polynomial C 1 .
2. Complete the proof of Theorem 1, by providing a PCP verifier for instances of ACSP. Use the following PCPPs, discussed in class:
pair-binary-RS, pair-binary-VRS
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Homework Assignment 5
Published on 10.3.2008 Due by 17.3.2008 The purpose of this homework is to fill in some of the details of the gap amplification proof of the PCP Theorem and along the way familiarize ourselves with constraint and expander graphs.
1. This question shows that we may move from constant query complexity to query complexity 2 without a great loss in other parameters. Prove:
(n) + 2 r(n) r(n) + log q(n) q = 2 |Σ| ≤ a q . . . • Assume the existence and efficient construction of such expanders.
• Use the following property of a (d, λ)-expander G = (V, E), stated in class: For every S ⊂ V, |S| ≤ |S|/2 we have
where E(S, S) is the set of edges with one vertex in S and the other not in S.
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