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Hoofdstuk 1 Algol 60 
1.0 Literatuur omtrent ALGOL 60 
J.W. Backus, e.a. 9 Revised Report on the Algorithmic Language ALGOL 60 
(1962), ~ortweg genoemd: het Algol-rapport. 
E.W. Dijkstra, Cursus programme~en in ALGOL 60 (Amsterdam 1962). 
A. van der Sluys 9 Cursus ALGOL 60 (Utrecht 1963). 
D.D. McCracken, A guide to ALGOL programming (New York 1962). 
1.1 Inleiding 
ALGOL 60 (een samentrekking van 'Algorithmic Language 19601 ) 
is een internationaal aanvaarde taal, die ten doel heeft rekenprocessen 
(algorithmen) nauwkeurig en overzichtelijk te beschrijven. 
Overzichtelijkheid wordt bereikt door zich nauw aan te sluiten bij 
de bekende wiskundige notaties 9 nauwkeurigheid door aan deze potatie 
enige nieuwe elementen toe te voegen, die ons in staat stellen de 
typische dynamiek van rekenprocess~n weer te geven. 
De taal is geschikt als communicatie-middel,enerzijds tussen 
mensen onderling, anderzijds tussen mens en machine. 
Een in Algol 60 beschreven volledige berekening (progra.mma) kan door 
een computer automatisch worden verwerkt. 
Ter inleiding geven we het volgende voorbeeld: 
Zij gevraagd te berekenen de wortels van de vierk~ntsvergelijking 
ax2 +bx+ c = O. 
We moeten verschillende gevallen onderscheiden: 
Als a~ 0 9 zijn er 2 wortels v2 , 
x 12 = ( - b !,b - 4ac ) / 2a, 
die toegevoegd complex of reeel zijn, alnaar gelang de discriminant 
b2 - 4ac negatief is of niet. 
In het geval a= O, en b ~ O, is er slechts een (reele) wortel en als 
a = b = 0, is de vergelijking __ strijdig of identiek. 
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Voor een beschrijving van de gevraagde berekening hebben we nodig naast 
de gegeven coefficienten a·, b en c, enige variabelen voor reeel en 
imaginair deel van de wortels en nog een geheel getal, ~at het aantal 
wortels moet aangeveno 
Een en ander. wordt in het volgende ALGOL 60 prograroma beschreven. 
begin~ a,b,c,x1 real 9 x1 imag, x2 real, x2 imag; integer numbe~ 
of roots; input (a}; input ( b} ; input ( c} ; ?TLCR; 
output (a); output (b); output (c); 
end 
begin~ disc, s; 
~; 
if a= 0 then 
begin if b = 0 ~ begin number of roots:= O; 
• xl real:= O· end else --
begin number of roots:= 1; x1 real:= - c/b ~; 
x2 real: = O; goto zeros 
~; 
number of roots: = 2·; disc: = bt 2 - 4xaxc; 
if disc< 0 then 
begin x1 real:= x2 real:= - b·/ (2xa); 
x1 imag: = sqrt (- disc)/(2xa); x2 imag: = - x1 imag; 
erid else --
begin s: = sqrt (disc); 
x1 real: = (- b + s)/(2xa); 
x2 real: = (- b s)/(2xa); 
zeros: x1 imag: = x2 imag: = 0 
end 
if number of roots¢ 0 then ....... . -
begin output (x1 real); 
if number of roots = 2 then 
begin output (x1 imag); output (x2 real)·; output (x2 imag) 
end end 
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Het kan nog mooiero Zo kan men in het geval van 2 reele wortels 
maatregelen nemen tegen het wegvallen van cijfers. 
Opgave O. Ga dit nao 
1.2 Eniqe principes 
1.2.1 Alle symbolen staan op een lijn achter elkaar. ~.a.wo een Algol-
programma is een rij opeenvolgende symbolen ( zoals in gesproken taal). · 
Terwille van de bladspiegel mag men overal spaties en overgang op 
een nieuwe regel inlassen. Deze "symbolen" hebben geen betekenis voor 
de Algol-tekst. 
1.2.2 Als namen van variabelen, functies, enz. gebruikt men in Algol identi-
fiers, die per definitie bestaan ~it een of meer letters of cijfers en 
beginnen met een letter (Zie Algol rapport 2.4). 
1.2.3 Voor getallen in Algol (zie Algol rapport 2.5) is als nieuwigheid 
ingevoerd het lage tientje gevolgd door een geheel getal. Bijvoorbeeld 
het getal 
9.3410 - 7 heeft de waarde 9.34 x 10t(- 7). 
1.2.4 ·rn Algol-expressies (3.3) heeft elke operatie zijn symbool 8 dat nooit 
mag worden weggelaten. De bekende regel "Mijnheer Van Dalen Wacht Op 
Antwoord" geldt niet. 
In Algol heeft machtsverheffing (t) voorrang op de multiplicatieve 
operaties (X, /,¾),die onderling gelijkwaardig zijn; deze hebben weer 






1. Welke van de volgende getallen zijn niet toegestaan in Algol en 
hoeveel verschillendP. waarden hebben de correcte Algol getallen? 
16.9; + 16,9; 169.,0 -1; +.169 102; 
. 
-.0007; -.1,0 -~; 1,0 -4; 7•10 -4; 7.0,0 -4. 
2o Welke zijn identifiers? Welke niet-identifiers zijn expressies in 
Algol 60? 
X i12g 
42 Y delta 
(plein) IA 
begin 2a 
T1 punt 4 2.710 -k 







X + 3 xt - 3 
Hoge Hoed T1 .4 
1 X 2 arctan 
Eerste Bessel functie 
B10 a 10 - 3 
3. Schrijf arithmetische expressies in Algol 60, die equivalent zijn 
met de volgende 
a. x· + y 3 
formules: 
b. (x + y,3 
A + I3 
C do A+~ 
A + I3 
g. C + D 
A + I3 ·+ X2 
h. C + D 1 
x2 x3 
j o 1 + X + 2 ! + 3! 
o. AREA= 2•P•R•sin (n/P) 
q. ARC = NY2 + ( 4x2 /3 )., 
P• CHORD 
r. S = -







f. A+ C + D 
X 
l. 
A + I3 
2 . 1 + _x ______ _ 
(2x) 2 3 + ............... _ __,2,.......-
5 + (3x) 
7 + (4x) 2 
4. Echrijf een assignment statements die aan "pol" de waarde geeft van 
2 het polynoom a0x + a1x + a2, waarbiJ a0 = 3, a1 = 7, a2 = 4. 
5o Schrijf assignments statements, die aan de variabele f 0 de waarde 1 
geven, aan r 1 de waar?,e 1/(x
2 
+ 1), aan r2 de waarde 1/(4x
2 + 1) en 
aan INT de waarde; (f0 + 2f1 + r2). 
·,zjy I ,ri&t•ff :• ' ~t 
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1o3 Het type van arithmetische expressies 
Arithmetische expressies kunnen zijn van type integer 9f van type 
real. 
Hiervoor gelden de volgende regels: 
1) constanten zijn van type integer als er geen •. of 10 in voorkomt, 
anders van type ~. 
2) het type van een variabele ·en een functie wordt bepaald door de 
betreffende declaratie • 
. 3) som, verschil en product van twee expressies van type integer is 
eveneens van type integer; de berekening is _in di t geval voleens 
Algol 60 exacto Is echter minstens een der expressies van type 
~, dan krijgen we een resultaat van type~• 
4) de operatie 11 /" geeft altijd een resultaat van type real. 
. -
5) de o:r:eratie 11 ?" mag alleen worden toegepast op twee expressies 
van type integer en geeft een resultaat van type integer, nl. 
het quotient van de deling met rest O of een rest zo dicht mogelijk 
bij O, maar met hetzelfde teken als het deeltal. 
6) voor machtsverheffing 5 zie het Algol rapport 3.3.4.3. 
1.4 Machine-voorstelling van getallen 
1) een geheel getal (de waarde van een expressie van type integer) 
wordt in een machine 10-tallig of 2-tallig voorgest~ldo 
Welk talstelsel wordt gebruikt, is voor de prograrnmeur van wei-
-nig belang; het enige waar het op aan komt is, dat integers 
exact t·orden voorgesteld en dat ·daarop de operaties exact worden 
uitgevoerd. In de praktijk is er meestal een ·beperkte !8.paciteit 
voor de integers$ d.w.z. er is een getal M, zodat alleen integers 
in absolute waarde ~ H toelaatbaar zijn. Ontstaan in een pro..: 
gramma integers buiten deze range; dan kan het effect ongedefi-
nieerd worden, dit in afwijking van Algol 60. 
t 
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2) de waarde van een expressie van type~ wordt in een machine 
met3tal voorgesteld met zgn. drijvende komma (floating point 
representation), d.w.z. een getal x wordt voorgesteld door een 
breukdeel a en een exponent b, waarbij x =ax gtb, het grondtal 
g zijrde 10 of 2. 
De exponent heeft een beperkte range, die meestal wel royaal is. 
Het breukdeel voldoet aan lal.::, 1 en is vaak genormeerd zodanig; 
dat lal ~ 1/~ of a= O. 
Voor a staan een beperkt aantal g-tallige cijfers ter beschikking, 
zodat ax gtt een geheel get.al is, waarbij t = het aantal cijfers 
.van a. Wij zeggen dan, dat de drijvende kornma voorstelling een 
relatieve precisie van t cijfers heeft. 
Als x een drijvend ietal ~ 0 is, en x' een van ziJn buren, dan 
geldt dat Ix'; x ongeveer gelijk is aan 10t(-t). 
Het resultaat van een arithmetische operatje meet, indien het niet 
exact voorstelbaar is, naar een naburig drijvend getal warden 
afgerond. Dit levert een relatieve fout in het resultaat van ca. 
10t(-t). 
1.5 Heta-taal 
· Om een taal als Algol 60 te definieren, meet men zich bedienen van 
een andere taal, een zgn. "meta-taal". Als men ook de meta-taal 
netjes wil definieren, heeft men een meta-meta-taal nodig, enz. 
Dit is niet aantrekkelijk en daarom gebruiken wij als meta-taal een 
bekende taal, nl. Nederlands (of in het rapport Engels), verrijkt 
met de volgende conventies. 
De Algol-begrippen, waarover we willen praten, zetten we tussen 
speciale m ~a-haken, b.v.: <letter>. 
IIet meta-symbool " : := 11 betekent: "heeft de volgende vorm'' en het 
meta-symbool II I 'r-. betekent "of". 
Voorbeeld: <identifier> : := <letter>! <jdentifier><letter>I <identifier> 
<di~i t > betekent: 
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Een identifier heeft de volgende vo!"m: een letter, of een identifier 
gevolgd door een letter of een identifier gevolgd door een digit.· 
De meta-symbolen zijn zelf geen Algol-symbolen en komen dus niet in 
een Algol-progra.mma voor. 
In afwijking van het Algol rapport zullen we ook weleens losjes het 
symbool 11 ••• "gebruiken. B.v.: 
<identifier>::= <letter> <letter or digit> ••• <letter or digit> 
waarbij <letter or digit>::= <letter>l<digit>. 
Deze conventie zullen we af en toe terwille van de duidelijkheid 
gebruiken. 
1.6 Statements 
Elementaire statements, d.w.z. statements die niet worden opgebouwd 
uit andere st~tements, heten "unlabelled basic statements''• 
De belangrijkste hieronder is de assignment statement (toekennings 
statement), die de volgende vorm heeft: 
<toekennings statement>::= <variabele> := <expressie>I 
<variabele> := • 0. := <variabele> = <expressie> 
Het effect is, dat de variabele een nieuwe T,raarde krijgt » die ter 
besc'."'ikking blijrt; totdat een nieuwe toekenning aan deze variabele 
wordt uitgevoerd. (Zie Dijkstra pag.4,5). 
Staan er meerdere variabelen links, dan moeten ze hetzelfde type 
hebben. Als het type inteezer is en de exJ'):r"?ssi<-":' in van type~' 
dan wordt er een afron~ing naar een dichtstbijzijnde gehele waarde 
ingelast. 
{Zie o~k Algol rapport 4.2 en Dijkstra pag.15-17). 
Statementsworden uitgevoerd in de volgorde, waarin ze zijn neerge~ 
schreven, tenzij anders vermeld. Deze andere vermelding geschiedt in 
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de eerste plaats door de goto statement (bestemming statement), 
· meestal van de vorm go to <label> 
Een label is een identifier, die met een ":" voor een statement 
wordt geplaatst, w~t weals volgt kunnen formuleren: 
<labelled statement>::= <label>:<statement> 
De statements kunnen we verder als volgt indelen (hierbij vereenvou-
digen we enigszins d~ in het Algol rapport gegeven ind~ling): 
<statement>::= <unlabelled basic statement>l<labelled statement>! 
<sa.mengestelde statement>j<blok>l<conditionele statement>l<for 
statement> 
Deze indeling is wel volledig, maar niet disjunct. Zo moet een 
gelabelde conditionele statement ook als conditionele statement 
beschouwd warden. 
<ongelabelde samengestelde statement> : : = begin <statement>; 
<statement> end 
<ongelabeld blok> ::= be~in <declaratie>; ••• ;<declaratie>; 
<statement>; ••• ; <statement> ~ 
<program> ::= <blok>l<samengestelde statement> 
. • • 0, 
Bi;j dit laatste moeten we evenwel bedenken, dat niet elk blok of 
samengestelde statement een proerar.nna is. Voor een programr.ia gelden 
enige extra eisen, zeals volledige declaratie van alle gebruikte 
identifiers, behalve labels, standaardfuncties, e.d. 
Opgaven· 
6) Schrijf statements, die het volgende doen: 
a) als a groter dan b, maak x gelijk aan 16.9, maar als a kleiner of 
gelijk aan bis, maak y gelijk aan 23.1; 
b) als rho+ theta kleiner is dan· 10-6, spring naar de statement met 
label "klaar", anders naar de·statement met la~el "nogeens"; 
c) .spring naar de label "eerste" als i = 1, naar de label "tussen" 
als 1. < i < N, naar de label "laatste" als i = N. 
7) Schrijf een Algol-prograrnma, dat de waarde van n! ("faculteit") 
.berekent en uittypt voor n = 1 9 2, ••• , 20. Typ op elke regel 
de waarde van n en de bijbehorende waarde van n! door middel van 
een procedure statement van de vorm: 
print2(<expressie>, <expressie>)~ 
8) Het stelsel lineaire vergelijkingen 
ax+ by= c 
dx + ey = f 
heeft nul, een of oneindig veel oplossingen. 
Schrijf een Algol-prograrnma, dat 
1e) de coefficienten a, b, ••• , f inleest door middel van een 
procedure statement van de vorm read1(<variabele>); 
2e) nagaat hoeveel oplossingen er zijn en de variabele "aantal 
oplossingen" gelijk maakt aan O, 1 of 2 (2 in geval er oneindig veel 
oplossingen zijn) en dit nuTlllller ook uittypt; 
3e) als het aantal oplossingen ~ 1, een oplossing· typt. 
Gebruik voor het typen een procedure statement van de vorm 
print(fexpressiet). 
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9) Welke waarde hebben x en y aari het eind van de volgende Algol-
programma9s: 




integer a, x; ~ b, y; a: = 2; b: = 3; 
x: = ata + 2xaxb; y: = sign (x-2); 
x: = X - y; y: = y/a 
comment programma nro2; 
inte~er a,x; ~ b, y; 
a: = 2· , b: = 30510 - 3; 
b: = at2 I 5 X b - 3 + 1 • 10 , 
x: = b; 
if a < b ~ y: = a~ y: = (a x b + x) / 3 
10 )_Op een band staan achtereenvolg~ns een posi tier geheel getal n en n 
reele getallen a1 , o••s a o . n 
Schrijf een programma dat het gemiddelde 
1 n 
m = - I a. 
n j=1 J 
en de ~tandaardafwijking 
s =Vl I n j=1 2 2 a. - m J 
van a 1, o••, an berekent en uitprint. 
Z,linig geheugengebruik wordt op prijs gesteldo (0:pgave 10 is 
uit examen voor het Diploma A van Wetenschappelijk Rekenen 
dd. 3-9-1964). 
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1o7 Conditionele statements 
Deze hebben de volgende vornu 
<condito stat,,> : := <if clause><un<:;ondo stato > I 
<if clause> <uncondostato> ~ <statement>! 
<if clause> <for statement>l<label>:<conditostato> 
Hierbij geldt: <if clause>~~= g <Boolean expres~ie> ~ 
De conditionele statement komt dus voor in korte vorm of in lange 
vorm met~ gevolgd door een statemento 
Dekorte vorm wordt gebruikt als er in het "anders" geval niets hoeft 
te gebeureno (MoaoWo men mag~ gevolgd door een dummy statement 
weglaten) o 
Achter de if clausei dus achter ~ mag geen conditionele statement 
volgen 9 omdat het anders te ingewikkeld wordt en niet steeds duidelijk 
is r, welke ~ bij welke ~ hoort o 
Heeft men na "then" iets conditioneels te doeni dan kapselt men dit- i-n 
tussen de statement-haken "begi~" en "end"o Hierdoor gaat een 
conditionele statement over in een samengestelde statement, die tot de 
inconditionele statements wordt gerekendo 
De for-statement neemt hierbij een bijzondere plaats ino 
Achter een if clause gevolgd door een for-statement mag (helaas) geen 
else komeno 
108 For statements 
Deze hebben de volgende vorm: 
<for statement>::= <for clause> <statement>l<label>:<for statement> 
waarbij <for clause>::= .!2!, <variabele> := <for list> do 
en <for list> ::= <for list element> 9 000 9 <for list element>o 
t:i·ii'· 15 
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Er zijn 3 soorten for list elementeni nlo 
1) een arithmetische expressie ( <ae> )o 
~'tri't':dh't rt'·b1M·~)'t&-fCt'/frt•&a· w6 
Voor een dergelijk for list element wordt de statement achter "do" 
prec_~es ~en keer ui tgevoerdo 
2) een step-untilrmelement van de vorm: <ae> step <ae>-until <ae>o . 
Voor dit element wordt de statement achter "do" nul of meer malen 
uitgevoerd 9 volgens het schema vermeld in het Algol-rapport 40604.20 
Waarschuwingo Als de lopende variabele en de arithmetische expressies 
in een step-until-element niet alle van type integer zijn 9 houde men 
rekening met mogelijke inexactheid van de berekening. 
Bo Vo bij de for clause: 11for x := 0 steE Oo 1 until 1 Ee" 
is het niet zeker of de waarde 1 wordt meegenomeno 
In zoin geval geve men de bovengrens een veilig toegiftje: 
!2!_ x := 0 step O., 1 until 1 005 i!£ 
Of men voert een andere lopende variabele in van type integer: 
f'or tienmaalx := 0 step 1 until 10 ,2-.2 be-5.in x := tienmaal x/10; .. .; 
(Zie ook Cursus van der Sluys 1o18)o 
3) een while-element van de vorm: <ae> while <Boolean expressie>. 
Dit element heeft tot gevolg 9 dat de statemen~·ac~ter i!£ nul 
of meer malen wordt uitgevoerd zolang de Boolean expressie ~ blijft 
(zie Algol-rapport 4060403)0 
Opmerkingo Na voltooiing van een for-statement is de waarde van de 
lopende variabele (helaa.s) ongedefanieerd. 
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Opgaven 
11) Welk getal wordt er getypt (door de procedure "print") in het 
·volgende Algol-prograznmag 
" begin integer i, s; s := O;-
end" 
for i g= 0 step 2 until 8 do 
begin._ i : = i + 1 ; s : = s + 1 ~; 
print (s) 
12) Welke getallen typt het volgende AJ.gol-programma: 
"begin comment Test !£!. statemento Vglo voorbe·eld ·van Dijkstra. p.26; 
integer n; 
end" 
for n := -1 9 o, 2, 3 ~ 
begin integer k 9 m; 
end 
m := 3; print (n + 100); 
!£!. k g= 0 step m until n do 
begin print (k); m := m - 1 ~ 
·13) Bereken \/4~ + ooo + x~ :· aangenomen dat de elementen xi 
(i = 19 ooo,· n) zijn gegeven in'een een-dimensionaal array. 
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14) Zij gegeven een matrix M van de orde n in een twee-dimensionaal 
array, waarbij beide indices lopen van 1 tot en met no 
a) Schrijf een decla.ratie voor het arrar, waarin M wordt gegeveno -
b) Schrijf een stuk progra.mma in de vorm van een-blok, dat het 
spoor van M uitrekento 
c) Schrijf een bloki dat de norm N van de matrix M uitrekent 9 
gedefinieerd door: . 
n 
N = max }: 
1 ~ i < n j=1 
!M .. j 
1J 
15) Schrijf een Algol-programma, dat de binomiaal-coefficienten ( ~ ), 
k = o, ooo, n, n = o, 000 9 20 uittypt, zodanig dat voor elke waa.r-
de van n de bijbehorende binomiaalcoefficienten op een regel ver-
schijnen en voor de volgende n op de volgende regelo 
Gebruik voor overgang op een nieuwe regel de procedure "NLCR" 
en voor het typen van de getallen een procedure statement van de 
vorm: "outinteger (<expressie van type integer.})"o 
Opmerkingo Zie ook cursus van der Sluys opgaven: 7, 8, 14, 15 9 16 9 
19-24, 260 
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Verschil tussen declaraties en specificaties 
Ofschoon somnlige declaraties dezelfde vorm hebben alssommige speci-
fic~tiesi. zijn er toch belangrijke verschiilen. 
1) Declaraties staan aan het begin van een blok (dus -achter begin).· 
Specificaties staan in een procedure heading (dus voor begin, als de 
body met begin begint). 
2) Declaraties introduceren nieuwe grootheden (quantitie~) _in h_et 
betreffende blok. Specificaties vermelden alleen iets omtrent soor:t 
en typ_e, waaraan de corresponderende actuele parameters bij aanroep 
moeten voldoen. 
3) Declaraties zijn voor elke gebruikte grootheid verplicht, behalve 
voor labels 9 die als het ware gedeclareerd worden door ze met een ":" 
voor een statement te plaatsen (zie A.R. 4a1.3) en behalve eventueel 
voor standaa.rdfuncties en standaard procedures, die in Algol implemen-
taties zonder declaratie beschikbaar kunnen zijn. 
Specificaties van non-value-parameters zijn niet verplicht. 
Sommige implementaties eisen ·ze evenwel en het is.daarom goede gewoon-
te alle specificaties maar te geven. 
Voor value-pa.ramet~rs z1Jn de specificat.ies wel verplicht. In dit geval 
heeft de specificatie een tweeslachtig karakter 9 nlo het vermelden van 
restricties voor de actuele parameters (specificerend karakter) en 
het vastleggen van het type van de lokale varia.belen of arrays, die door 
het value-mechanisme worden geintroduceerd (declarerend karakter). 
Vanwege het declarerend ka.rakter zijn de specificaties van value-para-
meters verplicht. 
4) Declaraties en specificaties hebben vaak een verschillende vormo 
Voorbeelden van declare.ties 
~Xg Y, z 
arrax A [ 1 ~ 10 ] 
Voorbeelden van specificaties 
~ Xp y 9 Z 
array- A 
~ procedure tan(x); value x; ~ x; ~ procedure tan 
tan: = sin (x)/cos(x) 
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Opmerking: Formele non-value-parameters zijn geen grootheden {quanti-
ties)9 maar zijn bestemd om te worden vervangen door grootheden 9 nlo 
de corresponderende actuele parameters van de aanroep van de procedure 
· of functie-procedureo Formele value-parameters zijn grootheden, lokaal 
t.o.v. de procedure, die voor deinserering en uitvoering van de proce-
dure-body de waarde van de corresponderende actuele parameters toege-
kend krijgeno Daarom hebben voor value-parameters de specificaties 
tevens een declarerend karakter en zijn ze verplicht. · 
Voorbeeld: Berekening van polynomen 
Zij gevraagd te berekenen een polynoom P van de graad n 9 moaoWo 
Dit kan op twee manieren: 
n 
o o • + a X n 0 
1) de machten van x worden berekend (bv. door herhaald vermenigvuldigen 
met x·) en daarna worden deze met hun coefficient vermenigvuldigd en bij 
elkaar opgeteldo Het' aantal operaties is dan n-1 machtsverheffingen 
( of vermenigvuldigingen) plus n vermenigvuldigingen en opt·ellingen. 
2) P(x} wordt berekend volgens de formule: 
Het aantal operaties is nun vermenigvuldigingen en optellingen. 
De tweede manier gaat dus sneller en daarom zal een rekenaar deze 
methode kiezen • 
. voor Algol procedures 9 · die een polynoom uitrekenen,. zie cursus van der 
Sluys hoofdstuk III: pol 9 pol 1i 000 9 pol 5. 
Hier volgt nog een andere declaratie. Deze is geschreven als declaratie 
voor een functie procedure, die voor gegeven argument x de waarde van 
een polynoom berekent van willekeurige graad ( als graad < 0 de waarde 0 
leverend)o Er wordt verondersteld 9 dat de coetficienten a~aan in 
array A [ 0 : graad J in volgorde van opklimmende machten van Xo 
~ procedure po~ynoom (xi) graad 9 A); 
value x, ~ x, integer graad, array A; 
begin hteger i; ~ r; r: = O; 
!£!. i: = graad step -1 until O do r: = rxx + A[i]; 
polynoom: = r -
~ polynoom, 
Een mogelijke a.anroep van "polynoom" zou kunnen luiden: 
polynooin ( i/10i 511 c) o 
Opgaven (Zie ook cursus van der Sluys~ opgaven 30 t/m 36 9 39 en 40)o 
16) Een procedureg die een matrix maal vector opcratie moet uitvoeren 9 
zou de volgende heading kunnen hebben: 
11proc':iu,,r~E;, MAVEC (n~ All x 9 y), integer n; arraz A~ x~ y;" 
Het 2-dimensionale arraz A bevat de matrix~ de 1-dimensionale arrays x en 
y zijn respo voor de aangeboden vector en voor de resulterende vector Axo 
Alle indices lopen van 1 tot en met no 
a) Schrijf een geschikte body voor de procedure MAVECo 
b) Schrijf een progra.mma 9 dat 11 met behulp van MAVEC, de matrix H9 
gedefinieerd door 
H •• = 1 / (i + j ... 1) 
lJ (il)j=1, 
vermenigvuldigt met de vector v 9 gedefinieerd door: 
v. = i 
l 
en de vector Hv uittypto 
0 0 0 S 
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17) Schrijf een dec)..arati~ voor een functie proc;eo:u:re ·1·a.n de gee.a.ante 
"a'bsma.:x ( <expression> 9 <expref:,sion.>) '" ~ rJ.e her.;, :.nz.::dmU?Jl va~ de absolute 
waarden van de twee gegeven parameters· berekent. 
18) Schrijf een decla:;-atie voor een functie procedure ter berekening 
van 
Schrijf vervolgens toekenningsstatements, die deze functie gebruiken 
en aan alfa 9 beta en g~a respectievelijk toekennen: 
t 
2 \ ~ 2 1 y + v1 + 2y + 3y 
2o1Z + Z 4 
9 
4z2 + V1 + 4z + 12z2' 
19) Schrijf een declaratie voor een functie procedure Y(x) 9 gedefinieerd 
dopr: 




+ X als x < 0 
als X = 0 
als X > Oo 
Schrijf vervolgens een blok, ·dat deze functie gebruikt en de waarde 
van Y(x) berekent voor x = -1 met 0.2 oplopend tot en met Oen van 0 
af oplopend met 0.1 tot en met 1o0. 
La.at de resulta.ten achter in een non-locaal array Y tabel [ .. 10 +10] o 
19 
20) In Co Hastings 9 Approximations for c;iigital computers (1955) Po 141, 
staat de volgende benadering voor de functie 10X 5 geldig voor het interval 
0 < X < 1 : 
11 ( ,oxYM- = [, + a1x + a2X 
2 
+ a3X3 + a4xj2 
a, = 1.1499196 a3 = .2080030 
a2 = 06774323 a4 = 01268089"0 
a) Schrijf een declaratie voor een functie-procedure 9 die voor wille-
keurige X in het bovengenoemde interval de bijbehorende waarde van 
. X* 
(10) berekento 
b) Schrijf een blok 9 dat ·deze (non-locale) ~Erocedure gebruikt en 
. ( X)* X het verschil 10 - 10 berekent voor X = 0.0 met 0o1 oplopend tot en 
met 1 o0 en het resultaat aflevert in een non-locaal arrax: D [ 0 : 10 J o 
1) Geef de syntactische definitie van <identifier> volgens het 
Algol-rapport (Backusi notatie)o 
J 
2) Welke verschillende soorten declaraties kent U? 
Geef van elk een voorbeeldo 
3) Geef 9 zonder gebruikmaking van de for-statement, een equivalente 
beschrijving van ~en for~statement van de gedaante: 
"for V: =Estep F until G do statement S". 
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Opmerking~ Zie ook de uitstekende Bibliografie met commentaar in [1]. 
1o Inleiding 
1.1) _Het ~ van de numerieke analyse is het vinden van een benaderde 
oplossing, waar het bepalen,van een preciese oplossing onmogelijk of on-
doenlijk is. Het gaat hierbij dus om practische uitvoerbaarheid van een 
rekenproces. De gekozen methode is vaak een compromis tussen de graad van 
nauwkeurigheid, die men wenst, en de middelen, waarover men beschikt. 
Numerieke processen zijn dus per se eindigi d.w.z. beBtaan uit een eindig 
aantal stappen, dat liefst zo gering mogelijk moet zijn. Een numerieke 
methode moet du~ worden gewaardeerd naar 1) betrouwbaarheid 2) bereikbare 
precisie 3) snelneid 4) compactheid en overzichtelijkheid 5) algemene 
bruikbaarheid. 
1.2) De objecten van de numerieke analysei d.w.z. de grootheden die we wil-
len berekenen, zijn voornamelijk getalle~ en functies. 
Onder getallen verstaan we hier gehele 9 rationale, reele en complexe getallen. 
Wij noemen de verzameling der gehele getallen I, die de~ reele getallen Ren 
die·der complexe getallen C. Groothe~en 9 die essentieel een gehele waarde 
hebben 9 wil men meestal wel exact berekenen. Daarom is de intege.!:-arithmetiek 
in ALGOL 60 exact. Voor rationale en reele getallen gebruikt men gewoonlijk 
een beperkte verzameling van zgn. representeerbare getallen.Een benadering 
wordt dan verkregen 9 door een getal af te ronden naar een dichtbij gelegen 
representeerbaar getal. Complexe getallen worden gehanteerd als paren reele 
getallen. 
Onder "functies" zullen we steeds verstaan "eenduidige functies". 
De verzameling van argumenten 9 waarvoor een functie gedefinieerd is heet 
de definitie-verzameling of het domein van de functie en de verzameling van 
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.~ctie~u~n~~~e~~~~-~~-~~7 
.me~ ,i~~in A en wa.arden-verzameling B 9 is dus een voorschrift, dat aa.n ieder. 
,.,;:<f-~:::;iement x van A een eenduidig bepa.a.ld eJ..ement f(x) van B- toevoegt. 
,i/"' 
t-:r:·· Wij beschouwen in de eerste plaats functies met reele argument en en w~a.:r:den ·9: 
;, ,,: 
dus domein en waarden-verzameling beide gelegen in Ro De verzameling ya.n 'dit; 
soort functies duiden we a.an met R '7"Ro 
'\ . 
Een bijzonder geva.1 vormen de functies met geheel argurnent en reele wa.arde 
(verzameling I +R)o Is het ·domein een eindige rij van opeenvolgende integers, 
da.n hebben we te doen met eP..,.. vectoro BoYo een vector x-voegt a..a..--1 de integers 
1 t/m n toe de reele getallen x19 000 9 xn, wat wij noteren a.ls x = (x19 o••s xn). 
Een functie kan warden bena.derd door bij elk, in het domein gegeven argument 
de exact berekende functie-wa.arde a.f te ronden naar een naburige represen-
teerbare wa.ardeo Dit is echter alleen d.oenlijk voor zeer eenvoudige functies 
(bvg de functies c plus enc ma.al gedefinieerd door: c plus (x) = c + x en 
c ma.al (x) = c xx, waarbij c een constante voorstelt)o Voor ingewikkelder 
functies rooet roeestal oak de berekening van de waarde door een benaderend 
proces vervangen wordeno Een machtig middel voor het verkrijgen van bruikbare 
benaderingen van functies is· de interpolatieo 
24 
Opgaven· 
16) Bereken benaderde waarden van sin (x) met de formu.le 
sin (x) ~ x - x3 /6 
voor x = 000174532925 (dat is 1 graad) en 
voor x = 00523598775 (~at is 30 graden)o 
Idem met de formule 
17) Bereken de waarde van ( 10X)* met de volgende formule uit [11]: 
(,ox)*=[,+ 1;1499196 x + 06774323 x2 + 02080030 x3 + 01268089 x4] 2 
. voor X = OoO (Oo2) 1o0 en 
voor X = 070710678. 
18) Bereken de vectoren y = Ax/A en z = Ax - AX 9 waarbij A= 70605551275 
en de matrix A en de vector x zijng 
_ (6 3) _ (~8816745988) 
A- ,x- o 
3 2 04718579255 
Idem voor A= 06300899976103, 
210 140 10_5 07926082912 
A= 
140 105 84 04519231209 
9 X = • 
105 84 70 03224163986 
84 70 60 02521611697 
2o Interpolatie door middel van polynomen 
Wij willen een gegeven functie f uit de verzameling R+R benaderen 
door een eenvoudiger te berekenen benaderende functie r*. Wij 
spreken van interpolatie als r* enerzijds wordt gekozen uit een 
gegeven klasse van functies, anderzijds wordt vastgelegd door de 
eis, dat r* in een aantal gegeven punten met de functie f overeen-
stemt. De gegeven punten heten basispunteno Wij beschouwen nu 
* interpolatie door middel van polynomen; de benaderende functie f 
is een polynoom van graad kleiner dan een gegeven getal no 
Voorbeeld: n: 2, doWoZo r* is een lineaire functie, m.a.w. 
Wij kunnen r* in 2 punten met de gegeven functie f laten overeen-
stemmen. Als x0 en x1 de basispunten zijn .hebben we de volgende 
vergelijkingen voor a0 en a 1: 




-. f(xo) + 
X - X 1 
= 
XO -x, 
ao + a,xo = f(xo) ' 
a0 + a1x1 = f(x1) • 
- x0r(x1) + 
f(x1) - f(x0) 
- XO x, - XO 
f(x1) - f(x0) 
(x- ~o) x, - X 0 
X - XO 




·· -· 3o Intermezzo over lir..ee,ire· 1rnrgel:Ljkingen en d.ete;rr.o.:~nanten ------------·----------~~-~---
Een stelsel lineaire vergelijkingen kan worden opgelost door 
eliminatieo In een eliminatie-stap wordt een veelvoud van een 
vergelijking bij een andere vergelijking opgeteld, en wel zodanie, 
dat een bepaalde onbekende niet meer in de resulterende verge-
lijking voorkomto Een belangrijke invariante grootheid hierbiJ 
is de determinant van de matrix van het stelselo 
Dr:!finitie: Aan iedere vierkante (reele of complexe) matrix is 
toegevoegd een {reeel of complex) getal~ de determinant van de. 
matrix genaamdo Deze toevoeging is volledig gekara.kteriseerd door 
de volgende twee eigenschappen: 
1) de determinant is invariant bij (rij-)eliminatie 9 d.wozo de 
determinant van een matrix verandert niet, als een veelvoud van 
. een rij van de matrix bij een andere rij wordt opgeteld. 
' 
2) de determinant van een driehoeksmatrix is gelijk aan het produkt 
van de elementen van de hoofddiagonaalo 
Notatie: De determinant van matrix A wordt genoteerd als det(A) of 
als !Al. 
Meetkundig beeld: Beschouw de n-dimensionale parallelotoop (dat is 
generalisatie van parallelogram en parallelopipedurn) opgespannen 
door de n rij-vectoren van de gegeven n x n - matrixo Dan is de 
determinant van deze matrix de inhoud van deze parallelotoop, 
vc-orzien van een teken samenhangend met de orientatie van .da pp-
spannende vectoreno 
Een eliminatiestap komt neer op een oppervla.kte-trouwe "verande-
ring0 in het vlak 9 opgespannen door de twee betrokken vectoren. 
Het paar vectoren v. 9v. wordt vervangen door het paar v.+av. 9v .• . J.J ' J. JJ 
v. v.+av. 
J. J. J 
av. 
J 
Het parallelogram opgespannen door v. en v. wordt veranderd in 
J. J 
een parallelogram van dezelfde oppervlak.te en men kan bewijzen, 
dat dan ook de inhoud van de hele parallelotoop en de orientatie, 
dus ook de determinanti invariant blijveno 
Consequentiesg Uit de eigenschappen (1) en (2) van de determinant 
kunnen we de volgende belangrijke eigenschappen afleideng 
3) Homogeniteitg wordt een rij van een matrix met een getal a 
vermenigvuldigdp dan ook de determinanto 
Bewijsg beschouw een eliminatiei die de gegeven matrix overvoert 
in een driehoeksmatrix (zo 9 n eleminatie is er altijd)o Ve::rmenig-
vuidigen_ wij een rij met et~ dan is E:r een volkomen analoge 
eliminatiej die leidttot een driehoek 9 die uit 4~ vorige drie-
hoek ontstaat, door de betreffende rij met ate vermenigvuldigen. 
De determinant wordt dus volgens eigenschap (2) ook met a verme-
nigvuldigdo 
3a) In het bijzonder voor a= Qg 
als in een rij van een matrix alle elementen O zijn 11 dan is 
ook de determinant gelijk aan Oo 
In dit geval leidt eliminatie tot een driehoeksvorm, waarin 
een 0-rij voorkomto 
3b) Een matrix met twee gelijke of evenredige rijen heeft een 
determinant Oo Deze matrix kan immers door een eliminatie-
stap worden overgevoerd in een matrix met een 0-rij. 
4) Verwisseling van twee rijen van een matrix voert de determi-
nant over in zijn tegengesteldeo 
Bewijsg beschouw twee verschillende rijen v.,v.o Door eliminatie 
l J 
kunnen we achtereenvolgens krijgeng 
v. v.+v. 











Vervangen we tenslotte -v. door v. dan zijn v. en v. verwisseld en 
l J. l J 
de determinant krijgt wegens (1) en (3) zijn tegengestelde waarde. 
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5) De determinant van een matrix kan worden berekend door ont-
wikkeling naar een kolom, in formule: 
n 
det(A) = l 
i=1 
* A •• A •• 
J.J J.J 
voor elke j tussen 1 en no 
Hierbij is A~. de i 9j-de minor van A, gedefinieerd als * . :j,J 
Aij = (-1)J.+J maal de i,j-de onderdeterminant, dat is de deter-
minant van de matrix, die uit A ontstaat door daarin de i-de 
rij en de j-de kolom te schrappeno 
Bewijsschets: Voor een 
af te leideno De enige 
driehoeksmatrix is de formule gemakkelijk 
.. * biJ drage komt van de term A. ,A .. , de 
JJ JJ . 
andere 
gelijk 
term.en voor i~j zijn O omdat dan hetzij A .. , hetzij A~. 
. J.J J.J 
aan O iso Verder blijkt de formule invariant te zijn voor 
rij-eliminatieo De formule voldoet dus aan de boven gegeven 
karakteriseringo 
6) De determinant van matrix A is gelijk aan de.determinant van -
de getransponeerde matrix ATo 
Een belangrijk gevolg hiervan is, dat in alle bovengenoemde 
eigenschappen de woorden "rij" en "kolom" mogen worden verwisseld. 
Determinanten zijn dus invariant bij kolom-eliminatie; vermenig-
vuldiging van een kolom met a levert een a maal zo grote deter-
minant; verwisseling van 2 kolommen keert de determinant van teken 
en de determinant kan worden verkregen door ontwikkeling naar 
een rijo 
Beschouwen wij nu een stelsel van n vergelijkinge~, lineair, in 




A •. x. = b. 
J.J J J t 
i=1 (1)n • 
. 
De matrix Ader coefficienten A •• heet de matrix van het stelsel, 
J.J 
de kolom-vector b heet rechterlid-vector en de kolom-vector x de · 
vector der onbeken~enq 
Dan kunnen wij dit stelsel ook schrijven in de vorm Ax= b. 
Omdat determinanten invariant zijn bij eliminatie spelen zij een 
belangrijke rol in de theorie van lineaire vergelijkingeno Zo 
hebben wij de volgende 
Stellingo Een stelsel lineaire vergelijkingen Ax= b heeft dan en 
slechts dan precies een oplossing, ais det(A)# O. 
Deze oplossing kan worden verkregen door eliminatie. Successieve-
lijk worden onbekenden geelimineerd, totdat een equivalent stelsel 
wordt verkregen, waarvan de matrix de driehoeksvorm heefto De 
determinant is dan onrniddelliJk te vinden als product der 
diagonaal-elementeno Voor het vinden van de determinant kunnen we 
i.p.vo rij-eliminaties ook kolom-eliminaties (of afwisselend beide) 
uitvoeren~ wat soms aanzienlijk eenvoudiger verloopt. 
4. Vervolg polynoom-interpolatie 
* Wij beschouwen nu het algemene geval, dat f een polynoom is van 
graad kleiner dan een gegeven bovengrens no 
- Deze bovengrens heet de orde van de interpolatie-formule. 
We hebben dus 
0 •• + n-2 n-1 a 
2
x + a 1x n- n- 0 
De orde is dus gelijk aan het aantal coefficienten. (De graad is 
gewoo~lijk n-1i maar kan lager uitvallen als een of meer leidende 
coefficienten nul zijn.) 
Wij nemen nu aan dater ook n verschillende basispunten gegeven 
zijn. Het aantal basispunten heet wel de rang van de interpolatie-
formule. De coefficienten van r* mceten dus voldoen aan het · 
volgende stelsel verg:lijkingeng 
+ n-1 f(x0 ) ao a,xo + 0 0 0 + an-1x0 = 
+ + + a n-1 f(x 1) . ao a1x1 0 0 0 X = 4; 1 n-1 1 
0 0 • • 0 0 0 0 0 0 0 0 0 0 0 0 0 
ao + a,xn_,+ ••• + 






a.x~ = f(x.) 11 J l. l. i=O( 1)n-1 o 
Dit is een stelsel van n vergelijkingen, lineair in den onbe-
kenden a0 ia19 ooo,an-i • 
.De matrix van di t stelsel is de Van der Mende - matrix van de 
orde n: 
(1 n-1 XO 0 •• XO n-1 
\: 
x, 0 0 0 x, 
V(xo,·••11Xn-1) = 
• 0 0 0 • • 0 
n-1 
X n-1 • 0 • X n-1 0 
Duiden we deze matrix kortweg aan met V11 zij verder f de rechter-
lid-vector, dan kan het stelsel worden geschreven in de vorm: 
Va= f o 
' De determinant van het stelsel II dus det(V) 9 berekenen we door 
kolom-eliminatie als volgt: 
Verminder de kolommen, beginnend met de laatste en eindigend met 
de voorste op een na 9 elk met xn_1 maal de vorige kolomo Omdat 








0 0 0 
••• 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 O O O O O O 9 
1 
1 
X -x n-2 n-1 
0 
X (x -X ) n-2 n-2 n-1 
0 
••• n-2( ) X X -X n-2 n-2 n-1 
0 0 0 0 
• "0 (x 2-x 1)det(V(x0 , ••• ,x 2 )) = n- n- n-
= 7T (x 1-x. )det(V(x , oo o ,x 2 )) • k=O n- K o n-
\ 
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Dit proces herhalende komen wij tenslotte uit bij det(V(x
0
)), 
die natuurlijk de waarde 1 heeft en wij vinden dus voor de deter-
minant van Van der Monde 
n-1 i-1 
= TT lT (x.-xk) • 
i=1 k=O 1 
(Hierbij houden wij ons aan de afspraak 9 dat een leeg produkt 
(doWoZo een produkt van O factoren) de waarde 1 heeft, zodat 
wij voor n=1 netjes krijgen det(V(x0)) = 1.) 
Keren wij nu terug tot het stelsel lineaire vergelijkingen (4.1) 
voor de coefficienten van r*. 
Omdat de basispunten onderling verschillend zijn is de determinant 
van het stelsel$ det(V), niet nul. 
Volgens de theorie der lineaire vergelijkingen is er dus een 
unieke oplossing voor de onbekenden a0 $ ••• 9 an_1• Deze oplossing 
~an warden verkregen door successieve eliminatieo 
:'.1 s • o Ii * ,ct ·J ·o · uww· 
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Opgaven: 
24) Bereken de coefficienten van r* voor polynoominterpolatie van· 
25) 
26)a) 
de orde n=3o 
Bereken de volgende determinant~n (door eliminatie): 
420 210 140 105 1 2 3 4 9 1 3 1 9 
210 140 105 84 2 3 4 5 f 4 1 2 1 ·4 
140 105 84 70 3 4 5 6 t-2 
_, 0 1 2 
105 84 70 60 4 5 6 0 -4 -1 0 1 4 
-9 -1 0 1 9 • 
Zij gegeven de volgende tabel van een functie f~ 
X -2 _, 1 2 
f(x) 01353 .3679 20718 7.389 
Bereken de coefficienten van het interpolerend polynoom r; 
van graad < 4, dat voor de gegeven waarden van x met f over-
eenstemt. Wat is de waarde van r; voor x = ~? 
* b) Bereken eveneens de coefficienten van het polynoom r2 van 
graad < 2, dat voor x=1 en voor x=2 met f overeenstemto 
. . *(3) Wat is de waarde van r2 2 ? 
Erratum: pago 240 De numme.rs van de opgaven moeten zijn 21, 22 en 23. 
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Oplossing opgave 24 
Voor de orde n = 3 vinden we de coefficienten van 
f~(x} = a.
0 
+ a~x + a.2x
2 als de oplossing van het stelseli 
aO + XO 
2 
a.2 = f'o a.1 + XO 
ao + x:1 
2 
a.2 = f1 a1 + x1 
2 
a.2 = f2o a.o + x2 a1 + x2 
Eliminatie van a0 geefti 
a
1 
+ (x0 + x1)a.2 = (r1 = r0 )/(x1 - x0 ) 
a,+ (x1 + x2)a.2 = (f2 = fi)/(x2 - x1)Q 
Vervolgens a.1 eliminerend vinden we (vglo f'ormule 10o3 en het bewijs 
van st,elling 1001 pago 51) g 
2 
(Dit is gelijk a.an I { ~ (0) f. 0 zie sectie 6 Po 39-40)0 
j=O J J 
4o2o De interpolatie-formule van Grunert 
Voor de liefhebbers volgt hier de oplossing van het stelsel (4o1) voor 
willekeurige orde no ne•uitwerking van opgave 24 suggereert ·de coifff'icienten 
a. te schrijven a.ls een +ineaire combinatie van de functie-waarden 
J 
f. = f(x.)~ dusg 
. J. l. ~ 
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n-1 
a. = l f. C •• 9 j = 0( 1 )n - 1 
J i=O 1 J.J 
waarbij de C .. noch van f noch van x afhang~n. 
J.J 
· D~ hebben we dus.: 
n-1 
.= 2 . f. . • . J. 
i=O . 
= l l f. C.. xj = n-1 (n-1 · ·) · 
j=O . i=O 1 J.J 
(
n-1 . _. \. 
I. c:. XJ) ·-o J.J . . . . J- .• . 
n-1 . rfn .· .. 
= 1 r. 1 .. . Cx). 
·. i=O 1 · 1 . 
.· .... 
De verwisseling der beide. sommaties leidt kennelijk tot. de La.grange-vonf 
(zie sectie 6). De C •• zijn dus de coefficienten der ~agrange-polynonien , : .. : 
. . . J.J• . ' . . . . ·. £ ~ _(x) 9 dus- de s·ymmetris~he a!:1i'°cties d~r ba.sispunten -~ (k ·#· i)· -gedeel~ · i _ ·.. _· 
door de leid.ende c.oef~icien:t _ Il .. (xi" ..:.· ~) • . . . .,._ · · ... . . 
k=O. . . . , · ., .•. 
. . · k~i- ·. · 
·, ·.. . ., . . .. 
Stellen we N(i) 
n~1 
= rr (x'i ._ ~) dan. krijgen we du~: 
k=O 
k~i 
waarbij de sonimatie-indices kj+1 ~ on 9 kn ... 1 13-lle mogelijke· waarde:i:i r/; i 
aannemen 9 die voldoen a.an. 0 ·!. kj+l < kj+2 < o_o o < kn ... 1 ,::. n-1 o . 
Voor j = O krijgen we tenslotte: 
CisO ~ ( .. 1)n-i Xo* o o o ~i~1 * Xi+1* o eo -N-Xn .. 1 (.N(i) • 
De formule n-1 
r*(x) = I a. xj 9 ·waarbij a. kunnen worden verkregen uit 
j=O J J . . . 
en (4o2o 1) 9 heet expliciete polynoom ... interpolatie-formule of .. 
interyolatie-formule van Grunert van de orde n. 
---- --------------------,----------
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5. Interpolatie door middel van een lineaire fa~ilie van functies 
De verzameling van polynomen van graad < n is een n-dimensionale 
lineaire familie van functies. 
Onder een n-dimensionale lineaire familie van functies verstaan 
we een verzameling bestaande uit alle lineaire combinaties van n gegeven 
basisfuncties G. , j = 0(1)n - 1. 
J • * Een interpolerende functie f heeft dus, als element van zo'n lineaire 
functie, de vorm: 






Kiezen we in het bijzonder de basisfuncties G.(x) = xj (j = 0(1)n - 1), 
J 
dan krijgen weals lineair.e familie ~e verzameling van polynomen 
van graad < n. 
De eis, dat r* inn gegeven punten met de gegeven functie f over-
. eenstemt, ·1eidt nu tot het stelsel (vgl. formule (4.1)): 
n-1 
L a. G.(x) = f(x.) 9 i = 0(1)n - 1. 
j=O J J i i 
Dit is eveneens een stelsel van n vergeli·jkingen, lineair in de n onbe-
kenden a09 ••• , an_1• 
De matrix M van dit stelsel is gedefinieerd door 
M •• = G.(x.) , i 9 j = 0(1)n - 1. 1J J 1 
Het stelsel (5.1) krijgt dan de vorm: Ma= f. 
Wij hebben dan: 
Stelling: Als de basisfuncties G. en de basispunten x. zodanig zijn dat 
J 1 
det (M) # O (waarbij Mis gedefinieerd in 5.2), dan is er precies een 
interpolerende functie in de gegeven familie te vinden, die op de basis-
punten met de gegeven functie f overeenstemt. 
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Toepassingen 
Wij zullen dit in de eerste plaats toepassen voor het verkrijgen van 
verschillende formules van polynoom-interpolatie. 
1) G.(x) = ). 
J 
Deze keuze leidt tot het stelsel 4.1, waarvan de onbekenden zijn de 
coefficienten van het interpolerende polynoom (Grilnert's formule). 
n-1 
2) G.{x) = II (x - ~). 
J k=O 
k:;fj 
Dit leidt tot de formule van Lagrange. 
Het stelsel voor de coefficienten heeft als matrix een diagonaal-matrix.. 
j-1 
3) U.(x) = II (x - ~). 
J k=O 
Dit leidt tot de formule van Newton. 
Het stelsel voor de coefficienten heeft de driehoeksvorm. 
Wij zullen later ook interpolaties beschouwen waarbij de klasse van 
interpolerende functies geen polynomen zijn. Hier noemen we slechts een 
paar voorbeelden. 
( ) >.jx 4) G. X = e , 
J 
waarin >.j gegeven constanten zijn. Dit leidt tot exponentiele inter-
polatie. 









als j oneven. 




27) Bereken de volgende determinanten: 
125 -24 7 -3 5 1 1 . 1 1 
101 8 6 11 9 9 1 3 9 27 
-9 -7 5 1 5 25 125 
1 7 49 343 
1 1 1 1 1 
1 2 4 8 16 
1 3 9 27 81 
1 4 16 64 256 
1 5 25 125 625 
28) Bepaal het lineaire stelsel voor de coefficienten van de veelterm 









* Bereken vervolgens de coefficienten van fide determinant van de 
·kleine matrix en de waarde van r*(7) o 
* 29) Bepaal het lineaire stelsel voor de coefficienten van het·polynoom f · 











Los het stelsel op en bepaal de determinant van de kleine matrix. 
Bereken tenslotte r*(7)0 
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30) Bereken het product van de volgende twee,matrices 
( :::~-09 +210 +140 +105 
A= 
-490.09 +105 + 84 , 
+140 +105 -546009 + 70 
+105 + 84. + 70. -570.09 
,~,,'<f 
+ 07926082912· + 00291933232 
B = + 04519231209 - 03287120557 • 
+ 03224163986 + .7914111458 
+ .2521611697 - 05145527500 
Bereken ook de lengte van de kolommen van Ben hun scalair product. 
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6. Interpolatie-formule van Lagrange 
Wij kiezen de basisfuncties G,. 9 
J 
j = 0(1)n - 1, als volgt: 
Als wij stellen 






kunnen wij G. ook schrijven als 
J 
G.(x) = 'IT (x) / (x - x.), 
J n J 
waarbij we dan wel moeten afspreken, dat in het punt x.= x. de 
J 
functie·continu bij de omgeving van x. aan~luito 
. . J * 
Wij zoeken nu een interpolerende functie f van de gedaante 
n-1 
r*(x) = T a. G.(x), 
j=O J J 
die in de punten x. 9 i = 0(1)n - 1, overeenstemt met de gegeven l 
functie f, m.a.wo de coefficienten moeten voldoen aan het 
stelsel (5.1). 
De matrix M van het stelsel (vglo 5.2) voldoet nu aan 
M .. = G.(x.) .:. 0 
lJ J l 
als i-:) j 11 
m.a.w. Mis een diagonaal-matrix. 
Dit volgt onmiddellijk uit de definitie van de basis functies G .• 
J 
De determinant van M bevat juist alle factoren xi - xk voor i ~ k 
zodat blijkbaar det(M) = (det(V)) 2 ~ O. 
Er is dus een unieke oplossing voor de·coefficienten a. 9 die, 
. . J 
wegens het diagonaal zijn van M
9 
heel gemakkelijk te vinden is. 
We hebben nam.elijk:· 
a. = f(x.) / G.(x.) , 
J J J J 
j = 0( 1 )n - 1o 
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Dus 
( 6. 1) 
n-1 G.(x) 
l ...1.,._;_G) f(x.) = 






Dit is de interpolatie-formule van Lagrange van de orde n') en van 
de rang n, of, wat men vaak zegt: "n-punts Lagrange"-formule. 
De coefficient van f(x.) schrijven we als l 1:(x) 9 in formule: J J 
·(6.2) l 1:cx) 
J 
= G / X) = n~ 1 (X - ~ ) ~ 
G}x) k=O xj - ~ 
k#j 
j = 0(1)n - 1. 
Den-punts Lagrange-formule krijgt dan de vorm: 
(6.3) f*(x) = l ~(x) f(x0) + [, ~(x) f(x1) ••• + J: ~-l (x) f(xn.;.i). 
7. Enige belangrijke eigenschappen van polynomen 
Hier volgen enige eigenschappen van polynomen met reele (of complexe) 
coefficienten in de vorm van stellingen. 
Stelling 7.1 2 de zgn. "Hoofdstelling van de Algebra". 
Een polynoom van graad > 0 heeft minstens e~n reeel of complex nul-
ptmt. 
Stelling 7.2. Een polynoom van graad n heeft precies n nulpunten, 
waarvan sommige kunnen samenvallen en dan meervoudig tellen. 
Precieser gezegd: Een polynoom van graad n kan worden ges~hreven 
in de vorm: 
waarbij w. reeel of 
l. 
dus a # O. n 
Deze stelling volgt 
n complex zijn en a de coeffi-cient van x is, n 
gemakkelijk uit stelling 1. 
Stelline 7.3. Een polynoom van graad < n, die minstens n verschillende 
nulpunten heeft, is identiek nul. Dit volg't meteen uit stelling 2. 
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Stelling 7o4o Als twee polynomen van graad < n voor n verschillende 
argumenten overeensternmen, dan zijn zij identieko Dit volgt uit 
stelling 3o 
Stelling 7.50 Als voor n verschillende argumenten x.j •i = 0(1)n - 1 
1. 
bijbehorende functiewaarden fi gegeven zijn 9 dan is er precies een 
polynoom; dat voor deze n argurnenten ~e voorgeschreven waarde heeft. 
Bewijs: Dat hoogstens een polynoom voldoet, volgt uit stelling 4, 
dater minstens zo een polynoom is, volgt uit de voorafgaande 
secties 4 en 6. 
Opmerking. De stellingen 3, 4, 5 kunnen direct bewezen worden uit 
het behandelde in sectie 4. 
We hebben steeds te maken met een lineair stelsel van de gedaante 
(4.1), waarbij in stelling 3 als rechterlid de 0-vector optreedt. 
Omdat de determinant van het stelsel niet nul is 9 is er steeds een 
unieke oplossing. 
De stellingen 1 en 2 zijn voor onze theorie dus niet noodzakelijk. 
Zij zijn hier om hun algemeen belang en wegens de samenhang toege-
voegd. 
8. VerEelijking Lagrange met expliciete polynoom-interpolati!:. 
( Grunert ) • 
In sectie 4 hebben wij behandeld de expliciete polynoom-interpolatie, 
d.w.z. de coefficienten van het polynoom treden expliciet in de for-
.mule op. We zullen dit noemen Grunert-interpolatie. Schrijven we het 
polynoom op zijn meest economisch, dan luidt de formule van Grunert: 
Hierbij warden de coefficienten aj zo gekozen 9 dat ·r; met f overeen-
stemt inn gegeven basispunten x., i = 0(1)n - 1. M.a.w. de vector a 
J. 
der coefficienten a. is de oplossingsvector van het lineaire stelsel 
J 
~a= f, waarbij V de _Van der Mende matrix V(x0 , x1, ••• , xn_1).is en 
f de vector der functiewaarden in x .• 
1. 
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Wij willen deze formule vergelijken met die van Lagrange (603) 
Ten eerste hebben we de volge·nde 
Stelling 8010 De formules van Grunert en Lagrange van dezelfde orde 
en op dezelfde basispunten zijn mathematisch equivalent. 
* * M.a.w. als fG en r1 overeenstemmen inn verschillende basispunten 9 · 
dan zijn zij identiek. 
Bewijsg De Lagrange-coefficienten[ ~(x) z1Jn$ blijkens hun definitie 
J 
(6.2) polynomen van de graad n - 1 in x. Dus is f~(x) een polynoom 
van graad < n. (De graad kan kleiner dan n - 1 zijn, omdat termen 
van hoogste graad kunnen wegvallen/) Dus r;(x) en f~(x) zijn beide 
polynomen van graad < n, die inn verschillende punten met f overeen-
stemmen. Maar dan zijn zij identiek volgens stelling 7.4.(0ok volgt 
dit uit het feit dat det(V) ~ o.) 
Stelling 8.2. De formule van Lagran.ge van de orde n is exact voor1.po;Ly-
nomen van graad < n. M.a.w. als de gegeven functie f een polynoom 
van graad < n is 9 is het interpole~ende Lagrange-polynoom f~ identi~~ 
met t. 
1oepassing~ Kies voor f een polynoom van de graad o, dus een constante 
c # O. Voor deze f is Lagrange van de orde n > 0 dus exact en we 
· krijgen: 
n-1 p 
c = ·1 A ~(x) * Co 
j=O J 
Dus 11 na deling door c~ hebben we 
Stelling 8.3. De som der Lagrange-coefficienten van een zekere orde is 
gelijk aan 1 voor alle waarden van x. 




Voor- en nadelen 
De formules van Grunert en Lagrange ziJn wel mathematisch equivalent, 
maar numeriek niet. Ten eerste kunnen ten gevolge -~an afrondingsfouten 
de resultaten verschillen. Ten tweede verschillen de formules in het 
aantal benodigde uit te voeren operaties. Wat dit betreft is Grunert 
het meest economisch, als de (door interpolatie benaderde) waarde 
wordt gevraagd van een vaste gegeven functie f voor verscheidene argu-
menten. De coefficienten a. hangen iinmers wel van f af, maar niet van 
J 
x. Ze hoeven dus maar eens voor al te worden uitgerekend en voor elk 
argument wordt een geinterpoleerde waarde gevonden met n vermenigvuldi-
gingen en optellingen. Een belangrijke toepassing zijn de standaard-
functies (zie Algol-rapport 3.2.4), die in een Algol-systeem vaak door 
een polynoom-interpolatie in Grunert's vorm worden benaderd • 
Aan de andere kant is Lagrange economischer, als voor een vast argument 
de benaderde waarde wordt gevraagd van verscheidene functies. De coeffi-
cienten [ ~(x) hangen immers niet van f af, en kunnen dus eens voor al 
J 
worden berekend voor de gewenste waarde van x. De geinterpoleerde waar-
de wordt verkregen als scalair product van de vector der Lagrange-coef-
ficienten in het punt x en de vector der functie-waarden in de overeen-
komstige basispunten. 
Het aantal operaties is dus wederom n vermenigvuldigingen en optel-
lingen._De formule van Lagrange wordt, zeals we zullen zien, vaak toe-
gepast. Belangrijk is nog de volgende 
Stelling 8.4. De Lagrange-coefficienten zijn invariant bij lineaire 
transforr.iatie. D.w.z. als de basispunten x. en het punt x warden 
1 
vervangen door 
x! =a+ x.b en x 9 =a+ xb 
1 1 
dan peldt f~(x')(op de basispunten xi) =f~(x)(op de basispunten xi). 
Bewijs: Dit blijkt onmiddellijk uit de definitie (6.2) 
Immers x' - x! = b(x - x.). Dus in (6.2) worden teller en noemer met 
1 1 




9. Formule van Lagrange op equidistante basispunten 
In de praktijk van het handrekenen (met behu~p van een tafelreken-
machine) werken we vaak met functies, gegeven in een tabel. De argu-
menten zijn dan heel vaak equidistan~: 
1 = k(1)1o 
Ik laat expres i niet van O tot n - 1$ maar van k tot 1 lopen (de orde 
is dus n = 1 - k + 1), om wat meer vrijh~id te hebben. In de algemene 
formule (6.3) mag de volgo~de (numme~ing) der basispunten willekeurig 
gekozen worden, de punten hoeven niet naar grootte geordend te zijn. 
In het equidistante geval evenwel wordt de volgorde der basispunten 
_altijd vastgelegd door fcrmule (9.1) en daarom willen we graag wat 
vrijheid terugkrijgen door als begin-index i.p.v. 0 de kiesbare waarde 
k te nemen. 
Op het argument x passen we dezelfde lineaire transformatie toe: 
X = X + ph'o . 0 
Vervangen we in formule (602) overal x. door i en x door p 9 dan blijven 1 
volgens stelling 8.4 de Lagrange-coefficienten invariant. Zo hebben we 
voor het geval van equidistante basispunten (i.p.v. [ schrijven we nu L): 
... ,(;p-k) 
- (i-k) 
O O 0 
0 0 0 
(i = k(1)1) 
(p_-i+2)(p-i+1) * (p-i-1)(p-i-2) 
* 2 * 1 -1 #" · -2 * 
= (p - k) * (1 - p) 
i k 1 - i • 
We hebben dus voor het equidistante geval: 
0 0 0 
0 0 0 
1'l;(p) 





waarbij 1 = k + n - 1o 
Deze formules zijn (wegens stelling 8.4) onafhankelijk van het tabel-
interval hen van de keuze van het nulpunt x
0
o We kunnen dus voor x0 
elk getabelleer~ argument kiezen. 
Toepassingo Zij gegeven een equidistante tabel van een functie f. We 
# . 
willen voor een zeker argument x de functie-waarde f (x) berekenen 
met Lagrange-interpolatie van de orde n. {Hoe de orde·n gekozen wordt 
in verband met de gewenste preciesie, zal later ter sprake komen.) 
Als x
0 
kiezen we een van de dichtstbij x gelegen getabelleerde argu-
menten. De interpolatie fractie pis dan 
p = (x - x
0
) / h 9 





Als x0 het meest nabije tabel-argument is, geldt dus IPI ~ 1/2. 
De basispunten kiezen we aan weerskanten van x zo dichtbij mogelijk. 
M.a.w. we kiezen beginindex ken eindindex 1 als volgt: 
als het aantal punten n oneven is: k = -(n-1) / 2, 1 = +(n-1) / 2; 
als n even is k = -(n/2-1) , 1 = + n/2. 
In het eerste geval hebben we symmetrie random p = 0 9 dus 
L2k+1( ) _ 12k+1{ ) . p - . -p O • 
1 -1 
In het tweede geval hebben we symmetrie random p = 1/2, dus 
2k 2k 
L. (p) = L
1 
. ( 1 - p). 
· 1 -1 
De Lagrange-coefficienten voor het equidistante geval zijn,uitvoerig 
getabelleerd in Nat. Buro Standi Tables of Lagrangian interpolation 
coefficients [6]. Vanwege de bovengenoemde symmetrie-relaties 9 kan men 
volstaan met p-waarden voldoende aan O ~ p ~ 1/20 
Opmerking. Denk er om 9 dat bij afronding van Lagrange-coefficienten, l 
men zodanig moet afronden 9 dat hun som gelijk aan 1 blijft. 
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Opgaven 
31) Bewijs de formule: nf x[ ~n) (x) = Oo 
j=O J 
32) a) Bereken de Lagrange-coefficienten [~(x) als de basispunten 
J. 
zijn: -2, -1 9 1 9 2. 
Bereken vervolgens deze coefficienten voor x = 0 en x = 3/20 
. # 
p) Bereken het interpolerend polynoom r1 (x) van graad < 4 dat in 
de basispunten respectievelijk de volgende waarden heeft: 
-5 » -1 ' 1 9 11 0 
33) a) Bereken door middel van 4-punts Lagrange-interpolatie de waar-
* den f (x) voor x·= 1.13, 1015, 1o17i 1.19 als van f de volgende 
ta.bel is gegeven: 




1o 1972 0 17903 
b) Bereken vervolgensi uit de zo verkregen equidistante tabel en 
met gebruik van een tabel van L~grange-coeff~cienten de waar-
* den f (x) voor x = 1.16 (.001) 1017. 
34) Bereken de Laerange-coefficienten (voor het equidistante geval) . . 
L~(p), waarbij n = 2, 3 9 4~ 5 en p = 1/2 9 1/4, 3/4. J. 
Kies de grenzen van i zeals b·oven aangegeven {zie pag. 4!)) o 
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VIER PUNTS LAGRANGE COEFFICIENTEN 
p i = -1 i = 0 i = 1 i = 2 
.00 - .0000000 +1.0000000 + .0000000 - .0000000 1.00 
.01 - .0032835 + .9949005 + .0100495 - .0016665 .~9 
.02 - .0064680 + .9896040 + .0201960 - .0033320 .98 
• 03 - .0095545 + .9841135 + .0304365 - .0049955 .97 
.04 - .0125440 + .9784320 + .0407680 - .0066560 .96 
.05 - .0154375 + .9725625 + • 0511875 .- .0083125 .95 
.06 - .0182360 + .9665080 + .0616920 - .0099640 .94 
.07 - .0209405 .+ • 9602715 + .0722785 - .0116095 • 93 
.08 - .0235520 + .9538560 + .0829440 - .0132480 • 92 
.09 - .0260715 + .9472645 + .0936855 - .0148785 • 91 
.10 - .0285000 + .9405000 + .1045000 - .0165000 • 90 
.11 - .0308385 + ,9335655 + .1153845 - .0181115 • 89 
.12 - .0330880 + .9264640 + .1263360 - .0197120 .88 
.13 - .0352495 + .9191985 + .1.373515 - .0213005 0 87 
.14 - .0373240 + .9117720 + .1484280 - .0228760 • 86 
.15 - .0393125 + .9041875 ·+ .1595625 - .0244375 .85 
.16 - .0412160 + .8964480 + .1707520 - .0259840 • 84 
.17 - .0430355 + .8885565 + -.1819935 - .0275145 • 83 
.18 - .0447720 + .8805160 + .1932840 - .0290280 • 82 
.19 - .0464265 + .8723295 + .2046205 - .0305235 • 81 
.20 - .0480000 + .8640000 + .2160000 - .0320000 • 8.0 
.21 - .0494935 + .8555305 + .2274195 - .0334565 .79 
.22 .0509080 + • 8469240 + .2388760 .0348920 .78 
• 23 - .0522445 + .8381835 + .2503665 - .0363055 .77 
.24 - .0535040 + .8293120 + .2618880 - .0376960 .76 
.25 - .0546875 + .8203125 + .2734375 - .0390625 .75 
.26 - .0557960 + .8111880 + .2850120 - .0404040 .74 
• 27 - .0568305 + .8019415 + .2966085 - .0417195 .73 
.28 - .0577920 + .7925760 + .3082240 - .0430080 .72 
.29 - .0586815 + .7830945 + .3198555 - .0442685 .71 
.30 - .0595000 + .7735000 + .3315000 - .0455000 .70 
.31 - .0602485 + .7637955 + .3431545 - .0467015 .69 
.32 - .0609280 + .7539840 + .3548160 - .0478720 .68 
.33 - .0615395 + .7440685 + .3664815 - .0490105 .67 
.34 - .0620840 + • '1340520 + .3781480 - .0501160 .66 
.35 - .0625625 + .7239375 + .3898125 - • 0511875 .65 
.36 - .0629760 + .7137280 + .4014720 - .0522240 .64 
.37 - .0633255 + .7034265 + .4131235 - .0532245· .63 
.38 - •. 0636120 + .6930360 + .4247640 - .0541880 .62 
.39 - .0638365 + .6825595 + .4363905 - .0551135 .• 61 
.40 - .0640000 + .6720000 + .4480000 - .0560000 .60 
.41 - .0641035 + .6613605 + .4595895 - .0568465 .59 
.42 - .0641480 + .6506440 + • 4711560 - .0576520 .58 
.43 - .0641345 + .6398535 + .4826965 - .0584155 • 57 
.44 - .0640640 + • 6289920 + .4942080 - .0591360 .56 
.45 - .0639375 + .6180625 + .5056875 .0598125 .55 
;46 ., - .0637560 + • 6070680 + .5171320 - .0604440 ~54 
.47 - .0635205 + .5960115 + .5285385 - . 0610295 .53 
.48 - .0632320 + .5848960 + .5399040 - .0615680 • 52 
.49 - .0628915 + .5737245 + .5512255 - .0620585 • 51 
.50 - .0625000 + .5625000 + .5625000 - .0625000 .50 
i = 2 i ~ 1 i = 0 i = -1 p 
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Programma ter berekening van 4-punts , Lagrange 
coefficienten voor index i:= -1,0,1,2 en voor 
interpoleer-fractie p:= 0 step • 01 ~ • 50; 
real Pslminl,10,11,12,sum ; 
procedure out (k,x) ; value k; integer k; ~ x; 
~gin !t_ k = 1 then PUNLCR else 
btgin PUSPACE(l); PUSPACE(l); PUSPACE(l) ~ ; 
i k < 2 then ABSFIXP(l,2,x) else FIXP(l,k,x) _ 
end out ; - - · · -. · 
procedure outtext (s), string_ s; · _ 
begin PUNLCR; PUNLCR; PUTEXTl _(s); PUNLCR ~ outtext; 
outtext( 
outtext( 
VIER PUNTS LAGRANGE COEFFICIENTEN*); 
i = -1 i = 0 i = 1 i = 2:j.); 
for p:= 0 ster . 01 ~ • 505 ~ . 
begin out(l,p ; 
end; 
outtext( 
lminl:= -p x (1-p) x (2-p)/6; out(7 ,lminl);_ 
10 := (p+l) x (1-p) X (2-p)/2; out(7,10 ); 
11 := (p+l) >< p x (2-p)/2; out(7 ,11 . ); 
12 := (p+l) >< p x (p-1)/6; out(7,12 ), . 
sum := lminl + 10 + 11 + 12 ; 
if abs(sum - 1) > 10 -8 then' 
£_eftin out(12,sum); go to end ~ ; 
out 2,1-p) 
i = 2 i = 1 i = 0 i = -1 
•. 
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· 100 Interpolatie-formule van Newton 
We zoeken nu een formule 9 waarbij we van orde n op orde n+1 kunnen 
overgaan 9 door toevoeging van een betrekkelijk eenvoudige termo Wij 
nemen aan dat deze term een veelvoud is van den-de basis:functie Gn' 
zodat we krijgeni 
# . # 
f +
1
(x) = f (x) + a G (x)o n n n· n 
Hierin is f# een polynoom van graad < n overeenstemmend met fin de 
n 
punten xi• i = 0(1)n - 1, en r:+i is een polynoom van graad ~ n die 
met f overeenstemt in de bovengenoemde x. en bovendien in een nieuw 
J. 
punt X o n 
•Hieruit volgt 9 dat G een polynoom van graad ~ n is en nul is in n 
xi9 i = 0 ( l) n - 1 o Dus 
(x - x 1) = c 'IT (x), n- n 
waarbij c een constante iso Omdat we ook de constante coefficient an 
hebb~n 9 kunnen we rustig stellen c = 1o 
Zo krijgen weals definitie voor de basisfuncties: 
j-1 
(10.1) G.(x)='IT.(x)= rr (x-~) 9 j=0(1)n-1, 
J J k=O 
en als interpolerend polynoomi 
* f (x) = 
n-1 
l a. 'IT.(x}o 
j=O J J 





a. 'IT.(x.) = f(x.) 9 i = 0(1)n - 1o J J J. J. 
Omdat M .. = 'IT.(x.) = Q als i < j, heeft dit stelsel de driehoeksvorm 
J.J J J. 
en is dus eenvoudig_oplosbaaro De determinant van het stelsei is gelijk 





det{M) = ~0(x0 ) ~1(x1) 000 ~n_1(xn_1) = det(V) ~ 0 (vglo pago 31)o 













+ a1(x2 - x0) + a2(x2 - x0)(x2 - x1) 








De 0-de vergelijking levert direct a0 o We trekken deze vergelijking 
van de andere af en delen door x. - x0o De zo ontstaande rechterleden . J. 




Het stelsel vergelijkingen komt er dan als volgt uit te zien: 






= f [x0 , x;J 
a 1 + a2(xn_1 - x1 ) + ooo + an_ 1(xn_1 - x1) ooo (xn_1 - xn_2) = f [x09 xn_11o 
De eerste vergelijking levert direct a
1 
en trekken we weer af van de 
andere vergelijkingeni waarna we door xi - x
1 
deleno De ontstaande 
rechterleden heten tweede gedeelde differenties en noteren weals volgt: 




De k-de gedeelde differentie wordt recurrent gedefinieerd voor de opeen-
volgende waarden van k als volgt: 
= 
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f [_x09 0ooi ~-29 xJ - f [x09 000 11 xk_29 ~-1] 
xi - ~-1 
Dan geldt voor de coefficienten a. 
J 
van het stelsel (10o2): 
aj = f [x09 o o Qt X .] o J 
* Het interpolerend polynoom f krijgt ~an de vorm: 
0 
O O O 9 
ooo (x-x 2}o n-
Dit is de interpolatie-formule van Newton van de orde n (en rang n}o 
De coefficienten f [x
0
, 000 9 xj] heten Newton-coefficienten. 
Evenals bij de expliciete polynoom-vorm van Grunertz kunnen we bezuinigen 
op het aantal bewerkingen» door (10o5) als volgt te ~chrijven: 
o o o ( X - X 2 ) f [x0 ll o o o t X ~J ) o o o ) ) o n- n-, 
De k-de gedeelde differenties kunnen we definieren en berekenen op elk 
(k+1)-tal verschillende basispunteno Hierbij geldt dan de volgende prettige 
Stelling 1001: De waarde van een k-de differentie hangt niet af van de volg-
orde der basispunten 9 die erin voorkomeno M0aDwo zij (i0, 000 9 ij) een 
permutatie van de indices (0 9 000, j) 9 dan geldt: 
f [x0 11 _ o o o 9 X ~J : f [x. 9 0 o o ~ X, j o . J 10 ij 
Bewi,js: Beschouw Newton 9 s formule van de orde j+1 op de basispunten 
x09 ooo» Xjo Hierin is f [x011 000 9 xj] de coefficient van Xjo Aangezien 
het polynoom r* uniek bepaald is door de basispunten geeft permutatie 
v~n de basispunte~ geen veranderingg waaruit meteen de stelling volgto 





successievelijk voor elke k te berekenen de k-de differenties 
f [x., o o • , xi +k] o De te berekenen getallen kunnen weals volgt 
1 
in een schema zettem 
XO r[xo1 
f Cxo, x,J 
x, r[x1] f [xo, x,i x~ 
f [x1 9 x2]. f [x0 , x19 x2 , x31 -· 
x2 r[x21 f [x,s x21) x31 
f [x2~ x31 
X 3 r[x3] 
Voorbeeld 
f(x) 3 X = X 
0 0 
1 
1 1 4 
13 1 
3 27 10 0 
63 1 0 
-6 216 16 0 0 
127 l 0 
7 343 24 0 
247 1 
11 1331 30· 
397 
12 1728 
Newton's formule van de orde n is exact voor polynomen van graad < no 
Dienteng~volge zijn de·k-de gedeelde differenties van een polynoom van 
graad k constant en alle hogere gedeelde differenties Oo Men kan deze 
eigenschap gebruiken, om een polynoom voor verscheidene ar~umenten te 
berekeneno 
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Vergeliiking Newton met Grunert en Lagrange 
Nevrton 9 s formule van de orde n levert 9 evenals Grunert en Lagrangei 
een polynoom van graad kleiner dan no Omdat overeenstemming met een 
gegeven functie op n verschillende basispunten een polynoom van graad 
kleiner dan n uniek bepaalt, hebben we blijkbaar 
Stelling (10o2)g De formule van Newton is mathematisch equivalent 
met die van Grunert en Lagrange,·mits van dezelfde orde en genomen 
op dezelfde basispunteno 
Newton's formule munt niet uit in zuinigheid van het aantal bewerkingeno 
Zij heeft evenwel het voordeel 9 dat men gemakkelijk een basispunt kan 
toevoegen en een formule van orde een hoger kan krijgeno Immers 9 
* * . als fn en fn+, de interpolerende .Polynomen zijn van de orde n respectie-
velijk n+1, dan geldt (vglo pago 49 en (10o5)): 




.De grootte van de toegevoegde term kan een idee geven van de bereikte 
preciesieo Newtonis formule zullen we dan ook gebruiken voor de be-
schouwing van de resttermo 
Errata 
De paginavs 33 en 34 ontbrekeno 
Pagina 46) opgave 31 meet luiden: 
n-, l 
Bewijs de formule: l x. ~ (x) = 








35) Doe opgave 26 met Lagrange interpolatie en vergelijk de resultateno 
36) Bereken r*(7) uit de opgaven 28 en 29 met Lagrange 9 s formule en 
vergelijk de resultateno 
37) Bewijs direct uit definitie (10o3)g 
f [x
0
, x1 ~ x;J = f [x29 x0 , x1] o 
38) Bewijs de formuleg 
!i X - XO . ( X . - XO)( X - x1 ) . . ( X - XO) 0 •• ( X - xn-2) 
. <Lg .(x) = 1 + XO - x, +(xo - x,Hxo·- x2) + OQO + (xo - x,)ou(xo - xn_,> a 
Aanwijzing: Pas Ne~on°s formule toe_ op l~ (x)j ~ijnde een polynoom 
van graad < n, dat 1 is in x0 en O is in de andere basispunten. 
39) Zij gegeven het volgende stuk tabel van de Gamma-functie: 
X r(x) 
1.950 0097988 06513 
1.955 0098180 15524 
1 Q960 0.98374 25404 
1o965 0098570 36664 
10970 0098768 49838 
10975 0.98968 65462 
1.980 0099170 84087 
10985 0.99375 06274 
10990 0099581 32598 Bereken benaderde waarden 
10995 0099789 63643 van r(x) met 4-punts Lagrange 
VOOr X = 1_o956ll 1 o9622i 
2.000 1.00000 00000 1.9725 en 1.9806250 ,, 
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110 De restterm 
We hebben nu drie vormen van polynoom-interpolatie beschouwd, die~ 
zeals we zagen, mathematisch equivalent zijn. Als de functie f een 
polynoom van graad < n is, zijn de interpolatie-formules van orde n 
exact. Voor andere functies geldt dat natuurlijk niet en we zullen 
dus moeten nagaan welke fout wordt gemaakt 9 als f door een benaderend 
* polynoom f vervangen wordto De correctie-term, die nodig is om 
* het n-de orde interpolatie-polynoom f tot f te corrigeren, noemen 
n 
we de restterm R (x), dusi 
n 
(11c1) * f(x) = f (x) + R (x)o 
n n 
Omftat de formules van Grunert, Lagrange en Newton voor dezelfde orde 
en basispunte!l mathematis.ch gesproken equivalent zijn, hebben zij alle 
drie dezelfde restterm; Voor het onderzoeken van de restterm gaan we 
ui t van Newton vs formule ll omdat zij voor di t doel het handigst is o 
In formule (10c7) vervangen we x door Xe MoaoWc aan de basispunten 
n 
x. (i = 0(1)n - 1) voegen we toe het basispunt Xo Vanwege de exacte 
l . •X- . 
overeenstemming in x geldt dan~ f 1(x) = f(x) en (10.7) gaat over in n+ 
(x - X 1). n-
Vergelijking met (11.1) levert onmiddellijk 
(11.2) 
In de gedeelde differentie komt f(x) voori zodat we hiermee niet veel 
verder komen. We kunnen echter een nuttige bovengrens voor R geven, als n 
we weten~ dat de functie f voldoende vaak differentieerbaar is in een 
interval~ dat alle basispunten en het punt x bevato 
We hebben nl. de volgende 
Stelling 1103: Zij a het minimum en b het maximum van x en de basis-
punten x., i = 0(1)n - 1o Zij verder de functie f minstens n maal 
1 
differentieeerbaar in het interval [a 9 b]o Dan geldt voor de restterm 
van den-de orde interpolatie op deze basispunteng 
t 
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waarbij ~ een of ander getal tussen a en bis. 
Bewijs 
Als x samenvalt met een der basispunten xi' i = 0(1)n - 1, is de 
stelling onmiddellijk duidelijko Dan geldt immers R (x) = ~ (x) = 0 
n n 
en elke ~ tussen a en b voldoet. Nu het geval x = x0 , ooo, xn_1o 
We voegen een extra basispunt x toe en krijgen dan de (n + 1)-n 
punts formuleg 
# 
Hierbij is f gebaseerd op de punten x. 9 i = 0(1)n - 1 en de tweede n J. . 
term zorgt voor de toevoeging van het basispunt x (vgl. 10.7 en 11o1)o 
n 
Blijkbaar geldt: R + 1(x) = 0 voor x = x. 9 i = 0(1}n 9 m.a.wo R 1 n l ~ 
heeft n + 1 nulpunteno Dus heeft de afgeleide functie R' 19 volgens n+ 
de stelling van Rolle, n nulpunten (die elk netjes tussen twee opeen-
volgende nulpunten van R • 1 liggen)o n+ 
Het argument herhalende vinden we tenslotteg 
De n-qe afgeleide·R~~~ heeft een nulpunt ~ voldoende aan 
min(xo9 ooos X) < ~ < max(xo, ooo, X )o Dus • n n 
# 
Omdat f een polynoom van graad < n is 9 is zijn n-de afgeleide iden-n 
tiek Oo Omdat ~ (x) een polynoom van graad n is met xn-coefficient 1 9 n 
is zijn n-de afgeleide constant en wel gelijk aan n&.·uit een en 
ander volgti 
0 
Nu vervangen we x door x (dit mag want x ~ x. 9 i = 0(1)n - 1) eL n l. 
vermenigvuldigen met~ (x)o 
n 
57 
Wegens.(11a2) krijgen we dang 
f(n) ( E;) 'IT {x) 
R (x) = f [x09 •• o 9 x 1 r. x] 'IT {x) = .., n n · n- n ng 
waarbij nu E; voldoet aan: a< E; < bo q.e.do 
Toepassingen 
Deze formule voor de restterm• is zeer geschikt voor het vinden van 
een bovengrens van de interpolatie-fout. Het enige 11 dat we hiertoe 
van f moeten weten$ is een bovengrens voor zijn n-de afgeleide in 
het beschouwde interval. 
Voorbeeld 1. Zij gegeven een tabel van sin x voor x = 0(0.2)2 
(in radialen). Welke nauwkeurigheid is bereikbaar·vo6r willekeurig· 
argument met 4-punts interpolatie? 
Het tabelinterval his gelijk aan 0.2. Neem als basispunten de 4_ 
dichtsbijzijnde 9 die we nummeren i = -1s 09 1, 2 en voldoen aan 
xi= x0 + ih (vgl. sectie 9). Dan ligt x tussen x0 en x1 (behalve 
misschien aan de uiteinden der tabel) •. 
Als we definieren 
. .. 4 
p = {x - x0~/h, geldt: '1T4{x) = (p + 1)p(p - 1)(p - 2) h. 
Voor p_tussen Oen 1 bereikt 1'1T4(x)j zijn maximum voor p = ½ 
(afgeleide = o), zodat voor x0 ~ x ~ x1 geldt: 
I ( )I < 9 h4 9 4 'IT4 X - lb = 10 - 0 
d~ 
Omdat -:-,r sin (x) = sin (x) 9 wat in absolute waarde hoogstens 1 is, 
dx 
hebben we dus 
m.a.w. de bereikbare precisie is 3 decimalen. 
58 
Voorbeeld 2o Hoe fijn meet ln x getabelleerd worden·voor 1 ~ x ~ 10 
om te bereiken, dat lineaire interpolatie een precisie van 6 deci-
malen levert? 
De lllaximale toegestane fout is dus 0510 -6~ moaowo de eis luidt: 
Nu geldt:. lir2(x)I ~ h
2/4 en lr"(e;)I 
1 h
2 
= l... < 111 dus het tabelint·erva.l h E;2 -
meet voldoen aan: TI* 4 ~ 05 10 -6 of h
2 ~ 410 -6, dus h ~- .0020 
120 Interpolatieformule van Aitken 
Deze formule bestaat uit een herhaa.ld toepassen van lineaire inter-
polatieo Schrijven we deze in Lagrange-vorm 9 dan hebben we: 
Omdat hier de basispunten x0 en x1 gebruikt zijn 9 noemen we dit y01 • 
Om in de stijl te blijven noemen we de functiewaarden f(x.) nu y.o 
l. l. 
We schrijven de formule nu in determinantvorm: 
Yo X - X 
1 
0 . 
Yo1 = 0 x, = X 0 
Y1 x1 - X 
En algemener: 
o o o a 
i + k 
X • ... X 
l. 
Men moet hierbij wel in het oog houden, dat yi 9 000 11 i + k voor 
0 
k > 0 van x afqangto Het blijkt een polynoom in x te zijn van graad 
~ ~ 3 dat in de k + 1 punten xi 9 xi+t• ••ot ~ met f overeenstemto 
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De interpolatie-fo:rmule is dus mathematisch equivalent met de reeds 
besproken polynoom interpolaties van de orde k + 1o Op de basispunten 
x
0
• ooos xn_1 krijgen we dus 
o e o 5 n -
+ R (x)o 
1 n 
De formule wordt als volgt gebruikt. Laat de functie f door een tabel 
gegeven zijno Kies teikens als nieuw basispunt een dicht bij x gelegen 
tabel-argument. De argumenten worden hier niet volgens grootte, maar 
in volgorde van keuze genummerdo 
De achtereenvolgens ber_ekende y-waarden worc1en als volgt opgeschreven: 
XO XO - X ro 
Yo1 
.x, x, - X r, Yo12 
Y12 Yo123 
X2 x2 -x f2 Y123 
Y13 
x3 X - X 3 f3 
.Aitken's formule schijnt voordelig te zijn al~ we voor een enkele 
waarde van x willen interpoleren met de hand (en ta.felmacp.ine)o De 
y-waarden gaan namelijk in steeds meer cijfers overeenstemmen, die we 
niet telkens hoeven neer te schrijveno De mate van overeenstemming 
geeft een idee van de bereikte precisieo 
Willen we evenwel voor verscheidene waarden van x interpoleren (en 
tevens een idee van de bereikte precisie krijgen), dan kunnen we beter 
het gedeelde differentie-schema opbouwen en Newton toepassen. Kennen 
we de precisie reeds (b.v. uit resttermbeschouwing of tabel-gegevens) 
dan is de snelste formule hetzij Grunertvs_vorm (mits het aantal 
x-waarden groot is) hetzij in het equidistante geval Lagrange, mits. 
we _de Lagrange-coelt'ficienten.uit een tabel halen. 
I 
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Na deze snelheids=overwegingen neg het volgende 
Voor,beeld van Aitken=interpolatieo 
Gevraagd in onderstaande tabel f(21) te bepaleno (De'argumenten zijn 
alvast volgens keuze gerangschikt) ~ 
x. x. = X f. 
J. J. J. 
19 .. 2 33312 
36860 
23 2 40408 36854 
--833 36855 
28 7 49345 ___ 52 ____ 5 
__ 928 ____ 4 ----5 
13 - 8 22738 0 __ 41 
____ 4 
--990 -- __ 5 
33 12 58367 ___ 82 
37071 
7 -14 12225 
Resultaat f(21) ~ 368550 
Jnverse interpolatie 
Hieronder verstaat men het zoeken van een benaderde argument-waarde 9 
waarvoor de functie een bepaalde waarde aanneemto Dit kan men doen met 
een der bovengenoemde interpolatie-formu.les 11 door de :rollen van 
functie-waarden en argumenten te verwisselenoZij een functie fin een 
tabel gegeveno Gewone interpolatie bestaat uit het berekenen van 
benaderde waarden y = f(x) 11 inverse interpoJ.atie uit het berekenen 
-1 ( ) . . . . -1 · van x = f y II mo·aoWo iriterpolatie van de inverse functie f' • 
Hier is echter een wo.arschuwing op zijn plaatso Weet men dat een 
getabelleerde functie·f voldoende nauwkeurig interpoleerbaar is, 
dan geeft dit geen garantiei dat dit oak geldt voor de inverse functie 
-1 . 
f o Zelfs een hogere orde formule geeft niet altijd een bevredigende 
inverse interpolatieo ,, 
Voorbeeld 






Gevraagd x zodat f(x) = 20. 
Vonn de Lagrange-coefficienten: 
6i 
05(20) ~ (20 - 1)(20 - 8)(20 - 27)(20 - 64) _ 5 07986 J\ o · - ( o - 1 ) ( o - 8) ( o - 27) ( o - 64) - 0 
r ~(20) = {2~ : gH 2~ : ~~i 2~ : ~iH 2~ : ~t~ = -6.44689 
(20 - 0)(20 - 1)(20 - 27)(20 - 64) =--------------.----= ( 8 - O)( 8 - 1)( 8 - 27){ 8 - 64) 1.96429 
p 5( 2o) _ (20 - 0)(20 - 1)(20 - 8)(20 - 64) = 0•4;0656 ~ 3 - - (27 - 0)(27 - 1)(27 - 8)(27 - 64) 
t·~{20) = fgfl: gjig~: ~~tg4: ~~tgfi: ~~~ = -0.00382 0 
Somcontrole geeft 1.00000 en de benaderde waarde yan xis 
X ~ f-;*{20) = ! ~(20) ~ 0 + f ~(20) * 1 + f ~{20) * 2 + !;(20) * 3 + 
+ l ~ < 20 > * 4 = _, • 31 39 
in plaats van x = \,¾a= 2.7144. 
De fout is aanzienlijk. Dit komt doordat de inverse functie x = \)'-:; 
zich in de buurt van y = 0 allerminst als een polynoom gedraagt. 
De eerste afge~eide is reeds oneindig voor y = o. 
Een belangrijk bijzonder geval van· inverse interpolatie is het 
zoeken van een argument x, waarvoor· f(x) = o, m.a.w. het bepalen van 





t ."·fis'ii -'?:-Go''n, ' Yolf 1' /±1 • ~·e ff fl rt ffd 
Opgaven 
40) Zij gegeven een tabel van een :f'unctie fin twee arrays Pen Q zodanig 9 
dat voor i = 0(1)N - 1 de bij het ar~ent P[i] horende functie-
waarde QLj) is. 
a) Schrijf een Algol-procedure, die het volledige schema van gedeelde 
differenties uitrekent en in een 2-dimensionaal array afleverto 
b) Schrijf een Algol-procedure, die uit dit array der gedeelde diffe-
renties de Newton-coefficienten licht en in een 1-dimensionaal 
array A [o g N - 1] plaatst o 
c) Schrijf een functie procedurej die voor elk gegeven argument x 
* . 
en orde n (n < N) de geinterpoleerde waarde f (x) berekent met = . n . 
N;ewton vs formule en gebruik makend van de in A staande coeffid,.enteno. 
d) Schrijf vervolgens een blok, waarin (na de nodige voorbereidi~gs-
aanroepPn van de procedures uit a en b) voor n = 5 en 6 warden 
* berekend de waarden f (x)s waarbij x = 0(o1}1c5o 
n 
Laat de resultaten afleveren in twee passende 1-dimensionale arrays. 








Bereken een volledig schema van gedeelde differenties en daarna · 
f(1) en f(8) met Newton 9 s interpolatie-formuleo 
Zoek vervolgens het polynoom van laagste graad, dat met f(x) in de 
gegeven punten overeenstemt 9 en schrijf dit expliciet uit (in 
Grunert 9 s vorm). 
42) Bewijs dat de restterm horende bij iineai~e interpolatie geb~-
seerd op de punten x0 en x1 met x0 ~ x ~ x1 in absolute waarde 
hoogstens is~ M(x1 - x0)
2 
9 waarbij M = maximum van lr"(x)I ·in 
~et interval [x0 9 x1] • 
· Geldt dit resultaat ook voor extrapolatie• d.w.z. ·voor x buiten 
het interval [x0 , x1]? 
43) Zij gegeven een tabel van exp(x) voor x = .50(.01)1.00. 
Welke precisie kan worden bereikt 
a) met lineaire interpolatie, 
b) met 3-punts interpolatie, 
c) met 4-punts interpolatie? 
44) a) Hoe fijn moet de functie 1010g (x) voor 1 ~ x ~.10 getabel-
leerd worden, opdat zij in 5 decimalen nauwkeurig lineair 
interpoleerbaar is? 
b) Dezelfde vraag·voor de functie sin (~Bo) (dat·is sinus met 
argument in graden) en-·o .< ·x·,< 45 • 
. -··· -
45) Bewijs dat de 3-punts Aitken-formule voor y012 inderdaad in x09 
x1 en x2 exact met de functie f overeenstemt. 
46) Bereken met behulp van Aitken interpolatie f(16). uit de tabel 
gegeven in het voorbeeld aan het eind van sectie 12. 
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140 Samenvallende basispunt~ 
Tot nu toe werd steeds verondersteldi dat de basispunten verschillend 
zijno Dit is nodig, om te zorgen da.t de op te lossen lines.ire stelsels 
een determinant~ 0 en een unieke 9plossing bezitteno 
We kunnen echter nagaan, water met de interpolatieformules gebeurt 
bij iimiet-overgang naar een situatie1> waa.r somm.ige basispunten komen 
samen te valleno Doet men dit uitgaande van de form.uie van Lagrange, 
dan ontstaat de interpolatie=formule van Lagrange-Hermite, waarop we 
later hopen terug te komeno Eenvoudiger is het uit te gaan van Newton°s 
formuleo We gaan eerst na welk effect limietovergang heeft op de ge-
deelde differentieso Voor de eerste gedeelde differentie geldt~ volgens 
de definitie van de afgeleide 9 mits deze bestaat in x. g l. 
f( X •. 
1
) - f(x.) , .. f [x. ~ xi+1J lim 1-?- J. = f~ (x.) -J.In = 0 
xi+1·"'.Xi 
J. xi+1 - x. l. xi+1-+xi l. 
Voor de k-de gedeelde differentie geldti mits de k-de afgeleide be-
staat (vglo het bewijs van stelling 11o3)g 
Als nu xi+1i ooo, xi+k allemaal tot xi nadereni geldt dus, mits de k-de 
~£geleide van f bestaat in een omgeving van x. en continu is in x.g 
l. l. 
lim 
0 0 0 9 
0005). xi) = 
(k) .. +1 ,(x.) 
:, J. 
Daarom definieren we voor de E,amenvallen,2-.e basispunten xi ll xi+i 9 o o o 11 
xi+k 9 mits f voldoende vaak continu differentieerbaar isg 
f(k) (x.) 
f r X. ~ X .. + ~ ~ 0 0 0 ~ X • .A.. 7 = def V J. 0 
-· i• 1 1¥ M J.,~ ko 
Met deze :formule kan nu ook in het geval Yan samenvalleude basispunten 
het gedeelde differentieschema warden opgebouwdo De basispunten warden 
zo genummerd, dat samenvallen>1,e punten steeds opeenvolgende indices 
krijgeno ~ij de opbouw van het schema passen we {14o1) toei als 
x. = x .. 1 = ooo = x.~k; zo niet, dan is x. ~ x.+k {volgens bovenge-i i? iT . i i 
noemde nummerings=afspraak) en pas
1
sen we ( 1003) toeo Na het gedeelde 
differentie-schema a.ldus opgebouwd te hebben, kunnen we voor gegeven 
x de Newton-formule (10o5) of (10a6) berekeneno 
Voorbeeldo 
· Gevraagd een polynoom van zo laag mogelijke grae.d te cons~rueren~ 
zodat 
f(O) =·rv(o) = 01) r11 {0) = 11) 
f( 1) = fO ( 1) = 1 ~ f" ( 1) = -5o 
Het gedeelde differentie-schema komt er als volgt uit te zieno 
X f(x) f [xp xi+11 
f [xi e xi+111 xi+2J 
0 0 
0 
0 0 o5 
0 o5 
0 0 ... 105 
1 -1 






D-u.s f(x) = 0 + 0 * x + 05 ~· x2 + o5 * x3 ... 1 o5 x3(x - 1) + 0 * x3 (x .. 1 )2 = 
= - ! x2 (3x2 - 4x ~ 1)o 
Lat en we alle basispunten samenvallen . (met x0) J dan gaat voor n maal continu 







aCn-1)( ) ( ) 
I XO ( )n-1 f n (~) 
. + (n - 1)& x - xo + n& (x - xo)n 9 
waa.rbij min (x0 ~ x) ~~~~ax (x0 ~ x)o 
Dit is de Taylor-ontwikkeling van fin het punt x0 met· restterm van 
Lagrange. 
Bijna sam.envallende basispunten. 
We veronderstellen nu dat alle basispunten en het punt x 9 waar we wil-
len interpoleren 9 bijna samenvalleni doWoZo dat het kleinste interval 
[a~ b]~ dat x en alle basispunten bevat 9 zo klein is 9 dat f(n)(x) op· 
dit interval nagenoeg constant iso Vergelijken we nu forpiule (10.7) 
met de formule uit stelling (11.3). Enerzijds levert toevoegfng van 
x een n-de Newton termi n 
{vglo het bewijs van stelling 11 o3) i. 
anderzijds is de correctie-term 
f(n)(~) 
R (x) = ---
2
- 1r {x) o n n& n 
7f ( x) 
n 
Als nu f(n)(x) in het relevante interval nagenoeg constant is 9 zijn 
deze twee termen dus bijna gelijko 
MoaoWo als alle basispunten en het punt x dicht genoeg bij elkaar 
liggeng dan is voor zekere n den-de Newton-term nagenoeg gelijk aan de 
correctie-term. 
Hierop berust het praktisch gebruik van de formules van Newton en 
Aitken. Bij interpolatie (maar ~ extrapolatie) in een voidoende 
fijne tabel geeft de laatste Newton-term (resp. de overeenstemming 
in de Aitken-waarden) een idee van de bereikte precisie. 
Opmerkingo 
Voor de keuze der basispunten zijn allerlei systemen te bedenkeno 
Bepaalde in zeker opzicht optimale keuzen (zeals boVo Chebyshev-
interpolatie) zullen we later behandeleno Thans gaan we aandacht 
schenken aan Newton interpolatie op equidistant gekozen basispunteno 
Opgaveno 
47) Zij gegeven de volgende tabel van de exponentiele functie 
X exp(x) 
.• o 1000000 









1 oO 2071828 
a) Welke precisie is bereikbaar met '4-punts polynoom-interpolatie? 
b) Bereken met 4-punts Lagrange benaderde waa.rden exp(x) voor 
x = o125g 025 9 0375 en controleer of de resultaten kloppen met de 
relatie exp{o375) = exp(o125) * exp(o25)o 
c) Eveneens voor x = o693i o694~ 0693147 (-R:; ln(2)) en ga na of het 
laatste resultaat voldoende met 2 overeenstemto 
68 
. . 
·48) Zij gegeven de volgende tabel van de gemodificeerde Besselfunctie 
20 














Het symbool ender de tabel betekenti dat lineaire interpolatie 
een precisie 410-4 levert en dat 4-punts Lagrange de volle tabel-
precisie {dus in dit geval 0510=6) leverto 
Bereken met 4-punts Lagrange f(x) voor x = 18.5, 19.1 9 19.25 9 
19o3p 19035 en voor x = 19073120 
15. Formula van Newton op equidistante basispunten 
Evenals in sectie 9 voor de equidistante Lagrange-interpolatie stealen 
we 9 als h de a.f'stand- tussen 2 opeenvolgende basispunten is: 
X = X + ph 0 
0 
We zullen ken l voorlopig weer vrij houden 9 waarbij natuurlijk de 
orde n gelijk is aan l-k+1o 
Bij de. equidistante Newton-formules treedt een kleine complicatie op, 
doordat we te maken hebben met twee ordeningen, nlo de natuurlijke 
volgorde en de volgorde van toevoegingo Blijkens (15.1) komt de index 
i overeen met de natuurlijke volgorde. 
De toevoeging laten we steeds starten met x0 en .op een of andere sys-
tematische wijze verder gaan. De verschillende gekozen toevoegings-
. volgorden leiden dan tot verschillende equidistante Newton-formulas. 
Kijken we nu naar de gedeelde differenties. De berekening hiervan 
vergt steeds een deling door een veelvoud van h. Omdat h constant is 
(en delen met de hand onplezierig) stellen we deze deling liever uit. 
In plaats van gedeelde differenties gebruiken we daarom in het equi-
distante geval steeds ditferenties. 
(15.3) Definitie voorwaartse differenties. 
eerste differentie: 
(Iets duidelijker zou zijn de notatie ·(6f). 9 maar deze l. 
haken worden gewoonlijk weggelaten.) 
tweede differentie: 
k~de differentie 
62ri = a.er 6ti+1 - 6fi = 
= fi+2 - 2~i+1 + fi 
k k-1 _ Ak-1f. 6 ri = aet 6 ri+1 - 0 1. 




Als duidelijk is welke functie bedoeld wordt, laat men ook vaak het 
k functie-symbool f weg en schrijft A. 9 A. i enzo J. J. 
Blijkbaar geldt nu: 
En voor de k=de dif'ferenties (k ~ O)· geldt: 
{15o5) 
Dit laatste bewijzen we door inductie naar ko Het geldt blijkbaar 
voor k = 0 en voor k = 1 (zie formule 15o4)o Nemen we nu aan dat 
formule (15a5) geldt voor k-1 9 dan hebben we voor k: 
waarmee de formule bewezen iso 
Nu gaan we een equidistante Newton-formule opstellen, waarbij de basis-
punten worden toegevoegd in de natuurlijke volgorde: 
x
0
1l x 1 9 • o o·I) xn_1 (dus k = O en l = n-1) o We hebben dan: 
irk ( x) = ( x i x
0
) • o o ( x - ~-
1 
) = p ( p .. ·1) H o ( p - k + 1 ) h k en · 
(1506) 
n-1 
= I 0 0 0 
k=O 
Definieren we de binomiaalcoefficient ( ~) voor k geheel !_ 0 en 
p willekeurig: 
Voor k = 0 hebben we te ma.ken met lege producten, die altijd 1 zijn, ,. 
zodat dus ( ~) = 1o 
71 
Als p geheel ~ 0 is kunnen we teller en noemer vermenigvuldigen met 
{p - k)g en krijgen we de compacte formule 
(15,8) 
Formule (1506) krijgt dan de gedaante · 
Dit is de --rTccr-~-aa:tse fo!"::'"<le ve.=:. rre-,.rtcn -van Ce c~~e n:; 
De resttem luidti oits f(n) bestaat; 
f(n) ( E;;) 
R (x) = Rn(x0 + ph) = v n (x) = n no n 
min (x0, x) <;~max (~n-ij x)o 
·Hier wordt duidelijk~ waarom deze·formule "van de orde n" heeta Als 
h naar nul gaat~ gaat de restterm evenredig met hn naar nul 9 moaaWo 
de restterm is van de orde hno 
Dit wordt wel genoteerd met het symbool 0: 
Rn(x0 + ph) = 
O(hn) 9 doWoZo lim 
Rn(x0 + ph) bestaat en is ongelijk 
h-+-0 hn aan Oo 
Evenzo duidt het symbool o aan, dat de limiet nul iso 
16. Functies 9 functionalen en operatoren 
In de inleiding hebben we gesproken over functies en in de eerste 
plaats vermeld functies met reeel argument en reele waardeo De verza-
meling van deze functies hebben we aangeduid met R-+- R, waarbij R de 
verzameling der reele getallen voorstelt. We gaan nu ook andere soor-
ten functies beschouweno 
72 
(16o1) Definitie: Een functionaal is een functie~ waarvan het argument 
tot de verzameling R + R behoort en de functie-waarde een reeel getal 
iso 
De· verzameling der functionalen duiden we aan met (R + R) + Ro 
Voorbeelden van functionalen: 




b(f) = Jb f(x) dx (of kortweg aangeduid met Jb f)o 
a a 
De functie f is argument en het reele getal Jb f(x) dx is waarde 
van de functionaal Ia
9
b. a 
2) de functionaal m gedefinieerd door: 
m(f} = max I f(x) Io 
x~O 
·Deze functionaal voegt aan iedere begrensde reele functie een 
reeel getal toeo 
3) de evaluator e (x vast) gedefinieerd door: 
X 
e (f} = f(x)o 
X 
Deze functionaal voegt aan iedere reele functie fp die x in zijn 
domeih heeft;1 het· reele getal f(x) toeo 
(16o2) Definitie: Een operator is een functie 9 waarvan argument en 
waarde beide tot de verza.meling R + R behoreno 
De verza.meling der operatoren duiden we aan met (R + R) + (R + R)o 
,Yoorbeelden van operatoren: 
1) de differentiatie-operator Di die aan·elke differentieerbare functie 
f toevoegt de afgeleide· functie ru 9 gedefinieerd door: 
DV ( ) _ d f(x) 
.1. X - dx o 
Notatie: rv = D(f) of ook Df en voor de waarde van f 9 in x: 
r 0(x) = d ~x) = (Df)(x)o 
2) de voorwaartse differentie operator 6, die~ bij gegeven h 9 aan een 
functie f toevoegt de functie 6f g gede_finieerd door: 
73 
(Af)(x) = f(x + h) - f(x)o 
Als index i de waarde in het punt x. aanduidt, hebben we 
l. 
( vgl a 1 5 • 3) : 
Af. = (Af). = f(x. ~ h) - f(x.) = fi·+, - f.o 
l. l. l. l. l. 
3) De schuif-operator E, gedefinieerd door: 
Ef(x) = f(x + h)~ dus Ef. = f. 1 o l. l. +"9 
16o3 Compositie en machten van operatoreno 
De compositie of het product van twee operatoren A en B wordt verkre-
gen door ze achter elkaar uit te voereng 
(.AB)(f) = def A(B(f))o 
Vaak laten we haken weg en schrijven .AB(f) of .ABf. 
Bij k gelijke operatoren spreken we van de k-de macht van een operator, 
die we gewoon met exponent k aanduiden: 
2 k 




Exponent nuli "nul keer de operator toepassen" 9 beduidt altijd de 
identieke 9perator I 9 die aa.n iedere f toevoegt f zelfo Dus 
A0 = Ii oftewel A0 (r) = I(f) = fo Voor de identieke operator schrijft 
men vaak 1 a 
Voorbeelden van compositie van operatoren: 
k (k) · 
D (f) = f 9 de k-de afgeleide 9 of voor de waarde in x: 
2 A f = A(Af) 9 of voor de waarde in x: 
k ( k-1 ) ( ) A f =AA f j of voor de waarde in x. vgl. 15.3 : 
l. . 
Machtreeksen van operatoren 
Men kan een operator vaak in een machtreeks ontwikkelenj die met de 
operator equivalent is 9 als het argument van de operator een poly-
noom iso Deze machtreeksen lijken vaak op machtreeksen van gewone 
functies en zijn daard6or een geschikt hulpmiddel om formules te ont-
houden. Hier volgt een enkel voorbeeldo De Taylor-ontwikkeling van 
f(x + h} in het. punt x (die Ooao voor polynomen exact is) kan als folgt 
worden geschreveng. 
Ef(x) - f(x + h) = 
~ hk k 
l FD f(x) = 
k=O 0 
(exp (hD)f)(x)o 
MoaoWo de schuifoperator E kan word.en geschreven als: 
E = exp (hD) = 
170 De differeE!i_~ 
Behalve voorwaartse differentiesi worden ook achterwaartse en centrale 
differenties gebruikto Ze kunnen alle worden· uitgedrukt in de schuif-
operator E gedefinieerd door 
{17o1) Ef(x) ~ f(x + h)o 
· Dus llf(x) = f(x + h) ..;. f(x) = (E - I) f(x) o 
Dit wordt kortweg uitgedrukt door de formule 
J 17 .2) fl= E - Io 
Voor de machten van E geldtg 
k 
E f(x) = f(x + kh). 
Als k geheel ! 0 9 volgt dit uit de definitie in (16.3) 9 maar we 
gebruiken de formule ook voor negatieve ·or niet gehele exponent po 
75 
Hiervoor moeten we d~s definieren: 
{17o3) Ep f(x) = f(x + ph) ~ p willekeurigo 
De achterwaartse diff'erentie wordt gedefinieerd door: 
( 17 o4) 
doWoZo Vf(x) = f(x) - f(x - h) 11 • 
of voor de waarde in het punt x.: 
l 
Vf. = f. = f. 1o l l J.= 




ori+l = ri+1 
o2r. = or~ , 
J. 1+2 
· ( 17 o 4) ~lat.i.e~;:s~~:2-~ . a...2-~ 
Uit het bovenstaande volgt: 
ofwel: 
2f. + f. 10 
l. l-
MoaoWo de drie soorten differenties zijn slechts verschillende namen 
voor dezelfde getalleno Uitgeschreven krijgen we~de volgende schema 9s 9 
waarin elke differentie geiijk is aan 4e links-onder-staande minus de 
links-boven-staandeo 
76 
Voorwaartse differenties Centrale differenties Achterwaartse 
differenties 
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180 De vier equidistante Newton-interpolatie-fo~ules 
We zagen reeds 9 dat toevoeging der basispunten in de natuurlijke volg-
orde x09 x19 000 9 xn_1 leidt tot de vooi'Waartse formule van Newton 
• n-1 ( 1) r·(x + ph) = L ;g ~-
O k=O 
met restterm R (x
0 
+ ph) = ( P) hn f(n)(~). 
n n 
Deze formule wordt gebruikt voor interpolatie aan het begin van een 
tabelo Zij is gemakkelijk te onthouden door vergelijking met de macht-
reeks 
77 
Laten we in (18o1) n naa.r c:o gaani dan convergeert de reeks ~eestal 
n~et naar f(x
0 
+ ph)i maar wel als f een polynoom iso Dan krijgen we. 
Of in operator-taal: 
c:o 
Ep =(I+ A}p = l '( i) Ako 
k=O 
Dit laatste hadden we formeel meteen kunnen afleiden uit (17o2). 
· Nu gaan we de basispunten toevoegen in de,tegen-natuurlijke 
volgorde: x09 x_19 oo•i. x1_n (dus nu geldt voor de range der indices 
k = 1 - n en l = O)o In dit geval gebruiken we het achterwaartse 
differentie-schema en krijgen de achterwaartse formule van Newt.on 
n-1 ( ) = , p p+1 ooo (p+k-1) vk- = 
L kl fO 
k=O 
Deze formule wordt g~bruikt aan het eind van een tabel. Om deze te 
onthouden gaan we uit van (17.4) die onmiddellijk levert: 
_, 
E = I - 'i/ 0 
c:o 
Dus f(x0 + ph) = EPr0 = (E-
1)-Pr0 = (I - v)-Pf0 = 1 k=O 
welke relatie geldt voor polynomen f. 
Voor interpolatie in het midden van een tabel gebruiken we liever 
een formule 9 waar x0 ongeveer midden tussen ~ en x1 ligt. Wij beschou-
wen de toevoegingsvolgorde x09 x1» x_19 x29 x_2 , ooo • 
Dan geldt als n oneven is: k = (1 - n)/2 9 l = (n ... 1)/2 
en als n even is: k = 1 - n/2 9 l = n/2o 
De formule die ontstaat.heet de voorwaarts centrale fo:rmule van Newton 









) o, + ( P ) c2 + ( p+ 1 ) o~. 
2 2 0 . 3 a 
p+1 4 
+_ { 4 ) OQ + o o'o o 
De coefficient van o~i is ( p:1-1 )ll de coefficient van ofi+1 is 
( p + i ) 
2i+1 ° 
De restterm voor n maal differentieerbare f luidt: 
Tenslotte beschouwen we de toevoegingsvolgorde 
000 0 
Dan geldt voor oneven n: k = (1 - n)/2, 1 = (n - 1)/2 
en voor even n:_k = -n/2 11 l = n/2 - 1Q 
Dit leidt tot de achterwaat-ts centrale formule van Newton of ook 
achtenraartse formule van Gauss: 
r*(xo + ph} = ro + ( P1) o, + ( p+1 ) o2 + ( p+1 ) o3, 
-2 2 0 3 -2 
De coefficient van 
( p + i } 2i+1 ° 
De restterm luidt 
+ ( p ) 04 + 
4 O 0 0 0 0 
. ,r2i • ( p + i ) 00 • • 00 .r2i,· +1 . 




49) Bewijs de :f'ormules: 
t.k:f'. 
k 
~ ) (-)i = l ( :f' "+k • ; J i=0 1 J -1 
Vk:f'. 
k 
k H-)i = Z: ( :f'. .. J i=0 i J-1 
5C>") Bereken het di:f':f'erentie-schema. van de tabel, gegeven in opgave 47 • 
totdat de di:f'ferenties verwaarloosbaar worden. 
Bereken vervolgens hieruit met een geschikte Newton-:f'ormule exp(x) 
voor x = 0.01, 0.05 9 0.09531 en voor x = 0.95 9 0.99 en 0.90469. · 
51) Bereken het.differentie-schema van de tabel in opgave 48 8 totdat de 
differenties verwaarloosbaar worden. 
Bereken hieruit met Newton-interpolatie f{x) voor x = 18.1 1 18.01 9 









190 Gesymmetriseerde centrale iE._te~ola_1ie=formules 
De centrale formules van-Newton zijn·niet helemaal ·symmetrischo Voor-
dat we symmetrische _formules gaan afleiden voeren we in de gemiddelde 
operator ~il gedefinieerd doorg 
1 ( ) ~ fi+~ = 2 fi + fi+1 ° 
Of in operator=taali ~ = ½ (E=i + E;)o 
De ionnule van Stirling 
Nemen we nu het gemiddelde van de voorwaartse en achterwaartse Gauss-
formules ( 1803 en 1804) P dan ontstaat de formule van Stirlingg _ 
(19o2) f~(x0 + ph) = t 0 · + pltor0 + Sip) o~ + s3 (:p)~o~ + ·" o o • 
( ) ( p·+ i = 1 ). ,·) ( p + i ) · waarbij s2i P. = 2i"" 1 en s2i+1 P = ·2i + 1 o 
Deze formule is symmetrisch rond x = x09 dus p = Oo 
De fonnule van Bessel 
Een veel belangrijker fonnule 9 die symmetrisch is rond x = (x0 + x1)/2 9 
dus p = ;il ontstaat a.ls we het gemiddelde nemen van de voorwaartse 
Gauss-formule (18o3) en de verschoven achterwa.artse Gauss-fonnule ·star-
tend in x10 waar dus de punten worden toegevoegd in de volgordeg 
x1 9 x0 ~ · x2 i) · x ... 1 9 x3 3 x .. 2 11 x4 ll x ... 3 Ii) o o o ~ 




+ ph) = f (x
1 
+ 
+ ( p : 1 
(p-1)h) = f1 + C p 7 
)o4 + 000 0 
1 
Het gemiddelde van deze en (18o3) levert de formule van Besselg 
81 
* · 2 2 '3 
(1~o3) f (x0 + ph) = U .fi + (p - ~)oi ,+ B2(o0 + o1) + B3 oi + 
+ B4(o6 + o~) + ooo = t 0 + p oi + B2(o~ + o~) + B3 oj + ooo o 
De Besselcoeffici;nten Bi= Bi(p) zijn dus: 
( 4) ( ) , < p·+ i ... 1 > . : c > , l?,;_•· ~ .•. , p-+ i ... 1 > = 19° B2i p ·=·2 2i 9 B2i+1 p ·= 2i + f : 2i 
Vanwege de symmetrie in p = i voldoen zij aa.n de symmetrie-rela.ties: 
De Besselcoe;t:'ficienten Bi zijn geta.belleerd in "Interpolation& Allied 
Ta.bles"(3]o Wegens de rela.ties (19o5)~hoeven zij 9 om h·et inter~al 
[o, 1J te bes~riiken 9 slechts geta.belleerd te zi.jn voor _0 !;P· ! lo · 
Nu iets over de Restte:rm van Bessel 0s formuleo 
Als de orde n even is (n = 21 zeg), zijn zowel de vo~rwaartse Gauss a.ls 
. . . 
de verschoven achterwaartse Ga.uss-fo:rmule gebaseerd op de basispunten 
Xje j = 1 • n/2 (1) .n/2 = 1 - 1 (\) 16 
De even orde Bessel-formule is dus ook op deze punte~ gebaseerdo 
De restterm luidt 9 mits :r'21 > beste.at·:en co~tinu is in het interval, 
dat · a.lle basispunten en het · punt x be~at: · 
f~2l)(t ) +· /21)(; ) 
(1906) R2l (x) = ( p +2i ... 1 )}121_ .; . 1 2 2 .= 
Hierbij wordt gebruikt de middelwaarde--steUing, toegepast op de continue 
21-de afgeleide van fen t ligt weer in het bovengenoemde intervalo 
Als de orde n oneven is (n = 21 + 1 zeg) zijn de gebruikte basispunten 
xj 9 j &,I ... l ( 1) l + 1 0 _we.a.rbij evenwef de buitenste punt en ieder slechts 
in een der betreffende Gauss-formules gebruikt wordeno De oneven Bessel• 
formula is dus geen interpolatie-formule in de boven gedetinieerde zin 
. . ' 
{zie sectie 5)., wat overigens aan haar pra.ktische bruikbaa.rheid 
niets afdoeto De restterm heett evenwel in dit geval een iets minder 
i,rettige vorm~ • 
R21+1(x) =·h21+1 ( p + 1 y t(21+1)(t) + 
21 + 1 . 1 
+ ( p + l - 1 ) f(21+1)(t
2
)
0 21 + 1 
De formule van Everett: 
In de rormule van Bessel kunnen alle oneven differenties weggewerkt· 
worden door toepassing van de relatie: 
r2i+1 _ .1'2i r2i 
u} - u1 - uO o 
Hierdoor ont staa.t de f ormule van Everett t 
• . ~ . 2 4 4 
( 19 0 8) r ( XO + ph) = ( 1 ... p) f O + p f 1 + E2 ·o O + F 2 0 1 t E4 0 0 + F 4 01 + 0 0 0 I) 






i == ·F2i(p) geldtg · ·. 
· p + i - 1 .) . · · ( p + i) 
( 1909 ) E2i = B2i ""B2i+1 = ... ( 2i + 1 . 08 F2i = B2i + B2i+1 = + 2i + 1 ° 
Vanwege de symmetrie i:n p = i voldoen dez~ a.an de symmetrie-relatie: 
De .Everett=coeff'icienten zijn getabelleerd in [3] o 
Gebruik in de praktijk .. 
In de praktijk van het rekenen met ta:f'el-machines worden de formules van 
Bessel en Everett vaak gebruikto 
De formule van Everett vereist iets minder werk dan die van Besselo Is echter 
de laatste differentiel) die in rekening gebracht.moet worden van even orde 
(dus de formule van oneyen orde)l) dan kan men gebru~ken de Everett-formul~ 
met een Besseltenno Bij~oorbeeld a.ls 5-de .orde formule krijgt men dan: 
f(x0 + ph)~ (1=p)f0 + p.f1 + E2 o~ + F2 o~ + B4(o6 + o~ )0 
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qpgaven 
52) Bewijs de symmetrie-relaties (19o5) en (19010) direkt uit de 
formules (19o4) respo (19o9)o 
53) Bereken de waa.rden Bk{Oo5) voor•k:= 2(1)7 en schrijf de zo verkre-
gen middenpunt-formule van Bessel uito 
54) Zoek voor k = 2~ 3; 4 de waarde pm van p. in het interva.l(.o 9 1] 9 
waar de Newton ... coefficienten {f;) en de Bessel-coe:f'ficienten Bk(p) 
hun grootste absolute wa.arde bereiken en b'ereken ook de bijbeho-
rende wa.arden q;m) en Bk(pm) o 











Bepaal f(30) met 2, 39 4-punts Lagrangeg 
met opeenvolgende Newt~:m-benaderingen fl 
met de herhaalde lines.ire interpola.tie volgens Aitkeno 
56.) Bepaal met behulp van gedeelde differenties het 38 ... graads polynoom f 9 
dat voldoet a.an 
" 
f(O) = t 0{o) = 4, 
f(1) = f 9 (1) = 100 
57) Zij gegeven de ·volgende tabel van f(x) = sin (x)g 
X sin (x) 






10 7 099166 
Bereken benaderde waarden :r'(x}·met een geschikte Newton=formule 
voo:r x = 05(005)07 en 105(005)1o7il en vervolgens_met Bessel/s 
formule voor x = 09(005)1010 
Erratum 
pagina 78 fonnule (1804) (f)o6 moet zijn (P: 2)0~0 
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200 Het gedrag van de diff'erentJes 
\ 
Beschouw een gegeven :f'unctie f 0 die voldoende vaak
1differentieerbaar 
is 0 en een equidistante interpolatie-formule van de_~rde no 
Als het tabelinterval h zo klein isg dat de n-d~ afgeleide van f 
na.genoeg constant is 0 geett de 1a.atst in rekening gebrachte Newton-
term een goed idee van de bereikte precisie (zie Po 66)0 
•Zowel de restterm R (x) a.ls den-de differentie zijn van de orde hn, 
n 
doWoZo dat zij na deling door hn ala limiet een geta.l # 0 opleveren 
(vglo formule 15o5 en de in secties 15 0 18 en 19 vermelde restterm-
·formules)o Bovo geldt voor de Bessel=formule van orde n (als we p 
va.st houden) g 
R ( x
0
· + ph) · , ) 
lim n · = 2B ~~n (x
0
) = 
h+O hn n 
(20o1) 
Hieruit volgt 0 dat voor voldoende vaak differentieerba.re fen voldoen-
de kleine h de differenties van de orde ! n in absolute wa.a.rde steeds 
kleiner wordeno De hogere orde differenties gaan 9 evenals de hogere 
afgeleiden van f~ meesta.l weer toenemeno Dit gebeurt alleen niet bij 
zeer tamme functiesl) in.de analyse bekend als "gehele analytische 
functiesvr I)· da.t :djn tuncties die a.ls ma.chtreeks met oneindige conver-
gentie-stra.al voorstelbaar zijn (boVo exp, cos en·natuurlijk de poly-
nomen)o 
Als we de orde van een interpolatie-formule naar oneindig laten gaan 
krijgen we dan ook meestal geen convergente reekst tenzij voor .de 
bovengenoemde tamme functieso De praktische bruikbaa.rheid ligt bij een 
geschikt gekozen orde en tabel=interva.lg beide afhankelijk van de ge-
wenste nauwkeurigheido 
Ii.wloed ~n a:t'rondingsfouten 
In de prajttijk hebben we gewoonlijk te maken met een (getabelleerde) 
functie fT& die de som is van een nette 9 vaak differentieerbare, 





Als~de storing.e:(x) alleen door-afronding van het eindresultaat ont-
staat is zij in absolute wa.arde ~ de helft van de laatsbe getabelleerde 
eenheid (boVo voor een tabel in 6 decimaleng I e:(x} I !; 0510-6}., -
Vaak w.ordt de storing e:(x) mede veroorzaakt door andere effecten1 zo-
a.ls afronding van tussen-resultaten, in welk geval de bovengrens voo~ 
e: iets hoger uitvalto 
Bekijken we nu het dif'ferentie-schema van de storingsfunctie e:(x)o Het 
meest ongunstige beeld ontstaatt als de storingen t(xi} voor opeenvol-
gende waa.rden van i alternerend van teken.en gelijk in absolute waa.rde 
zijno Houden we het op de bovengenoemde grens van Oo5 maa.l de laatste 
geta.belleerde eenheid 9 dan ziet dit ongunstige beeld er zo uit: 
e: 0 i 03 c4 
to5 
-1 
.. 0 5 +2 
+1 ...,4 
+o5 -2 +8 -
... 1 +4 
'""o5 +2 
+1 
Korto~ 9 als de storing e:(x) uitsluitend ontstaat door afronding de~ 
fun ct iewaarden II geldt ~-
(20o2) x de laatste getabelleerde eenheido. 
Omdat de differentie=operator een lineaire operator ist geldt voor de 
di:f'ferenties van de getabelleerde functie f'T 
(2003) 
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Het totale beeld komt er dus zo uit te zieng 
Interpoleren za.l dus., bij gegeven tabelinterval en tabel-precisie, 
het beste resultaat opleveren voor een orde k., waa.r'bij e,k r en ok e: 
ongeveer even groot zijno 
De blunder 
Een rout in een enltele getabelleerde functie=waa.rde is a.an het 
differentie-schema vrij gemakkelijk te onderkennen en zelfs te corri-
gereno Beschouwen we hie:rtoe het diff~rentie-schema van de blunder-













































De k=de differentie van de blunder b(x) blijkt 9 op teken na 9 een 
binomiaal-coetficient te zijn; in:'formule (vglo opga.ve .49h 
(20o4} k · ( )i ( k ) V b. = -1 . o 
1 1 
Het optreden van een fout uit zich dus in een pla.atselijk toenemen 
van de k=de differentieo Is k zo groot 9 dat de dtfferentie elders 
verwaarloosbaar wordt 9 dan zit de fout in het midden van de bult en 
wordt de correctie het na.uwkeurigst 1:?erekend uitde topwaarde ge• 
deeld door de betre:f'fende binomia.al-coefficiento 
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Voor'beeld. 
X f(x) 0 ·i. 
0 61644 
806 · 
1 62450 .... 10 
i~6 
'. ·2. 63246 
785 
.. 11 
3. 64031 ... 9 
776 
.. 36 _:. 4 64807 
740 
5 65547 . +45 
785 
6 66332 ... 35 
750 
. 7 67082 0 
750 
a· 67832 .... 5 
68577 
745 
9 ... 40 
705 
10 . 69282 +13 
718 
11 70000 .. 7 
711 
.. 
12 70711 ... e 
703 
13 71414 ... 6 
697 
14 72111 
t{5). i~ tout en meet zijn 65574 0 wa.t wijst op verwisseling ·van _2 cijfers·; 
f(S) is fout en moet zijn 67824 .of' 67823 (weer verwi.sseling van 2 





58) Doe opga.ven 39 9 47 en 48 nu met de·formule van Bessel Qf die van 
Everetto 
59) Enige van de volgende 20 opeenvolgende waarden, horende bij 
equidistante argumenten9 zijn incorrect wegens typische overschrijr-
f'outeno 
Localiseer en•corrigeer dezeo 
17278 48818 79779. 112630 
23424 54440 86249 119398 
29585 60723 92752 126246 
35764 67041 99318 133180 
41964 73398 105937 140206 
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21 o He·. · g.,dra.g van. de inter:polatie=coefficienten 
We tullen·nu veJ;"gelijken het gedra.g van de coefficienten van de voor-
waa.rt'se Newton-formule en een centrale. formule 9 nl0 Besselo Hiertoe 
berekenen wij de maxima.le absolute waarde dezer coefficienten in het • 
interval O ! p ! 1 voor orde ! 6, wa.t wij vinden door a.ls pma.x · een 
nulpunt van de afgeleide te nemen (vglo opgave 54)0 
We krijgen dan het volgende tabelletje: 
' ! 
orde k Pmax I {f;) I max Pm~ IBklmax loklmax 
zoda.t term < 
2 0500 012500 0500. ·' 006250 4 
3 '0423 006415 0·211 & 000802 60. · 
' 0789 ··• .. ' 
4 0382 004167 -0500 001172 20 
5 0356 .,03026 0219 & 000087 500. 
'0781 
6 0337 002347 0500 ~00244 100 
Men ,ziet 9 :a.at de Bes~el ... coefticienten v.eel sneller a:fnemen dan de 
,. . . 
coefficienten van de voorwa.a.rtse Newton:& wa.arbij echter bedacht moet 
worq.enil da.t de even o_rde l3essel-coeff'i~;ienten v~rm.e¥igvuldigd worden. 
met ,de som van twee differentieso 
De laatste kolom gee:f't het maximum voo~ lokle waarvoor de k-de Bessel• 
term een verwa.a.rloosbare bijdrage < Oo5. x laatste eenheid leverto· 
(Zie ook [3] pa.go 56) o ! 
Omdat de coefficienten van centrale fo~ules veel sneller afnemen dan 
die van de voorwaa.rtse en achterwaa.rtse formules 9 gebruikt men in de 
praktijk altijd een centrale formule (~e':loonlijk Bessel of Everett) 9 · 




'ii'\ I t·111. 
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Opmerking 
Het komt noga.l eens voori dat een f'unctie=waarde fp = f(x0 + ph) 
berekend moet worden voor een waarde van p 9 waa.rvoor de betreffende 
~nterpolatie=coefficienten (van Besseli) Everett en Lagrange) niet 
getabelleerd zijnQ Men kan dan het bes~e de functie berekenen voor 
3 naburige getabelleerde waarden van po Bereken van deze fijnere 
ta.bel de eerste en tweede differentieso Meestal za.l de tweede diffe ... 
rentie verwa.a.rloosbaar ( < 4 eenheden) zijni) zodat f kan worden p 
verkregen door lineaire interpolatie in de fijnere tabelo 
Bvoi stel dat men een tabel van Bessel-coefficienten heeft voor 
p =O(o01)1oOO en men moet interpoleren voor p = 033330 
Bereken dan-~ voor p = 033 9 034 en. o35o _Als de tweede differenti~ 
< 4 eenheden is, verkrijgt men fp door lineair te inte~oleren ~us-
sen 033 en o34o Is de tweede differentie niet verwaarloosbaart dan 
berekene men nog f voor p = 032 9 kijk of de derde differentie ver-p 
waarloosbaar isg enzo 
220 Throwback 2 het terugwerpen van een differentie op een van lagere 
orde · 
--=== 
Deze true van Comrie stelt ons in staat~ met vri~wel dezelfde hoeveel-
heid rekenwerk en schijnbaar dezelfde interpolatie=formule-een veel 
hogere precisie te ha.leno Nemen we in de fo:rmule van.Bessel de termen 
met tweede en vierde differenties samenj dan hebben wijf 
(22 1) , (P>c~2 ~2) + 1 ,p+1>c~4 0 2 2 uO +.u1 2 \ 4 uO 
. 2 
= B2{ 0 + 
+ i·, = 
1 
; + i2 (p + 1)(p - 2)(0~ + o~)lo 
1 . 
In· het interval O .::, p !, 1 verandert .de factor 12 (p + 1 )( p ... 2) maa.r 
0 • ( • • 3 1 0 0 1 0 1) weinig .• maximum = .., Tb voor p = 2 9 . minimum = .... b voor p = en o 
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Vervangen we deze factor door een geschikte constante C0 dan kunnen 
we op deze manier de vierde orde tem grotendeels verdiscontereno 
In pla.ats van (22o1) nemen we dus 
wa.a.rbij we de volgende fout maken in de coefficient va.n de vierde 
differenties g 
We kiezen C zo 0 dat deze fout extremen van wisselend teken en· gelijke 
absolute waarde heeft en krijgen dan a.ls beste w~a.rde 
' 
De :rout in de;vie;-de orde tem is dan '50 maa.l zo klein als 
orde term zelf 9 d~s verwa.arloos~aar 0 aJ.s o4 < 10000 
de ¾ierde 
We modif'iceren nu de tweede dif'f'erenties a.ls volgt& 
(22o3} 
2 · 2 ' 4 
0 • == 0 • ... 0 184 0 • 
llll J. J. 
en krijgen dan de volgende gewijzigde Bessel-formule 
(22~4) 
Verva.ngen we nu ook o~ door de overeenkomstige 
1
oi 9 wat mag als oi . ~ . 2m 2 
verwaa.rloosbaar is 9 maar anders meestal ook geen kwaad ka.n 0 dan 
. ~ . . 
krijgen we de volgende gewijzigde Everett=formule: 
2 2 
{22o5) f(x0 + ph) ~ :r0 + p ot + E2 oOm + F2 o1m o 
' 
De~e fo:rmule mag worden gebruikt a.ls o4 < 1000 en o5 < 5000 
Het hier geschetste proc~de heet v9terugwerpen van de vierde differen ... 
ties op de tweede diff'erentiesveo 
Het idee kan worden uitgebreid tot terugwerpen van hogere differenties 
. ' 
op de tweede of' op de tweede en vier_de,-differenties, enzo Voor bijzon ... 
derhedenil zie [3] pa.go ·57 o · ( 
Sonnnige tabellen gev~n naa.st de f'unctie-vaarden ook d~ gemodificeero.e: 
tweede en yierde differentieso In deze tabellen kan men direkt de be-
treffende Everett=formul.e gebruikeno Worden gewijzigde differenties 
opgegevenii de.n mag men hiemee ne.tuurlijk nie:t hogere differenties 
mak.eno 
Voorbeeld !l te.bel van sin ( ,rx/180) in 5 decima.leno 
X sin (,rx/180) 52 . e/->. c2 m 
0 000000 0 0 0 
15 025882 ... 1764 121 .. 1786 
30 050000 -3407 231 ... 3450 
45 oi07U ..,,4819 329 -4880 
60 086603 =5902 402 ... 5976 
75 096593 ... 6583 450 ..,6666 
90 1000000 · =68'14 462 ... 6899 
Throwback leidt tot formules, die niet voldoen aan de definitie van 
interpolatie in sectie 5o De gewijzigde formules stemmen nog wel 
met f overeen in de basispunten x0 en x1;i maar niet meer in de ande:re 
gebruikte ba.sispunteno Om het onderste uit de ka.n te krijgen ka.n -men 
hat idee van exacte.overeenstemming geheel loslaten en zoeken naar 
een zogono "geeconomiseerdn polynoom 9 dat in een zeker interval zo 
min mogelijk van de gegeven functie afwijkto 
Zie bvo [3] pago 60g waar de coefficienten van geeconomiseerde poly-
nomen zijn uitgedrukt in differentieso 
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Hoo:@!tuk 3o Numeri!,Uifferenti~ren en integreren 
Oo Inleiding 
Afgeleiden en bepaalde integralen zijn sa.men te va.tten ender het be- · 
grip functions.al. Zea.ls we in het vorige hoofdstuk. 0 sectie 16& gezien 
hebben is een :f\mctiona.a.J. een functi~& wa.a.rvari het argument een ·reel~-
:f'unctie (behorend tot de verzameling R .-+ R) en de functie~wa.a.rde een· · 
reeel getal is. De bepaalde integr~a.l f! is de functiona.al 0 die aan 
elke op [a&1i] integreerbare reel~ functie f toevoegt het reel~ geta.l 
Jb f(x) dx (kortweg geschreven a.ls / 0 f& mits: duidelijk is wa.t de a a - . • 
integratie-variabele is). De k-de afseleide.in hat.punt a9 a~geduid 
a.ls n! 9 is . de :f'unctionaa.J. & die a.an ~lke k ma.tu dit':f'eientieer'bare' :· 
reel_e functie r toe voe gt het reel_e geta.l n! ( f) = ( d k :f'( x)_) x==a = 
= f(k) (a). · dx 
. Voor k = O is di t de evaluator e II die de .wa.arde van f levert. in het a . 
punt a,g 
0 
e (f.} = D (f) = f(a.). 
a a. 
Al deze :f'unct~onale~ hebben de prettige eigenschap van lineariteit, 
doWoZ o g 
(Oo1) 12,~fini.:ti!,~ Een functionaa.J. pis lineair& a.ls voor elke fen g 
uit het domein van pen voor ellte reele -a·en~a geldtg 
Anders gezegd& p is lineair a.ls voor elke f en g uit zijn dome_in 
p(t + g} = p(f) + p(g) 
en bovendien voor elke reel~ a 
De tweede :formulering·is equivalent m~t de eersteo De analyse leert 9 
dat zowel (bepaalde) integraa.la a.ls differentieren lineair~ functiona.len 
zijn~ in :formuleg 
·t:iit '• '½' N 
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(b Jb . Jb j o:f(x) + Sg(x) dx = a f(x). dx + a g(x) dx& 
a a a 
d df'(x) di:t{x) dx (a~(x) + Sg(x) ) = a dx + 13 ,;;,gdx o 
Voor het berekenen van een benaderde waarde van p(f) gaan we uit van 
een interpolatie-formule voor fo Deze heeft& zeals we in het vorige 
hoofdstuk steeds gezien hebben 9 de gedaantez 
n-1 
f{x) = l a. G. (x) + R (x) 
j=O J J n . 
; 
l 
waa.rbij e.. van r, me.ar 
J 
niet van x af'ha.ngen en G. :f'uncties van x 
J, 
onafhankelijk van f zijno 
Voor een lineaire functionaal p hebben we dang 
a. p(G.) + p(R )o 
J J n 
MoaoWo uit een interpolatie=formule voor f wordt een benaderde waarde 
van p(f} verkregen~ door de fur..ctionaal pop de basis-functies toe te 
passsn en daarvan de betreffende lines.ire combine.tie te berekeneno Dit 
principe gaa.n we nu toepassen voor het berekenen van a.fgeleiden en 
bepaalde integraleno 
1o Numeriek differentieren 
In tegenstelling tot analyse i~ in de nu:merieke analyse het differentie-! .. 
ren moeilijker dart het integrereno We zul~en hier alleen equidista.nte 
I 
fo:t"m'J.l.es beschouweno Voor het bereiken van voldoende precisie is ener-
zijds een klein tabelinterval h nodigo .Anderzijds vallen bij kleiner 
wordende h steeds meer cijfers weg en worden de afrondingsfouten met 
een :actor¾ vermenigvul~igdo In de praktijk tracht men da.n ook numerie~ 
ke differentiatie te ve.rmij~eno De formules kunnen echter goed bruikbaar 
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iijn in itera.tieve processeno Bij voorbeeld kan men numerieke diffe• 
re~tiatie•formu.les sebruiken om formules af te leiden voor het oplossen 
ya.n ditferentiaa.l.-vergelijkingeno We zullen nu en~se formulas opstelleno 
Restterm..,beschouwingen la.ten we a.chterwege ·1> ·Omdat · de fou:t veel meer. 
wordt bepaald door het wegval,len van cijferso 
1o1o Voo:rwae.rtse differentiatie=formules 
reet'ttsi'lt'::,001 i -t'MC@,r:o,o :rttr:e 
Ga.an we uit van de voorwtM1.rtse tormqle van Newton 0 dan kri.Jgen we 8 · a.ls. 
X = x0 + phg 
df(_,,, 1 df(xo + ph) 
~~ =t Oi&Ui tre'W':7211tbtt1::M1i 1t l It m.f 
dx h dp 
m ~t (A + ~ A2 + 3;/ 'f~[J?. +? 1:,.'3 + 21?.m"fe2rl +,,J1,P.,.""' 3 1:.4 + ) 
h O dp O . ,0 . 12 . . ; 0 ° 0 0 I> 
enzo In het bijzonder·voor pm Qg 
0 0 0 ) I) 
Hierbij zij~opgemerktl) dat de formule voor r 0 (x0) overeen komt met de 
reeksontwikkeling van de opera.tor·~ ln (I +·ll), welke gelijk is a.an de 
opera.tor D blijkens de rela.tie I + A = E • exp· (hD) o 
Algemeen geldt voor de k~de afseleide: 
·vraar'bij o o o termen met hogere orde dif:f'e:renti es voo2:-stellenio.,n 
De~selijke formules ontstaa.n ook, als we uitgaan van .de achterwaa.rtse 
Ne~rcon-tormuleo In plaats van A0s krijgen we de.n D0~ en al.le~ t~kens 
' . ' 
Worden+ tekenso (Ga dit na)o 
•'.: . · ... 
itr,, 1 ' ' x&·-1 · v ·s:·:1 , · ► tt' aw 
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1o2o Centrale differentiatie=formuJ.es 
Hier nemen we Stirling 9s formule (zie Po 80) als uitgangspunt en krij-
gen (nog steeds met x = x0 + ph)g 
. 2 
df ( X) = .1 ( 0 + _,c: 2 + 31? "" 1 0 3 + dx h 'l,1 0 il"O 6 JJ 0 ooo) 
En voor p = Qg , 
0 ( ) 1 ( 1 ~3 1 ~5 f XO = h i,IOO ""b 'j.luo + 3() µuo ... 
fvv ( X ) ::i .L ( 0 2 "" 1,_ 0 4 + 1... 0 6 ... 
0 h2 0 12 o· 90 0 
ood ) 
ooo )o 
Menke.nook van Bessel's.:formule·uitga.an~ die we voor deze gelegenheid 
ala volgt schrijveng 
Hieruit volgtg 
df(x) = 1 (o + .,€JL.::.,l 02 + .§1?
2 
_: ... 6:g + 
d.x. h ~ 2 j.l 1 I 12 
Deze formulas worden prettig voor p = ~~ het symmetrie-punt van Bessel 9 s 
formulei 
0 0 0 ) 
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Voorbeeld 
Nemen we ,,n term van de centre.le tor.mule· voor t 0(x0), da.n ~rijgen we 
de volgende ruwe benaderingg 
o = 1 • ~(xo + h) .... f(xo ... h) 
f (xo) ii \.!So . I . ,. 2h.. . o 
. ' . l . · ... >, • :. •• ,.·. ··; •· :-·· ...... 
W~ zullen met deze formule ·berekenen·:t,0(.x0), :~aa.rb:tJ·t(x) ·•: s!n;:(x) en· 
XO II:. 1.o . 
Dus fO(x ) == cos ( 1) 'Id .054030230 
0 . . ' 











Er vallen 2 cijf'ers weg en_we krijgen'.dus niet meer da.n 3 cijferss· 
. ! . 
~¥ilo Men ka.n ook di:f'fe:rentiatie ... t9rmulefl opstellen uitga.a.nde van 
een Lagra.nge-formuleo. Dan ontstaan f'ormules uitgedrukt 9 niet in diffe• 
renties 171 ma.ar in :f'unctie ... wa.e.rdeno Het: g~bruik van deze formuJ.es is nog. 
riskantert omd.a.t men dan geen idee kri:jgt vari de precisie;o. Verscheidene · 
f ormules t zowel in Newton... a.ls in La.g;a.nge ... vorm. sta;~,.in: . LJ3J. ]~.·~; §·1~64 o 
. . !.;: . .· ( ·., ·~<. . · .. :-': .. ' : , ,1 ·.~ ':' • ,'. •. ' 
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2o Numerieke integratie of guadratuur 
Het nume:dek berekenen van bepaa.l.de integralen I) ook wel 99 quadratuur" 
genoemd. 0 verloopt veel prettiger de.n het differentiereno Afrondings-
fouten worden enigszins vereffend~ zodat de intergaal vaa.k zelfs iets 
nauwkeuriger is da.n de precisie van de integra.nd.o Numeriek integreren 
wordt dan ook veel gedaan en verscheidene integratie-processen zijn 
beschreven in de vorm van Algol=procedureso Voor het afleiden van 
integratie-formule·s gaan ·we weer uit van een interpolatie-formule en 
krijgen een benaderde waarde van·een f'unctionaaJ. Jb door deze op de 
a 
basis=:l:'uncties toe te passen en vervolgens de betreffende lineaire 
combinatie te nemeno 
2o1o Newtcm_=Cotes formule~esloten tntl 
Deze ke~r gaa.n we uit van equidista.nte Lagra.nge-formules van de orde n 
op de basispunten 
In de _geslote~ integratiemformules zijn de uiterste basispunten tevens 
de integratie=grenzent dus a= x0 en b = x 1o Dan hebben we duss . n= 
n=l rn=1 Jn-1 h r f. • L~ {p) d~ + h O 
j=O J Jo : J 
n'"" 1 
h 
'[" r. n l NC. + h E o 
j=O J J n 
Di t is de E,~ts Newton~gotesrn formule o 
De Newton-Cotes coefficienten zijn 
Rn(x0 + ph) 
dp ·:: 
die voor elite n eenvoudig kunnen worqen berekend (zie lijstje hier-
onder) o 
Voor n = 2 kan een formule voor de restterm 8 mits fn bestaat, gemakkelijk 
warden verkregen door toepassen van de 
1:£:,ddelwa~de stelling uit de integraal-reken~o 
.AJ.s fen g continu zijn op het interval [a&b] en g wisselt a.J.daa.r niet 
van teken (dus op het hele interval.geldt hetzij g{x) ! 0 hetzij 
g(x) ! O)s da.n is er een punt~ in het interval zo, dat 
We hebben namelijkg 
Omdat p(p - 1) niet van teken wisselt mogen we bovengenoemde stelling 
toepassen en krijgen dang 
Voor grotere waarde van n kunnen we de middelwaarde stelling.helaas 
niet meer toepasseno De formules zijn uiteraard exact voor polynomen 
van de graad < n 9 voor oneven n echter is de for~le 3 bij verrassinga 
ook exact voor n-de graads polynomeno 
De restterm h E blijkt voor voldoende vaa.k differentieerba.re f de vol-n 
gende vorm te hebbeni 
als n even is~ h E = C hn+1 f(n)(~)~ 
als n oneven is g h En = C hn+2 f(n+1) ( t) ~· 
n 
waarbij ~ in het integratie-interval ligto De orde van den-punts Newton--
Cotes formule is per 
1 rxn ... 1 
formule voor h j 
XO 









De n=:punts Newton=Cotes fo:rmule is dus van de orde ni> als n even is 
en van de orde n+1!) als n oneven iso We leiden deze restterm-formules 
niet afo De betreffende constan.ten C kunnen worden verkregen_door voor 
f te nemen een polynoom van de graadi n respo n+1o 
Hier volgen de Newton-Cotes formules voor lage n met bijbehorende 
restterm·o 






) - fa r< 4>(t) (formule van 
xo Simpson) 
.;_,. 3h5 /4) (t) 
80 
<¾"" regel) 








+ 1r4) ... ~ft~ r( 6) (t) o 
XO 
In de 9-punts formule zijn sommige coefficienten negatiefo Hierdoor 
gaan cijfers wegvallen!) wa.t verlies a.an pr,ecisie opleverto Daa.rom kan 
men beter een formule van bescheiden orde kiezen en deze aa.neenrijgeno 
Houden we·hierbij het interval constant dan krijgen we, voor n = 2 en 39 




60) Leidt af formules voor r 0 (x) en fii(x) uitgaande van de achterwaartse 
formule van Newton tot en met de v5-termo 
61) Bereken de n=punts Newton-Cotes coefficienten (zie formule 2o1o1) 
voor n = 4 en n = 5o Bereken de restterm voor een polynoom van de 
graad 4 respo 6 en vind hieruit de constante C in de boven vermelde 
restterm=formuleso 
62) Schrijf een Algol-procedurej die Jb f(x) dx berekent met Simpsonis 
- ! a 
·formule& gebruikend 2m+1 basispunteno Schrijf hieromheen een 
progra.mma., dat ., 
2 
... X dx 








De g~regen formules met constant interval h hebben een ernstig 
n~deelo .A.ls de f'uillctie niet overal even ~am_is 9 wordt toch overal 
h zo klein gekozen 0 dat ook het wildste gedeelte nog nauwkeurig 
. . 
genoeg gel'.ntegreerd wordto Liever willen we h zodanig_ varier~n. 
dat de fout per staplengte overa.l ongeveer constant iso D~ wordt 
h dus a.lleen klein O waar de . f'unctie wild is o Hiertoe zullen we 
echtsr een idee van de_ fout moeten hebbeno Meestal is de tweede 
of vierde afgeleide niet zo eenvoudig te berekeneno Een idee 
van de fout ka.n evenwel handig a.ls volgt worden verkregeno 
CorrectieteTm bij trapezi'i.1.Illregel. 
We ~erekenen de integraal over een zeker traject 2h met de trape-
ziwnregel op 2 maniereni nlo over twee stappen hen over een stap 
-2h 9 dus 
h 
I u ::.:: 2 ( f O + 2f 1 + f 2) & 
I
2 
== h ( r0 + :t2 ) o 
Dan hebben we dus voor de integraalg 
x2 
J r(x) dx = I 1 + 2Ch3 = I 2 + 8c113 + O(h5) 11 
XO . 
wa.arbij C = ... rvi(i:;)/12£> voor zekere ~ in het interval (mits f'" 
continu is)o 
Nemen we nu als correctie=term& 
3 r, ... x2 h 2 
RC 2 = 2Ch = 3- = ... b I). f O SI 
dan ontstaat de 4e orde formu.le 
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Dit is kennelijk Simpson°s formule 8 maar nu met een idee van de 
precisiell nl0 de aangebra.chte correctie-term0 Deze correctie 
heet Richardaon=correctie0 Eigenlijk dee~ Huygens dit al in 1654 
in een artikel vvDe circuli magni tudinis inventa.W' i, wa.a.r hij met 
deze methode 9 decima.len van~ vindto In zij~ geval zijn I 1 en I 2 
het oppervla.k van een ingeschreven regelmatige 2n-hoek resp0 
n=hoeko 
Bijvoorbeeld n = 12 (drkel met stra.e.t 1)o 
Oppervlak regelma.tige 12=hoekg I 2 = 3o 
Oppervla.k regelmatige 24-hoekg I = 3010580 
1 
I ... I 
Euygens 0 correctie = 1 2 = 003530 
3 
Dus~ :::::.3ou058 + 00353 = 3014H0 




Jx f(x) d.x = I 1 + 2Ch' = I 2 + 32Ch
5 + O(h7) ll 
0 
waa.rbij nu. C = - / 4) (t)/900 
Dus I 1 • I 2 _= 30Ch
5 + O(h7 ) 0 
De RichardsonGcorrectieterm is nu 
h 4 ... 45 6 ro 
en we krijgen de 6e orde formule 
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-
Deze formule is equivalent met de 5-punts Newton-Cotes formule 
{2o1o5)o Ga dit nao 
Cor:rectieterm bi,j 2n=de orde formule 
Laten I 1 en I 2 twee benaderingen van een integraa~ over een zeker · 
traject zijng verkregen met een formule van de orde 2nt wa.a.rbij de 
afetand tussen de basispunten his voor I 1 en 2h voor I 2
o Dan 
luidt de Richardson-correctie 
waarmee de volgende benadering van de orde 2n+2 wordt verkregen 
De formule~ die op deze wijze uit een Newton-Cotes formule van de 
orde ·2n ontstaat~ is meestal niet met een Newton-Cotes formule 
equivalento Dat lukt alleen bij de trapezium-regel en bij Simpsono 
b3 I~~~greren met automatisch varierende staplene 
Nu we een schatting van de fout (nlo de Richa.rdson-correctieterm) 
hebben 0 kunnen we 
te voren gestelde 
ma.atregelen nemeni om deze.juist beneden een van 
limiet te houdeno 
J
P 
Zij gevraagd in een absolute precisie to 
a 
Wij kiez.en Simpsonvs formule met Richardson-correctie en gaan sta.p 
·voor atap 
XQ 





interval h hebb:n o We berekenen de correct.ieterm 
Het bij interval h be~orende integratie-traject heeft een lengte 4ho 
Om de absolute fout < t te krijgen meet voor dit tra.ject gelden& 
0 
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Dus = I::. max o 
liet procede van Froberg is nu als volgto Als A4r0 te groot is~ 
halve:ren we h en integreren opnieuw (vanaf x0) o Is .6.
4r0 wel, ,:klein 
genosg dan a.ccepteren wij de stap en gaan verder integrereni)' dus 
vanaf x0+4h 9 totd1t het eindpunt b bereikt wordto We moeten evenwel , ' 4 . 
zorgeni) dat h weer verdubbeld wordt& a.ls IA r01 al te klein iso 
Omdat t:.4 van de orde n4 is 8 moeten wij hierbij een veiligheidsfactor 
' > 16 in ac}?-t nemen; 20 schijnt een goede wa.arde te zijno 
Dan luidt dus het criterium voor verdubbeleni 
In Algol 60 ka.n dit ala volgt worden beschreven (zie pa.go 108)~ 
W~~eer de integraal ingewikkeld is 0 moeten we zorgen zo min 
mogclijk integrand-waarden te gebruiken {dus h in elk stadium zo 
groot mogelijk te houden)t en ook geen enkele integrand-waa.rde weg 
te gooien ( wat in.de vorige procedure gebeurt. bij verwerping)o 
Dit ideae.l wordt goed benaderd in het volgende stukje Algol=poezie 










INT: = integral from a. to b of y dx with an absolute 
tol~ra.nce epSo , 
The method is Simpsons rule with Richardson correction using 
Froebergs technique of halving and doubling the intervalo The total 
amount of Richardson corrections is smaller than or equal to eps; 
,:/~:;;,~ 22rocsd~ INT(:r.f>e.,vb&y 0epsh value af,b1,eps,· ~ X1,a.1,b 6y~eps~ 
:,J4f1,~~i~ ~~ls, ~~5:!. signh, 
~ bd~h 0H0 f0if2~t4~F 0T9Iimax 9min 9 
: Hi !!l!I b-a; sigri.hg = sign(H), 
maxg :,; 180 x epa/a.bs(H) ~ mini = max/20 9 
m2g hg l.'Jli H/4, 
xg = a+h; Fs = fO + 4 x y, 
xe Q1; x+h, f2& = y~ F:; = F + 2 x f2; 
xg ~ x+h, Fg = F + 4 x y; 
xi ~ bd; f4g = y, Fg = F + f4, 
Tg = 8 ~ f2 + 2 x (fO+f4). F; 
if abs(T) ~ max then 
~ C:;I ~ ' 
reject: .E,~ lsg = 1E,ls,!, Ih = H/2; bd _g a a. +H ~ ~ 
ac~eptg .E!e a: = bd, fQg = f4, Iz = (F ... T/15) x h + I; 
g ls~,@ .. 2 m3; 
if abs(T) < min then Hg = 2 x H, 
...._ -
bd g = bd + H, i!, sign(b-bd) y! signh ~ ~o to m1 
~ m2, 




INTg = integral from a. to b of y dx with absolute 
tolerance epso 
The method is Simpsons rule with Richardson correctiono If the 
fourth difference is too big& the total. interval is split in two 
equal parts and the integration process is invoked recursivelyo 
The total amount of Richardson corrections is smaller than or 
equal to eps, 
~ rucedure INT(xi>a.&bd&eps); 
va.1,..1.e ai)b l)eps; ~ x,a.1>b i)y i>eps; 
begin~ fa.1>f'm1>f'b1>deltama.x&T; 
~ procedure I(xO&x4,fO&f2&f4); 
~xO&x4 9fOi)f2&t4, 
begin~ f1i)f3&x2; 
x2g = (xO+x4)/2; 
xg = '(xO+x2)/2; f1g = y; 
xg = (x2+x4)/2;: f3g = y; 
Tg = 6 x r2 ... 4 x ( r 1+r3) + ro + r4 , 
Is= if abs(T) < delta.max then 
=- ' -
(x4-xo) x (4 x(f1+f3) + 2 x ·r2 + ro + f4 - T/15) else -
end I; -
delta.maxg = 180 x eps/abs(b~a); 












Geen van beide procedures zijn waterdichto Zij nemen als eerste 
schatting h = (b~a)/4o Als nu de integrand per ongeluk in de basis-
punten nul is 9 gaat het miso . 41T 
Bijvoorbeeld J x sin x dx = • 41ro 
0 0 
~ovendien nemen de procedures geen ma.atregelen tegen singulariteiten 9 
of precieser gezegdg tegen gevallen, waar de vierde di:f:ferentie 
weigert klein genoeg te wordeno De procedures komen dan nooit klaaro 
Beha.lve met halveren (en verdubbelen) ka.n men de staplengte ook iets 
soepeler regeleno Hierop hopen wij terug te komen bij het oplossen 
van differentiaa.lvergelijkingeno 
,gol+o Romberg_ integratie 
Uitgaande van de trapezium-regel kunnen we de Richardson-correctie 
herhaald toepassen om formules van steeds hogere orde te krijgeno 
Zij I de integraal verkregen nap halveringen en q Richardson 
pl)q 
correctieso 
· volgens trapeziumregel op 2P+1 basispunten 
(p=O 9 1. a2 • o o o) 9 
























De Romberg integratie is alleen aa.ntrekkelijk als de integrand over 
het hele interval vrij tam iso Anders ka.n men beter met·een 
varierende ste.pgrootte werkeno Misschien kunnen de i9-eeen van 
Romberg-integratie en stap-variering gecombineerd wordeno 
~5o Steffenson formules (open type) 
Ook hier gae.n we uit van een equidistante n-punts Lagrange formuleo 
De basispunten zijn xi= x0 + ih& waarbij ditma.al i = 1(1)n. In de 
open f?rmules zijn de integratie-grenzen zelf geen basispunten, ma.a.r 
juist een afstand h verwijderd van de uiterste basispunten 8 moa~wo 
a = x0 en b = xn+1 o Dan hebben we 
X 





Dit is de P:.:Punts Steffenson formule (ook wel open Newton-Cotes 
formu.le genoem.d)o 








r \ ! r . l 
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X4 
(2o5o3) jx f(x) dx = ~ (2f1-t2+.2t3) + ~h
5 r( 4)(t)o 
0 




63) a) Zij gegeven een niet-~equidistante ta.bel van een functie f'i 
m.a~Wo de a.rgumenten x. en bijbehorende functiewa.arden f. 
' l . l. 
voor i = 0(1)N-1o 
Schrijf een programma.i) dat uit deze gegevens ee.n equidistante 
tabel maakt voor argument x = a(h)b en deze tabel n~tjes 
uittypto 
Gebruik de procedures van opgo 40 (po 62) en de (zonder 
declaratie beschikbare) in/uitvoerprocedures read& NLCR en 
print (zie cursus Dijkstra a.chterin)o 
b) Gebruik dit ~rogramma voor bet vervaa.rdigen van een tabel 
van f{x) = Vx voor x = l(h) 10 waarbij h zo gekozen wordt 9 
dat 4-punts Lagrange-interpolatie in 10 decimalen mogelijk iso 
Of bedenk een andere leuke functie om dit pr?gramma te testeno 
64) a) Schrijf een integratie-procedure volgens de trapeziuroregel 
met Richardson-correctiee hierbij de staplengte zodanig 
varierend~ dat de correctie per lengte-eenheid nagenoeg 
constant blijft en de totale correctie kleiner dan een gegeven 
E is o 
b) Schrijf een programma om deze procedure te testeno Kies hierin 
een geschikte integrand en integratie-grenzen~ la.at t va.rieren 
en zorg dat bij elke berekende integraal het aantal benodigde 
integra.nd-aanroepen·wordt geteld en getypto 
65) Schrijf een programmai dat een van de in sectie 2o3 vermelde 
procedures test& zeals in 64b) aangegeveno Of schrijf een 
programma~ dat enige integratie-procedures vergelijkt wat 
betreft precisie en efficiencyo 
3o BeEaalde en onbe~aal.de intearatie in Newton~vorm 
Voor h~t verkrijgen van integratie=formules, uitgednakt in dirf'erenties 
ge.an we uit van een equidistante Newton fonnule 8 hetzij een voor-·-·of' 
achterwaa.rtse~ hetzij een (gesymmetriseerd) centrale, zoals Besselo Er 
bestaan verscheidene bruikba.re fonnules van dit tYl)i;?, zowel voor be-
paalde als voor onbepaalde integraleno Vi.=le van deze f'o:r-mules staan in 
Interpolation and Alli~d Tables (3] 0 po 66-700 Ter inleiding eerst 
iets over 
3e0 Onbepaalde integralen en andere inverse o~eratoren 
We beschouwen een continue f'unctie fo 
3o0o0 Definitieo.Een.onbeEaal.de inte~raal.of stamf'unctie van een 
f'u.nctie f is een f'unctie F met de eigenschap 
Onbepaalde integratie is dus de inverse operatie van differentiijren 
en we schrijven 
·De stamfunctie Fis op een a.dditieve constante na bepaa.ldo Immers 
als C een constante is 0 hebben we 
want C0 = Oo De constante C heet integratie-constanteo 
De relatie met bepaalde integraal blijkt uit de volge~de 




f(x)dx = F(b) - F(a)o 
a 
Door het vormen van dit verschil rs.ken we de integratie-constante kwijto 
Va.nwege deze stelling schrijven we ookg 
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b b . 
en f f(x)dx = J f(x)dx - Ja f(x)dx: 0 
a . 
Algemeen hebben we 
Definitieo De inverse A-1 van een operator A is een·operator, die 
voldoet aan de relatie 
In het algemeen geldt niet A-1A = I en bij gegeven f hoe:t't A-1'{f) niet 
uniekbepaald te zijn door bovengenoemde relatieo Voor de onbepa.alde 
0 -1 . . ,0 0 integraal-operator D en de nu te behandelen inverse differentie-
operatoren geldt, dat A-1(:f') slechts op een additieve constante na be-
paald isa 
-1· .... 




AA-~ f. = f. o 
1 1 
A-1 :f'i+1 :· e:-1 fi = 
Vanwege deze betrekking heet A-1 ook voorwaartse somfunctieo Voor G~n 
d • A-1 . . k waar e van 1 mag fi vriJ ge ozen worden, alle andere 
.;..1 . 
A fk liggen 
dan vast door 3o0o5o 
I 
Evenzo meet voor de inverse achterwaartse differentie v-1 gelden 
Dus 
en 
3o0o 7 f 
v-1 
vv-1 
f = k· 
~k = fko 
v-1 J:, = f .1.k-1 k 
.De operator v=1 heet dan ook achterwaa:rtse somfunctieo 
• . • i,=1 Tenslotte geldt voor de inverse centrale differentie u 
Dus ook -1 00 µ f.+, = µ f.+,o 
l. 2 l. 2 
Sommeren we dit& dan ontstaat 
-1 -1 1 1 ku 
3o0o9 µo fk - µo fi = 2 fi + fi+1 + 000 + fk-1 + 2 fk = .l. f.1·~-
J=l. 
xk . 
Hierin herkennen we de trapezium-benadering van¾ J fo Hiervoor voeren 
we bij deze het symbool l" int> waarbij het dubbele xi accentje betekent 
dat eerste en laatste term.van de som geha.lveerd zijno 
3o1 Voorwaartse integratie-formules 
Integ!t'eren·ve;'de voorwaartse fo:rmu.le van Newton, dan krijgen we 
3o1o0 
xj+1 · 1 t f f(x)dx = f f(x. 




Sommeren we dit, dan krijgen.we 
3o1o1 1 J~ ii r(x)dx = 
x. 
l. 
Dit is dus het trapezium-stult plus correcti~s uitgedrultt in vqorwaartse 
differentieso Uit deze formule halen we een formule voor de onbepaalde 
integraal ( vgl o stelling 3 o O o 1 ) : · '· 
I
xi . 
1 r(x).:i-~ = (ti.-1 + l I ... L 1:i.· + ~ ti.2- - 12.... A3 + )r 
h I.I.A •· 2 : ; · 12 2t+ 720 ° 0 0 i 0 
Willen we een formule voor de onbepaalde integraai in een niet~getabelleerd 
·argument, dan integreren we nog even door tot x en krijgen: . . .. p. . ·. 
3o1o3 
X X · X 1f P 1fo ,1f P h · f(x)dx = h f(x)dx + h. x f(x)dx = 
0 
3o2 6,cht2.rwaartse integratie-formule~ en forrAule van Gregoey 
Op precies dezelfde wijze krijgen we uit de achterwaartse Newton-formule; 
Dus 
En we t..rijgen voor de onbepaalde integraal. 
f
~ . . 
i -1 -1 1 · 1 2 19 3 ' ) = f'(x)dx = (V - -T - - V - ·"!.9':" V - --= V - oo o fko h J . 2 12 2~ 720 
De fo1--m.ules 3o1oi en 3o2o1 gebruik~n (VQ9r de differenties) :f'lmctie-
wae.rden9 die aan ~~n kant buiten h~t int~gratie-traject liggeno ils de 
:f'unctie buiten b.et· traject niet be'st)aat of zich slecht gedra.a.gt is 
zo 0n fomule dus niet bruikbaaro Een.fo~ule,i die zich~beperkt tot 
:runctie-waa.:rden binnen het integrati~~tr~ject ontsta.a.t door de 





de formule van Gregoryo Eigenlijk moeten we nog nagaanl'I or 
a71 goed op elkaa.r aansluiten en er geen additieve constante 
l. 
meer overblijf'to Dit blijkt in orde te zijn en we krijgen weer het_ 
trapezium-stuk. plus differentie-correctiesi 
1 ,r~ kcr 
'fi J r(x)dx == ). rj ... 
xi J=J. 
Voor k = i+21'1 i+3 is deze for.mule Simpson respo ¾ - regel met differentie-
correcties (ga dit na)o 
3o3 Centrale integra~ie=formules 
Integreren we de formule van Bessel; dan ontstaat 
000 0 
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De oneven orde -ftermen ontbreken blijkbaa.r o U;i. i~ deze fo:r.mt.l..l1.e vei:~e;t c 
· (tormule van Ga.uss·h · 
Het verschil van de twee o-1-termen is-weer·het trapezium-stuk 
(vglo :f'ormule·3o0o9)o De·onbepaa.lde·integra.a.l luidt nu 
Volkomen-ana.loog kunnen-weil uitgaande van Stirling8s formule, een 
·rormule krijgen voor de bepa.a.lde.integraa.l van x, tot x+," waaruit 
. -l! l! 
we de volgende formule ha.len voor onbepaa.lde integra.a.l tot het 
ha.lfweg-punt x, g 
~ 
0 0 0 0, 
Integreren we nu nog even door tot x "dan ontstaat de volgende formule p . 
voor onbepaa.lde integra.a.l in niet-getabelleerd punt: 
X Xi X • 
t f P _r(x)d.x = ½ J l! r(x)d.x +'½ f xp r(x)dx =· 
i 
-1 1 ( 1) ( ) . '( 2 2 3 4 4 oi. + 2 p - 2 r0 + r1 + A1 o1 + A2 o0 + o1) + A3 oi + A4(o0 + o1) + ooo 
Deze f'ormule en t8ibellen van de coef~icienten Ai zijn te vinden in [3]" 
Po 68-690 
. Besluit ...,,.., 
Ana.loog a.an de formules van Gregory en Gauss_bestaa.t er ook een formule 9 
die een bepaa.lde integraal bena.dert door een trapezium ... stuk plus correc-
ties uitgedrukt in de atgeleiden van de integraa.l in de uiteinden van het 
. . . 
integ:ra-cie-trajecto Deze formula (Euler-Maclaurin) zullen we later behan ... 
deleno We hebben ons hier beperkt tot formul.es op equidistante basispunteno· 
t(, • . . • • • 
Later zullen we fonnules bespreken op niet-equidistante punten 1 waarin de 
punten in zekere zin optima.al worden gekozen (Gauss quadratuur)o 
·t ') ·e·bJtt:f''tf JriWf¢Y ba'.11Mtif05\il&i\ff Z 
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{)pgaVSE, 
66a.).Stel een formu.17 op voor een onbepaalde integraa.l in xp uitgedrukt 
in achterwaa.rtse differenties met index Oo Werk·hierbij de coeffi-
cienten.tot en met dii va.n v3 volledig uito Leid vervolgens hieruit 
~f een f ormul.e voor f x 1 o _ · . · 
b)Werk de coefficienten ~. va.n formule 3o3~4 uit voor i = 1(1)40 . . 1 . 
67) Scb.rij f een Algol=progra,.mma.·t dat van een gegeven equidistant getabel-
leerde functie f het differentie-schema tot en met orde 4, alsmede. 
de eerste en tweede somfunctie berek~nt en uittypto 
Als :functie f kiest U enige geschikte :f'uncties, zqals ½1 ln Xe cos x, 
en een passend intervalo 
Of ti laat het programma de functie-waarden van een ba.nd inlezeno In 
dit geval maa.kt u ook een paar f'geta.llenba.ndenH voor _dit. p~ogramm8:_ -- . 
Opo 
Voor in- en uitvoer gebruikt Ude procedures 9 vermeld achterin de 
cursus van Dijkstrao 




u = x)a(1 ~ x) 8 dx 
-1 
voor a, B = o5(o5)2(1)5o 
Doe de berekening voor enige geschikte waarden van hen neEm telkens 
de differenties mee, tot ze verwaarloosbaar worden in zeg 6 decimaleno 
69) Schrijf een Algol-programma, .dat met ?ehulp va.n de formule van Gauss 
(3o3o1) berekent 
I: (t2 + 1)m dt 
1 1 3 . . 
voor m = -1, - 2 f) 2 & 2 en voor x == 0(~5)5(1)100 
Doe de berekening voor enige geschikte waarden van hen neem telkens 
de,. differenties mee II tot ze verwaarloc;sbaar zijn in 6 decimalen·0 
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lioof~sy};-1-k 4o Lineaire vergelijkingen 11 De~erminanten 12 Mat;d.,.3, ,in~.~ 
Oo Literatuur 
Behalve het op page 21 genoemde [1] ~ volgen hier nog enige boekeniJ 
die uitvoerig de lineaire algebra en de matrix-rekening beh:a:ndelen~ 
22-24 behandelen theorie 9- de a.ndere boeken ook numerieke methodeno 
i National Physical Laboratories, Modern Computing Methods {London 1962)0 
22 AoCo Aitken 9 Determinants and matriceso 
23 AoSo Householderi The theory of matrices in numerical analysis (1964)0 
2l.~ Ro Zurmu.hlll Matrizeno 
25 Co Lanczos i Applied Analysis (-1957) o 
26 Eo Stiefel, Einfuhrung in die numerische Mathematik (1961)0 
27 VoNo FaddeeYai Computational methods of linear algebra (1959)0 
28 DoKo Faddeey & VoNo Faddeeyai Computational methods of linear algebra 
(1963)., 
1 .,. , . a· o .;:E.:::,e;2;,.22g_ 
Bij ce interpolatie-theorie is al even de theorie van de lineaire 
vergelijkingen ter sprake gekomeno Nu gaan we numerieke oplossingsmetho-
den besprekeno Een stelsel van n liaeaire vergelijkingen met n onbekenden~ 
die We x1 i oco~ xn noemen~ ziet er in het algemeen zo uitg 
+ 000 + a.1 X n n = b 1 
- b 
n 
De coeffic:..~nten a .. (i 11 j ::.: ·,~ oooj) n) vor.nen een matrix!) die we A l.J 
~1oe:r;:en en ook wel noter en als (a .. ) o 
1J 
Deze matrix heet de matrix (ook wel kleine matrix) van het stelselo 
c;s-- : 0- ~ : .:. o.&...:::4.2.0 
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De rechterleden b. vo:rmen een vector® die ve b noemeno (Matrix A aan-
l. 
gevuld met vector b tot een n bij n+1 matrix heet ook wel .zrote ~.ie,o) 
De onbekenden x. vormen een vectors die x heeto De vectoren b en x 
J. 
worden opgevat (en geschreven) a.ls kolom-vectoreno Dientengevolge kan 
het ste:sel (1o0) compact worden geschreven in de vorm 
.A:x. = bo 
. Dit wil zeggeni gegeven een n bij n matrix A en een n-vec:tor b 8 gevra.agd 
ean n=vector x zo® dat matrix A ma.al kolom-vector x de kolo~-vector b 
opleverto Het geta.l n heet de orde van het stelsel en ook de orde van 
cnn::z TO M 
matrix Ao 
Clrr::::::::::r?:::::C:::r::::t')';':T" 
In het eenvoudigste geva.1 8 orde n = 1® heeft het stelsel de geda.ante 
a 11x 1 =·b1o Mits a 11 # O® luidt de oplossingi x1 = b 1/a11 o 
Gezien de d~finitie van deling is dit alleen maar een andere schrij:f'wijzeo 
Deze notatie zullen we ook gebruiken voor een stelsel van de orde n& 
X = b/Ao 
I 
Dit wil zeggen® xis een (de?) oplossingsvector van het stelsel (1o1)o 
Zeals we gezien hebbens kan een lineair stelsel worden opgelost door 
eliminatie!!) gevolgd door terug=substituti.eo We gaan nu dit proc~d~ 
wat gedetailleerder bekijkeno 
De onbekenden worden in de natuurlijke volgorde geelimineerd en voor het 
eliminaren van xk wordt de k=de lll'ergelijking gebruikto De eerste eliminatie-
stap verloopt dus als volgto 
Er wordt verondersteld 9 dat a 11 ~ Oo De onbekende x1 wordt uit alle 
vergelijkingen~ behalve de eerste® geelimineerds doWoZo® men berekent voor 
i = 2(:)n de factoren mi1 = - ai1/a11 s vermenigvuldigt de eerste verg~lij-
king met mi 1ien telt dit bij de i-de vergelijking opo Voorzien we de 
gewijzigde elementen vari een boven-index 1 dan komt het resultaat er zo 






a11 a.,2 0 0 ~ 0 0 0 0 a,n b1 
0 
( 1) ( 1) b (1) 
a.22 ° 0 0 0 0 0 0 a2n 2 
2o i oO - -- - - - -· - - - - - - -
0 
( 1) ( 1) b ( 1) 
an2 o 0 0 0 0 0 0 a . nn n o 
Algemener: in de k-de eliminatie-stap 9 k = 1 ( 1)n-1 9 wordt xk met 
behulp van de k-de vergelijking geel_imineerd uit alle volgen~e verge-,_ 
lijkingeno (De in deze stap gewijzigde elementen zullen we aanduiden 
met boven~index ko) Hierbij wordt verondersteld, dat·~~~l) F Oo Men 
. ( ) · . (k-1) / (k-1 ) berekent, voor l. = k+1. 1 n, de factoren mik = - aik 8ik 9 verme-
nigvuldigt hiermee de k-de vergelijking en telt het resultaat bij de 
i-de vergelijking op. Zo; •doorgaande lq:'ijgt het stelsel tenslotte de 















a.33 ° ,. 
0 .... 
.... ... 
0 • 0 
... 
0 0 0 0 a.1n b~ 
; 
0 
( 1) b { 1) 
• 0 0 a2rt . 2 
(2) b(2) 
0 0 0 0 a3n '3 
I I 
... 
.... ... I I 
', o· "" (n-1) b (n-1) 
o o • a · ·o nn n 
Dit stelsel is ma.thematisch equivalent met het oorspronkelijke stelselo 
De determinant i~ tijdens het eliminere~ niet veranderd en dus hebben we 
(vglo de definitie van determinant 9p pa.go 26): 
Als alle diagonaal-elementen van de driehoeksmatrix ongelijk a.an O zijn& 
is dus ook det(A) ongelijk a.an Oo Het _stelsel heeft dan precies een' op-





Bij het haridrekenen moet elke stap gecontrol~erd wordeno Hiertoe vullen 






e. . • + b. o 
J.J l. 
Deze elementen transformeren vein elke eliminatie-stap op dQ~elfde wijze 
a.ls d~ b,o Na elke stap meet de som in elke rij;kloppen, natuurlij~ op 
l. 
afrondingsfouten nao 
Het resultaa.t van de terugsubstitutie ka.n word.en gecontroleerd 9 door na 
te gaa.n of de~e het oorspronkelijke stelsel bevredigeno Men kan ook alle 
oorspronk.elijke vergelijkingen optellen,en hierin de verkregen oplossings-
vector x invulleno Dus als 
n 





C = l 
i=1 









Bij het elimineren volgens boven geschetst schema kunnen we geluk 
hebben en nooit een O op de hoofddiagonaal aantreffeno Zo niet 9 dan 
zullen we enige vergelijkingen moeten verwisseleno Rekenen we exact 
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en is de determinant niet.0 0 dan ber.eiken we op deze wijze de verlangde 
driehoeksvorm en de gezochte oplossingo De pra.ktijk vergt echter meestal 9 
bij het elimineren afrondingsfouten te ma.keno We moeten dan zorgen& de 
invloed van deze fouten klein te houdeno Hiertoe is het nodig niet alleen 
nullen~ maar ook betrekkelijk kleine elementen op de hoofddiagonaal ·te 
vermijdeno Beschouwen we nu de k-de eliminatie-stap, waar dus xk geelimi-
neerd zal wordeno, We kiezen nu uit de mogelijke candidaten (dus de 
elementen a.i~-i) 9 i = k(1)n) een grootste in absolute we.a.rdeo Laa.t 
e.~:-1) zo'n maxima.al element zijno Als pf k 9 verwisselen we nu de k-de 
en de p-de vergelijking en gaan daarna op de in (2o1) geschetste wijze 
~ eliminereno Het gekozen element a;:-.JJet oo~ wel pivot enhet verwisse-
len wordt ook wel ~ivoten genoemd. Bij ve:rwisseling keert de determinant 
van teken om. Hebben we de driehoeksvorm verkregen met eliminatie met 
verwisselingen dan geldt dus 
det(A) = {-1) t aantal verwisselingen x product der pivotso 
Omdat a (k-.,) maxima.al gekozen is t geldt voor de factoren pk 
I 
. · 1 - I ( k-1 ) / ( k-1 ) I m.k - a.k a k < 1o 1 1 p ,_ 
Deze relatie is prettig indien we (met de hand} met vaste komma 
r~kenen. Rekenen we met drijvende komma.t dan helpt deze relatie ons 
nieto Evenwel, ook in een drijvende komma-systeem, waa.r de getallen 
worden voorgesteldU'.llet een vaste relatieve precisie 0 is het van belang 
de pivots maxima.al te kiezeno Dit moge blijken uit volgend voorbeeld 
(uit [,] pa.go 51) o 
mi1 A b 
.,000003 0213472 0332147 0235262 
-7183703 0215512 0375623 0476625 0127653 
-5775203 0173257 0663257 0625675 0285321 
{ 1) 
a.22 = a.22 + m21 a.,2 = 0375623 - 15335025 ~ -1533409 
( 1 ) 
a.23 = a.23 + m21 a.13 = 0476625 - 2386006 -?!'; ... 2386001 
b ( 1) 
,2 =b 2 +. .m21 b1 = 0127653 - 16900.6~ -16900050 
Door·dat m21 maal de eerst«: vergelijking veel grotere coef_ficienten 
heeft dan de tweede vergeli'jking 9 wor.dt deze bijna helemaal uitgeschoveno 
Van de coefficien~en der tweede vergelijking komt maar.e~n cijfer terecht 
in de afgeronde resultateno Ditzelfde gebeurt met de derde vergelijkingo 
De gewijzigde matrix A(1) en het gewijzigde rechterlid b(1l zien er dan 
zo uiti 
.A (1) b( 1) 
0000003 0213472 0332147 0235262 
0 -1533409 -2386001 -1690005 
0 -1232708 -19181.,6 -13586~6 
Gaan we hiermee verder~ d~ vinden we een.oplossingz die de tweede en 
derde vergelijking van het oors:pronkelijke stelsel slechts in ~en 
decimaal nauwkeurig bevredigto Met verwisseling (van 1e en 2e vergelijking) 
kr~jgen we echter wel een goed resultaato 
2o4 Voorbeeld 
Hier volgt een volledig voorbeeld van Gauss 6 eliminatie met rijverwisse-
lingen en som-controle uit [1] :pago 60 De pivots zijn onderstreepto 
De gecontroleerde getallen zijn met V aangeduid0 De berekeningen worden 
gedaan in een decimaal extrao 
m A b ~- s 
04096 - 01234 03678 02943 04043 105994 -054834 02246 03872 04015 01129 01550 102812 
-088989 03645 01920 03728 00643 0424.o 104176 
-043555 01784 04002 02786 03927 =02557 09942 
-092230 031953 0 19982 =004848 -006669 040418{9) 
-023723 008219 004550 -o 19759 006422 ·-000568(9) 
034645 011840 .,26452 '""043179 029758 
c09062 -029245 033155 012972 
001741 -026034 016665 =007628(7) 












Check met de som der oorsp~onkelijke vergelijkingen: 
1 o 1771 x1 -i· 1, 1028 x2 + 1 .lg207 x3 + o~642 X4 = o 7276 C, 72761) 
In 6 .decima.J.en na.uwkeurig luidt de oplossing: 
-.006124 -1.555598 2.031468 -05042630 
De preoisie is d.us iets lager, d.a.n we 9: met onze extra. decima.a.J. 11 zouden 





70) Schrijf een Algol-programma'i) dat een tabel uittypt (vglo Barlow's 
. 2 - 3 · 3 
Tables) van n, n i, n 1> yn'i) \(fo;0 \1';\ 1/n8 voor 
n = n0(1)n0 + 500 Zorg da.t om-de 5 regels een regel blank wordt 
ingelasto 
71) Schrij:f' een Algol-progra.mma.S> dat een tabel ma.a.kt van sin& tan, 
cotll en cos met argument e in graden voor e = eo·c1 mimiut)eo + 
30 min~teno Las om de 10 regels een regel blank ino 
72) Schrij:f' een Algol-progra.mma. 0 dat een tabel maakt van de (equidista.nte) 
Lagrange-coe:f':f'icienten van de orde n voor interpoleer:f'ractie 
p = p0(dp)p1o Let hierbij op de a:f'ronding en zorg dat de som gelijk 
a.an 1 blij:f'to Las om de 5 regels een regel blank ino 
73) Er is een pro"Cedure voor het oplos'sen van een lineair stelsel van 
de orde n, met matrix in !:!1'.!:l. A[1 g n~ 1 ~ n] en rechterlid in 
arraz b [1 g n] o De heading van de procedure is a.ls volgt ~ 
"~ procedure DETS0L (A, b, n); v~ue n; inte~1:, ri, arra;r: A3 b;" 
De waarde 
x van het 
van de :f'unctie procedure is 
ftelsel "l A[i 8 jJ x x[j] = 
det(A), de oplossingsvector 
b [i] 11 worden over vector b 
geschreveno j 
Schrijf een progra.mmai dat DETS0L toetst voor enige matrices 0 
de oplossing in het oorspronkelijke systeem in te vullen en de 
a:f'wijkingen in de rechterleden (de residuen) uit te typeno 
door 
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2o5 Gauss-Jordan eliminatie 
Dit is een variant op het eliminatie-schema volgens Ga.usso Hier wordt· 
niet na.ar driehoeksvorm, maar naar diagonae.lvormgetransformeerdo 
Moao'Wo in de k-de eliminatie-stap wo;dt· (na eventuele rijverwisseling 
I . 
e.ls boven) ~ geelimineerd uit de ;i:-de vergelijkingen niet alleen 
voor i = k+1{1)n 9 ma.ar ook voor i = 1:(1)k-1o Nan stappen heett.men 
dan een equivalent stelsel 
waarbij .A,Cn) een diagona.al-matrix iso De oplossing is dan eenvoudig 
Vergeleken met Gauss' elimina.tie kan ·deze variant het voordeel hebben 5 
dat het iets compacter geprogrammeerd kan wordeno Immers, in plaa.ts 
van de terugsubstitutie hebben we hier de veel eenvoudiger formule 
(2o5o2)o Voor handrekenen beeft Gauss-Jordan ~et nadeel, da.t veel meer 
tussenresultaten moeten worden opgeschreven 8 dan bij Gauss 0 eliminatieo 
We gaan nu een methode beschouwen 9 wa'.arin juist a.anzienlijk_minder 
tussenresult~tan moeten worden genoteerdo 
3o Ontb2:;:ding in driehoeksvorm (methode van Crout) 
Deze methode is mathema.tisch equivalent met Gauss 9 eliminatie en kan 9 . 
als het spel goed gespeeld wordt, er 'zel:f's nw;neriek mee equivalent 
zijno Ter inleiding gaan we eerst Gauss' elim~natie nader beschouwen 
en wel 
.1::.l_~~~ss 0 eliminatie, geschreven als matrix-vermenigy:u,ldigin.&, 
We zien voorlopig at van de rij-verwisselingeno In de eerste eliminatie-
stap wordt mi 1 ma.al de eerste rij van A opgeteld bij de i-de rij van Ao 
Dit ka.n worden geschreven als voor-vermenigvuldigen van A met de matrix 
. . 
.. ., '·~~......;,...,_...~ 1}· · ·, ; .• • ··1·· u ·(ni/ i··
1




M1 = ~31 
0 1 
I'. ... ..... ... 
I ..... ... .... ... .. 
I .. .. 
mn1 
o ______ '.o 
•. Voor de nieuwe matrix A( 1) geldt dus A( 1) = M Ao 














m 0 n,k 
de boven-driehoeksmatrix A(n-i), 
U noemen (naar "upper triangle") o Hiervoor geldt dus g 
3o 1 oO 
• 
0 
die we ook 
als M = Mn_1 ooo M2M1o Evenals de matrices~ is ook matrix M een 
onder-driehoek metuitsluitend enen pp de hoofddiagonaal ("unit lower 
triangle")o Dit volgt uit de 
3o 1 o 1 Stelling,o_ Het product van 2 onderdriehoeksmatrices is 'weer een 
ond.er-driehoeko Hebben beide matrices uitsluitend enen op de hoofddia.-
gonaal~ a.an geldt dit ook voor de prcduct-matrixo , 
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De stalling volgt direct uit de definitie va.n matrix-vermenigvuldiging 
(ga dit na.)o Iets dergelijks geldt natuurlijk ook voor bovendriehoekeno 
We hebben dus nu de Gauss• eliminatie zonder verwisselingen geschreven 
a.ls een matrix-vermenigvuldiging& 
MA= U9 
waarbij A de matr_ix . va.n het stelsel is en M een zodanige ona.~r-driehoek · 
met uitsluitend enen op de hoofddiagona.al, qat de product-matrix U 
een bovendriehoek iso 
Het resulterende ~quivalente stelsel is dus 
ofwel 
.welk stelsel wordt opgelost door terug~ubstitutie~ 
3o2 Methode van Crout 
We vermenigvuldigen nu in de bovengenoemde relatie (3o1o2) beide leden. 
met M-1, de inverse van M, en krijgen dan 
M""1 is weer een onderdriehoek met .. enen op de hoo:f'ddiagona.a.l blijkens 
de volgende 
~~l§~~lt~ng. De inverse van een onder-driehoeksma.trix zonder nullen 
op de hoofddiagona.a.1 (want anders bests.at de inverse niet') is weer een 
. . . 
onder-dr~ehoeko Is een matrix een onder-driehoe~ met uitsluitend enen 
op de hoofddia.gonaal& dan geldt dit ook voor haar inverseo · · 
De stelling volgt gema.kkelijk uit de definitie van inverse matrix 
(ga dit na.) o 
De onderdriehoek M""1. noemen we ook L (na.ar "lower triangle"). en we 
schrijven dus A= LUo 
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In de methode van Crout nu wordt deze splitsing rechtstreeks berekend, 
stap voor stap de definitie van matrix-vermenigvuldiging gebruikendo 
In de k-de stap 21 k = 1 ( 1 )n 9 wordt ~j 9 j ~ k berekend uit de. rela.tj.e 
en lik' i > kj uit de relatie 




k + 1ik'-1tk0 
.Ae.nnemende lkk = 1 kri?gen we dan» voor k = 1(1)n, 
De elementen van Len u, die rechts·van de gelijktekens staan, zijn 
al berekendo Zo krijgen we nan stappen de LU-ontbinding van Ao 
Rekenend met een tafel-rekenmachine hoeven weals tussenresultaten 
slechts op te schrijven de elementen van Len U (intotaal dus 
n2 getallen)» wat aanzienlijk voordeliger is, dan bij Gauss' eliminatieo 
Rekenend met een automatische rekenmachine 1 is Crout's methode te 
· verkiezen boven eliminatie, indien scalaire product en ( in di t geval 
rijen van L met kolommen van U) worden berekend in extra precisieo 
Determinanto Na de ontbinding A= LU_vinden we ook hier de determinant 
van A op eenvoudige wijze, dank zij de 
. Produ';__t-stelling voor determinante,::,o Zijn P en Q twee n bij n matrices, 
da.n geldt: 
det (PQ) = det (P) x de;t (Q)" 
Dus~•in ons geval 
det (A)= det (L) x det (U) 
want det (L) = 1 o 
t<, 
= det (U) = u u 
11 ° 00 nn' 
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,geen- en terug-substitut.i!, 
Na. de splitsing A= LU moeten we oplossen het stelsel 
LUx = b0 
. Dit gaat in twee eta.ppest nl~. eerst wordt berekend y = b/L 9 da.arna 
x =·y/Ua DEl berekening van y noem ik heen-substitutie (forward. 
substitution) en de daarop volgende berekenirig van xis de reeds bij 
Gauss 9 eliminatie genoemde terug ... substitutie (back substitution) 0 
3o3 Voorbeeld 
We lossen het stelsel 0 gegeven in 2o4, nu op met Crout 9s meth~de 
(uit {1] 9 pa.go 12)'0 We houden weer een som-kolom bij • die we a.ls 
extra rechterlid-vector mee la.ten doeno 
De tU ... ontbinding van dit ste'lsel luidt8 
LU b/L s/L 
040960. 012340 036780 029430 040430 1059.940 
1 031953 019982 ""004848 ""006669 040418 
054834 . 1 •000590 -018513 008137 ... 010966 
088989 025721 i 3040003 ... 10 71453 1068550 
043555 1008426 16065290 1 
Uit y = b/L vinden we da.n tenslotte _door terugsubstitutie x = y/Ug 
.x1 = -000609 9 x2 = ... 1055560 9 X3 = 2~03144 ' I X4 = '"'0504270 
Berekenen we uit z =~/Lop dezelfde wijze w = z/U 9 da.n moet 
(op af:rondingsfouten na) gelden w. = 1 + x.o l. . J. 
Imme:rs (Aw). =}: a .. (1 + x.) =}:a. .• + b. = S-a. 
l. j l.J 1 j l.J l . l. . 
Omdat hier geen rijen zijn verwisseld, komt er een iets kleinere 
pivot (nl~ u33), dan in het Gauss
0 schema van dit voorbeeldoHier zijn 
echte:r minder tussenresultaten afgerond• zodat toch het a.ntwoord 
na.uwkeuriger is (zie pag" 127)0 
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Opgaven 
74) Bewijs de stellingen 3o1o1 en 3o2o1~ 
Schrijf de inverse matrix van een onderdriehoeksmatrix P van de 
orde 4 expliciet uit 9 wae.rbij dus 
P11 0 0 0 
P21 P22 0 0 
p = 
P31 P32 P33 0 
P41 P42 P43 P44 
wae.rbij de hoofddiagonaal-elementen van P niet O zijno 
75) Bewijs, dat voor k = 1(1)n-1 geldt {zie sectie 301): 
' 
1, 
' 0 ' 1 
" 1\1 == ~~+1~k 0 
I ' ' I '1 -mnk 0 
Bewijs bovendien (ter illustratie, hoe nauw Crout met Gauss' 
eliminatie samenhangt): 
1, 
0 0 0 
..... 
-m .... 




m , -- • -m 1 n n,n-
76) Bewijs da.t verwisseling van de p-de rij en de k-de rij van een 
matrix Akan worden geschreven a.ls voorvermenigvuldiging van A 
. . (pk) . . 4 met een ier1nutatie-matri~ P 9 die in elementen van de 
eenheidsmatrix verschilt 
9 
nlo P(pk) ·= P(pk) = O en P(:pk) ::: 
P(pk) = 1o Wat is de determinan~van p(Bi)? pk 
kp 
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3o4 Varianten van Crout 
We hebben hierboven gekozen 1 .. = 1, omdat dit het nauwste aansluit 
ll 
bij het Gauss-schemao Men kan in plaats hiervan'evengoed kiezen 
u .. = 1 of een voorwaarde, die zorgt dat Ii.• I en ju., I (ongeveer) 
J.J. J.l ll. 
even groot zijno Een andere mogelijkheid is de matrix te schrijven 
als LDU 9 waarbij D diagonaal is en 1. . = u. . = 1 o ll J.l. 
3~5 Crout met rij-verwisselinge1:, 
Evenals bij Gauss'eliminatie moet oak de splitsing in driehoeken 
worden uitgevoerd met verwisselingen, teneinde kleine elementen 
op de hoofddiagonaal te vermijdeno We moeten zodanig verwisselen 9 
dat in iedere kolom van L het grootste element op de hoofddiagonaal 
terecht komto Het is hierbij iets handiger de variant u .. = 1 te 
. J.J. 
kiezeno Uit (3o2o2) en (3o2o3) komen dan de volgende formules voor 
de k-de stap, k = 1(1)n: 
Zoek hierui t het element 1 1 met maximale absolute waarde en verwissel . p$'.. ' 
de rijen pen ko Bereken daarna (de indices duide~ op de positie.na 
de ve:rwisseling): 
Voor een beschrijving van dit proces. in Algol, zie de procedure 
DET hierond.ero De,'bijbehorende heen- en terug..:.substitutie wordt geda~ 
in SOL en DETSOL combineert beideo De pro,cedures zijn getest en 
geregel_d in gebru~k in het X1-Algol systcem van het Mathematisch Centrumo 
Voor de berckening der scalaire product~n werd en wordt hierbij gebruikt 
een machine-code procedure INPROD, die voor enige decimalen extra 
i,recd.:sie zorgto 
In plaats van deze machine-code procedure zou men de volgende 
declaratie kunnen gebruikeno 
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comment INPROD g= the sum over k from a through b of xx y, 
~ _12!'0cedure INPROD {kll at bll x, y); 
value a® b; integer k, ail b; ~ x, y, 
begin real r, r g= 0 9 .....--e ~
~ k g= a step 1 until b do r g= x x y + r; -
INPROD g= r 
end INPROD; ....,,._. 
comment AP 204 
DET g= determinant of then-th order matrix given in arrai 
A(1 g n® 1 g n]o The first index of the array elements ·is the row 
index® the second one the column indexo The method is triangular 
decomposition according to Crout with row interchangeso This pro~ess 
yields a lower triangle Land a unit triangle U such that L x U 
equals matrix A with interchanged rowso Together with each row 
interchange the si'gn of the non-pivotal row is reversed, so that 
the determinant equals the product of the diagonal elements of Lo 
At each stage the pivot is chosen in a column of L such that its 
modulus divided by the Euclidean norm of the corresponding row of A 
J.S maximalo The integer array p(1 g n) is an putput \rector in which 
the pivotal row indices are recordedo The elements of A are replaced 
by the corresponding calculated elements of Land Uo So enough 
information is reta~ned for subsequent sol~tion of linear systems 
and for mat~ix inversiono DET uses the non:local ~ procedur: INPROD; 
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~ ,Procedure DET (A, n II p) ; 
- .Y§;lue n; integer n; array A; integer ~rray p; 
begin integer i, _j 11 k; ~ d, r, s; arrat v[1 : n]; · 
.!2! i := 1 ste:e, 1 until n_-9;2 
v[i] := sqrt (INPROD (j, 1, n, A[i~j] 9 A[i,j])); 
.!£!. k:= 1 step 1 until n ~ 
begin ·r:= --1; ,...,.... 
.f.2!. i:= k ste:e, 1 until n ~ 
begin AI}~k] := 
A[i,k]_ -·INPROD (j, 1, k -·1 11 Al} 9 j], A[j 11k]}; 
s: = abs (A [i ,k] ) / v [i] ; 
if. s > r ~ pegin r:= s; p[k] g::: i ~ 
end LOWER; -
!2::,· j := 1 st~ 1 until h ~ 
begin r:= A[k 9j]; 
A[k,j] := if. j ;:, k then A(p[k] ,j] ~ 
(A(p[k] ,j] ... -INPROD (i, 1, k - 1 0• A[kti] 11 A[i,j])) 
/ A[k 11k]; i:! p[k] ':/; k ~ A{j>[k_] 11 j] := -r 




comment AP 205 
SOL replaces the vector given in array b [1 g n] i) by the• solution 
vector x of the linear system L x U xx= b with interqhanged 
(and possibly sign-reversed) elementso Here.'L is the lower triangle 
and U the unit upper triangle which are' given in array LUC,.~ ~, 1 : n] _ 
such that the elements with first index:< seconq index are elements 
of U and the other elements of LU are elements of Lo The integer 
a:ray p [1 i nJ defines the interchanges· with sign reversions of' the 
elements of b in correspondence with the pivoting administration 
i+i DETo Hence a call DET(A, n~ p)i) followed by a. cal~. SOL(A, J:?, n, p), 
has tl;le effect that b is replaced by the solution vector x of the 
linear systemi Sigma (A[isj] x x[j]) = b[i] o The pr~cedure SOL leaves, 
the elements of LU and p unaltered and uses the non-local real -
;e!Ocedure INPROD; 
value n; integer n, 9;,rr~ LU, b; intege;: 2;rra;r P,; 
begin integer ii) k; ~ r; 




t~ 1 until n ~ 
E!;6il! r~= b[kJ, b[k] g= 
(b[°J?[k]] - INPROD {i 0 1i) k ... 1 11 LU(lt 9 i], b[i])) / LU(lt,k]; 
if, p[k] f k ~ blj;,[k]] i= -r 
~ kg= n step - 1 ;until 1 ~ 
,. b[kJ~= bUtJ - INPROD (i 9 k + 1 9 n, LU[kili], b[i]) 
~ SOL; 
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comment AP 207 
DETSOL:= determinant of then-th order matrix· given in array 
A [1 : n 1> 1 : n] o Moreover the vector» . given in array b [j : n] 11 
is replaced by the solution-vector x of the linear system: 
Sigm~ (A[i,j] x x(j)) = b[i] • For further details see· DET and SOL, 
which are used by DETSOL; 
~ 12rocedure DE~S~L {A, b, n)_; value n; integer n;. array A,_ _bt 
begin integer array p [1 : n] ~-
DETSOL: = DET (A, n 0 p); SOL (A-, b 11 n, p) 
end DETSOL; 
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40 Symmetrische matrices 
4o0 Inleiding 
Er zijn methodes ,speciaal.voor symmetrische matrices, waarin gedu-
rende het proces de symmetrie (met de daaraan verbonden voordelen) · 
wordt gehandhaafdo De LU-ontbinding leent zich uitstekend voor 
symmet'riseringo Er is daarbij echter geen pla.a.ts voor rij-verwisse-
lingen (tenzij we ook de overeerikomstige kolom ... verwisselingen zouden 
doen;, wat niet genoeg helpt)o Helaas zijn -e;r symmetrische matrices, 
waarvoor verwisseling nodig is, bovog 
De_rgelijke matrices la.ten zich dus niet • op· symmetrische wijze·· a.ls een 
LU-product schrijveno _Er is echter een belangrijke klasse van 
. . -- .. --•·. ·symmetrische in.a.trices~ w~arvoor. het· wonderwel gaat ~ nl., .. de pos:i.tfe°r"' 
definiete matriceso Daarom ter inleiding de volgende definities en 
stellingeno 
Zij A een reele symmetrische mat.rix van de orde n en x een willekeurige 
n-vectors. die opgevat wordt als kolom-vector en Oden-vector, waarvan 
"I-
alle elementen O zijno 
4o1o0o Definitieo Matrix A heet ~ositief semidefiniet a.ls voor elite x 
, . T 
geldt x Ax~ Oo 
4o 1 o 1 o Definitieo Matrix A heet 12ositief definiet a.ls voor· elite 
m 
x 1 Q geldt x•Ax > Oo 
In de praktijk is het vaak lastig vast te stellen of een matrix deze 
prettige eigenschap(pen) bezito 
Een geed bruikbare voorwaarde biedt de volgende 
4o 1 o2o Stelling_o Als A geschreven kan worden als het product van!. een 
reele (rechthoekige) matrix F met zijn getransponeerde, in formuJ.e: 
A= FTFv dan is A positief semidefinieto Zijn de kolommen van F lineair 
onafhankelijk, dan is A zelfs positief definieto 
T T ·T T T T Bewijso Zij A= F Fo Dan x Ax= x F Fx = (Fx) Fx ~ O, want (Fx) Fx 
is een som van quadrateno Dus A is positief semidefiniet. Laten nu 
bovendien de kolommen van F lineair onafhankelijk zijno Dan volgt uit 
~ 4 ( )T . . . x r .Q. dat ook Fx r .Q., dus Fx Px > Ot moa.wo A is dan positief 
definieto 
Ook het omgekeerde geldt, waarbij we zelfs kunnen eisen, dat F een 
boven-driehoeksma.trix is: 
4o1o3o §telling. Een positief defini~te·matrix Akan warden geschre-
ven als een product UTU, wa.arbij U een reele boven-driehoeksmatrix iso 
(Deze stelling bewijzen we nieto} 
4o1o4o Stellingo Als·A positief definiet is, dan ook al zijn submatri-
ces, die ontstaan door een aantal rijen en de overeenkomstig~ kolommen 
van Ate schrappeno 
Dit volgt uit de definitie (4o1o1). 
4o1o5o Stell~li• Als A positief definiet is, dan geldt det (A).>. 0,. 
Dit volgt uit stelling (4.1o3)o 
4.2: J?,e wo2:~_el-methode {Cholesky) voor symmetrische positief-definie~ 
matrices 
Zij A een sym:metrische positief definiete matrix& We schrijven A= LU 
en ha.ndhaven de sym:metrie door te eisen L = Tr, dus A= UTU. Deze 
ontbinding is mogelijk volgens stelling 4.1o3o Dan hebben we dus 
voor k = 1(1)n (vgl. 3o2o2 en 3o2.3): 
. j i\k = v~ -u~ k - 0 OQ - ~-1 »k 
402.01 
l \\j = (81~ - u1k~1j - ••• - 1\-1»kuk-1,j)/1\k' j > k • 
In elk stadium zijn de elementen van U, die rechts van het = teken 
staan~ reeds bekend~ Omdat A positief definiet is, is het getal onder 
het wortel-teken altijd (althans bij exact rekenen, zie echter onder-
staande waarschuwing) positief en U blijft dus reeelQ Bovendien blijken 
verwisselingen in dit geval overbodig te zijn. 
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Weet men niet va...~ te voren of A positief definiet is, dan kan men dit 
proces voortzetten, zolang de worteltrekking geen argument< 0 krijgto 
Blijft het tot en met k = n goed gaant da.n is blijkbaar de UTU-ont~ 
binding gelukt en de matrix, volgens stelling 4o 1 ~2, positief definieto. 
Ontmoeten we een argument.:::, 0 voor de w9rteltrekking, dan kunnen we 
meestal beter overgaan op Gaus~• elimin~tie of Crout met verwisse-
lingeno 
Waarschuwingo Het kan hee~ goed voorkomen, dat een matrix positief 
definiet iss maar door afrondings-fouten toch aanleiding geeft tot 
een niet~positief argument voor de worteltrekkingo Men moet dan wel 
rekenen op precisie-verlies 11 zie sectie T, slechte conditieo 
5o Meerdere rechterleden 
Beschouwen we nu een stelsel met een vaste matrix A en meerdere rech-
terleden (aantal m)o De rechterleden vormen een matrix B met n rijen 
en m kolommen; de oplossing is een met B gelijkvormige matrix Xo 
Het stelsel schrijven we dan als 
.AX= B 
en.de oplossing als 
X = B/Ao 
Zowel in het Gaussw schema als in de heen-substitutie van Crout's 
methode·kunnen alle rechterleden tegelijk meegenomen wo~deno Als som-
kolom nemen we nu de som van alle kolommen van A en B sa.meno 
Het kan nodig zijn de rechterleden afzonderlijk na elkaar te behandelen. 
Dit is boVo het gevali als het volgende rechterlid afhangt van de 
vorige oplossings-vector, wat nogal eens voorkomt in een iteratie-
proceso In dat geval doet men een keer hetzij de Gauss' eliminatie, 
daarbij de ~riehoek A(n-1) = U en alle factoren mik bewarend 11 of. de LU-
decompositiei hierbij Len U bewarendo 
Bovendien noteert men in beide gevallen welke verwisselingen zijn uit-
gevoerdo Met deze gegevens kan men daarna voor elk nieuw rechterlid 
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met weinig moeite (doWoZo met betrekkelijk weinig bewerkingen, dus 
in korteretijd) de oplossing berekenen" Na Gauss' eliminatie van 
de matrix moeten namelijk de overeenkomstige eliminatie-stappen in 
het rechterlid gedaan worden,. gevolgd door terugsubstitutie; na LU-
ontbinding hee:f't men voor elk rechterlid de heen- en'terug-substitutie 
te -doen., 
60 Matrix-inversieo 
Een belangrijk speciaal geval van de matrix-vergelijking 5G0o1 is 
het geval B = I {eenheidsmatrix) •· dus 
AX= Io 
-1 De oplossing X = I/A heet inverse van A en wordt genoteerd als A o 
Mathematisch geldt: als AX= I, dan ook XA = Io Numeriek hoeft dit 
echter niet te geldeno 
De matrix X wordt berekend door het stelsel (6oOo1) op te lossen met 
een of andere numerieke methode 9 zeals Gauss' eliminatie, Crout, en. 
als A positief definiet is, Cholesky~ 
In een ma.chine procedure kan de zaak zo gearrangeerd worden, dat A-1 
.over A heen geschreven wordt, bijna zonder·extra werkruimte te 
gebruikeno (Naast matrix A en een·n-vector voor het noteren van de 
verwisselingen·blijkt er neg slechts·~~n·extra n-vector als werk-
ruimte nodig te zijno) 
. -1 . / 0Fmerkin&• A b betekent iets anders dan b A. Het eerste betekent, 
dat eerst A-1 wordt berekend en daarna·A~1b wordt verkregen door 
matrix maal vecto; vermenigvu.J.diging~·Het _tweede betekent, dat het 
stelsel Ax= b wordt opgelost, zonder A-1 te berekeneno Aangezien het 
. eerste ongeveer tweemaal zoveel werk vergt·en ook meestal minder 
nauwkeurig' is, veirdient de tweede aanpak altijd de voorkeur. tenzij 
-1 h . men A toe oo~ nodig hee:f'to 
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7o Slechte conditie 
Delen door O mag niete Aangezien delen'het oplossen van een lineair 
stelsel van de orde 1 is, valt te verwachten·dat het oplossen van 
stelsels van de orde n > 1 ook moeilijkheden kan oplevereno 
We weten reeds, dat een stelsel Ax= b geen eenduidige oplossing hee:f't 
(maa.r oneindig veel o:f' geen enkele oplossing), als det (A)"= Oo 
Numerieke moeilijkheden ontstaan echter ook, als det (A) dicht bij O 
ligt, doWoZo aanzienlijk kleiner uitvalti. dan men op grond van de 
. . 
grootte der elementen van A zou verwachteno M.en spreekt dan van 
slechte conditie en de matrix zowel ala het stelsel heten slecht 
geconditioneerdo Bijvoorbeeld het stelsel 
(-:01 -;02)(::) = ( : ) 
h 1 
. T eeft als op ossing x = 
Varier~n we dit tot yT 
vector r = b - Ay heel 
= ( 10·101 1 1 o 100), dan blijkt 5 dat de residu-
kleine elementen hee:f't 9 nlo rT = (-0001; -0001)0 
Het residu is dus een factor 100 kleiner, dan het verschil tussen y 
en de exacte oplossingo Dit komt, doordat de determinant nogal klein 
is (vergelijk det (A) = 19 a11 a22 = 102) o 
Later zullen we het begrip "slechte conditie" nauwkeuriger definieren 
en onderzoekeno Hier verrnelden.we het slechts als een waarschuwing,. 
Een numerieke oplossing van een stelsel meet men critisch bezieno 
Bovendien mag men niet uit het klein zijn van het residu zonder meer 
besluiten, dat de oplossings-vector nauwkeurig genoeg iso 
-Opgaven 
77) Bewijs stelling (4o1a4) uit de definitie (4o1o1) door geschikte 
vectoren x te kiezeno 
78) Bewijs dat een reele symmetrische matrix van de orde 2 dan en 
slechts dan positief defini-et is;. a.ls beide hoofddiagona.a.l-:-
elementen en de determinant p6sitief zijn .. 
79) Welke van deze matrices .zijn positief definiet, welke zijn wel 
positief semidefiniet, maa.r niet ;positief 'definiet? 
1 1 1 2 1 1 1 2 3 2 1 1 1 
1 1 1 , 1 2 1 • 2 1 2 1 2 1 1 
1 1 . 1 1 1 2 3 2 1 1 1 2 1 
1 1 1 2 
0 
80) Schrijf een Algol-procedure, die een driehoeksmatrix van de orde n 
inverteert en daa.romheen een programma. 9 d.a.t deze procedure 
gebruikt voor het inverteren van de bovendriehoeksmatrices A en B9 
gedefinieerd door: Aij = 1 voor i .::, j 9 Bij = j ... i +· l rc.or i .::, jp .. 
' 
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Bo Iteratieve heen- en terue;-substitutie 
Als het stelsel slecht geconditioneerd is 9 is het residu vaak veel 
kleiner, dan het verschil tussen berekende ~n exacte oplossingo Men 
,· 
kan dan een betere benadering vinden als volgto 
Zij het stelsel Ax= bo Splits eerst de matrix A in driehoeken. dus 
A,= LUo 
Bereken vervolgens door heen- en terug-substitutie 
Bereken daarna (bij voorkeur in extra precisie rekenend) het residu 
Bereken dan door heen- en terug-substitutie 
d ( 1) - = r ( 1) / Ao 
Deze oplossing brengen weals correctie aan ~p x(O), dus 
x(1) = 'x(O) + d{1)o 
.Meestal is x ( 1 ) veel bet er dan x ( O•) o Als x ( 1 ) nog niet goed genoeg is 
herhalen we het proced~ met x(i) in plaats van x(o), enzo 
Deze iteratieve heen- en terug-substitutie is dus een toepassing van 
de in sectie 5 geschetste verwerkingvan meerdere rechterleden, die niet 
allen tegelijk bekend zijn. 
9 o Iteratieve oglossings-met,hoden 
Hier zullen we een paar iteratieve methoden besp~eken ter oplossing van 
een stelsel Ax= bo Ze convergeren goed 9 als de hoofddiagonaal van A 
sterk overheerst~ doWoZo dat de elementen pp de hoofddiagonaal in abso-
lute waarde veel groter zijn dan alle andere elementen van Ao Een voor-
deel van deze methoden is, dat zij profijt kunnen trekken van elementen 
" die O zijn, ook indien het 0-patroon onregelmatig is. 
Dit voordeel wordt beduidend bij grote matrices met veel nullen erin 11 
die natuurlijk alleen buiten de hoofddiagonaal mogen staano 
De iteratie begint met een geschikte vector x(O) als beginschattingo 
In elke iteratie-~tap wordt uit vector x(i) een nieuwe benadering 
x(i-1-,) berekend, waarbij x(i) de i-de iterate (= iteratie-resultaat) 
heeto Er zijn verschillende formules voor de iteratie-stap, waarvan 
we hier enige besp~ekeno 
9o1o Jacobi iteratie 
Hier luidt de iteratie-stap als volgtg 
(i+1) = (b - I 
~ k j=1 
{i))/ . •' '•'·) a. • x. a. • ,· k··= , 1,{ 1- n., ll:J J .. .l{.K 
j~k 
1,10 ao w o voor het berekenen van ~ brengen we in de k-de vergelijking 
_ alle term.en, behalve de k-de, naar rechts en bepalen hieruit een 
nieuwe waarde voor x., waarbij we voor x. (j ~ k) de oude waarden 
.K. • J 
gebruikeno 




h 1 l . T ( ) eeft as op ossing x = 1, 2, -1 o 
Wi-j schrijven nu 
x
1 
= ( 8 - .~
2 
+ 2x3)/4 
x2 = (17 - 2x1 +. x3)/7 
x =-( 7 + 3x - x
2
)/8o 3 1 
Iteratie startend met x{O) = 0 levert~ 
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..,.. 2o0 095 091 09975 100093 100006 09991 09999 1.0001 1.0000 ..... , 
X 2 2o4 10 73 1097 200229 
200050 i 09979 . 109994 .200002 .200001· 200000 
X3 -o9 -1032 -1 002 -09700 -09962 -100029 -100005 ~09997 -09999 -1.0000 . 
Schrijven we matrix A als A= L + D + U11 waarbij Deen diagonaal-matrix 
is, Leen _onderdriehoek en U een bovendriehoek© beide met louter nullen 
op de hoofddiagonaal, dan kunnen we formule (9o1o0) schrijven in de 
gedaante 
9o1oi 
(i+~) (i) x ' = (b_ - (L + U)x )/D~ 
waarbij / weer betekent oplossen van een lineair stelseli ditmaal met de 
diagonaal-matrix D als matrix, dus eenvoudig door-te delen door <\:t, = 8kko 
9o2o Gauss-Seidel iteratie 
Hier berekenen we in elke stap de nieuwe ~-waarden ook in de volgorde 
k = 1(1)n, maar nu gebruiken we steeds de nieuwste x.-waarden voor j ~ kQ 
J 
.Moa,;w-o de iteratie-stap luidt 
( • ) k-1 (. ) .. 1+1 = (b _ \'l 1+1 
K k j=1 8kj xj . 
Met de bovengenoemde schrijf'W'ijze voor A kunnen we dit.in de volgende. 
vorm schrijven~ 
Omdat hier steeds de meest recente waarden gebruikt worden, zal deze 
~ethode meestal iets sneller convergereno 
Voarbee~f, Hetzelfde stelsel als in (9oi), wederom startend met de 
nul-vector, levert nui 
100320 09941 100011 09994 100000 
109993 200000 2oOOeO 200002 200000 
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9o3o Relaxatie 
De beide voorgaande methoden werken de vergelijkingen a£ in een vaste 
volgordeo Bij relaxatie pakken we de vergelijking met in absolute 
waarde grootste residu en maken dit residu O door die onbekende te 
variereni die in deze vergelijking ·de grootste coefficient heeft.o 
In formuleg 
Bereken voor k = 1(1)n de residuen 
n 
r. = b. - l a.-k ¾:o 1 1 k=1 . 1 
Bepaal i, waarvoor Jr. I maximaal iso 
J. 
Bepaal daarna k, waarvoor !aikl ma:x:imaal is en bereken vervolgens 
voor deze keen nieuwe ~ uit de i-de vergelijking, door hierin 
voor de andere x. de nieuwste waarden te substitueren: J . . 
n 
x.. := {b. - ~ a .. x.}/a.ko 
.K. J. l J.J J J. . . j=1 
j;6k 
.Als de hoofddiagonaal overheerst, is natuurlijk altijd k = io 
In dit schema kan het voorkomen, dat sommige ~ maar zelden gevarieerd 
wordeno 
Voorbeeldo Hemen we weer het stelsel van (9o1) met de nul-start (hier is 
dus steeds k = i) dan luiden de iterates en de bijbehorende residuen~ 
x, 0 0 1o4 1 o4 1o4 0 098 098., 0980_ 0980 ; 1 oOOt · 1.0010 ·; 1 q0010 
x2 0 2o4 2o4 2o4 1087 .1087 1099 1.o990 2.007 2.007· 2o000p 2.0006 
x3 0 0 0 -1o1 -1.1 . -10 1 -1.1 -0994 -.994 -0994 -0994 -100003 
r 1. 8 506 0 -2o2 -1067 001 -.11 0102 .085 0001 00074 -.0052 
r 2 17 o2 -2o.,6.-3o7 001 085 001 0116 -0003 -0045 -00002 -00065 . 
r3 7 406 808 0 .53 -073 ~o85 -0002 -0019 0044 .,0504 0 
,9Peaven 
8:) Bepaal met de eliminatie-methode van Gauss de oplossing van het 
volgende stelsel 
/ 2085714 4009524 7057143 10 .. 45238 x, 116.90476 ) j 
r 3.,52941 9076471 3070588 2035294 x2 106088235 - . 
. \ 1,53846 2036923 12090_769 5055385 X3 107 095385 / 
9,,887.69 4c90237 2~00376 1 ~00000 X4 77 099846 . 






















De gegeven matrix-elementen zijn exacto 
84) Bepaal in 4 decimalen nauwkeurig de oplossing van het stelsel 
10x - 3y = 2408125 
- X + 6y - 2z = -500959 
- 4y + 8z - t = 2405219 
- 2Z + 9t C 9c7089 
~et de iteratieve methoden van 




































Bereken hiernit door inverse interpolatie een benaderde waarde 
van~ in 4 cijfers nauwkeurigo 
Aanwijzingg voeg de basispunten toe in een geschikte volgorde,, maak 
gedeelde dirf'erenties.(niet meer dan nodig blijkt) en gebruik Newton's 
formule term voor term, totdat precisie bereikt iso 
2 
3) Zij gegeven de volgende tabel van sin (-«x/180) met gemodificeerde 
tweede differenties~ die in 5 decimalen interpoleerbaar is domoVo 
de gemodificeerde vierde orde Everett-formule0 
X sin (wx/180) 02 m 
0 000000 0 
15 025882 -1786 
30 050000 -3450 
45 0 70711 -4880 
60 086603 -5976 
75 096593 -6666 
90 1"00000 -6899 
3ereken met behulp van deze tabel y = tan ('IT/18), doio tan (10°) 
en vervolgens~ 
2 3 4 z = 1 - 101499196 y + 06774323 y - 02080030 y + 01268089 y 0 
Practicum proef'werk 2 groep II 
1) In Co Hastings, Approximations for digital computers staat de vol-
gende benadering voor de error-functie 
2 fx t2 
4> (X) = --- e- dto 
\fo' 0 
Als = 1 X , dan luidt de bena.dering_ 
1 + p . . . . 
· # 2 3 .. 4 5) ) 
4> (X) = 1 - (a1n + a2n + a3n + a4n · + ~5n_ 4>'(X 11 
waarbij p = 03275911 9 a1 = +,~2258 36846 
a2 = - 02521 28668 
a3 = +102596 95130 
a4 = -102878_22453 
a
5 
= + 09406 46070 
en 4> 9 is de afgeleide van 4>o 
a} Bereken uit deze benaderings-formule ~ 9 door te kijken water 
voor X = 0 uit meet komeno 
# 
b) Bereken 4> (x) voor X = o1 en X = 1, als gegeven is~ 
exp (-Q01)~ 099004 98337 
exp (-1) ~ 036787 944'!2G 
2) Bereken uit de volgende (exact~) •tabel f(160000) met Aitkenvs inter-
polatie-formuleo 












Vereis•~c relatieve ·precisie in o5 cijferso 
· 2) De volgende tabel van de Bessel-functie Y2(x) is in de tabel-pre-
cisie interpoleerbaar met 6-punts Lagrangeo 




601 020392 273 
602 017660 555 
603 014815 715 
604 o1i883 613 
605 008890 666 
606 005863 613 
607 +002829 284 
608 -000185 639 
609 -003154 852 
7o0 -.,06052 661 



















































. ToJ o Dekker 
Proefwerk 
1).Zij gegeven het volgende Algol-programmag 
"begin co:mment Testprogramma voor PROD; 
integer n; ~ result; 
real procedure PROD(k~ a 9 b~ fk), 
value a 9 b; integer k 9 a, b; ~ fk; 
begin real p; pg= 1; 
2 maart 1965 
~ kg = a step 1 until b E.£, pg = fk * p; 
PRODg = p 
end" -
~ PROD; 
1£!_ ng = n + 1 while result < 
10
6 Ee 
begin result = PROD(i, 1, n-1, 10 # i); 
print {result) 
end 
Hierin is "print (result)" een statement, die zorgt voor het uitty:pen 
van d,e waa.rde van "result"o 
a) Welke getallen typt dit progra.Ilh~a uit? 
b) Wat is de betekenis van "value a;i b"? 
Waarom is het aan te bevelen 9 hier bin de value lijst te plaatsen? 
Waarom kunnen ken fk in dit geval niet in de value-lijst worden 
opgenomen? 
c) Wat is het verschil tussen specificaties en declaraties? Noem de in 
dit programma voorkomende specificatieso Welke van deze mogen worden 
weggelaten? 
2 
2) In Co Hastings~ Approximations for digital computers (po 173) staat 
een benadering voor de functie 
geldig voor O i k < 1o Als n 2 . = 1 - k i dan luidt de benaderingi 
E*(k) {1+a1n+a2n
2
} { 2- 1 = + b1n + b2n J ln n t 
waarbijg a1 =· 04630151 b1 = 02452727 
a2 = 01077812 b2 = 00412496 0 
a) Schrijf een procedure declaratie, waarin E*(k) wordt berekende 
b) Schri'jf een blo~, dat deze procedure gebruikend de waarden 
E*(k) berekent vcor k = sin ( 1rro )9 waarpij e = 0(10)900 
Laat de resu.ltaten afleveren in een passend array. 
3) Hoe luidt de formule·van Lagrange van de orde 3 
a) voor het algemene gevali 
b) voor het geval~ dat de basispunten equidisant zijn? 
c) Als een functie f gegeven is voor de argumenten 10oO(Oo2)20oO 
en r*(x) wordt gevr~agd voor x = 10.54321, welke basispunten 
kiest V dan voor interpolatie van de ord~ 3 en wat ·is dan de 
waarde van p? 
4) Bereken voor het equidisante geval en voor interpoleerfractie 
p =~de Lagrange-coefficienten van de orde 3 en 4o 
Schrijf de hierbij horende "middenpunt"-formules voor .. 
*( . 1 ) . f x0 + 2 h uito 
3 
5) a) Hoe luidt de interpolatie-for~ule van Newton van de orde n? 
b) Hoe luidt de formule voor de ~ijbehorende restterm, uitgedrukt 
in den-de afgeleide van de functie f? 
In welk interval meet f(n) bestaant opdat deze formule geldig 
zij? Noem de stelling uit de analyse, die voor de afleiding 
van deze formule nodig iso 

Cursus Wetenschappelijk Rekenaar A 
Proefwerk Algol practicum (open boek}. 15-6-9 65 
1., Op een in de bandlezer liggende band bevinden zich achtereenvolgens 
de getallen 3» 1 11 3~ 4, 2 11 1, 511 3, 15 2c 
Wat wordt door het volgende progra.mma geponst? 
begin ~ procedure inprod (m,p~ap~bp); 
val~ m; integer m 11 p; ~ ap, bp; 
begin-~ s; s g= O; 
end -
,!£!. pg= 1 step 1 until mi£. 
s g = s + ap x bp ; 
. inprodg= s 
~ inprod; 
j.nteger. n_; n:= read.; 
begin . array A[1 ml) 1 ml, b[1 gn]; · -
I 
end -
integer i, j ;· 
for ig~ t steL1 until n ,22 
!£?!. jg= i step 1 until n ·£2 A[i 11 j} := read; 
.!9£ jg= 1 step 1 until n i£. b[j} := read; 
for ig= 1 step 1 until n £!£. 
:punch (inprod(n 11 j 11b[j} 11 if. j ~ i ~ A[j ti] ~ A[i 11 j])) 
(Uit examen WRA, 1964)0 
2o Scnrijf een ALGOL programma, dat van de functie 
V 2 \ f(x) = (1 + x) 1 - x 
een volledig differentie-schema tot en met orde 4, alsmede de eerste 
som-functie uittypt voor argument x = -1(oO5)+1o 
Bovendien moet het programma uit deze gegevens met behulp van de 
+1/ formule van Gregory _1 f berekenen en uittypeno 
2 
Proefwerk Algol practicum (vervolg) 
3o Een tabel f 1~ oooi fn stelt functie-waarden voor behorende bij 
e4uidistante abscissen x1, oooi Xno 
De tabel besl.aat de plaatsen 1 t/m n van een arrayo 
In datzelfde, 'lJ:r:'f:~y op de plaatsen -3, -2, -1, O sta.an achtereenvolgena 
. -:---· 
de waarden van n, x
1
, xn en x2-x1o 
Gevraagd_te -schrijven een deciaratie voor een f'unctie-procedurel) 
die als actuele parameters meekrijgt een argument x, de array-identifier 
en een label, die de plaats aangeeft waa.r het programma hervat moet 
:vorden a.ls x buiten het segment [x1 ,xn} ligto De procedure-identifier . 
moet als waarde krijgen de :f'unctie-~aarde, die door lineaire interpolatie• 
c6rrespondeert met Xo . 
Schrijf hieromheen·een programma dat een array van 1 t/m 101 vult met 
de waarden ex, waarbij x:= 0(o02)20 en ook op de plaatsen -3 t/m O van 
het array passende waard~n invulto 
Vervolgens moet het progra.mrna. de f'unctie-procedure aanroepen voor 
x = -1(0003)23 en voor deze waarden van x de geinterpoleerde functie-
waarden typen, of, als x buiten het interval ligt, een alarm-indicatie 
(een geschikt getal of een tekst) uittypen en daarna gewoon doorgaan 
met de volgende waarde van Xo · 
,Pursus Wetenschappeli.5k Rekenaar A 
Proefwerk Numerieke Analyse (gesloten boek) 15-6- 9 65 
1o a) Geef een definitie van functionaal en van lineaire fu.nctionaalo 
Licht de definities toe met een voorbeeldo 
) 
Q -1 0 .. b Gegeven een operator A9 hoe wordt de inverse operator A gedefini--
eerd'? v7ordt door deze definitie A-1 ondubbelzinnig vastgelegd'? 
Licht Uw antwoorden toe met een voorbeeldo 
c) Hoe verkrijgt men formules voor num~riek differentieren? 
Schrijf een formula neer voor f'(x0) van ·ae orde 40 Waarom is 
numeriek differentieren niet erg a~lokkelijk'? 
2o Leidt de integratie-formule van Gregory af in de volgende etapp~sg 
a) Vind uit de voorwaartse formule van Newton een formule voor 
x.., 1 4 I J+ fo Bereken hierbij de coefficienten expliciet t/m A 0 
Xo J . 
Leid hieruit af een i'oimu.le voor J~ fen een_formu.le voor de 
K XO 
onbepaalde integraal J fo 
b) Schrijf de overeenkomstige formu.le op van de onbepaalde integraal 
~ J f uitgedrukt in achterwaartse differenties~ (Hier (in b) hoeft 
', ,. 
men geen volledige afleiding te geveno) · 
c) Leid uit de formules voor onbepaalde integraal 9 gevonden in a en b, 
af een formule J~ f~ uitgedrukt in voorwaartse differenties 
XO 
in ·x0 en achterwaartse differenties in~, zijnde de formula van 
Gregoryo 
2 
Proefwerk Numerieke Analyse (vervolg) 
3o Ontbind de volgende matrix in driehoeken volgens Crout met rij~verwisse-
lingen en bereken de determina.nto 
70o0 21400 -19a0 -7o0 
50000 100a0 15000 ... 50,,0 
-1200 -8504 -600 -5o4 
39o0 2108 6809 2001 
Opmerkingg De matrix-elementen zijn exacto Doet men de ontbinding 
met enen op de hoofddiagonaal van de boven-driehoek dan hebben alle 
getallen, die men krijgt» hoogstens een decimaal achter de punto 
4o a) Geef een definitie van ~ositief definiete sym:metrische ma.trixg 
b) Bewijs de stellingg 
T Als een matrix A van de orde n geschreven kan worden als A= FF~ 
waarbij F een re~le (rechthoekige) matrix van de rang n is, dan is 
A positief definieto 
c) Beschrijf een speciale methode voor het oplossen van een lineair 
stelsel, waarvan de matrix symmetrisch positief definiet iso 
Licht de methode toe aan de hand van een matrix van de orde 3 
met element en a. •• o 
1J 
Waarom gaat deze methode mis bij sym:metrisch niet-positief-definiete 
matrices? 
5o Beschrijf de iteratieve methode van Gauss-Seidelo 
Bij wat voor matrices weet men zeker 11 dat de methode convergeert? 
Bij wat voor matrices biedt deze iteratieve methode voordelen boven 
niet-iteratieve methoden? 
Errata 
regel 19: 4xaxc meet z1Jn 4xaxc 
regel 21-26 (4x): 2xa meet zijn 2xa 
regel 19: 9o34x10t(-7) meet zijn 9o34X10t(-7) 
regel 24: X, /, + meet zijn x 5 / , + 
regel 27 (voerlaatste): x / + moet zijn x / + 
'·· 
epgave 2, laatste regel: 2o54x10t(-n) moet zijn 2~54x10+(-n) 
,, 





"Honscheldernmoet zijn viHouseholder", 
opgave-nummers 16 9 17 9 18 moeten zijn respo 21~ 22, 23; 
regel 5 van ender 11det(M) 11 moet zijn "ldet(M)j"; 
opgave 31 moet luideng 
n-1 
uBewijs de formule l x. J 1:- (x) = x, voor n > ·1"; 
j=O J J . 
sectie 12 eerste formuleg 99f'(x) 11 moet zijn "r;(~)"; 
. ~-~- - .... -·- -
regel 6 van onder, in de tweede determinantg 
11Yii ooos i+k :x:1 - xn moet zijn "Yii 000 11 i+k..:.1 xi· - x
11
; 
page 58 laa.tste regel n~1r moet zijn vvxi+kvv; 
page 60 na het voorbeeld is het sectie-nummer 13 vergeten, 
er meet dus staang n13o .f_!,lverse interpolatie"; 
pago 78 formule (18o4) Yi(~) o~" moet zijn 11 (P~2) o~"; 
pago 80 regel volgend op formule (19o2)g 
n (P +. i - 1) 11 t . . 11.:£,.,. (P + i - 1) n. 
2i - 1 moe. ziJn 2i 2i - 1 ' 
pago 82 in formule (19o7) moeten worden toegevoegdg 
achter 11=" een factor 11.!." achter 11h21 +1n een openingshaak 2 » 
en achteraan een sluithaak; 
pago 85 formule, (20o1) 112Bn/n)(x
0




· ·Errata hoofdstuk 3 & 4 
97 in formule 
df(x) Yl2:p _ 1" meet zijn 2p -pago voor 0 
dx 
0 dp 
in formule fn{xo)g " l tf moet zijn H 1 voor h ~ 
in voorlaatste regelg "D O s 1' moet zijn "'v'sn 
pago 104 in formule {2a2a1) schrapi "= 2Ch311 
paga 105 regel" 5 11magnitudinis 11 moet zijn "magnitudine'* 




pago 121 regel 6:moet luideng n22 beha.ndelt theorie, de andere boeken 
.· zowel theorie als numerieke methodeno" 
page 129 in opschrift van sectie 3~ 11driehoeksvorm". moet zijn "driehoeken" 
pago 135 la_atste regel van achter. 11gebruiken" toevoegen" 9 die evenwel geen. 
extra precisie lever~o" 
pago· 144 regel 17 achter n rT = 11 moet staan" (-~001 9 +0001) 91 

