In this paper we address periodic base-stock policies for stochastic economic lot scheduling problems. These represent manufacturing settings in which multiple items compete for the availability of a common capacity source, in the presence of setup times and/or costs, incurred when switching between items, and in the presence of uncertainty regarding demand patterns, production, and setup times. Under periodic base-stock policies, items are produced according to a given periodic item-sequence. This paper derives effective heuristics for the design of a periodic item-sequence minimizing system-wide costs. This sequence is constructed based on desirable production frequencies for the items, obtained as the solution of lower bound mathematical programs. An extensive numerical study gauges the quality of the proposed heuristics.
In this paper we consider manufacturing settings in which multiple, say N, items compete for the availability of a common capacity source, i.e., production facility, in the presence of setup times incurred when switching between items. In addition to a setup time, switching may involve an explicit out of pocket setup cost as well. We focus in particular on settings where uncertainty prevails regarding the demand patterns, production times as well as the setup times. Such settings are often referred to as Stochastic Economic Lot Scheduling Problems (SELSP). A variety of strategy classes have been proposed to govern these systems effectively; these can be partitioned into (i) static and (ii) dynamic strategies. Dynamic strategies determine at any point in time which of the items, if any, is to be produced in the facility on the basis of the complete state of the system (which includes the inventory levels of all items and the most recent assignment of the facility). Static policies, on the other hand, use only state information that pertains to the item currently being produced.
One important class of static strategies are the so-called periodic base-stock policies: when the facility is assigned to a given item production continues until either a specific target inventory level is reached or a specific production batch has been completed; the different items are produced in a given periodic sequence, possibly with idle times inserted between the completion of an item's production batch and the setup for the next item. Other examples of static policies include variations in which the sequence of items produced by the facility is determined by a state-independent random process (see, e.g., Kleinrock and Levy 1988) as well as time-window policies in which the assignment of the facility is completely determined by the time of day, the day of the week, etc.
The exact optimal policy under most common performance measures or cost criteria is often of the dynamic type. Such criteria include the minimum average systemwide setup-, holding-, and backlogging costs or the minimum of average setup and holding costs under specific service level (e.g., fill rate) constraints. Unfortunately, identification of an optimal dynamic policy requires the solution of a dynamic program with an N-dimensional state space; this is feasible only when N = 2 or 3. Moreover, the structure of an optimal policy tends to be highly complex, prohibiting their implementation even if such strategies could be computed in a reasonable amount of time. See, e.g., Ha (1992) and Qui and Loulou (1995) for a characterization of an optimal policy in the special case of two products, with zero and positive setup times and costs, respectively. Thirdly, coordination with other related activities (e.g., procurement of raw materials, input components, externally performed setups) is often difficult under dynamic policies as opposed to some of the above classes of static policies. Indeed, under many of the latter (e.g., the periodic base-stock policies) predictability of the plant is greatly enhanced. As pointed out in Tayur (1994) , increased predictability promotes more accurate due-date quotations and thus reduces the need for expediting and schedule changes and associated ad-hoc setups, effectively improving the production capacity.
Finally, there is now evidence that the restriction to static policies comes with only a moderate loss of optimality: Markowitz et al. (1995) recently proposed a class of dynamic cyclic policies as a dynamic alternative to the cyclic base stock policies. Under a dynamic cyclic policy, the facility continues to cycle through the products in a fixed sequence or permutation; however, when engaged in the torial problem as there are O(N!(m)j)NM-N) potential sequences of a given periodicity M (_N) alone. The same question has been addressed by Dobson (1987) and Zipkin (1991) in the context of deterministic ELSPs in which demands for all items occur at constant rates and the production and setup times are constants as well. Boxma et al. (1990 Boxma et al. ( , 1991 Boxma et al. ( , 1993 and Bertsimas and Xu (1993) develop heuristics for the determination of an optimal polling table in periodic polling systems with exhaustive and gated service. A polling system consists of several (say N) stations and a server who at any point in time can be assigned to at most one of them incurring setup times when switching between stations. Under a periodic polling system, the server travels between the stations according to a given periodic sequence described by the so-called polling table; under exhaustive (gated) service the server continues at a given station until its queue is emptied out (until all customers present upon his arrival to the station are served). Polling systems thus correspond with the special case of our model in which no positive inventories are allowed. Boxma et al. (1990 Boxma et al. ( , 1991 and Bertsimas and Xu (1993) focus on the objective of minimizing a weighted average of the steady-state waiting times at the different stations, while Boxma et al. (1993) are concerned with the weighted average of the steady-state workloads.
The remainder of this paper is organized as follows. In Section 1 we first introduce the general model and its notation as well as a brief review of the method to evaluate a specific periodic base-stock policy. We then give a brief outline of a three-phase approach to generate effective production tables. In Section 2 we address the question of determining optimal production frequencies of the different items (Phase I). (The production frequency of an item is specified as the frequency with which a new production batch for this item is initiated.) In Section 3 we generate, with these frequencies determined, a periodic itemsequence (or production table) (Phase III). Section 4 concludes the paper with an extensive numerical study, gauging the quality of the proposed strategies.
MODEL DESCRIPTION; A THREE-PHASE APPROACH TO GENERATE EFFECTIVE PRODUCTION TABLES
We consider a production system with N distinct items, demands for which are generated by independent Poisson processes, with Ai the rate at which demand arises for item starts producing item i after being idle or after producing some other item. Consecutive setup times are independent. The utilization rate for item i is pi = Aisi; that of the system equals p = pN 1 pi and we assume the system is stable, i.e., p < 1.
If a demand cannot be filled from existing inventory, it is backlogged. Three types of costs are incurred. Let: At time 0, the facility starts to produce the first item listed in table T, i.e., item T(1) and continues its production until its inventory level is increased to a base-stock level bT(1) (the exhaustive case). Alternatively a batch is produced, the size of which is given by the difference between bT(1) and the starting inventory level (the gated case). The facility then switches to the second item in the table, T(2), after a possible idle time A2 and setup time RT(2). This protocol continues until the Mth production run for item T(M). Thereafter the facility returns to the beginning of the table, producing its first item T(1) after a possible idle time Al and setup time RT(1), and continuing the above protocol. (To facilitate the exposition, we confine ourselves to the case where the exhaustive production discipline is applied to every entry of the 
where ILi denotes the steady-state inventory level of item i.
The shortfall variables {Li} have the advantage of being independent of the base-stock levels. A method to compute the shortfall distribution is developed in Federgruen and Katalan (1994) ; it is based on a well-known decomposition result due to Fuhrmann and Cooper (1985) . More specifically, fix i = 1, ..., N; a nonproduction epoch for item i refers to any epoch at which the system is not engaged in producing a unit for this item. Then, as shown in Federgruen and Katalan (1994) proposed an alternative evaluation method based on numerical transform inversions. This method can be designed to provide exact evaluations of the shortfall distributions up to any prespecified precision, and it is asymptotically somewhat faster for fixed k* as M tends to infinity. Its complexity is O(Ml?'k*) with a typically in the range 0.6 to 0.8. The shortfall, and hence inventory level, distributions (see (1)) permit us to evaluate all system-wide costs.
Let C denote the expected length, in steady-state, of a complete cycle, i.e., the time between two consecutive returns to the beginning of the table T. It is well known (see, e.g., Takagi In Phase (I) we generate production frequencies from the solution of mathematical programming models of special structure which approximate the exact system-wide cost objective (6).
As far as Phase (II) is concerned, we propose as in Boxma et al. (1990 Boxma et al. ( , 1991 Boxma et al. ( , 1993 Boxma et al. (1990 Boxma et al. ( , 1991 Boxma et al. ( , 1993 ) this phase appears to be the least crucial one in the heuristic.
N}. As shown by
As far as the sequencing Phase (III) is concerned, we propose that an initial sequence be constructed on the basis of the Golden Ratio heuristic proposed in Boxma et 
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Proof. It follows from (2) that E(Li) = E(L') + E(Lj').
By the Pollaczek-Khintchine formula, We are now ready to derive a nonlinear program, with the quantities {Fi:i = 1,..., N} and 5 as the primary decision variables, the value of which provides a lower bound for the exact objective (6). Our approach is to replace the true distributions of the Li-variables by those of a set of variables {Li: i = 1, . .., N} achieving a minimal value for the objective (6) among all distributions with the same first and second moments. A similar approach has been followed by Klincewicz and Whitt (1984) 
subject to E XXk = 1, i 1, 
all Xik, b1, Fi, 6 0.
The objective (14) coincides with (6), with expectations written explicitly in terms of the minimizing probabilities {Xik}.
Equation ( 
+ h -GO-'( Pi hlTi + hi(vi -/x) Part (c) is immediate from part (b). D We thus conclude that both under the Scarf and under the Normal approximation, the minimal newsvendor cost associated with item i, can be obtained as a closed form expression proportional to o-i, the standard deviation of Li; for the other two parameter classes of distributions, infb INVG is likewise expressed as a simple closed form function of /xi and o-i, the mean and standard deviation of Li. The usefulness of the above classes of two-parameter distributions in terms of generating closed form expressions for minimum inventory costs was first observed in Zipkin (1982).
We henceforth confine ourselves to the Scarf and Normal approximations. Under these approximations and invoking Lemma 2, the lower bound mathematical program (LB) for the determination of the optimal production frequencies drastically simplifies to:
i=l i=l subject to Since, by Lemma 5, the functions pif') are increasing, we obtain that the root of (26) decreases with A. The optimal value of A can thus be found by simple bisection verifying for each trial value of A whether the corresponding Fi values satisfy 1 riFi > 1-p or = 1 r1Fi S 1 -p. While the above method is simple, it involves repeated computations of (unique) roots of sixth-degree polynomials. As an alternative, we may wish to change variables to y1 = r1Fi, obtaining the formulation: We conclude with a few qualitative observations regarding the solution of (P). First, note that (18') is always binding, i.e., 6 = 0, in the important special case where no external setup costs are incurred, i.e., Ki = 0 for all i = 1, ..., N. (In this case, the objective (24) is decreasing in all Fi-variables.) In other words, in the absence of external setup costs, it never pays to insert idle times. While intuitive, this result may fail to hold for the exact system-wide objective (6), as opposed to its approximation (24), albeit that such failures occur rarely, e.g., under extremely variable setup times. This phenomenon was first pointed out by Sarkar and Zangwill (1991) showing that mean waiting times can sometimes decrease as mean setup or idle times are increased. See also Zangwill (1992 Zangwill ( , 1994 for further discussion on this phenomenon.
Staying with the important special case of zero external setup costs, we also observe that the optimal vector of the frequencies (F, 6) is quite insensitive to the specific approximation used in (P), i.e., the solution hardly depends on which of the above described approximations for the newsvendor costs {INVi} is employed. This follows from the fact that in most practical settings, the pJ/hi-ratios of the different items tend to be equal or close to equal; indeed, both the holding cost and backlogging cost rates are often set proportional to the unit cost values of the items. Observe that if all p/hi-ratios are exactly identical, the P3i-coefficients in Lemma 4 obtained under alternative approximations differ from each other by a proportionality factor only, thus resulting in the same optimal solution for (P) (since all Ki = 0). Even more generally, the same argument reveals that the relative frequencies {FJ/Fj: i, j = 1,..., N) are unaffected by the specific approximation used in specifying the ,B-coefficients in (24) as long as both the {pJ/hi}-ratios and the {KJ/ri}-ratios are (close to) identical. These observations regarding the robustness of the optimal vector of production frequencies instill further comfort in the use of the approximation approach leading up to problem (P).
/ FEDERGRUEN AND KATALAN
Observe also that in problems (LB) and (P), the (approximated) cost objective depends on the vector of inserted idle times only via its sum A,,, = XYm A1 = 6C. Indeed, Federgruen and Katalan (1996a) proposition 2 shows for cyclical base-stock policies that this invariance result applies to the exact cost objective; in other words, it suffices, without loss of optimality, to insert a single idle time period and it is immaterial after which of the N items this idle time period is inserted. The invariance result fails to apply to the exact cost objective for more general periodic base-stock policies, even though partial invariance results continue to apply, see Federgruen and Katalan (1996b, corollary 5). In view of the characteristics of the approximating mathematical programs (LB) and (P) we recommend that a single idle time period of length 8*C be inserted at the end of the polling table (with 6* the optimal value of 6), even when the optimal frequencies result in a noncyclical base-stock policy. With the table size M i = 1,..., N) . Let ur denote the current periodic sequence after removal of all but the first entry of item k. Now, insert the remaining (Mk -1) entries of item k so as to minimize the sum of the absolute deviations of the expected intervisit times from their target value (1 -pk)C/Mk + rk, using the above durations of the jobs in computing the intervisit times. We replace the existing set of entries for item k by the newly obtained set only if the resulting table T evaluated by the above described method, is associated with a strictly lower cost value in (6).
PHASE (111): THE ITEM-SEQUENCE IN THE PRODUCTION TABLE
The above positioning problem can be solved as follows: let p denote the first entry of item k and cut the path {p + 1, p + 2,..., M, 1,..., p} in the sequence -r into Mk links so as to minimize the sum of the absolute deviations of the arc lengths from the target value (1 -pk)C/MkA + rk. The problem of finding the shortest path with Mk arcs from entry p back to entry p can be solved exactly in O(M2Mk) time; many faster highly effective heuristics can be used instead. This iterative repositioning procedure is terminated as soon as in a series of N consecutive iterations, none of the positions of the entries can be improved. Note that this procedure terminates after a finite number of iterations since the sequence of optimal cost values associated with the corresponding table T is monotonically decreasing, thus precluding any cycling phenomena.
NUMERICAL STUDY
We conclude this paper with a numerical study designed to test the quality of the proposed heuristics for determining / 893 production schedules. Recall that the optimal production schedule represents an exceedingly difficult combinatorial problem as there are (N!($m)NM-N) potential sequences of a given periodicity M (:z:N) alone, and the optimal M value itself may be quite large, resulting in a large number of potential absolute frequency vectors, {Mi; =1 Mi = Mi -1}. Therefore, we restrict ourselves to problem instances with at most seven items. As demonstrated above, the heuristics themselves can be used confidently for systems with scores or hundreds of items. We have confined ourselves to instances with zero external setup costs for all items (i.e., Ki = 0 for all i = 1, . . .. N). Recall that the expression for the average setup cost component in the objective function of (P') (or (P)) is exact. Thus, the approximation of problem (P') is relatively more accurate in the presence of setup costs. By demonstrating that our heuristics come close to identifying optimal periodic base-stock policies for settings without external setup costs, we thus are able to conclude that the same will apply (a fortiori) for general settings with positive setup costs.
In addition to addressing the more limited set of problem instances ( Table I. For each of the (p, co) combinations, we generate 10 (3, 1) problem instances in set 1 (2, 3) as follows: for a given value of p, the traffic intensities of the individual stations are specified by a non-negative allocation vector i = 1,..., N) at a time. For each production table T, we compute the system-wide long-run average cost via the evaluation methods described in Federgruen and Katalan (1996a) and select the one which achieves the minimum cost. We also conduct an extensive local search among all 3N neighbors in the set X'=1 {M1 -1, Mi, Mi + 1} of each of the two initial solutions and again select the one which minimizes the overall long-run average cost. Let TL and TE denote the solution obtained by the limited and extensive local search procedures, respectively.
As mentioned above, determining the true optimal production table and its associated cost is impractical even for systems with only three items. Therefore, we select the best production table within a large neighborhood of our best heuristic solution TE; for systems of size 3 (5, 7) we search among the 103 (55, 57) Tables II, II , and IV report the averages, standard deviations, and maxima of these performance measures for all categories of problem instances with the same total demand rate, p, in sets 1, 2, and 3, respectively, as well as their summary statistics for the entire set. Figures 1 and 2 exhibit the histograms of the four E-optimality gap measures.
Focusing first on the results for systems with three items (N = 3, set 1) we observe that the initial solution obtained from the three-phase procedure is on average only slightly better than the cyclical base-stock policy with table T.
However the performance of this initial solution is already significantly more reliable than that of the cyclical policies. The standard deviation of the optimality gap vis-a-vis COPT is more than six times smaller for the initial periodic table as compared to Tr. Our second major observation is that the relatively inexpensive limited local search eliminates most of the optimality gap vis-a-vis COPT, reducing it to an Figures 1 and 2 show that the average optimality gap between TL or TE and COPT, i.e., the average value of E2 and E3, is in fact biased upward due to the tail of the distributions: for example, in set 1, the limited search eliminates the complete optimality gap vis-a-vis COPT in more than 50% of the problem instances.
The above results gauge the impact of determining appropriate production frequencies. Additional improvements can be achieved by altering the sequence in which the items are produced in the production table. The pairwise interchange procedure achieves in set 1 (N = 3), on average, a 3.33% reduction of the cost achieved under the table TL and an average cost reduction of 4.66% for set 2 (N= 5).
We note, in addition that the above discussed relative performance of the different heuristics for Phases I and II, i.e., the cost the initial solutions (TS, TN), the cyclical table 7c, the solutions obtained after the limited and the extensive search TL and TE, as well as COPT, are relatively insensitive to the total utilization rate p; no specific patterns are apparent as p is varied from 0.15 to 0.9 in set 1 and from 0.25 to 0.85 in set 2.
On the other hand the potential for cost improvements due to alterations in the sequence in which the items are produced, tends to increase as p increases reflecting the fact that in systems with a high utilization rate p, the lengths and variabilities of the intervisit times {Ii,j} for a given item i have a larger impact on system-wide performance.
We now turn to the eighteen problem instances considered in the "setup time" problem study of Markowitz et al. (1995) . Fourteen of the 18 instances have N = 2 items. For these 14 instances, the authors report that cyclic base stock policies exhibit an average optimality gap of 11.1%, as opposed to an average optimality gap of 6.5% for their proposed dynamic cyclic policies. (The cyclical base stock policies are referred to as "generalized base stock policies" and represent a slight variant of the cyclical base stock policies considered here; after setting up for a given item, one starts production only if its inventory level is at least some y units below the base stock level and idles otherwise. The same minimum batch size y is used for all items. Partially based on the results mentioned below, we conjecture that little, if anything, is gained by the adoption of these minimum batch sizes as compared to static idle times.) The incremental 4.6% optimality gap is somewhat The remaining four instances have N = 5 items. Two of these are symmetric, i.e., the items have identical characteristics. Here the authors report that the generalized base-stock policies (slightly) outperform the proposed dynamic cyclic policies. Below in Table V 
