We study some classes of symmetric operators for the discrete series representations of the quantum algebra U q (su 1,1 ), which may serve as Hamiltonians of various physical systems. The problem of diagonalization of these operators (eigenfunctions, spectra, overlap coefficients, etc.) is solved by expressing their overlap coefficients in terms of the known families of q-orthogonal polynomials. We consider both bounded and unbounded operators. In the latter case they are not selfadjoint and have deficiency indices (1,1), which means that they may have infinitely many selfadjoint extensions. We find possible sets of point spectrum (which depend on the representation space under consideration) for one of such symmetric operators by using the orthogonality relations for q-Laguerre polynomials. In another case we are led to new orthogonality relations for 3 φ 1 -hypergeometric polynomials. Many new realizations for the discrete series representations are constructed, which follow from the diagonalization of the operators considered. In particular, a new system of orthogonal functions on a discrete set is shown to emerge.
I. INTRODUCTION
The wealthy theory of representations of the Lie group SU(1, 1) ≃ SL(2, R) and its Lie algebra (see, for example, Refs. 1, 2, Chapter 7, and 3) has been extensively employed in various branches of physics and mathematics. Representations of the Lie algebra su(1, 1) have been particularly useful in studying the isotropic harmonic oscillator, non-relativistic Coulomb problem, relativistic Schrödinger equation, Dirac equation with the Coulomb interaction, and so on. The Hamiltonian H in the interacting boson model is represented as a linear combination of the operators, corresponding to generating elements J ourselves by the discrete series representations of U q (su 1,1 ), because just these representation operators are often used as Hamiltonians of physical models and these representations are related to the q-oscillator algebra. The present paper is a continuation of our study of representation operators, undertaken in Ref. 23 (note that this paper has an essential overlap with Refs. 6, 7 and 15).
The paper is organized as follows. In section 2 we assemble some definitions and formulas on discrete series representations of the algebras su 1,1 and U q (su 1,1 ), which are necessary in the sequel. In section 3 we diagonalize the representation operator I 1 with a bounded continuous spectrum, that is a q-extension of the su 1,1 -operator J cl 0 −J cl 1 . Then we briefly describe eigenfunctions and spectra of a more general class of representation operators I (ϕ) 1 . In section 4 we consider isometry between the standard Hilbert spaces H l , on which the discrete series representations are realized, and the Hilbert space, on which the operator I 1 is a multiplication operator. The latter Hilbert space is the space of square integrable functions on the spectrum of the operator I 1 . We realize the representation T + l on this Hilbert space. In section 5 we study representation operator with bounded discrete spectrum. We find this spectrum explicitly. This diagonalization is also related to a new realization of the representations of U q (su 1,1 ), which is considered in section 6. In section 7 we consider the unbounded operator I 3 . This operator is symmetric, but not selfadjoint. Its deficiency indices are (1, 1) and this means that I 3 has infinitely many selfadjoint extensions. We find possible sets of point spectrum for this symmetric operator by using the orthogonality relations for q-Laguerre polynomials. These sets depend on the space, on which the corresponding representation of the algebra U q (su 1,1 ) is realized. In section 8 we consider the diagonalization of a oneparameter family of unbounded symmetric representation operators. These operators also have deficiency indices (1, 1) and we find their eigenfunctions. In order to find selfadjoint extensions of the operators I 3 and I 4 , it is necessary to know extremal orthogonality measures for the orthogonal polynomials, related to these operators. To the best of our knowledge, these measures are not explicitly known. Calculation of their orthogonality relations is a very complicated problem, which goes beyond the scope of the present paper.
Note that our results are well suited for studying properties of q-orthogonal polynomials by different algebraic methods (including the methods of Refs. 6-8 and 15) . This topic will be discussed separately.
Throughout the sequel we always assume that q is a fixed positive number such that q < 1. We extensively use the theory of q-special functions and notations of the standard q-analysis (see, for example, Refs. 24 and 25) . In particular, we assume that where a can be a number or an operator.
II. DISCRETE SERIES REPRESENTATIONS OF su 1,1 AND U q (su 1,1 )
A. The classical case
The classical Lie algebra su 1,1 is generated by the elements J 
In terms of the raising and lowering operators J cl ± = J cl 1 ± iJ cl 2 these commutation relations can be written as
The discrete series representations T + l of su 1,1 with lowest weights are given by a positive number l and they are realized on the spaces L l of polynomials in x. The basis of L l consists of the monomials
where c
Assuming that this basis consists of orthonormal elements, one defines a scalar product on L l . The closure of L l leads to a Hilbert space, on which the representation T + l acts. The operators A, acting on spaces of functions in x, will be denoted by A(x).
One can consider an explicit realization of the representation operators J cl i , i = 0, 1, 2, in terms of the first-order differential operators:
Then the action of the generators J 
In some cases it is of interest (see, for example, Ref. 4) to consider a basis, associated with the eigenfunctions of the selfadjoint operator
Here is an outline of a proof of (2.5); as we shall see in the sequel, one can treat the quantum case quite similarly. Look for the eigenfunctions η l λ (x) in the form of an expansion
where
(2.7) This means that (2.4) leads to a three-term recurrence relation
for the coefficients b l n (λ). Since (2.8) represents the recurrence relation for the Laguerre polynomials L (2l−1) n (2λ), one obtains that
Formula (2.5) now follows immediately from (2.9) upon using the generating function
for the Laguerre polynomials
Observe that since the Laguerre polynomials (2.11) satisfy the orthogonality relation 
B. The quantum case
The quantum algebra U q (su 1,1 ) is defined as the associative algebra, generated by the elements J + , J − , and J 0 , which satisfy the commutation relations
(Observe that here we have replaced J − by −J − in the usual definition of the algebra U q (sl 2 ).) For convenience, in what follows we denote the algebra U q (su 1,1 ) by su q (1, 1). The Casimir element of the algebra su q (1, 1) is given by the formula
We are interested in the discrete series representations of su q (1, 1) with lowest weights. These irreducible representations will be denoted by T + l , where l is a lowest weight, which can take any positive number (see, for example, Ref. 26) . These representations are obtained by deforming the corresponding representations of the Lie algebra su 1,1 .
As in the classical case, the representation T + l can be realized on the space L l of all polynomials in x. We choose a basis for this space, consisting of the monomials
where 
As a result of this realization, we have
n (x; q). Obviously, these operators satisfy the commutation relations (2.13). The basis functions f l n (x; q) are eigenfunctions of the operators J 0 (x) and C q (x):
We know that the discrete series representations T + l can be realized on a Hilbert space, on which the conjugation relations (2.14) are satisfied. In order to obtain such a Hilbert space, we assume that the monomials f l n (x; q), n = 0, 1, 2, · · ·, constitute an orthonormal basis for this Hilbert space. This introduces a scalar product ·, · into the space L l . Then we close this space with respect to this scalar product and obtain the Hilbert space, which will be denoted by H l . The Hilbert space H l consists of functions (series)
, that is, the Hilbert space H l consists of analytical functions f (x) = ∞ n=0 a n x n , such that
It is directly checked that for an arbitrary function f (x) ∈ H l we have
Therefore, taking into account formulas (2.17), we conclude that
20)
These relations will be used in the sequel for finding eigenfunctions of representation operators.
We shall study spectra, eigenfunctions and overlap functions for operators of the representations T + l , which correspond to elements of the quantum algebra su q (1, 1) of the form
where f is some function. These operators are representable in the basis (2.15) by a Jacobi matrix. This circumstance allows one to apply the theory of q-orthogonal polynomials for diagonalizing these operators. A study of operators of the type (2.22) in representations of the quantum algebra U q (su 2 ) was started by T. Koornwinder 27 (see also Refs. 28 and 29), who applied them to investigation of the Askey-Wilson polynomials.
For the appropriate choice of the function f , the operators (2.22) are symmetric, so one can close them and thus obtain closed operators. If A is bounded (for some particular choice of the constants a, b and α), then it is a selfadjoint operator. If A is not bounded, then its closure may give symmetric operator, which is not selfadjoint (see Ref. 14, note that its classical counterpart is a selfadjoint operator). Deficiency indices of such closed operator in this case are (1, 1) and it has infinitely many selfadjoint extensions. Then the corresponding overlap coefficients (which are orthogonal polynomials) may have many orthogonality relations. (We deal with operators of this type in sections 7 and 8.) Only orthogonality relations, corresponding to extremal orthogonality measures, lead to selfadjoint extensions of the operator A.
III. REPRESENTATION OPERATORS WITH BOUNDED CONTINUOUS SPECTRA
In this section we are interested in the operator
of the discrete series representation T + l , where
The representation operator (q
is bounded (see [14] ). Since J 0 has the eigenvalues m = l, l + 1, l + 2, · · ·, the operator q J 0 is also bounded (recall that 0 < q < 1). Thus, the operator I 1 is bounded. It is easy to check that I 1 is a selfadjoint operator since
The constants a and b in (3.1) are chosen in such a way that in the limit as q → 1 the operator I 1 reduces to the su 1,1 -operator .4)). Eigenfunctions of the operator I 1 (x),
and its spectrum can be found exactly in the same way as in the case of the classical operator J cl 0 (x)−J cl 1 (x) (observe that these functions do not belong to the Hilbert space H l , if a spectrum of the operator I 1 (x) is continuous). Namely, one can expand these functions into Taylor series in x,
with coefficients of the expansion b l n (q), and show that the b l n (q) are expressed in terms of the continuous q-Laguerre polynomials. Then the orthogonality relation for these polynomials determines a spectrum of the operator I 1 (x).
However, we illustrate in this section a more "direct" way of deriving eigenfunctions of the operator I 1 (x) by using the explicit realization (2.17) for the generators J 0 (x) and J ± (x) (see Refs. 23, 28 and 29] ). Indeed, from formulas (2.19)-(2.21) it follows that
for an arbitrary function f (x). It is thus natural to look for the eigenfunctions ξ l λ (x; q) of the operator I 1 (x) in the form
where (a;
Substituting (3.4) and (3.5) into (3.3), one gets
This equation can be written as
where the constant coefficients A, B, C, and D are equal to
It is clear from (3.7) that the ξ l λ (x; q) is an eigenfunction of the operator I 1 (x) if the factor in front of ξ l λ (x; q) on the right-hand side of (3.7) does not depend on x. It is the case if
Then eigenvalues of the operator I 1 on the right-hand side of (3.7) will be equal to
. Requirements (3.8) are equivalent to the following three relations between the parameters α, β, γ, δ:
From these relations it follows that
where θ is an arbitrary angle. Consequently, the eigenfunctions of the operator I 1 (x) are equal to
9) and the corresponding eigenvalues are
where ν = cos θ is a real parameter, see below.
The eigenfunctions (3.9) are in fact the generating functions for the continuous q-Laguerre polynomials
where y = cos θ and 2 φ 1 is the basic hypergeometric function, defined by formula (1.2.14) in Ref. 24 . In order to make this evident, one needs to represent (3.9) in the form
where a = q (1−3l)/2 . Consequently, due to formula (3.19.11) in Ref. 30 , the desired connection is
where cos θ = 1 − (q −1/2 − q 1/2 )λ. Thus, we have proved that the eigenfunctions ξ l λ (x; q) are connected with the basis elements f l n (x; q) by the formula
where the overlap coefficients p n (λ) are given by
(3.12) and, for convenience, λ(q) is denoted by λ.
To find the spectrum of I 1 (x) (that is, a range of the parameter ν), we take into account the following. The selfadjoint operator I 1 (x) is represented by a Jacobi matrix in the basis f l n (x; q), n = 0, 1, 2, · · ·. As is evident from (3.11), the eigenfunctions ξ l λ (x; q) are expanded in the basis elements f l n (x; q) with the coefficients (3.12). According to the results of Chapter VII in Ref. 31 , these polynomials p n (λ) are orthogonal with respect to some measure dµ(λ) (this measure is unique, up to a multiplicative constant, since the operator I 1 (x) is bounded). The set (a subset of R), on which the polynomials are orthogonal, coincides with the spectrum of the operator I 1 (x) and dµ(λ) determines the spectral measure of this operator; the spectrum of I 1 (x) is simple (see Chapter VII in Ref. 31) .
We thus remind the reader that the orthogonality relation for the continuous qLaguerre polynomials P (2l−1) n (y|q) has the form 1 2π
. Therefore, the orthogonality relation for the overlap coefficients (3.12) is
Consequently, ν ∈ [−1, 1] and the spectrum of the operator I 1 (x) (that is, a range of λ ≡ λ(ν; q)) coincides with the finite interval [0, 2q
The spectrum is continuous and simple. The continuity of the spectrum means that the eigenfunctions ξ l λ (x; q) do not belong to the Hilbert space H l . They belong to the space of functionals on L l , which can be considered as a space of generalized functions on L l . We have thus proved the following theorem. Theorem 1. The selfadjoint operator I 1 (x) has the continuous and simple spectrum, which covers the finite interval [0, 2q
The eigenfunctions ξ l λ (x; q) are explicitly given by (3.9) and they are related to the basis (2.15) by formula (3.11).
As we remarked at the beginning of this section, the operator I 1 (x) represents a q-extension of the su 1,1 -operator J Besides, it is known that the continuous q-Laguerre polynomials P (α) n (y|q) have the following limit property (see [30] , formula (5.19.1))
Thus, the coefficients of the series expansion (3.11) in x of the eigenfunctions ξ l λ (x; q), ν = q µ , coincide with the coefficients of the corresponding expansion of the su 1,1 -eigenfunctions η l µ (x) (see (2.9)) in the limit as q → 1. There exists another, more complicated, family of selfadjoint operators, closely related to I 1 . They are defined as
where 0 ≤ ϕ < 2π, J ± = J 1 ± iJ 2 and a, b are such as in (3.1). These operators are bounded and selfadjoint. Repeating the same reasoning, as for the operator I 1 , we arrive at the following theorem. 1/2 /(1 − q), with the scalar product Let H l be the Hilbert space from section 2 and f (x) = ∞ n=0 a n f l n (x) be an expansion of f ∈ H l with respect to the orthonormal basis (2.15). With every f ∈ H l we associate a function F (λ) on the spectrum of the operator I 1 , such that
(we have taken into account the expansion, given by formula (3.11)). Note that the function ξ l λ (x; q) (considered as a function of x) does not belong to H l . This means that we consider f (x), ξ l λ (x; q) as a formal expression, analogous to an integral transform with a kernel, which does not belong to the corresponding Hilbert space. By expanding f (x) and ξ l λ (x; q) with respect to the basis f l n (x) (see (3.11)), we formally obtain the right-hand side of (4.2). Clearly, the sum in (4.2) has a strict sense at least for functions f (x) with a finite number of nonzero coefficients a n . For f (x) ∈ H l this sum converges in the topology of the Hibert space L 2 0,a . Proposition 1. The mapping Φ : f (x) → F (λ), given by formula (4.2), establishes an invertible isometry between the Hilbert spaces H l and L 2 0,a . Proof. If f (x) = n a n f l n (x) ∈ H l , then due to the orthogonality relation (3.13) for the continuous q-Laguerre polynomials from (4.2), we have F, F a = n |a n | 2 = f, f . Invertibility of the mapping Φ is evident. Proposition is proved.
It is easy to see that the isometry Φ maps basis elements f 
For this reason, we define an action of I 1 on the Hilbert space L 2 0,a by the formula I 1 f (λ) = λ f (λ). Therefore, for the basis elements (3.12) we get
Let us show that the operator I 1 acts on the basis p k (λ), k = 0, 1, 2, · · ·, by the formula
that is, I 1 acts upon the basis functions p k (λ) of the space L As in the case of formula (4.3), for the action of the operator q −J 0 we have
where p k (λ) are the basis elements (3.12), that is,
This means that q −J 0 acts on the basis p k (λ), k = 0, 1, 2, · · ·, by the same formula as it acts on the basis (2.15) of the space H l .
It is easy to see that the operators I 1 and q −J 0 determine uniquely all other operators of the representation T 
whereŵ(λ; q 2l ) :=ŵ(λ) (ŵ(λ) is given by (3.14)) and
. In order to prove formula (4.6), we take into account the q-difference equation (3.19.5) from Ref. 30 for the continuous q-Laguerre polynomials P n (y) := P (2l−1) n (y|q). From this q-difference equation it follows that The operators J ± and J 0 act on the basis p n (λ), n = 0, 1, 2, · · ·, of this space as J 0 p n (λ) = (l + n) p n (λ) and
The results of this section allow to prove the following assertion.
Proposition 2. Let p n (λ) be the polynomials (3.12). Then in the space H l we have
Proof. The isometry Φ :
Applying the mapping Φ −1 to this identity, one obtains the desired relation (4.7). Proposition is proved.
V. REPRESENTATION OPERATORS WITH BOUNDED DISCRETE SPECTRA
In this section we consider the operators
where 0 < ψ ≤ 2π (note that these operators depend on the index l of the representation T + l ). They act on the basis elements (2.15) by the formula
By using this action it is easy to check that the I As in section 2A, the equation
leads to the following recurrence relation for the polynomials P k (λ), which after simple transformations can be written as
Upon making the substitution
in this recurrence relation, one derives the equation
. This is the recurrence relation for the little q-Laguerre (Wall) polynomials
with q y = (1 − q −1 )λ. Thus, we have
and, consequently,
This means that eigenfunctions of the operator
are of the form
To sum up the right-hand side of this relation, one needs to know a generating function
for the little q-Laguerre polynomials p n (x; a|q) := 2 φ 1 (q −n , 0; aq; q; qx) = 1 (a −1 q −n ; q) n 2 φ 0 (q −n , x −1 ; −; q; x/a).
To evaluate (5.4), we start with the second expression in (5.5) in terms of the basic hypergeometric series 2 φ 0 . Substituting it into (5.4) and using the relation
Interchanging the order of summations in (5.6) leads to the desired expression
where E q (z) = (−z; q) ∞ is the q-exponential function of Jackson. Similarly, if one substitutes into (5.4) the explicit form of the little q-Laguerre polynomials in terms of 2 φ 1 from (5.5), this yields an expression
Using the explicit form of the generating function (5.7) for the little q-Laguerre polynomials, we arrive at
where, as before, q y = (1 − q −1 )λ. Another expression for χ l λ (x; q) can be written by using formula (5.8).
Due to the orthogonality relation coincides with the set of points q n /(1 − q −1 ), n = 0, 1, 2, · · ·. This means that the eigenfunctions
constitute a basis of the representation space. We thus proved the following theorem. has a simple discrete spectrum, which consists of the points q n /(1 − q −1 ), n = 0, 1, 2, · · ·. The corresponding eigenfunctions Ξ l n (x) constitute an orthogonal basis in the space H l .
The basis (5.11) is orthogonal, but not orthonormal. The functionŝ
form an orthonormal basis of H l . This follows from the fact that a matrix (a l mn ) with the entries a l mn = c n P m (λ n ), which connects the bases {f l m } and {Ξ l n (x)}, is unitary (due to the orthogonality relation for the little q-Laguerre polynomials).
The fact that the matrix (a l mn ) is unitary and real means that
So, if one takes into account the explicit expression for a l mn , then the first relation is actually the orthogonality relation for the little q-Laguerre polynomials. The second relation corresponds to the orthogonality relation for the polynomialŝ
This relation has the form
Comparing ( 
VI. A REALIZATION OF T
We know that the operator I (ψ) 2 acts upon the basis functionsΞ l n (x) as
We can also find how the operator q −J 0 acts upon the basis (5.12). From q-difference equation (3.20.5) in Ref. 30 for the little q-Laguerre polynomials, one readily derives the following difference relation for the polynomials p k (q y ) ≡ p k (q y ; q 2l−1 |q):
As in the case of the representations of the algebra su q (2) (see Ref. 29) , we derive from it the action formula
In the orthonormal basis (5.12) this formula takes the form
2)
The operators (6.1) and (6.2) completely determine the action of other operators of the representation T + l on the basis (5.12). However, the corresponding formulas are not simple and we do not present them here. Now we introduce the Hilbert space l 2 0 , which consists of infinite sequences a = {a k |k ∈ Z + } (note that Z + = {0, 1, 2, · · ·}), such that
The scalar product in this Hilbert space is naturally defined as
Then by (5.10) the sequences of values of the polynomials from (5.3),
Let H l be the Hilbert space from section 2 and f (x) = ∞ n=0 a n f l n (x) be an expansion of f ∈ H l with respect to the orthonormal basis (2.15). As in section 4, with every function f ∈ H l we associate the sequence
where ·, · is the scalar product in H l . This defines a linear mapping Φ : f (x) → {F (λ k ) | k ∈ Z + } from H l to the Hilbert space l 
In particular, I
Taking into account formula (5.2), we deduce that
that is, I
(0) 2 acts upon the basis elements {P n (λ) | k ∈ Z + } by the same formulas as upon the basis functions f l n (x) of the space H l . We also have
The operators (6.4) and (6.5) determine uniquely all other operators of the representation T + l on l 2 0 . In particular, we have
The results of this section allow to prove (exactly in the same way as Proposition 2) the following assertion.
Proposition 4. Let P n (λ) be the polynomials determined above. Then in the Hilbert space H l we have
VII. UNBOUNDED REPRESENTATION OPERATORS
In this section we deal with the operator
Since the operators q −2J 0 and q −J 0 are unbounded, the I 3 is also an unbounded operator. We close the operator I 3 in the space H l and assume in what follows that I 3 is a closed operator. It is easy to check that I 3 is a symmetric operator. We shall see below that I 3 is not a selfadjoint operator and has deficiency indices (1, 1) , that is, it has infinite number of selfadjoint extensions.
In the limit as q → 1 the operator I 3 reduces to the su 1,1 -operator J 
we evaluate first, by using (7.1) and (2.18), that
where α n = (1 − q n+1 )(1 − q 2l+n ) and β n = 1 − q n+1 + q(1 − q 2l+n−1 ). Substituting the expansion
into (7.2) and taking into account (7.3), one obtains the three-term recurrence relation
for the coefficients P l n (λ). Now multiplying both sides of (7.5) by c l n (q) and using the relation 1 − q 2l+n c l n (q) = q 
Up to the multiplicative factor q (3−2l)n/4 , this is the recurrence relation for q-Laguerre
Consequently, we have
where ν is a real constant and the polynomials P n (λ) in (7.4) are expressed in terms of the q-Laguerre polynomials as
This means that the eigenfunctions ζ l λ (x; q) of the operator I 3 (x) have the form
With the aid of the generating function ∞ n=0 L α n (x; q) t n = 1 (t; q) ∞ 1 φ 1 (−x; 0; q; q α+1 t) (7.10)
for the q-Laguerre polynomials (see formula (3.21.12) in [30] ), one can write these eigenfunctions as 
where the polynomials P n (λ) are given by the formula (7.8). As we can see from section 3.21 in Ref. 30 , the polynomials P n (λ) have many different orthogonality relations. Taking into account the results of Chapter VII in Ref. 31 , we conclude from this fact that the closed symmetric operator I 3 (x) is not selfadjoint and has deficiency indices (1, 1). It has infinitely many selfadjoint extensions. In order to find these extensions, it is necessary to know extremal orthogonality measures for the q-Laguerre polynomials.
To the best of our knowledge, they are not known (see, for example, Refs. 32 and 33). The q-Laguerre polynomials have the discrete orthogonality relation
where c is some positive number and
(see formula (3.21.3) in Ref. 30) . Note that to each positive number c there corresponds an orthogonality relation. We fix this positive number c and introduce the Hilbert space l 2 c , which consists of infinite sequences a = {a k |k ∈ Z}, such that Then by (7.8) and (7.12) the sequences, consisting of values of the polynomials P n (λ), n = 0, 1, 2, · · ·, on the set {λ k = cq k /(1 − q) | k ∈ Z}, form an orthogonal system of elements in l 2 c . We denote these sequences by {P n (λ k ) | k ∈ Z}. However, as we know from the results of Ref. 34 , the polynomials {P n (λ k ) | k ∈ Z}, n = 0, 1, 2, · · ·, do not constitute a basis in the space l 2 c . We denote by H c the closed subspace of l 2 c , spanned by the polynomials {P n (λ k ) | k ∈ Z}, n = 0, 1, 2, · · ·.
Let H l be the Hilbert space from section 2 and f (x) = ∞ n=0 a n f l n (x; q) be an expansion of f ∈ H l with respect to the orthonormal basis (2.15). With every function f ∈ H l we associate the sequence {F (λ k ) | k ∈ Z}, λ k = cq k /2(1 − q), such that
a n P n (λ k ), (7.13) This yields the linear mapping Φ : f (x) → {F (λ k ) | k ∈ Z} from H l to H c . The following proposition is proved in the same way as Proposition 1. ∞ form an orthonormal basis in H l . This can be shown in the same way as in the case of the basis (5.12).
We know that the operator I 3 (x) acts upon the basis functionsΩ In the orthonormal basis {Ω and can be diagonalized in exactly the same way as above. At the end of this section we mention that the results obtained above lead to a new system of orthogonal functions on a discrete set. They can be obtained from the entries of the matrix (a kn ), which connects the orthonormal bases f l n (x), n = 0, 1, 2, · · ·, and Ω a kn a k ′ n = δ kk ′ .
Then for polynomials P k (λ) we obtain the recurrence relation, which is equivalent to the following one:
(1 − q k+1 )(1 − q 2l+k )P k+1 (λ) + qe iψ (1 − q k )(1 − q 2l+k−1 )P k−1 (λ) = q l+k−1/2 (q −1/2 − q 1/2 )λP k (λ). (8.2) Upon making the substitution P k (λ) = e ikψ (q; q)
It is a polynomial in cosh θ = − 1 2 dq −l+1/2 λ. This expression can be represented in terms of a basic hypergeometric functions. To this end we take into account the relation (a; q) k−n = (a; q) k q n(n+1)/2 (−aq k ) n (q 1−k a −1 ; q) n .
As a result, we obtain
