Abstract. We introduce a modified Becker-Döring system of equations which models the nucleation of two types of cluster from the same monomer. This competitive nucleation system is then studied in the coagulation-dominated asymptotic regime where a succession of timescales is identified through which the system passes, and in which the cluster distribution profile is described. The system is then subjected to a coarse-grain rescaling leading to a low-dimensional system of equations for macroscopically observable quantities. This system is also solved in the coagulation-dominated regime. Examples of the full system and the reduced system are solved numerically to show the similarities in the behaviour exhibited by their respective solutions. This study has applications to experiments involving crystallization where various morphologies of growing crystals are observed, and to protein crystallization, where gels and/or amorphous material precipitate out of solution simultaneously with crystals. We highlight how some aspects of observed phenomena may be determined by the kinetics of the process rather than by the relative thermodynamical stability of the two cluster types allowed within the system.
Introduction
In recent years, the Becker-Döring equations [3] have been generalized in a variety of ways and applied to many areas: from colloid chemistry [2, 5, 6] , nucleation theory [14, 15] to RNA chain formation in the prebiotic world [16] and more general polymerisation reactions [1] . In this paper we generalize them with the aim of constructing a model of competitive nucleation, where two distinct types of cluster can be formed from the same basic monomer.
The problem of which morphology of crystal results from a crystallization experiment in which various types of crystal can be formed is a problem which has yet to be fully resolved. Experimentally, it is known that it is not necessarily the most thermodynamically stable form which nucleates first. Various explanations for this have been put forward, such as finite size effects [9] , which can reverse the stability predicted by thermodynamic limits.
The approach adopted here is a generalization of an approach suggested by Kam et al [8] . We propose a thermodynamically consistent kinetic model which permits an equilibrium solution, and is sufficiently simple that properties of the solution at intermediate times can also be found. Whereas the Becker-Döring-style model proposed by Kam et al only allowed one type of cluster to form, we propose a model which allows two distinct types of cluster to form simultaneously. These could be two morphologies of crystal, or one of crystal and one amorphous or gel.
Initially we analyse the full problem in the aggregation-dominated limit. This builds on work in [18] where the standard Becker-Döring equations were analysed. The approach 0305-4470/99/498755+30$30.00 © 1999 IOP Publishing Ltd enables the sequence of timescales over which the process occurs to be identified, and approximate cluster distribution functions to be found for the times where one mechanism takes over from another as being the rate-determining step. However, much of the temporal evolution of the system remains unsolved, so an alternative approximation is used-namely the coarse-graining method. This method has been used in various applications [5, 7, 15] , and has recently been analysed in more detail [7, 17, 18] in an attempt to assess its accuracy and validity. Using this method we uncover more of the kinetics of the process and are able to gain leading-order solutions for measurable macroscopic quantities.
In the remainder of this section we review the Becker-Döring system of equations and quote its basic properties. We give a brief summary of the coarse-grained reduction method which will be generalized later in the paper. Section 2 introduces a new model for competitive aggregation which is the principal subject of study in this paper. Due to the complexities of the new model-both in its nonlinearity and nonlocality-a general solution is not available. In section 3 an asymptotic solution is derived which demonstrates some of the phenomena describable by the new system of equations. Results from a numerical solution of the problem are also presented, confirming the validity of the asymptotic solution. An alternative approximate solution method is derived in section 4, where a coarse-graining procedure enables the passage from a microscopic model to a macroscopic one. This much simpler system is analysed in section 5 using dynamical systems theory, where asymptotic and numerical solutions are compared. The results are discussed in section 6.
Review of the Becker-Döring equations
Our model is based on the Becker-Döring system of equations for the growth of clusters. This system uses the concentrations of clusters of each aggregation number (r) as dependent variables, c r (t). The only mechanism by which clusters can grow or fragment is by the gain or loss of a single monomer at a time. Thus, if we represent a cluster of size r by C r , we only allow reactions of the form
The forward reaction is assumed to occur at a rate a r , and the reverse at rate b r+1 . We shall use the form of equations in which the total mass, or density, of material provided this is bounded below. The existence of this function ensures that the equilibrium solution is approached regardless of the initial conditions specified. Finally, there is a weak form of the differential part of the system: for any sequence {g r } ∞ r=1 , the identities
(g r+1 − g r − g 1 )J r (1.8) hold. We shall require that these properties are maintained in any modification we make to the system of equations.
The coarse-graining process
The above system can be coarse-grained to obtain a set of equations which model the same process on a larger r-scale. This process is algorithmic in nature, and leads to a system of equations with a similar structure to the original system. Eliminating the concentration c r+1 from J r and J r+1 leads to and we define this quantity to be the flux from clusters of size r to size r + 2. This allows us to eliminate c r+1 from the system of equations. Such a procedure can be generalized so as to retain only one third, one quarter, or an arbitrary fraction of the dependent variables present in the original system. We introduce a 'mesh function' n to represent the r-values of retained cluster sizes. Thus new concentration variables {x n } ∞ n=1 denote the concentrations {c n } ∞ n=1 , and the concentrations of all other cluster sizes are eliminated from the system. In forming the coarse-grained model, we assume that all concentrations c r with n−1 + 1 r n are equal to c n = x n . In general, the mesh spacing λ n = n+1 − n can be allowed to vary with aggregation number, so that a non-uniform grid can be used to investigate some size ranges in more detail than others. However, for simplicity, here we shall use a uniform mesh in which n = (n − 1)λ + 1. Note that, whatever mesh is chosen, one never eliminates the monomer concentration. This procedure leads to the system of equationṡ
(1.10)
Here, the new coefficients α n , β n are given by α n = T a n a n +1 . .
The constant T is included in both forward and backward rates since, as noted in [18] , for maximum accuracy the contraction procedure should be accompanied by a change of timescale. Alternatively, including a change of timescale in the derivation of the new system of equations (1.10) from (1.3)-(1.5) allows the constant T to be scaled out. The partition function (1.6) carries over to the modified system, with Q n satisfying both Q 1 = 1 and α n Q n = β n+1 Q n+1 . This induces the equilibrium solution x n = Q n x n , which agrees with the equilibrium solution of the original system x n = c n .
The new system (1.10) also has a conserved quantity which corresponds to density. Since the aggregation number of a particle represented by x n is n , its mass is also proportional to n and there are λ of such cluster sizes in x r , the density of the reduced system is then = x 1 + Figure 1 . Diagrammatic summary of the model of competitive nucleation.
qualifies as a Lyapunov function under the same conditions as (1.7). Finally, for any sequence
Thus, the reduced system shares the same physically relevant properties as the original system. Note, however, that the coarse-graining has accentuated the nonlinearity in the flux term of the new equations (1.10).
Proposed model
The model we propose allows two types or morphologies of clusters to form; the first, we shall denote by C X r and the other by C Y r , both form from the same monomer C 1 . Thus the reactions we allow are of the form
Letting lower case variables denote concentrations, the kinetic equations arė This system possesses the same four special properties as the original set of equations:
• A conserved quantity, which we refer to as the density of the system
• A unique equilibrium solution (2.7)
• A Lyapunov function
This decreases with time and corresponds to the free energy of the system. • A set of identities; for a set of numbers (g 1 , {g
(2.9)
To summarize, we have generalized the Becker-Döring equations to allow for different morphologies of cluster to grow from a single type of monomer. The new system is effectively two Becker-Döring systems coupled together through a more complicated equation for the monomer concentration. This combined system retains the useful structure of the original Becker-Döring model, having a unique equilibrium solution, conservation of density and having a well-defined Lyapunov function (free energy) which guarantees convergence to the equilibrium solution whatever initial conditions are imposed on the system. The model allows the two morphologies to have different growth and fragmentation rates. These rates are typically size dependent, the aggregation rates having the form a . In many crystal growth scenarios it is known that there is a critical size, below which clusters are unstable and tend to fragment, and above which clusters tend to grow. These scenarios can be modelled by a chemical potential which is dependent only on bulk energy and surface energy, leading to a partition function of the form kT log Q r = ν(r − 1) − σ (r − 1) 2/3 , for example (ν being the coefficient of bulk energy and σ that of surface energy). However, such choices for the rate constants lead to equations which are only solvable numerically, a full general solution of the system (2.2) not being possible to find. So, here we consider a simpler example where both growth and fragmentation rates are size independent. In particular, we analyse the aggregation-dominated case with constant coefficients, where a 1, a solution is available through the use of matched asymptotic expansions: we expect the solution to pass through various timescales, initially fragmentation will not influence the system, but at later times this effect will become relevant.
There is interesting behaviour associated with this example. If a > 1 then we expect more clusters of type Y to form than of type X, whereas if a < 1 then the reverse will occur. However, interesting, for in these cases one morphology of cluster is predominant at the start of the process but is more prone to fragmentation, so at later times the other type of cluster dominates. In these cases especially, the timescale and manner in which matter is transferred from one morphology to the other is of great interest.
Weak fragmentation case
In this section we aim to solve the problem outlined above, using matched asymptotic expansions to find the various stages through which the system proceeds as clusters are formed, as well as to determine the leading-order solutions. However, our large-time asymptotic results will be more widely applicable, to any initial conditions with sufficiently rapid decay in the large-r limit.
Clearly the case a = b is a special case since then the shape of the equilibrium solution for clusters of types X and Y will be the same. Other parameter values of interest will be a = 1 = b-where the initial stages of nucleation will be identical (aggregation dominated) but later will differ due to the different reverse reaction rates. If b > a > 1 then the aggregation of Y will initially be faster than that of X (due to a > 1) but later in the process we will expect more clusters of X since c 1 → ε and the cluster distribution function for Y will decay more rapidly than X (since a < b).
t = O(1)
The first relevant timescale is where t = O (1) , where the fragmentation terms have no effect at leading order. Over this timescale all concentrations are O (1) , and evolve on the timescale t = O(1), so the effects of fragmentation are ignorable at leading order. Such a simplification means that exact explicit solutions are available-as was first noted for the standard BeckerDöring equations by Brilliantov and Kravitsky [4] .
Thus, the system of equations we are concerned with is
and we introduce a new timescale τ = 
The equations determining F (x, τ ), G(x, τ ) and c 1 (τ ) are then
Initially, we shall be concerned with the simpler system of three equations for c 1 (τ ),
which form a closed system. Taking the ratio of the first two equations yields G 1 = aF 1 when it is noted that the initial conditions imply G 1 and F 1 are simultaneously zero. Now c 1 = F 1 is used to construct a linear constant coefficient ordinary differential equation for F 1 . Imposing the initial conditions F 1 (0) = 0 and c 1 (0) = yields the solution
Now we are in a position to solve the x-dependent problem (3.5), (3.6) . Now that c 1 (τ ) has been found, these equations can be integrated to give the generating functions 
This solution ceases to be valid when the monomer concentration drops to zero, this occurs at τ = τ c given by
As τ → τ c , c 1 → 0, and when c 1 = O(ε), other terms enter the leading-order balance, and a new timescale is required. The second timescale is shifted by K log(1/ε) from the first. Since
Unfortunately, due to the complexity of c 1 (τ ) in (3.9), it is not possible to explicitly relate the results (3.13), quoted in terms of τ , back to the original timescale t.
t = K log(1/ε) + O(1)
This timescale is defined by t = K log(1/ε) + t 2 where t 2 = O(1) and over this timescale c 1 = εC 1 , with all other concentrations {c
(3.17) Thus, all concentrations except that of the monomers remain constant, which implies the equation governing C 1 is linear, so over this timescale the monomer concentration relaxes to its pseudo-equilibrium value
As t 2 → ∞ all concentrations are constant, and so the next timescale will be considerably longer.
t = O(ε −1 )
Since the rescaled monomer concentration C 1 = c 1 /ε tends to an O(1) constant at the end of the previous timescale while all the other concentrations remain order one constants, we must maintain these scalings, in the new timescale, and analyse the system over a longer timescale, which is defined by t 3 = εt. Thus, our governing equations are
At leading order, equation (3.21) implies that the monomer concentration remains in equilibrium with the rest of the system at all times, thus C 1 = C † 1 as given by (3.18) . The other equations, however, are not explicitly soluble.
To gain an intuitive understanding of the behaviour of the system over this timescale, we investigate the temporal evolution of some macroscopic quantities associated with the cluster distribution functions. We define new quantities N X (t 3 ), N Y (t 3 ) to denote the total number of clusters of each type, and X (t 3 ), Y (t 3 ) representing the total density (mass) in each morphology. These are defined by
All these are time-dependent quantities, with the densities satisfying 
Using the fact that C 1 is given by (
, (see (3.18)), the above can be rewritten as
In this form, it is clear that (3.25), (3.26) satisfy
( X + Y ) = 0 implying conservation of density at leading order, as noted above.
Clearly (3.23), (3.24) do not form a closed system of equations, but they do help us understand the dynamics occurring on this timescale. Since all terms from the original equations now enter the leading-order balance, towards the end of this timescale we expect a local equilibrium to become established in which clusters of small size equilibrate with the monomer concentration. Thus, we expect c 
The main feature of (3.25), (3.26) is the transfer of mass from one type of cluster to the other. If a > b then mass is passed from X to Y and if a < b then the transfer is in the opposite direction. The process by which this happens is the stepwise breakdown of clusters into monomers, which then aggregate with existing clusters of the other morphology: (3.23) implies no new clusters are formed. This transfer of matter occurs with the monomer concentration remaining very small: the kinetics thus proceed very slowly. Since the monomer concentration is O(ε), and an O(1) amount of mass has to be converted, the process takes an O(ε −1 ) length of time-hence the current timescale. To find asymptotic approximations to the shape of the cluster distribution function requires us to consider several cases separately as follows. 
(3.28)
In this case C 1 → 1 as t 3 → ∞; later, we verify that c 
), hence C 1 → 1 as mentioned above. One constraint on the constants K X , K Y is conservation of density, which yields the equation
The solution for c Y is obtained from the solution for c X by replacing t with at. This implies
General case: a < b.
Over this timescale the introduction of fragmentation into the leading-order balance means that the stability of X over Y takes effect. Virtually all the mass is transformed into the X-form, through the fragmentation of Y -clusters providing monomers which are then added to the population of growing X-clusters. The quantity C 1 remains O(1), being determined by (3.18), but decays due to the decay of c (r 2) (3.34)
with C 1 = 1, which is subtly different to (3.32), (3.33) . This system approaches the equilibrium configuration
The solution for c X over this timescale, as for c Y , is only available in the limit t 3 → ∞. Here, (3.19) can be replaced by the continuum limit
since the long timescale allows differences in concentration to be smoothed out. Our assumption that C 1 → 1 as t 3 → ∞ implies the advection term disappears and the resulting purely diffusive problem has the similarity solution
For large times, this agrees with the assumption of c X r → 0 as t 3 → ∞ at small r. Consideration of the macroscopic quantities (3.22) implies the constant K X is /4 √ π . The long-time behaviour of the distribution of X-clusters is characterized by a single maximum in aggregation space (r) which moves to larger r-values and spreads out as time progresses.
Finally, for consistency, we need to verify the underlying assumption that C 1 → 1 as t 3 → ∞. From (3.37), as t 3 → ∞, N X ∼ t Over this timescale, the greater thermodynamic stability of X over Y has taken effect, with the consequence that there is little mass left in the Y -form. However, the population of X-clusters has not yet reached equilibrium, so kinetics now proceed over an even longer timescale.
General case: a > b.
The analysis for this case follows the above general case very closely, with X and Y swapping roles and the thermodynamic stability of Y being manifest through the loss of nearly all of the X-clusters. We formulate the problem for the timescale t 3 , but the resulting equations can only be solved in the large-t 3 limit. The monomer concentration, given by (3.18), decreases, as c 
can be taken. Since C 1 → b/a, the advection term disappears enabling (3.39) to be solved by the similarity solution
Thus in the large-time limit, the majority of mass is contained within c Y in a single-peaked distribution, the position of which moves to increasingly large aggregation numbers; there is negligible mass in the X-morphology.
All that remains for us to do now is to verify the initial assumptions; namely to show that in the large-time limit, (3. 
t = O(ε −2 )
At the end of the previous timescale, which ever subcase our system falls into, all the concentrations became small, so the scalings in this timescale must take account of this. We introduce the new scalings
to complement the existing c 1 = εC 1 .
Special case: a = b.
We have already seen that the scaled monomer concentration C 1 = c 1 /ε approaches unity at the end of the previous timescale. In order to develop the longer-time kinetics we need the next-order correction term
. Over the previous timescale, there was an O(1) mass in both X-and Y -forms: the matter in the system was spread over a wide range of aggregation numbers, each cluster size having a small concentration. Our primary concern in this timescale is with asymptotically large aggregation numbers, and in order to balance terms in the determining equations, we take r = ε −1/2 z with z = O(1). Since the concentrations vary slowly with aggregation number, it is valid to take the continuum limit ∂C . At large-r, this must match with the small-z solution of (3.43). In order to close the system of equations, we need to specify D 1 . This is obtained by requiring density to be conserved. At leading order the density is given by
Taking the time-derivative of this, and using (3.43), leads to
The system (3.43) together with (3.45) cannot be solved for arbitrary t 4 , but the large-time kinetics can be found. As t 4 → ∞, the system converges to a time-independent state; in order to satisfy the boundary conditions C X , C Y → 0 as z → ∞, this solution must have the form
This solution has three parameters still to be specified, K 4X , K 4Y , D 1 . The first two are found by matching the above solution to the 'outer' problem to the solution of the 'inner' discrete problem. In order to match the solution of the inner problem (3.44) with the outer solution, IfK 4X < 0 then the concentration would become negative at some large r, and ifK 4X 0 then the density would be divergent. Thus there must be a large-r region where other terms enter the leading-order balance of terms in the governing equations. This can also be deduced from the form of the similarity solution (3.37).
We continue to use the continuum limit, following its use at the end of the previous timescale, but now need to find the cluster size where kinetics are occurring. Balancing terms in the continuum equations yields r = ε −1/2 z with z = O(1) and
The quantity D 1 (t 4 ) is obtained by requiring the density to be conserved. The leading-order contribution to the density comes from the outer region, whence the above scalings imply = ∞ 0 zC X (z, t 4 ) dz. Taking the time derivative of this, and using (3.49), leads to
Unfortunately, systems such as this cannot be solved explicitly, but their large-time behaviour can be found. Assuming
, and matching this solution in the limit z → 0 to the solution of (3. 
General case: a > b.
The leading-order kinetics which occur over this timescale is the redistribution of mass within the Y -distribution from the similarity solution (3.40) to equilibrium. The monomer concentration remains constant at leading order, which implies that the distribution of X-cluster remains constant also, and continues to be given by c X r = ε(b/a) r since it was already in equilibrium with the monomer concentration at the end of the previous timescale. In order to determine the evolution of the Y -cluster distribution, we need a higherorder term in the monomer concentration, thus 
Here D 1 is determined by conservation of density (
Unfortunately, a full solution cannot be determined, so we are once again forced to consider only the large-time asymptotics of this timescale. At large times (3.54) implies
Equating the density of this solution to then implies D 1 = − √ b/a . This outer solution matches correctly into the solution of the inner problem withK 4Y = 0. This is the equilibrium solution of the entire system and agrees with the equilibrium solution derived from the discrete equations, as will be shown in the next section.
Equilibrium
Sections 1 and 2 discussed the form of the equilibrium solution for arbitrary choices of the coefficients a r , b r . Here, since we have fixed forms for these coefficients, we can be more explicit about the equilibrium solution. We continue to use partition functions, now defining them explicitly, by
(3.56)
The monomer concentration c 1 at equilibrium depends on the total density in the system. Expanding the monomer concentration as c 1 = εC 1 (1 + ε p D 1 ), we find an equation relating the density to c 1 from (2.3):
(3.57)
An expansion of this expression in powers of ε yields = O(ε) unless
Thus for O(1) values of , we expect C 1 to take on one of these values.
Special case a = b.
In the special case a = b, the leading-order monomer concentration (c 1 ) can only tend to ε (that is C 1 = 1). Since the density is then O(ε 1−2p ), for = O(1) we must have p = 
The solution is thus c
r , which agrees with (3.47) in the large-r limit. All a-dependence has disappeared from this expression, as is to be expected for the equilibrium solution, since a corresponds to the timescale over which the concentrations of Y -clusters evolve. 
General case
Thus all concentrations are small, but those of type Y decay much faster with increasing aggregation number (r) than those of the X-type. The net effect is that the mass in Y -form is only aε(2b − a)/(b − a) 2 , whereas the mass in the X-form is O(1), so that to leading-order in ε all mass is of the X-type and D 1 = −1/ √ . 

Summary of results from asymptotic analysis
The asymptotic solution passes through four timescales. In the first, clusters of both types grow at the expense of the monomer: this timescale ends when the monomer concentration becomes small and thus slows the growth of clusters. There are no effects of fragmentation in this timescale; many clusters form, the vast majority having relatively small aggregation numbers-typically up to ten. In the second timescale, which is shifted to larger times, but as fast as the first, the monomer concentration slows its decrease, and saturates at a small (O(ε)) size. This stabilization of the monomer concentration is due to the fragmentation of clusters. However, since all other concentrations are O(1) fragmentation it is still small enough that it does not alter the leading-order concentrations of the clusters; thus they all retain their values from the end of the first timescale.
The third timescale is genuinely slower; fragmentation now affects the leading-order cluster concentrations. Mass is passed from one cluster type to the other by the fragmentation of clusters to monomers which are then used in the growth of clusters of the other type. Clusters now grow to much larger sizes, and consequently the concentration of any particular individual size becomes smaller. Throughout this process the monomer concentration remains O(ε), and there is an O(1) amount of mass to be transferred from one morphology to the other through the monomeric form: thus we expect this timescale to be t = O(ε −1 ), as indeed it is. The monomer concentration relaxes to its 'quasiequilibrium' value on O(1) timescale, thus can always be assumed to be at this value as given by (3.18). Finally, there is an even longer timescale (t = O(ε −2 )) in which all concentrations are small (O(ε)) and the cluster distribution converges to its equilibrium shape.
Results from numerical solution of the full system
The full system of equations (3.1) has been solved numerically using a predictor-corrector scheme with timestep h small enough to always satisfy h ε/10; simulations for a variety of parameter values have been carried out, and a range of stepsizes were tested to ensure that no numerical artifacts were present in the solution. Results for the case a = 2.5, b = 5, ε = 10 −2 , = 1 are presented here. For this choice of parameter, since a > 1 we expect clusters of type Y to nucleate in greater abundance initially, but type X to dominate the system at later times since a < b. Figure 2 gives three snapshots showing the shape of cluster distributions for both morphologies at the three times t = 10, t = 100 and t = 1000. At t = 10, clusters of type Y are seen to dominate (c clusters of type Y are broken up to release material for the growing X-clusters. Again we note that in the later stages of the process N X remains approximately constant and thus the growth in the mass of X-clusters ( X ) is due to a growth in their size. 
Coarse-grained contraction
Equations (2.2) are amenable to a coarse-graining contraction procedure similar to that derived in other generalizations of the Becker-Döring equations [15, 18] . In this case, we define two coarse-grained grids with mesh spacings which may be non-uniform and are allowed to be different for the X-and Y -clusters. We define the mesh for the X-clusters by n and that for the Y -clusters by n . Since the monomer concentration cannot be eliminated from the scheme, we specify 1 = 1 = 1 . The meshes are then defined by
We eliminate all the concentration variables c 
where the constants α
and where T X , T Y represent constants. In the case of constant coefficients and a uniform mesh, it has been shown in [18] that the optimum choice for the constants
but for an arbitrary mesh and size-dependent rate constants the best choice for T X , T Y is not clear.
The system of equations (4.2) can be shown to possess the same properties as the original system; we simply quote the results here:
• A unique equilibrium solution generated from the partition functions Q • A conserved quantity, referred to as the density,
• A set of identities; for any pair of sequences
Thus the coarse-grained contraction has been generalized to construct a mesoscopic or macroscopic model from the original microscopic model derived in section 2.
Truncated system
In going from the full Becker-Döring system from equations (1.3)-(1.5) to the 'reduced' system (4.2) we have replaced one infinite system of equations by another. It is not until we truncate the system at some finite (but potentially large) aggregation number that we find a gain in efficiency. There are two natural ways of truncating the normal Becker-Döring system of equations; one method maintains the conservation of density . A second truncation method allows the Becker-Döring model of nucleation to be combined with another model for the subsequent growth of clusters. In this model mass can pass out of the 'top' of the system through the formation of clusters of size r = R + 1; hence, we haveċ
where f represents a source of R-clusters due to the fragmentation of larger clusters as described by another model for clusters of size greater than R. Later, we shall concentrate on the former truncation (4.8) both for simplicity, and because we can confirm that it retains the structure of the Becker-Döring equations: namely, (i) it maintains a conserved quantity (the density = R r=1 rc r ) which can be used as a check when carrying out numerical simulations; (ii) it also has a unique equilibrium solution (c r = Q r c 
Almost maximally contracted system
As an example of the truncated system described above, let us consider a fairly extreme case where there are only two types of each cluster retained. Thus our model has five concentration variables s 1 
(4.14)
This system conserves density:
and has a Lyapunov function,
Analysis of macroscopic model
We have taken the large-λ and large-ξ limit of equations (4.2) so that only one type of cluster of each type need be considered. Due to the possibility of different grain sizes (λ ≶ ξ ), there are a number of cases to analyse: p > 1, p < 1, and p = 1. We start by analysing the final case-where the mesh size is the same for clusters of X-type as for Y ( = ), and then move on to the harder problem where p > 1. The case p < 1 is very similar to p > 1 so will not be detailed separately here.
Equal mesh sizes
Since the system (4.18) has a conserved quantity, = s + u + v, it is further reducible. If we make the two coarse-graining parameters equal ( = λ + 1 = ), then the rate equations becomeu
(5.1) and both occurrences of δ are of the same order of magnitude.
t = O(1).
In the first timescale, both u and v are O(1) and evolution occurs on the given timescale t = O(1). The leading-order equations can be solved by noting
Over this first timescale the concentrations of the two species increase in a similar fashion, remaining proportional to each other. As time progresses the rate of increase slows, but the solution is oblivious to the equilibrium configuration, and the fragmentation rates β, δ. The solution ceases to be valid due to the exhaustion of the monomer: new terms enter the leadingorder balance when s = O(δ 1/ ). This implies − λ (u + v) ∼ δ 1/ which occurs when t ∼ δ −λ/ . At this point, a new timescale is necessary.
t = O(δ
Thus, we use the new variables u 2 , v 2 given by
The equations for
This system can be solved by transforming to the new variables y 2 = v 2 −u 2 and x 2 = u 2 +αv 2 : then the equation for y 2 can be integrated immediately, to y 2 = (β − 1) t 2 since at the start of this timescale y 2 = 0. The equation for x 2 is dx 2
which cannot be explicitly integrated. By matching with the first timescale we see that
1/ as t 2 → 0. Equation (5.6) shows that x 2 continues to decrease, and asymptotes to [ (1 + αβ) (1 + α) λ−1 /λ ] 1/ as t 2 → ∞. Over this second timescale the concentrations of the two species diverge linearly with one growing at the expense of the other. This is seen from the growth of y 2 for β > 1, and decrease if β < 1. In the former case u increases while v decays, whereas if β < 1 then y 2 is negative and decreases, giving growth of v and consequent loss of u. These processes occur over a much slower timescale than the initial kinetics.
t = O(δ −1
). The second timescale ceases to be valid due to the increase in y 2 . When t 2 ∼ δ −1/ , y 2 ∼ δ −1/ and another term from the determining equations enters the balance. Thus, in the third timescale we work with t 3 = δt, x 3 = x 2 and y 3 = δ 1/ y 2 :
The time derivative of x 3 does not appear at leading order, thus x 3 is slaved to y 3 . Since equation (5.7) for y 3 is linear, its solution is easily found:
The quantity x 3 can then found from the algebraic equation (5.8). However, x 3 represents a higher-order correction to the concentrations u, v, so does not affect the leading-order results:
In this solution, the constant of integration has been determined by matching the solution back into the previous timescale, a procedure which shows that as t 3 → 0, y 3 ∼ (β − 1) t 3 . The large-time limit behaviour of both the variables u and v is a monotone approach to the constants
Over this timescale the concentrations approach their equilibrium values on an even slower timescale than the evolution of the second timescale. The complex structure of the approach to equilibrium in the system (5.1) can be seen from the equations themselves. At leading order, a straightforward search for equilibrium states yields a one-parameter family
This provides the reason for the longer timescales in the above analysis. Over the first timescale the system evolves to one member of this one-parameter family (5.13); then over the second timescale, the trajectory smoothly turns around, and over the third timescale the system moves through this family until it reaches the one member which is a genuine equilibrium solution, i.e. the state which is an equilibrium when all higher-order terms are included (as well as just the leading-order terms).
Different mesh sizes
The system of equations we aim to solve is (4.18). We now consider the case where ξ > λ giving p = ξ/λ > 1; thus the fragmentation rate of v is much smaller than that of u, leading to an equilibrium configuration in which v dominates u. At equilibrium, to leading order in δ 1, the concentrations take on the values
However, at early times, before the effect of fragmentation becomes important, the size of u and v will be comparable, and if α < 1 then, at early times, the concentration u will exceed that of v. Thus, at intermediate times we observe concentrations which are wholly unrelated to the equilibrium properties of the system. We now make this argument formal by solving the system (4.18) using matched asymptotic expansions.
t = O(1).
Initially, the system responds on a timescale of O (1), where all of the concentrations u, v and s take on O(1) values, with s decaying from . To leading order, on this timescale, the concentrations evolve according to the equationṡ
Unfortunately, these cannot be solved explicitly, as those in the case p = 1 were. But it is possible to determine the large-time asymptotics solutions where
for some constants u 1∞ , v 1∞ . In order to satisfy density conservation, these two constants must satisfy = λ u 1∞ + ξ v 1∞ . Thus, over this timescale, both concentrations u and v grow according to the nonlinear equations (5.15), using up, to leading order, all of the available resources of monomer. The decline in monomer concentration is halted by the re-emergence of fragmentation in the limit t → ∞, necessitating the introduction of a new, longer timescale.
t = O(δ −λ/ ).
Since p > 1, it is the fragmentation term in the u equation in (4.18) which becomes significant first. This occurs when s ∼ δ, implying t = O(δ −λ/ ). Thus, the new timescale we define is t 2 = δ λ/ t, and over this timescale s = δ 1/ s 2 with s 2 = O(1). To leading order, the concentrations u and v are O(1) constants at the end of the first timescale; in the second we allow time-dependent variations around this constant by writing
The leading-order equations are then
Thus, over this timescale, the system tends to the configuration
for some constant u 2∞ . The decline in monomer concentration ceases and asymptotes to an O(δ 1/ ) constant. The concentrations u and v undergo minor modifications, with the modification in u tending to a constant, the first correction term in v growing linearly. Since to leading-order all concentrations are constant, and yet the system is not at, or near, equilibrium, further, even longer, timescales are required to analyse the decay of this metastable state, and the genuine approach to equilibrium. /λ , which is solved by
t = O(δ
with the solutions for v 3 , s 3 following immediately by
This solution describes the relaxation of the metastable state since it is over this timescale that the concentration u decays from being of O(1) to being small. During this timescale, the cluster concentration u is in equilibrium with the monomer concentration s. However, monomers are continually combining to increase the concentration of the v-morphology, causing u and s to decrease monotonically. At large times the above solution ceases to be valid, since the decay of u is accompanied by a decay in the monomer concentration (s), and when s = O(δ ξ/λ ) the fragmentation of v becomes significant. Here the monomers (with concentration s) equilibrate with the dominant cluster morphology (v) through a term representing the fragmentation of v-clusters, the first time β has entered our analysis. The system (5.24) is solved by
Over this timescale, the solution reaches equilibrium since the leading-order large-time asymptotics of this solution agree with the previously described equilibrium solution (5.14). 
Results from numerical solution of the reduced system
The maximally contracted system of equations (4.18) has been solved numerically (again using a predictor-corrector scheme with timestep h < δ/10), and results for the case α = 4, β = 8, δ = 10 −4 , λ = 9, ξ = 12, = 1 are presented here. Figure 6 shows a log-log plot of the concentrations of the two cluster types and the monomer source against time. The initial growth of both cluster types is seen to slow as the monomer becomes exhausted, and the eventual overtaking of v(t) by u(t) occurs at t ≈ 5; after this the concentration u continues to increase at the expense of v, through the fragmentation of v to monomers and subsequent aggregation of monomer to form more larger clusters of type u. Figure 6 should be compared with figure 3 , where we observe a qualitatively similar shape of curves. The differences in amplitude of the monomer concentration are due to the fact that δ was only taken to be 10 −4 , whereas a full comparison with the example shown in figure 3 would require δ = ε λ = 10 −18 . There are considerable problems in the numerical solution of systems with such small parameters, hence such an extreme case was not attempted here. Figure 7 shows a trajectory in (u, v) phase space: t = 0 corresponds to the origin X = 0 = Y , both cluster types form, and a maximum in v occurs when u ≈ 0.0025. At this point the slow timescales are entered, and the system then slowly evolves down the diagonal straight line, the monomer concentration being uniformly small from this point until equilibrium is achieved, where v is almost zero. This figure is analogous to figure 4 which represents data from a numerical solution of the full problem.
The asymptotic results enable this behaviour to be described as occurring over four timescales: over the first both cluster types grow and exhaust the supply of monomer. Over the second, longer, timescale, fragmentation causes the monomer concentration to stabilize at some small positive constant. During the third, even longer, timescale the monomer concentration remains small while fragmentation now influences the cluster concentrations, causing mass to pass from one less thermodynamically stable morphology to the more stable form. Finally, there is an even longer timescale over which equilibrium is reached, at equilibrium almost all the mass is in one form, there being only asymptotically small amounts of monomer and of the less stable cluster morphology.
Discussion
We have proposed a model for nucleation in which two morphologies of cluster are able to form from a single type of monomer. Clusters of both structures grow according to classical nucleation theory and, if we were to impose a constant monomer concentration then the growth of each cluster-type would be independent of each other. However, we have considered the more relevant and interesting case where the total concentration of material is kept constant: this means that the two species of cluster compete for the finite amount of monomeric material present within the system, and the relative growth rates of the two types of cluster then become important in the kinetics of nucleation. By considering an aggregation-dominated system we have been able to determine the form of the solution through the use of matched asymptotic expansions. The structure of the solution has been found in the special case where all aggregation and fragmentation rates are independent of cluster size.
Asymptotic analysis of the full model identifies a sequence of four timescales over which the kinetics occur. The complexity of the problem precluded a full explicit form for the clusterdistribution function being found, but approximations were derived in the matching regions. During the first timescale fragmentation is negligible and sizable concentrations of both types of cluster are formed, typically having small aggregation numbers. The number of clusters formed depends solely on the aggregation rate, and not on the thermodynamic stability of the clusters. The monomers are rapidly used up, and over a second timescale the monomer concentration becomes, and stays small. During the third timescale, which is a slow timescale, mass is transferred from the less thermodynamically stable to the more stable form through the fragmentation of the less stable clusters into monomers and the growth in size of the more stable form of cluster. However, equilibrium is not reached over this timescale, since the cluster-distribution function is given by a similarity solution and is constantly evolving. Finally, over a fourth, even slower timescale, the system reaches its equilibrium configuration. Over this timescale the distribution function for the more stable form satisfies a continuum version of the Becker-Döring equations. The special case where the two morphologies are equally stable has been analysed, and results are broadly similar to the general case, though they cannot be obtained directly from it. The system of equations was then solved numerically and for one choice of parameters the results were presented. The sequence of behaviour over the timescales described above is seen in the numerical results also, confirming the validity of the asymptotic expansions.
A coarse-graining contraction procedure was invoked and used to simplify the equations by reducing the dimensionality of the system. When applied to a truncated version of our modified Becker-Döring equations, a system of just three ordinary differential equations was ultimately obtained. The simplified system was solved using matched asymptotic analysis in two cases. In the first, the mesh size (or grain size) was taken to be the same for both species of cluster. This gave kinetics which occurred on three timescales, an initial growth in both morphologies, followed by a long timescale during which the concentrations changed linearly, and a final slightly longer timescale over which the concentrations underwent slight modifications to equilibrium. In the second case, the mesh sizes for the two species are taken to be different. This leads to a situation in which one species dominates the other at equilibrium. The kinetics in this case are more complex, there being four timescales through which the system evolves. Initially, the species with the faster aggregation rate gains the larger concentration, regardless of which is more thermodynamically stable. Although this may appear obvious at the start of the reaction, the system passes through a long timescale before the final equilibrium form of the solution starts to influence the kinetics of the reaction. This sequence of events can also be clearly identified in the numerical solution of the equations. If clusters of the more stable morphology have a smaller growth rate than clusters of the less stable form then the less stable clusters will gain a greater concentration initially, and then such a state will persist until the penultimate timescale-a surprisingly long time. The system can thus be viewed as entering a metastable state in which the concentrations of both forms of cluster are comparably large, and the monomer concentration is small. In this state no concentration is near its final equilibrium value, yet evolution occurs on a slow timescale due to the low concentration of monomers.
Thus we have elucidated some of the reasons for metastability in the process of nucleation by considering a system in which two morphologies of solid can precipitate out from a supersaturated solution or supercooled melt. Although inspired from classical nucleation theory, our model does not require the solids to be crystalline: they could be gels, or amorphous solids; such information would only affect the coagulation and fragmentation rate coefficients, but not the form of the equations. A good example of such a system, in which two cluster types can be formed from a single monomer type, are the chiral crystallization experiments conducted by Kondepudi et al [10] [11] [12] . In these, an achiral monomer can nucleate to form one of two types of crystal, namely a left-and a right-handed product. An explanation of the effects investigated by Kondepudi et al requires secondary nucleation to be included in our model (in the manner of [15] ), and so falls beyond the scope of the current work but, in a future work, it is hoped to generalize the model presented here to include nucleation by both primary (homogeneous) and secondary means and present an investigation into the resulting system of equations.
