Abstract. For any odd integer N , we explicitly write down the Eisenstein cycles in the first homology group of modular curves of level N as linear combinations of Manin symbols. These cycles are, by definition, those over which every integral of holomorphic differential forms vanish. Our result can be seen as an explicit version of the Manin-Drinfeld Theorem. Our method is to characterize such Eisenstein cycles as eigenvectors for the Hecke operators. We make crucial use of expressions of Hecke actions on modular symbols and on auxiliary level 2 structures.
Introduction
Let N be a positive integer. Consider the principal congruence subgroup Γ(N ) which acts on the upper half-plane H by homographies, and thus defines the modular curve Y (N ) = Γ(N )\H, compactified as X(N ) = Y (N ) ∪ ∂ N , where ∂ N = Γ(N )\P 1 (Q) is the set of cusps.
The Manin-Drinfeld theorem [6] [9] asserts that the class of a divisor of degree zero supported on ∂ N is torsion in the Jacobian J(N ) of the modular curve X(N ). The order of such divisor in J(N ) can made explicit by the use of Siegel units ( [7] ). We call Eisenstein cycles the elements e ∈ H 1 (X(N ), ∂ N , R) such that e ω = 0 for all ω ∈ H 0 (X(N ), Ω 1 ). They constitute a real vector space E(N ). The Manin-Drinfeld theorem is reformulated by saying that E(N ) admits a Q-rational structure in H 1 (X(N ), ∂ N , Q). Our aim is to determine explicitly a basis for E(N ) in the following sense. Let SL 2 (Z/N Z) = SL 2 (Z/N Z)/±1 = ±Γ(N )\SL 2 (Z). Let
be the map that takes the class of a matrix g ∈ SL 2 (Z) to the class in H 1 (X(N ), ∂ N , Z) of the image in X(N ) of the geodesic in H ∪ P 1 (Q) joining g.0 and g.∞. It is surjective [9] . Hence we call ξ(g) a Manin generator. The Manin generators satisfy the Manin relations: For all g ∈ Γ(N )\SL 2 (Z), ξ(g)+ ξ(gS) = 0 and ξ(g) + ξ(gU ) + ξ(gU 2 ) = 0, where T = ( 1 1 0 1 ), S = the cases where the level N is odd in the present article, except for a brief discussion in section 8, where
we fully explain the role of the Γ(2)-structure. Before we state our theorem, we need to explain to what extent our result does not seem to follow from the existing literature. We have a series of group isomorphisms: where the first map comes from the intersection pairings and the inverse of the second map associates to γ ∈ Γ(N ) the class of the image in Y (N ) of a path from z 0 to γz 0 in H (where z 0 is any point in H). Hence finding the desired Eisenstein cycles amounts to make explicit certain group homomorphisms Γ(N ) → Z.
In [10] , Mazur accomplished such a program when Γ(N ) is replaced by the congruence subgroup Γ 0 (N ), for N odd prime. He calls the corresponding group homomorphism Γ 0 (N ) → Z the DedekindRademacher homomorphism, which is obtained as a period homomorphism for Eisenstein series. The method has been extended by Stevens ([16] ) to the more general modular curves X(N ) (without any restriction on parity for N ). However, the group homomorphisms Γ(N ) → R exhibited by Stevens do not enable to write directly the Eisenstein cycles as linear combinations of Manin symbols. Nevertheless what Mazur called the Dedekind-Rademacher homomorphism was used by one of us [14] to find the desired expression of the (unique up to scalar in that case) Eisenstein cycle in the case where Γ(N ) is replaced by the congruence subgroup Γ 0 (N ), for N odd prime. Already in that work, the introduction of an auxiliary Γ(2)-structure played a key role. By a similar method, one of us [1] , and together with Krishnamoorty [2] treated the modular curves X 0 (p 2 ) and X 0 (pq) respectively for p and q odd prime numbers, at the cost of significant additional technical difficulties.
Our method in the current paper does not rely on Dedekind-Rademacher type homomorphisms and yields more general results. We propose a formula for the Eisenstein elements and verify that they are eigenvectors for the Hecke operators. Our calculations to that extent depend crucially on the formulas for Hecke operators obtained by one of us in [13] .
For P = x y ∈ (Z/N Z) 2 , choose the representatives x, y ∈ Z ofx andȳ respectively with x − y odd.
Define:
From the above expression, it is easy to see that for all P ∈ (Z/N Z) 2 : F (P ) = F (−P ) and F (P ) +
Let F be a function on (Z/N Z) 2 /{±1} obtained from F by passing to quotients. Let
Theorem 1. For P ∈ (Z/N Z) 2 , the modular symbols E P satisfy the following properties:
1) Suppose l is an odd prime number and l ≡ 1 (mod N ). Let T l be the Hecke operator at the prime l. The Eisenstein cycles E P satisfy the equality:
2) The classes of E P lie in the kernel of R and hence they are Eisenstein cycles.
Part 2) of Theorem 1 follows easily from part 1). They are proved by Proposition 11 and Proposition 12 respectively.
It remains to prove that the classes E P span the space E(N ) of Eisenstein cycles, when P runs through elements of order N of P ∈ (Z/N Z) 2 . We define the retraction R as the map
. The kernel of R coincides with E(N ). Let φ(N ) be the order of (Z/N Z)
, where µ 0 is an odd representative of µ in Z. It is essential for the next theorem that L(χ) is a non-zero algebraic number, as it can be expressed as the algebraic part of the value of a Dirichlet L-function.
, we have the following retraction formula:
Define the boundary map δ :
as follows. For r, s ∈ P 1 (Q), the image by δ of the geodesic of the upper half-plane joining the cusps r to s is [±Γ(
Hence to prove Theorem 2, it is enough to show that
We prove this statement in Proposition 15. From the above theorem, we can easily conclude that:
Corollary 3. The kernel of R is spanned by the classes of E P for P ∈ (Z/N Z) 2 with P of order N .
We can offer a straightforward application of Theorem 2. It enables to write explicitly L(f, 1), for f cuspidal modular form of weight 2 for Γ(N ) as a linear combination of periods of f . Indeed, one has
where ω f is the Pullback to X(N ) of the differential form f (z)dz.
We envisage as well applications similar to those of [14] for the structure of Hecke algebras completed at Eisenstein primes. There is a possibility that the computation carried out in this paper is related to the Eisenstein classes considered in [Chapter 8 [3] ]. This computation should be useful to answer the questions raised in the book. Finally, we have not tried to put our result in perspective with the Ramanujan sums considered in [15] by Murty and Ramakrishnan.
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Modular symbols and retraction maps
We have a long exact sequence of relative homology:
The first non-trivial map is the canonical injection. For r, s ∈ P 1 (Q), the modular symbol {r, s} is the class in H 1 (X(N ), ∂ N , Z) of a continuous path in in H ∪ P 1 (Q) joining r to s. By definition, its image by
The last non-trivial map of the long exact sequence is the sum of the coefficients.
be the map that takes the matrix g ∈ SL 2 (Z) to the modular symbol {g.0, g.∞}. The map ξ is surjective (Manin [9] ). We note that the class of ξ(γ) = [γ] depends only on the class of γ in SL 2 
We have an isomorphism of real vector spaces
Consider the group homomorphism
The above homomorphism defines a retraction map R :
The Manin-Drinfeld theorem is equivalent [8] to the fact that the image of R is contained in H 1 (X(N ), Q) ⊂ H 1 (X(N ), R), i.e R splits the long exact sequence after extending the scalars to Q. 
This action does not depend on the choice of R. It fixes the set of cusps of X(N ) pointwise. Thus, by transport of structure, the Hecke correspondence T m defines an endomorphism T m on H 1 (X(N ), ∂ N , Z) and we have, for α,
if we have the following equality in C[P 1 (Q)]:
The action of the Hecke operator T m on Manin symbol ξ(g) ∈ SL 2 (Z/N Z) is given by the following formula [12] :
which is meaningful since the elements of A m are of determinant 1 modulo N . Similar formulas hold when m is any interger (i.e. not necessarily congruent to 1 modulo N ) but one needs to make a choice in the definition of T m . We turn to a particular family Z[A m ] that satisfies condition C m , provided we impose that m is an odd integer, which is our assumption for the rest of this section. Consider the following two sets of matrices:
For all m, we define
The element θ m satisfies the condition (C m ) [12] . Taken 
Proposition 5. [[13], Proposition 5, 6] We have the following relations in
We will not use the explicit forms of the Diophantine sets U m and V m but we will make an use of the condition C m and the properties of θ m stated in the proposition. The latter one is essential, but we only need to remember that θ m H − H θ m is a left multiple of [1] + [S]. It will be useful to note that the support of θ m is contained in the set of matrices congruent to the identity modulo 2.
5. Another expression of the function F Let B 1 : R → R be the first Bernoulli function. This is a periodic with period 1 and for x ∈ (0, 1),
We still denote by B 1 and e functions defined on the quotient R/Z. Recall that H = 1 1
we denote by P 0 the unique element of (Z/2N Z) 2 which coincides with P modulo N and to (1, 1) modulo 2. Recall that H = 1 1
The last equality follows from 1 − e(t) = −2i sin(πt)e( t 2 ) and 1 + e(t) = 2 cos(πt)e( t 2 ) for all t ∈ R. We deduce the following equality:
6. The element θ m and the function F We will prove a main result in this section. For (x, y) ∈ R 2 , set f (x, y) =: B 1 (x)B 1 (y). Consider the Fourier series development of the Bernoulli number B 1 . For x ∈ R, recall the Fourier expansion of B 1 :
Hence, we have
1 nm e(nx + my).
Proof. Consider the functions
They are periodic functions with period 1 in both variables.
To prove f g = f d , it is enough to prove the equality of Fourier coefficients
Now,
1 nm e(nlx + mly)].
We first consider the coefficients c n,m (f d ). We first note that c n,
If (n, m) / ∈ (lZ) 2 and nm = 0,
If (n, m) ∈ (lZ) 2 and nm = 0.
We now examine the coefficients of c n,m (f g ). We note that L u L Lc = c L u L L and f g is an odd function in both coordinate. We deduce that c n,0 (f g ) = c 0,m (f g ) = 0. Suppose now that nm = 0 and
e((an + bm)x + (cn + dm)y) nm .
.
We deduce that
with the summation over all matrices L in A l such that (n, m) ∈ Z 2 L t and (dn − bm)(−cn + am) = 0.
We deduce the following relation for all
).
We also deduce that
with the second summation over all matrices 
Also, we have |A l \SL 2 (Z)| = l + 1. Every element of Z 2 − lZ 2 corresponds to an unique subgroup of index l in Z 2 and an unique class of Z 2 α t with α ∈ A l \SL 2 (Z). We now calculate c n,m (f g ). We have
We thus prove the theorem.
, by imitating the above method we can prove that
We note that the condition
satisfies the condition (C m ) and not necessarily commute with c. Then the element 1
satisfy the condition (C m ) and it commutes with c.
Observe that f (P ) + f (SP ) = 0 again since
Proposition 9. Let l be an odd prime number and let
Proof.
By abuse of notation, we consider f as a function on (Z/2N Z) defined by passing to the quotients.
For N co-prime to l, we make a change of variable tL = s on (Z/N Z) 2 . By using Prop 7 and the relation LL = l 0 0 l , we have the following equality:
Theorem 1 follows directly from the following proposition.
Proposition 10. Suppose l is an odd prime number and P
Proof. From Proposition 6, we have:
We use the formula expressed in proposition 5:
where M runs over matrices congruent to the identity modulo 2. Thus we obtain:
We use the fact that (SM P ) 0 = S(M P ) 0 and the antiinvariance of f under S. Hence the last term vanishes. We can pursue the calculation using the property of f established in the previous proposition and the fact that, for any P ∈ (Z/N Z) 2 and L ∈ R congruent to the identity modulo 2, we have
= F (P ) + lF (lP ).
Eisenstein eigenvectors
We now prove the Theorem 1.
Proposition 11. Suppose P ∈ (Z/N Z) 2 and l be an odd prime number congruent to 1 modulo N . On
, we have
Proof. We use the propositions in the previous section. In particular, we use the following relation:
If l ≡ 1 (mod N ), the reductions of the matrices in the support of θ l are of determinant 1 modulo N .
We have
We deduce the equality,
In the second step, we use the change of variable γL = γ ′ .
We now prove the second part of Theorem 1.
Proposition 12. The classes of E P lie in the kernel of the map R.
Proof. Recall, T l is the Hecke operator on H 0 (X(N ), Ω 1 ) deduced from the correspondences T l of degree l + 1. Since the operators T l − (1 + l) is surjective on H 0 (X(N ), Ω 1 ) [6] , anyω ∈ H 0 (X(N ), Ω 1 ) can be written in of the formω = (T l − (1 + l))ω. We then have
We deduce that E P lies in the kernel of R. We have proved Theorem 1.
Finer Eisenstein eigenvectors in mixed homology groups
This section is not stricly useful for the main results of the article. But we hope to enlighten the reader about our constructions. Let M be an even integer. Consider the morphism of Riemann surfaces π : X(M ) → X(2). Recall that the modular curve X(2) has three cusps: the classes Γ(2)0, Γ(2)1 and Γ(2)∞ of 0, 1 and ∞ ∈ P 1 (Q).
Consider the following partition of the cusps of X(M ) into P + and P − , where
and
Thus we can consider the mixed homology groups H 0 = H 1 (X(M )−P + , P − ; Z) and H 0 = H 1 (X(M )− P − , P + ; Z). The intersection pairing • provides a Z-valued perfect pairing between the latter two groups.
More precisely, consider the map ξ 0 : Z[±Γ(M )\Γ (2)] → H 0 that associates to γ ∈ Γ(2) the class in H 0 of the image in X(M ) of the geodesic path in H from γ0 to γ∞. It has a counterpart ξ 0 : (2)] → H 0 that associates to γ ∈ Γ(2) the class in H 0 of the image in X(M ) of the geodesic path in H from γ(−1) to γ1.
In [14] , one of us proved that both ξ 0 and ξ 0 are group isomorphisms. Moreover one has ξ (2)).
For m odd integer, the Hecke correspondence T m leaves stable the sets of cusps P + and P − . Hence it defines endomorphisms of the groups H 0 and H 0 .
More precisely, when m is congruent to 1 modulo M , the Hecke action if given thus on the bases of H 0 and H 0 [13] :
Similar formulas hold even when m is any odd, positive integer [13] .
On the other hand, we have a canonical map λ obtained by composing the maps:
The last map is deduced from the obvious degeneracy map X(M ) → X(N ). The map λ has the following two properties: For γ ∈ Γ(2), one has λ(ξ 0 (γ)) = ξ(γ). Therefore λ is surjective.
It respects the Hecke operators and therefore the image by λ of an Eisenstein class is an Eisenstein class. Our main innovation in the current paper, is to lift the Eisenstein classes of H 1 (X(N ), ∂ N ; Z) to certain Eisenstein classes of H 0 = H 1 (X(M ) − P − , P + ; Z), which admits a canonical basis (via ξ 0 ), and therefore the latter classes admit a canonical expression in terms of Manin symbols, which via λ gives the distinguished expressions for Eisenstein classes obtained in this article. Evidently, our method presents difficulties to find Eisenstein classes of even level. Nevertheless, some non trivial things can be said in that context.
Hence the classes
are Eisenstein classes of H 0 = H 1 (X(M ) − P − , P + ; Z), which can be proved in the same way than Theorem 1.
Via the canonical map H
Denote by E ′ P the image of E 0 P . Thus we are already beyond the scope of Theorem 1. However, the Hecke operator U 2 acts on H 1 (X(M ), ∂ M ; Z).
It's unclear to us whether E(M ) is spanned, as a Z[U 2 ]-module by the classes E ′ P .
Boundaries of Eisenstein classes
Let C N be the set of points of (Z/N Z) 2 of order N modulo multiplication by {±1}. Denote by φ the map that associate the representative [
We identify the sets ∂ N with C N using the map φ :
. Let (P ) be an image in C N of a cusp in the above bijection. For an element P of order N in (Z/N Z) 2 , denote by (P ) the cusp corresponding to the element P formed by the above bijection. We calculate the boundary δ(E P ) ∈ Z[C N ] of the Eisenstein class E P .
Theorem 13. One has
Proof. Since S(P ∞ ) = −P 0 , we deduce that the boundary of [γ] is equal to
We note that F (σP ) = −F (P ), hence the above sum reduces to
We calculate the coefficient of (Q) in the above expression using the alternative description of F (P ) of Prop. 6. The coefficient of (Q) is:
Suppose γ 0 ∈ SL 2 (Z/N Z) be such that γ 0 P ∞ = Q (such an element γ 0 always exist). Consider the matrix T α = ( 1 α 0 1 ) with α ∈ Z/N Z. We have {γ|γ ∈ SL 2 (Z/N Z), γP ∞ = Q} = {γ 0 T α |α ∈ (Z/N Z)}.
Hence, the coefficient of (Q) is equal to
We will now prove that:
We examine the quantity
Let us first assume that P = µQ with µ ∈ (Z/N Z) * . We then have T α γ −1 0 P = µP ∞ and
Assume now P = µQ for all µ ∈ (Z/N Z) * . For γ
Writing s = (s 1 , s 2 ), it is easy to see that:
From the above expression, we have:
(mod 2). Hence, we conclude that:
We now calculate T (P, Q) by restricting the sum to the terms that satisfy the equality ( 
and that u is well defined modulo d.
One has
Set s 2 = s 1 + kd ′ , α = e(2tv/N ) (a primitive d ′ -th root of unity), ζ = −e(−tu/d) and β = −ζ (a primitive 2d-th root of unity), where k is an integer modulo 2d. The calculation becomes (s 1 runs through the integers modulo 2N and k runs through the integers modulo 2d)
Set s 1 = ad ′ + b, with b the class modulo 2N of an integer in [0, d ′ ) and a well defined modulo 2d.
Hence we get (a and k run through the integers modulo 2d and b runs through the integers modulo d ′ )
We need a lemma.
Then for l integer, 0 ≤ l < 2d and x ∈ (l/2d, (l + 1)/2d), we have
Proof. Indeed, as a linear combination of functions which are 1-periodic, affine of slope 1 on the interval (l/2d, (l+1)/2d), f is 1-periodic and affine of slope
follows from the 1-periodicity of B 1 . The first formula of the lemma follows from the particular case x ∈ (0, 1/2d), where
The second formula is obtained by remarking that the values of f at a point of discontinuity y are obtained by averaging its values in the right and left neighborhoods of y (this is a property that f inherits from B 1 by linearity).
We can resume the calculation of T (P, Q) using Lemma 14 and the relation b α b = 0, since α is a primitive d ′ -th root of unity and d ′ > 1. We obtain thus (here again a runs through the integers modulo 2d and b runs through the integers modulo d ′ ):
The retraction formula
We now prove Theorem 2. Consider the following modular symbol:
(We will see a bit later that L(χ) = 0.) The Theorem 2 follows from the proposition.
Proposition 15.
We have:
Proof. It is easy to see that:
It is enough to prove that
where R ∈ C[C N ] is a quantity independent of γ.
We use theorem 13 and proceed using a Fourier inversion formula in The term 1 4L(1) U is indeed independent of γ. In other words, we get the same term for (γP 0 ) also. Hence we have proved the proposition. It remains to express L(χ) in terms of values of Dirichlet L-series (and that it is nonzero). Denote by χ 2 the Dirichlet character modulo 2N which coincides with χ on odd integers. Let L(χ 2 , 2) = ∞ n=1 χ 2 (n)n −2 (which is nonzero).
Proposition 17. One has
Proof. Let's remark first that, for x ∈ R, where m is the level of χ.
Given that the cuspidal subgroup of X(N ) can be identified with R(H 1 (X(N ), ∂ N , Z))/H 1 (X(N ), Z),
we recover the classical fact that the order of this cuspidal group is related to the algebraic part of values at 2 of Dirichlet L-series.
