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Abstract
In the light of a world-wide shortage of helium-3 (3He) a development of novel
neutron detector systems (NDS) is necessary. This requires mathematical de-
scriptions of the neutron scattering process in thin films. In this bachelor thesis
our aim is to make a probabilistic model of the scattering of a single neutron
travelling through a thin film, with main focus on the first scatter occurrence.
The thin film is assumed to consists of a material inducing incoherent, elastic
scattering.
The theoretical distributions of the direction and position of the scattered neu-
tron are computed. Simulated data points, created with Geant4 in the coding
framework of the European Spallation Source (ESS) Detector Group, are used
to test the extracted distributions. Nonparametric one-sample Kolmogorov-
Smirnov tests are performed and support the theoretical densities for the direc-
tion of the scattered neutron. Histograms for the distribution of the neutron
position appear not to contradict the derived theoretical distribution. The re-
sults for the angles could be useful in the development of novel NDS. The results
for the neutron position requires additional work, which is left for further re-
search.
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Some physics terms
A short overview of some physics terms used in this paper. For a more thorough
treatment, see [1].
Neutron scattering - Neutron scattering or neutron diffraction is a physical pro-
cess commonly used in material science. It will be referred to as the course of
events where a neutron, travelling through matter, interacts with a nucleus and
therefore changes it’s direction. Neutrons can travel large distances through
most materials without being scattered.
Thin film - A layer of material ranging in thickness, used in neutron detector
systems. Sometimes referred to as material layer or simply layer.
Neutron energy - The neutron energy or neutron detection temperature indicates
the neutron’s kinetic energy E = mv22 , withm being the mass and v the velocity.
Neutron energy is usually given in electron volts (eV). The kinetic energy, speed
and wavelength of a neutron are related through the De Broglie relation.
Elastic neutron scattering - The case when a neutron scatters with maintained
energy, e.g. the kinetic energy If the neutron scatters, only the direction of it
will change.
Incoherent scattering - Scattering which we can treat as isotropic, i.e the neutron
is considered to scatter with equal probability in any direction. This thesis will
only treat materials giving rise to incoherent scattering, e.g. Vanadium and
Hydrogen.
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Notations and
abbreviations
# number of
| · | the Euklidean norm
I(·) the indicator function
E(·) the statistical expectation
V(·) the statistical variance
X ∼ f X is a random variable with distribution f
X := Y X denotes Y
ESS European Spallation Source
i.i.d. Independent and identically distributed
LTP Law of total probability
MLE Maximum-likelihood estimator
NDS Neutron detector system(s)
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Chapter 1
Introduction
The scattering of free neutrons in matter is a physical process used in material
science. At neutron source-based research facilities, neutrons are generated to
penetrate a sample of material. When the neutrons interact with the atoms of
the material, they are scattered, changing their direction and velocity. These
changes are then measured and give information about the structure of the
material. Neutrons interact via the nucleus whilst e.g. x-ray photons interact
via the electrons, giving rise to different properties. At times this makes neutron
scatter techniques more suitable than x-ray machines, e.g. when investigating
oxygen or hydrogen.
An important part of the research in material science lies within the detection
of neutrons. Neutron Detector Systems (NDS) have previously made use of the
substance Helium-3 (3He), but as the supply decreases world-wide, novel NDS
are inquired. Research facilities such as the European Spallation Source (ESS)
sited in Lund, Sweden, are looking into detectors based on multiple Boron-10
thin films. An elementary part of the NDS is the thin film, through which a
neutron can travel and possibly scatter. Mathematical models describing the
neutron scattering process in thin films are therefore desirable in the develop-
ment of novel NDS.
In this bachelors thesis, the neutron scattering process is modelled from a prob-
abilistic point of view. The modelled scenario consists of a single neutron trav-
elling through a layer of material which generates incoherent neutron scattering,
e.g. Vanadium. It is of interest to find out at which direction and position the
neutron exits the material layer. The distribution of the exit direction, written
in terms of angles, is therefore modelled and tested in this thesis. The distribu-
tion of the neutron’s third coordinate in three-dimensional Euclidean space is
computed and tested, whilst the calculations for the distributions of the remain-
ing two coordinates only have been commenced. Lastly, an alternative model
of the neutron scattering process is provided, giving an optional expression for
the coordinate distributions.
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1.1 Overview of the thesis
The formulation of the main objective of this thesis, along with a presentation of
the assumptions and important notations are given in Chapter 2. In Chapter 3, a
description of the data used for statistical testing is given. Chapter 4 deals with
the derivation and statistical testing of the distributions of angles, describing
the direction in which a neutron travels after a scatter occurrence. Similarily,
the density of the first scatter occurrence is treated in Chapter 5, together with
an approximation of the density. Chapter 6 presents an alternative model of the
first scatter occurrence, using the mathematical results of the Poisson process.
The calculations for an alternative approximation of the desired distributions
are induced. The completion has been left for further research. In Chapter 7,
the thesis is summarized and the results are presented.
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Chapter 2
Prelude
Consider a positively oriented Cartesian coordinate system in R3, where each
point x is determined by the coordinates (x1, x2, x3). We are interested in
finding the point x(i) = (x(i)1 , x
(i)
2 , x
(i)
3 ) of the i-th neutron scatter occurrence,
see Figure 2.1. The position x(i) will be described in polar coordinates
x
(i)
1 = R(i) sin θ(i) cosφ(i), R > 0,
x
(i)
2 = R(i) sin θ(i) sinφ(i), 0 < θ < pi,
x
(i)
3 = R(i) cos θ(i), 0 ≤ φ < 2pi,
(2.1)
where R, θ and φ are random variables, defined in Figure 2.2. This bachelor
thesis will especially deal with the case i = 1, i.e. the first scatter occurrence.
A simple case of neutron scattering will be studied, where a single neutron is
regarded, travelling through a thin film of depth d, 0 < d < ∞. The thin film,
at times called material layer, is assumed to be homogeneous, meaning that it
is uniform without irregularities. This means that every point in the thin film
has the same properties.
The neutron is travelling towards the thin film with angles (θ(1), φ(1)) as can be
seen in Figure 2.1. The material is assumed to give rise to incoherent, elastic
scattering, i.e. if the neutron scatters the energy is conserved and only the
neutron’s direction will change. The neutron will scatter with equal probability
at any direction.
Let R(1) denote the distance to the first neutron scattering in the material. Since
the material is homogeneous and the neutron properties (energy, speed etc.)
remain unchanged, we may model R(1) as an exponential random variable. To
see why this is a sensible model, let R := R(1) be a continuous random variable
such that R > 0 with distribution function F . Suppose the density function f
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Figure 2.1: A neutron travelling through a thin film of depth d.
Two scatterings occur at points x(1) and x(2) before the neutron
leaves the thin film. R(i) denotes the distance between the i-th
and (i− 1)-th scatter points. The scatter angles are distinguished
by arches in the figure.
exists and define the intensity function λ(t) by
λ(t) = f(t)1− F (t) . (2.2)
Then we can find the probability P(t < R ≤ t+dt|R > t) of a neutron scattering
in the small interval [t, t+dt), subject to the condition that it has not scattered
by time t, in the following theorem.
Theorem 1 Let R be a continuous random variable with intensity function
λ(t). Then
P(t < R ≤ t+ dt|R > t) = λ(t)dt. (2.3)
Proof:
P(t < R ≤ t+ dt|R > t) = P(t < R ≤ t+ dt)
P(R > t) =
fR(t)dt
1− FR(t) = λ(t)dt.
uunionsq
Now assume R is a continuous random variable with intensity λ and distribution
function F (t). Then by (2.2) we obtain
λ(t) = F
′(t)
1− F (t) = −
d
dt
log(1− F (t)), (2.4)
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Figure 2.2: Points in R3 described in polar coordinates. OP is
the vector from the origin to the point P = (x1, x2, x3). |P | is the
Euklidean norm of P , i.e. the length of OP . Let the angles θ and
φ be defined as in the figure. The coordinates x1, x2, x3 can then
be written as in (2.1).
10
implying
−
∫ t
0
λ(u) du =
∫ t
0
d
dt
log(1− F (u)) du = log(1− F (t)).
Then
F (t) = 1− exp(−
∫ t
0
λ(u) du) (2.5)
and we note that (2.4) and (2.5) together give a one-to-one relationship between
λ(t) and F (t).
Since the material is homogeneous, we can model the intensity in the material
as a constant, i.e λ(t) = c > 0. Thus
F (t) = 1− exp(−ct), 0 < t <∞, (2.6)
which is an exponential distribution function. The positive constant c can be
determined by the physical properties of the material.
We have now motivated the model of R as an exponential random variable.
One final adjustment will be made: Let d′ denote the length of the trajectory
through the thin film, cf. the illustrations in Figure 2.3. It is clear that d′ is a
function of the entry angles (θ(1), φ(1)) and the layer depth d. Since the neutron
is investigated inside the material layer, we impose
0 < t < d′ <∞.
The integral of a density function must be 1. Formula (2.6) must therefore be
normalized, yielding
FR(t) =
1− exp(−ct)
1− exp(−cd′) , 0 < t < d
′, c > 0, (2.7)
which is a truncated exponential distribution function. We have thus shown
that the length to the first neutron scattering R(1) follows the distribution in
(2.7).
The densities of the angles θ and φ as well as the density of the first scatter
occurrence x(1) will be treated in following chapters.
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Figure 2.3: Showcasing the two cases: d′ 6= d and d′ = d. The
value of d′ depends on the entry angles and the layer depth d.
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Chapter 3
Data description
The data set was created at the ESS with Geant4 in the dgcode framework 1.
It consists of 9979973 Monte-Carlo simulations of neutrons scattering through
a single thin film of depth d = 0.1 cm. The thin film gives rise to incoherent
scattering and has large transverse dimensions 2. The neutron energy is 13.0887
meV.
All simulated neutrons start at the origin in a Cartesian coordinate system and
are travelling towards the thin film perpendicularly. Every simulation contains
information about the number of scatters in the material, the exit coordinates
and the exit directions of the neutron. All positions are given in units of cen-
timetres.
In chapter 4, the theoretical densities of angles θ and φ are computed and tested
on the data. The exit directions in the data set are however given as unit vectors.
A derivation of the exit directions as angles is given in the Appendix.
Let n = 9979973 denote the number of simulated neutrons, ns the number of
scatterings and p the probability of a neutron scattering in the thin film. From
the data set one obtains the Maximum-likelihood estimator (MLE) of p by
pˆ = ns
n
= 657199979973 ≈ 0.006585.
Furthermore, it can be shown that
pˆ
d→ N(p, I(p)−1), n→∞, (3.1)
where I(p) is the Fisher information. From here, together with Slutsky’s theo-
1http://geant4.cern.ch/
2Check
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# scattering Obs. Estimated probability pi Ipi
1 21454 21454/23602 ≈ 0.9090 (0.9088, 0.9092)
2 2074 2074/23602 ≈ 0.0879 (0.0877, 0.0880)
3 74 74/23602 ≈ 0.0031 (0.0031, 0.0032)
> 3 0 0 0
Table 3.1: The MLE of pi, i = 1, 2, ... of a neutron scattering i
times in the thin film, together with the 95% confidence interval
Ipi . Note that these probabilities are subject to the event that
scattering occurred.
rem, we are able to find a 95% confidence interval, Ip, for p as
Ip = pˆ± 1.96
√
I(pˆ)−1 = pˆ± 1.96
√
pˆ(1− pˆ)
n
= (0.006535, 0.006635).
From here-on, we restrict our attention to the cases in which scattering actually
occurs. Since ns = 65719 observations was too many for the university com-
puters, only the first 23603 observations were used. The new set should still be
sufficiently large for the asymptomatic results of inference theory to apply.
Estimates of the probability pi that the neutron scatters i times, i = 1, 2, ..., can
be seen in Table 3.1. The results in Table 3.1 imply that it is unlikely to obtain
more than two scatters in a thin film. An approximation up to two scatters
should therefore be sufficient, discussed further in Chapter 6.
When a neutron scatters it can either change direction to where it came from or
continue to travel through the thin film, here referred to as back scattering and
forward scattering. Looking at the observations of one scattering, the MLE’s of
the probability to back or forward scatter are given by
#back scatter
#obs. = 0.4961
and
#forward scatter
#obs. = 0.5039,
respectively.
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Chapter 4
Computation of the angle
distributions
The density functions fθ and fφ of the angles θ and φ defined in (2.1) are com-
puted. The preliminaries are found in Section 4.1, covering the basics on oriented
surfaces in three-dimensional space. The desired densities are then computed in
Section 4.2. Section 4.3 deals with empirical testing of the distributions func-
tions. Specifically the one-sample Kolmogorov-Smirnov test is performed and
seems consistent with the theoretical results. In Section 4.4, the densities of
sin θ, cos θ, sinφ and cosφ are computed and will be used in Chapters 5 and 6.
4.1 Oriented surfaces in R3
In three-dimensional Euclidean space, each point x is represented by an ordered
triplet x = (x1, x2, x3). Let ω ⊆ R2 be an open and bounded set with piecewise
C1-boundary 1 and let X1(t), X2(t) and X3(t) be three C1-functions 2 of t =
(t1, t2) defined on the closure ω¯ of ω. Set X(t) = (X1(t), X2(t), X3(t)) and let
∂tiXj(t) denote the partial derivative of Xj(t) with respect to ti. Suppose
∂1X(t) := (∂t1X1(t), ∂t1X2(t), ∂t1X3(t)),
∂2X(t) := (∂t2X1(t), ∂t2X2(t), ∂t2X3(t)),
are linearly independent vectors for all t ∈ ω¯, and ω¯ 3 t→ X(t) is an injective
function. Then we call the image
Σ = {X(t) : t ∈ ω¯}
an oriented surface in R3, see [3] . Furthermore, we say thatX(t) is a parametriza-
tion of Σ.
1See p. 67 of [3]
2I.e the first order derivative exists and is continuous
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Under these assumptions we can define the area A of an oriented surface Σ =
{X(t) : t ∈ ω¯} as
A(Σ) =
∫∫
ω
|∂1X(t)× ∂2X(t)| dt1 dt2, (4.1)
where |∂1X(t)× ∂2X(t)| is the Euclidean norm of the vector product of ∂1X(t)
and ∂2X(t).
4.2 Calculating the angle distributions
The densities fθ and fφ will now be obtained by applying the result in Section
4.1. Firstly, note that (2.1) can be seen as a parametrization X1(θ, φ) = r sin θ cosφX2(θ, φ) = r sin θ sinφ
X3(θ, φ) = r cos θ
(4.2)
which maps the rectangle set Y = {(θ, φ) : 0 < θ < pi, 0 ≤ φ < 2pi} onto a
sphere with radius r.
Let
w = {(θ, φ) : 0 < ϑ1 ≤ θ ≤ ϑ2 < pi, 0 ≤ ϕ1 ≤ φ < ϕ2 < 2pi}, (4.3)
where ϑ1, ϑ2, ϕ1, ϕ2 are constants. Then the set
Σ = {X(θ, φ) : (θ, φ) ∈ ω¯} (4.4)
is an oriented surface since X is injective on Y and the vectors
∂θX = (r cos θ cosφ, r cos θ sinφ,−r sin θ), (4.5)
∂φX = (−r sin θ sinφ, r sin θ cosφ, 0) (4.6)
are linearly independent for (θ, φ) ∈ ω¯. The mapping can be seen in Figure 4.1.
According to (4.1) the area A is given by
A(Σ) =
∫∫
ω
|∂θX × ∂φX| dθ dφ =
ϑ2∫
ϑ1
ϕ2∫
ϕ1
r2 sin θ dφ dθ =
= r2(ϕ2 − ϕ1)(cosϑ1 − cosϑ2). (4.7)
In order to obtain the distributions of θ and φ we will model the probability of an
oriented surface on a sphere. Since the neutron will scatter incoherently, every
point on the sphere is equally probable. This can be modelled by specifying
an oriented surface to be uniformly distributed on the total sphere surface, i.e.
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Figure 4.1: A mapping from the rectangle set ω = {(θ, φ) : ϑ1 ≤
θ ≤ ϑ2, ϕ1 ≤ φ < ϕ2} onto an oriented surface Σ in R3.
the probability of a neutron entering the oriented surface Σ on the unit sphere
equals
A(Σ)
A(sphere) =
A(Σ)
4pir2 . (4.8)
Furthermore, assume that the sphere radius R is known. Then (4.8) tells us
that the joint distribution function Fθ,φ|R=r is given by
Fθ,φ|R=r(ϑ, ϕ) = P(0 < θ ≤ ϑ, 0 < φ ≤ ϕ|R = r)
= r
2(ϕ− 0)(cos 0− cosϑ)
4pir2
= ϕ(1− cosϑ)4pi , for ϑ ∈ (0, pi), ϕ ∈ (0, 2pi]. (4.9)
Note that (4.9) is indeed a distribution function since Fθ,φ|R=r(pi, 2pi) = 1. Also
note that the distribution is not a function of r, implying that the random
variables θ and φ are independent of R, i.e
Fθ,φ|R=r(ϑ, ϕ) = Fθ,φ(ϑ, ϕ).
The joint density function fθ,φ is found to be
fθ,φ(ϑ, ϕ) =
∂2
∂ϕ∂ϑ
Fθ,φ(ϑ, ϕ) =
sinϑ
4pi , ϑ ∈ (0, pi), ϕ ∈ (0, 2pi]. (4.10)
The marginal density functions fθ|R(ϑ) and fφ|R(ϕ) are then given by
fθ(ϑ) =
∞∫
−∞
fφ,θ(ϕ, ϑ) dϕ =
2pi∫
0
sinϑ
4pi dϕ
=
{ sinϑ
2 ϑ ∈ (0, pi)
0 otherwise (4.11)
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and
fφ(ϕ) =
∞∫
−∞
fφ,θ(ϕ, ϑ) dϑ =
pi∫
0
sinϑ
4pi dϑ
=
{ 1
2pi ϕ ∈ (0, 2pi]
0 otherwise , (4.12)
where we note that θ and φ are independent random variables since fθ,φ = fθ ·fφ.
The expectation and variance of θ are found to be
E(θ) =
∫ ∞
−∞
ϑfθ(ϑ) dϑ =
∫ pi
0
ϑ sin(ϑ)
2 dϑ
=
[
1
2 sin(ϑ)− ϑ cos(ϑ)
]pi
ϑ=0
= pi2 , (4.13)
V(θ) = E(θ − E(θ))2 =
∫ ∞
−∞
(ϑ− pi2 )
2fθ(ϑ) dϑ
=
∫ pi
0
(ϑ2 − piϑ+ pi
2
4 )
sin(ϑ)
2 dϑ
=
[
1
8(−(4ϑ
2 − 4piϑ+ pi2 − 8) cos(ϑ)− 4(pi − 2ϑ) sin(ϑ))
]pi
0
= 14(pi
2 − 8). (4.14)
Since φ is uniformly distributed, the expectation and variance are easily obtained
as
E(φ) = pi, (4.15)
V(φ) = 112(2pi)
2 = pi
2
3 . (4.16)
4.3 Empirical tests of the angle distributions
We will now test the theoretical densities fθ and fφ found in (4.11) and (4.12).
The angles θ and φ where found to be independent of each other as well as
the sphere radius R. The angle (θ(i), φ(i)) emerging from the i-th scattering
should furthermore be independent of the previous angle (θ(i−1), φ(i−1)). The
exit angles will therefore also be distributed according to (4.11) and (4.12).
A description of the data is given in chapter 3. The angles where plotted as
a histogram of 80 bins. The histograms are shown in Figure 4.2 and 4.3 and
seem to coincide well with the theoretical densities. A formal statistical test is
nonetheless required and a one-sample Kolmogorov-Smirnov test will be used
in the next section.
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Figure 4.2: Normalized histogram of angle θ with 80 bins. The
histogram coincides with the theoretical density well.
Figure 4.3: Normalized histogram of angle φ with 80 bins. The
histogram coincides with the theoretical density fairly well, expect
for the dips at φ = npi, n = 0, 1, 2.
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Angle Expectation Mean Variance Est. variance
θ pi/2 ≈ 1.5708 1.5766 (pi2 − 8)/4 ≈ 0.4674 0.4624
φ pi 3.1351 pi2/3 ≈ 3.2899 3.2730
Table 4.1: Theoretical expectation and variance compared to the
estimated ones.
A comparison of the expectation and variance obtained in (4.13) - (4.16) with
the mean and sample variance can be seen in Table 4.1. The estimations seem
to agree with the theoretical results.
4.3.1 The Kolmogorov-Smirnov test
The one-sample Kolmogorov-Smirnov (K-S) test is a non parametric test for the
hypothesis that the population has a specified continuous distribution function,
i.e. we test the hypothesis
H0 : F = Fθ
H1 : F 6= Fθ,
where F is the population distribution and Fθ is a specified continuous distri-
bution. The test uses the empirical distribution function Fn which, for i.i.d.
observations Xi, is defined as
Fn(x) =
1
n
n∑
i=1
I{Xi ≤ x},
where I is the indicator function. The sup norm distance between Fn and Fθ
Dn := sup
x
|Fn(x)− Fθ(x)|
is then computed and the K-S test statistic is formed as
λ := Dn
√
n.
If the null hypothesis H0 is true, then λ follows the Kolmogorov distribution.
We are thus, given a specified level of confidence α, able to obtain a critical
value K satisfying
P(λ > K) = 1− α.
If λ > K, the null hypothesis is rejected.
In our case Fθ is the integral of (4.11) and (4.12) for the angles θ and φ, respec-
tively. The built-in function kstest in MATLAB was used to perform the test.
At significance level α = 0.01, the test showed that the null hypothesis could
not be rejected, giving further support to the theoretical densities obtained in
Section 4.2. The p-value can be seen in Table 4.2.
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Angle K λ p-value
θ 0.0106 0.0064 0.2841
φ 0.0106 0.0064 0.2826
Table 4.2: K-S tests on the angle distributions with confidence
level α = 0.01 results in the above critical value K, test statistic
λ and p-value. The tests do not reject the null hypotheses.
Figure 4.4: Theoretical cumulative distribution function F and
the empirical distribution function together Fn with a 95% confi-
dence interval.
Furthermore, it can be shown that
Fn(x) ∼ Binomial(n, F (x)),
where n is number of observations. Therefore, by the central limit theorem and
Slutsky’s theorem, we can obtain a 95 % confidence interval for F (x) as
I = Fn(x)± 1.96
√
Fn(x)(1− Fn(x))
n
.
The empirical distribution function with a 95 % confidence interval can be seen
in Figure 4.4 and 4.5 .
Remark 1 To further investigate the density, one could perform kernel esti-
mation which is a non-parametric way to estimate a density function. However
in our case, kernel estimation seems superfluous since the histograms and K-S
tests present convincing results. Additional reading on kernel estimations can
be found in e.g. [8].
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Figure 4.5: Theoretical cumulative distribution function F and
the empirical distribution function together Fn with a 95% confi-
dence interval.
4.4 Transformations of the angle distributions
The densities of sin θ, cos θ, sinφ and cosφ will be obtained using a well-known
probabilistic result called the transformation theorem. The densities will be
used in Chapters 5 and 6.
Let X be an n-dimensional, continuous, random variable with density fX(x),
and suppose that X has it’s mass concentrated on a set S ⊂ Rn. Let g =
(g1, g2, ..., gn) be a bijection from S to some set T ⊂ Rn, and consider the
n-dimensional random variable
Y = g(X).
To be clear, we consider the n one-dimensional random variables
Y1 = g1(X1, X2, ..., Xn),
Y2 = g2(X1, X2, ..., Xn),
...
Yn = gn(X1, X2, ..., Xn).
Assume at last that g and its inverse are both continuously differentiable (in
order for the Jacobian to be well defined). Then by Theorem 2.1 in [4], called
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the transformation theorem, the density of Y is{
fY(y) = fX(g−11 (y), ..., g−1n (y))
∣∣J∣∣ , for y ∈ T
0, otherwise, (4.17)
where g−1 is the (unique) inverse of g and where
∣∣J∣∣ is the absolute value of the
Jacobian, given by
J =
∣∣∣∣d(x)d(y)
∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣
∂x1
∂y1
∂x1
∂y2
... ∂x1∂yn
∂x2
∂y1
∂x2
∂y2
... ∂x2∂yn
...
... . . .
...
∂xn
∂y1
∂xn
∂y2
... ∂xn∂yn
∣∣∣∣∣∣∣∣∣∣
. (4.18)
The transformation Y = g(θ) = cos θ, θ ∈ (0, pi) is injective, so the density
function fcos θ(y) is obtained by the following.
fcos θ(y) = fY (y) = fθ(cos−1(y))
∣∣∣∣ ddy cos−1(y)
∣∣∣∣
= sin(cos
−1(y))
2
1√
1− y2 =
1
2 , −1 < y < 1, (4.19)
where sin(cos−1(y)) =
√
1− y2 was used in the last equality.
The transformation Y = g(θ) = sin θ, θ ∈ (0, pi) is however not injective and we
follow [4] in a more general case: Suppose that the set S ⊂ Rn can be partitioned
into m disjoint subsets S1, S2, ..., Sm in Rn, such that the restriction3 of g to Sk
is injective and satisfies the assumptions for formula (4.17) for each k. Then
P (Y ∈ T ) = P (X ∈ S) = P (X ∈
m⋃
k=1
Sk) =
m∑
k=1
P (X ∈ Sk), (4.20)
which, by formula (4.17) applied m times, yields
fY(y) =
m∑
k=1
fX(g−11k (y), g
−1
2k (y), ..., g
−1
nk (y))
∣∣Jk∣∣ , (4.21)
where, for k = 1, 2, ...,m, (g−11k , g
−1
2k , ..., g
−1
nk ) is the inverse corresponding to the
mapping from Sk to T and Jk is the Jacobian.
We are now able to obtain the density of Y = g(θ) = sin θ, θ ∈ (0, pi) by setting
S := (0, pi) = (0, pi/2] ∪ (pi/2, pi) =: S1 ∪ S2 in formula (4.21):
fsin θ(y) = fθ(sin−1(y))
∣∣∣∣ ddy sin−1(y)
∣∣∣∣+ fθ(pi − sin−1(y)) ∣∣∣∣ ddy (pi − sin−1(y))
∣∣∣∣
= 1√
1− y2
(
sin(sin−1(y))
2 +
sin(pi − sin−1(y))
2
)
= y√
1− y2 , 0 < y < 1, (4.22)
3see http://en.wikipedia.org/wiki/Restriction_(mathematics)
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where sin(pi − x) = sin x was used in the last equality.
Similarly, the density of Y = g(φ) = cosφ, φ ∈ (0, 2pi), with S := (0, 2pi) =
(0, pi] ∪ (pi, 2pi) =: S1 ∪ S2, is found to be
fcosφ(y) = fφ(cos−1 y)
∣∣∣∣ ddy (cos−1 y)
∣∣∣∣+ fφ(− cos−1 y) ∣∣∣∣ ddy (− cos−1 y)
∣∣∣∣
= 1√
1− y2
(
1
2pi +
1
2pi
)
= 1
pi
√
1− y2 , −1 < y < 1. (4.23)
The density of Y = g(φ) = sinφ, φ ∈ (0, 2pi), with S := (0, 2pi) = (−pi/2, pi/2] ∪
(pi/2, 3pi/2) =: S1 ∪ S2, is given by
fsinφ(y) =
1√
1− y2
(
fφ(sin−1 y) + fφ(pi − sin−1 y)
)
= 1
pi
√
1− y2 , −1 < y < 1, (4.24)
and we note that fsinφ(y) = fcosφ(y).
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Chapter 5
The coordinates of the first
scatter occurrence
The purpose of this chapter is to extract the density fX(1) of the first scatter
occurrence x(1). The density of the third coordinate x(1)3 is computed in Section
5.1 using the transformation theorem which was introduced in Section 4.4. An
approximation f˜
X
(1)
3
of f
X
(1)
3
is obtained and is tested in Section 5.2. In Section
5.3, computations for the approximations f˜
X
(1)
i
, i = 1, 2, are induced. The
completion has been left for further research.
Now suppose a single neutron travels towards a thin film with infinite width and
height, and let d denote the layer depth, 0 < d < ∞. The neutron coordinates
x = (x1, x2, x3) are defined in (2.1).
Let X(i)j , j = 1, 2, 3, i = 1, 2, ..., denote the random coordinates for the i-th
scatter occurrence, where
X
(i)
1 = R(i) sin θ(i) cosφ(i), (5.1)
X
(i)
2 = R(i) sin θ(i) sinφ(i), (5.2)
X
(i)
3 = R(i) cosφ(i), (5.3)
for R(i) > 0, θ ∈ (0, pi), φ ∈ (0, 2pi). For simplicity we will at times loose the
superscripts of the random variables and e.g. write R instead of R(i).
The random variables R, θ and φ were in previous chapters found to be inde-
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Figure 5.1: A neutron travelling through a thin film, entering
through the origin. The layer starts at x2 = 0 and ends at x2 = d
(marked by stripes in the figure). The distance the neutron has
to travel is denoted by d′.
pendent among themselves with the following densities
fR(r) =
ce−cr
1− e−cd′ , 0 < r ≤ d
′, c > 0, (5.4)
fθ(u) =
sin u
2 , 0 < u < pi, (5.5)
fφ(u) =
1
2pi , 0 < u < 2pi. (5.6)
It was noted that R followed a truncated exponential distribution, having it’s
support on the remaining length d′ in the layer, see Figure 5.1.
Furthermore, the densities of sin θ, cos θ, sinφ and cosφ were in Section 4.4 found
to be
fsin θ(u) =
u√
1− u2 , 0 < u < 1, (5.7)
fcos θ(u) =
1
2 , −1 < u < 1, (5.8)
fsinφ(u) = fcosφ(u) =
1
pi
√
1− u2 , −1 < u < 1. (5.9)
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5.1 The density of x(1)3
We begin with the density of X3 := R cos θ since it has the simplest form. The
joint density of R and cos θ is
fR,cos θ(r, u) = fR(r)fcos θ(u)
= ce
−cr
2(1− e−cd′) , −1 < u < 1, 0 < r ≤ d
′. (5.10)
In order to find the density of X3 we introduce the transformation{
Y1 = R
Y2 = R cos θ
⇔
{
R = Y1
cos θ = Y2Y1
. (5.11)
The Jacobian is then
J =
∣∣∣∣∣
∂R
∂Y1
∂R
∂Y2
∂ cos θ
∂Y1
∂ cos θ
∂Y2
∣∣∣∣∣ = 1Y1 , (5.12)
and we can use (4.17) to obtain
fY1,Y2(y1, y2) = fR,cos θ(y1, y2y1 )
∣∣J∣∣
= ce
−cy1
2(1− e−cd′)
1
|y1| , −1 <
y2
y1
< 1, 0 < y1 ≤ d′,
= ce
−cy1
2(1− e−cd′)y1 , −y1 < y2 < y1, 0 < y1 ≤ d
′. (5.13)
Thus
fX3(y2) = fY2(y2) =
∫ d′
y1=0
ce−cy1
2(1− e−cd′)y1 · I{−y1 < y2 < y1} dy1,
=
∫ d′
y1=|y2|
ce−cy1
2(1− e−cd′)y1 dy1. (5.14)
The integral in (5.14) cannot be solved explicitly, but we can expand the inte-
grand in a Taylor series obtaining
e−cx
x
= 1
x
+
∞∑
k=0
(−1)k+1 c
k+1xk
(k + 1)! , 0 < xd
′. (5.15)
Since the series converges uniformly (see Appendix B) the following is a primitiv
function to (5.15).∫
e−cx
x
dx = ln |x|+
∞∑
k=1
(−1)k+1 (cx)
k
k · k! 0 < xd
′. (5.16)
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Thus
fX3(y2) = fY2(y2) =
c
2(1− e−cd′)
∫ d′
y1=|y2|
e−cy1
y1
dy1
= c2(1− e−cd′)
(
ln(d′/|y2|) +
∞∑
k=1
(−1)k+1 c
k
k · k! (d
′k − |y2|k)
)
,(5.17)
for |y2| < d′.
Recall that the constant c depends on the material, so (5.17) is a function of y2,
d′ and the series
∞∑
k=1
(−1)k+1 c
k
k · k! (d
′k − |y2|k), 0 < |y2| < d′. (5.18)
To check it’s convergence, let
ak = (−1)k+1 (cd
′)k
k · k! .
Then the d’Alembert ratio test states that
∞∑
k=1
ak =
∞∑
k=1
(−1)k+1 (cd
′)k
k · k! (5.19)
converges since
lim
k→∞
|ak+1
ak
| = lim
k→∞
kcd′
(k + 1)2 = 0. (5.20)
Similar reasoning shows that the series
∞∑
k=1
(−1)k+1 c
k|y2|k
k · k! (5.21)
also converges. Hence, the series in (5.18) is convergent.
We have thus shown that the density fX3 of the third coordinate X3 = R cos θ
can be written
fX3(x; c, d′) =
c
2(1− e−cd′)
(
ln(d′/|x|) +
∞∑
k=1
(−1)k+1 c
k
k · k! (d
′k − |x|k)
)
,(5.22)
for |x| ≤ d′ and that the series converges for every |x| ≤ d′.
Formula (5.22) implies that we can approximate fX3 by summing a finite number
n of terms in the series to obtain
f˜X3(x; c, d′, n) =
c
2(1− e−cd′)
(
ln(d′/|x|) +
n∑
k=1
(−1)k+1 c
k
k · k! (d
′k − |x|k)
)
.(5.23)
The value of n will be discussed in the following section.
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5.2 Empirical tests of the density of x(1)3
The approximation f˜X3 of fX3 in (5.23) will be tested on the data described in
chapter 3. Since the simulated neutrons are travelling towards the thin film at
perpendicular angles, i.e.
(θ(1), φ(1)) = (pi2 ,
pi
2 ),
this implies
d′ = d
and f˜X3(x; c, d, n) therefore becomes the approximation of the third coordinate
of the first scatter occurrence, X(1)3 . To test this we will only consider the obser-
vations that scattered once. This seems approvable seeing as those observations
represented over 90 % of the total, see Table 3.1.
We begin by computing the constant c in (5.4). Since d′ = d, the density fR(1)
of R(1) is
fR(1)(r) =
ce−cr
1− e−cd , 0 < r < d.
Letting the layer depth d tend to infinity, we obtain
fR(1)(r) = ce−cr, r > 0
where the value of c is unchanged. A plug-in estimator of c can be obtained by
the following:
p := P(R > d) =
∫ ∞
d
ce−cx dx = e−cd
⇔ c = − ln(p)
d
, (5.24)
where the MLE of p is
pˆ = #unscattered obs.# obs. .
In addition, a confidence interval Ip for p can be constructed by recalling (3.1).
The plug-in estimation of c is then cˆ = 0.06607, with the 95 % confidence
interval
Ic = g(Ip) =
− ln(Ip)
d
= (0.06556, 0.06657).
Now that c has been estimated as cˆ = 0.06607, we move on to see how the
approximation f˜x3(cˆ, d, n) changes with parameters d and n.
First let n = 15. The behavior of f˜x3 as d varies is illustrated in Figure 5.2.
For d ∈ {0.05, 0.1, 0.5, 1, 1.5, 2}, once can depict that the width of the function
increases with d whilst the amplitude decreases which is a reasonable behavior
for a density function since the integral should be 1.
29
Figure 5.2: The function f˜x3(x; cˆ, d, n) in (5.23) for different values
of d, with cˆ = 0.06607 and n = 15.
30
Figure 5.3: Plot of c2(1−e−cd) |f˜X3(x; c, d, n+1)− f˜X3(x; c, d, n)| for
n = 0, 1, ..., 7. With parameters d = 0.1 and cˆ = 0.06607. Here,
n = 6 should be sufficient for approximating the density fx3 .
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Now let d = 0.1. Recall fX3 and f˜X3 in (5.22) and (5.23), respectively. Let bk
denote the k-th term in the series, i.e.
bk(x) :=
ck
k · k! (d
k − |x|k).
In order to get a good approximation of fX3 we need the absolute value of
fX3 − f˜X3 =
c
2(1− e−cd)
∞∑
k=n+1
(−1)k+1bk (5.25)
to be small.
First of all, note that d|x|(dk−2 − |x|k−2) > 0 since d > |x|. Then
dk − |x|k ≤ dk − |x|k + d|x|(dk−2 − |x|k−2) = (dk−1 − |x|k−1)(d+ |x|), (5.26)
yielding
bk(x) ≤ c
k
k · k! (d
k−1 − |x|k−1)(d+ |x|)
= c
k
k · k(k − 1)! (d
k−1 − |x|k−1)(d+ |x|)
≤ c(d+ |x|)
k
ck−1
(k − 1) · (k − 1)! (d
k−1 − |x|k−1)
= c(d+ |x|)
k
bk−1(x). (5.27)
Thus, if
k > c(d+ |x|) ≥ 2cd (5.28)
the sequence {bk} is decreasing for all x.
This would then imply
|bn+1 − bn+2 + bn+3 − ...| ≤ |bn+1|
and therefore
|fX3 − f˜X3 | ≤
c
2(1− e−cd) |bn+1|
= c2(1− e−cd) |f˜X3(x; c, d, n+ 1)− f˜X3(x; c, d, n)|. (5.29)
The function in (5.29) is plotted in Figure 5.3, for n = 0, ..., 7 with fix parameters
d = 0.1 and c = 0.06607. The restriction (5.28) is not a problem here due to
the low values of c and d. The plots suggests that n = 6 should be sufficient for
the approximation of fX3 . We will however use n > 10 for the sake of safety.
Remark 2 Although not stated here, the investigation of n was made for dif-
ferent values of d. For d = 2, it was found that n = 10 would be sufficient. For
d = ..., the value n = 5 would be enough.
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Figure 5.4: Two cases of scattering. The neutron is assumed to
scatter once and can travel "forward" or "backwards". The param-
eter d′ in each case is denoted by d′F (forward) and d′B (backward).
Since E(R) = c, the scatter occurrence is modeled to take place
at point x2 = cˆ.
The question about how to choose d′ still remains. The constant d′ is the x3
coordinate, i.e the "height", and there are no clear restrictions since we assumed
that the thin film had infinite height and width. It is on the other hand notable
that x3 is a function of R and θ, where only θ is of interest (when computing
d′) since we only assume one scatter occurrence, see Figure 5.4.
The density of θ was treated in chapter 4 and found to be
fθ(u) =
sin u
2 , 0 < u < pi.
If θ equals 0 or pi, then d′ = ∞, but we can find an interval Iθ = (a, b), where
e.g. 95 % of the values of θ will lie within by solving∫ a
0
sin u
2 du = 0.025
and ∫ b
0
sin u
2 du = 0.975.
Such an interval is found to be
Iθ = (0.3176, 2.8240).
The largest value of d′ is obtained for θ = a or θ = b. There are two possible
scenarios, depicted in Figure 5.4. In the case of forward scattering, the largest
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Figure 5.5: The case of forward scattering. Histogram of the
forward scattered data observations (blue) together with the ap-
proximation f˜x3(x; cˆ, d′, 11) for d′ = d′F = 0.1032 (red).
value of d′ is computed by
d′F = (d− x(1)2 )/ tan θ,
and in the case of back scattering by
d′B = x
(1)
2 / tan θ,
where x(1)2 is the x2-coordinate of the first scattering and is equivalent to R(1)
since the neutron travels perpendicularly. Since R(1) is a random variable we
estimate it by it’s expectation c. Then
d′F = (d− cˆ)/ tan θ = 0.1032, (5.30)
d′B = cˆ/ tan θ = 0.2010. (5.31)
Figure 5.5 and 5.6 shows the data histograms together with f˜x3(x; cˆ, d′, 11) for
d′ = d′F and d′ = d′B , respectively.
Alternatively, since forward and backward scattering was found to be equally
probable in Chapter 3, one could take the mean of d′F and d′B obtaining d′ =
d′F+d
′
B
2 = 0.1521. The full histogram together with f˜x3(x; cˆ, 0.1521, 11) can be
seen in Figure 5.7.
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Figure 5.6: The case of back scattering. Histogram of the back
scattered data observations (blue) together with the approxima-
tion f˜x3(x; cˆ, d′, 11) for d′ = d′B = 0.2010 (red).
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Figure 5.7: Histogram for the exit x3-coordinates of the data set
(blade) together with the approximation f˜x3(x; cˆ, d′, 11) for d′ =
d′F+d
′
B
2 = 0.1521 (red).
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The approximation has the same appearance as the data and does not contradict
the derived theoretical distribution. Statistical tests would be appropriate and
has been left for further research.
5.3 The density of x(1)1 and x
(1)
2
Here the density of coordinates X1 = R sin θ cosφ and X2 = R sin θ sinφ is
desired. Since sinφ and cosφ are equally distributed, it follows that
X1
d= X2,
making the work easier for us.
In order to compute the density of X1 := R sin θ cosφ, we introduce the trans-
formation  Y1 = sin θY2 = cosφ
Y3 = R sin θ cosφ
⇔

sin θ = Y1
cosφ = Y2
R = Y3Y1Y2
, (5.32)
whose Jacobian is
J =
∣∣∣∣∣∣∣∣
1 0 0
0 1 0
... ... 1Y1Y2
∣∣∣∣∣∣∣∣ =
1
Y1Y2
. (5.33)
Since
fR,sin θ,cosφ(r, u, v) = fR(r)fsin θ(u)fcosφ(v) =
= ce−cr u√
1− u2
1
pi
√
1− v2 , (5.34)
for 0 < r < d, 0 < u < 1, −1 < v < 1, formula (4.17) implies
fY1,Y2,Y3(y1, y2, y3) = fR,sin θ,cosφ( y3y1y2 , y1, y2)|J|
= ce−c
y3
y1y2
y1√
1− y21
1
pi
√
1− y22
∣∣ 1
y1y2
∣∣ , (5.35)
for 0 < y3y1y2 < d, 0 < y1 < 1, −1 < y2 < 1.
Since y1 is positive we end up with
fY1,Y2,Y3(y1, y2, y3) =
c
pi
e
−c y3y1y2 1√
1− y21
√
1− y22
1
|y2| , (5.36)
for 0 < y3y1y2 < d, 0 < y1 < 1, −1 < y2 < 1.
The joint density function found in (5.36) has a complicated structure and does
not have a solution in terms of elementary mathematical functions. However
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it may be possible to expand the density in a Taylor series, similar to the
methodology used when computing fX3 in Section 5.1. We leave this for further
research.
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Chapter 6
Outline of further work
In chapter 5, the transformation theorem and expansion of Taylor series were
used to compute and approximate the density fx(1) of the first scatter occurrence
x(1). Along the way, an alternative approach was considered where the neutron
interactions in a thin film were modelled as a Poisson process. This chapter
presents the work made for that approach together with an outline of suggested
continued research, left for someone else to realise.
Section 6.1 introduces the Poisson process and motivates the use of it as a model
of neutron interactions in a thin film.
Section 6.2 explains how an alternative expression of fx(1) can be obtained using
the mathematical results of Poisson processes in concert with the law of total
probability.
Since a neutron can scatter more than once in a thin film, Section 6.3 provides
an outline of how the results of the first scatter occurrence can be applied for
several such occurrences.
6.1 The Poisson process
This section introduces the theory of Poisson processes and aims to give the
reader an intuition to why it is a good probabilistic model of neutron interactions
in a thin film.
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6.1.1 Three definitions of the Poisson process
Our aim is to describe occurrences of unpredictable events (which exhibits a
certain amount of statical regularity). A few examples of such occurrences are
arrivals of customers to a store, emission of particles from a radioactive source
and neutron scatterings in a thin film. When modelling such occurrences, one
wishes to incorporate the following characteristics:
1. Since the material is homogeneous and the properties of the neutron
remain unchanged, there should be a certain amount of regularity in the
process. Throughout this chapter, let us assume that the events can occur
at any point t and let N(t) be the stochastic process denoting the number
of events that have occurred in (0, t]. Then the spatial position t should not
change the probabilistic properties of the process, i.e. the process should
have stationary increments in space.
2. The fact that there is an occurrence at a particular point should not
state anything about the probability of an occurrence at a later or earlier
point. This means that we should have independent increments of N .
3. The next occurrence should not be predicted from current and past
information. We can model this by specifying that past occurrences will
not effect the probabilities for future occurrences. In probabilistic terms,
we say the process has no memory.
4. Two events should not occur simultaneously, i.e. the probability of more
than one event occurring in a small interval should be small.
The above characteristics will pave the way for our model.
The Poisson process is a discrete, stochastic process in continuous time which
we will denote by {N(t), t ≥ 0}, where N(t) is the number of occurrences in
(0, t].
Definition 1 A Poisson process {N(t), t ≥ 0} is a nonnegative, integer-valued
stochastic process such that N(0) = 0 and
(a) the increments {N(tk) − N(tk−1), 1 ≤ k ≤ n} are independent random
variables for all 0 ≤ t0 ≤ t1 ≤ ... ≤ tn−1 ≤ tn and all n;
(b) there exists a λ > 0, called the intensity, such that
N(t)−N(t′) ∈ Po(λ(t− t′)), for 0 ≤ t′ ≤ t.
In this first definition, we focus on the number N of occurrences. If we consider
the example of customers arriving to a store, it is clear that N has a special
kind of Binomial distribution since we are dealing with many repetitions of
Bernoulli trials and the success probability of each such trial is small. Using
a discrete approximation with the Binomial distribution then tells us that the
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Figure 6.1: An illustration of a counting process. Here the event
E occurs for the first time at t = 3, i.e. we write T1 = 3 and the
duration τ1 = 3. The event occurs for the second time at t = 5.5,
i.e. T2 = 5.5 and τ2 = 2.5 and so on. The number of occurrences
is counted on the vertical axis [4].
total number of occurrences in (0, t] is approximately Poisson-distributed. The
constant λ is called the intensity of the process and it can be shown to measure
the average frequency or density of occurrences.
Definition 2 A Poisson process {N(t), t ≥ 0} is a nonnegative, integer-valued
stochastic process such that N(0) = 0 and
(a) the process has independent increments;
(b) P(exactly one occurrence during (t, t + h]) = λh + o(h) as h → 0 for some
λ > 0;
(c) P(at least two occurrences during (t, t+ h]) = o(h) as h→ 0.
The second definition focuses on the requirement for at most one occurrence in
a small interval and it can be shown that this holds true in a mathematical sense
for the Poisson process in definition 1. In fact, one can show the two definitions
are equivalent, see [4].
We now move our focus to the occurrence time points T1, T2, ... of an event and
the waiting times τ , where τ1 = T1 and τk = Tk −Tk−1 for k ≥ 2. The notation
is exemplified in Figure 6.1. Let t > 0. Since
{Tk ≤ t} = {N(t) ≥ k}, k ≥ 1 (6.1)
we get
P(τ1 ≤ t) = P(T1 ≤ t) = P(N(t) ≥ 1) = 1− P(N(t) = 0) = 1− e−λt, (6.2)
showing that T1 and τ1 are Exp(1/λ)-distributed. The general case is stated in
the following theorem, see [4]:
Theorem 2 For k ≥ 1, let Tk denote the time of the kth occurrence in a Poisson
process, and set τ1 = T1 and τk = Tk − Tk−1, k ≥ 2. Then
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(a) τk, k ≥ 1, are independent, Exp(1/λ)-distributed random variables;
(b) Tk ∈ Γ(k, 1/λ), where Γ denotes the Gamma distribution.
This result is important since the exponential distribution has no memory in
the sense that
P(T1 > t+ s|T1 > s) = e−λt = P(T1 > t)
which agrees with our third requirement.
So far, we have given two equivalent definitions of the Poisson process and also
derived a distributional property of the waiting times from the definitions. In
fact, one can give a third definition of the process with the use of waiting time
distribution:
Definition 3 Let {N(t), t ≥ 0} be a stochastic process with N(0) = 0, let τ1 be
the time of the first occurrence, and let τk be the time between the (k− 1)th and
the kth occurrences for k ≥ 2. If {τk, k ≥ 1} are independent, Exp(θ)-distributed
random variables for some θ > 0 and N(t) is the number of occurrences in (0, t],
then {N(t), t ≥ 0} is a Poisson process with intensity λ = θ−1.
The final definition is more focused on the occurrence times and is perhaps
the simplest one to use when motivating the Poisson process as a model of
the number of scatterings in a thin film. The choice of definition is however
arbitrary due to the following theorem.
Theorem 3 Definitions 1, 2 and 3 are equivalent.
Examples on how these results can be applied in nuclear physics can be found
in [7].
6.1.2 Additional theory of the Poisson process
Suppose we know that the event has occurred k times, k ≥ 0. How will the
occurrence times then be distributed? To answer this, let 0 ≤ t′ < t and start
by assuming the number of occurrences at time t is one. Since
{T1 ≤ t′, N(t) = 1} = {N(t′) = 1, N(t)−N(t′) = 0}, (6.3)
we obtain
P(T1 ≤ t′|N(t) = 1) = P(N(t
′) = 1, N(t)−N(t′) = 0)
P(N(t) = 1)
= e
−λt′ · λt′e−λ(t−t′)
λte−λt
= t
′
t
, 0 < t′ < t. (6.4)
We have thus shown that T1|N(t) = 1 is Un(0, t)-distributed. One can interpret
this as being at time t, looking back at the interval [0, t) and asking ourselves
when the event occurred. From this perspective, the event could have occurred
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at any point in the interval and it is reasonable to regard all time points as
equally probable. The result can be generalized in the following theorem:
Theorem 4 The conditional density of T1, T2, ..., Tk given that N(t) = k is
fT1,...,Tk|N(t)=k(t1, ..., tk) =
{
k!
tk
, 0 < t1 < t2 < ... < tk < t
0, otherwise .
This establishes that the joint conditional distribution of the occurrence times is
the same as that of the order statistic of a sample from the Un(0, t)-distribution,
see Chapter 4 of [4]. We state this result in a theorem:
Theorem 5 Let U1, U2, ..., Uk be independent, Un(0, t)-distributed random vari-
ables, and let U(1) ≤ U(2) ≤ ... ≤ U(k) be the order variables. Then
(T1, T2, ..., Tk|N(t) = k) d= (U(1), U(2), ..., U(k)).
Furthermore, it can be shown that (see Thm 3.2 in [4])
(T1|N(t) = k) d= min{U1, U2, ..., Uk},
where
P(min{U1, U2, ..., Uk} ≤ u) = 1− (1− FU (u))k. (6.5)
Thus,
FT1|N(t)=k(t1) = 1− (1−
u
t
)k. (6.6)
6.2 Alternative approximation of fx(1)
We can now apply the theory in Section 6.1 to obtain an approximation of the
first scatter position X(1)i , i = 1, 2, 3, defined in (5.1) - (5.3)
Consider as usual a single neutron travelling perpendicularly towards a thin film
with thickness 0 < d <∞ and let N be a poisson distributed random variable.
For i = 1, 2, 3, the law of total probability (LTP) tells us
P(Xi ≤ x) =
∞∑
k=0
P(Xi ≤ x|N(d′) = k)P(N(d′) = k)
=
2∑
k=0
P(Xi ≤ x|N(d′) = k)P(N(d′) = k) + Rˆ, (6.7)
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Figure 6.2: Showcasing a simplified case of neutron scattering at
point x(1) in a thin film of thickness d > 0. To the left, the neutron
is assumed to only be able to travel in the x2 direction, even if it
scatters. Compare with the usual model in the right illustration.
where
Rˆ =
∞∑
k=3
P(Xi ≤ x|N(d′) = k)P(N(d′) = k), (6.8)
is a remainder term and d′ is the distance to the end of the thin film. The
summation of Rˆ begins at k = 3 due to the improbability of obtaining more
than two scatterings in a thin film, recall Table 3.1. One could also show that
Rˆ is "sufficiently" small, but we leave this for further research.
In order to get the hang of the idea/methodology, a very simple case will be
investigated. We will assume that the neutron only can travel in the x2 direction,
even if it scatters, illustrated in Figure 6.2. Then X(1)2
d= R(1) and the theory
of Poisson proecesses tells us that (X(1)2 |N(d) = k) is uniformly distributed and
N ∼ Po(cd).
If the neutron does not scatter, it will exit the thin film at x = (x1, x2, x3) =
(0, d, 0). Then
P(X(1)2 ≤ u|N(d) = 0) =
{
1 u > d
0 u ≤ d , (6.9)
where we impose that the neutron cannot travel past the point x2 = d.
If the neutron scatters once, Theorem 5 states that
(X(1)2 |N(d) = 1) ∼ Un(0, d),
yielding
P(X(1)2 ≤ u|N(d) = 1) =
u
d
, 0 ≤ u ≤ d. (6.10)
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Figure 6.3: A neutron travelling through a thin film with random
angles. We assume the height and width of the thin film is infinite.
As usual, the depth d is assumed to satisfy 0 < d <∞.
If the neutron scatters twice, the same theorem tells us
(X(1)2 |N(d) = 2) ∼ min(U1, U2), Uk ∼ Un(0, d). (6.11)
Thus
P(X(1)2 ≤ u|N(d) = 2) = 1− (1− FU (u))2 = 1− (1−
u
d
)2
= 2u
d
− u
2
d2
, 0 ≤ u ≤ d. (6.12)
All terms in (6.7) have now been computed and we can approximate F
X
(1)
2
by
P(X(1)2 ≤ u) =
2∑
k=0
P(X2 ≤ x|N(d) = k)P(N(d) = k) + Rˆ
= Rˆ+
{
e−cd, u > d
cde−cd ud +
(cd)2e−cd
2!
(
2u
d − u
2
d2
)
, 0 ≤ u ≤ d
= Rˆ+
{
e−cd, u > d
cu · e−cd(1 + cd− cu2 ), 0 ≤ u ≤ d
, (6.13)
where Rˆ is the remainder term defined in (6.8).
6.2.1 Modelling x(1)
We now aim to find the distribution of the first scatter occurrence x(1) assuming
that the neutron only scatters once, without the previous simplification. We
here assume that the entry angles (θ(1), φ(1)) are random, i.e. the neutron no
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longer enters the thin film perpendicularly, and that the neutron can travel in
any direction.
As usual, let the first scatter coordinates be denoted by
X
(1)
1 = R(1) sin θ(1) cosφ(1), (6.14)
X
(1)
2 = R(1) sin θ(1) sinφ(1), (6.15)
X
(1)
3 = R(1) cosφ(1), (6.16)
where for R(1) > 0 and θ ∈ (0, pi). Since the neutron initially moves towards
the thin film, it immediately implies φ ∈ (0, pi). Nonetheless, if one wishes to
generalize the result later to apply for scatter position x(i), i = 2, 3, ..., the usual
support φ ∈ (0, 2pi) should be considered instead. This is discussed in Section
6.3.
The thin film is assumed to have infinite width and height, with finite layer
depth d > 0. Let d′ denote the distance from the starting-point to the point of
which the neutron would exit if it did not scatter. Recall by Theorem 5 that
(R|N(d′) = 1) ∼ Un(0, d′).
Unlike in the simplified case, we now now have d′ 6= d and an expression for d′
is therefore required, cf. Figure 6.3.
We will temporarily loose the superscripts of the random variables. The distance
d′ is a function of d, θ and φ. By Figure 6.4 and 6.5
sin θ = r
′
d′
, θ ∈ (0, pi) (6.17)
and
sinφ = d
r′
, φ ∈ (0, pi), (6.18)
respectively. Hence
d′ = r
′
sin θ =
d
sin θ sinφ, θ, φ ∈ (0, pi). (6.19)
Since φ ∈ (0, pi) here, the density fφ of φ obtained in Section 4, will need to
be modified. Re-doing the calculations in Section 4 with φ ∈ (0, pi) instead of
φ ∈ (0, 2pi) produces
fφ(u) =
1
pi
, 0 < u < pi, (6.20)
leading to
fcosφ(u) =
1
pi
√
1− u2 , −1 < u < 1, (6.21)
fsinφ(u) =
2
pi
√
1− u2 0 < u < 1. (6.22)
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Figure 6.4: A neutron travelling through a thin film with random
angles. We assume the height and width of the thin film is infinite.
As usual, the depth d is assumed to satisfy 0 < d <∞.
Figure 6.5: The x1, x2-plane of Figure 6.4. d > 0 is the depth of
the film. We assume that the width (along the x1-axis) is infinite.
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The full calculations are found in Appendix C.
Furthermore, we remind the reader of the density fθ of θ
fθ(u) =
sin(u)
2 , 0 < u < pi, (6.23)
with
fsin θ(u) =
u√
1− u2 , 0 < u < 1, (6.24)
fcos θ(u) =
1
2 , −1 < u < 1. (6.25)
Distribution of X(1)2
Our desire is now to approximate the distribution function of coordinates Xi,
i = 1, 2, 3, using (6.7). We will begin with X(1)2 = R(1) sin θ(1) sinφ(1) since
these calculations are easiest.
If the neutron does not scatter, then by (6.19)
R(1) = dsin θ(1) sinφ(1) , (6.26)
implying
X
(1)
2 = R(1) sin θ(1) cosφ(1) = d. (6.27)
Thus
P(X(1)2 ≤ u|N(d′) = 0) =
{
1, u ≥ d,
0, u < d. (6.28)
If the neutron scatters once, as in Figure 6.6, Theorem 5 tells us
(R(1)|N(d′) = 1) ∼ Un(0, d′), (6.29)
where
d′ = dsin θ(1) sinφ(1) , θ, φ ∈ (0, pi). (6.30)
Due to the independence amongst θ, φ and R, the joint density is obtained by
fR,sin θ,sinφ(r, u, v) = fR| sin θ,sinφfsin θfsinφ
= 2u
2v
pid
√
1− u2√1− v2 , (6.31)
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Figure 6.6
over the set {0 < r < duv , 0 < u < 1, 0 < v < 1}, where the marginal
densities in (6.22), (6.24) and (6.29) where used.
Introducing the transformation Y1 = sin θY2 = sinφ
Y3 = R sin θ sinφ
⇔

sin θ = Y1
sinφ = Y2
R = Y3Y1Y2
, (6.32)
gives rise to the following Jacobian:
J =
∣∣∣∣∣∣∣∣
1 0 0
0 1 0
− Y3
Y 21 Y2
− Y3
Y1Y 22
1
Y1Y2
∣∣∣∣∣∣∣∣ =
1
Y1Y2
. (6.33)
By the transformation theorem
fY1,Y2,Y3(y1, y2, y3) = fR,sin θ,sinφ( y3y1y2 , y1, y2)
∣∣J∣∣
= 2y
2
1y2
pid
√
1− y21
√
1− y22
∣∣ 1
y1y2
∣∣
= 2y1
pid
√
1− y21
√
1− y22
, (6.34)
over the set {0 < y3y1y2 < dy1y2 , 0 < y1 < 1, 0 < y2 < 1}.
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The joint density fY2,Y3(y2, y3) is then given by
fY2,Y3(y2, y3) =
∫ ∞
y1=∞
fY1,Y2,Y3(y1, y2, y3) dy1
= 2
pid
√
1− y22
∫ 1
y1=0
y1√
1− y21
dy1
= 2
pid
√
1− y22
[
−
√
1− y21
]1
y1=0
= 2
pid
√
1− y22
, 0 < y3 < d, 0 < y2 < 1. (6.35)
Hence the desired density fY3(y3) is given by
fY3(y3) =
∫ 1
y2=0
2
pid
√
1− y22
dy2 =
2
pid
[
sin−1(y2)
]1
y2=0
= 2
pid
· pi2 =
1
d
, 0 < y3 < d. (6.36)
We have thus shown that (X(1)2 |N(d′) = 1) is uniformly distributed on the
interval (0, d′). We note that the distribution coincides with the one found in
the simplest case, see (6.10).
If the neutron scatters twice, again by Theorem 5, we have
(R(1)|N(d′) = 2) ∼ min(U1, U2), Uk ∼ Un(0, d′),
for k = 1, 2 and d′ expressed in (6.19). In other words, the conditioned distri-
bution function of (R(1)| sin θ, sinφ) is given by
FR| sin θ=u,sinφ=v(r) = 1−
(
1− ruv
d
)2
, 0 < r < duv . (6.37)
The density function is then
fR| sin θ=u,sinφ=v(r) = 2(1− ruvd )uvd , 0 < r < duv . (6.38)
Using (6.22), (6.24), (6.37) and the dependence between θ, φ and R we obtain
fR,sin θ,sinφ(r, u, v) = 2(1− ruvd )uvd u√1−u2 2pi√1−v2 , (6.39)
on the set {0 < r < duv , 0 < u < 1, 0 < v < 1}.
Reapplying the transformation in (6.32) we arrive at
fY1,Y2,Y3(y1, y2, y3) = fR,sin θ,sinφ( y3y1y2 , y1, y2)
∣∣J∣∣
= 2(1− y3y1y2
y1y2
d )
y1y2
d
y1√
1−y21
2
pi
√
1−y22
= 4
pid
(
1− y3
d
) y2√
1− y22
y21√
1− y21
, (6.40)
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for 0 < y3 < d, 0 ≤ y1 ≤ 1, 0 < y2 < 1.
The density in (6.40) resembles the one in (6.34). Some details in the following
calculations are thus omitted. The joint density fY2,Y3(y2, y3) is given by
fY2,Y3(y2, y3) =
∫
fY1,Y2,Y3(y1, y2, y3) dy1
= 4
pid
(
1− y3
d
) y2√
1− y22
, 0 < y3 < d, 0 < y2 < 1.(6.41)
The desired density fY3 is then given by
fY3(y3) =
∫
fY2,Y3(y2, y3) dy2 =
4
pid
(
1− y3
d
) pi
2
= 2
d
(
1− y3
d
)
, 0 < y3 < d. (6.42)
Hence
F
X
(1)
2 |N(d′)=2
(u) =
∫
fY3(u) du =
2
d
(
u− u
2
2d
)
= 2u
d
− u
2
d2
, 0 < u < d. (6.43)
Finally, by inserting (6.28), (6.36) and (6.43) into (6.7), we arrive at
P(X(1)2 ≤ u) = Rˆ+
2∑
k=0
P(Xi ≤ x|N(d′) = k)P(N(d′) = k)
= I{u ≥ d}e−cd + u
d
I{0 < u < d}cde−cd...
...+
(
2u
d
− u
2
d2
)
I{0 < u < d}c
2d2e−cd
2
=
{
e−cd, u ≥ d
e−cd
(
cu+ dc2u− c2u22
)
, 0 < u < d (6.44)
where an approximation of P(X(1)2 ≤ u) can be obtained by discarding the
remainder Rˆ =
∑∞
k=3 P(Xi ≤ x|N(d′) = k)P(N(d′) = k).
Distribution of X(1)1
We will now look at the distribution of X1 = R sin θ cosφ. The calculations are
similar to the ones in made the previous subsection. Some details are therefore
omitted.
If the neutron does not scatter, then by (6.19)
X
(1)
1 = R(1) sin θ(1) cosφ(1) =
d cosφ(1)
sinφ(1) .
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Thus
P(X(1)1 ≤ u|N(d′) = 0) =
{
1, u ≥ d cosφ(1)sinφ(1) ,
0, u < d cosφ
(1)
sinφ(1) .
(6.45)
If the neutron scatters once, then
fR| sin θ=u,φ=v(r) =
u sin(v)
d
, 0 < r < du sin(v) . (6.46)
The joint density fR,sin θ,φ is given by
fR,sin θ,φ(r, u, v) = fR| sin θ,φfsin θfφ
= u sin(v)
d
· u√
1− u2 ·
1
pi
= u
2 sin(v)
pid
√
1− u2 , (6.47)
on the set {0 < r < du sin(v) , 0 < u < 1, 0 < v < pi}.
Introducing the transformation Y1 = sin θY2 = cosφ
Y3 = R sin θ cosφ
⇔

sin θ = Y1
φ = cos−1(Y2)
R = Y3Y1Y2
, (6.48)
implies the Jacobian
J =
∣∣∣∣∣∣∣∣
1 0 0
0 − 1√
1−Y 22
0
... ... 1Y1Y2
∣∣∣∣∣∣∣∣ = −
1
Y1Y2
√
1− Y 22
. (6.49)
By the transformation theorem
fY1,Y2,Y3(y1, y2, y3) = fR,sin θ,φ( y3y1y2 , y1, cos
−1(y2))
∣∣J∣∣
= y
2
1 sin(cos−1(y2))
pid
√
1− y21
∣∣∣− 1y1y2√1−y22 ∣∣∣
= y1
pid
√
1− y21
∣∣ 1
y2
∣∣ , (6.50)
on the set
{0 < y3y1y2 < dy1√1−y22 , 0 < y1 < 1, 0 < cos
−1(y2) < pi} (6.51)
⇔ {0 < y3y2 < d√1−y22 , 0 < y1 < 1, −1 < y2 < 1}. (6.52)
The joint density fY2,Y3 is then found to be
fY2,Y3(y2, y3) =
∫ 1
y1=0
y1
pid
√
1− y21
∣∣ 1
y2
∣∣ dy1
= 1
pid
∣∣ 1
y2
∣∣ , for 0 < y3y2 < d√1−y22 ,−1 < y2 < 1. (6.53)
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The marginal density fY3 can be obtained by
fY3(y3) =
1
pid
∫ ∞
y2=−∞
∣∣ 1
y2
∣∣ I{0 < y3y2 < d√1−y22 ,−1 < y2 < 1} dy2.(6.54)
In order to simplify the area of integration, we first note that the variables y3
and y2 always have the same sign, i.e.
y3
y2
≥ 0.
This implies
y3
y2
≤ d√
1− y22
⇔ y3
y2
√
1− y22 ≤ d
⇔
(
y3
y2
)2
(1− y22) ≤ d2 ⇔
1
y22
− 1 ≤ d
2
y23
⇔ 1
y22
≤ d
2
y23
+ 1 = d
2 + y23
y23
⇔ y22 ≥
y23
d2 + y23
(6.55)
so that
y2 ≤ −
√
y23
d2 + y23
and y2 ≥
√
y23
d2 + y23
. (6.56)
We also have the restriction −1 < y2 < 1 and 0 ≤ y
2
3
d2+y23
< 1, leaving us with
−1 < y2 ≤ −
√
y23
d2 + y23
and
√
y23
d2 + y23
≤ y2 < 1. (6.57)
Let g(y3) :=
√
y23
d2+y23
∈ [0, 1). Then
fY3(y3) =
1
pid
∫ ∣∣ 1
y2
∣∣ I{−1 < y2 ≤ −g(y3), g(y3) ≤ y2 < 1} dy2
= 1
pid
(∫ −g(y3)
y2=−1
− 1
y2
dy2 +
∫ 1
y2=g(y3)
1
y2
dy2
)
= 1
pid
(
[− ln |y2|]−g(y3)y2=−1 + [ln |y2|]
1
y2=g(y3)
)
= 1
pid
(− ln(g(y3)) + ln 1 + ln 1− ln(g(y3)))
= −2 ln(g(y3))
pid
=
−2 ln(
√
y23
d2+y23
)
pid
. (6.58)
Thus
P(X(1)1 ≤ u|N(d′) = 1) =
∫ u
z=−∞
−2 ln(
√
z2
d2+z2 )
pid
dz
= − 1
pid
∫ u
z=−∞
ln( z2d2+z2 ) dz
= − 1
pid
[
1
2z ln(
z2
d2+z2 )− d arctan( zd )
]u
z=−∞
.(6.59)
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In order to calculate (6.59) introduce
h(z) = −12z ln(
z2
d2+z2 ) + d arctan(
z
d ), z → −∞.
By l’Hopital’s rule (see Appendix D) one can show that
z ln( z2d2+z2 )→ 0, z → −∞, (6.60)
which implies
h(z)→ −dpi2 , z → −∞.
We have thus solved (6.59) and the desired distribution can be written
P(X(1)1 ≤ u|N(d′) = 1) = −
1
pid
[
1
2u ln(
u2
d2+u2 )− d arctan(ud )−
dpi
2
]
= − 12pidu ln(
u2
d2+u2 ) +
1
pi
arctan(ud ) +
1
2 . (6.61)
We note that (6.61) indeed is a distribution, since
− 12pidu ln(
u2
d2 + u2 ) +
1
pi
arctan(u
d
)→ 1/2, u→∞,
so that (6.61) → 1 as u→∞.
The probability P(X(1)1 ≤ u|N(d′) = 2) has not been computed for this thesis
and is left for further research. With the probability at hands, one should be
able to approximate F
X
(1)
1
by (6.7). Furthermore, it should be possible to find
approximate F
X
(1)
3
of the x3 coordinate using the methodology presented in this
section. From here, it would be of interest to test the derived distributions and
especially to compare the distribution in (6.61) with the approximation (5.23)
in Chapter 5.
6.3 Expansion to several scatter occurrences
Two methods to approximate the density fX(1) of the first scatter position x(1)
have been presented in Chapter 5 and 6.2. It is also desirable to find the
distribution of the exit positions, i.e. the coordinates of which the neutron
leaves the thin film, in the case of several scatter occurrences. We will now
explain how the above results can be expanded to apply for several scatter
occurrences in a thin film.
Consider Figure 6.7. A neutron is entering a thin film of depth d perpendicularly
and scatters at points x(1), x(2) and x(3). If the distribution of x(1) is known,
we can regard x(2) as the first scatter occurrence, seen from the point x(1), i.e.
we restart the neutron from the previous scatter occurrence. The problematic
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Figure 6.7: A neutron is entering a thin film of depth d perpen-
dicularly and scatters at points x(1), x(2) and x(3).
lies in finding an expression for the remaining distances d′i, i = 1, 2, defined in
Figure 6.7.
Take e.g. the x3-coordinate. The density fx(1)3 was obtained in Chapter 5.1
and it should be possible to find the exit coordinate of a random number of
scatterings
x
(1)
3 , x
(2)
3 , ..., x
(N)
3 ,
N being a random variable, if the distances d′i, i = 1, 2 in Figure 6.8 could be
formulated in a nice way. Note however that d′i is dependent of x
(i)
3 , complicating
the task. Since the neutron is unlikely to scatter more than twice (recall Chapter
3), one could choose to only treat the exit coordinates subject to two scatter
occurrences.
Furthermore, note that the approximations in Section 6.2 were made under
the assumption φ ∈ (0, pi). This was reasonable when only considering the
first scatter occurrence since the neutron must travel towards the thin film
before entering it. In the case of several scatter occurrences, one should impose
φ ∈ (0, 2pi) since the neutron is equally probable to exit from the back sides of
the thin film as to the front, see Chapter 3. A suggestion is to separate the
scatter process in two cases; back scattering and forward scattering, to be able
to use
P(A) = P(A| back scattering) + P(A| forward scattering), (6.62)
where A is some event included in a sigma-algebra.
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Figure 6.8: Illustrating the values x(i)3 , i = 1, 2, 3, and d′k, k = 1, 2,
in the case of several scatter occurrences.
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Chapter 7
Conclusions
The purpose of this bachelor thesis was to make a probabilistic model of the
neutron scattering process in a thin film, used in e.g. neutron detector systems
at the European Spallation Source. The case of one single neutron travelling
through a layer of material generating incoherent, elastic neutron scattering
was modelled. The angles θ and φ, defined in Chapter 2, in three-dimensional
space were first considered and the theory of oriented surfaces was used to
model incoherent scattering. It was found that the angles post scattering were
distributed as follows:
fθ(u) =
{ sinu
2 , u ∈ (0, pi),
0, otherwise,
fφ(u) =
{ 1
2pi , u ∈ (0, 2pi],
0 otherwise.
From here the statistical expectation and variance were found to be
E(θ) = pi2 ,
V(θ) = 14(pi
2 − 8),
E(φ) = pi,
V(φ) = pi
2
3 .
The results were tested with 23603 simulations created at ESS with Geant4 in
the dgcode framework. Histograms and the one-sample Kolmogorov-Smirnov
test were made and agreed with the derived theoretical results. For continued
research, kernel estimation could be practiced for an even better understanding
of the empirical densities.
Next, the density fx3 of the third neutron coordinate was considered. Using
the transformation theorem from probability theory and mathematical analysis
57
techniques, an expression for fx3 was found to be
fX3(u) =
c
2(1− e−cd′)
(
ln(d′/|u|) +
∞∑
k=1
(−1)k+1 c
k
k · k! (d
′k − |u|k)
)
for parameters c, d′, |u| ≤ d′, where the series converges for every |u| ≤ d′. The
expression implied that fX3 may be approximated by summing a finite number
n of terms in the series, obtaining
f˜X3(u) =
c
2(1− e−cd′)
(
ln(d′/|u|) +
n∑
k=1
(−1)k+1 c
k
k · k! (d
′k − |u|k)
)
.
An investigation of n was made and the approximation was plotted against
a histogram of simulated data. The approximation seemed to have a similar
appearance to the histogram. Computing the densities of the remaining two
coordinates was then commenced. The completion has been left for further
research.
Additional work was made for this thesis and is presented in Chapter 6. There,
the neutron scattering in a thin film is modelled as a Poisson process, enabling us
to exploit some nice mathematical results. Using the transformation theorem,
the law of total probability and the fact that the neutron is unlikely to scatter
more than twice, an alternative approximation of the distribution Fxi , i = 1, 2, 3,
was found to be
P(Xi ≤ x) =
2∑
k=0
P(Xi ≤ x|N(d′) = k)P(N(d′) = k) + Rˆ,
where
Rˆ =
∞∑
k=3
P(Xi ≤ x|N(d′) = k)P(N(d′) = k)
and N is a Poisson distributed random variable denoting the number of scatter
occurrences. The approximation of Fx2 was then found be given by
P(X(1)2 ≤ u) =
{
e−cd, u ≥ d,
e−cd
(
cu+ dc2u− c2u22
)
, 0 < u < d. (7.1)
An approximation of Fx1 was induced, but not finished. The approximation,
along with an approximation of Fx3 and statistical tests, has been left for further
research.
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Appendix A
The data described in Chapter 3 was given as unit vectors P = (x0, y0, z0).
Using projections (from linear algebra), we are able to write P in terms of the
angles θ and φ.
Regard FigureA.1. Since
cos θ = z0|P | =
z0√
x20 + y20 + z20
, (A.1)
the angle θ is obtained by
θ = arccos
(
z0√
x20 + y20 + z20
)
. (A.2)
The length of P ′ is given by
|P ′| = |P | cos(pi2 − θ).
How φ is computed depends on which quadrant P ′ lies in, see Figure A.2. The
computations goes as follows:
P ′ in 1st quadrant ⇒ φ = arccos
(
x0
|P ′|
)
,
P ′ in 2nd quadrant ⇒ φ = pi − arccos
(
x0
|P ′|
)
,
P ′ in 3rd quadrant ⇒ φ = pi + arccos
(
x0
|P ′|
)
,
P ′ in 4th quadrant ⇒ φ = 2pi − arccos
(
x0
|P ′|
)
.
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Figure A.1
Figure A.2
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Appendix B
The Weierstrass M-test, p. 49 in [2], is used to show the series
∞∑
k=0
(−1)k+1 c
k+1xk
(k + 1)! , 0 < x < d
′. (B.1)
converges uniformly.
Let
uk(x) := (−1)k+1 c
k+1xk
(k + 1)! , 0 < x < d
′. (B.2)
Then
|uk(x)| = c
k+1xk
(k + 1)! ≤
ck+1d′k
(k + 1)! =: Mk, (B.3)
where Weierstrass M-test states that
∑
uk converges if
∑
Mk does.
Now note that
lim
k→∞
| Mk+1
Mk
|= cd
′
k + 2 → 0. (B.4)
Since the limit is smaller than 1, the d’Alembert ratio tells us that
∑
Mk and
therefore also
∑
uk converges.
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Appendix C
By formula (4.7), the joint distribution function Fθ,φ can be written as
A(Σ)
A(sphere) .
The joint distribution was obtained in Chapter 4 subject to 0 < θ < 2pi, 0 <
φ < 2pi. We will now restrict ourself to 0 < φ < pi. Only half the sphere is
considered, i.e. A = 2pir2, implying
Fθ,φ|R=r(ϑ, ϕ) = P(0 < θ ≤ ϑ, 0 < φ ≤ ϕ|R = r)
= r
2(ϕ− 0)(cos 0− cosϑ)
2pir2
= ϕ(1− cosϑ)2pi , ϑ ∈ (0, pi), ϕ ∈ (0, pi]. (C.1)
Thus
fθ,φ(ϑ, ϕ) =
sinϑ
2pi , ϑ, ϕ ∈ (0, pi)
fθ(ϑ) =
pi∫
ϕ=0
sinϑ
2pi dϕ =
sinϑ
2 , ϑ ∈ (0, pi) (C.2)
fφ(ϕ) =
pi∫
ϑ=0
sinϑ
2pi dϑ =
1
pi
, ϕ ∈ (0, pi). (C.3)
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In addition, the transformation theorem is used to obtain
fsin θ(u) = fθ(sin−1(u))
∣∣∣∣ ddu sin−1(u)
∣∣∣∣+ fθ(pi − sin−1(u)) ∣∣∣∣ ddu (pi − sin−1(u))
∣∣∣∣
= 1√
1− u2
(
sin(sin−1(u))
2 +
sin(pi − sin−1(u))
2
)
= u√
1− u2 , u ∈ [0, 1], (C.4)
fcos θ(u) = fθ(cos−1(u))
∣∣∣∣ ddu cos−1(u)
∣∣∣∣ = sin(cos−1(u))2 1√1− u2
= 12 , u ∈ [−1, 1], (C.5)
fcosφ(u) =
1√
1− u2
(
fφ(cos−1 u)
)
= 1
pi
√
1− u2 , u ∈ [−1, 1], (C.6)
fsinφ(u) =
2
pi
√
1− u2 u ∈ [0, 1]. (C.7)
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Appendix D
L’Hopital’s rule is used to prove (6.60), i.e. we prove
z ln( z2d2+z2 )→ 0, z → −∞.
Let f(z) = ln( z2d2+z2 ) and g(z) =
1
z . It is clear that
lim
z→−∞ f(z) = limz→−∞ ln(1−
d2
d2+z2 ) = 0 and limz→−∞ g(z) = 0. (D.1)
Furthermore,
f ′(z)
g′(z) =
−2d2z2
z(d2 + z2) → 0, as z → −∞. (D.2)
Then, by l’Hopital’s rule, we arrive at the end result
z ln( z2d2+z2 ) =
f(z)
g(z) → 0, z → −∞. (D.3)
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