I. INTRODUCTION
P ILE oscillator techniques are powerful methods to measure small reactivity worth of isotopes of interest for nuclear data improvement [1] - [3] . The principle is to create, in a well-known neutron flux, a weak and localized perturbation, the characteristics of which (amplitude, phase, and energy spectrum) can be connected to physical parameters of interest (e.g., neutron cross sections). Pile oscillator techniques are called "open loop" if the reactor power is free to drift during measurements. On the contrary, they are called "closed loop" if a power control system (PCS) is activated to maintain the power stable. It can be shown that samples oscillated in and out of a core create two independent neutron effects [1] . The first one, referred to as "local perturbation," is the change in neutron flux shape and spectrum surrounding samples. The second one, called "global perturbation" or "reactivity worth," is the core reactivity change. It is not easy to have access to the local perturbation because it rapidly fades away off samples. Nevertheless, it bears valuable information on samples' cross sections. By acquiring both local and global perturbations, one could possibly obtain information on several neutron effects at the same time (e.g., capture and scattering).
A well-established closed-loop reactivity oscillator technique has long been held in the Minerve facility, operated by CEA Cadarache, Saint-Paul-lès-Durance, France [4] . It is based on measuring the global reactivity perturbation associated with samples oscillated in the core center. This experimental technique in Minerve was recently extended by introducing detectors close to the irradiation channel in order to measure the local perturbations of the neutron flux. New miniature fission chambers (MFCs) and associated acquisition systems were developed by CEA Cadarache for that purpose [5] .
A test campaign, called MAESTRO-SL (SL stands for "local signal"), took place in 2015, in a core configuration close to the one used for the MAESTRO oscillation campaign [6] , [7] . Its objectives were to assess the feasibility of precisely measuring the local perturbation and, then, to investigate on unfolding capture and scattering cross sections. First, closed-loop experiments were performed to provide the reference results, which are presented in detail in this paper. Second, open-loop tests were performed on a subset of samples. These results, which were already published in [5] , were processed differently in the frame of this paper. This paper focuses on comparing results obtained from closed-loop oscillations (CLOs) to open-loop oscillations (OLOs). Uncertainties associated with global and local signals are presented and discussed. The analysis is more focused on CLO because the set of measurements is larger, but most conclusions can also be extended to OLO.
II. EXPERIMENTAL SETUP A. Reactor Configuration and Experimental Setup
A full description of the MAESTRO-SL core configuration was presented in [5] . For clarity sake, a short summary is given in this section.
For the MAESTRO-SL tests, Minerve was operated with the MAESTRO test zone in the core center. Fig. 1 shows a sketch 0018-9499 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. of the test zone loaded with UO 2 fuel pins (3% enrichment in 235 U). An aluminum central holder was designed to accommodate four MFCs in dry holes located in the four corners. Numbers in the holes are MFCs' serial numbers. They are used throughout this paper to refer to them. A central hole goes vertically though the aluminum block. An air tight tubing in which samples are loaded is motioned in this water channel. Loaded with enriched uranium deposits (99.94% in mass), MFCs were operated in the pulse mode. Detectors' calibration was a major point of the experiment as a correct flux estimation relied on it [5] . Preliminary measurements were performed by putting each MFC in the central channel at low power (below 0.5 W) to estimate its neutron sensitivity by comparison with a reference detector previously calibrated in the BR1 reactor (SCK · CEN, Mol, Belgium) [8] . Calibration coefficients were introduced to take into account differences in efficiency due to detectors as well as various electronics setups.
Since counting rates were as high as 1.8 × 10 6 c/s, it was necessary to correct for acquisition dead time. Nonextendable models were fit, and dead time constants (noted τ ) ranged from 90 to 140 ns. Variations between detectors were attributed to different behaviors within electronics counting modules (Canberra ADS 7820). Most measurements were performed at a reactor power of 50 W. The percentage of signal loss ranged from 15% to 30%. It was calculated from observed counting rate (CR) and corrected CR (CCR) by
It is important to note that the four MFCs were then used to produce an estimator that is supposed to be proportional to the average thermal flux around the sample. A summed quantity, referred to as "local signal," and noted S L in the rest of the text, was calculated based on the detectors CCR i as follows:
where a i is the calibration factors taking into account the detectors' sensitivity and the chain efficiency [5] . S L should be robust against small geometry changes that occur during oscillations due to mechanical tolerances. A PCS was also used to get a signal proportional to the core reactivity. It was based on a rotary cadmium control rod located in the reflector. Reactivity was controlled by changing the angle between a rotor and a stator, which made the cadmium surface vary. Power was stabilized by using a retroaction loop fed by the signal of a boron chamber also located in the reflector.
B. MAESTRO-SL Objectives
Experiments aimed at demonstrating the feasibility of measuring the local flux perturbation component in the Minerve setup. Samples of known composition were used for that purpose. They were previously oscillated during the MAESTRO experiment [6] , [7] . They were mostly made of scattering and capturing materials in a liquid or solid form, except for two samples made of UO 2 pellets with two different 235 U enrichments.
Because CLO was our reference technique, it was first used to provide a large amount of results to be compared to previous experiments. The experimental campaign consisted in oscillating each sample several times (typically five times), so as to estimate the signals' dispersion. Then, a subset of samples was measured again using the OLO technique.
C. Samples
Samples were made of a column of material of interest (MOI), sometimes diluted into a matrix such as water, enclosed in a cladding sheath (aluminum, Zircaloy-4 or both).
Most samples had an overall height of 120 mm (MOI was 100 mm long), except carbon and aluminum samples which were 320 mm long (MOI 300 mm long).
Samples discussed here are listed in Table I along with their masses (cladding mass is not included) and diameters. Most samples were measured using both techniques but a few were only measured in CLO.
III. DATA PROCESSING

A. Closed-Loop Experiments
In closed-loop experiments, the so-called global signal, denoted by S G (t), was issued by the angular captor that monitored the pilot rod motion. Local signal S L (t) came from the four MFCs, as detailed in (2) .
Thanks to the PCS loop, all detectors recorded pseudosquare waveforms very similar in shape to the one of the sample motion in and out of the core, which is trapezoidal. MFCs signals (in counts per second) are illustrated in Fig. 2 . As it can be seen, the maximum difference between the time signals is less than 1%. This proves that the scaling procedure was able to take properly into account the detection efficiency and acquisition dead time. Small differences remain nonetheless which were found to fluctuate from one measurement to the other (see discussion in Section V-C).
Both local and global signals were first rescaled by dividing by their time average. Their amplitudes are, respectively, noted L and G. In CLO, a measurement is composed of five cycles of oscillation (period 120 s), so each signal was processed to give a set of five values (five tuples) corresponding to signal's amplitude for each cycle. This was done for global and local signals, respectively. Final results of one measurement included averages and standard deviations of the two 5 tuples.
At this point, it is necessary to introduce some short-term and long-term corrections to account for reactivity and temperature drifts. Signal drift during measurement is a well-known short-term effect, very likely due to the core heating during the measurement [10] . Our standard procedure is based on introducing a reference cadmium rod angle to which drifting signals are rescaled [4] . It is based on the differential efficiency of the cadmium rod, which was measured at the beginning of the campaign. Reference angle S ref G is chosen in the middle of the rod efficiency range. In this frame, the i th cycle of oscillation was corrected using a linear coefficient C as follows (C is around 0.27):
A long-term temperature drift was also observed on CLO results. Indeed, the campaign was performed over several weeks from June to August, and temperature pool ranged between 19.6°C and 23.2°C. Redundant measurements performed on a sample H 2 O+ 6 Li (3280 ppm), a small temperature effect on CLO global signals was observed, as illustrated in Fig. 3 . This effect came very likely from the cadmium capture cross section slightly changing along with temperature. It was possible to empirically correct the results by defining a reference temperature T ref (chosen equal to 21°C) and then introducing a linear correction factor k, defined as follows:
where k was found equal to 3.5. By applying the temperature correction, the overall spread of results was reduced by a factor of 2. Note that local signals are not affected by the temperature drift because it is a global reactor effect. Finally, a statistical procedure was applied to estimate the results' uncertainties based on the whole experimental campaign. As detailed in Section V-B, final uncertainties take into account the oscillation variability during measurements (from one cycle to the next) as well as the variability among measurements (oscillation reproducibility).
B. Open-Loop Experiments
In open-loop experiments, reactor power was let free to drift along with the sample motion in and out of the core. Global signal S G was taken from the boron chamber located in the core reflector. During an oscillation, S G exhibited increasing and decreasing transients driven by populations of delayed neutron precursors.
As for CLO experiments, the local signal S L was obtained from MFCs' counting rates. It was observed that S L was a mix of a global component proportional to the reactor power and a local component proportional to local changes in the thermal flux (in amplitude and spectrum) around the sample.
Oscillation parameters for OLO experiments were determined from test measurements carried out on D 2 O and gold samples. A good compromise between global and local signals was found with oscillations of 60-s period (20 cycles). As in CLO, the amplitude of oscillation was set to the maximum of 70 cm, in order to maximize the global signal. This corresponds to an upper position of 45 cm above the fissile area.
OLO data processing required first to correct for slow power drifts during experiments. Then, signals were normalized to their average. This way, it was straightforward to derive the local perturbation by subtracting the global signal from the local signal, as follows:
As illustrated in Fig. 4 (top graph, red curve), L(t) is pseudosquare and can be directly compared to CLO's local signal. The amplitude of L(t) is denoted by L. As expected S G (t) is a slowly drifting signal (bottom graph, blue curve). By applying an inverse kinetic algorithm [9] , the reactivity versus time was obtained (bottom graph, red curve). Its amplitude is noted ρ $ .
Periodic peaks are clearly visible on the reactivity curve. They are caused by the uranium sample going through the typical thermal flux overshoot inside the core upper reflector.
As presented in [5] and a similar procedure is detailed in [11] , S G (t) analysis can be also done by Fourier series analysis. Because it is a nonsquare signal, information is contained in the phase as well as in the amplitude of the signal harmonics. Let TF[S G ] ( f ) be the Fourier transform of signal S(t), f 0 be the oscillation frequency, and T be the oscillation duration. The modulus |S G | n of the nth harmonics is expressed as
In the following, the first-harmonic modulus is used (referred to as |S G |) as it is the most powerful and thus gives the most precise results. From point kinetics assumptions, it can be shown that |S G | is proportional to the amplitude of the reactivity perturbation. The proportionality factor depends on the oscillation frequency and also on the effective delayed neutron fraction. It was estimated by fitting |S G | with ρ $ . Samples' reactivity worth ranges from −9 to 0.5 c /, and proportional coefficient is found to be 0.23 c / −1 .
IV. DISENTANGLING NEUTRON CROSS SECTIONS (CLO EXPERIMENTS)
In the past, local oscillation experiments were performed to separate neutron effects from different cross sections. With the adequate calibration procedure, it was possible to measure at the same time fission and radiative capture cross sections in fissile materials [12] . Another interesting experiment was the measurement of very small capture cross sections in strongly scattering materials [13] .
Here, independent measurement of both local and global perturbations was achieved. Such the hybrid experiment was to provide additional information on samples' cross sections. Obviously, this can only be the case if the local and global effects exhibit different sensitivities to neutron cross sections. Mathematically, one can say that neutron effects must not be collinear in the plane G versus L.
In Fig. 5 , results from the CLO campaign are plotted in a 2-D space using L and G as horizontal and vertical coordinates. The 92 oscillations are displayed with error bars calculated as detailed in Section V-B. The standard deviation for global perturbation (1σ ) was found equal to 2.1 × 10 −3 , whereas local perturbation standard deviation was 2.7 × 10 −4 .
Note that a correction was required for the 30-cm samples (aluminum and carbon) in order to rescale their global signal to the one of 10-cm samples. An approximate 0.35 correction factor was obtained by calculating the thermal flux ratio integrated axially on 10 cm versus 30 cm.
Since data points are not all on the same line in Fig. 5 , it is obvious that G is not collinear with L. More interesting, a linear behavior can clearly be seen for samples of the same type. Straight lines drawn on the graph indicate directions corresponding to neutron effects such as radiative capture in gold (green line), scattering (blue line), and neutron production (red line). Those lines have been constructed by fitting data points from similar samples, including dummy samples for scattering and capture in gold (R 2 coefficients are always above 0.999).
Samples' coordinates on the graph are related to the macroscopic cross sections of their components (cladding, matrix, and MOI). Let a vector DT be defined by a dummy sample D and a test sample T . Its norm ||DT|| is a physical quantity that is proportional to macroscopic cross sections of the sample's MOI. The proportionality coefficient is complex to derive as it is strongly dependent on the neutron flux shape and spectrum in the sample's vicinity.
Nevertheless, it is possible to decompose vector DT into components inside a coordinate space given by two directed lines. Those lines can be graded using reference samples of known composition. Samples' components could then be expressed in physical units (mass of MOI or even cross section in barns). In this frame, the plane (G and L) can be divided into areas corresponding to mixed neutron effects, such as production versus capture area (for fissile samples) or capture versus scattering area (for water-based samples). Notice that capture and neutron production lines are nearly perpendicular, which is in favor of an optimum separation of the two effects. Separation is less favorable for capture and scattering.
The thermal flux around a few samples was calculated using Monte Carlo N-Particle 5 (MCNP5) in order to show the fading out of local perturbations when compared to a reference case (an aluminum rod in place of the sample). For illustration purposes, Fig. 6 shows a map of 235 U fission rate calculated in the horizontal plane around the water sample. Each pixel of the mesh is associated with the convergence error of 1.5%.
Net effects associated with H 2 O, D 2 O, and gold along the diagonal were calculated by subtracting the aluminum case (Fig. 7) . Each point in the lower graph has an error of about 0.01 (in %). As it can be seen, the local perturbations exhibit various shapes depending on the neutron effect (capturing or scattering) and geometry of the sample. Detectors deliver signals that integrate the thermal flux in the horizontal plane from 1 to 1.8 cm and axially from −3 up to +3 cm.
A. Neutron Absorbing Samples
Gold samples have a strong negative effect both on the local and global signals. It is interesting to notice that their points are perfectly aligned, without any distortion due to the selfshielding effect. This is because self-shielding has the same impact on the local and global signals. Self-shielding can still be observed from the fact that the two samples are not located on the line with respect to their mass. The distance ratio (equal to 2.14) is lowered because of self-shielding.
Uranium samples are locally absorbing thermal neutrons, that is why their L value is negative, even though they increase the fast local flux by producing fast neutrons from fission. From a global point of view, uranium samples have a mixed global effect: fission of 235 U increases the core reactivity while absorbing thermal neutrons locally. Capture from 238 U has a negative effect both global and local. So, for the same 238 U matrix (capture constant), the global effect increases along with the amount of 235 U, whereas the local effect goes the opposite. This is why the uranium line could be graded using the samples' enrichment in 235 U. Notice that the fission line's origin (featured by a red diamond marker in Fig. 5 ) features a fictive sample made of pure 238 U. It is not located on the gold capture line, but very close to it, the gap being probably due to geometric effects.
B. Discussion on Scattering-and Water-Based Samples
The scattering line is based on two samples: graphite and heavy water. They are supposedly pure scattering materials since capture cross sections of carbon, deuterium, and oxygen are all below 5 mb at thermal point. The H 2 O sample is not located on the scattering line because the capture cross section of hydrogen is significant (around 335 mb at thermal point). When adding some 10 B or 6 Li into the water and conserving the mass of water, the capture effect while scattering remains constant, at least at the first order. This explains why samples are aligned.
The water-based sample with gadolinium inside shows a singular behavior probably because of its very high capture cross sections which dramatically modifies the neutron spectrum inside the sample, reducing macroscopic scattering cross section of water.
The polyethylene sample (noted CH 2 ) exhibits a mixed effect of scattering (from C and H) and capture (from H), that is why it is roughly placed near the line between the graphite and water samples.
As explained previously, scattering has a different effect on local signal for water-based samples than for the D 2 O sample. This is mostly due to a geometrical bias due to differences in samples' diameter. It is possible to introduce a first-order correction by rescaling L values to a reference diameter. As water-based diameter is chosen as a reference, D 2 O local signal is multiplied by 8.36/10.4. Fig. 8 shows a close-up view of scattering-and water-based samples after the geometry correction, which was applied to D 2 O, C, and Be samples. A new scattering line can be drawn which corresponds to samples' diameter of 8.36 mm. Uncorrected D 2 O is also plotted on the graph, as well as the scattering line for the Ø10-mm geometry. It is noticeable that beryllium is now perfectly located on the scattering line.
As it can be seen, the capture in water line intersects the scattering line at a certain point, the coordinates of which are linked to the hydrogen scattering cross section. By comparing the line intersection point with the D 2 O point, it should be possible to obtain a rough estimate of the ratio of hydrogen and deuterium scattering cross sections.
V. METHODS' COMPARISON AND UNCERTAINTY MANAGEMENT
A thorough comparison between open-loop and closed-loop techniques was recently published [11] , [14] . The authors demonstrated that the CLO and OLO are theoretically equivalent. As they are both subject to the same limitations (pile noise and spurious reactor drifts), they can achieve similar performances in terms of reactivity uncertainties. From this paper, very similar conclusions can be drawn with the novelty of extending the comparison on local signals.
A. Comparison of Local Signals
Oscillation parameters were slightly different between OLO and CLO. In particular, the oscillation period was shorter for OLO (60 s against 120 s for CLO). This introduced a small difference in local signals' shape. Due to samples' travel time, signal symmetry (with respect to the signal mean) depends on the oscillation period. Note that for the sake of comparison, plots of OLO and CLO are presented with the same oscillation period (120 s).
In order to compare the CLO and OLO results, it was found necessary to rescale the latter. As expected, global signals had different units because they came from different detectors (angular captor for CLO and boron chamber for OLO). A linear fit was applied then to obtain a 2.65 coefficient between CLO and OLO signals. (R 2 coefficient was 0.99995.)
Unexpectedly, a systematic shift between OLO and CLO was observed on local signals. This was a slight bias (2.5%) that probably came from the small difference in the signals' shape described earlier. Indeed, OLO signals were normalized to the time average, whereas CLO signals were normalized based on the upper and lower levels of each oscillation cycle. A correction was made by applying linear fit to correct the OLO data (R 2 = 0.99989).
After rescaling, OLO and CLO data were found to be in very good agreement, as it is illustrated for D 2 O sample in Fig. 9 . By calculating a root-mean-square error (RMSE) between OLO and CLO signals, it was found an overall difference of 2.1 × 10 −4 for local signals and 1.9 × 10 −3 for global signals, which corresponds, respectively, to 0.4% and 0.2% of the measurement range. The RMSE formula that was used is As detailed in Section V-B, one can guess that the residual error between OLO and CLO may come from other uncertainty sources than acquisition, such as small changes in core (like the temperature), variability in the position of oscillation device in the core.
B. Experimental Uncertainties
Cohn [15] demonstrated that the reactivity of a reactor is subject to fluctuations called pile noise. The uncertainty associated with pile noise is dependent on the time interval dt on which estimation is made, on the core integral fission rate F 0 (or similarly reactor power P) and on the Diven factor D, as follows [14] :
In the present case, measurements were performed at a reactor power of 50 W and with a time interval of 0.1 s. Pile noise uncertainty is, then, equal to 0.23 pcm, which corresponds to 3.0 × 10 −4 $. In this section, this value is used to calculate a standard deviation referred to as "theoretical," because it is based on the pile noise formula. It can, then, be compared to an "experimental" value, which is obtained by calculated the standard deviation of data points from the reactivity curve (on a part where reactivity is constant).
The experimental standard deviation from the OLO reactivity is 3.3 × 10 −4 $, which is fairly close to what was expected from theory. From this pointwise uncertainty σ and by using a set for N data points, it is straightforward to obtain the uncertainty of signal amplitude A estimated on one cycle of oscillation. In the case, the whole data set is used (like in the Fourier analysis), then σ A = σ / √ N, with N = 6000. In the case, N is divided into subsets to obtain the upper and lower values of the signal; then, uncertainty on A is doubled: σ A = 2σ / √ N, with N = 5500. For local signals, let dtS L be the mean count per time interval, then the pointwise uncertainty is given by < dtS L −1/2 . Theoretical value is 1.2 × 10 −3 , which is to be compared to experimental values of 1.4 × 10 −3 (CLO) and 1.3 × 10 −3 (OLO). Table II gives an overview of theoretical and experimental uncertainties obtained from OLO and CLO of sample "gold 3.85 g." The column headers of Table II refer to (Table II , column 1) and from inverse kinetics data (column 2) were calculated from the same input signal: the one of the boron chamber. Pointwise uncertainty is slightly higher for ρ because nearly 10% of the signal is discarded due to sample's motion. This also makes the method more robust than the Fourier analysis, which was found greatly dependent on signals' shape. In the end, relative uncertainties are very close.
As demonstrated in [14] , OLO (ρ) and CLO (G) are equivalent techniques, which can achieve similar performance in terms of uncertainty. The present results show that G is still benefiting from the amplification gain of the PCS loop (about 115%/$). Some smoothing due to the narrow bandwidth of the PCS (around 1.5 Hz) is also visible in Fig. 10 . This explains why the final uncertainty of CLO (G) is lower than the one of OLO (ρ), but this is not really significant since uncertainties below 0.1% are clearly negligible compared to other sources of error (such as reactor and temperature drifts).
Finally, as expected from the comparison of raw signals, OLO and CLO show very close results as well as for L and uncertainties. A final 0.24% uncertainty is found, which is comparable to the 0.1% uncertainty on sample reactivity worth. 
C. Uncertainty Management
Experiments show that other error sources do impact signals from one oscillation cycle to the other. Among them, mechanical constraints on the oscillator tube may induce vibrations during the oscillation. Small displacements of sample and local detectors and even fuel pins surrounding the oscillator channel would induce sudden changes in the local detectors' response.
Intraclass error can be used as a tool to obtain the standard deviation due to signal fluctuation from one cycle to the next. Let n c be the number of cycles per oscillation (standardly five), n o be the number of oscillations, S c be the signal amplitude for cycle c, and S o be the average amplitude for oscillation o, then the intraclass variance is defined as follows:
Note that (9) can be applied to G or L as well. When plotting the histogram of errors S c − S o , we could verify that is close to a Gaussian distribution.
From one oscillation to the next, the results are also subject to large variations induced by temperature drifts, change in the tube position inside the oscillator channel, or even spurious drifts in electronics modules. Introducing S o k the results average for sample k, the interclass error is expressed as
An example of dramatic variations among detectors responses is shown in Fig. 11 , which displays G and L obtained during 10 oscillations performed with sample H 2 O+ 6 Li (3280 ppm). Each oscillation cycle is represented by a dot, and error bars are the intraclass errors σ c (respectively, 1.1 × 10 −3 and 1.1 × 10 −4 for G and L). Note that G was corrected for reactor drift but not for the pool temperature change, which explains the 2.5% gap between measurement n°3 and n°4. Apart from this gap, cycle variations are well contained within error margins.
It is observed from Fig. 11 (bottom graph) that local detectors (colored lines) show somehow erratic fluctuations within and among oscillations. Variations can be as high as 10 −3 for this particular sample (around 30% of the average). After averaging, the spread of L per cycle is only 1.5 × 10 −4 (corresponding to 6% of relative error). This value is satisfactory close to the intraclass error. The reduction of spread can only be explained by the fact that MFCs' signals are highly correlated. To display it more clearly, fictive lines were added on the bottom graph in order to enhance the negative correlations between opposite detectors: 2295 versus 2296, on the one hand, and 2297 versus 2298, on the other hand (see detectors' position in Fig. 1) . One can only guess that the source of fluctuation in the detectors' response comes from small geometrical changes in the detection system during and between experiments.
Such negative correlations support the idea that the detectors were not capable of moving individually, by the effect of mechanical vibrations. Instead, it is more likely that the sample had some radial jitter inside the irradiation channel, despite rather tight mechanical tolerances. Another possibility is that the aluminum holder itself was subject to jitter at the center of the fuel grid. The main axis of jitter was the diagonals, especially axis NW-SE which induced high negative correlations between 2295 and 2296 detectors through the whole campaign.
It is worth noting that such a mechanical jitter, clearly highlighted by the local detectors, seems to have a little impact on the global signal. Nevertheless, it is bound to eventually increase measurements' spread, even by a small amount.
Uncertainties are summarized in Table III . Intraclass and interclass errors (1σ standard deviation) are listed for G and L along with standard deviations calculated for five consecutive cycles, one oscillation, and five oscillations, which is the typically number of measurements per sample. Uncertainties are calculated by using the standard error propagation.
In the case, the error sources came only from pile noise affecting signals; then, errors σ c in Table III and σ A in Table II would be close. This is not what can be observed: there is a factor between the two (nearly 5 for G and 7 for L).
A major conclusion of this section is that the main sources of error affecting both global and local measurements came from spurious drifts such as power drift and temperature change (affecting more global signals) or mechanical jitter (affecting more local detectors). Even though conclusions were drawn on CLO results, because they were sufficiently numerous, the authors think that they can be extended to OLO results as well. Indeed, mechanisms affecting signals are the same and do not depend directly on the PCS loop.
For a standard sample oscillated five times, the final uncertainty on reactivity worth G was 10 −3 , which, in terms of reactivity, corresponds to 8.9 × 10 −6 $ or 0.007 pcm. For local flux change L, a typical uncertainty of 1.2 × 10 −4 was achieved. To be more specific, this means that a flux change as low as 1% could be estimated with a relative precision of 1.2%.
VI. CONCLUSION
Pile oscillator techniques are powerful methods to measure small reactivity worth of isotopes of interest for nuclear data improvement. Recently, hybrid pile oscillation experiments (i.e., mixing local and global signals) were carried out in the Minerve facility using CEA Cadarache-made high-sensitivity MFCs.
As expected for global signals, it was shown that the openloop and closed-loop techniques, although producing very different signals, produce very similar results after proper data processing. It was demonstrated that this is also true for local perturbations around the oscillated samples.
Overall uncertainties were estimated empirically by calculating fluctuations among oscillation cycles, from the one hand, and fluctuations among measurements from the other hand. Theoretical uncertainty coming from pile noise was found negligible compared to other sources of error like spurious drifts in the reactor setup and mechanical changes while oscillating. Final uncertainty as low as 0.007 pcm for reactivity worth and 1.2 × 10 −4 for local flux change were achieved.
Experiments performed during MAESTRO-SL experiment also demonstrated that the coupled analysis of samples' reactivity effect (global signal) and thermal flux depression surrounding the samples (local signal) allowed separating effects into components: fission and capture for fissile samples, and scattering and capture for other samples.
Because local flux variations are small and rapidly fading away of samples, a major drawback of the technique is to be rather sensitive to small geometry differences among samples. Adapted sample design and careful experimental setup should mitigate the impact on results quality.
Disentangling coupled neutron effects were achieved in the Minerve configuration, despite constraints such as the little room left in the core center and the rather low neutron sensitivity of fission chambers. As expected, a very good discrimination between fission and capture was observed for uranium-based samples. More interesting, the separation of capture and scattering was possible using water-based samples which were actually not designed for this purpose.
Future developments (both in terms of theory and instrumentation) are planned in order to implement this promising technique into the upcoming ZEPHYR reactor, currently under investigation at CEA Cadarache [16] . A complete analysis of the results using newly developed capabilities in the TRIPOLI-4 Monte Carlo code should start soon.
