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Abstract
We report a new result of the temperature-dependent average energy ex-
pended per electron-hole (e-h) pair, ε, for germanium detectors. Applying
energy partition mechanism in ionization for a given energy deposition, the
Fano factor and the value of ε can be determined separately. Subsequently,
we illustrate the variation of ε as a function of temperature. The impact of ε
on the energy threshold and energy scale for germanium detectors at a given
temperature is evaluated. We demonstrate an absolute energy scale function
of low-energy recoils for germanium detectors in the direct detection of dark
matter particles.
Keywords: Average Energy Spent Per e-h Pair, Fano Factor, Absolute
Energy Response Function, Dark Matter Detection
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1. Introduction
Many galactic observations indicate a large fraction (∼85%) of the to-
tal matter in the Universe is dark matter [1, 2, 3, 4]. The most compelling
candidate for dark matter particles is the WIMP (Weakly Interacting Mas-
sive Particle), which is believed to only interact through the weak force and
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gravity. Therefore, the interaction cross section with ordinary matter is ex-
tremely small. One of the ways to detect WIMPs is to measure the recoil
energy of a nucleus from a WIMP-nucleus collision in a detector, either di-
rectly or indirectly, which will give an estimate of the mass of the incoming
WIMPs [5].
The detector response to low-energy recoils plays a critical role in the
direct detection of WIMPs. In a germanium (Ge) ionization detector, as
shown in Fig. 1, the energy loss from nuclear recoil energy (Er) to the real
detectable ionization energy (Ereal) can be attributed to the following two
main physics processes: a) the energy partition between ionization (electron-
hole (e-h) pairs creation) and atomic motion (phonon generation) and b) the
charge creation accompanying phonon generation due to momentum conser-
vation in the creation of e-h pairs [6]. The former process is described by
the fraction of energy, η in Fig. 1, allocated to ionization. The latter process
has assumed efficiency, τ in Fig. 1, describing energy loss to the creation
of phonons in the creation of e-h pairs. Note that charge trapping was not
taken into account in the process b) mentioned above since charge trapping is
usually corrected by individual experiment using different ways before data
are reported. Also note that charge recombination is not considered in the
process b) as well since the energy reduction due to charge recombination is
in a very low level for Ge detectors with sufficient applied field. Tradition-
ally, only a) has been considered when developing an ionization efficiency
model [7, 5, 8] to compare with neutron calibration data in which the ion-
ization efficiency is relative to the calibration from gamma-ray sources. This
type of calibration is a relative energy calibration since the energy scale is
determined using well-known gamma-ray energies on the assumption that
the entire energy is detectable.
However, due to the additional energy loss process b) mentioned above,
the real detectable ionization energy (Ereal) is only a small fraction,
Eg
ε
(Eg
is the band gap energy and ε is the average energy required to produce an
e-h pair), of the energy measured (Evis) using the relative energy calibration
for a given recoil event [6]. This is because not all of the deposited energy
is detectable as the creation of phonons that are inevitable in the creation
of e-h pairs due to the required momentum conservation in process b) and
those phonons are not detectable by any generic Ge detectors. The energy
loss to the creation of phonons in process b) can be estimated using the
difference between ε and Eg. Without the creation of phonons in process
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b), the expected number of e-h pairs can be expressed as: N
′
pairs =
Er×η
Eg
.
With the creation of phonons in process b), the detectable number of e-h
pairs are Npairs =
Er×η
ε
. Taking the ratio of two formulas for the creation of
number of e-h pairs yields, Npairs =
Eg
ε
× N ′pairs. Since the detected energy
is proportional to Npairs and the deposited energy is proportional to N
′
pairs,
the detectable energy can be expressed as Ereal =
Eg
ε
× Er × η.
In the relative energy scale, Evis = Er×η = ε×Npairs, this is valid only if ε
is independent of energy for a given temperature. However, the adoption of ε
is to take into account the creation of phonons, which depends on the energy
deposition processes, in the generation of e-h pairs. The energy deposition
processes, for a given energy, can be photoelectric effect, Compton scatter-
ing, pair production, or the emission of Auger electrons, depending on the
incoming particle type and its energy. Therefore, the creation of phonons has
large fluctuation with respect to different energy deposition processes and ε
must be the average energy expended per e-h pair with tolerable uncertainty
within a well-calibrated energy range. Beyond this range, in particular in
the low energy region where the energy calibration cannot be implemented,
the value of ε may largely depend on the energy deposition processes [9] and
it cannot be easily understood.
Alternatively, Eg is a constant and it is only related to the band structure
of Ge for a given temperature. We can assume that the detectable energy
is proportional to N
′
pairs =
Er
Eg
, where the reduction of e-h pairs due to the
creation of phonons can be related to the energy deposition processes de-
scribed by the ionization density, dE/dx, which is energy and particle type
dependent.
For nuclear recoils, the calibration can be tricky and the measurements
are widely spread in the low-energy region [5]. To interpret the difference
among various measurements, one needs a model that takes into account both
of the energy deposition processes a) and b) mentioned above. We developed
such an absolute energy calibration model in our previous work [6]. The real
detectable ionization energy (Ereal) in an absolute energy model for both
electronic and nuclear recoils can be expressed as:
Ereal =
Eg
ε
× Evis = α
1 + β
dEeff
dx
× η × Er, (1)
where Evis is the detectable energy in the relative energy scale, η and
α
1+β
dEeff
dx
correspond to the energy reduction process a) and b) described above, re-
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Figure 1: Energy deposition process in a Ge detector. Both η and τ are ionization
efficiency, which correspond to the energy loss process a) and b) mentioned in the
introduction, respectively.
spectively, η can be calculated by the Lindhard theory [7] or Barker-Mei
model [5, 8], α
1+β
dEeff
dx
was derived from Birks’ law [10, 11], α and β are both
constants for a given temperature and can be determined experimentally,
dEeff
dx
is the stopping power that can be calculated for a given effective ion-
ization energy, Eeff = η×Er, by using a theoretical model in our work [12].
In this work, an experiment utilizing Ge detector and known gamma-ray
sources was designed to determine α and β in the model. Phonon generation
exists in both process a) and b). Note that the double counting of phonon
in the proposed model is avoided using the ionization efficiency, η in the pro-
cess a), and the e-h pair creation efficiency, τ = α
1+β
dEeff
dx
in the process b),
respectively.
It is worth mentioning that Birks’ law was originally proposed for esti-
mating the light yield per path length as a function of the energy loss per
path length for a particle traversing a scintillator. Since the light yield is
only related to ionization density regardless of the type of detector, we can
apply Birks’ law to noble liquid detectors [12]. Note that the energy parti-
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tion process in a Ge detector described in Fig. 1 is quite similar to that in
a dual-phase liquid xenon detector, such as a LUX-like detector [13], for a
given energy deposition.
In a Ge detector or a LUX-like detector, Lindhard theory explains the en-
ergy loss from a nuclear recoil to ionization and atomic motion, which corre-
sponds to the process a) mentioned above. In the ionization, the momentum
conservation requires the yield of e-h pairs or e-ion pairs be accompanied by
the generation of phonons [6]. Since the light yield in a LUX-like detector is
mainly from the recombination of e-ion pairs, Birks’ law describes the effec-
tive energy of the e-ion production responsible for the photon production (S1
signal in a LUX-like detector) as a function of the ionization density, which
corresponds to the process b) mentioned above.
Similarly, in a Ge detector, we can apply Birks’ law for describing the
effective energy of e-h pair production as a function ionization density, which
also corresponds to the process b). The validation of the applicability of
Birks’ law to Ge detectors is verified in this work by comparing the absolute
calibration model with all existing data.
As indicated by Eq. 1, the variation of the average energy expended per
e-h pair, ε, affects the variation of the real measurable energy (Ereal) for
a Ge detector. This necessitates a study on ε especially its temperature
dependence since two main types of Ge detectors are used in the direct de-
tection of WIMPs: the generic Ge detectors with operating temperature
around 77 Kelvin and the bolometer-type detectors with operating tempera-
ture at the milli-Kelvin range. ε was accurately measured to be ∼3 eV at 77
Kelvin [14, 15, 16, 17, 18, 19]. However, there are no direct measurements
for the value of ε when the temperature decreases to the milli-Kelvin range.
Therefore, measuring ε at the milli-Kelvin range is needed for a bolometer-
type detector since the value of ε is critical to the determination of both en-
ergy scale (as can be seen in Eq. 1) and energy threshold for a bolometer-type
detector [20]. It is quite difficult for a bolometer-type detector to measure
the value of ε without knowing the collection efficiencies of charge and three
types of phonon (primary, recombination and Luke) in the energy deposi-
tion process in the detector [21]. Thus, an independent way to evaluate the
value of ε at the milli-Kelvin range is desired. As described in our previous
work [6], ε is related to the Fano factor through F =
√
Ex
Eg
( ε
Eg
− 1) with Ex
the average energy of primary phonon. The Fano factor (F ) is also related
to the detector energy resolution contributed by the intrinsic statistical vari-
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ation (σstat) through σstat =
√
FNiε =
√
FEε [22] with Ni =
E
ε
. Thus, the
value of ε can be determined using the Fano factor (F ) formula if the detector
energy resolution due to the intrinsic statistical variation (σstat), the band
gap energy (Eg) and the average primary phonon energy (Ex) are known.
In this paper, we present the study on ε about its temperature depen-
dence, its value at milli-Kelvin range and its impact on the energy threshold
of a bolometer-type detector in section 2, followed by the investigation of
energy scale calibration of Ge detectors in section 3. Finally, we summarize
our conclusions in section 4.
2. The average energy expended per e-h pair, ε
The temperature effects on ε have been investigated for many years. Fig. 2
shows the temperature dependence in ε from existing data and theoretical
models. The data were obtained by Emery and Rabson [14], Pehl et al. [16],
and Antman et al. [23]. To explain the data, based on the theory from
Shockley [15] (ε = 2.2Eg + rER), Emery and Rabson [14] developed a model
(model 1 in Fig. 2):
ε = 2.2 · Eg(T ) + 1.99 · Eg(T )3/2 · exp(4.75 · Eg(T )
T
), (2)
where 1.99 and 4.75 are two fitting parameters, the band gap data, Eg(T ),
are from Smith [24]. Later on, also on the basis of Shockley theory [15],
Klein [17, 18] proposed another model:
ε =
14
5
Eg + r~ωR, (3)
where r~ωR is the fraction of energy attributed to phonons, with r the average
number of phonons and ωR the frequency of Raman phonon, which is the
highest frequency among all optical phonons in the vibration. Model 2 and
3 in Fig. 2 are the model in Eq. 3 with parameters provided by Varshni [25]
and Thurmond [26], respectively.
As can be seen in Fig. 2, none of the theoretical models are capable of
explaining all existing data. To have a good interpretation of the variation of
ε as a function of temperature down to the milli-Kelvin range, it is necessary
to evaluate the value of ε at the milli-Kelvin range first and then find a model
which can fit all data.
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Figure 2: All existing data [14, 16, 23] and theoretical models [14, 17, 18] for
the variation of ε with temperature. Note that the data points from [14] were
taken after the corrections for charge trapping and recombination effects in the
experiment [14].
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2.1. Estimation of ε at 50 milli-Kelvin
For a bolometer-type detector, the operating temperature is ∼50 milli-
Kelvin [27, 28]. The total measured phonon energy (Ep) of a bolometer-type
detector is the sum of energies from three types of phonons [21, 29]: primary
phonons, recombination phonons and Neganov-Trofimov-Luke phonons (of-
ten also called “Luke phonons” for simplicity) [30, 31]. Primary phonons
are produced due to displacements of nuclei and electrons. Recombination
phonons are created at the electrodes due to the recombination of electrons
and holes. The Luke phonons are generated due to the charge carriers drifting
across the detector by the external applied electric field. Taking into account
the detection efficiencies for charge carriers and each type of phonon, the
total phonon energy (Ep) can be expressed as [32]:
Ep = ηpri(Er − EQ
ε
Eg) + ηrec(fQ
EQ
ε
)Eg + ηLuke(fQ
EQ
ε
eVb), (4)
where ηpri, ηrec and ηLuke represent the detection efficiency for primary phonons,
recombination phonons and Luke phonons, respectively, fQ is the fraction of
the total charge observed, Er is the recoil energy, EQ is the ionization energy,
e is the elementary charge, and Vb is the bias voltage.
From Eq. 4, we can see that the mean energy expended per e-h pair, ε,
cannot be determined if the four efficiencies ηpri, ηrec, ηLuke and fQ are not
known. Thus, an alternative way to estimate the value of ε is needed.
Utilizing the energy partition process for an energy deposition in a Ge
detector, we developed a theoretical model that relates ε to the Fano factor
(F ), energy resolution (σstat) and average primary phonon energy (Ex) in
our earlier work [6]:
F =
√
Ex
Eg
(
ε
Eg
− 1), (5)
and
σstat =
√
FEε, (6)
where the variation of Eg with temperature can be evaluated by the following
model [25, 26] based on the assumption that Eg is proportional to T at high
temperatures and proportional to T 2 at low temperatures:
Eg(T ) = 0.7437− 4.774× 10
−4 · T 2
T + 235
, (7)
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where Eg is in eV and T is in Kelvin. 0.7437 is the value of Eg at 0 Kelvin.
This model is valid for all temperatures from 0 Kelvin to the melting point
of Ge, ∼1211 Kelvin.
To solve Eq. 5 and Eq. 6 for ε and F , we need to investigate the average
primary phonon energy, Ex, and the energy resolution due to the intrinsic
statistical variation, σstat.
2.1.1. Determination of Ex
The average primary phonon energy, Ex, has no temperature dependence
since it mainly depends on the lattice type and spacing [14]. This indicates
that we can use the value of Ex at 77 Kelvin for the case of 50 milli-Kelvin.
At 77 Kelvin, ε is almost a constant, ∼3 eV [14, 15, 16, 17, 18, 19], Eg =
0.73 eV from Eq. 7, and F = 0.13 [17]. Substitute these values into Eq. 5,
we can obtain Ex = 0.00414 eV, which corresponds to ∼1 THz in terms of
average frequency for the primary phonon.
It is worth mentioning that the Raman phonon energy (ER = 0.037 eV) in
Shockley’s model [15] (ε = 2.2Eg + rER) and the average energy of primary
phonon, Ex, determined using the measured Fano factor at 77 Kelvin, is dif-
ferent by a factor of ∼10. This is because ER and Ex represent different type
of phonons from the emission of primary phonons. Right after the primary
phonons are generated by the recoiling particle, the primary phonons are very
energetic and they down convert from the high-energy optical branch to the
low-energy (∼1THz) acoustic branch [21, 29]. Due to this decay process, it
is the acoustic branch instead of optical branch of primary phonons that are
the final state of phonons in the energy partition between ionization and lat-
tice excitation, which determines the statistical variation (the Fano factor),
for a given energy deposition. Furthermore, ER (Raman phonon energy) is
the energy of optical phonons in the Raman vibration, which scatters the
charge carriers capable of secondary ionizations during the thermalization
process. While Ex is the energy of the acoustic primary phonons in the final
state of the energy partition between ionization and lattice excitation, i.e.
E0 = EiNi+ExNx, where E0 is the energy deposition of an incoming particle
in the target, Ei is the energy of e-h pairs per ionization, Ni is the number of
ionizations, and Nx is the number of excitations. Note that each ionization
leads to an e-h pair production accompanying with generation of phonons.
Therefore, Ni is the number of e-h pairs and Nx is the number of phonons per
ionization. Correspondingly, Ei is the minimum energy (the indirect band
gap energy) required for the production of a charge pair and Ex is the av-
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erage energy of phonons accompanying the production of an e-h pair. Since
the initial primary phonons, Raman phonons with energy ER (0.037 eV), are
energetic optical phonons, they decay into acoustic phonons with an average
energy of 0.00414 eV in the final state to participate in the energy partition
between ionization and excitation for a given energy deposition, the values
of ER and Ex are different by a factor of ∼10.
2.1.2. Determination of σstat
There are three main contributions to the total measured energy resolu-
tion, σtot, for a gamma-ray [33]:
(σtot)
2 = (σnoise)
2 + (σstat)
2 + (σin−ch)2, (8)
where σnoise, σstat and σin−ch are the energy resolution contributed by elec-
tronic noise, intrinsic statistical variation, and incomplete charge collection,
respectively.
SuperCDMS reported the measured Ge detector energy resolution in two
papers [20, 34]. One was reported in 2010 [34], which showed that the average
detector energy resolution (ionization signal only) for energy below 10 keV
is:
σ(E) =
√
(0.293)2 + (0.056)2E, (9)
where the energy resolution, σ(E), and the energy E are both in keV. As
discussed in our work [6], the term, (0.056)2E, is the contribution mostly
from the intrinsic statistical variation. According to Eq. 8, we then have,
(σstat)
2 = (0.056)2E. If one sets σstat in this equation and Eq. 6 to be equal
to each other, then we obtain, εF × 10−3 = (0.056)2, where ε is in eV and
the factor of 10−3 is due to the unit conversion of ε from eV to keV.
The other energy resolution was reported in 2015 [20]. According to
Ref. [20], the relative energy resolution (σ
µ
, µ is the peak energy) for three
energy peaks from 71Ge electron-capture, 0.16 keV, 1.30 keV and 10.37 keV,
are (11.4±2.8)%, (2.36±0.15)% and (0.974±0.009)%, respectively. This al-
lows us to generate (σtot)
2 versus energy as presented in Fig. 3. The best-fit
function with reduced χ2 = 0 for data points in Fig. 3 is:
(σtot)
2 = (2.57±1.90)×10−4+(4.64±2.04)×10−4E+(4.77±1.83)×10−5E2,
(10)
where, E is the energy in keV. The constant, linear and quadratic terms in
Eq. 10 correspond to (σnoise)
2, (σstat)
2 and (σin−ch)2 in Eq. 8, respectively.
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Figure 3: The energy resolution of CDMSlite detector [20] as a function of energy.
Hence, we have, (σstat)
2 = (4.64 ± 2.04) × 10−4E, where E is the energy in
keV. Similarly, we set σstat in this equation and Eq. 6 to be equal to each
other and we obtain, εF = 0.464± 0.204, where ε is in eV.
2.1.3. Determination of ε
Using Eq. 5 and substituting Eg and Ex with their value, 0.74 eV (Eq. 7)
and 0.00414 eV, respectively, we obtain, F =
√
5.59× 10−3 · ( ε
0.74
− 1), where
ε is in eV. If one combines this equation with εF×10−3 = (0.056)2 and solves
for F and ε, we have F = 0.28 and ε = 11.3 eV. However, if one combines
this equation and εF = 0.464 ± 0.204 together, we have F = 0.14+0.02−0.03 and
ε = 3.32+0.84−0.97 eV. Two different sets of values indicate that the determina-
tion of ε and Fano factor (F ) using this method depends strongly on the
measured energy resolution in which the noise contribution must be largely
separated from statistical variation. Note that the value of ε = 11.3 eV is
not reasonable since the statistical variation is probably overestimated by
assuming the linear term in the measured energy resolution shown in Eq. 9 is
totally contributed by the statistical variation [35]. Other broadening effects
such as time variance, position variance, charge collection on the detector
resolution could also contribute to the linear term in Eq. 9 [35]. The value
of ε = 3.32+0.84−0.97 eV is more reasonable since the energy resolution was opti-
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Figure 4: The ratio of total phonon energy (Ep) to ionization energy (EQ) versus
bias voltage (Vb). The data (red points) were measured by the EDELWEISS
detector [36].
mized [35].
2.1.4. Comparison with measured ε at 50 milli-Kelvin
The value of ε at 50 milli-Kelvin was measured by the EDELWEISS dark
matter experiment [36] using the relationship, Ep = EQ(1+
eVb
ε
) (for electronic
recoils), since the ratio of total phonon energy (Ep) to ionization energy (EQ)
can be measured for a given bias voltage (Vb) as shown in Fig. 4. The detailed
work about how to obtain the above relationship (Ep = EQ(1 +
eVb
ε
)) for
electronic recoils from Eq. 4 will be discussed in section 2.3.
As shown in Fig. 4, ε = 3.32 eV (blue solid line) has a better agreement
with data (red points) than ε = 3.0 eV (magenta dashed line). The best
fit (black dashed line) indicates that ε = (3.37±0.01) eV, which also verifies
that ε = 3.32 eV measured using the energy resolution from SuperCDMS at
50 milli-Kelvin. The physics meaning of 0.85 in the best fit is the conver-
sion efficiency from primary and recombination phonons to thermal phonons
relative to the conversion efficiency from Luke phonons to thermal phonons.
2.2. The variation of ε with temperature
To obtain a reasonable value of ε at 50 milli-Kelvin, it is necessary to
develop a model of ε as a function of temperature. This model can fit all
existing data shown in Fig. 2 and also can predict the value of ε at 50
12
milli-Kelvin. Using the theory from Emery and Rabson [14] presented in
Eq. 2, according to the definition of ε, the first term in Eq. 2 consists of two
components: a) the band gap energy, Eg, and b) the final retained kinetic
energy (Ef ) of electrons and holes which cannot further conduct ionization in
the detector with assumption that ∼60% of Eg is retained by both electrons
and holes, i.e., Ef ∼ 0.6Eg. Hence, Eq. 2 can be rewritten as:
ε = Eg(T ) + 2 · 0.6Eg(T ) +B · Eg(T )3/2 · exp(C · Eg(T )
T
), (11)
where B and C are constants and needed to be determined from data. There
are two issues in this model when fitting all data as shown in Fig. 2: a) it
cannot explain the data in the high temperature range, T > 80 Kelvin; b) it
will blow up when T is close to zero. The first issue is because the second
term in Eq. 11, the final retained kinetic energy (Ef ) of charge carriers is
dependent on the Auger recombination-impact ionization process which has
strong temperature dependence [14, 37]. However, only assuming Ef ∼ 0.6Eg
cannot provide sufficient temperature effects on Ef to explain data in the high
temperature range since the temperature dependence in Eg(T ) is too weak
as can be seen from Eq. 7. Thus, an additional temperature factor needs
to be added into the second term in Eq. 11. The second issue is due to no
constraint in the denominator of the last term in Eq. 11, so that ε will reach
infinity when T is approaching zero. Therefore, to resolve these two issues,
we made two corrections in Eq. 11 and then it becomes:
ε = Eg(T ) + 1.2 · Eg(T ) · TA +B · Eg(T )3/2 · exp(C · Eg(T )
T +D
), (12)
where both B and C are constants and needed to be determined from data.
A and D are chosen values that give the best fit for all data points except
points at 3.32+0.84−0.97 eV and 11.3 eV for 50 milli-Kelvin.
As shown in Fig. 5, the model in Eq. 12 fits well all existing data with
Eg in the form of Eq. 7, A = 0.1 and D = 5 ∼ 15. B = 1.23, C = 14.48
for D = 5, and B = 1.17, C = 22.22 for D = 15. Due to the uncertainty of
D, the model in Eq. 12 can only predict the range of the value of ε, which is
3.55 ∼ 7.95 eV. This range verifies that there is overestimate in the value of
ε = 11.3 eV and the value of ε = 3.32+0.84−0.97 eV is close to the lower value of
the allowed range. To more precisely predict the value of ε at 50 milli-Kelvin
by using the model in Eq. 12, more measurements of ε for low temperatures
(T<20 Kelvin) are needed to decrease the uncertainty in D.
13
Figure 5: ε versus temperature with all available data points [14, 16, 23] and cal-
culated value at T = 50 milli-Kelvin.
2.3. The impact of ε on the energy threshold of a bolometer-type detector
The nuclear recoil energy threshold, Er, for experiments using bolometer-
type detectors is closely related to ε according to Eq. 4. However, Eq. 4 can-
not be directly applied to a bolometer-type detector, which can be only sensi-
tive to thermal phonons. Under the assumption that all phonons, converted
into thermal phonons, are being detected at 100% efficiency by bolometer-
type detectors [21], Eq. 4 reduces to be the ideal case [20, 21]:
Ep = Er +
eVb
ε
EQ, (13)
where the ionization energy (EQ) is related to the recoil energy (Er) through
EQ ≡ Er · η [21] with η the ionization yield or the so-called ionization
efficiency. Hence, Eq. 13 can be rewritten as:
Ep = Er(1 +
eVb
ε
η), (14)
where η ≡ 1 for electronic recoils. For nuclear recoils, η can be calculated
by the Lindhard theory [7] or Barker-Mei model[5, 8]. With Vb = 69 Volts
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and ε = 3.0 eV, the nuclear recoil equivalent energy threshold (Er) reported
by SuperCDMS is [38], Er = 2 keV, which corresponds to Ep = 10.7 keV
according to Eq. 14.
Nevertheless, with the total phonon energy (Ep) measured to be 10.7 keV
and Vb = 69 Volts, the energy threshold of a bolometer-type detector will
be about 7.5% different if the value of ε varies from 3.0 eV to 3.32 eV. This
is to say, the value of ε at 50 milli-Kelvin is critical to the determination of
nuclear recoil threshold for a bolometer-type experiment. Therefore, a direct
measurement of ε needs to be performed at the level of 50 milli-Kelvin.
3. Ge detector energy scale calibration
3.1. Ge detector response to low-energy recoils
With consideration of the two main energy loss processes described in
the introduction, we developed an absolute energy calibration model (Eq. 1),
which has been described in detail in our previous work [6]. As indicated by
Eq. 1, whether the detector response to electronic recoils is linear or non-
linear depends on if the term, β
dEeff
dx
, can be ignorable or not. Since for
low-energy electronic recoils, η ≡ 1 and if β dEeff
dx
is so small that it can be
neglected. Eq. 1 becomes:
Ereal =
Eg
ε
× Evis = α× Er, (15)
where Eg, ε and α are all constants and hence can be normalized to be a unit.
In this case, the detector response to low-energy electronic recoils is linear.
Otherwise, Ereal is a non-linear function of Er even for electronic recoils.
For low-energy nuclear recoils, η is a function of recoil energy (Er), and
β
dEeff
dx
cannot be ignored due to the significant value of
dEeff
dx
. Therefore, the
detector response to low-energy nuclear recoils should be non-linear, which
is in the form of Eq. 1 with absolute ionization efficiency:
ηtot =
α
1 + β
dEeff
dx
× η. (16)
3.1.1. Determination of α and β at T = 77 Kelvin
The energy reduction term, α
1+β
dEeff
dx
, in Eq. 1 was derived from Birks’
Law [10, 11]:
dEreal
dx
=
α
1 + β
dEeff
dx
dEeff
dx
, (17)
15
where Ereal =
Eg
ε
×Evis from Eq. 1. For ERs, Eeff = Er since η ≡ 1. Thus,
in the case of electronic recoils, Eq. 17 becomes:
dEreal
dx
=
Eg
ε
dEvis
dx
=
α
1 + β dEr
dx
dEr
dx
, (18)
which corresponds to Eq. 3 in our work [6]. From Eq. 18, we can see that α
and β can be measured through electronic recoils. Since for a given known
gamma ray, Er is the known recoil energy.
dEr
dx
can then be obtained through
the database [39] with known Er. To obtain
dEreal
dx
, one can measure dEvis
and dx in Eq. 18. Once dEvis and dx are known, Eg = 0.73 eV and ε = 3
eV for T = 77 Kelvin , then dEreal
dx
can be calculated through the first part
of Eq. 18. With this idea, 109Cd, 22Na and 60Co were chosen to generate five
gamma rays with energies: 88 keV (109Cd), 511 keV and 1275 keV (22Na),
1173 keV and 1333 keV (60Co). To detect these gamma rays, a coaxial Ge
detector from Princeton Gamma Tech with model RG11B/C [40] was used in
our experiment. A National Instruments PXI-1031 system [41] and Igor Pro
4.07 software [42] were used for our data acquisition. With this experimental
setup, dEvis for each gamma ray was measured using pulse shape analysis
where the multiple site events and single site events can be distinguished
in a similar way to Majorana [43] and GERDA [44]. With dEvis measured
from pulse shape analysis, the corresponding path length δx can be derived
through the database [39]. The average path length, dx, for a given gamma
ray energy, is determined through dx=
∑
niδx∑
ni
, where ni is the ith pulse in an
event. Since dEreal
dx
is known, α and β can be determined by fitting those five
data points in the plot of dEreal
dx
as a function of dEr
dx
, as shown in Fig. 6. The
best-fit function with reduced χ2 = 21.5 for the data points in Fig. 6 is:
dEreal
dx
=
0.247± 2.24× 10−4
1 + (5.66× 10−5 ± 4.55× 10−6)dEr
dx
dEr
dx
. (19)
By comparing Eq. 19 with Eq. 18, we have, α = 0.247 ± 2.24 × 10−4 and
β = 5.66×10−5±4.55×10−6, which agree with our theoretical prediction [6], α
= (0.249 ± 0.013) and β = (5.12 ± 2.68) × 10−5, within a reasonable range.
Note that α has temperature dependence since α = Eg
ε
from Eq. 15 and
both Eg and and ε have temperature dependence as discussed in section 2.
However, β has no temperature dependence because β is only related to the
stopping power dE
dx
, which has nothing to do with temperature.
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Figure 6: Determination of α and β through known gamma rays.
3.2. Absolute energy calibration vs. relative energy calibration
The comparison between our absolute energy calibration model and all
other existing data and models with a relative energy calibration at T =
77 Kelvin is shown in Fig. 7. Fig. 7 indicates that, for the same recoil en-
ergy, the eventual detectable ionization energy using absolute calibration is
smaller than that of using a relative calibration. This means that the abso-
lute ionization efficiency is smaller than the relative ionization efficiency for
a given recoil energy. Note that the uncertainty of β was taken into account
in our absolute calibration model in Fig. 7. In addition to the difference in
ionization efficiency, another important difference is that the absolute en-
ergy calibration possesses the prediction power for the entire energy region
beyond the data points covered the region from energy source calibration,
while the relative energy calibration is only valid for the region that is fully
calibrated using energy sources. Any extrapolation beyond the region of the
calibration will result in uncertainty in the energy scale due to the lack of
considering all energy deposition processes in any data-driven model. This
difference is because the absolute energy calibration has considered all possi-
ble energy deposition processes for a given electronic or nuclear recoil event
in the detector. Therefore, the absolute energy calibration is more accurate
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Figure 7: Comparison between absolute and relative energy calibration [7, 38, 45,
46, 47, 48, 49, 50, 51].
and reliable than the relative energy calibration.
3.3. Comparison between the existing data and the absolute calibration model
One can apply the absolute calibration model to all existing experimental
data and theoretical models to see if there is an agreement between them for
recoil energy from 1 to 100 keV. Since all existing data and models adopt
the relative calibration, we multiplied their measured visible energy by an
additional factor, Eg
ε
(ε = 3.0 eV for 77 Kelvin and ε = 3.32 eV for 50 milli-
Kelvin), which takes into account the missing energy through the emission of
phonons, to apply the absolute calibration model and get the real detectable
ionization energy. As shown in Fig. 8, our model agrees well with other
data and models at T = 50 milli-Kelvin for SuperCDMS [38], Shutt [49] and
Simon [51], and T = 77 Kelvin for the rest. This verifies that Birks’ law can
be applied to Ge detectors.
4. Conclusion
Traditionally, the product of εF is measured using the energy resolution
function for a given detector. To determine the value of Fano factor or the
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Figure 8: Comparison among all existing data and models with absolute energy
calibration [7, 38, 45, 46, 47, 48, 49, 50, 51].
value of ε, one has to assume either Fano factor or ε is a constant. In this
paper, we develop a method that allows the average energy expended per
e-h pair, ε, and the Fano factor to be measured separately. Using the mea-
sured energy resolution functions reported by SuperCDMS experiment, the
values of ε and Fano factor are determined for a detector operated at 50
milli-Kelvin. We demonstrate that our method depends strongly on the en-
ergy resolution function in which the statistical term is well defined. Using
the existing data, we illustrate the best fit function that predicts the range
of ε, which is within the range from the SuperCDMS measurements at 50
milli-Kelvin. According to the best fit of data and the best agreement with
the model prediction, the value of ε is 3.32 eV. The energy threshold of a
bolometer-type detector will be about 7.5% different if the value of ε varies
from 3.0 eV to 3.32 eV. We demonstrate an absolute energy calibration model
for the Ge detector response to low energy recoils. Two energy loss processes
have been considered in the absolute calibration method compared to the
traditional relative calibration, which only takes into account one energy loss
process. Two energy loss processes a) and b) described above resulted in less
ionization efficiency in the case of absolute calibration. Once all existing data
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were correctly scaled in the absolute energy response function, a good agree-
ment between the theoretical prediction using the absolute energy response
function and the data points was achieved. The difference between the ab-
solute energy response function and the relative calibration energy scale in
the visible energy is about a factor of ∼4, which will not result in a differ-
ence in the threshold of recoil energy within the calibration range because
there are correspondences between the measured visible energy points and
the incident recoil energy points. However, beyond the calibration range, the
extrapolation of the energy scale using a relative calibration will posses large
uncertainty up to a factor of 4 according to the absolute energy response
function.
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