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ABSTRACT: This paper reports on initial findings of a bigger research project that set out to explore the 
potential of generative algorithms in landscape architecture, urban design and architecture. The paper 
focuses on how urban morphologies of unplanned settlements can be modelled as emergent phenomena 
using parallel computing. Theoretically the research stems from Hiller’s discourse about space syntax, 
summarised in Section 2. The paper outlines the concepts behind generative design and illustrates the 
principles of Cellular Automata and Agent Based Modelling using some simple examples. The models are 
described in detail and their potential usefulness in design education is demonstrated. The potential of 
using such models in design practice is also evaluated. 
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1. INTRODUCTION 
 
Complexity Theory offers a new epistemology, i.e. a new way of understanding and knowing spatial patterns as self-
organising morphologies. This provides a promising paradigm for exploring spatial organizations as the emergent 
outcome of dynamic relations of simple elements bonded together by multiple feedback loops. Self-organising spatial 
morphologies can be defined as a part of a process, usually a simple one, and modelled employing iterative algorithms. 
The underpinning logic is that the initial design representation of a complex spatial organization is best done by using 
algorithms as texts written in a language rather than graphics. The idea is that Chomsky’s (1957) postulation (finite syntax 
and lexicon can generate an  infinite variety of well-formed structures) can be applied to artificial (computer) languages to 
generate well-formed configurations of space. Coates (2010:6) explains it very well: 
 
This is the generative algorithm and the idea is that a generative algorithm is a description of the object as 
much as the measurement and analysis of the object, the illustration of the object and the fact of its 
embodiment in the world. 
 
This paper reports on the initial findings of a bigger research project that set out to explore the potential of generative 
algorithms in landscape architecture, urban design and architecture. The paper focuses on how urban morphologies of 
unplanned settlements can be modelled as emergent phenomena using parallel computing. The paper describes the 
structure of the models, outlines their potential usefulness in design education, and also evaluates their applications in 
practice. The idea stems from Bill Hillier’s (1984) early work explained in chapter 2 and is influenced by Paul Cotes’ book 
Programming. Architecture (2010). The models discussed are built using Netlogo (Uri Wilensky, 1999) computer 
language. Netlogo itself is situated within two wider computational frameworks known as Cellular Automata and Agent 
Based Modelling – outlined in chapters 3 and 4. These frameworks have been extensively used by researchers from 
diverse fields in their attempts to study the impressive variety of urban and natural phenomena over the past twenty or so 
years. For example, on their website Environment and Planning B: Planning and Design states the following focus (EPB 
2010): “the use of shape grammars, artificial intelligence, and morphological methods to buildings and towns, the use of 
multimedia and GIS in urban and regional planning, and the development of ideas concerning the virtual city”.  
 
Urban planners and geographers are usually interested in examining current spatial configurations, or predicting futures 
of existing cities, and, therefore, their simulations rely on heavy GIS, demographic, and economic data inputs and 
complicated rule sets. The outputs of such models are often symbolic, topological or geometrical at a low resolution at 1 
km2 at best. This is why these simulations cannot have an immediate influence on landscape architects and urban 
designers who would see their main interests in geometric patterns of space at much finer scales. The models explained 
are at a much finer resolution of approximately 10 m2 and in their current states; they make use of simple, entirely local 
rules, iterative feedback loops and a large quantity of random numbers.  
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2. SPACE SYNTAX MODEL 
 
Probably the most important aspect of Bill Hillier’s early work (1984) was his attempt to interconnect the study of society 
with the study of morphology and topology. Hillier’s theory deals with how human settlements are best studied as 
complex systems. When this is combined with the idea that a finite number of elementary generators or syntaxes can 
produce an infinite number of human spatial complexes, and also his assertion that syntax is superior to semantics, it 
provides a strong connection to the paradigm of algorithmic design and even prompts possible computational frameworks 
for constructing such models.  In this case he explains that syntax is understood as some “system of restrictions on an 
underlying random process” (Hillier & Hanson, 1984:55).  These frameworks are known as Cellular Automata and Agent 
Based Modelling 
 
In The Social Logic of Space (Hillier & Hanson, 1984:57), Hillier attempts to describe a “deeper more intricate kind” of 
spatial order of unplanned European settlements and provides a promising test bed for experiments with generative 
algorithms. As he puts it: 
 
In plan the settlement appears irregular because it lacks the formal, geometric properties we normally 
associate with spatial order. Yet as a space to walk about and experience, it seems to possess order of 
another, more subtle and intricate kind. 
 
His approach is an innovative inversion of the discourse about space. Space is not something that is left after the location 
of the form, but is the primary focus of investigation. Hillier (1984:58) compares the open space structure of the 
unplanned settlements to a “beady ring”: 
• the open space structure is not in the form, for example, of a single central space with buildings grouped around it , but 
is rather like beads on a string: there are wider parts, and narrower parts, but all are linked together direct; 
• the open space is eventually joined to itself to form one major ring and other sub-rings, the main beady ring being the 
strongest global characteristic of the complex; 
• the beady ring is everywhere defined by an inner clump of buildings, and a set of outer clumps, the beady ring being 
defined between the two.  
 
Further in his book Hillier (1984:78) distinguishes three types of space: carrier space - nothing, or undeveloped space; x-
space - closed, private or inside space; y-space - open, public or outside space.  Using the above spaces, he outlines 
eight elementary generators or syntaxes with varying degrees of flexibility. The one chosen for the experiments is called 
“clump” (Hillier & Hanson 1984:78) or x-y. The underlying idea being that every bit of closed space is directly connected 
to a bit of open space and that every open space is connected to at least one other open space. 
 
3. CELLULAR AUTOMATA (CA) 
 
3.1. Description 
 
Cellular automata are discrete and dynamic computational frameworks. They are composed of a large number of simple 
elements called cells, arranged in a regular lattice. Every cell can have a finite number of states. Time is also discrete in 
CA and proceeds in iterative steps, i.e. t, t+1, t+2, t+4, etc. The states of the cells are updated in a parallel manner 
according to a local rule, commonly concerning just the cell in question and the neighbouring cells, at every time step, i.e. 
the state of a cell at time (t), depends on the state of the cell and the states of its neighbours at time (t-1). All of the cells 
are updated synchronously and the state of the entire lattice advances in discrete time steps.  
 
In order to better illustrate the concept, it is useful to begin with a version of the best known example of cellular automaton 
– Game of Life, devised by the British mathematician John Conway in 1970. The world in Game of Life is a two 
dimensional grid of cells. Every cell has two possible states – alive (white) or death (black). The rules of interaction, 
concern only the cell in question and its eight neighbours, i.e. the cells horizontally, vertically or diagonally adjacent to it. 
The rules are: 
• If I am black (death) and have at least one neighbour that is white (alive), I become white (alive). 
• If I am white (alive) and have more than desired number (threshold variable that can be adjusted by the person who is 
running the model) of white (alive) neighbours, I turn black (death). 
All the cells follow these rules synchronously at each time step. At first, what could be expected by such an algorithm is a 
randomly distributed array of black and white cells. The truth is that the outcomes are rather symmetrical patterns 
recognizable from a synoptic viewpoint. The pattern depends on the initial conditions, threshold value, and on the number 
of time steps and is recognizable only by the human observer – the person running the model. The cells are not aware of 
it; all they ‘know’ is themselves and their immediate neighbours. The pattern is not in the algorithm. This is, probably, the 
most canonical example of emergence (Fig. 1). This example of Game of Life is a deterministic cellular automaton. This 
means that all the cells follow the rules without exception. If we allow some of the cells not to follow the rules, Game of 
Life becomes a stochastic automaton. The outcomes of such models are not symmetrical but rather noisy patterns (Fig 
2). Stochastic cellular automata are very relevant when the focus is on landscape and urban systems where the 
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processes do not unfold as expected. Stochastic simulations rely on random numbers and there are many approaches to 
introduce them in the generative algorithm. The format of this paper does not allow further elaborations on how random 
are the random numbers generated by a computer and how to use them. In this case stochasticity comes from combining 
logical and probabilistic rules. 
 
 
Source: (Author 2010) 
Figure 1: Game of Life Automaton. Threshold is set to 5. Initial Conditions (one alive cell in the middle), the 
system after 22, 103 and 200 iterations. 
 
Source: (Author 2010) 
Figure 2: The same automaton as in Figure 1. 90% of the cells follow the rules. 
 
 
3.2 X-Y Automaton 
 
To further explore Hillier’s idea about x-y syntax employing cellular automata, we need a three state automaton. The cells 
can represent either carrier, open or closed spaces. The concept that every open space should be connected to a closed 
space and every open space should be connected to at least one other open space can be expressed in a parallel 
manner, as suggested by Coates (2010:141), in the following pseudo code: 
• If I am a carrier space then 
• If I have at least one neighbour that is a closed space, then I take my chance (variable named chance-
closed that can be adjusted by the user and is expressed as percentage).  
• If lucky I become an open space, otherwise I become a closed space. 
The outputs of running the x-y automaton with low proportion of closed spaces are large amorphous spatial configurations 
(Fig. 3). When the proportion of closed spaces is increased the results are systems with many branches containing 
inaccessible islands of carrier space (Fig. 4). If the percentage of closed spaces is increased to 40 or more the results are 
small spatial configurations with few branches, entirely closed off by closed spaces (Fig. 5).  More detailed observations 
of the model reveals other emergent spatial phenomena: some of the islands of carrier space that have access to open 
space disappear, others become inaccessible; narrow passages of open space can lead to a bud of growth or cul-de-sac 
(Fig. 6). Second and third order emergent open spaces can also be observed. For example if an open space is 
completely surrounded by open spaces we can call it a second-order open space and if an open space is completely 
surrounded by second order open spaces we can call it a third order open space (Fig. 7). Various morphologies can be 
observed if not all of the patches are carrier space, i.e. there are limits of growth (Fig. 8).  
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Source: (Author 2010) 
Figures 3, 4 and 5: X-Y Automaton with 20%, 38 and 50% closed spaces. Carrier Space – black, Open Space – 
light grey, Closed Space – Dark Grey. 
 
Source: (Author 2010) 
Figure 6: X-Y Automaton: Emergent Phenomena. 1 and 2 - cul-de-sacs, 3 –inaccessible island of carrier space, 4 
– disappearing islands of carrier space. 
 
   
 
Source: (Author 2010) 
Figure 7: Perspective view of the model, 
second order open spaces marked as X, 
third order open spaces marked as black 
squares. 
Figure 8: Black islands 
represent limits of 
growth. 
Figure 9 
 
The outcomes of this model are rather symbolic and topological, even though some outcomes bear remote resemblance 
to real settlements (Fig. 9). The most obvious limitation is the gridded structure of the automaton. Despite the limitations 
the model convincingly illustrates the concept of emergence - the resulting morphologies are not in the algorithm, they 
emerge from local rules, each cell knows itself and its neighbours. The global form could also be interpreted as a result of 
multiple, amplifying feedback loops between open and closed spaces. The model also shows the non-linear relations 
between the inputs, i.e. initial conditions and the percentage of closed spaces and the resulting morphologies. These 
properties of the x-y automaton render it a valuable pedagogical tool to help students to understand concepts like 
complexity, emergence, feedback, global pattern from local actions, etc. when teaching ideas about system thinking in 
architecture, landscape architecture and urban design.  
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4. AGENT BASED MODELLING (ABM) 
 
4.1. Description 
 
This type of modelling expresses time and space using agents – autonomous little computers. Every agent has a 
strategy, usually defined in parametric space, and is aware of part of its surroundings. All of the agents try to implement 
their strategies synchronously and can alter their positions in metric space at discrete time steps. The actions of the 
agents are undertaken in Euclidian space and, therefore, distances, angles, and other metrics are significant. Agent 
Based Models are much more flexible, mobile and dynamic than the restricted topological tessellations of Cellular 
Automata. 
 
In order to illustrate the concept of ABM it is informative to look at a very simple, but potentially very useful, example - 
modelling hydrology (U. Wilensky, 2006) as an emergent phenomenon. The core idea is the obvious truth that water 
always flows downhill following the steepest possible path. The world of this model is again a 2D lattice of cells and every 
cell has a value called an elevation. There are agents positioned on each cell which represent volumes of water. When 
the model is running all the agents implement the following instructions simultaneously:  
• Get the lowest neighboring cell taking into account how much water is on each cell. 
• If the sum of elevation and water on the neighboring cell is lower than here move to that cell. 
Again, the agents know just themselves and their neighbours but the overall flow paths always emerge (Fig. 10). 
 
 
Source: (Author 2010) 
 
Figure 10: Emergent Hydrological Patterns 
 
4.2. X-Y Agent Based Model 
 
Using agents to represent open and closed spaces not only allows more flexible geometries but also a wider range of 
topologies to emerge. What a wider range of topologies means is that in this case every open space can branch off in 
many other ways not just at 45 and 90 degrees, as it was with the CA model. The autonomy of the agents also permits 
the spaces to be of varied sizes. The initial idea for this model was influenced  by Coates’ (2010:153) explanation of a 
similar algorithm: 
 
The first thing is to start with a seed cell, here drawn as a circle. This is the origin of the open space 
system. After that new Y spaces (circles) can be added as long as they can be associated with a new X 
space (square). The angle and the size of the spaces are dependant on the parameters of a particular run 
of the system. This goes on until the stipulated number of recursions have elapsed and/or no more spaces 
can be added. 
 
The author’s contribution was not merely translating these instructions to Netlogo language from English but also adding 
several additional parameters and coding two different types of the model’s dynamics. The additional parameters are 
‘number-of-branches’ and ‘number-of-attempts’. The number-of-branches parameter controls the topology of the network 
or the y-y relationship - how many other open spaces each open space can be connected to. The number-of-attempts 
parameter determines how many times every open space tries to branch of. The two types of dynamics – called ‘if-
version’ and while-version control the way the system grows. The if-version allows parallel intensification in the middle 
and the ends of the network and in the while-version each area achieves its maximum density and after that growth is 
permitted.  
 
Fig. 11 shows a variety of emergent settlement morphologies that are achieved by altering the parameters of the system. 
It should also be noted that each run of the model with the same parameters will generate different outputs. If the open 
and closed spaces are of the same size - street-like patterns are produced and the system becomes more spread out 
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with a variety of routes and circuits (Fig 12). Various space sizes lead to a highly permeable system with islands of 
buildings in the middle (Fig 13). Even though the outcomes of these models have a high degree of abstraction they do 
bear a resemblance to actual morphologies in unplanned settlements (Fig 14). An attempt to design morphologies like 
those in the figures as Coates (2010:155) stresses is “at best , to impose some quaint idea of the picturesque, or at worst 
the imposition of oversimplified regimented housing with little variety, designed by a person other than the inhabitants”. 
Once again the pattern is not in the algorithm, the overall morphology emerges out of local interactions. Each open space 
is only aware of its immediate surroundings.  
 
 
Source: (Author 2010) 
Fig11: Various Spatial Morphologies  
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Source: (Author 2010) 
 
Figure 12: Highly permeable street-like pattern with 
various routes and circuits 
Figure 13: Permeable system with islands of buildings 
in the middle. 
 
 
This model is also a valuable pedagogical tool. If additional parameters and rules are added, the model can be utilized in 
design practice. The simulation can be altered so that spaces can react to factors from the social or landscape realms, 
i.e. different rules for commercial and residential buildings, preferences for sun and views, etc. Most importantly, when 
complicating the rules, one should keep in mind that overly specified rules will lead to tautologous outcomes – the rules 
might contain the outcome instead of letting it emerge from repetition of more simple and general rules. The art of this 
type of modelling is parsimony. As the English cybernetician Gordon Pask (1962) stresses,  simulations should have 
epistemic autonomy in order to generate structural autonomy.  
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Sources: (Image: Google Earth 2010) 
(Model: Author 2010) 
Figure 14: Model’s output resembles real village 
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Source: (Author 2010) 
Figure 15: 3D view. 
 
5. CONCLUSION AND FUTURE RESEARCH  
 
The models discussed collectively prove the potential of algorithms as text to generate an infinite variety of well defined 
and syntactically correct urban morphologies. All the simulations rely on simple, local rules and the emergent 
morphologies are not in the rules. The x-y automaton has an easy to understand structure, but the outputs are very 
symbolic and abstract. These limitations are imposed by the gridded nature of Cellular Automata. The model, on the other 
hand, can be very useful for educational purposes, i.e. as a proof of concept. The agent based space syntax model 
generates outputs that map very well on existing unplanned settlements. The next step of the research will be an 
investigation into applications of the simulation as a design tool. The main challenge will be not to over specify the rules 
and the inputs of the model as described in chapter 4. 
 
In conclusion, it is important to note that both the concepts behind generative design and the focus on unplanned human 
settlements necessarily imply rethinking the role of the author. The designer becomes a system designer, who defines 
space, form and morphology as a complex system, based on feedback. This definition is cast into a computer as a set of 
instructions written in artificial language. 
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