Abstract. We show that J. Lott's equivariant higher analytic torsion only depends on the equivariant Euler characteristic. We give an explicit formula.
For n 2 N let F n : S 1 ! S 1 be the n-fold covering. The derivative F n of F n at 1 2 S 1 is multiplication by n. ByF n :Ĩ(S 1 ) !Ĩ(S 1 ) we denote the induced map. If H S 1 is different from S 1 , then it is a cyclic subgroup of finite order jHj. .
We now briefly describe the contents of the remainder of the paper. In Section 2 we discuss some consequences of Theorem 1.1. In Section 3 we prove our main analytic result, Theorem 3.2, essentially saying that T(M) is additive. In Section 4 we study the behavior of T(M) under coverings and with respect to cartesian products. In Section 5 we extend the analytic results to manifolds with corner singularities using certain formal considerations. In Section 6 we show that T(M) is determined by its restrictions to all subgroups H = S 1 . In Section 7 we first prove Theorem 1.1 for G = S 1 , and then we construct T G and finish the proof of Theorem 1.1 for general G.
Applications.

LEMMA 2.1. If M is a closed oriented odd-dimensional S 1 -manifold, then T(M) and (M) together determine S 1 (M).
Proof. The coefficient of S 1 (M) at [S 1 =S 1 ] is (M S 1 ). Note that (M S 1 ) = (M) = 0. Let fH 1 , : : : , H l g be the finite set of orbit types of M with H i 6 = S 1 . Since R ( j) 6 = 0 for all j 2 N, j 2, the torsion T(M) determines the numbers r j := P l i=1 jH i j j , j 2 2N. But the numbers r j themselves determine jH i j and therefore the subgroups H i , i = 1, : : : l.
LEMMA 2.2. Let T be a torus and H T be a closed proper subgroup. If dim (T=H) 2, then T(T=H) = 0, and if dim (T=H) = 1, then T(T=H) =P(T(S 1 )), whereP:Ĩ(S 1 ) !Ĩ(T) is induced by the projection P: T ! T=H
Proof. If dim (T=H) is even, then T(T=H) = 0. We now assume that dim (T=H) is odd. 
Let R 2 S(T). Then R ( res
T R (T=H) = (T=HR)T(R=R H).
If dim (T=H) = 1 and T=HR is a point, then we have by (4) res T
RP (T(S 1 )) =P jR (T(S 1 )) = T(R=R H) = (T=HR)T(R=R H),
whereP jR is induced by the restriction P jR : S 1 = R ! T=H = R=(R H) = S 1 . Let G=K be a compact odd-dimensional symmetric space associated to the Cartan involution of G. We fix a -stable maximal torus T G. Then T K =: S is a maximal torus of K. The rank of G=K is by definition rank (G=K) := dim (T), dim (S). Let W G (T) and W K (T) be the Weyl groups of (G, T) and (K, T). If rank (G=K) = 1, then for w 2 W G (T) we have a projection P w : T ! T=S w = S 1 , where S w = wSw ,1 . It induces a mapP w :
If dim (T=H) = 1 and (T=H)=R is not a point, then R acts trivially on T=H and thus res T RP (T(S 1 )) = 0 = (T=HR)T(R=R H).
If dim (T=H) 2, then by (5) res T R T(T=H) = (T=HR)T(R=R H
is injective, the following lemma gives an explicit computation of T(G=K).
Proof. Fix R 2 S(T).
If H T is a closed subgroup, then R ( res T R T=H) = 0 except if dim (T=H) = 1. In [4] we have shown that
Hence if rank (G=K) 2, then by Lemma 2.2 res G T T(G=K) = 0, and if rank (G=K) = 1, then
Applying Lemma 2.2 again we obtain the desired result.
Additivity of equivariant torsion.
We first recall the definition of higher equivariant torsion [6] , Definition 2. Let G be a compact connected Lie group with Lie algebra g. Let M be a closed oriented G-manifold. We write Ω(M) :=
For X 2 g let X 2 C 1 (M, TM) denote the corresponding fundamental vector field. We set
where X 2 g, X 2 g run over a base of g or dual base of g , respectively, and i Y denotes interior multiplication by the vector field Y. We choose a G-invariant Riemannian metric g M . It induces a scalar product on Ω(M), and we let e Y be the adjoint of i Y . We set E := P X e X . Following [6] , Definition 1, for t 0 we define
Then we put
Let S( g ) 1 := ff 2 S( g ) j f (0) = 0g, and letŜ( g ) be the S( g ) 1 -adic completion.
Since
To be precise we write D 2 t = ,t∆ + G. Let Ω 2 (M) be the Hilbert space closure of Ω(M). Then ∆ gives rise to an unbounded selfadjoint operator on Ω 2 (M).
Thus e ,t∆ 2 End (Ω(M)) is well defined by spectral theory, and the series (see [1] 
where N is the Z-grading operator on Ω(M), and Tr s is the Z 2 -graded trace on
In was shown in [6] , p. 443, that the function
is well defined and holomorphic for Re(u) 0, and it has a meromorphic continuation to all of C which is regular at u = 0.
If M is odd-dimensional, then by [6] , Corollary 1, T(M) is independent of the choice of the G-invariant Riemannian metric g M . If M is even-dimensional, the by [6] , Proposition 9, we have T(M) = 0.
Let M be a closed oriented G-manifold, and let N be a G-invariant oriented hypersurface such that M n N has two components, i.e., there are compact man- 
2Ĩ(G)
is independent of R. The proof of the theorem is obtained by studying the behavior of (t, R) as R tends to infinity. Note thatĨ(G) is a locally convex topological vector space. 
Proof. This estimate follows from a standard argument using the finite propagation speed method. The idea of using finite-propagation speed of wave kernels in order to estimate heat kernels was first exploited in [5] for the Laplace-Beltrami operator. In the present paper we apply this method to generalized Dirac operators in order to obtain off-diagonal estimates of heat kernels, and in order to estimate the difference of two heat kernels in regions where the corresponding generalized Dirac operators coincide locally. For details we refer to [3] , Section 3.4. Let ∆(R) and ∆(R) i denote the Laplace operators on forms on M andM i , respectively, and let W(t, x, y)(R) and W i (t, x, y)(R) denote their heat kernels. Then the finite propagation speed method gives the estimate
where C 1 and c 0 are independent of R, t, x, y, and we have identified the fibres of the form bundles in the natural way.
Using the Gaussian off-diagonal estimate of the heat kernels and the fact that G is local we obtain a similar estimate for the kernel of e D 2 t (R) (resp. e
t,i (R) ). Here D t (R) denotes the operator (6) associated to g M (R). We eventually conclude that 
Proof. This is a consequence of the more general estimate
which also holds for M replaced byM i . We can assume that j.j is the restriction tǒ I(G) of a seminorm ofŜ( g )=S 1 ( g ), where S 1 ( g ) denotes the subspace C g .
There is m
(to be precise we should write N(R), N 1 (R)) where
(the commutators are understood in the graded sense) belong to S(g ) 1
End (Ω(M)). We write
: : :
The trace (respectively operator) norm k.
There is a constant C 1 such that for all t 1 and R 1 we have ke ,t∆(R) k 1 CR.
Proof. The operator e ,t∆(R) is positive. Thus ke ,t∆(R) k 1 = Tr e ,t∆(R) . Let
W(t, x, y)(R) be the integral kernel of e ,t∆(R) . The family (M, g M (R)) of Rieman-
nian manifolds has uniformly bounded geometry as R varies in [1, 1), i.e., there are uniform curvature bounds, and the injectivity radius is uniformly bounded from below. Standard heat kernel estimates (see e.g. [3] , Section 3.4.) imply that there is a constant C 1
CR.
This finishes the proof of the lemma. 
We consider the first estimate. Note that dd (R) + d (R)d = ∆(R), and the ranges of dd (R) and d (R)d = are perpendicular. Thus
If A is of trace class and B is bounded, then we have jTr ABj kBkkAk 1 . Note that kN 1 k is uniformly bounded w.r.t. R. Applying this and Lemmas 3.6 and 3.5 to U k we obtain C, C 1 1 such that for all R 1, t 1 and in the interior of ∆ k we have
In order to obtain (9) from (10) and (11) it remains to discuss U 1 . Since N 2 S( g) 1 there exists C, C 1 1 such that for all
This finishes the proof of the proposition.
We now continue with the proof of the theorem. Let j.j any seminorm oň I(G) as in the proof of Proposition 3.4. By Propositions 3.3 and 3.4 we can write
and the integral converges at t = 0 and t = 1 uniformly in s 2 ( , 1=2, 1=2). We can perform the derivative and obtain
By Proposition 3.3 there are C 1 1, c 1 0 such that for all R 1 we have
Moreover by Proposition 3.4 there is a C 1 such that for all R 1
We now let R tend to infinity and take into account that (R) is independent of R in order to conclude that
We now consider the remaining component Let an (M, g M ): G ! C denote the equivariant analytic torsion defined in [7] an (M, g 
The first estimate is again a consequence of the finite propagation speed method. Similar estimates hold for the derivative of (t, g) w.r.t. g. We have
On the one hand in [4] we have shown that on the dense subset of G consisting of elements of finite order
is equal to a constant function (since G is connected). On the other hand 1 is differentiable. We conclude
This finishes the proof of the theorem.
Products and coverings.
Let G be a compact connected Lie group and Γ be a finite group. Let C(Γ) denote the algebra of C-valued functions on Γ. We need the generalization of higher equivariant analytic torsion T Γ (M) 2Ĩ(G) C(Γ) mentioned in [6] , Note 3. Let M be a closed oriented G Γ-manifold equipped
where H p ( ) is the induced action of
to be the element represented by the function
Let M be a closed oriented G Γ-manifold and N be a closed oriented Γ-manifold. Then we form the closed oriented G Γ-manifold M N, where Γ acts diagonally. We choose a G Γ-invariant Riemannian metric g M , a Γ-invariant Riemannian metric g N , and we let g MN be the product metric. 
With respect to this splitting we can write (N 1 + 1 N) Tr s e ,t∆(M)
It follows
This implies the assertion of the lemma.
Let N be a closed oriented G Γ-manifold such that Γ acts freely on N.
We equip N with a G Γ-invariant Riemannian metric g N and define g M such that the projection : N ! M becomes a local isometry.
Let
R Γ : C(Γ) ! C be the average over Γ:
We denote the induced mapĨ(G) C(Γ) !Ĩ(G) by the same symbol.
LEMMA 4.2.
Proof. Note that Π := This implies the assertion of the lemma.
Manifolds with corner singularities.
In this section we extend the definition of T(M), T Γ (M), and the results of Section 4 to manifolds with corner singularities.
A compact manifold with a corner singularitiy of codimension one is just a manifold with boundary. Corner singularities of codimension two arise if we admit that the boundaries themselves have boundaries. In general a corner singularity of codimension m of a n-dimensional manifold is modelled on (R + Thus T(M) is well defined. The doubling trick was introduced by [7] , Chapter IX. Instead of the formal definition above one could also employ absolute and relative boundary conditions in order to define higher equivariant analytic torsion T(M, abs), T(M, rel) for Gmanifolds with boundary. If the Riemannian metric is choosen to be product near the boundary, then T(M) = 1
The notion of corner singularities and the construction of the double extends to compact oriented G-manifolds in the obvious way. We define T(M) for compact oriented G-manifolds inductively with respect to the number l(M). If l(M) = 0, then T(M) is already defined. Assume now that T(M) is defined for all M with l(M) l. If M is now a compact oriented G-manifold with l(M) = l. Then we set
T(M)
:
(T(M, abs) + T(M, rel)).
Let M = M 1 N M 2 be a closed oriented G-manifold which is decomposed into two pieces M 1 , M 2 with boundary. The sum formula (Theorem 3.2) has the following nice reformulation:
T(M) = T(M 1 ) + T(M 2 ). (13)
This formula generalizes to manifolds with corner singularities. Then using the induction hypothesis
In case (b) there is a boundary piece @ 2 M 2 meeting @ 1 M 2 . Then M has a boundary piece
Again using the induction hypothesis we have
This proves the corollary.
Let Γ be an additional finite group. For a G Γ-manifold with corner singularities we require that the pieces @ i M be compact G Γ-manifolds with corner singularities as well.
A Riemannian metric on a manifold with corner singularities is called compatible if near a corner of codimension m it is of the form g R m + g, where g R m + is the flat euclidean metric and g is independent of the first m coordinates. Note that this form of the metric is invariant under the transition maps between charts. If M is a manifold with corner singularities and equipped with a compatible Riemannian metric, then the doublesM i acquire compatible Riemannian metrics in a natural way.
Let M be a compact oriented GΓ-manifold with corner singularities equipped with a compatible G Γ-invariant Riemannian metric. Then we define T Γ (M) for G Γ-manifolds with corner singularities using the same formal procedure as for trivial Γ. We can generalize Lemma 4.2 to this case. Let N be a compact oriented GΓ-manifold with corner singularities such that Γ acts freely and form M := ΓnN.
COROLLARY 5.2.
Proof. We argue by induction with respect to the number of boundary pieces. 
Let M be a closed oriented G Γ-manifold and N be a compact oriented Γ-manifold with corner singularities. Then we form the compact oriented G Γ-manifold M N with corner singularities, where Γ acts diagonally. We choose a G Γ-invariant Riemannian metric g M , a Γ-invariant compatible Riemannian metric g N , and we let g MN be the product metric which is again invariant and compatible.
We define the Γ-equivariant Euler characteristic Γ (N) 2 C(Γ) of a Γ-manifold N with corner singularities with l(N) 1 inductively with respect to the number of boundary pieces by
We leave it to the interested reader to express Γ (N) in terms of equivariant Euler characteristics of the components of the filtration of N. The main feature of this definition is that the equivariant Euler characteristic is additive under glueing along boundary pieces. We have the following generalization of Lemma 4.1.
Proof. We argue by induction over the number of boundary pieces l(N). If l(N) = 0, then this is just Lemma 4.1. Assume that the corollary holds true if
Then using the induction hypothesis and the additivity of Γ we obtain
Restriction to subgroups. Let G, H be connected compact Lie groups
with Lie algebras g, h. 
LEMMA 6.1. (1) If f : H ! G is a homomorphism, thenf T(M) = T( f M). In particular, if H G is closed, then res G H T(M) = T( res G H M). (2) If H G is closed, then for all g 2 G we have res G H T(M) =˜ g res G H g T(M)
for all g 2 G.
The association H 
given by restriction to the final object.
By S(G) we denote the full subcategory of Or(G) of those objects G=H with H = S 1 . We denote the space of sections ofĨ GjS(G) by V(G), i.e.,
There is a natural restriction map
Proof. Let T G be a maximal torus and denote by j its inclusion. There is
order to prove that R G is injective it is therefore sufficient to show that j and R T are injective.
Now j is injective since it coincides with res G T :Ĩ(G) !Ĩ(T) under the identification (14)
, and the latter map well known to be injective. Let t be the Lie algebra of T. The kernel of exp: t ! T defines a Z structure on t. The set of subspaces h t corresponding to objects T=H 2 S(T) is just the set of rational points of the projective space P(t C). Injectivity of R T follows easily from the fact that the set of rational points of P(t C) is Zariski dense. Proof. We argue by induction on the dimension n of M. For n = 0 the assertion is obvious. Now assume that the assertion holds for all dimensions less than n.
COROLLARY 6.3. T(M) is uniquely determined by the values of T( res
We choose a nonnegative Morse function f on M such that @M = ff = 0g, and such that each critical value has precisely one preimage. Let 
Proof. A compact S 1 -manifold has a finite number of orbit types H 1 , : : : , H l .
We employ induction by the number of orbit types q(M). We first assume that q(M) = 1. If
If 
This proves assertion (1) 
SinceNM H and M H are S 1 -homotopy equivalent, we have
Thus we obtain by Corollary 5.1 We have
Since T S 1 S 1 (@NM H ) = 0, combining (16) and (17) we obtain the desired formula T(M) = T S 1 S 1 (M) for M odd-dimensional. This finishes the proof of (2).
We now construct T G . The collection T H , H 2 S(G) forms a natural transformation from the functor H 7 ! U(H) to H 7 !Ĩ(H). Thus we obtain a homomor- 
Thus T(M) = T G G (M).
It is easy to check that relation (2) holds true.
Remark. Theorem 1.1 is false in general for even-dimensional manifolds. Consider e.g. the S 1 -manifold S 2 , where S 2 is the unit-sphere in R 3 , and S 1 acts by rotations around the z-axis. Then 
