Abstract-The majority of homing guided missiles, uses gimbaled seekers. The equations describing seeker gimbal system are highly nonlinear. Accurate nonlinear control of the motion of the gimbaled seeker through the attached DC motors is required. In this paper, an online technique for finite-horizon nonlinear tracking problems using Finite-Horizon State Dependent Riccati Equation (SDRE) is presented. The idea of the proposed technique is the change of variables that converts the nonlinear differential Riccati equation to a linear Lyapunov differential equation. The proposed technique is effective for a wide range of operating points. Simulation results for a realistic gimbaled system are given to illustrate the effectiveness of the proposed technique.
I. INTRODUCTION
Strategic military dependence on missile technology has been growing rapidly since its first use at the beginning of the twentieth century. The critical requirement regarding missile usage is to lead the missile robustly and accurately from its launch point to its designated end point or target. The missile target could be a certain point in its required orbit in space, or a moving hostile object either flying or rolling on terrain. To achieve this requirement, three operations have to be completed and they are described in literature as the Guidance, Navigation and Control (GNC) process. The GNC process is illustrated in Fig.1 and is simply described by dividing it into two main loops [1] . The guidance loop has the ability to detect the current target parameters through the guidance sensors and to calculate the error between the desired and actual trajectory. This error is delivered to the guidance computer to generate the guidance commands according to the guidance method used [2] . The guidance command is delivered to the autopilot, which calculates the proper inputs to the actuators to move the missile fins and wings. Missile motion is described as a set of angular rotations and accelerations that are sensed by inertial sensors as a feedback in the autopilot loop to verify the desired maneuver of the missile [3] .
Radio Frequency (RF), Infra Red (IR) and optical sensors are examples of different types of guidance sensors that can be used to detect target parameters. Guidance systems can be categorized into four main categories as shown in Fig.2 . These categories are command, beam rider, autonomous, and homing guidance [4] . A fifth possible category is a combination between two or more of the previous guidance methods such as some types of cruise missiles that switch from autonomous guidance to homing guidance in the terminal phase for more accurate hits. The difference between command guidance and homing guidance is the location of the guidance computer, which can be on the launching station or on missile board, respectively. Beam rider guidance can be classified under the command guidance category, but it requires a direct Line of Site (LOS) between the beam generator source and the target.
Both command and homing guidance methods can use RF, In order to orient the missile toward intended target points, it is vital to acquire the correct information about the states of the targets during the flight of the vehicles. One of the most widely-used ways to achieve this task is the utilization of seekers which act as the guidance sensors mentioned earlier [5] . Physically, the measurement capability of seekers is restricted due to some physical, optical, and electronic limitations such as limited field-of-view (FOV), atmospheric transmittance, and noise effects. Regarding these characteristics, basically two types of seekers are employed in the relevant applications: strap-down or body-fixed seekers and gimbaled seekers. The strap-down seekers are directly mounted on the considered vehicle body. Therefore, their measurements become relative to the body fixed reference frame of the missile. For relieving the FOV limitations of the strap-down seekers, the gimbaled seekers are preferred in some of the implementations. In this scheme, the seeker is mounted on a platform supported by two orthogonal gimbals usually powered by DC motors, and stabilized by means of rate gyro feedbacks. This way, the FOV range of the seeker is increased considerably. Also, the line of sight (LOS) angle and the LOS angular rate can be measured directly independently of the missile motion. A comparison of gimbaled and strap-down seeker models according to some significant criteria is given in Table I [6] .
The majority of homing guided missiles, uses gimbaled seekers (an example of gimbaled seekers is shown in Fig.3  [1] ). This allows the sensor to be pointed at the target when the missile is not. This is important for two main reasons. One is that before and during launch, the missile cannot always be pointed at the target. Rather, the missile points its seeker at the target using information from its launching station. After this, the seeker remains locked on the target, even if the launching platform moves. When the missile is launched, it may not be able to control the direction it points until until the rocket motor drives the missile to high enough speed for fins to control its direction of travel. Until then, the gimbaled seeker needs to be able to track the target independently.
Even while it is under positive control and on its way to intercept the target, it probably will not be pointing directly at it; unless the target is moving directly toward or away from the launching platform, the shortest path to intercept the target will not be the path taken while pointing straight at it, since it is moving laterally with respect to the missile's view. Old missiles would simply point towards the target and chase it; this was inefficient. Modern missiles are smarter and use the gimbaled seeker head combined with what is known as proportional guidance in order to avoid oscillation and to fly an efficient intercept path. The control technique used for the gimbal system on a tactical missile must provide fast and precise tracking of relative error signals created by the missile's signal processing unit. Poor performance during engagement will result in large miss distances which may lead to low probability of mission success. The equations describing the gimbal system under consideration are highly nonlinear. In order to accurately calculate the missile-target LOS angle and its rate, accurate nonlinear control of the motion of the gimbaled seeker through the attached DC motors is required. The linear control techniques become inadequate and it becomes necessary to use some other nonlinear control techniques. The competitive era of rapid technological change has motivated the rapid development of nonlinear control theory for application to challenging, complex dynamical real-world problems [7] . There exist many nonlinear control design techniques, each has benefits and weaknesses. Most of them are limited in their range of applicability, and use of certain nonlinear control technique for a specific system usually demands choosing between different factors, e.g. performance, robustness, optimality, and cost. Some of the well-known nonlinear control techniques are feedback linearization, adaptive control, nonlinear predictive control, sliding mode control, and approximating sequence of Riccati Equations. One of the highly promising and rapidly emerging techniques for nonlinear optimal controllers designing is the SDRE technique.
Motivated by the great potential of the SDRE for infinite horizon optimal control of nonlinear systems [8] , [9] , and the development of finite-horizon SDRE for finite horizon regulation of nonlinear systems [10] , this paper offers a new technique for tracking of finite-horizon nonlinear systems. This is accomplished by using the change of variable [11] to convert the nonlinear differential Riccati equation (DRE) to a linear differential Lyapunov equation [12] , which can be solved in real time at each time step [13] .
The remainder of this paper is organized as follows: An overview of infinite-horizon SDRE technique is presented in Section II. Section III discusses Finite-Horizon tracking technique via SDRE. Simulation results are given in Section IV. Finally, the conclusions of this paper are given in Section V.
II. OVERVIEW OF INFINITE-HORIZON SDRE TECHNIQUE
SDRE, which is also referred to as the Frozen Riccati Equation (FRE) [14] , first proposed by Pearson (1962) [15] . SDRE has become as a very attractive tool for the systematic design of nonlinear controllers, very common within the control community over the last decade, providing an extremely effective algorithm for nonlinear feedback control design by allowing nonlinearities in the system states while additionally offering great design flexibility through design matrices [7] . The method involves factorization of the nonlinear dynamics into product of a matrix-valued function. Thus, the SDRE algorithm captures the nonlinearities of the system, transforming the original nonlinear system to a linear-like structure with state dependent coefficient (SDC) matrices, and minimizing a nonquadratic performance index with a quadratic-like structure [16] . The Riccati equation using the SDC matrices is then solved online to give the sub optimum control law. Moreover, with enough sample points, the suboptimal solution can be made to be very close to optimal solution. The coefficients of this Riccati equation vary with the each point in state space. The algorithm thus involves solving, at a given point in state space, a SDRE whose point wise stabilizing solution during state evolution yields the SDRE nonlinear feedback control law. As the SDRE depends only on the current state, the computation can be carried out online, in which case the SDRE is defined along the state trajectory. In addition, a primary advantage offered by SDRE to the control designer is the opportunity to make tradeoffs between control effort and state errors by tuning the SDC. Fig.4 shows a process of the infinite-horizon SDRE technique. At each sample time, the following procedure is accomplished. First, the current state vector x is used to calculate numerical values for A(x) and B(x). Then, using the LQR equations, P and K are calculated. Control input u is then calculated and applied to the system. This procedure is then repeated at the next sample time. For the SDRE technique, the algebraic Riccati equation (ARE) is solved at every sample time for each new value of A(x) and B(x). This causes the nonlinear system to be approximated as a series of linear systems. Therefore, shorter time increments increase the accuracy of the control law, because this decreases the amount of time that each approximation is applied. Because of its approximating nature, the SDRE technique is considered a suboptimal solution. However, with the proper choices for the A(x) and B(x) matrices, and with the proper amount of 
III. NONLINEAR FINITE-HORIZON TRACKING USING SDRE
Finite-horizon optimal control of nonlinear systems is a challenging problem in the control field due to the complexity of time-dependency of the Hamilton-Jacobi-Bellman (HJB) differential equation. In finite-horizon optimal nonlinear control problem, the DRE can not be solved in real time by backward integration from t f to t 0 because we do not know the value of the states ahead of present time step. To overcome the problem, an approximate analytical approach is used [10] , [11] , [12] to convert the original nonlinear Ricatti equation to a linear differential Lyapunov equation that can be solved in closed format each time step.
A. Problem Formulation
The nonlinear system considered in this paper is assumed to be in the form:ẋ
That nonlinear system can be expressed in a state-dependent like linear form, as:
where
Let z(t) be the desired output. The goal is to find a state feedback control law that minimizes a cost function given by [17] :
where e(t) = z(t) − y(t), Q(x) and F are symmetric positive semi-definite matrices, and R(x) is a symmetric positive definite matrix. Moreover, x (t)Q(x)x(t) is a measure of control accuracy and u (x)R(x)u(x) is a measure of control effort [9] .
B. Solution for Finite-Horizon SDRE Tracking
To minimize the above cost function (5), a feedback control law can be given as
where P(x) is a symmetric, positive-definite solution of the state-dependent Differential Riccati Equation (SDDRE) of the form
with the final condition
The resulting SDRE-controlled trajectory becomes the solution of the state-dependent closed-loop dynamicṡ
where g(x) is a solution of the state-dependent nonhomogeneous vector differential equatioṅ
As the SDRE function of (x, t), we do not know the value of the states ahead of present time step. Consequently, the state dependent coefficients cannot be calculated to solve (7) with the final condition (8) by backward integration from t f to t 0 . To overcome this problem, an approximate analytical approach is used [11] , [12] , [13] , which converts the original nonlinear Ricatti equation to a linear differential Lyapunov equation. At each time step, the Lyapunov equation can be solved in closed form. In order to solve the DRE (7), one can follow the following steps:
• Solve Algebraic Riccati Equation (ARE) to calculate the steady state value P ss (x)
• Use change of variables technique and assume that K(x, t) = [P(x, t) − P ss (x)] −1 .
• Calculate the value of
• Calculate the value of D by solving the algebraic Lyapunov equation [18] 
• Solve the differential Lyapunov equatioṅ
The solution of (14) is given by [19] 
• Calculate the value of P(x, t) from the equation
• Calculate the steady state value g ss (x) from the equation
C (x)Q(x)z(x).
• Use change of variables technique and assume that
• Calculate the value of g(x, t) from the equation
• Calculate the value of the optimal control u(x, t) as The missile examined in this paper is a semi active homing guided missile [20] . The semi-active homing guidance system is based on the principle of utilizing the electromagnetic wave reflection. A ground radar illuminates the target, the missile seeker is designed to home on the reflected energy from the target during its flight. Using this reflected system energy from the target the missile formulates its own correction signals. The missile is steered in space following the proportional navigation guidance method. An on-board guidance kit is utilized to generate the guidance commands. The missile is aerodynamically controlled with an acceleration control autopilot to steer the missile while skid-to-turn (STT) control policy is utilized. The STT steering policy requires two identical lateral (pitch and yaw) autopilots to control the missile attitude while a roll autopilot performs attitude stabilization in the maneuver plane. A roll position controller is utilized to keep an adequate roll damping [21] . For numerical simulation and analysis, the developed optimal tracking technique in this paper is implemented for a DC motor attached to a realistic gimbaled seeker system. A computer code written under MATLAB environment is employed to solve a missile simulation model [21] . The code is devoted to evaluate the structure of the 6-Degree of Freedom (6 DOF) model in conjunction with the calculation of the desired seeker angles via numerical implementation [22] . Proportional Navigation is the guidance method used in these simulations.
High maneuvering target engagement scenario, in pitch plane only for better illustrations, is considered in the form of case study.
The dynamic equation for the gimbaled seeker DC motor are:
where, V = the control voltage, L = motor armature inductance, i = motor armature current, R = motor armature resistance, k b = motor voltage constant,θ = Actual seeker angle, l = length of rod, m = mass, g = gravitational constant, k m = friction constant.
The system nonlinear state equations can be written in the 
where:
Or alternatively in state dependent form:
The weight matrices are chosen to be Q = diag(3000, 0, 0), R = 30, F = diag(1, 1, 1).
Consider a highly maneuvering target. The simulations were performed for final time of 10 seconds, and the engagement scenario is shown in Fig. 6 . The resulting trajectories for the demanded and achieved seeker angles are illustrated in Fig. 7 , the optimal control is shown in Fig. 8 , and the optimal error is shown in Fig. 9 .
In Fig. 7 , the solid line denotes the actual (achieved) angle trajectory of the finite-horizon tracking controller, the dashed line denotes the desired seeker angle. Fig. 6 show that a successful hit is observed with acceptable miss-distance. Comparing these trajectories in Fig. 7 , it's clear that the gimbaled seeker performing a very good tracking for the target even when the target tried to make high maneuver. The gimbaled seeker controlled by the developed algorithm is able to track maneuvering target with standard deviation error of 0.026 o , which is accepted in this high maneuver scenario.
V. CONCLUSIONS
The paper offered a new finite-horizon tracking technique for nonlinear systems. This technique based on change of variables that converts the differential Riccati equation to a linear Lyapunov equation.The Lyapunov equation is solved in a closed form at the given time step. Simulation results for gimbaled system in missile seeker are included to demonstrate the effectiveness of the developed technique.
