We give improved bounds for the connective constant of the hexagonal lattice. The lower bound is found by using Kesten's method of irreducible bridges, and by determining generating functions for bridges on one-dimensional lattices. The upper bound is obtained as the largest eigenvalue of a certain transfer matrix.
Introduction
In this work we give improved bounds for the connective constant of the hexagonal lattice. However, the methods used are valid for a larger class of lattices.
The main motivation is to improve the partial order induced by strict bounds for connective constants for different lattices, studied in [3] . In order to separate the hexagonal lattice from the (4.8
2 ) lattice, we needed to apply a non standard application of Kesten's method, which motivated a separate paper on the hexagonal lattice. A related partial order defined by percolation thresholds is studied in [10, 12] .
Self-avoiding walks
A walk of length n on a lattice is an alternating sequence of vertices and edges {v 0 , e 1 , v 1 , e 2 , . . . , e n , v n } such that the edge e i connects the vertices v i−1 and v i . The walk is self-avoiding if all vertices v 0 , v 1 , . . . , v n are distinct.
For a regular graph, let f n denote the number of self-avoiding walks, starting at a fixed vertex. Hammersley, [6] , proved that there exists a constant µ, called the connective constant of the lattice, such that lim n→∞ f 1/n n = µ.
Define the generating function for self-avoiding walks, sometimes called the susceptibility, by (f 0 = 1 by convention)
The generating function has radius of convergence x c = µ −1 . The connective constant is unknown for all (truly) two-dimensional lattices, although Nienhuis, [9] , has presented strong evidence through non-rigorous computations that the connective constant for the hexagonal lattice equals 2 + √ 2 ≈ 1.847759.
Bounds for the connective constant
Since the connective constants are unknown for most lattices, many papers concern bounds for the constants. The first bounds for the connective constant, µ = µ HEX , of the hexagonal lattice were given by Fisher and Sykes, [5] , in 1959. They obtained the bounds 1.7872 < µ < 1.9276, and also enumerated f n , for n ≤ 20. Sykes, Guttmann, Watts and Roberts, [11] , extended the enumeration to n ≤ 34 in 1972.
In his pioneering paper, [6] , Hammersley showed that
which, using f 34 gives µ < f 1/34 34 < 1.9232, although Sykes et al did not give this bound in their paper. Ahlberg and Janson, [1] , used the above enumeration, and the fact that for the hexagonal lattice
to show that µ < (f 34 /f 2 ) 1/32 < 1.895.
In 1993, Alm, [2] , showed that
where λ 1 denotes the largest eigenvalue of the matrix G(m, n) = (g ij ) Km×Km , where the element g ij is the number of n-stepped self-avoiding walks that start with γ i and end with a translation of γ j , and γ 1 , . . . , γ Km are the different mstepped self-avoiding walks (after taking symmetry considerations into account). Using (2) with n = 34, m = 12, gave K 12 = 736, and the bound µ < 1.87603, which is the currently best available upper bound for µ.
To summarize, we know that 1.7872 < µ < 1.87603, which should be compared with the supposedly correct value given by Nienhuis, [9] ,
The bounds differ by −0.061 (−3.3%) and +0.028 (+1.5%) from this value, so that there is more room for improvement of the lower bound.
Upper bounds
Improved upper bounds are obtained by the method of Alm, [2] . The improvement of computers in the last ten years makes it possible to handle much larger matrices as well as much longer self-avoiding walks.
Using (2) with n = 45, m = 17, we get K 17 = 17700, and the bound µ < 1.868832.
This reduces the difference between the upper bound and µ (N ) = 2 + √ 2 to +0.021 (+1.1%).
The computation took 944 CPU hours on a 1 GHz PC. From the matrix G(m, n), we can also compute f n , thereby extending the enumeration of f n to n ≤ 45. This was further extended to n ≤ 48 by direct computations; f 48 requiring 928 CPU hours.
The values of f n , n ≤ 48 are given in Table 1 together with upper bounds for µ for m = 17 and 34 ≤ n ≤ 45. For comparison, we also include the bounds (1) for m = 2, i.e.μ 2 = (f n /f 2 ) 1/(n−2) , which are the best bounds that can be obtained directly from the enumeration.
Lower bounds

The method of Kesten
In [8] , Kesten presents a method for finding lower bounds for the connective constant, based on so called irreducible bridges.
Given a fixed embedding of the lattice in the plane, let the coordinates for a vertex v be denoted by (v(x), v(y)). A bridge of length n is a self-avoiding walk such that
Denote the number of bridges of length n by b n , and the generating function for bridges by (b 0 = 1)
An irreducible bridge is a bridge that cannot be decomposed into two bridges. Denote the number of irreducible bridges of length n by a n , and the generating function for irreducible bridges by (a 0 = 0)
Kesten proved that the connective constants for bridges and irreducible bridges are the same as for self-avoiding walks,
Further, A(x) and B(x) are related by
. Table 1 : Number of self-avoiding walks, f n , and upper bounds,μ m , for m = 2 and m = 17.
Since A(x) and B(x) have the same radius of convergence, the solution of A(x) = 1 is µ −1 . Lower bounds for µ follow from the observation that, if 0 ≤ã n ≤ a n , n = 2, 3, . . . , ∞, then the reciprocal x 
is a lower bound for the connective constant µ.
Note that irreducible bridges must end at a top vertex of a hexagon, and that an irreducible bridge of height N ≥ 2 must use at least 3 vertical edges of each height except the first, and have length at least 6N − 2. For height 1 there are 2 irreducible bridges of each even length n ≥ 2 (an irreducible bridge on the hexagonal lattice must have length at least 2).
Also, as every bridge either is an irreducible bridge, or can be decomposed into one irreducible bridge and one bridge, the following relation holds
The generating function A N (x) can thus be obtained from A k (x), k = 1, . . . , N − 1 and B k (x), k = 1, . . . , N , by
In the next section we will see that, using methods from Alm and Janson, [4] , it is theoretically possible to calculate B N (x), and thus A N (x), in finite time for any fixed height N .
One-dimensional self-avoiding walks and bridges
In [4] , Alm and Janson study self-avoiding walks on one-dimensional lattices. For our purpose, it is sufficient to define a one-dimensional lattices as a horizontal strip of finite height of a two-dimensional lattice.
They show how to exactly compute the generating function for self-avoiding walks. The generating function is in principle obtained as one element in the inverse of a large matrix.
Only minor straightforward modifications are necessary to get the same result for the generating function for bridges.
To state the result precisely, we first need several definitions. Assume that the one-dimensional lattice is embedded in the plane in such a way that it consists of an alternating sequence of isomorphic hinges and isomorphic sections.
A hinge consists of vertices, all with the same x-coordinate, and all edges between these vertices. A section consists of all edges between two adjacent hinges. For the hexagonal lattice, we use embeddings of the type showed in Figure 2 , in which the hinges consist of the vertices and the vertical edges. The sections consist of the dotted edges. Note that in the graph in Figure 2 , selfavoiding walks that start at one of the bottom vertices, and ends at one of the top vertices, will be bridges of height 3, according to the usual embedding of the hexagonal lattice. Consider a bridge on the lattice. The appearance of the bridge in a given section is called a configuration. The appearance of the bridge in a given hinge is called a shape. The shape of a particular hinge is not necessarily determined by the adjacent configurations, but a shape completely determines the configurations on both sides.
Let Σ be the set of all possible configurations, extended with two empty configurations, φ L and φ R . Any finite walk must by convention start with the configuration φ L , and end with the configuration φ R . Any finite bridge must start at the lowest level, and end at the highest level.
There is a one-to-one correspondence between bridges and correctly connected alternating sequences {φ L = c 0 , s 1 , c 1 , . . . , s m , c m = φ R } of configurations and shapes, correctly connected meaning that for every shape s i , c i−1 and c i are the configurations determined by s i .
The generating function B N (x) for bridges of some fixed height N is obtained from the following two square matrices, both indexed by Σ.
Remark 1. A more straightforward way to get lower bounds from one-dimensional lattices would be to directly compute the connective constants for selfavoiding walks. However, this gives worse bounds than the method based on bridges, for one-dimensional lattices of the same heights.
Examples
We now illustrate Theorem 1 with two examples, by calculating the generating function for irreducible bridges of heights 1 and 2. For height 1, there are 4 possible configurations, Σ = {φ L , , , φ R }, with lengths 0, 1, 1, 0. The generating matrix G 1 is given by
The generating function is given by
For height 2, there are 8 configurations,
The matrices H 2 and V 2 are given by 
The generating function is
A 2 (x) = B 2 (x) − A 1 (x)B 1 (x) = V 2 (I − G 2 ) −1 1,7 − A 1 (x) 2 = 2x 10 (x 4 + 4x 2 + 4) (1 − x 2 ) 2 (1 + x 2 )(1 − x 2 − x 4 − x 8 ) = 8x 10 + 24x 12 + 58x 14 + · · · .
Summary
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Results
Height
The number of irreducible bridges for heights up to 7, and lengths up to 84 are given in Table 2 .
To improve the lower bound, we have also computed the number of irreducible bridges of heights 8,9 and 10, for lengths up to 58. 
The best lower bound found in this work is 1.833009764. The difference between this bound and µ (N ) = 2 + √ 2 is −0.015 (−0.8%), slightly smaller than the difference for the upper bound.
Remark 2. The computations for n = 58 were distributed over a large number of computers. The total computation time was 22400 CPU hours (1.6 GHz).
The generating functions
Below, we give the generating function for heights up to 4. D N and N N denotes the denominator and numerator of A N . 
Algorithmic issues
We have calculated the generating matrix for bridges of heights up to 7. The computations were done by a computer program written i C++. The program iterates through all possible pairs of configurations, finds all possible shapes that connects the two configurations, and generates the matrix in Maple format. The program is quite time consuming, the case of height 7 required a total computation time of several weeks of CPU time on a standard desktop computer. However, the matrix was divided into submatrices, which were generated on separate computers.
The matrices and generating functions were treated in Maple. For heights up to 4 Maple was able to handle the symbolic inversions. For heights 5,6 and 7 we calculated a truncation of the infinite series representation, by the following iterative method.
Let J φR be the column vector with a one in position φ R , and zeros elsewhere, and let G φR be column φ R in G. Let F (1) = G φR + J φR , and iteratively, for k ≥ 2,
For heights 5, 6 , and 7, we performed 130, 100, and 42 iteration steps. For height 7, we are currently unable to do further iterations, due to local computer limitations.
It is easy to check that n iteration steps give the correct number of bridges, and thus also irreducible bridges, for lengths up to 2n. The lower bound is further improved by including all positive higher order terms. 4 Bounds for the (3.12
2 ) lattice
Jensen and Guttmann, [7] show, by studying the generating functions for selfavoiding polygons, that the connective constant of the (3.12 2 ) lattice, see Figure  3 , is related to the connective constant of the hexagonal lattice through . Using the relation (4) and the bounds for µ HEX from the previous sections, we get corresponding bounds for µ (3.12 2 ) : 1.705263 < µ (3.12 2 ) < 1.719254.
Here, the bounds differ from the presumably correct value µ (N ) (3.12 2 ) by −0.0058 (−0.34%) and +0.0082 (+0.48%) respectively.
Remark 3. The upper bound for µ (3.12 2 ) obtained above is much better than the corresponding upper bound obtained by direct computations on the (3.12
2 ) lattice. Using (2) with n = 48 and m = 18 (K 18 = 23976) gave, after 620 CPU hours, the upper bound µ (3.12 2 ) < 1.72922, overestimating µ (N ) (3.12 2 ) by 0.018 (1.1%).
Remark 4. Jensen and Guttmann, [7] , show that the generating function for self-avoiding polygons on the (3.12 2 ) lattice can be obtained from the corresponding generating function for the hexagonal lattice through the transformation x → x 2 + x 3 (apart from an initial term x 3 /3 corresponding to the triangles of (3.12
2 )). This suffices to show the relation (4), as self-avoiding polygons have the same connective constant as self-avoiding walks.
However, Jensen and Guttmann also claim a similar relation between the generating functions for self-avoiding walks on these lattices, but their relation is incorrect, and it is doubtful whether such a relation exists.
