This in virtue of the notion of likelihood ratio and the tool of moment generating function, the limit properties of the sequences of random discrete random variables are studied, and a class of strong deviation theorems which represented by inequalities between random variables and their expectation are obtained. As a result, we obtain some strong deviation theorems for Poisson distribution and binomial distribution.
Introduction
The analytic technique was proposed by Liu [1] to study the strong deviation theorems represented by inequalities, many comprehensive works may be found in Liu [2] and references therein. In references, Liu [3] discussed the strong deviation theorems for discrete random variables by using the generating function method. Liu [4] obtained some strong limit theorems for a multivariate function sequence of discrete random variables by using the concept of the conditional moment generating function and the concept of measure differentiation on a net. Yang and Yang [5] established a strong limit theorem of the Dubins-Freedman type for arbitrary stochastic sequences. Li, Chen and Zhang [6] and Li, Chen and Feng [7] studied the strong limit theorems of arbitrary dependent continuous random variables by using the analytic technique and the Laplace transform approach, and further extended the strong deviation theorems to the differential entropy for arbitrary dependent continuous information sources in more general settings. Yang [8] further studied the limit properties for Markov chains indexed by a homogeneous tree through the analytic technique.
The purpose of this paper is to establish a kind of strong limit theorems represented by inequalities with random bounds, and to extend the analytic technique proposed by Liu [9] . In the proof, the approach of applying the tool the notions of likelihood ratio and of moment generating function to the study of strong limit theorem of the sequences of random discrete variables is proposed. As a result, we obtain some strong deviation theorems for Poisson distribution and binomial distribution.
be a probability space, and let
be a sequence of random variables taking values in
In order to indicate the deviation between   1 n X n   and a sequence of independent random variables with the joint distribution
we first introduce the following definition.
be a sequence of random variables with the joint distribution (1), and
The random variable 
Although   r  is not a proper metric between probability measures, we nevertheless think of it as a measure of "dissimilarity" between their joint distribution
and it will be shown in (21) 
, let moment generating function and expectation as follows:
and EX
In this paper, we assume that there exists , such that
Main Results

Theorem 1. Let n be a sequence of random variables taking values in S,
be given as above, and
where
and then
Proof. For arbitrary
By (14), it is easy to see that is an n multivariate distribution function, let 
This implies that
By (4), (15) and (18), we obtain
that is 
By (11), (21) and (24), we have 
Since , (9) holds by (28). By Jensen Inequality, we
