This is a rst step toward the goal of nding a way to calculate a smallest norm de-regularizing perturbation of a given square matrix pencil. Minimal de-regularizing perturbations have geometric characterizations that include a variable projection linear least squares problem and a minimax characterization reminiscent of the Courant-Fischer theorem. The characterizations lead to new, computationally attractive upper and lower bounds. We give a brief survey and illustrate strengths and weaknesses of several upper and lower bounds some of which are well-known and some of which are new. The ultimate goal remains elusive.
Introduction
A square pencil A ? E, A; E 2 R n n (or C n n ) is regular if det(A ? E) 6 0. This paper investigates the norm-wise distance from a square, generically regular pencil to the nearest non-regular pencil. (Although pencils which are not regular are often described as \singular pencils," we use the term \non-regular pencil" to avoid confusion with the many other meanings of the word \singular.") We measure the distance to the nearest non-regular pencil by (A; E) = min fk A; E]k j (A + A) ? (E + E) is non-regularg ; which takes perturbations to both A and E into account. Unless noted, we use the Frobenius norm kMk = kMk F = p trace(M H M).
Regularity is a nonsingularity condition often required in applications involving pencils. To give one example, in the linear, time-invariant control system E _ x = Ax + Bu 
Canonical and Condensed Forms for Matrix Pencils
The Kronecker Canonical Form 21, Chapter XII], 32], 43] displays regularity (or the lack of it). However, the Kronecker Canonical Form uses equivalence transformations which, in general, do not preserve distances. Thus, it obscures the distance to the nearest non-regular pencil. It su ces to consider the generalized Schur form 23, 39] which lends itself well to nite precision computation 12, 13, 15, 16] .
Theorem 1 For each pair A; E 2 C n n , there exist unitary matrices Q; Z 2 C n n such that Q(A ? E)Z = R ? S
is an upper triangular pencil. If A and E are real, then there exist real orthogonal matrices Q and Z such that (2) is a quasi-triangular pencil, i.e., R ? S is a real pencil, where R = R ij ] is a block-upper triangular matrix with 1-by-1 and 2-by-2 diagonal blocks and S = S ij ] is upper triangular partitioned analogous to R. The 2-by-2 blocks correspond to pairs of complex conjugate eigenvalues of the regular part of A ? E.
Proof. See 36] .
Corollary 2 1. Let A ? E have generalized Schur form (2) , with R = r ij ] and S = s ij ] upper triangular. The pencil A ? E is regular if and only if for each i = 1; 2; 3; : : : ; n either r ii 6 = 0 or s ii 6 = 0 (or both). 2. In the real case the pencil A ? E is regular if and only if the 1-by-1 diagonal blocks satisfy either R ii 6 = 0 or S ii 6 = 0 (or both). 3. In particular, a necessary (but not su cient) condition for (A + A) ?
(E + E) to be non-regular is that neither (A + A) nor (E + E) is invertible.
Special Cases and Examples
In this section we discuss a couple of special cases for which it is relatively simple to evaluate (A; E) and some examples that illustrate strengths and weaknesses of the upper and lower bounds developed in subsequent sections.
Special Cases
The rst special case covers the trivial pencils A? E in which A and E are scalar multiples of one another. Suppose A = M and E = M for some n-by-n matrix M and scalars and . If M is the smallest norm perturbation such that M + M is not invertible, then the smallest de-regularizing perturbation of the pencil A? E is M ? M and (A; E) = ( M; M) = p 2 + 2 k Mk. It is well known that if M 2 R m n (or C m n ), then the smallest singular value of M, min (M), is the magnitude of the smallest norm perturbation M such that M + M is not of full rank 23, page 73]. Hence, (A; E) = ( M; M) = p 2 + 2 min (M).
The second special case is a corollary of Theorem 1 that covers 1-by-1 and 2-by-2 pencils.
Corollary 3 If A; E 2 R n n (or C n n ) and n 2, then (A; E) = min min A E ; min A E :
Proof. The n = 1 case is trivial. E + E , or A + A E + E (or both) are rank de cient. The magnitude of the smallest perturbation that makes A + A E + E drop rank is min A E and the magnitude of the smallest perturbation that makes A + A E + E drop rank is min A E .
Examples
In general, Corollary 3 is not valid for n > 2. The following example demonstrates that even for n = 3, the characterization in Corollary 3 may be a course over estimate of (A; E).
Example 4 If
A ? E = It is easy to verify that for all , min min A E ; min A E = 1:
In Example 4 the pencil (3) is already in generalized Schur form, so Corollary 2, Part 2 exposes the near non-regularity. The following example illustrates that a pencil may be nearly non-regular without showing a small diagonal entry in its generalized Schur form. 
Conversely, if A; E]Z k = ? A; E]Z k for any Z k 6 = 0 of the form of (7) Theorem 7 For all A; E 2 R n n ( A; E 2 C n n ), (A; E) = min Znas in (7) A; E]Z n Z y n = min 1 k n min Z k as in (7) A; E]Z k Z y k :
The product Z k Z y k is a projection parameterized by the vectors x 1 , x 2 , x 3 , . . . , x k in (7), so minimizing A; E]Z k Z y k is a variable projection least squares problem. From another point of view, the problem of minimizing k A; E]k subject to A; E]Z k = ? A; E]Z k is a separable non-linear least squares problem. In principle, we could apply a nonlinear optimization method like those proposed in 24, 28, 31] to search for the k and Z k of the form of (7) which minimize A; E]Z k Z y k . It su ces to consider only k = n. However, this gives an n 2 variable nonlinear least squares problem. Each objective function evaluation costs O(n 3 ) arithmetic operations and there may be many local minima. Except for small orders n, this is an especially expensive and di cult optimization problem even for optimization methods like 37, 38] which are designed for problems with many variables.
Minimax Characterization
The second characterization that we present is reminiscent of the CourantFischer Minimax Theorem. : (8) Proof. For some index k, 1 k n, let Q n?k+1 2 R (n?k+1) n and Z k 2 R n k , be arbitrary matrices with orthonormal columns. Complete Q n?k+1 and Z k to n-by-n orthogonal matrices Q = Q k+1 Q n?k+1 2 R n n and Z = Z k ; Z n?k ] 2 R n n . Partition QAZ and QEZ conformally as 
Hence, (A; E) is bounded above by the right-hand-side of (8) .
Let A ? E be a minimal norm de-regularizing perturbation of A ? E. Because A ? E is not regular, the generalized real Schur form of (A + A) ?
(E + E) must have the following zero structure for some index k, 1 k n.
Partition Q as Q = Q k+1 Q n?k+1 2 R n n , Z as Z = Z k ; Z n?k ] 2 R n n , and Q AZ and Q EZ conformally with (9) . Observe that the minimality of 
The theorem follows. We have formulated this theorem for real pencils but the analogous result and proof hold in the complex case also. In this section we have given two characterizations of smallest norm deregularizing perturbations. At this writing, a feasible computational method for evaluating (A; E) and a minimal de-regularizing perturbation is still unavailable. However, the characterizations can be exploited to obtain bounds for (E; A). The next two sections explore such bounds.
Lower Bounds
This section concentrates on lower bounds.
Lower Bounds Using W k (A; E)
Consider again the matrices W k de ned in (6) 0 (E + E)) = 0 is to choose A ? E to be a minimal norm de-regularizing perturbation. Hence, for every choice of c; s 2 C where jcj 2 +jsj 2 = 1, (A; E) min (cA ? sE). In particular, if S r is the Riemann sphere S r = f(c; s) 2 C C j jcj 2 + jsj 2 = 1g, and T S r is some test set of (c; s) pairs, then A natural application of (12) is to use the test set T = f(cos(t); sin(t)) j t 2
0; ]g and apply a one-dimensional optimization algorithm to the function f(t) = ? min (cos(t)A ? sin(t)E). This approach often gives a relatively tight lower bound for (E; A). However, it is easy to construct examples for which min (cos(t)A ? sin(t)E) has as many as n local maxima. It may not be practical to search out each one.
In both Example 4 and Example 5, the maximum value of min (cos(t)A ? sin(t)E) is (A; E). In Example 6 the maximum value is greater than or equal A small maximum value of min (cos(t)A ? sin(t)E) is indicative of ill-conditioned eigenvalues. A nearly non-regular pencil has ill-conditioned eigenvalues, but robustly regular pencils can have ill-conditioned eigenvalues also. At this writing, we do not know of an example for which this approach yields only a course lower bound.
Upper Bounds
Many upper bounds on (A; E) come from particular de-regularizing perturbations. If A and E are perturbation matrices such that (A+ A)? (E+ E) is not regular, then (A; E) k A ; E]k.
Common Null Space Bounds
Perhaps the simplest such upper bounds are the \common null space" bounds. 
The Singular Value Decompositions of A E and A E also give perturbations that attain the bound 23, page 81].
As observed in Corollary 3, in the 1-by-1 and 2-by-2 case, (13) is an equality.
Inequality (13) also becomes an equality in the case A and E are scalar multiples of one another. However, (13) can be a course overestimate of (A; E). In Example 4, for instance, (A; E) = but the right-hand-side of (13) 
The bound (14) applied to Example 4 is an equality, but (14) 
over all unitary Q 2 C n n and Z 2 C n n for which Q(A ? E)Z = R ? S is in generalized Schur form. If B n = Q Z is the singular value decomposition of B n from Example 5, then (15) becomes an equality.
Inequalities (14) and (15) If diagonal blocks are no larger than 2-by-2 (as they are for the generalized real Schur form), then, by Corollary 3, the second inequality becomes an equality.
Of course, the bound can be improved by minimizing over all unitary Q and Z for which Q(A ? E)Z = R ? S is block upper triangular.
Staircase Bounds
The Staircase algorithms are remarkably successful. Strategy S and the strategy used in 15, 16] both calculate (A; E) exactly for Examples 4 and 5. However, they do not always nd a nearby non-regular pencil even when one exists. When they do nd one, it may not be the closest one to A ? E. Depending on the choice of > the strategy S applied to Example 6 either fails to nd a nearby non-regular pencil or nds a non-regular pencil at distance 1 instead of (A; E) . The strategy used in 15, 16] behaves similarly.
AB{Algorithm Bounds
The AB{algorithm 30, 33, 34] gives another method of calculating the generalized Schur form and the invariants of Kronecker Canonical form. The ABalgorithm computes a sequence of pencils A k ? E k , k = 0; 1; 2; : : : satisfying A 0 ? E 0 = A ? E;
A k E k+1 = E k A k+1 ;
If U k = A k E k has full row rank n, then the columns of ?E k+1 A k+1 form an orthonormal basis of the null space of U k . So, (18) The pencil A? E is regular if and only if A k ? E k is regular with identical eigenvalues for all k 30, 33, 34] . This suggests that it may be possible to infer some information about (A; E) from the sequence (A k ; E k ). The following theorem shows that a small value of (A k ; E k ) implies a small value of (A; E). 
Unfortunately, the exponentially growing constants c k make the bounds (21) and (24) appear to grow rapidly weaker as k increases. Moreover, the hypotheses c k (A k ; E k ) < 1 and c k min A k E k < 1, appear to grow rapidly stronger as k increases.
Another di culty with (24) is the cost of explicitly computing the sequence A k ? E k . Even if A ? E is not regular, A k E k may have full rank for k < n ? 1, so many iterates A k ? E k may need to be computed.
For Example 4, we may take Here, min A 1 E 1 = and (24) gives = (A; E) p 2 =(1 ? ). For this example, (24) gives a close approximation to (A; E).
For Example 5, A k = E k = 1 p 2 I, so (24) gives no indication that (A; E) is small. However, for this example, (A; E) = min A 0 E 0 .
Example 6 is similar. Inequality (24) gives no indication that (A; E) is small, but min A E = (A; E) < .
The perturbed equation (22) is also a consistent, underdetermined linear system for A k+1 ? E k+1 in terms of A k and E k . If A k ? E k is a minimum norm de-regularizing perturbation of A k ? E k and A k + A k ; E k + E k ] has full row rank, then any solution A k+1 ? E k+1 of (22) is a deregularizing perturbation of A k+1 ? E k+1 . Using the minimal norm solution, it follows that if (A k ; E k ) < min (U k ), then
Here, as above, U k = A k E k . Although this generates a sequence of lower bounds on (A; E), the presence of the small singular values tends to make the lower bounds weak. Lemma 10 suggests (but does not prove) that the hypothesis that (A k ; E k ) < min (U k ) may be restrictive.
Least Squares Bounds
Another family of upper bounds follows from Theorem 7. For any choice of Z k of the form (7) 
A
The choice of k in (26){ (27) is critical. It is not unusual for (26) to be near (A; E) for only a single value of k. Moreover, the cost of computing the smallest singular value and corresponding right singular vector of W k is O((kn) 3 ) and so this method is practical only when n or k is small. Table 1 shows the bounds (25) and (26) One can infer from Table 1 and 12, Proposition 11.5] that Example 4 is within a distance of 10 ?8 from non-regular a pencil with a 1-by-2 Kronecker block. Example 6 is also within a distance of 10 ?4 of such a pencil. Example 5 is within a distance 10 ?6 of a pencil in which A + A and E + E share a common null vector. The Kronecker structure of non-regular pencils changes under perturbations in a relatively complicated way 17], so it is di cult to infer more from the information in the table.
Conjecture and Counter Example
Not every characterization of regularity leads to a useful estimate of (A; E).
One of the more interesting of the many dead-ends is the following. (25) and (26) ; where M = A T A + E T E and N = A T E. The block Cholesky factorization
; with The relationship (28) suggests that some singular value of the largest (in the positive semi-de nite ordering) positive de nite solution of (29) is closely related to (A; E). For example, for the pencil B n ? I, (B n is de ned in (5)), 1 (I; B n ) 1 + 2 2?n , and, by 19, Theorem 2.2], the largest positive de nite solution of (29) is X = I. It is tempting to conjecture p min X (A; E). Unfortunately, the relationship between min X and (A; E) is not that simple. For the inverse pencil I ? B n , the largest positive de nite solution of (29) (30) which describes a dynamical system subject to linear equality constraints. As with (1), the solution exists and is unique for smooth enough forcing functions It is well known (and easy to establish using Schur complements) that the pencil (31) (32) has full rank for some s 2 C. This is the case, if A 22 has full rank, so a lower bound is min A 22 0 (A; E).
If rank(E) = n ?1, then the transfer function H(s) in (32) 
Conclusion
Minimal de-regularizing perturbations have several geometric characterizations. These include the variable projection least squares problem of Theorem 7 and the minimax characterization of Theorem 8 which is reminiscent of the CourantFischer theorem. The characterizations lead to computationally attractive upper and lower bounds, but with the possible exception of (11), none of them is always a tight estimate (A; E). Unfortunately, the goal of a practical numerical method to evaluate (A; E) and a minimal de-regularizing perturbation remains elusive.
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A Comparison
In this appendix we tabulate a brief comparison of some of the upper and lower bounds derived in the body of this paper. Table 2 reports bounds (10), (12), (14), (15), (24) , and (26) (10), (12), (14), (24), and (26) for Examples 4, 5, 6, and 14.
In Table 2 , the bound (14) requires a choice of Q and Z in the generalized Schur decomposition. For Examples 4, 5, and 6 we used Q = Z = I, because in these three examples E and A are already upper triangular. For Example 14 we used the QZ algorithm as implemented in MATLAB 35] .
The bound (15) to approximate (15) . We did not attempt to nd an optimal Q and Z for Example 14.
Bound (12) requires a particular choice of the test set T. For Table 2 we chose test set T = (c; s) 2 R 2 c 2 + s 2 = 1 and used several applications of fmin from MATLAB 35] to search out the global maximum of min (cos(t)A?sin(t)E) over t 2 0; ]. For Bound (24) we report the minimum value of the bound for k = 1; 2; 3; : : : until either k c k 1 or k = 20.
For Bound (26), we report min k k A; E]Z k Z + k k.
