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Abstract
This investigation is devoted to the program to characterise continuous
and variable discrete asymptotics of solutions to elliptic equations on a
manifold with edge, continued in a cicle of forthcoming expositions [15],
[16]. The structure of continuous and variable discrete (in general branch-
ing) asymptotics is very complex. Therefore, in order to make things more
transparent we present here the approach first in the special constant di-
screte case, based on meromorphic Mellin symbols.
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1 The typical differential operators
Operators on a manifold with singularities (of conical, edge, or corner type), expressed in
stretched coordinates, are degenerate in a typical way. We illustrate that for the case of differ-
ential operators, motivated by the shape of Laplacians belonging to corresponding degenerate
Riemannian metrics, or by rephrasing operators with smooth coefficients in anisotropic terms,
coming from the geometry or the position of strata in the configuration.
1.1 Manifolds with conical singularities and operators of
Fuchs type
An example of a cone embedded in the Euclidean space R1+n for a certain
n ∈ N, is the set M defined by
M :=
{
x˜ ∈ R1+n : x˜ = 0, or x˜/|x˜| ∈ X when x˜ 6= 0
}
,
where X is a C∞ submanifold of Sn = {x˜ ∈ R1+n : |x˜| = 1} of any codimension.
Definition 1.1. A manifold M with conical singularities S is defined as a
topological space1 with a finite subset S such that
(i) M \ S is a C∞ manifold;
(ii) every v ∈ S has a neighbourhood V in M with a system of so-called sin-
gular charts χ : V → X△ for a closed C∞ manifold X = X(v), for
X△ := (R+ ×X)/({0} ×X), (1.1)
1Topological spaces in this context are assumed to be of a simple structure, say, a countable
union of compact sets.
1
such that χ restricts to a diffeomorphism
χreg : V \ {v} → X
∧ := R+ ×X, (1.2)
and different singular charts χ, χ˜ from the system have the property that
χ˜reg ◦ χ
−1
reg : R+ ×X → R+ ×X
is the restriction of a diffeomorphism R×X → R×X to R+ ×X.
Remark 1.2. Every manifold M with conical singularities S = {v1, . . . , vN}
can be represented as a quotient space
M = M / ∼ (1.3)
for a C∞ manifold M (called the stretched manifold associated with M) with
boundary ∂M where we assume that ∂M is the disjoint union of C∞ manifolds
Xj , j = 1, . . . , N. The quotient map M → M is induced by Xj 7→ vj , j =
1, . . . , N, and the identity map on M \ S = M \ ∂M.
Let Diffν(·) denote the set of all differential operators of order ν with smooth
coefficients on the C∞ manifold in parantheses. The topology of local C∞ co-
efficients gives rise to a natural Fre´chet topology in Diffν(·).
Definition 1.3. Let M be a manifold with conical singularities S. We denote
by Diffµdeg(M) the set of all A ∈ Diff
µ(M \ S) that are close to every v ∈ S in
the splitting of variables (r, x) ∈ R+ ×X of the form
A = r−µ
µ∑
j=0
aj(r)
(
−r
∂
∂r
)j
(1.4)
for certain aj ∈ C∞(R+,Diff
µ−j(X)), j = 0, . . . , µ. Any such operator A will
be called of Fuchs type.
Observe that manifolds with conical singularities form a category with natural
(iso)morphisms. If M and M˜ are objects in that category, with S and S˜ as the
respective conical singularities, then a morphism is a continuous map
χ : M → M˜
restricting to a map S → S˜, such that χ is the quotient map induced by a
differentiable map χs : M→ M˜ in the category of C∞ manifolds with boundary
(the latter includes that χs|∂M : ∂M→ ∂M˜ is a diffentiable map). In particular,
an isomorphism χ : M → M˜ between manifolds with conical singularities gives
rise (via operator push forward) to an isomorphism
χ∗ : Diff
µ
deg(M)→ Diff
µ
deg(M˜)
between the respective spaces of operators in Definition 1.3.
Fuchs type differential operators are motivated by the shape of the Laplacian
on (open stretched) cones R+×X ∋ (r, x) with respect to a Riemannian metric
of the form
dr2 + r2gX(r)
2
where gX(r) is a family of Riemannian metrics on X, smooth in R+ up to r = 0.
The Laplacian then has the form (1.4) for µ = 2 (including the weight factor
r−2).
Operators of the form (1.4) appear when we introduce polar coordinates (r, x) ∈
R+ × Sn (with Sn being the unit sphere on Rn+1) in a differential operator A
in R1+n ∋ x˜,
A =
∑
|α|≤µ
cα(x˜)D
α
x˜
with cα ∈ C∞(R1+n). For instance, if we consider the Laplace operator
∆ =
n+1∑
j=1
∂2
∂x˜2j
then in polar coordinates we obtain
∆ = r−2
{(
r
∂
∂r
)2
+ (n− 1)r
∂
∂r
+∆Sn
}
.
Observe that the operator
n+1∑
j=1
x˜j
∂
∂x˜j
in polar coordinates takes the form r
∂
∂r
.
1.2 Manifolds with edge and edge-degenerate operators
An example of a wedge embedded in the Euclidean space R1+n+q for certain
n, q ∈ N, is the set M := X△× Ω, X△ = {x˜ ∈ R1+n : x˜ = 0, or x˜/|x˜| ∈ X
when x 6= 0}, where X is a closed C∞ submanifold of Sn of any codimension
and Ω ⊆ Rq an open set. We call X△ (cf. formula (1.1)) the model cone of the
wedge and X its base. Moreover, Ω is called the edge of M ; it is non-trivial only
when q > 0, otherwise M is simply a cone.
In order to define manifolds with edge in general we first note that we can talk
about locally trivial X△-bundles over Y for some C∞ manifolds X and Y. As
before we assume X to be closed. Such a bundle is a topological space W with
the following properties:
(i) there is a canonical continuous projection π :W → Y, such that for every
y ∈ Y the preimage π−1(y) =:Wy is isomorphic to X△ in the category on
manifolds with conical singularities;
(ii) W \Y is a C∞ manifold, and π|W\Y :W \Y → Y is a differentiable map,
π|Y : Y → Y the identity (where the tip of the cone π−1(y) is identified
with y);
(iii) every y ∈ Y has a neighbourhood U such that there is a homeomorphism
τ : π−1(U) =:WU → X
△ × U,
which restricts to a diffeomorphismWU \Y → X∧×U and to the identity
U → U, and for the canonical projections π :WU → U and p : X△×U →
U, we have π = p ◦ τ.
3
The space W \ Y has the structure of a locally trivial X∧-bundle over Y, with
the canonical projection π|W\Y :W \Y → Y (as a subbundle of W in the sense
of the general terminology on fibre bundles).
In the following definition we first assume that Y is connected.
Definition 1.4. A topological space M is called a manifold with edge Y if
(i) M \ Y and Y are C∞ manifolds;
(ii) the set Y has a neighbourhood W which is a locally trivial X△-bundle over
Y for some C∞ manifold X.
Observe, as a consequence of Definition 1.4, that every y ∈ Y has a neighbour-
hood V in M such that there is a so-called singular chart
χ : V → X△ × Ω, Ω ⊆ Rq open, q = dim Y, (1.5)
which restricts to a diffeomorphism
χ : V \ Y → X∧ × Ω. (1.6)
Definition 1.4 easily extends to the case when Y has several connected compo-
nents Yj ; then the respective Xj may depend on j.
Remark 1.5. Every manifold M with edge Y (consisting of connected com-
ponents Yj of different dimensions qj , j = 1, . . . , N) can be represented as a
quotient space
M = M / ∼
for a C∞ manifold M (called the stretched manifold associated with M) with
boundary ∂M consisting of connected components (∂M)j , j = 1, . . . , N, where
(∂M)j is a (locally trivial) Xj-bundle over Yj for certain C
∞ manifold Xj .
The quotient map M → M is induced by the bundle projections (∂M)j → Yj ,
j = 1, . . . , N, and the identity map on M \ Y = M \ ∂M.
Example 1.6. (i) For M = X△ × Ω the stretched manifold has the form
M = R+ ×X × Ω.
In this case ∂M = {0} × X × Ω plays the role of the above-mentioned
X-bundle over the edge Ω.
(ii) A C∞ manifold M with boundary ∂M can be interpreted as a manifold
with edge ∂M. In this case X is a single point, and the neighbourhood
W of Definition 1.4 can be interpreted as the inner normal bundle of the
boundary (with respect to any fixed Riemannian metric).
Definition 1.7. Let M be a manifold with edge Y. Then Diffµdeg(M) is defined
to be the set of all A ∈ Diffµ(M \Y ) that are close to every y ∈ Y in the splitting
of variables (r, x, y) ∈ R+ ×X × Ω of the form
A = r−µ
∑
j+|α|≤µ
ajα(r, y)
(
−r
∂
∂r
)j
(rDy)
α
(1.7)
for certain ajα ∈ C∞(R+ × Ω,Diff
µ−(j+|α|)(X)). Any such operator A will be
called edge-degenerate.
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Manifolds with edge form a category with natural (iso)morphisms. If M and
M˜ are objects in that category, with Y and Y˜ as the respective edges, then a
morphism is represented by a continuous map
χ : M → M˜
that restricts to a differentiable map Y → Y˜ , and χ is the quotient map of a
differentiable map χs : M→ M˜ between the respective stretched manifolds in the
category of smooth manifolds with boundary, where χs|M\∂M : M\∂M→ M˜\∂M˜
is diffentiable in the category of smooth manifolds, and χs|∂M : ∂M → ∂M˜ is
a differentiable morphism between the respective X-bundles over Y and X˜-
bundles over Y˜ . In particular, an isomorphism χ : M → M˜ between manifolds
with edge is given when χs : M→ M˜ and χs|∂M : ∂M→ ∂M˜ are isomorphisms.
Note that when χ :M → M˜ is an isomorphism then the operator push forward
gives rise to an isomorphism
χ∗ : Diff
µ
deg(M)→ Diff
µ
deg(M˜)
between the respective spaces of operators in Definition 1.7.
Edge-degenerate operators are motivated by the shape of the Laplacian on (open
stretched) wedges R+ ×X × Ω ∋ (r, x, y) with respect to a Riemannian metric
of the form
dr2 + r2gX(r) + dy
2
where gX(r, y) is a family of Riemannian metrics on X, smooth in R+ × Ω up
to r = 0. The Laplacian then has the form (1.7) for µ = 2 (including the weight
factor r−2). Other operators of the form (1.7) appear when we introduce polar
coordinates R1+n \ {0} ∋ x˜ 7→ (r, x) ∈ R+ × Sn in a differential operator A of
order µ
A =
∑
|α|≤µ
cα(x˜, y)D
α
x˜,y (1.8)
with coefficients cα ∈ C∞(R1+n+q). For instance, for the Laplacian in R1+n+q
we obtain
∆ = r−2
{(
r
∂
∂r
)2
+ (n− 1)r
∂
∂r
+∆Sn +
q∑
l=1
r2
∂2
∂y2l
}
. (1.9)
2 The cone algebra
By the cone algebra we understand a pseudo-differential algebra on (the C∞ part of) a mani-
foldM with conical singularities S, with a principal symbolic hierarchy σ = (σψ , σc), consisting
of the principal interior symbol σψ and the conormal symbol σc, contributed by M \S and S,
respectively. The cone algebra is defined as a substructure of the standard pseudo-differential
calculus on M \ S where, close to S, the operators in terms of the Fourier transform are
rephrased by operators based on the Mellin transform. According to the expected asympto-
tics of solutions to elliptic equations in weighted Sobolev spaces, we define so-called discrete
asymptotics, also for Mellin symbols and Green operators, and study ellipticity with paramet-
rices.
In this section we outline essential elements of the analysis of the cone algebra with discrete
asymptotics in a new trasparent way, also as a background for the material in Section 4 below
and in [15], [16]. More details and complete proofs, as far as they are not given here, may be
found, for instance, in [13].
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2.1 Tools from the classical pseudo-differential calculus
Let us first define symbols and operators in an open set of Rn.
Definition 2.1. The symbol space
Sµ(U × Rn) (2.1)
for U ⊆ Rm open, µ ∈ R, is defined to be the set of all a(x, ξ) ∈ C∞(U × Rn)
such that
sup
x∈K,ξ∈Rn
〈ξ〉−µ+|β||DαxD
β
ξ a(x, ξ)|
is finite for every K ⋐ U and multi-indices α ∈ Nm, β ∈ Nn, where 〈ξ〉 :=
(1 + |ξ|2)1/2. The space of classical symbols
Sµcl(U × R
n)
is defined as the subspace of all a(x, ξ) in (2.1) such that there are homogeneous
components a(µ−j)(x, ξ) ∈ C
∞(U × (Rn \ {0})), j ∈ N, with
a(µ−j)(x, λξ) = λ
µ−ja(µ−j)(x, ξ), for all λ ∈ R+,
such that
a(x, ξ) − χ(ξ)
N∑
j=0
a(µ−j)(x, ξ) ∈ S
µ−(N+1)(U × Rn)
for all N ∈ N; here χ(ξ) is any excision function in Rq (i.e., χ ∈ C∞(Rq),
χ(η) = 0 for |η| < c0, χ(η) = 1 for |η| > c1, with certain 0 < c0 < c1).
If an assertion holds both in the classical and general case, we write ‘(cl)’ as
subscript.
The space Sµ(cl)(U × R
n) is Fre´chet in a natural way, and the set Sµ(cl)(R
n) of
symbols with constant coefficients is closed in the respective space. Then
Sµ(cl)(U × R
n) = C∞(U, Sµ(cl)(R
n)).
To associate pseudo-differential operators with symbols, we often consider the
case U = Ω × Ω for an open set Ω ⊆ Rn and write in this case (x, x′) instead
of x. Moreover, since in Definition 2.1 the variables and covariables are of in-
dependent dimension, we can also form spaces of parameter-dependent symbols
a(x, x′, ξ, λ) with parameter λ, where (ξ, λ) ∈ Rn+l, l ∈ N, is formally treated
as the covariables. This gives rise to parameter-dependent pseudo-differential
operators
Op(a)(λ)u(x) :=
∫ ∫
ei(x−x
′)ξa(x, x′, ξ, λ)u(x′)dx′d−ξ, (2.2)
d−ξ = (2π)−ndξ, first for u ∈ C∞0 (Ω) and then extended to various larger func-
tion and distribution spaces. In (2.2) the function a(x, x′, ξ, λ) is often called a
double symbol while a(x, ξ, λ) and a(x′, ξ, λ) are called left and right symbol, re-
spectively. The case l = 0 corresponds to the ‘usual’ pseudo-differential calculus
without parameters. Let us set
Lµ(cl)(Ω;R
l) :=
{
Op(a)(λ) : a(x, x′, ξ, λ) ∈ Sµ(cl)(Ω× Ω× R
n+l)
}
. (2.3)
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The elements of (2.3) are called parameter-dependent pseudo-differential ope-
rators in Ω (classical or general).
The standard elements of the pseudo-differential calculus may be found in many
text-books, see, for instance, [4], [8] and [18]. The main purpose here is to fix
notation and then freely employ the known results.
The space
L−∞(Ω;Rl) :=
⋂
µ∈R
Lµ(Ω;Rl)
can be identified with S(Rl, L−∞(Ω)), with L−∞(Ω) being the space of all in-
tegral operators with kernel in C∞(Ω × Ω) (in the Fre´chet topology from the
bijection L−∞(Ω) ∼= C∞(Ω× Ω)).
LetX be a C∞ manifold with a Riemannian metric. Then there is a similar iden-
tification between C∞(X ×X) and the space L−∞(X) of smoothing operators
on X, namely,
Cu(x) =
∫
X
c(x, x′)u(x′)dx′,
where dx′ is the measure from the Riemannian metric on X. This gives rise to
L−∞(X ;Rl) = S(Rl, L−∞(X)),
the parameter-dependent variant of smoothing operators on X. The known co-
ordinate invariance of pseudo-differential operators allows us to define operators
globally on X. If χ : U → Ω is a chart on X, Ω ⊆ Rn open, we set
Lµ(cl)(U ;R
l) :=
{
(χ−1)∗A(λ) : A(λ) ∈ L
µ
(cl)(Ω;R
l)
}
,
with (χ−1)∗ denoting the operator push forward under χ
−1, i.e., (χ−1)∗A(λ) =
χ∗A(λ)(χ−1)∗ with χ∗ being the function pull back.
Let us fix a locally finite open covering U = (Uj)j∈N of X by coordinate neigh-
bourhoods Uj , (ϕj)j∈N a subordinate partition of unity and (ψj)j∈N a system
of functions ψj ∈ C∞0 (Uj) such that ϕj ≺ ψj for all j (here ϕ ≺ ψ means ψ ≡ 1
on suppϕ). Then we define
Lµ(cl)(X ;R
l) :=
{∑
j∈N
ϕjAj(λ)ψj + C(λ) : Aj(λ) ∈ L
µ
(cl)(Uj ;R
l),
(2.4)
j ∈ N, and C(λ) ∈ L−∞(X ;Rl)
}
.
The classical notion of properly supported pseudo-differential operators easily
extends to the parameter-dependent case.
Remark 2.2. Every A ∈ Lµ(cl)(X ;R
l) can be written in the form A = A0 + C
where A0 is properly supported and C ∈ L−∞(X ;Rl).
Theorem 2.3. A ∈ Lµ(cl)(X ;R
l), B ∈ Lν(cl)(X ;R
l) and A or B properly sup-
ported entails AB ∈ Lµ+ν(cl) (X ;R
l).
7
There is a natural notion of parameter-dependent ellipticity of operator fami-
lies in (2.4). Consider, for simplicity, the classical case when operators have a
parameter-dependent homogeneous principal symbol σψ(A)(x, ξ, λ) belonging
to C∞(T ∗X × Rl \ 0) (with 0 indicating (ξ, λ) = 0), (positively) homogeneous
of order µ in (ξ, λ).
Definition 2.4. An A(λ) ∈ Lµcl(X ;R
l) is called parameter-dependent elliptic if
σψ(A)(x, ξ, λ) 6= 0
for all (x, ξ, λ) ∈ T ∗X × Rl \ 0.
Theorem 2.5. (i) A parameter-dependent elliptic A(λ) ∈ Lµcl(X ;R
l) has
a (properly supported) parameter-dependent elliptic parametrix P (λ) ∈
L−µcl (X ;R
l) such that
1− P (λ)A(λ), 1 −A(λ)P (λ) ∈ L−∞(X ;Rl).
(ii) If X is compact, then the parameter-dependent elliptic operator A(λ) in-
duces a family of Fredholm operators
A(λ) : Hs(X)→ Hs−µ(X) (2.5)
for all s ∈ R, and there is a constant C > 0 such that (2.5) are isomor-
phisms for all |λ| ≥ C.
Another well-known result in this context is the following theorem.
Theorem 2.6. Let X be a closed compact C∞ manifold. Then for every µ ∈ R
and l ≥ 1 there is an Rµ(λ) ∈ Lµcl(X ;R
l) which induces isomorphisms
Rµ(λ) : Hs(X)→ Hs−µ(X)
for all λ ∈ Rl, s ∈ R, and we have (Rµ(λ))−1 ∈ L−µcl (X ;R
l).
Operators of that kind will be also referred to as a (parameter-dependent) order
reducing family.
The pseudo-differential calculus on a manifold M with conical singularities S,
cf. Definition 1.1, formulated in Section 2.6 below, will be a subcalculus of
Lµcl(M \ S). In order to prepare some notation we define the space L
µ
deg(M) ⊂
Lµ(M \ S) consisting of all operators A that are modulo L−∞(M \ S) in the
local splitting of variables (r, x) close to S, cf. the formula (1.2), of the form
A = r−µOpr,x(a) (2.6)
for a symbol a(r, x, ρ, ξ) = a˜(r, x, rρ, ξ), a˜(r, x, ρ˜, ξ) ∈ Sµcl(R+ ×Σ×R
1+n); here
Σ ⊆ Rn corresponds to a chart on X. An alternative is to write locally near S
(again, modulo L−∞(M \ S))
A = r−µOpr(p) (2.7)
for an operator family p(r, ρ) = p˜(r, rρ), p˜(r, ρ˜) ∈ C∞(R+, L
µ
cl(X ;Rρ˜)).
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The latter representation will be dominating in the considerations below. How-
ever, from (2.6) we see that the homogeneous principal symbol σψ(A) of order
µ, invariantly defined as a function in C∞(T ∗(M \ S) \ 0), has a representation
locally near S in the form
σψ(A)(r, x, ρ, ξ) = r
−µσ˜ψ(A)(r, x, rρ, ξ)
for a σ˜ψ(A)(r, x, ρ˜, ξ) which is smooth up to r = 0. We will call σ˜ψ(A) the re-
duced principal symbol of A.
Observe that we have an analogue of Remark 2.2 for the class Lµdeg(M).
Theorem 2.7. A ∈ Lµdeg(M), B ∈ L
ν
deg(M) and A or B properly supported
entails AB ∈ Lµ+νdeg (M) and we have
σψ(AB) = σψ(A)σψ(B), σ˜ψ(AB) = σ˜ψ(A)σ˜ψ(B).
Definition 2.8. An A ∈ Lµdeg(M) is called σψ-elliptic (of order µ) if σψ(A) 6= 0
on T ∗(M \ S) \ 0 as usual, and locally close to S, σ˜ψ(A) 6= 0 up to r = 0.
Theorem 2.9. A ∈ Lµdeg(M) σψ-elliptic has a (properly supported) parametrix
P ∈ L−µdeg(M) in the sense
1− PA, 1−AP ∈ L−∞(M \ S),
and σψ(P ) = σψ(A)
−1, σ˜ψ(P ) = σ˜ψ(A)
−1.
2.2 Mellin operators and weighted spaces
In the analysis on manifolds with conical or edge singularities it is useful to em-
ploy a variant of pseudo-differential operators on the half-axis R+ ∋ r (with r
corresponding to the distance to the singularity) based on the Mellin transform
rather than the Fourier transform.
The Mellin transform is defined as
Mu(z) :=
∫ ∞
0
rz−1u(r)dr, (2.8)
first for u ∈ C∞0 (R+), where z is a complex variable, and then extended to
various classes of weighted distribution spaces, also vector-valued ones, where z
varies on some weight line
Γβ = {z ∈ C : Re z = β}.
If u ∈ C∞0 (R+), Mu(z) is an entire function, and g(z) := Mu(z)|Γβ is a Schwartz
function on Γβ for every β ∈ R, uniformly in compact β-intervals. We then have
the inversion formula
u(r) =
1
2πi
∫
Γβ
r−zg(z)dz (2.9)
for every β ∈ R. We will call
Mγ : u 7→Mu|Γ 1
2
−γ
9
the weighted Mellin transform of u with weight γ ∈ R. As is well-known, Mγ
extends from C∞0 (R+) to an isomorphism
Mγ : r
γL2(R+)→ L
2(Γ 1
2
−γ)
and M−1γ has the form (2.9) for β =
1
2 − γ.
Mellin pseudo-differential operators based on Mγ are defined by
opγM (f)u(r) :=
∫ ∞
−∞
∫ ∞
0
( r
r′
)−( 1
2
−γ+iρ)
f(r, r′,
1
2
− γ + iρ)u(r′)
dr′
r′
d−ρ,
d−ρ = (2π)−1dρ, where f(r, r′, z) is a symbol in Sµ(R+×R+×Γ 1
2
−γ), see Defini-
tion 2.1; here Γ 1
2
−γ is identified with a real axis with ρ = Im z as the covariable.
When γ = 0 we will use the notation
opM (·) := op
0
M (·) (2.10)
We employ Mellin pseudo-differential operators also with operator-valued sym-
bols, e.g.,
f(r, r′, z) ∈ C∞(R+ × R+, L
µ
(cl)(X ; Γ 12−γ)) (2.11)
for a closed compact C∞ manifold X, and where f takes values in the space
of parameter-dependent pseudo-differential operators on X, with parameter
ρ = Im z, z ∈ Γ 1
2
−γ , see (2.4). In (2.11) we tacitly employ the natural Fre´chet
topology in the spaces (2.4).
Remark 2.10. The operator opγM (f) for f as in (2.11) belongs to L
µ
cl(X
∧) and
as such induces a continuous operator
opγM (f) : C
∞
0 (X
∧)→ C∞(X∧)
for every γ ∈ R. Then, for (δλu)(r, x) := u(λr, x), λ ∈ R+, we have
δ−1λ op
γ
M (f)δλ = op
γ
M (fλ), (2.12)
fλ(r, r
′, z) := f(λ−1r, λ−1r′, z), for every λ ∈ R+.
In particular, if f = f(z) has constant coefficients, opγM (f) commutes with δλ.
Mellin pseudo-differential operators act in suitable scales of weighted Sobolev
spaces. In the variant of amplitude functions of the form (2.11) for a closed
compact C∞ manifold X, n = dimX, we have the following definition.
Definition 2.11. The space Hs,γ(X∧), for s, γ ∈ R, is defined to be the com-
pletion of C∞0 (X
∧) with respect to the norm
‖u‖Hs,γ(X∧) :=
{ 1
2πi
∫
Γn+1
2
−γ
‖Rs(Im z)(Mu)(z)‖2L2(X) dz
} 1
2
.
Here n = dimX, and Rs(λ) ∈ Lscl(X ;Rλ) is an order reducing family in the
sense of Theorem 2.6.
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Remark 2.12. (i) Different choices of order reducing families in Definition
2.11 give rise to equivalent norms in Hs,γ(X∧).
(ii) We have
Hs,γ(X∧) = rγHs,0(X∧)
for every s ∈ R, and
H0,0(X∧) = r−
n
2 L2(R+ ×X)
where the L2-space is based on drdx, with dx being associated with a fixed
Riemannian metric on X.
(iii) We have
Hs,γ(X∧) ⊂ Hsloc(X
∧)
for every s, γ ∈ R.
Remark 2.13. The space Hs,γ(X∧) can also be defined in terms of Hs,γ(R+×
Rn), combined with charts R+×U → R+×Rn on R+×X, using a partition of
unity, where Hs,γ(R+ × Rn) is the completion of C∞0 (R+ × R
n) with respect to
the norm { 1
2π
∫
Rn
∫
Γn+1
2
−γ
〈z, ξ〉2s|(Mr→zFx→ξu)(z, ξ)|
2dzdξ
} 1
2
,
〈z, ξ〉 := (1+ |z|2+ |ξ|2)
1
2 . Here Mr→z is the Mellin transform on R+ and Fx→ξ
the Fourier transform on Rn.
For purposes below we also define cylindrical Sobolev spaces
Hs(R×X) on R×X ∋ (t, x) (2.13)
as the completion of C∞0 (R×X) with respect to the norm
‖u‖Hs(R×X) :=
{∫
‖Rs(τ)(Fu)(τ)‖2L2(X) dτ
} 1
2
with an order reducing family Rs(τ) ∈ Lscl(X ;Rτ ) and the one-dimensional
Fourier transform (Fu)(τ) =
∫
e−itτu(t)dt (the x-variable is suppressed in this
notation). Alternatively, we can define (2.13) in terms of local expressions com-
bined with a global construction along X, using a partition of unity, similarly
as in Remark 2.13. Let us set
Hˆs(Rτ ×X) := {(Ft→τu)(τ, ·) : u(t, ·) ∈ H
s(Rt ×X)}. (2.14)
There are other useful and important variants of Sobolev spaces on X∧ in our
calculus.
Let us choose an order reducing family p˜(ρ˜, η˜) ∈ Lscl(X ;R
1+q
ρ˜,η˜ ), s ∈ R, in the
sense of Theorem 2.6, now with the parameters (ρ˜, η˜) ∈ R1+q for some q ≥ 1,
and set p(r, ρ, η) := p˜([r]ρ, [r]η). Here r 7→ [r] means a fixed strictly positive
function in C∞(R) such that [r] = |r| for r > C, C > 0. Let us interpret the
Cartesian product R×X ∋ (r, x) as a manifold with conical exits r → ±∞, in
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this case denoted by X≍.
By a cut-off function (on the half-axis) we understand any ω ∈ C∞0 (R+) such
that ω(r) = 1 in a neighbourhood of r = 0.
Given a compact manifold M with conical singularity v, we define Hs,γ(M) for
s, γ ∈ R to be the subspace of all u ∈ Hsloc(M \ {v}) such that ω(χ
−1)∗u ∈
Hs,γ(X∧) for any cut-off function ω on R+ and a singular chart χ : V → X△.
Definition 2.14. The space Hscone(X
≍), s ∈ R, is defined to be the completion
of C∞0 (R×X) with respect to the norm{∫
R
∥∥[r]−sOpr(p)(η1)u(r)∥∥2L2(X) dr}
1
2
where Opr(·) refers to the pseudo-differential action in r (see the formula (2.2)),
and the parameter η is fixed at a sufficiently large absolute valued η1. Moreover,
we set
Hs;gcone(X
≍) := 〈r〉−gHscone(X
≍) (2.15)
for any g ∈ R.
The spaces Hs;gcone(X
≍) are adequate in the theory of pseudo-differential opera-
tors on manifolds with conical exits. In our case we need them on X∧, and we
set
Hs;gcone(X
∧) := Hs;gcone(X
≍)|X∧ .
From the definition we easily see that
Hs;gcone(X
∧) ⊂ Hsloc(X
∧)
for all s, g ∈ R.
In the definition of cone operators below we employ pseudo-differential operators
that are adapted to the spaces Hscone(X
≍), briefly referred to as operators on
X≍ with exit behaviour, cf. [13], [5]. The corresponding subspace Lµ;ν(cl)(X
≍) ⊂
Lµ(cl)(R×X) of operators of order µ ∈ R and exit order ν ∈ R is defined in terms
of symbols a(x˜, ξ˜) ∈ Sµ;ν(cl)(R
1+n
x˜ × R
1+n
ξ˜
), n = dimX. The space Sµ;ν(R1+n ×
R1+n) is characterised as the set of all smooth a(x˜, ξ˜) such that
|Dαx˜D
β
ξ˜
a(x˜, ξ˜)| ≤ c〈ξ˜〉µ−|β|〈x˜〉ν−|α|
for all α, β ∈ N1+n, (x˜, ξ˜) ∈ R1+n × R1+n, and constants c = c(α, β) > 0.
Moreover, we have the space Sµcl(R
1+n) of symbols with constant coefficients
with its natural (nuclear) Fre´chet topology, and we set
Sµ;νcl (R
1+n × R1+n) := Sνcl(R
1+n
x˜ )⊗̂piS
µ
cl(R
1+n
ξ˜
)
with ⊗̂pi being the completed projective tensor product, called classical symbols
in (x˜, ξ˜) of order (µ, ν). Now we set
Lµ;ν(cl)(R
1+n) :=
{
Opx˜(a) : a(x˜, ξ˜) ∈ S
µ;ν
(cl)(R
1+n × R1+n)
}
.
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In order to define Lµ;ν(cl)(X
≍) for smooth compact X we choose an open covering
of X≍ by sets of the form (−1, 1) × Uj and R± × Uj, where Uj, 1 ≤ j ≤ L,
form an open covering of X. Those are chosen together with charts xj : Uj → B
where B is the open unit ball in Rn, and we define an atlas on R ×X(∼= X≍)
by
χj : (−1, 1)× Uj → (−1, 1)×B,
χ±j : R± × Uj → Γ± :=
{
(r, rxj(y)) ∈ R1+n : r ∈ R±, y ∈ Uj
}
,
for j = 1, . . . , L. On X≍ we fix a partition of unity {ϕ1, . . . , ϕ3L} obtained in
the form
ϕj :=
ϕ˜j∑3L
j=1 ϕ˜j
where
(i) ϕ˜j ∈ C
∞
0 ((−1, 1)× Uj) for j = 1, . . . , L,
(ii) ϕ˜j for j = L+ 1, . . . , 2L in the coordinates x˜ ∈ Γ+ are of the form
ϕ˜j(x˜) = (1 − ω(|x˜|))Φj(x˜)
for a cut-off function ω(r) on the half haxis (say, equal to 1 for 0 ≤ r ≤ 1/2
and vanishing for r ≥ 2/3) and a Φj(x˜) ∈ C∞(Γ+) such that Φj(λx˜) =
Φj(x˜) for all λ > 0, and suppΦj |1×B compact in 1×B,
(iii) ϕ˜j for j = 2L + 1, . . . , 3L are also of the same form as in (ii), now for
Φj(x˜) ∈ C∞(Γ−) with Φj(λx˜) = Φj(x˜) for all λ > 0 and suppΦj |{−1}×B
compact in {−1} ×B,
such that
∑3L
j=1 ϕ˜j never vanishes.
Moreover, we choose the functions ψj , 1 ≤ j ≤ 3L, of analogous kind such that
ϕj ≺ ψj for every j.
Now Lµ;ν(cl)(X
≍) is defined to be the set of all operators
A =
3L∑
j=1
ϕjAjψj + C
where χj∗(ϕjAjψj) ∈ L
µ
(cl)((−1, 1) × B) and χj∗(ϕjAjψj) ∈ L
µ;ν
(cl)(R
1+n) for
j = 1, . . . , L and j = L + 1, . . . , 3L, respectively, while C is an operator with
kernel in S(R× R, C∞(X ×X)).
Theorem 2.15. Every A ∈ Lµ;ν(cl)(X
≍) induces continuous operators
A : Hs;gcone(X
≍)→ Hs−µ;g−νcone (X
≍)
for all s, g ∈ R.
Definition 2.16. We set
Ks,γ;g(X∧) := ωHs,γ(X∧) + (1− ω)Hs;gcone(X
∧),
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s, γ, g ∈ R, where ω is any fixed cut-off function on the half-axis, and
Ks,γ(X∧) := Ks,γ;0(X∧).
Moreover, we define
Sγ(X∧) := lim
←−
N∈N
KN,γ;N(X∧), SO(X
∧) := lim
←−
N∈N
KN,N ;N(X∧)
and
K∞,γ(X∧) := lim
←−
N∈N
KN,γ(X∧), Ks,∞(X∧) := lim
←−
N∈N
Ks,N (X∧). (2.16)
If Θ = (ϑ, 0] is finite we also write
SγΘ(X
∧) := lim
←−
j∈N
Sγ−ϑ−
1
1+j (X∧).
In the space K0,0(X∧) = r−
n
2 L2(R+ ×X) we fix the scalar product
(u, v) =
∫
u(r, x)v(r, x)rndrdx (2.17)
where dx refers to a fixed Riemannian metric on X, n = dimX. Then, (·, ·) :
C∞0 (X
∧)× C∞0 (X
∧)→ C extends to a non-degenerate sesquilinear pairing
(·, ·) : Ks,γ;g(X∧)×K−s,−γ;−g(X∧)→ C (2.18)
for every s, γ, g ∈ R. Later on we often refer to groups of isomorphisms on our
spaces, for instance,
κgλ : K
s,γ;g(X∧)→ Ks,γ;g(X∧), (κλu)(r, x) := λ
n+1
2
+gu(λr, x), (2.19)
λ ∈ R+.
2.3 Discrete asymptotics in cone spaces
Definition 2.17. A sequence
P = {(pj ,mj)}j=0,...,N (2.20)
of pairs (pj ,mj) ∈ C × N, for N = N(P) ∈ N ∪ {∞}, is said to be a discrete
asymptotic type, associated with the weight data (γ,Θ), with a weight γ ∈ R
and a (half-open) weight interval Θ = (ϑ, 0], −∞ ≤ ϑ < 0, if the set πCP =
{pj}j=0,...,N ⊂ C is contained in
{
n+1
2 − γ + ϑ < Re z <
n+1
2 − γ
}
, where
n = dimX, furthermore N(P) <∞ for ϑ > −∞, and Re pj → −∞ for j →∞
in the case ϑ = −∞ and N(P) =∞.
We write
T δP := {(pj + δ,mj)}j=0,...,N
for any δ ∈ R. A discrete asymptotic type is said to satisfy the shadow condition
if
(p,m) ∈ P ⇒ (p− l,m) ∈ P
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for all l ∈ N with Re p− l > n+12 − γ + ϑ.
The complex conjugate of a discrete asymptotic type (2.20) is defined as
P := {(pj ,mj)}j=0,...,N .
If P is a discrete asymptotic type associated with (γ,Θ), ϑ > −∞, and ω a
fixed cut-off function, we set
EP(X
∧) :=
{ N∑
j=0
mj∑
k=0
cjk(x)ω(r)r
−pj logk r : cjk ∈ C
∞(X)
}
. (2.21)
This space is isomorphic to a direct sum of
∑N
j=0(mj + 1) copies of the space
C∞(X) and as such a Fre´chet space. Observe that if we set
EP(R+) :=
{∑
j,k
cjkω(r)r
−pj logk r : cjk ∈ C
}
,
which is of finite dimension
∑N
j=0(mj + 1), we can also write
EP(X
∧) = C∞(X, EP(R+)). (2.22)
Remark 2.18. We have
EP(X
∧) ⊂ Ks,γ;∞(X∧)
for every s ∈ R.
Let us define the space of flat functions (of flatness −ϑ−0 relative to the weight
γ) as
Ks,γ;gΘ (X
∧) := lim
←−
m∈N
Ks,γ−ϑ−
1
m+1
;g(X∧)
in the Fre´chet topology of the projective limit.
Definition 2.19. (i) Let P be a discrete asymptotic type associated with
(γ,Θ), Θ finite; we set
Ks,γ;gP (X
∧) := Ks,γ;gΘ (X
∧) + EP(X
∧) (2.23)
(which is a direct sum);
(ii) if P is a discrete asymptotic type, Θ infinite, we form
Pl :=
{
(p,m) ∈ P : Re p >
n+ 1
2
− γ − (l + 1)
}
,
k ∈ N, which is associated with Θl = (−(l + 1), 0], and we set
Ks,γ;gP (X
∧) := lim
←−
l∈N
Ks,γ;gPl (X
∧).
Analogously as before we write Ks,γΘ (X
∧) and Ks,γP (X
∧) when g = 0. Moreover,
we set
SγP (X
∧) := lim
←−
N∈N
KN,γ;NP (X
∧).
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Remark 2.20. Setting
Ej := Ks,γ−βj ;g(X∧) + EPj (X
∧)
for βj := max(−(j + 1), ϑ) +
1
j+1 , and Pj := {(p,m) ∈ P : Re p ≥ max(−(j +
1), ϑ)+ 1j+2}, we obtain a Hilbert space for every j ∈ N, with continuous embed-
dings Ej+1 →֒ Ej →֒ . . . →֒ Ks,γ;g(X∧), where Ks,γ;gP (X
∧) = lim
←−
j∈N
Ej . Observe
that (2.19) restricts to a group of isomorphisms κgλ : K
s,γ;g
P (X
∧)→ Ks,γ;gP (X
∧),
λ ∈ R+, induced from corresponding isomorphisms κ
g
λ : E
j → Ej , for every
j ∈ N.
Theorem 2.21. Let P be a discrete asymptotic type associated with the weight
data (γ,Θ) and χ be a πCP-excision function.
(i) Let u(r, x) ∈ Ks,γP (X
∧) and ω(r) a cut-off function. Then
Mγ−n
2
,r→z(ωu)(z, x)
extends from Γn+1
2
−γ to a H
s(X)-valued meromorphic function f(z, x)
in z, n+12 − γ + ϑ < Re z <
n+1
2 − γ, with poles at the points pj of
multiplicity mj+1 and Laurent coefficients at (z−pj)−(k+1), 0 ≤ k ≤ mj ,
belonging to C∞(X) such that χ(z)f(z, x)|Γβ ∈ Hˆ
s(Γβ × X) for every
n+1
2 − γ + ϑ < β ≤
n+1
2 − γ, uniformly in compact β-intervals (cf. the
notation in (2.14) where τ is to be replaced by Im z for z ∈ Γβ).
(ii) Let f(z, x) ∈ Hˆs(Γn+1
2
−γ × X) be a function that extends to a H
s(X)-
valued function which is meromorphic as in (i), where χ(z)f(z, x)|Γβ ∈
Hˆs(Γβ ×X) for every
n+1
2 − γ + ϑ < β ≤
n+1
2 − γ, uniformly in compact
β-subintervals. Then for every cut-off function ω(r) we have
ω(r)
(
Mγ−n
2
,r→zf
)
(r, x) ∈ Ks,γP (X
∧).
Proof. (i) Without loss of generality we assume that Θ is finite. By virtue of
(2.23) every u ∈ Ks,γP (X
∧) has a decomposition
u(r, x) = uflat(r, x) + using(r, x)
for uflat ∈ K
s,γ
Θ (X
∧), using ∈ EP(X
∧). We have ωuflat ∈ r
δHs,γ(X∧) for every
0 ≤ δ < −ϑ, and from the nature of Hs,γ-spaces we know that (Mωuflat)(z, x)
extends from Γn+1
2
−γ to a holomorphicH
s(X)-valued function in the strip n+12 −
γ + ϑ < Re z < n+12 − γ. Therefore, it remains to characterise Musing(z, x). By
definition using is a finite linear combination of expressions of the form
ω(r)c(x)r−p logk r
for p ∈ πCP , c ∈ C
∞(X), k ∈ N. The Mellin transform of such a function is
known to be a C∞(X)-valued meromorphic function with a pole at p of mul-
tiplicity k + 1, and χM(ωcr−p logk r) is a Schwartz function on every line Γβ,
β ∈ R, uniformly in finite β-intervals. This gives us altogether the assertion (i).
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(ii) Let f(z, x) be a function with the assumed properties. Then for every ε > 0
there is a σ < γ−ϑ such that γ−ϑ−σ < ε, and the finite set πCP is contained
in {z : Re z > n+12 − σ}. We have
ω(r)
1
2πi
∫
Γn+1
2
−γ
r−zf(z, x)dz = ω(r)
1
2πi
(∫
Γn+1
2
−σ
r−zf(z, x)dz +
N∑
j=0
∫
|z−pj |=δ
r−zf(z, x)dz
)
(2.24)
for any sufficiently small δ > 0, with counter clockwise taken integration con-
tours. The left hand side of (2.24) belongs to Ks,γ(X∧) and the first summand
in the right to Ks,γΘ (X
∧) (since σ with the indicated properties is arbitrary). It
remains to characterise the other summands on the right of (2.24). Close to pj
the function f(z, x) is a finite sum
mj∑
k=0
cjk(x)(z − pj)
−(k+1) + hj(z, x)
for coefficients cjk ∈ C∞(X) and hj holomorphic in z near pj , k = 0, . . . ,mj .
By Cauchy’s theorem the integrals over r−zhj(z, x) vanish. Therefore, we have
to characterise
ω(r)
1
2πi
∫
|z−pj |=δ
r−zcjk(x)(z − pj)
−(k+1)dz (2.25)
for every j, k. Writing r−z = r−pj rpj−z = r−pj e(pj−z) log r the expression (2.25)
takes the form
ω(r)r−pj cjk(x)
1
2πi
∞∑
l=0
1
l!
∫
|z−pj |=δ
(pj − z)
l logl r(z − pj)
−(k+1)dz.
Only the terms for l = k give a non-vanishing contribution, and we just obtain
the singular functions of asymptotics of type P .
Remark 2.22. Assume that a function f0 on some weight line Γn+1
2
−γ has
an extension to a meromorphic function f in some strip of the complex plane;
then for notational convenience we often identify f0 and f. In particular, in
modification of the original meaning of Mγ−n
2
: u 7→ Mu|Γn+1
2
−γ
=: f0, we
interpret Mγ−n
2
also as a mapping from u to f when such an extension exists.
Remark 2.23. Let u(r, x) be as in Theorem 2.21 (i) and ϕ(r) ∈ C∞0 (R+). Then
f(z, x) := Mγ−n
2
,r→z(ϕu)(z, x)
extends from Γn+1
2
−γ to a H
s(X)-valued meromorphic function in z with poles
at the points pj − l, l ∈ N,
n+1
2 − γ + ϑ < Re pj − l, of multiplicity mj + 1 and
Laurent coefficients in C∞(X), for all j, l. This phenomenon is a motivation for
the above definition of the shadow condition of asymptotic types.
Definition 2.24. Let P be a discrete asymptotic type associated with the weight
data (γ,Θ), M a compact manifold with conical singularity v and χ : V → X△
a fixed singular chart. Then
Hs,γP (M)
s ∈ R, is defined to be the subspace of all u ∈ Hsloc(M \ {v}) such that for any
cut-off function ω on R+ we have ω(χ
−1
reg)
∗u ∈ Ks,γP (X
∧).
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The space Hs,γP (M) is a Fre´chet space in a natural way, and the same is true
for H∞,γP (M) =
⋂
s∈RH
s,γ
P (M). From the scalar product of H
0,0(M) we have a
non-degenerate sesquilinear pairing
Hs,γ(M)×H−s,−γ(M)→ C
for every s, γ ∈ R. This allows us to define formal adjoints A∗ of operators
A : Hs,γ(M)→ Hs−µ,γ˜(M)
that are continuous for all s ∈ R, for some reals γ, γ˜, µ, namely, by the relation
(Au, v)H0,0(M) = (u,A
∗v)H0,0(M)
for all u, v ∈ C∞0 (M \ {v}). Then A
∗ induces continuous operators
A∗ : Hs,−γ˜(M)→ Hs−µ,−γ(M)
for all s ∈ R.
Analogously, the K0,0(X∧)-scalar product gives us a non-degenerate sesquilinear
pairing
Ks,γ(X∧)×K−s,−γ(X∧)→ C
for every s, γ ∈ R, and any operator
A : Ks,γ(X∧)→ Ks−µ,γ˜(X∧)
which is continuous for all s ∈ R and some γ, γ˜, µ, has a formal adjoint A∗
defined by
(Au, v)K0,0(X∧) = (u,A
∗v)K0,0(X∧)
for all u, v ∈ C∞0 (X
∧). Then A∗ induces continuous operators
A∗ : Ks,−γ˜(X∧)→ Ks−µ,−γ(X∧)
for all s ∈ R.
2.4 Background from the calculus for conical singularities
Let M be a manifold with conical singularities S. In the general part of this
exposition for simplicity we assume that S consists of a single point v (most
of the constructions have straightforward generalisations to the case of finitely
many conical singularities). Locally near v, we fix a singular chart χ and a
corresponding splitting of variables (r, x) ∈ R+ × X, cf. Definition 1.1 (ii). If
we motivate our constructions by the task to express parametrices of elliptic
operators A ∈ Diffµdeg(M) (see Definition 1.3) the specific novelties compared
with the smooth case have to be expected in a neighbourhood of v. Given the
operator A in the form (1.4) we can write
A = r−µop
γ−n
2
M (h)
for h(r, z) :=
∑µ
j=0 aj(r)z
j ; here n = dimX, and γ ∈ R is a weight that we fix
later on in connection with ellipticity. The Mellin symbol h(r, z) is Diffµ(X)-
valued and holomorphic in the covariable z.We have h(r, z) ∈ C∞(R+,M
µ
O(X)),
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cf. Definition 2.25 below. More generally, as noted in Section 2.2 we may admit
Lµ(cl)(X ; Γn+12 −γ
)-valued Mellin symbols for any γ ∈ R, cf. (2.11). In the follow-
ing definition we admit operator functions depending on η ∈ Rq which already
prepares material for the edge calculus.
Definition 2.25. The space MµO(X ;R
q) for a closed compact C∞ manifold X,
µ ∈ R, q ∈ N, is defined to be the set of all h(z, η) ∈ A(C, Lµcl(X ;R
q)) such that
h(β + iρ, η) ∈ Lµcl(X ; Γβ × R
q)
for every β ∈ R, uniformly in compact β-intervals.
From the definition it is immediate that MµO(X ;R
q) is a Fre´chet space in a
natural way. We set
MµO(X) :=M
µ
O(X ;R
0),
and we simply writeMµO(R
q) when dimX = 0 (in this case Lµcl(X ;R
q) is replaced
by Sµcl(R
q) in the canonical Fre´chet topology), and MµO when q = dimX = 0.
Theorem 2.26. For every p˜(r, ρ˜) ∈ C∞(R+, L
µ
cl(X ;Rρ˜)) there exists an h(r, z)
in the space C∞(R+,M
µ
O(X)) such that for p(r, ρ) = p˜(r, rρ) we have
Opr(p) = op
γ−n
2
M (h) mod L
−∞(X∧)
for all γ ∈ R (as standard pseudo-differential operators C∞0 (X)→ C
∞(X)).
Theorem 2.26 is crucial for the cone calculus (and later on, in parameter-
dependent form also for the edge calculus). A proof may be found, for instance,
in [13]. A particularly trasparent alternative proof is given in [7].
Definition 2.27. An h(z) ∈MµO(X) is called elliptic (of order µ) if there is a
β ∈ R such that h(β + iρ) is parameter-dependent elliptic in Lµcl(X ; Γβ).
Remark 2.28. The latter definition of ellipticity of h(z) ∈MµO(X) (of order µ)
is independent of β, i.e., if h(β+iρ) is parameter-dependent elliptic in Lµcl(X ; Γβ)
then h(δ + iρ) is parameter-dependent elliptic in Lµcl(X ; Γδ) for every δ ∈ R.
Theorem 2.29. Let p˜(ρ˜) ∈ Lµcl(X ;Rρ˜) be parameter-dependent elliptic, and
form h(z) ∈ MµO(X) according to Theorem 2.26. Then h(z) is elliptic in the
sense of Definition 2.27.
Theorem 2.30. Let h(z) ∈ MµO(X) be elliptic (of order µ); then there is a
discrete set D ⊂ C such that D∩{c ≤ Re z ≤ c′} is finite for every c ≤ c′ where
h(z) : Hs(X)→ Hs−µ(X)
is an isomorphism for every z ∈ C \D and all s ∈ R.
Definition 2.31. A sequence
R = {(rj , nj)}j∈Z
of pairs (rj , nj) ∈ C × N is said to be a discrete asymptotic type for Mellin
symbols (also referred to as a Mellin asymptotic type) if the set πCR = {rj}j∈Z
intersects the strip {c ≤ Re z ≤ c′} in a finite set for every reals c ≤ c′.
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Definition 2.32. Let R be a Mellin asymptotic type. Then M−∞R (X) is defined
as the set of all f(z) ∈ A(C \ πCR, L−∞(X)) such that
(i) f is meromorphic with poles at the points rj of multiplicity nj + 1, j ∈ Z,
and in a neighbourhood Uj of rj we have
f(z) =
nj∑
k=0
cjk(z − rj)
−(k+1) + hj(z)
for some hj ∈ A(Uj , L−∞(X)) and coefficients cjk ∈ L−∞(X) that are
operators of finite rank for every k = 0, . . . , nj, j ∈ Z;
(ii) for every πCR-excision function χ(z) (i.e., χ ∈ C∞(C), χ(z) = 0 for
dist(z, πCR) < ε0, and χ(z) = 1 for dist(z, πCR) > ε1 for some 0 < ε0 <
ε1) we have
χ(z)f(z)|Γβ ∈ L
−∞(X ; Γβ)
for every β ∈ R, uniformly on compact β-subintervals.
Example 2.33. Let c ∈ L−∞(X) be an operator of finite rank and ω a cut-off
function, p ∈ C, γ < 12 − Re p. Then
f(z) := Mγ(c ω(r)r
−p logk r)(z)
extends to an element in the space M−∞R (X) for R = {(p, k)} (the choice of γ
is not important).
Definition 2.34. For a given Mellin asymptotic type R we set
MµR(X) :=M
−∞
R (X) +M
µ
O(X).
Remark 2.35. fj ∈M
µj
Rj
(X), j = 1, 2, implies f1+f2 ∈M
max{µ1,µ2}
S (X) when
µ1−µ2 ∈ Z, f1f2 ∈M
µ1+µ2
P (X) for resulting S and P .Moreover, f ∈M
−∞
R (X),
h ∈MµQ(X) implies fh ∈M
−∞
P (X) for every Q,R and some resulting P .
Theorem 2.36. f ∈M−∞R (X) implies (1 + f(z))
−1 = 1 + l(z) for an element
l ∈M−∞S (X) for every R and some resulting asymptotic type S.
Theorem 2.37. Given f ∈MµR(X), πCR∩ Γn+1
2
−γ = ∅, and cut-off functions
ω, ω′ the operator ωop
γ−n
2
M (f)ω
′ induces continuous operators
ωop
γ−n
2
M (f)ω
′ : Ks,γ(X∧)→ Ks−µ,γ(X∧),
and
ωop
γ−n
2
M (f)ω
′ : Ks,γP (X
∧)→ Ks−µ,γQ (X
∧),
for every (discrete) asymptotic type P with some resulting Q, associated with
weight data (γ,Θ) (for any weight interval Θ).
Theorem 2.38. For every f ∈ Lµcl(X ; Γβ) there exists an h ∈ M
µ
O(X) such
that
h|Γβ = f mod L
−∞(X ; Γβ).
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2.5 The asymptotic part of the cone algebra
The pseudo-differential calculus on the (open stretched) cone X∧ contains two
substructures, consisting of Green operators and smoothing Mellin plus Green
operators, both with asymptotics. Those operators are automatically produced
when we compose operators of simpler structure or construct parametrices in
the elliptic case.
Let us fix weight data g = (γ, δ,Θ), γ, δ ∈ R, Θ = (ϑ, 0], −∞ ≤ ϑ < 0.
Definition 2.39. An operator G ∈
⋂
s,g L(K
s,γ;g(X∧),K∞,δ;∞(X∧)), s, g ∈ R,
is called a Green operator on X∧, if there are (G-dependent) asymptotic types
P and Q, associated with the weight data (δ,Θ) and (−γ,Θ), respectively, such
that
G : Ks,γ;g(X∧)→ SδP(X
∧),
G∗ : Ks,−δ;g(X∧)→ SγQ(X
∧)
are continuous for all s, g ∈ R. Here G∗ is the formal adjoint of G in the sense
(Gu, v)K0,0(X∧) = (u,G
∗v)K0,0(X∧)
for all u, v ∈ C∞0 (X
∧) (cf. the sesquilinear pairing (2.18)).
Let LG(X
∧,g)P,Q denote the space of all those operators, and set
LG(X
∧,g) :=
⋃
LG(X
∧,g)P,Q
(the union taken over all P ,Q).
Remark 2.40. We have
G ∈ LG(X
∧,g)⇔ rβGr−α ∈ LG(X
∧,h)
for arbitrary α, β ∈ R and h = (γ + α, δ + β,Θ).
Remark 2.41. The spaces LG(X
∧,g)P,Q are Fre´chet spaces in a natural way.
Moreover, the composition GG˜ for G ∈ LG(X∧, c)S,Q, G˜ ∈ LG(X∧,b)P,S and
c = (σ, δ,Θ), b = (γ, σ,Θ) gives rise to a bilinear continuous map
LG(X
∧, c)S,Q × LG(X
∧,b)P,S → LG(X
∧,g)P,Q
for g = (γ, δ,Θ).
We now turn to so-called smoothing Mellin operators on X∧ with asymptotics.
Those operators are (although smoothing on the open manifold X∧) of crucial
importance for the cone algebra in general. They are in general not compact,
and may change the index of elliptic operators.
Let us first observe some simple properties of operators of the form
A := r−µ+jωop
γj−
n
2
M (f)ω
′
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for f ∈ M∞R (X), µ ∈ R, j ∈ N, γj ∈ R, and cut-off functions ω(r), ω
′(r). In
order that A induces a continuos operator
A : Ks,γ(X∧)→ K∞,γ−µ(X∧)
we have to make some assumptions on R and γj . In fact, by definition we have
op
γj−
n
2
M (f) = r
γj−
n
2 opM (T
−(γj−
n
2
)f)r−(γj−
n
2
),
(T βf)(z) = f(z+β), cf. (2.10). Thus, to apply opM (T
−(γj−
n
2
)f) on ω′r−(γj−
n
2
)u
for u ∈ Ks,γ(X∧) we need that r−(γj−
n
2
)u ∈ Ks,0(X∧), i.e., −γj + γ ≥ 0, and
that T−(γj−
n
2
)f has no poles on the weight line Γ 1
2
, i.e., πCR ∩ Γn+1
2
−γj
= ∅.
Moreover, to reach the space with weight γ − µ we need the condition
j + γj ≥ γ.
In other words we ask
γ − j ≤ γj ≤ γ and πCR∩ Γn+1
2
−γj
= ∅. (2.26)
In the following definition we fix weight data g = (γ, γ − µ,Θ) for Θ = (−(k +
1), 0], k ∈ N.
Definition 2.42. An operator A ∈
⋂
s,g∈R L(K
s,γ;g(X∧),K∞,γ−µ;∞(X∧)) is
called a smoothing Mellin plus Green operator on X∧, associated with the weight
data g, if it has the form
A = r−µω
{ k∑
j=0
rjop
γj−
n
2
M (fj)
}
ω′ +G
for some G ∈ LµG(X
∧,g), cut-off functions ω, ω′, smoothing Mellin symbols
fj ∈M
−∞
Rj
(X) and weights γj such that (2.26) holds for all j. Let L
µ
M+G(X
∧,g)
denote the space of all those operators. In the case Θ = (−∞, 0] we define
LµM+G(X
∧,g) as the intersection of all LµM+G(X
∧, (γ, γ−µ, (−(k+1), 0])) over
k ∈ N.
Let us set
σµ−jc (A)(z) := fj(z), j = 0, . . . , k,
called the conormal symbol of A of (conormal) order µ− j.
Remark 2.43. Given A, A˜ ∈ LµM+G(X
∧,g) we have A− A˜ ∈ LG(X∧,g) if and
only if
σµ−jc (A) = σ
µ−j
c (A˜)
for all j = 0, . . . , k.
Proposition 2.44. A ∈ LµM+G(X
∧,g) induces continuous operators
A : Ks,γ(X∧)→ Ks−µ,γ−µ(X∧), Ks,γP (X
∧)→ Ks−µ,γ−µQ (X
∧). (2.27)
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Theorem 2.45. A ∈ LµM+G(X
∧, c) for c = (γ − ν, γ − (µ + ν),Θ) and B ∈
LνM+G(X
∧,b) for b = (γ, γ − ν,Θ) imply AB ∈ Lµ+νM+G(X
∧,d) for d = (γ, γ −
(µ+ ν),Θ), and we have
σµ+ν−lc (AB)(z) =
∑
i+j=l
(T ν−iσµ−jc (A))(z)σ
ν−i
c (B)(z) (2.28)
for every 0 ≤ l ≤ k.
The formula (2.28) is also called the Mellin translation product between the
sequences
(σµ−jc (A))j=0,...,k and (σ
ν−i
c (B))i=0,...,k. (2.29)
Operators of the form
1 +A : Ks,γ(X∧)→ Ks,γ(X∧)
for A ∈ L0M+G(X
∧,g), g = (γ, γ, (−(k + 1), 0]), γ ∈ R, Γn+1
2
−γ ∩ πCR = ∅,
for σ0c (A)(z) ∈M
−∞
R (X), form an algebra, as we easily see from Theorem 2.45.
Such operators are special elliptic elements of the cone algebra.
Definition 2.46. (i) The operator 1 + A for A ∈ L0M+G(X
∧,g), is called
elliptic if
σ0c (1 +A)(z) = 1 + σ
0
c (A)(z) : H
s(X)→ Hs(X) (2.30)
is a family of bijective operators for all z ∈ Γn+1
2
−γ , and some s ∈ R.
(ii) An operator 1 +B for B ∈ L0M+G(X
∧,g), is called a parametrix of 1 +A
if
(1 +A)(1 +B) = 1 and (1 +B)(1 +A) = 1
modulo LG(X
∧,g).
Theorem 2.47. An elliptic operator 1 + A has a parametrix 1 + B, and the
sequence of conormal symbols (σ−ic (1+B))i=0,...,k follows by inverting (σ
−j
c (1+
A))j=0,...,k through the Mellin translation product.
In fact, the ellipticity of 1 + A allows us to invert the operators of the family
(2.30). This gives us
(σ0c (1 +A))
−1(z) = 1 + l(z)
for an l ∈M−∞S (X). Then, using
σ−lc ((1 +A)(1 +B)) =
∑
i+j=l
(T−iσ−jc (1 +A))σ
−i
c (1 +B) =
{
1 for l = 0
0 for l > 0
together with σ−jc (1 +A) = 1 + σ
−j
c (A) for j = 0 and σ
−j
c (1 +A) = σ
−j
c (A) for
j > 0 we can successively determine σ−ic (B) for all i = 1, 2, . . . In this process
we also apply Remark 2.35.
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2.6 The cone algebra with discrete asymptotics
Given a manifold M with conical singularities S by a cone algebra on M we
understand a subalgebra of Lµcl(M \ S) that contains close to S in the splitting
of variables (r, x) ∈ R+ ×X all operators of the form
r−µOpr(p) mod L
−∞(M \ S), (2.31)
for all p(r, ρ) = p˜(r, rρ), p˜(r, ρ˜) ∈ C∞(R+, L
µ
cl(X ;Rρ˜)), together with the para-
metrices of elliptic elements. The remainders in (2.31) will be specified in such a
way that ellipticity entails the Fredholm property of operators in adequate dis-
tribution spaces and that elliptic regularity of solutions includes asymptotics for
r → 0. There are many variants of cone algebras. We may have compact mani-
foldsM with conical singularities as well as infinite cones X△ with some control
for r → ∞, and there are different notions of asymptotics. In this chapter we
focus on discrete asymptotics. In the following definition we consider a compact
manifold M with conical singularity v, for a mapping χreg : V \ {v} → R+ ×X
as in (1.2), and choose cut-off functions ω, ω′, ω′′ on R+ such that ω
′′ ≺ ω ≺ ω′.
Moreover, we form corresponding cut-off functions ǫ := χ∗regω, ǫ
′ := χ∗regω
′,
ǫ′′ := χ∗regω
′′ on M close to v.
Recall that from Section 2.5 we have the space LµM+G(X
∧,g) of smoothing
Mellin plus Green operators with discrete asymptotics, for weight data g =
(γ, γ−µ,Θ), and, moreover, we introduced the space LG(M,g) of global Green
operators onM with discrete asymptotics. Since the smoothing Mellin operators
are supported by a neighbourhood of the conical singularity we also obtain the
space LµM+G(M,g) of global smoothing Mellin plus Green operators.
Definition 2.48. Let M be a manifold with (for simplicity one) conical sin-
gularity v, and assume that M is compact. Fix g = (γ, γ − µ,Θ) for a weight
γ ∈ R, an order µ ∈ R, and a weight interval Θ = (−(k + 1), 0], for some
k ∈ N ∪ {+∞}. Then Lµ(M,g) is defined to be the set of all A ∈ Lµcl(M \ {v})
of the form
A = Asing +Areg +G
where Asing = (χ
−1
reg)∗{ωr
−µop
γ−n
2
M (h)ω
′ + ωRω′} and Areg ∈ (1 − ǫ)L
µ
cl(M \
{v})(1 − ǫ′′) for arbitrary h(r, z) ∈ C∞(R+,M
µ
O(X)) and R ∈ L
µ
M+G(X
∧,g),
and G ∈ LG(M,g).
For A ∈ Lµ(M,g) we set
σ(A) := (σψ(A), σc(A))
where σψ(A) is the standard homogeneous principal symbol of A as an operator
in Lµcl(M \{v}). Observe that close to v in the variables (r, x) ∈ R+×Σ, Σ ⊆ R
n,
corresponding to a chart on X we have
σψ(A)(r, x, ρ, ξ) = r
−µσ˜ψ(A)(r, x, rρ, ξ)
for some function σ˜ψ(A)(r, x, ρ˜, ξ) (also referred to as the reduced homogeneous
principal symbol of A) that is homogeneous in (ρ˜, ξ) 6= 0 of order µ and smooth
in r up to 0. Moreover, we set
σc(A)(z) = h(0, z) + f0(z)
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for f0(z) = σc(R)(z), z ∈ Γn+1
2
−γ , n = dimX, called the (principal) conormal
symbol of A. It is Lµcl(X)-valued and as such defines a family of continuous
operators
σc(A)(z) : H
s(X)→ Hs−µ(X),
s ∈ R.
Similarly as in Section 2.5 we may observe also the lower order conormal symbols
of A. In this case we write σµc (A)(z) rather than σc(A)(z), and the lower order
terms are defined as
σµ−jc (A)(z) =
1
j!
(∂jrh)(0, z) + σ
µ−j
c (R)(z)
for j = 0, . . . , k.
Let us now give an analogous definition in the case of the infinite (stretched)
cone X∧ rather than M.
Definition 2.49. Let X be a closed compact C∞ manifold, fix weight data
g = (γ, γ−µ,Θ) as in Definition 2.48, and choose cut-off functions ω′′ ≺ ω ≺ ω′
on R+. Then L
µ(X∧,g) is defined to be the set of all A ∈ Lµcl(X
∧) of the form
A = Asing + Areg
where Asing = ωr
−µop
γ−n
2
M (h)ω
′ + R, for an h(r, z) ∈ C∞(R+,M
µ
O(X)), R ∈
LµM+G(X
∧,g), and Areg ∈ (1− ω)L
µ;0
cl (X
≍)(1− ω′′).
Here Lµ;0cl (X
≍) is the space of classical operators of order µ on the manifold X≍
with conical exits to infinity and exit order zero, cf. [13, Section 1.4].
We have again a principal symbolic structure of operators A ∈ Lµ(X∧,g),
namely,
σ(A) = (σψ(A), σc(A), σE(A)) (2.32)
where σψ(A), and σc(A) are of analogous meaning as before, while σE(A) is the
pair of exit symbols
σE(A) = (σe(A), σψ,e(A))
belonging to A for r → ∞. Concerning the definition of σe and σψ,e, cf. [13,
Section 1.4].
Theorem 2.50. (i) Let M be a compact manifold with conical singularity,
and A ∈ Lµ(M,g), g = (γ, γ−µ,Θ). Then A induces continuous operators
A : Hs,γ(M)→ Hs−µ,γ−µ(M), Hs,γP (M)→ H
s−µ,γ−µ
Q (M)
for every s ∈ R and every asymptotic type P with some resulting asymp-
totic type Q, associated with the weight data (γ,Θ) and (γ−µ,Θ), respec-
tively.
(ii) Let X be a closed compact C∞ manifold, and A ∈ Lµ(X∧,g), with g as
in (i). Then A induces continuous operators
A : Ks,γ(X∧)→ Ks−µ,γ−µ(X∧),Ks,γP (M)→ K
s−µ,γ−µ
Q (M)
for every s ∈ R and P and Q as in (i).
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Remark 2.51. (i) Let A be as in Theorem 2.50 (i); then σ(A) = 0 (i.e.,
σψ(A) = σc(A) = 0) implies that
A : Hs,γ(M)→ Hs−µ,γ−µ(M)
is a compact operator for every s ∈ R.
(ii) Let A be as in Theorem 2.50 (ii); then σ(A) = 0 (i.e., σψ(A) = σc(A) =
σe(A) = σψ,e(A) = 0) implies that
A : Ks,γ(X∧)→ Ks−µ,γ−µ(X∧)
is a compact operator for every s ∈ R.
In the following theorem we assume M and X∧ to be as in Theorem 2.50.
Theorem 2.52. (i) Let A ∈ Lµ(M,g) for g = (γ − µ˜, γ − µ˜ − µ,Θ) and
B ∈ Lµ˜(M, g˜) for g˜ = (γ, γ − µ˜,Θ); then we have AB ∈ Lµ+µ˜(M,g ◦ g˜)
for g ◦ g˜ = (γ, γ − µ˜− µ,Θ), and σ(AB) = σ(A)σ(B) in the sense
σψ(AB) = σψ(A)σψ(B), σc(AB) = (T
µ˜σc(A))σc(B)
(T βf)(z) := f(z + β).
(ii) Let A ∈ Lµ(X∧,g) and B ∈ Lµ˜(X∧, g˜) with g, g˜ as in (i); then we have
AB ∈ Lµ+µ˜(X∧,g ◦ g˜) and σ(AB) = σ(A)σ(B) in the sense of the rules
from (i) together with
σe(AB) = σe(A)σe(B), σψ,e(AB) = σψ,e(A)σψ,e(B).
Remark 2.53. Similarly as in Theorem 2.45 the sequence of conormal symbols
(σµ+µ˜−lc (AB))l=0,...,k can be obtained as the Mellin translation product between
the sequences (σµ−jc (A))j=0,...,k and (σ
µ˜−i
c (B))i=0,...,k.
2.7 Ellipticity in the cone algebra and asymptotics of so-
lutions
Based on the principal symbolic structure of operators in the cone algebra we
now study ellipticity and asymptotics of solutions.
Definition 2.54. (i) Let M be a compact manifold with conical singularity
v, and let A ∈ Lµ(M,g) as in Definition 2.48. Then A is called elliptic if
σψ(A) 6= 0 on T
∗(M \ {v}) \ 0, and, locally near v, σ˜ψ(A)(r, x, ρ˜, ξ) 6= 0
for all (ρ˜, ξ) 6= 0, up to r = 0, moreover,
σc(A)(z) : H
s(X)→ Hs−µ(X) (2.33)
is a family of isomorphisms for all z ∈ Γn+1
2
−γ and some s = s0 ∈ R.
(ii) Let A ∈ Lµ(X∧,g) be as in Definition 2.49. Then A is called elliptic if
σψ(A) and σc(A) satisfy analogous condition as in (i) and if the symbolic
components of σE(A) are elliptic in the sense of the calculus of operators
in Lµ;νcl (X
≍) at r =∞.
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Theorem 2.55. (i) Let A ∈ Lµ(M,g) be as in Definition 2.48. Then A is
elliptic in the sense of Definition 2.54 (i) if and only if
A : Hs,γ(M)→ Hs−µ,γ−µ(M) (2.34)
is a Fredholm operator for some s = s0 ∈ R (which is equivalent to the
Fredholm property for all s ∈ R).
(ii) Let A ∈ Lµ(X∧,g) be as in Definition 2.49. Then A is elliptic in the sense
of Definition 2.54 (ii) if and only if
A : Ks,γ;g(X∧)→ Ks−µ,γ−µ;g(X∧) (2.35)
is a Fredholm operator for some s = s0, g = g0 ∈ R (again equivalent to
the Fredholm property for all s ∈ R).
Theorem 2.56. (i) Let A ∈ Lµ(M,g) be an operator as in Definition 2.48.
Then the Fredholm property of (2.34) for some s = s0, entails the Fred-
holm property of (2.34) for all s ∈ R. Moreover, A has a parametrix
B ∈ L−µ(M,g−1), i.e., I−BA ∈ LG(M, (γ, γ,Θ)), I−AB ∈ LG(M, (γ−
µ, γ − µ,Θ)). Finally, if (2.34) is invertible for an s = s0 ∈ R then so is
for all s ∈ R, and we have A−1 ∈ L−µ(M,g−1) for g−1 := (γ − µ, γ,Θ).
(ii) Let A ∈ Lµ(X∧,g) be an operator as in Definition 2.49. Then the Fredholm
property of (2.35) for reals s = s0, g = g0, entails the Fredholm property of
(2.35) for all s, g ∈ R. Moreover, A has a parametrix B ∈ L−µ(X∧,g−1),
i.e., I − BA ∈ LG(X
∧, (γ, γ,Θ)), I − AB ∈ LG(X
∧, (γ − µ, γ − µ,Θ)).
Finally, if (2.35) is invertible for some s = s0, g = g0 ∈ R then so is for
all s, g ∈ R, and we have A−1 ∈ L−µ(X∧,g−1).
In the following theorem we indicate by subscripts ‘(Q)’, etc., spaces with or
without asymptotics of type Q.
Theorem 2.57. (i) Let A ∈ Lµ(M,g) be elliptic, u ∈ H−∞,γ(M), and Au =
f ∈ Hs−µ,γ−µ(Q) (M), s ∈ R (for some discrete asymptotic type Q, associated
with the weight data (γ − µ,Θ)). Then u ∈ Hs,γ(P)(M) (for a resulting
discrete asymptotic type P , associated with the weight data (γ,Θ)).
(ii) Let A ∈ Lµ(X∧,g) be elliptic, u ∈ K−∞,γ;−∞(X∧), and Au = f ∈
Ks−µ,γ−µ;g(Q) (X
∧), s, g ∈ R, for some Q as in (i). Then u ∈ Ks,γ;g(P) (X
∧)
for some P as in (i).
3 Abstract edge operators
The calculus of edge pseudo-differential operators is formulated in terms of various quantisa-
tions of ‘scalar’ (edge-degenerate) symbols. One aspect of this approach is based on operator-
valued amplitude functions with twisted homogeneity; those encode, in particular, various
kinds of trace, potential and Green operators. Moreover, there is the concept of ‘abstract’
edge spaces which are the model of the concrete weighted edge spaces where an anisotropic
information from the wedge geometry is feeded in corresponding scales of spaces, modelled on
a vector space with group action. Another important part is a vector/operator-valued version
of Kumano-go’s technique to oscillatory integrals and pseudo-differential operators globally in
the Euclidean space, see [8].
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3.1 Abstract edge spaces
Definition 3.1. A Hilbert space H (throughout this consideration assumed to
be separable) is said to be endowed with a group action κ = {κλ}λ∈R+ if
(i) κλ : H −→ H, λ ∈ R+, is a family of isomorphisms, where κλκν = κλν
for all λ, ν ∈ R+,
(ii) λ 7→ κλh, λ ∈ R+, defines a function in C∞(R+, H) for every h ∈ H (i.e.,
κ is strongly continuous).
Let us give a few examples of Hilbert spaces with group action. By Hs(Rm),
s ∈ R, we denote the standard Sobolev space in Rm of smoothness s. Recall that
Hs(Rm) can be defined to be the set of all u ∈ S ′(Rm) such that (Fu)(ξ) =
uˆ(ξ) belongs to 〈ξ〉−sL2(Rmξ ). Moreover, if Ω ⊆ R
m is a domain with smooth
boundary, we set
Hs(Ω) := {u|Ω : u ∈ H
s(Rm)} .
Example 3.2. (i) H := L2(R+) and (κλu)(r) := λ
1
2u(λr), λ ∈ R+;
(ii) H := Hs(R+), s ∈ R, with κλ as in (i);
(iii) H := Hs(Rm), s ∈ R, and (κλu)(x) := λ
m
2 u(λx), λ ∈ R+.
Definition 3.3. A Fre´chet space E, written as a projective limit of Hilbert
spaces Ej , j ∈ N, with continuous embeddings Ej →֒ E0, j ∈ N, (i.e., E =⋂
j∈N E
j , and the projective limit referring to the mappings E →֒ Ej , j ∈ N) is
said to be endowed with a group action κ = {κλ}λ∈R+ , if
(i) κλ is a group action on E
0,
(ii) κ|Ej is a group action on E
j for every j ∈ N.
Example 3.4. Let E = S(R+) be written as
E = lim
←−
j∈N
〈r〉−jHj(R+).
Then κ from Example 3.2 (i) defines a group action on E.
Definition 3.5. Given a Hilbert space H with group action κ = {κλ}λ∈R+ the
abstract edge space Ws(Rq, H) of smoothness s ∈ R, modelled on H and with
edge Rq, is defined to be the completion of S(Rq, H) with respect to the norm
‖u‖Ws(Rq,H) :=
{∫
〈η〉2s
∥∥∥κ−1〈η〉uˆ(η)∥∥∥2
H
dη
}1/2
, (3.1)
where uˆ(η) = (Fu)(η) is the Fourier transform in Rq. If necessary, to indicate
the choice of the group action we write
Ws(Rq, H)κ.
In particular, we set Hs(Rq, H) =Ws(Rq, H)id.
If H = C and κλ = id for all λ we obtain the standard Sobolev space H
s(Rq)
of smoothness s.
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Remark 3.6. Recall that Ws(Rq, H) can equivalently be defined as the set of all
u ∈ S ′(Rq, H) (= L(S(Rq), H)) such that κ−1〈η〉uˆ(η) ∈ 〈η〉
−sL2(Rq, H). A proof
may be found in [3].
Remark 3.7. Replacing ‖·‖H in (3.1) by an equivalent norm in H and η 7→ 〈η〉
by any strictly positive function p(η) with c〈η〉 ≤ p(η) ≤ C〈η〉 for all η ∈ R
and certain c, C > 0, gives us an equivalent norm in the space Ws(Rq, H). In
particular, we can take p(η) = [η] (recall that η 7→ [η] is any strictly positive
function in C∞(Rq) such that [η] = |η| for |η| ≥ const).
If Ω ⊆ Rq is an open set
Wscomp(Ω, H) (3.2)
will denote the set of all u ∈ D′(Ω, H) (= L(C∞0 (Ω), H)) such that ϕu ∈
Ws(Rq, H) for every ϕ ∈ C∞0 (Ω). Moreover,
Wsloc(Ω, H) (3.3)
is defined to be the set of all u ∈ D′(Ω, H) such that ϕu ∈ Wscomp(Ω, H) for
every ϕ ∈ C∞0 (Ω). As a consequence of the above definitions, we have
Wscomp(Ω, H) ⊂ W
s
loc(Ω, H)
for every s ∈ R.
Remark 3.8. The norm (3.1) can also be written in the form
‖u‖Ws(Rq,H)κ =
∥∥∥〈η〉sF (F−1κ−1〈η〉F )u∥∥∥
L2(Rq,H)
=
∥∥∥F−1κ−1〈η〉Fu∥∥∥
Hs(Rq,H)
,
which shows that there is an isomorphism
K := F−1κ〈η〉F : H
s(Rq, H)→Ws(Rq, H)κ. (3.4)
In other words, for every u(y) ∈ Ws(Rq, H)κ there exists a v(y) ∈ Hs(Rq, H)
such that
uˆ(η) = κ〈η〉vˆ(η). (3.5)
Later on in this context it will be convenient to replace 〈η〉 by [η].
Example 3.9. Let us consider Hs(Rn) with the group action (κλu)(x) =
λn/2u(λx), λ ∈ R+. Then we obtain
Ws(Rq, Hs(Rn)) = Hs(Rq × Rn) (3.6)
for every s ∈ R. Observe that {κλ}λ∈R+ is unitary in L
2(Rn); thus for s = 0
the relation (3.6) just means L2(Rq, L2(Rn)) = L2(Rq × Rn).
Remark 3.10. Let E1, E0 be Hilbert spaces with a continuous embedding E1 →֒
E0, and let κ be a group action on E0 that restricts to a group action on E1.
Then we have canonical continuous embeddings
Ws
′
(Rq, E1) →֒ Ws(Rq, E0)
for all s, s′ ∈ R, s′ ≥ s.
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Definition 3.11. Let E be a Fre´chet space with group action as in Definition
3.3. We set
Ws(Rq, E) := lim
←−
j∈N
Ws(Rq, Ej), s ∈ R, (3.7)
taken in the Fre´chet topology of the projective limit.
Similarly as (3.2) and (3.3), we have the spaces
Wscomp(Ω, E) and W
s
loc(Ω, E)
in the case of a Fre´chet space E = lim
←−
j∈N
Ej with group action, namely,
Wscomp(Ω, E) = lim←−
j∈N
Wscomp(Ω, E
j),
and analogously for the ‘loc’ version.
Proposition 3.12. Let E be a Fre´chet space with group action. Then we have
W∞(Rq, E) = H∞(Rq, E),
i.e., the space W∞(Rq, E) is independent of the choice of the group action
{κλ}λ∈R+ in E.
Proof. Let us first note that if E is a Fre´chet space with group action, E =
lim
←−
j∈N
Ej , for every j there are constants cj ,Mj > 0 such that
‖κλ‖L(Ej) ≤ cj
{
λMj for λ ≥ 1
λ−Mj for λ ≤ 1
.
We then have, for every s ∈ R, continuous embeddings
Hs+Mj (Rq, Ej) →֒ Ws(Rq, Ej) →֒ Hs−Mj (Rq, Ej), (3.8)
i.e., we obtain W∞(Rq, Ej) = H∞(Rq, Ej) for every j, and hence
W∞(Rq, E) = lim
←−
j∈N
W∞(Rq, Ej) = lim
←−
j∈N
H∞(Rq, Ej) = H∞(Rq, E).
Remark 3.13. For s′ ≥ s we have a canonical continuous embedding
Ws
′
(Rq, E) →֒ Ws(Rq, E).
Proposition 3.14. Let E = lim
←−
j∈N
Ej be a Fre´chet space with group action. Then
for every s ∈ N we have
Ws(Rq, E) = {u ∈ W0(Rq, E) : Dαy u ∈ W
0(Rq, E), |α| ≤ s}.
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Proof. There are constants c1, c2 > 0 such that
c1(
∑
|α|≤s
|ηα|2) ≤ 〈η〉2s ≤ c2(
∑
|α|≤s
|ηα|2).
Therefore, for all |α| ≤ s,∫
||κ−1〈η〉η
αuˆ(η)||2Ejdη <∞ ⇒
∫
〈η〉2s||κ−1〈η〉uˆ(η)||
2
Ejdη <∞,
and vice versa, and this holds for all j.
Proposition 3.15. Let E = lim
←−
j∈N
Ej be a Fre´chet space with group action, and
set
L2(Rq, E) := lim
←−
j∈N
L2(Rq, Ej).
Then we have
W∞(Rq, E) = {u ∈ L2(Rq, E) : Dαy u ∈ L
2(Rq, E), for all α ∈ Nq}. (3.9)
Proof. For every fixed j we have
Hs(Rq, Ej) = {u ∈ S ′(Rq, Ej) :
∫
〈η〉2s||uˆ(η)||2Ejdη <∞}.
From (3.8) it follows thatW∞(Rq, Ej) =
⋂
s∈RW
s(Rq, Ej) =
⋂
s∈NH
s(Rq, Ej).
By virtue of
Hs(Rq, Ej) = {u ∈ L2(Rq, Ej) : Dαy u ∈ L
2(Rq, Ej), for all α ∈ Nq, |α| ≤ s}
for every s ∈ N (see Proposition 3.14) we then obtain the relation (3.9) for the
space Ej instead of E. Since this is true for all j it follows (3.9) for E itself.
Corollary 3.16. Let E = lim
←−j∈N
Ej be a Fre´chet space with group action. Then
we have
W∞comp(Ω, E) = C
∞
0 (Ω, E), W
∞
loc(Ω, E) = C
∞(Ω, E). (3.10)
Proof. First, Proposition 3.12 gives us
W∞(Rq, E) = H∞(Rq, E)
which is characterised as the space{
u ∈ L2(Rq, E) : Dαy u ∈ L
2(Rq, E) for all α ∈ Nq
}
.
For u ∈ W∞loc(Ω, E) and every fixed ϕ ∈ C
∞
0 (Ω) it follows that D
α
y (ϕu) belongs
to L2(Rq, E) and has compact support for all α ∈ Nq. This just characterises the
space C∞(Ω, E). The first relation of (3.10) is then an immediate consequence.
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Later on for H we will insert weighted cone spaces Ks,γ(X∧) on the infinite
stretched cone X∧ = R+×X with the group action (κλu)(r, x) = λ
n+1
2 u(λr, x),
λ ∈ R+, for n = dimX. Then we obtain so-called weighted edge spaces
Ws(Rq,Ks,γ(X∧)).
More generally, it may be interesting to admit weights for r → ∞, i.e., to take
the spaces Ks,γ;g(X∧) = 〈r〉−gKs,γ(X∧) (cf. Definition 2.16) for any g ∈ R, with
the group action (2.19) and associated edge spaces
Ws(Rq,Ks,γ;g(X∧))κg . (3.11)
In the case g = 0 we simply write κ and Ws(Rq,Ks,γ(X∧)).
Theorem 3.17. For every s, γ, g ∈ R we have
Hscomp(X
∧ × Rq) ⊂ Ws(Rq,Ks,γ;g(X∧))κg ⊂ H
s
loc(X
∧ × Rq).
The edge pseudo-differential operators below will be independent of the specific
choice of the group action when we refer to operators in spaces of that kind.
A careful analysis of the functional analytic properties of weighted edge spaces
(3.11) shows that g := s− γ may be a natural choice. In this case we set
Ks,γ(X∧) := Ks,γ;s−γ(X∧) (3.12)
and
W s,γ(X∧ × Rq) :=Ws(Rq,Ks,γ(X∧))κs−γ . (3.13)
However, in the majority of our considerations we refer to the case g = 0 which
is natural, too (e.g., when standard Sobolev spaces are anisotropically decom-
posed, cf. Example 3.9).
Theorem 3.18. Let E be a Fre´chet space with group action κ, and let E0, E1
be Fre´chet subspaces, continuously embedded in E, such that E = E0 + E1 in
the sense of the non-direct sum.
(i) If κ restricts to group actions on Ei, i = 0, 1, then Ws(Rq, Ei) is contin-
uously embedded in Ws(Rq, E), and we have
Ws(Rq, E) =Ws(Rq, E0) +W
s(Rq, E1),
also as a non-direct sum; here Ws(Rq, Ei) = KH
s(Rq, Ei), see (3.4).
(ii) In the case that E0 or E1 are not invariant under κ, we then have
Ws(Rq, E) = KHs(Rq, E0) +KH
s(Rq, E1),
again as a non-direct sum.
3.2 Calculus with operator-valued symbols
Parallel to the concept of abstract edge spaces modelled on Hilbert/Fre´chet
spaces with group action, there are spaces of symbols with twisted homogeneity.
Let H and H˜ be Hilbert spaces with group action κ and κ˜, respectively. A
32
function f(y, η) ∈ C∞
(
U × (Rq \ {0}),L(H, H˜)
)
, U ⊆ Rp open, is said to be
(twisted) homogeneous of order µ ∈ R in the variable η ∈ Rq \ {0}, if
f(y, λη) = λµκ˜λf(y, η)κ
−1
λ (3.14)
for all λ ∈ R+ and all (y, η) ∈ U × (Rq \ {0}). Let χ(η) be an excision function;
then
a(y, η) := χ(η)f(y, η)
belongs to C∞
(
U × Rq,L(H, H˜)
)
and satisfies the symbolic estimates
sup
(y,η)∈K×Rq
〈η〉−µ+|β|
∥∥∥κ˜−1〈η〉{DαyDβηa(y, η)}κ〈η〉∥∥∥
L(H,H˜)
<∞ (3.15)
for all K ⋐ U, α ∈ Np, β ∈ Nq.
Definition 3.19. Let H and H˜ be Hilbert spaces with group action κ and κ˜,
respectively. Then the space of (operator-valued) symbols
Sµ(U × Rq;H, H˜) (3.16)
for open U ⊆ Rp, µ ∈ R, is defined to be the set of all a(y, η) ∈ C∞
(
U ×
Rq,L(H, H˜)
)
such that the symbolic estimates (3.15) hold for all K ⋐ U, α ∈ Np,
β ∈ Nq. Let
Sµcl(U × R
q;H, H˜) (3.17)
denote the subspace of all classical (operator-valued) symbols a(y, η) belonging
to Sµ(U × Rq;H, H˜) such that there are (twisted) homogeneous components
a(µ−j)(y, η) of order µ− j, j ∈ N, with
a(y, η)− χ(η)
N∑
j=0
a(µ−j)(y, η) ∈ S
µ−(N+1)(U × Rq;H, H˜)
for every N ∈ N. We write Sµ(cl)(U × R
q;H, H˜) if we mean (3.16) or (3.17). In
particular, Sµ(cl)(R
q;H, H˜) will denote the subspace of respective elements that
are independent of y. If necessary, in order to indicate the dependence on κ, κ˜
we write
Sµ(cl)(U × R
q;H, H˜)κ,κ˜. (3.18)
Remark 3.20. The space (3.16) is Fre´chet with the semi-norm system given by
the left hand side of (3.15), where K varies over compact sets of U (countably
many exhausting U) and α ∈ Np, β ∈ Nq.
Remark 3.21. In our calculus we will construct many concrete examples of
operator-valued symbols. For future references we observe that when a function
a(y, η) ∈ C∞
(
U × Rq,L(H, H˜)
)
has the property
a(y, λη) = λµκ˜λa(y, η)κ
−1
λ (3.19)
for all λ ≥ 1, |η| ≥ C, for some C > 0, then
a(y, η) ∈ Sµcl(U × R
q;H, H˜).
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Example 3.22. Set H := Ks,γ(X∧), H˜ := Ks−µ,γ−µ(X∧), and let h(y) ∈
C∞(U,MµO(X)). Moreover, consider the family of operators
a(y, η) := r−µ+jω(r[η])op
γ−n
2
M (h)(y)η
αω′(r[η])
for j ∈ N, α ∈ Nq, |α| ≤ j, and for cut-off functions ω, ω′. Then we have
a(y, η) ∈ C∞(U × Rq,L(Ks,γ(X∧),Ks−µ,γ−µ(X∧)))
for every s ∈ R, and a(y, λη) = λµ−(j−|α|)κλa(y, η)κ
−1
λ for all λ ≥ 1, |η| ≥ C,
for some C > 0. This implies
a(y, η) ∈ S
µ−(j−|α|)
cl (U × R
q;Ks,γ(X∧),Ks−µ,γ−µ(X∧)).
Proposition 3.23. For every a(η) ∈ Sµ(Rq;H, H˜) and any fixed ξ ∈ Rq we
have aξ(η) := a(η + ξ) ∈ Sµ(Rq;H, H˜) and a(η) − aξ(η) ∈ Sµ−1(Rq;H, H˜). In
particular, if a(η) is classical, then
a(µ)(η) = aξ,(µ)(η)
for every ξ.
Remark 3.24. There is an analogue of Definition 3.21 for Fre´chet spaces E, E˜
with group action rather than Hilbert spaces H, H˜. In the case
E = lim
←−
j∈N
Ej , E˜ = lim
←−
k∈N
E˜k
with group actions κ and κ˜ in E0 and E˜0, respectively, restricting to group
actions in Ej and E˜k (cf. Definition 3.3) we have the spaces Sµ(cl)(Ω × Ω ×
Rq, Ej , E˜k) for every j, k. For notational convenience we assume that there are
continuous embeddings Ej+1 →֒ Ej , E˜k+1 →֒ E˜k for all j, k ∈ N. Then an
element a(y, y′, η) ∈ C∞(Ω× Ω× Rq,L(E0, E˜0)) belongs to
Sµ(cl)(Ω× Ω× R
q, E, E˜)
if for every k ∈ N there is a j = j(k) ∈ N such that a(y, y′, η) also belongs to
Sµ(cl)(Ω× Ω× R
q, Ej(k), E˜k) for every k ∈ N.
Let us give an example in the sense of Remark 3.21 now for Fre´chet spaces
rather than Hilbert spaces.
Example 3.25. Let ϕ(r) ∈ C∞0 (R+), and let Mϕ be the operator of multipli-
cation by ϕ. Moreover, set ϕη(r) := ϕ(r[η]). Then b(η) : η 7→ Mϕη defines a
function
b(η) ∈ C∞(Rq,L(K∞,γ(X∧),K∞,∞(X∧))),
cf. the formula (2.16), and we have
b(λη) = κλb(η)κ
−1
λ
for all λ ≥ 1, |η| ≥ C for some C > 0. Thus
b(η) ∈ S0cl(R
q;K∞,γ(X∧),K∞,∞(X∧)).
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In the case U = Ω×Ω, Ω ⊆ Rq open, we write (y, y′) instead of y. Similarly as
in the scalar case (see Section 2.1) we form pseudo-differential operators with
operator-valued symbols
Opy(a)u(y) :=
∫ ∫
ei(y−y
′)ηa(y, y′, η)u(y′)dy′d−η, (3.20)
d−η = (2π)−qdη, first for u ∈ C∞0 (Ω, H), and then extended to other function
and distribution spaces. If the variable in the pseudo-differential action is clear,
we simply write Op(a) rather than Opy(a). The notation double, left and right
symbol will be employed in an analogous meaning as in the scalar case. Let us
set
Lµ(cl)(Ω;H, H˜) :=
{
Op(a) : a(y, y′, η) ∈ Sµ(cl)(Ω× Ω× R
q;H, H˜)
}
. (3.21)
Theorem 3.26. An A ∈ Lµ(Ω;H, H˜) (with H, H˜ being Fre´chet spaces with
group action) induces continuous operators
A :Wscomp(Ω, H)→W
s−µ
loc (Ω, H˜)
for every s ∈ R.
Theorem 3.27. Let H be a Hilbert space with group action κ and let ϕ ∈ S(Rq).
(i) The operator of multiplication by ϕ represents a continuous operator
Mϕ :W
s(Rq, H)→Ws(Rq, H)
and ϕ 7→ Mϕ defines a continuous operator
S(Rq)→ L(Ws(Rq, H))
for every s ∈ R.
(ii) The operator Mϕ gives rise to an element ϕ · idH ∈ S
0(Rq × Rq;H,H),
the mapping ϕ 7→ ϕ · idH =: a(y, η) defines a continuous operator
S(Rq)→ S0(Rq × Rq;H,H),
and we have Op(a) =Mϕ.
Remark 3.28. Let E, E˜ be Hilbert spaces, and a ∈ L(E, E˜) a given element.
Then, applying the operator a pointwise to an element u(y) ∈ Hs(Rq, E), s ∈ R,
and denoting the resulting function by (Mau) (y), we have
(Mau) (y) ∈ H
s(Rq, E˜),
Ma = Opy(a), where a is interpreted as an element of S
0
cl(R
q;E, E˜) where the
involved group actions are idE and idE˜ , respectively.
In fact, the mapping e 7→ ae, e ∈ E, can be interpreted as an operator-valued
symbol in S0(Rq;E, E˜) independent of η. As a special case of the symbolic
estimates (3.15), the norm ‖a‖L(E,E˜) = sup
‖ae‖E˜
‖e‖E
is finite. Thus
‖Mau‖
2
Hs(Rq,E˜) =
∫
〈η〉2s ‖(FMau) (η)‖
2
E˜ dη =
∫
〈η〉2s ‖a (Fu) (η)‖2E˜ dη
≤ ‖a‖2
∫
〈η〉2s ‖Fu(η)‖2E dη = ‖a‖
2 ‖u‖2Hs(Rq,E) .
35
For future references we now give more examples of operator-valued symbols.
In the following Ω ⊆ Rq will be an open set.
Example 3.29. Let ψ(y) ∈ C∞0 (Ω), ω(r) a cut-off function, and d ∈ R, α ∈ N
q;
then
a(y, η) := ψ(y)ω(r[η])rdηα
defines a symbol
a(y, η) ∈ S
|α|−d
cl (Ω× R
q;Ks,γ;g(X∧),Ks,γ+d;g(X∧))
for every s, γ, g ∈ R.
Example 3.29 is a special case of Remark 3.21, since
a(y, η) ∈ C∞(Ω× Rq,L(Ks,γ;g(X∧),Ks,γ+d;g(X∧)))
and the relation (3.19) holds for µ = |α| − d.
Example 3.30. The operator of multiplication by ω(r) − ω(r[η]) for a cut-
off function ω defines an element of S0(Rq;Ks,γ;g(X∧),Ks,∞;g(X∧)) for every
s, γ, g ∈ R.
Proposition 3.31. Let E = lim
←−
j∈N
Ej be as in Corollary 3.16. The operator Dαy ,
α ∈ Nq, induces continuous operators
Dαy :W
s(Rq, E)→Ws−|α|(Rq, E) (3.22)
and
Dαy :W
s
comp/loc(Ω, E)→W
s−|α|
comp/loc(Ω, E) (3.23)
for every s ∈ R, Ω ⊆ Rq open.
Proof. To show (3.22) we write Dαy = F
−1ηαF and obtain for every j ∈ N∥∥Dαy u∥∥2Ws−|α|(Rq,Ej) = ∫ 〈η〉2(s−|α|) ∥∥∥κ−1〈η〉(Dαy u)∧(η)∥∥∥2Ej dη
=
∫
〈η〉2s〈η〉−2|α||ηα|2
∥∥∥κ−1〈η〉uˆ(η)∥∥∥2Ej dη
≤ ‖u‖2Ws(Rq,Ej) .
For (3.23) we choose any j ∈ N, ϕ ∈ C∞0 (Ω), and show that there are elements
ϕβ ∈ C∞0 (Ω), such that∥∥ϕ(Dαy u)∥∥Ws−|α|(Rq,Ej) ≤∑
β≤α
‖ϕβu‖Ws(Rq,Ej) .
In fact, by the Leibniz rule we have
Dαy (ϕu) =
∑
β≤α
ψβD
β
yu
for suitable ψβ ∈ C
∞
0 (Ω), where ψα = ϕ, i.e.,
ϕ(Dαy u) = D
α
y (ϕu)−
∑
β<α
ψβD
β
yu.
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By repeatedly forming commutators between differentiations and multiplica-
tions by functions in C∞0 (Ω) we obtain an expression of the form
ϕ(Dαy u) =
∑
β≤α
Dβy (ϕβu)
for suitable ϕβ ∈ C∞0 (Ω). Then, using Theorem 3.27 together with the first part
of the proof, it follows that∥∥ϕ(Dαy u)∥∥Ws−|α|(Rq,Ej) ≤ ∥∥∥∑
β≤α
Dβy (ϕβu)
∥∥∥
Ws−|α|(Rq,Ej)
≤
∑
β≤α
‖ϕβu‖Ws−|α|+|β|(Rq,Ej)
≤ C
∑
β≤α
‖ϕβu‖Ws(Rq,Ej) .
In the latter step we employed Remark 3.13.
The elements of the pseudo-differential calculus are particularly transparent
when we refer to operators with symbols with uniform symbolic estimates, ac-
cording to a generalisation of Kumano-go’s technique to the case of operator-
valued symbols.
Let us first recall some variants of vector-valued amplitude functions, with values
in a Fre´chet space V, that are involved in oscillatory integral constructions.
Definition 3.32. Let V be a Fre´chet space with a fixed countable system of
semi-norms (πj)j∈N that defines the topology of V. Moreover, let µ := (µj)j∈N
and ν := (νj)j∈N be sequences of reals. Then the space
Sµ;ν(R2q;V ) (3.24)
is defined to be the set of all a(x, ξ) ∈ C∞(R2q, V ) such that
sup
(x,ξ)∈R2q
〈ξ〉−µj 〈x〉−νjπj(D
α
xD
β
ξ a(x, ξ)) (3.25)
is finite for all α, β ∈ Nq and all j ∈ N. Observe that the space Sµ;ν(R2q;V ) is
Fre´chet with the system of semi-norms (3.25). Moreover, let
S∞;∞(R2q;V ) =
⋃
µ,ν
Sµ;ν(R2q;V )
(the union is taken over all µ,ν).
The spaces in Definition 3.32 for V = C are employed in [8]; the variant with
values in a Fre´chet space is studied in [17].
Given a function χ(x, ξ) ∈ S(R2q) with χ(0, 0) = 1 we form the oscillatory
integral
Os[a] =
∫ ∫
e−ixξa(x, ξ)dxd−ξ := lim
ε→0
∫ ∫
e−ixξχ(εx, εξ)a(x, ξ)dxd−ξ. (3.26)
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Recall that the right hand side of (3.26) represents a regularisation of a corre-
sponding divergent double integral and that this process is justified by certain
integrations by parts that lead to convergent integrals.
The same process works also for vector-valued amplitude functions a(x, ξ) ∈
Sµ;ν(R2q;V ). As a result we obtain the following theorem.
Theorem 3.33. The oscillatory integral construction (3.26) defines a conti-
nuous mapping
Os[·] : Sµ;ν(R2q;V )→ V.
Let H and H˜ be Hilbert spaces with group actions κ and κ˜, respectively (the
following considerations easily extend to the case of Fre´chet spaces E and E˜
with group actions).
Definition 3.34. The space Sµ(Rd × Rq;H, H˜)b is defined to be the set of all
a(y, η) ∈ C∞(Rd × Rq,L(H, H˜)) such that
sup
(y,η)∈Rd×Rq
〈η〉−µ+|β|
∥∥∥κ˜−1〈η〉{DαyDβηa(y, η)}κ〈η〉∥∥∥L(H,H˜) <∞
for all α ∈ Nd, β ∈ Nq. Moreover, let
Sµcl(R
d × Rq;H, H˜)b
denote the subspace of all a(y, η) ∈ Sµ(Rd × Rq;H, H˜)b such that there are
elements a(µ−j)(y, η) which are twisted homogeneous of order µ − j, j ∈ N
(more precisely, a(µ−j)(y, η) ∈ C
∞(Rd × (Rq \ {0}),L(H, H˜))b with subscript
‘b’ referring to the y-variable, and twisted homogeneous in the sense of (3.14))
with
a(y, η)− χ(η)
N∑
j=0
a(µ−j)(y, η) ∈ S
µ−(N+1)(Rd × Rq;H, H˜)b
for every N ∈ N.
As usual, we employ subscripts ‘(cl)’ when a consideration is valid in the clas-
sical as well in the general case. Moreover, if necessary we write Sµ(cl)( . . . )b,κ,κ˜
similarly as (3.18). In the case d = 2q we replace y by (y, y′). Let us set
Lµ(cl)(R
q;H, H˜)b := {Op(a) : a(y, y
′, η) ∈ Sµ(cl)(R
2q × Rq;H, H˜)b}
for every µ ∈ R (cf. the notation (3.20)).
Theorem 3.35. Let a(y, y′, η) ∈ Sµ(cl)(R
q ×Rq ×Rq;H, H˜)b, µ ∈ R; then there
are unique left and right symbols
aL(y, η) and aR(y
′, η) ∈ Sµ(cl)(R
q × Rq × Rq;H, H˜)b,
respectively, such that
Op(a) = Op(aL) = Op(aR).
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Those can be expressed by oscillatory integrals
aL(y, η) =
∫ ∫
e−ixξa(y, y + x, η + ξ)dxd−ξ
and
aR(y
′, η) =
∫ ∫
e−ixξa(y′ + x, y′, η − ξ)dxd−ξ.
We have asymptotic expansions
aL(y, η) =
∑
α∈Nq
1
α!
∂αηD
α
y′a(y, y
′, η)|y′=y
and
aR(y
′, η) =
∑
α∈Nq
1
α!
(−1)|α|∂αηD
α
y a(y, y
′, η)|y=y′ .
Moreover, the mappings a 7→ aL and a 7→ aR are continuous. There are remain-
ders
rL,N := aL −
∑
|α|≤N
1
α!
∂αηD
α
y′a(y, y
′, η)|y′=y ∈ S
µ−(N+1)(Rq × Rq;H, H˜)b,
rL,N = (N + 1)
∑
|α|=N+1
∫ 1
0
(1 − t)N
α!
∫ ∫
e−ixξ(∂αηD
α
y′a)(y, y + x, η + tξ)dxd
−ξdt,
and
rR,N := aR −
∑
|α|≤N
1
α!
(−1)|α|∂αηD
α
y a(y, y
′, η)|y=y′ ∈ S
µ−(N+1)(Rq ×Rq;H, H˜)b,
rR,N = (N +1)
∑
|α|=N+1
∫ 1
0
(1− t)N
α!
∫ ∫
e−ixξ(∂αηD
α
y a)(y
′+x, y′, η− tξ)dxd−ξdt,
and the mappings a 7→ rL,N and a 7→ rR,N are also continuous between the
respective symbol spaces.
Theorem 3.36. Let H, H˜ and H0 be Hilbert spaces with group actions κ, κ˜
and κ0, respectively. Then A ∈ L
µ
(cl)(R
q;H0, H˜)b, B ∈ L
ν
(cl)(R
d;H,H0)b entails
AB ∈ Lµ+ν(cl) (R
q;H, H˜)b. If A = Op(a), B = Op(b) for left symbols
a(y, η) ∈ Sµ(cl)(R
q × Rq;H0, H˜)b, b(y, η) ∈ S
ν
(cl)(R
q × Rq;H,H0)b
then we have AB = Op(a♯b) for
(a♯b)(y, η) =
∫ ∫
e−ixξa(y, η + ξ)b(y + x, η)dxd−ξ
also referred to as the Leibniz product between A and b, where (a♯b)(y, η) ∈
Sµ+ν(cl) (R
q × Rq;H, H˜)b, and a♯b has an expansion
(a♯b)(y, η) =
∑
|α|≤N
1
α!
∂αη a(y, η)D
α
y b(y, η) + rN (y, η)
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for a symbol rN (y, η) ∈ S
µ+ν−(N+1)
(cl) (R
q × Rq;H, H˜)b which has the form
rN = (N +1)
∑
|α|=N+1
∫ 1
0
(1− t)N
α!
∫ ∫
e−ixξ(∂αη a)(y, η+ tξ)(D
α
y b)(y+ x, η)dxd
−ξdt
for every N ∈ N. The mappings (a, b) 7→ a♯b and (a, b) 7→ rN are bilinear
continuous in the respective spaces of symbols.
4 The edge algebra
If M is a manifold with edge Y, in the simplest case a wedge X△ × Rq for a C∞ manifold
X as the base of the model cone and Rq as the edge, by the edge algebra we understand
a subalgebra of Lµ
cl
(M \ Y ) that contains all edge-degenerate differential operators together
with the parametrices of elliptic elements. Asymptotics of solutions to elliptic equations will
be obtained by using parametrices within the calculus. Here we study the case of constant
discrete asymptotics. The ingredients of the edge algebra are organised in such a way that
weighted edge spaces and subspaces with such asymptotics are expected under the action of
operators.
In this Section we give an overview on essential elements of the edge calculus in a new accessible
form, later on used as a reference in [15], [16]. More details and complete proofs, as far as they
are not given here, may be found, for instance, in [13].
4.1 Weighted edge spaces and discrete asymptotics
In Section 3.1 we introduced weighted edge spaces, based on Definitions 3.5 and
3.11. We now deepen this material and study subspaces with (constant) discrete
asymptotics.
Given a discrete asymptotic type P , written in the form (2.20), associated with
weight data (γ,Θ), Θ = (ϑ, 0], −∞ ≤ ϑ < 0, according to the consideration in
Section 2.3 we have the spaces Ks,γ;gP (X
∧) as subspaces of Ks,γ;g(X∧), s, g ∈
R. Using the fact that Ks,γP (X
∧) is a Fre´chet space with group action κ, see
Definition 3.3 and the formula (2.19) for g = 0, we can form the associated
wedge space
Ws(Rq,Ks,γP (X
∧)) =:Ws,γP (X
∧ × Rq)
which is again a Fre´chet space, cf. Definition 3.11.
Theorem 4.1. We have
Ws(Rq,Ks,γP (X
∧)) =Ws(Rq,K∞,γP (X
∧)) +Ws(Rq,Ks,γΘ (X
∧)) (4.1)
for every s ∈ R.
Proof. Because of the relation
Ks,γP (X
∧) = K∞,γP (X
∧) +Ks,γΘ (X
∧)
it suffices to apply Theorem 3.18 (i).
Let us characterise the spaces (4.1) in more detail where we assume Θ = (ϑ, 0]
to be finite. In this case we have a representation
Ks,γP (X
∧) = EP(X
∧) +Ks,γΘ (X
∧),
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cf. the formula (2.23), and hence, by virtue of Theorem 3.18, using the fact that
Ks,γΘ (X
∧) is preserved under the action of κ = {κλ}λ∈R+ ,
Ws(Rq,Ks,γP (X
∧)) = KHs(Rq, EP(X
∧)) +Ws(Rq,Ks,γΘ (X
∧)). (4.2)
The space Ws(Rq,Ks,γΘ (X
∧)) represents distributions of edge flatness −ϑ − 0
relative to the weight γ, while the elements of KHs(Rq, EP(X∧)) are the singu-
lar functions of edge asymptotics of type P . The cut-off function ω as well as
the function η 7→ [η] are fixed. The influence under changing those data will be
discussed below.
Using (2.21) and setting E = Hs(Rq, EP(X∧)) we obtain the singular functions
of (constant) discrete asymptotics
KE = F−1η→y
{
[η]
n+1
2 ω(r[η])
N∑
j=0
mj∑
l=0
bˆjl(x, η)(r[η])
−pj logl(r[η]) :
(4.3)
bjl(x, y
′) ∈ C∞(X,Hs(Rqy′)), 0 ≤ l ≤ mj , j = 0, . . . , N
}
,
bˆjl(x, η) := Fy′→ηbjl(x, y
′). In other words, every u ∈ Ws(Rq,Ks,γP (X
∧)) can be
written in the form
u = using + uflat (4.4)
with using being an element of (4.3) and uflat ∈ Ws(Rq,K
s,γ
Θ (X
∧)).
Remark 4.2. Let E be a Fre´chet space E with group action {κλ}λ∈R+ ; accord-
ing to Proposition 3.12 we have W∞(Rq, E) = H∞(Rq, E), i.e., we may ignore
κ in this case. Thus, analogously as (4.2) we have
W∞(Rq,K∞,γP (X
∧)) = H∞(Rq, EP(X
∧)) +H∞(Rq,K∞,γΘ (X
∧)). (4.5)
In particular, for the space of singular functions it follows that
H∞(Rq, EP(X
∧)) = C∞
(
X,H∞(Rq, EP(R+))
)
,
see the formula (2.22), i.e., the singular functions of the discrete asymptotics
for s = 0 are of the form cjl(x, y)ω(r)r
−pj logl r, cjl ∈ C∞(X,H∞(Rq)).
Remark 4.3. Let us fix p ∈ C, Re p < n+12 − γ, l ∈ N, b ∈ C
∞(X); then
c 7→ [η]
n+1
2 ω(r[η])b(x)(r[η])−p logl(r[η])c (4.6)
represents an element
k(η) ∈ S0cl(R
q;C,K∞,γ(X∧))id,κ, (4.7)
see Definition 3.19.
In fact, we have
k(λη)c = κλk(η)c
for all c ∈ C, λ ≥ 1, |η| sufficiently large, and
k(η) ∈ C∞(Rq,L(C,K∞,γ(X∧))) (4.8)
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(see Remark 3.21).
Denote for the moment the potential symbol (4.8) associated with p, l, b by
kp,l,b(η), then the associated singular functions have the form Opy(k)v for v ∈
Hs(Rq). In general, a function bjl(x, y
′) ∈ C∞(X,Hs(Rqy′)) has a convergent
expansion
bjl(x, y
′) =
∞∑
ν=0
λνbjlν(x)vjlν (y
′),
λν ∈ C,
∑
ν |λν | <∞, with sequences (bjlν)ν∈N ⊂ C
∞(X), (vjlν )ν∈N ⊂ H
s(Rq),
tending to zero in the respective spaces, and then our singular functions (4.3)
have the form
using =
∞∑
ν=0
N∑
j=0
mj∑
l=0
λνOp(kpj ,l,bjlν )vjlν . (4.9)
In the definition of singular terms of the asymptotics we fixed the function
η 7→ [η]. Let us compare the results between different such functions [η] and [η]1.
On the level of potential symbols (4.7) coming from (4.6) and their analogues
k1(η) based on [η]1, we have
k(η)− k1(η) ∈ S
−∞(Rq;C,K∞,γ(X∧)),
since this difference has compact support in η. Thus
Op(k − k1) : H
s(Rq)→W∞(Rq,K∞,γP (X
∧)),
i.e., we obtain a difference of the representation of singular functions belonging
to the space (4.5). In the general case the expansion (4.9) shows a similar effect.
Definition 4.4. The space of smoothing operators on the wedge X△ × Ω with
(constant) discrete asymptotics L−∞(X△×Ω,g), g = (γ, σ,Θ), is defined as the
set of all
C :Wscomp(Ω,K
s,γ(X∧))→W∞loc(Ω,K
∞,σ(X∧))
that are continuous for all s ∈ R and such that C and C∗ induce continuous
operators
C :Wscomp(Ω,K
s,γ(X∧))→W∞loc(Ω,K
∞,σ
P (X
∧)),
and
C∗ :Wscomp(Ω,K
s,−σ(X∧))→W∞loc(Ω,K
∞,−γ
Q (X
∧))
for all s ∈ R, for some asymptotic types P and Q, associated with the weight data
(σ,Θ) and (−γ,Θ), respectively. More generally, given j−, j+ ∈ N, by L−∞(X△×
Ω,g; j−, j+) we denote the space of all
C :Wscomp(Ω,K
s,γ(X∧))⊕Hscomp(Ω,C
j−)→W∞loc(Ω,K
∞,σ
Q (X
∧))⊕H∞loc(Ω,C
j+)
that are continuous for all s ∈ R and such that C and C∗ induce continuous
operators analogously as in the case of upper left corners, here including the
extra spaces over Ω.
Remark 4.5. Observe that we have
ΦL−∞(X∧ × Ω)Φ′ ⊂ L−∞(X△ × Ω,g)
for every Φ,Φ′ ∈ C∞(R+) vanishing near zero.
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4.2 Edge quantisation
The edge quantisation is a rule to pass from edge-degenerate operators (or sym-
bols) to a representation modulo elements of order −∞ such that the quantised
objects are continuous between the chosen weighted edge spaces. Analogously
as in Section 1.1 on a ManifoldM with edge Y we proceed as follows. We define
the space Lµdeg(M) ⊂ L
µ(M \ Y ) consisting of all operators A that are modulo
L−∞(M \Y ) in the local splitting of variables (r, x, y) close to Y, cf. the formula
(1.6), of the form
A = r−µOpr,x,y(a) (4.10)
for a symbol a(r, x, y, ρ, ξ, η) = a˜(r, x, y, rρ, ξ, rη), a˜(r, x, ρ˜, ξ, η˜) ∈ Sµcl(R+ ×Σ×
Ω×R1+n+qρ˜,ξ,η˜ ) (where Σ ⊆ R
n corresponds to a chart on X). An alternative is to
write (again, modulo L−∞(M \ Y ))
A = r−µOpr,y(p) (4.11)
locally near Y for an operator family p(r, y, ρ, η) = p˜(r, y, rρ, rη), p˜(r, y, ρ˜, η˜) ∈
C∞(R+ × Ω, L
µ
cl(X ;R
1+q
ρ˜,η˜ )).
Similarly in the conical case the latter representation will be dominating in the
considerations below. However, from (4.10) we see that the homogeneous prin-
cipal symbol σψ(A) of order µ, invariantly defined as a function in C
∞(T ∗(M \
Y ) \ 0), has a representation locally near Y in the form
σψ(A)(r, x, y, ρ, ξ, η) = r
−µσ˜ψ(A)(r, x, y, rρ, ξ, rη)
for a σ˜ψ(A)(r, x, y, ρ˜, ξ, η˜) which is smooth up to r = 0. We will call σ˜ψ(A) the
reduced principal symbol of A.
It is straightforward that every A ∈ Lµdeg(M) admits a properly supported
representative modulo L−∞(M \ Y ).
Theorem 4.6. A ∈ Lµdeg(M), B ∈ L
ν
deg(M) and A or B properly supported
entails AB ∈ Lµ+νdeg (M) and we have
σψ(AB) = σψ(A)σψ(B), σ˜ψ(AB) = σ˜ψ(A)σ˜ψ(B).
Definition 4.7. An A ∈ Lµdeg(M) is called σψ-elliptic (of order µ) if σψ(A) 6= 0
on T ∗(M \ Y ) \ 0 as usual, and locally close to Y, σ˜ψ(A) 6= 0 up to r = 0.
Theorem 4.8. A ∈ Lµdeg(M) σψ-elliptic has a (properly supported) parametrix
P ∈ L−µdeg(M) in the sense
1− PA, 1−AP ∈ L−∞(M \ Y ),
and σψ(P ) = σψ(A)
−1, σ˜ψ(P ) = σ˜ψ(A)
−1.
By edge quantisation we understand a rule to pass from an edge-degenerate
symbol
p(r, x, y, ρ, ξ, η) = p˜(r, x, y, rρ, ξ, rη)
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for p˜(r, x, y, ρ˜, ξ, η˜) ∈ Sµcl(R+ × Σ × Ω × R
1+n+q), Σ ⊆ Rn, Ω ⊆ Rq open, to a
Mellin symbol
f(r, x, y, z, ξ, η) = f˜(r, x, y, z, ξ, rη),
f˜(r, x, y, z, ξ, η˜) ∈ Sµcl(R+ × Σ × Ω × Γn+1
2
−γ × R
n+q
ξ,η˜ ), with z running over a
weight line Γn+1
2
−γ , such that
Opr,x,y(p) = op
γ−n
2
M Opx,y(f)
modulo L−∞(R+×Σ×Ω), as operators C∞0 (R+×Σ×Ω)→ C
∞(R+×Σ×Ω). In
order to have a more concise description we mainly talk about operator-valued
amplitude functions where the action in x is already carried out, globally on
a C∞ manifold X. Then the task to construct a correspondence p 7→ f will
be formulated on the level of Lµcl(X)-valued amplitude functions. It turns out
that we find the Mellin symbol in a very specific way, namely as a holomorphic
operator function, now denoted by h.
Theorem 4.9. For every
p(r, y, ρ, η) = p˜(r, y, rρ, rη), p˜(r, y, ρ˜, η˜) ∈ C∞
(
R+ × Ω, L
µ
cl(X ;R
1+q
ρ˜,η˜ )
)
(4.12)
there exists an operator function
h(r, y, z, η) = h˜(r, y, z, rη), h˜(r, y, z, η˜) ∈ C∞
(
R+ × Ω,M
µ
O(X ;R
q
η˜)
)
,
such that for every fixed γ ∈ R
Opy(p) = Opy(op
γ−n
2
M (h)) mod C
∞
(
R+ × Ω, L
−∞(R+ ×X × Ω)
)
, (4.13)
as operators C∞0 (R+ ×X)→ C
∞(R+ ×X) for all (y, η) ∈ Ω× Rq.
Theorem 4.10. (i) Let h˜(r, y, z, η˜) ∈ C∞(R+ × Ω,M
µ
O(X ;R
q
η˜)), and set
h(r, y, z, η) := h˜(r, y, z, rη),
and
a(y, η) := ω(r[η])r−µop
γ−n
2
M (h)(y, η)ω
′(r[η]),
for some cut-off functions ω, ω′. Then
a(y, η) ∈ Sµ(Ω× Rq;Ks,γ(X∧),Ks−µ,γ−µ(X∧))
for every s ∈ R.
(ii) Let p˜(r, y, ρ˜, η˜) ∈ C∞(R+ × Ω, L
µ
cl(X ;R
1+q
ρ˜,η˜ )), and set
p(r, y, ρ, η) := p˜(r, y, rρ, rη)
and
b(y, η) := ǫ(r)(1 − ω(r[η]))r−µOpr(p)(y, η)(1 − ω
′′(r[η]))ǫ′(r)
for arbitrary cut-off functions ω, ω′′, ǫ, ǫ′. Then
b(y, η) ∈ Sµ(Ω× Rq;Ks,γ(X∧),Ks−µ,∞(X∧)) (4.14)
for every s, γ ∈ R.
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(iii) Let pint(r, y, ρ, η) ∈ C∞(R+×Ω, L
µ
cl(X ;R
1+q
ρ,η )) and ϕ, ϕ
′ ∈ C∞0 (R+). Then
for
c(y, η) := ϕ(r)Opr(pint)(y, η)ϕ
′(r)
we have
c(y, η) ∈ Sµ(Ω× Rq;Ks,γ(X∧),Ks−µ,∞(X∧))
for every s, γ ∈ R.
Theorem 4.11. For every p˜(r, y, ρ˜, η˜) in the space C∞(R+×Ω, L
µ
cl(X ;R
1+q
ρ˜,η˜ )),
p(r, y, ρ, η) := p˜(r, y, rρ, rη) and h(r, y, z, η) as in Theorem 4.9 for arbitrary
cut-off functions ω, ω′, ω′′, ǫ, ǫ′, ω′′ ≺ ω ≺ ω′, we have
ǫr−µOpr(p)(y, η)ǫ
′ = ǫ{ω(r[η])r−µop
γ−n
2
M (h)(y, η)ω
′(r[η])
+ (1 − ω(r[η]))r−µOpr(p)(y, η)(1 − ω
′′(r[η]))}ǫ′
modulo C∞(Ω, L−∞(X∧;Rq)).
The operator-valued symbols
a(y, η) = ǫ
{
ω(r[η])r−µop
γ−n
2
M (h)(y, η)ω
′(r[η])
+ (1− ω(r[η]))r−µOpr(p)(y, η)(1 − ω
′′(r[η]))
}
ǫ′
+ ϕOpr(pint)(y, η)ϕ
′
(4.15)
with p, h and ω, ω′, ω′′, ǫ, ǫ′ as in Theorem 4.11 and pint, ϕ, ϕ
′ as in Theorem
4.10 (iii) will play the role of the non-smoothing amplitude functions of the
edge operator calculus.
Remark 4.12. Given (4.12) the rule to pass from r−µOpr(p)(y, η) to
ǫaedge(y, η)ǫ
′ := ǫ{ω(r[η])r−µop
γ−n
2
M (h)(y, η)ω
′(r[η])
+ (1 − ω(r[η]))r−µOpr(p)(y, η)(1 − ω
′′(r[η]))}ǫ′
is what we understand by edge quantisation (with respect to a chosen weight γ)
close to the edge. It can be proved that
ǫr−µOpr(p)(y, η)ǫ
′ = ǫaedge(y, η)ǫ
′ mod C∞(Ω, L−∞(X∧;Rqη))
in the sense of pseudo-differential operators on X∧, i.e., operators
C∞0 (X
∧)→ C∞(X∧).
This entails
ǫr−µOpr,y(p)ǫ
′ = ǫOpy(aedge)ǫ
′ mod L−∞(X∧ × Ω). (4.16)
Associated to the operator function (4.15), we have a (edge-degenerate) homo-
geneous principal symbol σψ(a)(r, x, y, ρ, ξ, η) which has the form
σψ(a)(r, x, y, ρ, ξ, η) = r
−µǫ(r)σ˜ψ(a)(r, x, y, rρ, ξ, rη)ǫ
′(r) + σψ(ϕOpr(pint)ϕ
′)
(4.17)
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where σ˜ψ(a)(r, x, y, ρ˜, ξ, η˜) ∈ C∞(T ∗(X∧ × Ω) \ 0) is the parameter-dependent
homogeneous principal symbol (of order µ) of the function p˜(r, x, y, ρ˜, ξ, η˜) oc-
curring in Theorem 4.11, smooth up to r = 0, and the second summand in
(4.17) is the standard homogeneous principal symbol (of order µ) of the opera-
tor ϕOpr(pint)ϕ
′ ∈ Lµcl(X
∧ × Ω). Moreover, setting
p0(r, y, ρ, η) := p˜(0, y, rρ, rη), h0(r, y, z, η) := h˜(0, y, z, rη) (4.18)
we also have a relation of the kind (4.13), namely,
Opy(p0) = Opy(op
γ−n
2
M (h0)) mod C
∞(R+ × Ω, L
−∞(X∧ × Ω)),
and we define the homogeneous principal edge symbol
σ∧(a)(y, η) := ω(r|η|)r−µop
γ−n
2
M (h0)(y, η)ω
′(r|η|)
+ (1− ω(r|η|))r−µOpr(p0)(y, η)(1 − ω
′′(r|η|)).
(4.19)
4.3 Smoothing Mellin, trace, potential and Green opera-
tors
The amplitude functions of operators on a manifold with edge consist of symbols
in the sense of Definition 3.19 with values in the cone algebra of the infinite cone
X△ (see Section 2). According to the structure of the cone algebra, we have, in
particular, Green operator-valued symbols.
Definition 4.13. A g(y, η) ∈
⋂
s,g∈R S
µ
cl(Ω×R
q;Ks,γ;g(X∧),K∞,σ;∞(X∧)) for
an open set Ω ⊂ Rq is called a Green symbol of order µ ∈ R, associated with the
weight data g := (γ, σ,Θ), for weights γ, σ ∈ R and some interval Θ, if
g(y, η) ∈
⋂
s,g∈R
Sµcl(Ω× R
q;Ks,γ;g(X∧),SσP (X
∧)),
and
g∗(y, η) ∈
⋂
s,g∈R
Sµcl(Ω× R
q;Ks,−σ;g(X∧),S−γQ (X
∧)),
where P and Q are (g-dependent) asymptotic types associated with (σ,Θ) and
(−γ,Θ), respectively. The (y, η)-wise formal adjoint refers to the non-degenerate
sesquilinear pairing (2.18). By RµG(Ω × R
q,g) we denote the set of all such
operator-valued symbols g, called Green symbols (with asymptotics), for arbitrary
P and Q. Moreover, let RµG(Ω×R
q,g)P,Q denote the subspace of Green symbols
for fixed P and Q.
In an analogous manner we define double symbols g(y, y′, η) of the classRµG(Ω×
Ω× Rq,g), RµG(Ω× Ω× R
q,g)P,Q (cf. Definition 3.19 where the dimensions of
variables and covariables may be independent).
For notational purpose we mainly consider Green symbols with y and η of the
same dimension. Corresponding results will have a straightforward extension to
open sets Ω of arbitrary dimension, such as the following theorem. Moreover,
observe that RµG(Ω×R
q,g)P,Q, for fixed P and Q, is Fre´chet in a natural way.
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Theorem 4.14. Let gj(y, η) ∈ R
µ−j
G (Ω × R
q,g), j ∈ N, be an arbitrary se-
quence where the involved asymptotic types are independent of j. Then there is
a g(y, η) ∈ RµG(Ω×R
q,g) which is the asymptotic sum g(y, η) ∼
∑∞
j=0 gj(y, η),
i.e., we have
g(y, η)−
N∑
j=0
gj(y, η) ∈ R
µ−(N+1)
G (Ω× R
q,g)
for every N ∈ N. Every such g is unique modulo R−∞G (Ω× R
q,g).
Let us now generalise Definition 4.13 to the case of 2× 2 block matrix symbols
where the upper left corners are as before but the extra entries off the diagonal
play the role of trace and potential symbols, respectively.
Definition 4.15. An element
g(y, η) ∈
⋂
s,g∈R
Sµcl(Ω× R
q;Ks,γ;g(X∧)⊕ Cj− ,K∞,σ;∞(X∧)⊕ Cj+)
is called a Green symbol of order µ ∈ R, associated with the weight data g :=
(γ, σ,Θ), for weights γ, σ ∈ R and some weight interval Θ, if
g(y, η) ∈
⋂
s,g∈R
Sµcl
(
Ω× Rq;Ks,γ;g(X∧)⊕ Cj− ,SσP(X
∧)⊕ Cj+
)
,
and
g∗(y, η) ∈
⋂
s,g∈R
Sµcl
(
Ω× Rq;Ks,−σ;g(X∧)⊕ Cj+ ,S−γQ (X
∧)⊕ Cj−
)
for some (g-dependent) asymptotic types P and Q associated with (σ,Θ) and
(−γ,Θ), respectively. The (y, η)-wise formal adjoint refers to the non-degenerate
sesquilinear pairings(
Ks,γ;g(X∧)⊕ Cj
)
×
(
K−s,−γ;−g(X∧)⊕ Cj
)
→ C
via the scalar product (u, v)K0,0;0(X∧)⊕Cj , for s, γ, g ∈ R, j ∈ N. The set of all
those operator-valued symbols will be denoted by RµG(Ω×R
q,g; j−, j+)P,Q, and
by RµG(Ω× R
q,g; j−, j+) the union of these spaces over all P ,Q.
Writing
g(y, η) = (gi,j(y, η))i,j=1,2 (4.20)
with gi,j being the entries of the respective 2 × 2 block matrix, we also call
g21(y, η) a trace and g12(y, η) a potential symbol. The notation Green symbol
for matrices (4.20) extends Definition 4.13 and is used to emphazise that the
formal properties of the block matrices (4.20) are similar to those of the upper
left corners. Note that the lower right corners are j+ × j− matrices of classical
scalar symbols of order µ. The definition of the symbol spaces in Definition 4.15
refers to the group action κλ ⊕ id in both spaces where ‘id’ means the trivial
group action in the respective finite-dimensional space.
Definition 4.16. The space LµG(X
△ × Ω,g; j−, j+), µ ∈ R, g = (γ, σ,Θ), of
so-called Green operators on X△ × Ω with (constant discrete) asymptotics is
defined as the set of all
G = Opy(g) + C (4.21)
for a symbol g(y, η) ∈ RµG(Ω×R
q,g; j−, j+) and a smoothing operator C in the
sense of Definition 4.4. In the case j−, j+ = 0 we simply write L
µ
G(X
△ ×Ω,g).
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We call an operator G ∈ LµG(X
△×Ω,g; j−, j+) properly supported (with respect
to the variables on Ω) if the support of its operator-valued distributional kernel
over Ω× Ω ∋ (y, y′) intersects every strip {(y, y′) ∈ Ω× Ω : y ∈ K, y′ ∈ Ω} and
{(y, y′) ∈ Ω× Ω : y ∈ Ω, y′ ∈ K} for arbitrary K ⋐ Ω, in a compact set.
Theorem 4.17. Every G ∈ LµG(X
△ × Ω,g; j−, j+) can be written in the form
G = G0 + C
for a properly supported operator G0 ∈ L
µ
G(X
△×Ω,g) and C ∈ L−∞(X△×Ω,g).
In fact, it suffices to replace g(y, η) in (4.21) by g0(y, y
′, η) := ψ(y, y′)g(y, η) for
a ψ(y, y′) ∈ C∞(Ω × Ω) of proper support such that ψ(y, y′) = 1 in a suitable
neighbourhood of diag(Ω× Ω).
Let us now add so-called smoothing Mellin symbols of the edge calculus with
(constant discrete) asymptotics. Those are (y, η)-depending families of operators
taking values in the space LµM+G(X
∧,g), for g = (γ, γ−µ, (−(k+1), 0]), k ∈ N,
cf. Definition 2.42.
Definition 4.18. Let RµM+G(Ω× R
q,g) be defined as the space of all operator
functions of the form m(y, η)+g(y, η) for arbitrary g(y, η) ∈ RµG(Ω×R
q,g) and
m(y, η) := r−µω(r[η])
k∑
j=0
∑
|α|≤j
rjop
γjα−
n
2
M (fjα)(y)η
αω′(r[η]) (4.22)
for arbitrary fjα(y, z) ∈ C
∞(Ω,M−∞Rjα (X)) for (constant discrete) asymptotic
types Rjα and weights γjα satisfying
γ − j ≤ γjα ≤ γ, πCRjα ∩ Γn+1
2
−γjα
= ∅. (4.23)
In a similar manner we define RµM+G(Ω×R
q,g; j−, j+) to be the space of all 2×2
block matrix-valued symbols of the form diag(m(y, η), 0) + g(y, η) for arbitrary
m(y, η) ∈ RµM+G(Ω× R
q,g), and g(y, η) ∈ RµG(Ω× R
q,g; j−, j+).
Proposition 4.19. The space RµM+G(Ω×R
q ,g; j−, j+) is contained in S
µ
cl
(
Ω×
Rq;Ks,γ;g(X∧)⊕ Cj− ,K∞,γ−µ;∞(X∧)⊕ Cj+
)
and in Sµcl
(
Ω× Rq;Ks,γ;gP (X
∧)⊕
Cj− ,K∞,γ−µ;∞Q (X
∧) ⊕ Cj+
)
for every s, g ∈ R, and for any (constant discrete)
asymptotic type P , for some resulting Q.
Proof. In fact, it suffices to apply Remark 3.21 (which holds in analogous form
also in the case of Fre´chet spaces H, H˜) to see that, apart from the Green
summand, the symbol m(y, η) is a finite sum of operator functions satisfying
the homogeneity relation for λ ≥ 1, |η| ≥ C, with order µ− j+ |α|, and that we
have the mapping properties (2.27).
Given a symbol (m + g)(y, η) ∈ RµM+G(Ω × R
q,g; j−, j+) we define σ∧(m +
g)(y, η), the homogeneous principal edge symbol of order µ, to be the homo-
geneous principal component of the classical operator-valued symbols in the
sense of Proposition 4.19. In particular, for a Green symbol g(y, η) ∈ RµG(Ω ×
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Rq,g; j−, j+) we have σ∧(g)(y, η). Observe that for m(y, η) of the form (4.22)
we have
σ∧(m)(y, η) = r
−µω(r|η|)
k∑
j=0
∑
|α|=j
rjop
γjα−
n
2
M (fjα)(y)η
αω′(r|η|). (4.24)
Definition 4.20. The space LµM+G(X
△ × Ω,g; j−, j+) of so-called smoothing
Mellin plus Green operators with (constant discrete) asymptotics, for µ ∈ R and
weight data g = (γ, γ − µ,Θ), is defined as the set of all
A = Opy(m+ g) + C (4.25)
for a symbol (m+g)(y, η) ∈ RµM+G(Ω×R
q ,g; j−, j+) and a smoothing operator C
in the sense of Definition 4.4. For Θ = (−∞, 0] we define the space of smoothing
Mellin plus Green operators as the intersection of the respective spaces over
N ∋ k for finite Θ = (−(k + 1), 0].
For an operator A ∈ LµM+G(X
△ × Ω,g) written as in Definition 4.20 we set
σ∧(A)(y, η) := σ∧(m+ g)(y, η). (4.26)
Remark 4.21. Similarly as in Theorem 4.17 we can represent every A ∈
LµM+G(X
△ × Ω,g) in the form A = A0 + C for a properly supported opera-
tor A0 ∈ L
µ
M+G(X
△ × Ω,g) and some C ∈ L−∞(X△ × Ω,g).
In fact, we may replace the symbols (m+g)(y, η) in (4.25) by ψ(y, y′)(m+g)(y, η)
for a ψ similarly as in connection with Theorem 4.17.
Theorem 4.22. A ∈ LµM+G(X
△×Ω,g; j0, j+) for g = (γ−ν, γ−(µ+ν),Θ), and
B ∈ LνM+G(X
△ ×Ω,h; j−, j0) for h = (γ, γ − ν,Θ), A or B properly supported,
imply AB ∈ Lµ+νM+G(X
△ × Ω,g ◦ h; j−, j+) for g ◦ h = (γ, γ − (µ + ν),Θ), and
we have
σ∧(AB)(y, η) = σ∧(A)(y, η)σ∧(B)(y, η).
Theorem 4.23. An operator A ∈ LµM+G(X
△ × Ω,g) induces continuous ope-
rators
A :Wscomp(Ω,K
s,γ(X∧))→Ws−µloc (Ω,K
∞,γ−µ(X∧))
and
A :Wscomp(Ω,K
∞,γ−µ
P (X
∧))→Ws−µloc (Ω,K
∞,γ−µ
Q (X
∧))
for every s ∈ R and every asymptotic type P with some resulting asymptotic
type Q. If A is properly supported we may write comp or loc on both sides.
Definition 4.24. (i) An operator 1 + A for A ∈ L0M+G(X
△ × Ω,g; j−, j+)
for g = (γ, γ, (−(k + 1), 0]), is called elliptic if
σ∧(1 +A)(y, η) = 1 + σ∧(A)(y, η) : K
s,γ(X∧)⊕ Cj− → Ks,γ(X∧)⊕ Cj+
(4.27)
is a family of bijective operators for all (y, η) ∈ Ω × (Rq \ {0}) and some
s ∈ R.
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(ii) An operator 1 + B for B ∈ L0M+G(X
△ × Ω,g; j+, j−) properly supported,
is called a parametrix of 1 +A if
(1 +A)(1 +B) = 1 and (1 +B)(1 +A) = 1
modulo L−∞.
Note that Definition 4.24 contains as a special case the ellipticity in the space
identity plus operators in L0M+G. This may illustrate some phenomena, and we
only asked a bijectivity condition between edge symbols, without taking into
account additional edge conditions of trace and potential type.
Note that the conormal symbol
σcσ∧(1 +A)(y, η) := 1 + f00(y, η) : H
s(X)→ Hs(X) (4.28)
for z ∈ Γn+1
2
−γ and fixed y ∈ Ω is a family of isomorphisms if and only if (4.27)
is a family of Fredholm operators. In particular, when we require the bijectivity
of (4.27) we implicitly assume the isomorphisms (4.28). In general, when we
assume for the moment that A ∈ L0M+G(X
△ × Ω,g) and that the operators
(4.28) form a family of isomorphisms, then we can always find j−, j+ ∈ N and
a family of 2× 2 block matrix isomorphisms σ∧(1 +A) σ∧(K)
σ∧(T ) σ∧(Q)
 (y, η) : Ks,γ(X∧) Ks,γ(X∧)⊕ → ⊕
C
j− C
j+
(4.29)
where the matrix
 0 σ∧(K)
σ∧(T ) σ∧(Q)
 (y, η) has the form σ∧(g)(y, η) for some
g(y, η) ∈ RµG(Ω × R
q,g; j−, j+), cf. Definition 4.15. Note that the special case
j− = j+ = 0 contains all typical features of the general operators for arbir-
tary j±; so we often content ourselves with operators of the form of an up-
per left corner. At present we impose Mellin amplitude functions fjα(y, z) ∈
C∞(Ω,M−∞Rjα (X)) with constant discrete asymptotic types Rjα, cf. Definition
4.18. However, if we intend to find a parametrix of an elliptic operator 1+A,A ∈
L0M+G(X
△×Ω,g) we also need a condition on a constant discrete behaviour of
asymptotic types under inversion of the principal conormal symbol, namely,
σcσ∧(1 +A)
−1(y, z) ∈ C∞(Ω,M0S(X)) (4.30)
for some constant discrete Mellin asymptotic type S. (To finally dismiss such a
restriction is just one of the essential results of the present calculus of opera-
tors with variable discrete asympotics.) Under the condition (4.30) we have the
following theorem.
Theorem 4.25. An elliptic operator 1 +A, A ∈ L0M+G(X
△ ×Ω,g; j−, j+) has
a properly supported parametrix 1 +B, with B ∈ L0M+G(X
△ × Ω,g; j+, j−).
4.4 Edge operators and their symbolic structure
Our next objective is to construct operators that furnish our edge algebra. The
main ingredients are operator-valued symbols of the following kind.
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Definition 4.26. Let Rµ(Ω × Rq,g), Ω ⊆ Rq open, defined to be the space of
operator functions a(y, η) := a(y, η) + (m+ g)(y, η) for a(y, η) as in (4.15) and
(m + g)(y, η) ∈ RµM+G(Ω × R
q,g). More generally, let Rµ(Ω × Rq,g; j−, j+)
denote the space of 2 × 2 block matrix functions of the form diag(a(y, η), 0) +
g(y, η) for a(y, η) ∈ Rµ(Ω× Rq,g), and g(y, η) ∈ RµG(Ω× R
q,g; j−, j+).
By virtue of Theorem 4.10, Definition 4.13 and Proposition 4.19 we have
Rµ(Ω× Rq,g) ⊂ Sµ
(
Ω× Rq;Ks,γ(X∧),Ks−µ,γ−β(X∧)
)
.
On the space Rµ(Ω×Rq,g) we have a two-component principal symbolic struc-
ture, namely,
σ(a) = (σψ(a), σ∧(a)).
Here, σψ(a) is defined by the expression (4.17), while
σ∧(a)(y, η) := σ∧(a)(y, η) + σ∧(m+ g)(y, η), (4.31)
cf. the formulas (4.19) and (4.26).
Definition 4.27. The space Lµ(X△ × Ω,g), µ ∈ R, g = (γ, γ − µ,Θ), of edge
operators with (constant discrete) asymptotics is defined as the set of all
A = Opy(a) + ΦAintΦ
′ + C (4.32)
for a symbol a(y, η) ∈ Rµ(Ω × Rq,g), Aint ∈ L
µ
cl(X
∧ × Ω), functions Φ,Φ′ ∈
C∞(R+) vanishing near r = 0, and an operator C ∈ L−∞(X△ × Ω,g), cf.
Definition 4.4. More generally, let Lµ(X△ × Ω,g; j−, j+) denote the space of
2 × 2 block matrix operators of the form A = diag(A, 0) + G + C for A ∈
Lµ(X△ × Ω,g), G = Opy(g) for some g(y, η) ∈ R
µ
G(Ω × R
q,g; j−, j+), and
C ∈ L−∞(X△ × Ω,g; j−, j+), cf. Definition 4.4.
The dimensions j− and j+ have the interpretation of fibre dimensions of smooth
complex vector bundles J− and J+, respectively, over the edge. Here in the local
theory the open set plays the role of a chart on an edge in general; Ω may
assumed to be a contractible open set (e.g, a ball), and then J± are of course
trivial. Nevertheless, in order to emphasise invariance properties we also write
J± rather than Ω × Cj± , and the operators A ∈ Lµ(X△ × Ω,g; j−, j+) act as
continuous operators
A =
 A K
T Q
 : C∞0 (X∧ × Ω) C∞(X∧ × Ω)⊕ → ⊕
C∞0 (Ω, J−) C
∞(Ω, J+)
where C∞(0)(Ω, J±) means the spaces of smooth sections in the respective bundles.
More generally, also in the upper left corners we may admit operators between
sections of (smooth complex) vector bundles over X△ × Ω, or, in the simplest
case, block matrices. However, here we focus on asymptotic effects; the case with
bundles is a straightforward generalisation, and we ignore this case.
Remark 4.28. Similarly as in the standard pseudo-differential calculus on an
open manifold it can be proved that for every A ∈ Lµ(X△ × Ω,g; j−, j+) there
is a properly supported (with respect to the variables r and y) operator A0 such
that A = A0 modulo L
−∞(X△ × Ω,g; j−, j+).
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As noted before, for simplicity, we often consider operators of the form of upper
left corners rather than 2 × 2 block matrices in general. The results for block
matrices are completely analogous; more details may be found in the text books
on edge pseudo-differential operators, e.g., [13].
For an edge operator A given in the form (4.32) we form the principal symbolic
hierarchy
σ(A) := (σψ(A), σ∧(A))
by σψ(A) := σψ(a) + σψ(ΦAintΦ
′) where the first summand is defined in (4.17)
while the second one is the homogenous principal symbol of the operator ΦAintΦ
′
in the standard sense, and σ∧(A) := σ∧(a). Observe that
σψ(A)(r, x, y, ρ, ξ, η) = r
−µσ˜ψ(A)(r, x, y, rρ, ξ, rη) (4.33)
with x referring to a chart on X, say, x varying in an open set Σ ⊂ Rq, where
σ˜ψ(A)(r, x, y, rρ, ξ, rη) ∈ C
∞(R+ × Σ× Ω× (R
1+n+q
ρ˜,ξ,η˜ \ {0})) (4.34)
is homogeneous in (ρ˜, ξ, η˜) 6= 0 of order µ, and smooth in r up to r = 0.
Theorem 4.29. Let A ∈ Lµ(X△ × Ω,g; j0, j+), B ∈ Lν(X△ × Ω,h; j−, j0) for
g = (γ−ν, γ−(µ+ν),Θ), h = (γ, γ−ν,Θ), and let A or B be properly supported,
cf. Remark 4.28. Then AB ∈ Lµ+ν(X△ × Ω,g ◦ h; j−, j+), and we have
σψ(AB) = σψ(A)σψ(B), σ∧(AB) = σ∧(A)σ∧(B).
If A or B belongs to the subspace with subscript M + G (G) then also the
composition AB.
Theorem 4.30. An A ∈ Lµ(X△ ×Ω,g), g = (γ, γ − µ,Θ), induces continuous
operators
A :Ws[comp)(Ω,K
s,γ(X∧))→Ws−µ[loc)(Ω,K
s−µ,γ−µ(X∧)), (4.35)
A :Ws[comp)(Ω,K
s,γ
P (X
∧))→Ws−µ[loc)(Ω,K
s−µ,γ−µ
Q (X
∧)) (4.36)
for every s ∈ R and every (constant discrete) asymptotic type P with some
resulting (constant discrete) asymptotic type Q. If A is properly supported, then
in (4.35) and (4.36) we may write [comp) or [loc) on both sides.
For purposes below we define Lµ−1(X△×Ω,g) for g = (γ, γ−µ,Θ) as the space
of all A ∈ Lµ(X△ × Ω,g) such that σ(A) = 0 (i.e., both components vanish).
Every such A has again a pair σ(A) = (σψ(A), σ∧(A)) of principal symbols, this
time of homogeneity µ− 1. Then, inductively, for every j ∈ N, j ≥ 1, we set
Lµ−j(X△ × Ω,g) :=
{
A ∈ Lµ−(j−1)(X△ × Ω,g) : σ(A) = 0
}
.
Remark 4.31. Let A ∈ Lµ−1(X△ × Ω,g) and ψ, ψ′ ∈ C∞0 (R+ × Ω). Then
ψAψ′ :Ws(Rq,Ks,γ(X∧))→Ws−µ(Rq,Ks−µ,γ−µ(X∧))
is a compact operator for every s ∈ R.
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4.5 Ellipticity in the edge calculus
Definition 4.32. An operator A ∈ Lµ(X△ × Ω,g), g = (γ, γ − µ,Θ), is called
σψ-elliptic if σψ(A)(r, x, y, ρ, ξ, η) 6= 0 for all r, x, y, r > 0, and (ρ, ξ, η) 6= 0, and
if σ˜ψ(A)(r, x, y, ρ˜, ξ, η˜) 6= 0 for all r, x, y, up to r = 0, and (ρ˜, ξ, η˜) 6= 0.
We call an operator A ∈ Lµ(X△ × Ω,g) σψ-elliptic close to the edge if the
conditions σψ(A) 6= 0 and σ˜ψ(A) 6= 0 hold for all 0 < r < R and 0 ≤ r < R,
respectively, for some R > 0.
Theorem 4.33. Let A ∈ Lµ(X△ × Ω,g) be σψ-elliptic close to the edge. Then
for every y ∈ Ω there exists a discrete set D(y) ⊂ C, D(y) ∩ {c ≤ Re z ≤ c′}
finite for every c ≤ c′, such that
σ∧(A)(y, η) : K
s,γ(X∧)→ Ks−µ,γ−µ(X∧), (4.37)
η 6= 0, is a family of Fredholm operators for every γ ∈ R, such that Γn+1
2
−γ ∩
D(y) = ∅.
In the elliptic theory of edge operators we usually assume that for some γ ∈ R
the criterion of Theorem 4.33 is satisfied for all y ∈ Ω. From Theorem 2.56 (ii)
we know that (4.37) is Fredholm if and only if σ∧(A)(y, η) is elliptic in the cone
algebra over X∧. This refers to the principal symbols from the cone theory,
namely, the components of (2.32). In the present case those concern σ∧(A), i.e.,
we have to consider
σ(A) = (σψσ∧(A), σcσ∧(A), σEσ∧(A)) (4.38)
It turns out that the σψ-ellipticity of A in the sense of Definition 4.32 entails the
ellipticity condition of the cone calculus for the first and the third component
of (4.38). What concerns σcσ∧(A) we have in the present case
σcσ∧(A)(y, z) = h˜(0, y, z, 0) + f00(y, z)
where f00(y, z) comes from the (M +G)-summand in A, cf. the formula (4.25),
while the conormal symbol h˜(0, y, z, 0) of the cone operator σ∧(A)(y, η) with
a(y, η) being of the form (4.15), is coming from (4.18). All this refers to the
representation of A as (4.32), and σcσ∧(A)(y, η) = σcσ∧(a)(y, η) for σ∧(a)(y, η)
from (4.31).
Then, another well-known aspect is to require the existence of elliptic edge
conditions of trace and potential type, i.e., on the edge-symbolic level a smooth
family of block matrix isomorphisms σ∧(A) σ∧(K)
σ∧(T ) σ∧(Q)
 (y, η) : Ks,γ(X∧) Ks−µ,γ−µ(X∧)⊕ → ⊕
J−,y J+,y
(4.39)
for suitable (smooth complex) vector bundles J± over Ω (which are, of course,
trivial when, for instance, Ω is contractible). The relation (4.39) is required for
an s = s0, and then, as soon as σ∧(K), σ∧(T ), σ∧(Q) are homogeneous principal
components of corresponding entries as in Definition 4.15 (with j± being the
fibre dimension of J±) the operators (4.39) are isomorphisms for all s ∈ R.
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Remark 4.34. It turns out, that when σ∧(A)(y, η) can be completed by extra
finite rank entries to a family of isomorphisms (4.39), it is possible to find a
Green symbol g1(y, η) of the kind of an upper left corner in Definition 4.15 and
a smoothing Mellin symbol m1(y, η) of the form (4.22), such that
σ∧(A)(y, η) + σ∧(m1 + g1)(y, η) : K
s,γ(X∧)→ Ks−µ,γ−µ(X∧)
is a family of isomorphisms. Since in principle the associated operator A +
M1 +G1 is of the same nature as A itself and because asymptotic properties of
solutions are the main issue here, the essential aspects concern elliptic operators
A ∈ Lµ(X△ × Ω,g) without extra data of trace and potential type.
Remark 4.35. Let A1, A2 ∈ L
µ(X△×Ω,g), and suppose that A1 = A2 modulo
L−∞(X∧ × Ω). Then we have
A1 = A2 mod L
µ
M+G(X
△ × Ω,g).
Definition 4.36. An operator A ∈ Lµ(X△×Ω,g) for g = (γ, γ−µ,Θ) is called
elliptic close to the edge Ω if A is σψ-elliptic close to the edge, cf. Definition
4.32, and if
σ∧(A)(y, η) : K
s,γ(X∧)→ Ks−µ,γ−µ(X∧) (4.40)
is a family of isomorphisms for all (y, η) ∈ Ω× (Rq \ {0}), for some s = s0 ∈ R.
It follows, in particular, that if (4.40) is an isomorphism for s = s0 then so is
for all s ∈ R, cf. Theorem 2.55 (ii). The operators (4.40) are elliptic elements
of the cone algebra over the (open stretched) infinite cone X∧ for every fixed
y ∈ Ω, η ∈ Rq \ {0}, cf. Definition 2.54 (ii).
The ellipticity in the cone algebra means the bijectivity of the respective prin-
cipal symbols from the subordinate cone calculus, especially, of the conormal
symbol
σcσ∧(A)(y, z) = h0(0, y, z, 0) + f00(y, z) : H
s(X)→ Hs−µ(X), (4.41)
cf. relations (4.18) and (4.24), which is a family of isomorphisms for every s ∈ R.
Here σcσ∧(A)(y, z) ∈ C∞(Ω,M
µ
R(X)) for some (constant discrete) asymptotic
type R where πCR∩ Γn+1
2
−γ = ∅ (concerning notation, cf. Definition 2.32).
In the construction of the local parametrices of operators that are elliptic in the
sense of Definition 4.36 we first invert the components of σ(A) = (σψ(A), σ∧(A))
and then, via an operator convention we pass to an operator
P ∈ L−µ(X△ × Ω,g−1), g−1 = (γ − µ, γ,Θ) (4.42)
such that
σ(P ) = (σψ(A)
−1, σ∧(A)
−1).
The inversion process for σ∧(A) contains the inversion of (4.41). In the present
special subclass which admits only constant (in y) discrete asymptotics the
relation (4.42) can be true only when
σcσ∧(A)
−1(y, z) ∈ C∞(Ω,M−µS (X)) (4.43)
for some (constant discrete) asymptotic type S. This is, of course, an additional
condition, now imposed to illustrate how asymptotics of solutions are generated.
Then we have the following result.
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Theorem 4.37. If A ∈ Lµ(X△×Ω,g) is elliptic in the sense of Definition 4.36
and if the condition (4.43) is satisfied, then there exists a (properly supported
with respect to the (y, y′) variables) P ∈ L−µ(X△ × Ω,g−1) such that
ϕ(1− PA)ψ ∈ L−∞(X△ × Ω, (γ, γ,Θ)),
ψ(1 −AP )ϕ ∈ L−∞(X△ × Ω, (γ − µ, γ − µ,Θ)),
for every ϕ, ψ ∈ C∞0 (R+ ×X ×Ω), with suppϕ, suppψ ⊆ [0, R]×X for R > 0
as in Definition 4.32.
In general, (4.43) will be violated, i.e., the points of πCS may depend on y, and
the associated multiplicities may have ‘jumps’ with varying y, which is just the
main issue in our program of variable discrete asymptotics in [16]. Note that the
localising factors ϕ, ψ come from the fact that we do not impose σψ-ellipticity
of A for r > R + ε for some ε > 0 and hence we cannot expect any smoothing
remainders for r too large.
Theorem 4.38. Let A ∈ Lµ(X△ × Ω,g) satisfy the conditions of Theorem
4.37. Then
Au = f
for f ∈ Ws−µ[loc)(Ω,K
s−µ,γ−µ
Q (X
∧)), s ∈ R fixed, and u ∈ W−∞(Rq,K−∞,γ(X∧)),
with suppu ⊂ [0, R]×X ×K for some K ⋐ Ω implies
u ∈ Ws(Rq,Ks,γP (X
∧))
for every constant asymptotic type Q with some resulting constant asymptotic
type P .
Proof. We choose any ψ ∈ C∞0 (R+ ×X × Ω) such that ψ ≡ 1 on suppu. Thus
u = ψu, and by virtue of Theorem 4.30 we have
Aψu = f ⇒ PAψu = Pf ∈ Ws[loc)(Ω,K
s,γ
Q˜
(X∧))
for some resulting asymptotic type Q˜, i.e.,
ϕPAψu = ϕPf ∈ Ws[loc)(Ω,K
s,γ
Q˜
(X∧)).
From ϕPAψu = ϕψu − ϕ(1 − PA)ψu and because the smoothing part of the
remainder, ϕ(1 − PA)ψu, belongs to the space W∞[loc)(Ω,K
∞,γ
˜˜Q
(X∧)) for some
asymptotic type ˜˜Q, it follows that
ϕψu ∈ Ws[loc)(Ω,K
s,γ
Q˜
(X∧)) +W∞[loc)(Ω,K
∞,γ
˜˜Q
(X∧)).
Choosing ϕ in such a way that ϕ|suppψ ≡ 1 we obtain u ∈ Ws[loc)(Ω,K
s,γ
Q (X
∧)).
For future references we sketch more details on the way to obtain a parametrix
and to derive asymptotics of solutions. From Definition 4.27 the operator A is of
the form (4.32) where by Definition 4.26 the amplitude function a(y, η) contains
an a(y, η) as in (4.15) and an (m + g)(y, η) ∈ RµM+G(Ω × R
q;g). Recall that
(4.15) is already the result of some quantisation (containing what we did through
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Theorem 4.10), starting from local operator-valued symbols (4.12). Under the
condition of σψ-ellipticity close to r = 0 (which only depends on p(r, y, ρ, η)) by
“elementary means” of the general parameter-dependent pseudo-differential cal-
culus we find a Leibniz inverse ♯−1 of r−µp(r, y, ρ, η) of the form rµp(−1)(r, y, ρ, η)
for a
p(−1)(r, y, ρ, η) = p˜(−1)(r, y, rρ, rη),
p˜(−1)(r, y, ρ˜, η˜) ∈ C∞(R+ × Ω, L
−µ
cl (X ;R
1+q
ρ˜,η˜ )), such that
rµp(−1)(r, y, ρ, η)♯r,yr
−µp(r, y, rρ, rη) = 1,
modulo C∞(R+ × Ω, L−∞(X ;R1+qρ,η )). Then, applying Theorems 4.9 and 4.11,
we find an a(−1)(y, η) belonging to rµp(−1) near r = 0 of analogous structure as
a(y, η) (that belongs to r−µp near r = 0) such that
a(−1)(y, η)♯ya(y, η) = 1 mod R
0
M+G(Ω× R
q,g0)
for g0 = (γ, γ, (−∞, 0]).
In other words, setting A(−1) := Opy(a
(−1)) it follows that
A(−1)A = 1 +M +G
for some M +G ∈ L0M+G(X
△×Ω). At this moment we do not claim that A(−1)
is also elliptic with respect to σ∧; however, similarly as in the cone calculus we
know that
σcσ∧(A
(−1))(y, z + µ)σcσ∧(A)(y, z) = 1 + f(y, z)
for an f(y, z) ∈ C∞(Ω,M−∞R (X)) and some constant (in y) discrete Mellin
asymptotic type R. Since for every fixed y0 ∈ Ω we have an inverse (1 +
f(y0, z))
−1 = 1 + l(y0, z) for some l ∈M
−∞
S (X) we obtain for z ∈ Γn+1
2
−(γ−µ)
σcσ∧(A)(y0, z)
−1 = (1 + l(y0, z − µ))σcσ∧(A
(−1))(y0, z),
i.e., we completed the inverse of the subordinate principal conormal symbol of
the given operator A at a point y0 ∈ Ω. Then, if we associate with the conormal
symbol 1 + l(y0, z) an operator-valued symbol 1 + ω(r[η])op
γ−n
2
M l)(y0)ω
′(r[η]) ∈
R0M+G(R
q,g), the operator
P0 := Opy(1 + ω(r[η])op
γ−n
2
M (l)(y0)ω
′(r[η]))A(−1) ∈ L−µ(X△ × Ω,g−1)
is not only σψ-elliptic but also σ∧-elliptic at y0. Thus there is a neighbourhood
U ⊂ Ω of y0 such that P0 is σ∧-elliptic for all y ∈ U. If we localise the task
to assign the asymptotics of solutions to U (which is reasonable anyway) with-
out loss of generality we may assume that (after changing notation) our P0 is
(σψ , σ∧)-elliptic (with respect to σ∧ everywhere in Ω). In other words, P0 is an
elliptic ‘crude’ parametrix of A in the sense
P0A = 1 +M−1 +G0
for M−1 + G0 ∈ R0M+G(Ω × R
q, (γ, γ,Θ)) but of vanishing principal conormal
symbol. By Proposition 4.25 we find an operator 1 + N for N ∈ L−µM+G(X
△ ×
Ω, (γ − µ, γ − µ,Θ)) such that
(1 +N)P0A ∈ L
−∞(X△ × Ω, (γ, γ,Θ)).
56
References
[1] J. Bennish, Variable discrete asymptotics of solutions to elliptic boundary-
value problems, Differential Equations, Asymptotic Analysis, and Math-
ematical Physics, Math. Res., vol. 100, Akademie Verlag Berlin, 1997,
pp. 26–31.
[2] G.I. Eskin, Boundary value problems for elliptic pseudodifferential equa-
tions, Math. Monographs, vol. 52, Amer. Math. Soc., Providence, Rhode
Island, 1980, Transl. of Nauka, Moskva, 1973.
[3] T. Hirschmann, Functional analysis in cone and edge Sobolev spaces, Ann.
Global Anal. Geom. 8, 2 (1990), 167–192.
[4] L. Ho¨rmander, Linear partial differential operators, Springer-Verlag, Berlin,
Go¨ttingen, Heidelberg, 1963.
[5] D. Kapanadze and B.-W. Schulze, Crack theory and edge singularities,
Kluwer Academic Publ., Dordrecht, 2003.
[6] V.A. Kondratyev, Boundary value problems for elliptic equations in do-
mains with conical points, Trudy Mosk. Mat. Obshch. 16 (1967), 209–292.
[7] T. Krainer, Parabolic pseudodifferential operators and long-time asympto-
tics of solutions, Ph.D. thesis, University of Potsdam, 2000.
[8] H. Kumano-go, Pseudo-differential operators, The MIT Press, Cambridge,
Massachusetts and London, England, 1981.
[9] R.B. Melrose and G.A. Mendoza, Elliptic operators of totally characteristic
type, Preprint MSRI 047 - 83, Math. Sci. Res. Institute, 1983.
[10] S. Rempel and B.-W. Schulze,Asymptotics for elliptic mixed boundary prob-
lems (pseudo-differential and Mellin operators in spaces with conormal sin-
gularity), Math. Res., vol. 50, Akademie-Verlag, Berlin, 1989.
[11] B.-W. Schulze, The variable discrete asymptotics in pseudo-differential
boundary value problems I, Advances in Partial Differential Equations
(Pseudo-Differential Calculus and Mathematical Physics), Akademie Ver-
lag, Berlin, 1994, pp. 9–96.
[12] B.-W. Schulze, The variable discrete asymptotics in pseudo-differential
boundary value problems II, Advances in Partial Differential Equations
(Boundary Value Problems, Schro¨dinger Operators, Deformation Quanti-
zation), Akademie Verlag, Berlin, 1995, pp. 9–69.
[13] B.-W. Schulze, Boundary value problems and singular pseudo-differential
operators, J. Wiley, Chichester, 1998.
[14] B.-W. Schulze and A. Volpato, Green operators in the edge calculus, Rend.
Sem. Mat. Univ. Pol. Torino 66, 1 (2008), 29–58.
[15] B.-W. Schulze and A. Volpato, Continuous and variable discrete asympto-
tics, Preprint 2009/04, Institut fu¨r Mathematik, Potsdam, 2009.
57
[16] B.-W. Schulze and A. Volpato, Edge operators with variable discrete asym-
ptotics, Preprint 2009/05, Institut fu¨r Mathematik, Potsdam, 2009.
[17] J. Seiler, Pseudodifferential calculus on manifolds with non-compact edges,
Ph.D. thesis, University of Potsdam, 1998.
[18] M.A. Shubin, Pseudodifferential operators and spectral theory, Springer Ver-
lag, Berlin, Heidelberg, New York, 1987, (Engl. transl. from Nauka i Tekhn.
Progress, Moskva 1978).
[19] I. Witt, Non-linear hyperbolic equations in domains with conical points.
existence and regularity of solutions, Math. Research, vol. 84, Akademie
Verlag, Berlin, 1995.
58
List of Symbols
≺, 7
〈·〉, 6
[·], 11
aL, aR, 38
d−ρ, 10
Diffν(X), 2
Diffµdeg(M), 2
EP(X∧), 15
Γβ, 9
gX , 2
g, 22, 46
g ◦ g˜, 26
g−1, 27
Hs,γ(X∧), 10
Hs(R×X), 11
Hˆs(Rτ ×X), 11
Hs,γ(M), 12
Hscone(X
≍), 12
Hs;gcone(X
∧), 12
Hˆs(Γβ ×X), 16
Hs,γP (M), 17
Hs(Rq, H), 28
κgλ, 14
Ks,γ;g(X∧), 13
Ks,γ(X∧), 14
K∞,γ(X∧), 14
Ks,γ;gΘ (X
∧), 15
Ks,γ;gP (X
∧), 15
Ks,γΘ (X
∧), 15
Ks,γP (X
∧), 15
Ks,γ(X∧), 32
L−∞(X), 7
Lµ(cl)(Ω;R
l), 6
L−∞(Ω;Rl), 7
Lµ(cl)(X ;R
l), 7
L−∞(X ;Rl), 7
Lµ(cl)(X ; Γ 12−γ), 10
Lµ;νcl (X
≍), 26
Lµ(cl)(Ω;H, H˜), 35
Lµ(cl)(R
q;H, H˜)b, 38
LG(X
∧,g)P,Q, 21
LG(X
∧,g), 21
LµM+G(X
∧,g), 22
Lµ(M,g), 24
L−∞(X△ × Ω,g), 42
LµG(X
△ × Ω,g; j−, j+), 47
LµG(X
△ × Ω,g), 47
LµM+G(X
△ × Ω,g), 49
Lµ(X△ × Ω,g), 51
Mγ , 9
Mϕ, 34
MµO(X ;R
q), 19
MµO(X), 19
MµO(R
q), 19
M−∞R (X), 20
MµR(X), 20
opγM , 10
Op(y), 35
Os[a], 37
πCP , 14
πCR, 19
P, 15
RµG(Ω× R
q,g), 46
RµG(Ω× R
q,g)P,Q, 46
RµG(Ω× R
q,g; j−, j+)P,Q, 47
RµG(Ω× R
q,g; j−, j+), 47
RµM+G(Ω× R
q,g), 48
Rµ(Ω× Rq,g), 51
σµ−jc , 22, 25
σψ, 24
σc, 24
σE, 25
σe, 25
σψ,e, 25
Sµ(cl)(U × R
n), 6
Sγ(X∧), 14
SO(X∧), 14
SγΘ(X
∧), 14
SγP(X
∧), 15
Sµ(cl)(U × R
q;H, H˜), 33
59
Sµ(cl)(R
q;H, H˜), 33
Sµ(cl)(U × R
q;H, H˜)κ,κ˜, 33
Sµ;ν(R2q;V ), 37
S∞;∞(R2q;V ), 37
Sµ(cl)(R
d × Rq;H, H˜)b, 38
S ′(Rq, H), 29
T δP , 14
T βf, 22
using, uflat, 41
Ws(Rq, H), 28
Ws(Rq, H)κ, 28
Wscomp(Ω, H), 29
Wsloc(Ω, H), 29
Ws(Rq,Ks,γ(X∧)), 32
Ws(Rq,Ks,γ;g(X∧))κg , 32
Ws,γP (X
∧ × Rq), 40
X△, 1
X≍, 12
60
