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Introduction
In the last years, the interest for topological insulators (TIs) is rapidly grow-
ing. Due to their topological properties, they can have various applications
for future technology. For example, an application could be in field of spin-
tronics, that is electronics based on spin instead of charge. Actually, TIs
would allow for zero field spin Hall e↵ects and spin dependent conduction
with a robustness against disorder larger than that of graphene. Another
application has been envisaged in the superconducting phase of these mate-
rials. Indeed, they could give rise to Majorana states that can be used for
robust quantum computation.
The work of this thesis is based on the analysis of TIs which show new in-
teresting features when confined in one direction and interfaced with the
vacuum. The bulk properties of these materials a↵ect those of the surface,
giving rise to the phenomena that distinguish a TI by a trivial insulator. This
condition is called bulk-boundary correspondence. Indeed, they exhibit con-
ductive surface states protected from backscattering due to the properties
of time reversal symmetry combined with strong spin-orbit coupling. The
energy dispersion of the surface states is present in the gap of the bulk and
connects the valence band with the conduction band. Moreover, in particu-
lar points of the Brillouin zone, the bands of surface states present a linear
dispersion forming the so called Dirac cone. The strong spin-orbit coupling
leads to spin-momentum locking. In fact, the spin states are always perpen-
dicular to the electron wave vector.
In this thesis we focus on the three-dimensional TIs and, in particular, the
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novel compound Bi2Se3 will be considered. This prototype system has a
simple electronic structure: a bulk gap of the order of 0.3 eV and a single
Dirac cone present at the   point of the Brillouin zone. The aim of this
thesis is to analyze the e↵ects of confinement on the electronic properties of
Bi2Se3 nano-structures such as thin films and wires. In particular, we have
studied the influence of the confinement on some electronic features of the
surface states, such as the linear energy dispersion at the Dirac cone and
the spin momentum-locking. Stimulated by some experiments performed in
nano-wires, we have studied the electronic properties of these systems from
a theoretical point of view. We point out that the Berry phase plays a signif-
icant role in a↵ecting the spectral properties. In this thesis, we have studied
not only single particle but also collective electronic excitations such as Dirac
plasmons. We have analyzed the features of magneto-plasmons in Bi2Se3
nano-wires finding interesting properties with varying the cross-section area,
the electron surface density and the strength of an axial magnetic field. We
have emphasized that the Berry phase a↵ects both the plasmon dispersion
and line width. We have made some predictions on single particle and col-
lective electronic properties which could be experimentally confirmed.
In the first chapter, we explain the main di↵erences that exist between a tra-
ditional and a topological insulator. We will investigate the particular bulk
symmetries that will lead to define a topological invariant Z2 that sets the
character of the matter from trivial to topological. Moreover, some clue ex-
periments on topological insulators are discussed. In particular, experimen-
tal techniques such as Angle Resolved Photoemission Spectroscopy (ARPES)
provide evidence of the influence of topological nature of these materials. In
fact, the ARPES technique will show a metal surface with typical formation
of the Dirac cone, while the spin-locked ARPES will highlight the relation-
ship between momentum and spin and therefore the Berry phase equal to ⇡.
We will discuss some transport experiments made on nano-structures such
as films and wires that have revealed the metallic and spinor nature of the
surface states. The main di culties in this type of experiments are to iso-
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late the bulk contribution from that of the surface. Due to impurities and
imperfections of the material, the chemical potential tends to enter into the
conduction band of the bulk, thus observing bulk phenomena and not sur-
faces one. A strategy to avoid the impurity problem is to make the ratio
between volume and surface the lowest possible, just as in the case of nano-
structures. Finally, the study of plasmon excitations at the surface of these
materials is also very relevant. In the first chapter, we will also discuss some
experiments which have confirmed the presence of plasmons representing the
collective excitations of massless Dirac electrons at the surface of TIs. For
this reason, these excitations are called Dirac plasmons. We will focus on a
theoretical study of Dirac plasmons in nano-wires at the end of thesis.
The second chapter addresses the study of electronic properties of TIs from
a theoretical point of view focusing on the compound Bi2Se3. We introduce
a Hamiltonian based on the orbitals which contribute to surface states, con-
sidering in particular the limit of large wave lengths. The study starts from
a description at the   point (kx = ky = 0 momentum) analyzing the sur-
face states. Within the perturbation theory, we construct the states and the
spectrum providing an e↵ective simplified Hamiltonian with which it is also
possible to study spin properties of the electronic states. In particular, in
the last section of the second chapter, we focus on a slab confined along the
z direction, analyzing in particular the case when the thickness is so small
such that the two surfaces are coupled (thin films). As predicted by exper-
iments, some features of topological insulator are lost, in particular there is
the opening of a gap at the Dirac point. We will provide the gap energy
trend as a function of the thickness of the slab.
The last two chapters are the most original part of this thesis. Stimulated
by the recent realization of three dimensional topological insulator nano-wire
interferometers, a theoretical analysis of quantum interference e↵ects on the
low energy spectrum of Bi2Se3 nano-wires is given in the third chapter. We
will study in particular the e↵ects of the cross-section shape and length.
The electronic properties are analyzed in nano-wires with circular, square
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and rectangular cross-sections starting from a continuum three dimensional
model with particular emphasis on magnetic and geometrical e↵ects. The
theoretical study is based on numerically exact diagonalizations of the dis-
cretized model for all the geometries. In the case of the cylindrical wire, an
approximate analytical solution of the continuum model is also discussed.
Although a magnetic field corresponding to half quantum flux is expected
to close the band gap induced by Berry phase, in all the studied geometries
with finite area cross-sections, the gap closes for magnetic fields typically
larger than those expected. Furthermore, unexpectedly, due to geometrical
quantum interference e↵ects, for a rectangular wire with a su ciently large
aspect ratio and smaller side ranging from 50A˚ and 100A˚, the gap closes for
a specific finite area cross-section without the application of a magnetic field.
In the last chapter we present a theoretical analysis of Dirac magneto-plasmons
in topological insulator nano-wires. By taking into account surface electron
wave functions introduced in the third chapter and within the random phase
approximation (RPA), we provide an analytical form of the dynamic struc-
ture factor. Plasmon dispersions and spectral weights are studied with vary-
ing the radius of the cylinder, the surface density, and the strength of an
external magnetic field. We show that, at zero surface doping, inter-band
Dirac plasmons form at the surface and survive at low electron surface den-
sities (⇠ 1010 cm 2). Then, we point out that the plasmons are sensitive to
the Berry phase gap closure when an external magnetic field close to half
quantum flux is introduced. Indeed, a well-defined magneto-plasmon peak
is observed at lower energies upon the application of the magnetic field. Fi-
nally, the increase of the surface density induces a crossover from inter- to
intra- band magneto-plasmons which, as expected for large radii and densities
(⇠ 1012 cm 2), approach the proper limit of a two-dimensional surface.
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Chapter 1
Three-Dimensional Topological
Insulators
The band theory was one of the first achievements of quantum mechanics
in 1920s. It gave a simple explanation of how certain crystalline materials
are insulators in terms of electrons that occupy eigenstates, forming energy
bands. There are bands completely filled with electrons separated by an en-
ergy gap from completely empty bands. In contrast, materials with partially
filled bands are conductors, where the chemical potential is in band and the
electrons have the ability to move across the bulk.
The simple division into band insulators and metals, based on band theory,
is not enough to explain some of the properties observed in quantum Hall
systems (1980). The first major di↵erence between a quantum Hall systems
and an ordinary insulator is contained in the TKNN invariant (by Thouless,
Kohmoto, Nightingale, and den Nijs, 1982) [1].
The Integer Quantum Hall E↵ect (IQHE) occurs when a two-dimensional
electron gas is placed in a strong perpendicular magnetic field [2]. Then the
quantization of the electron circular orbits leads to quantized Landau lev-
els. If n Landau levels are filled and the rest are empty, then an energy gap
separates the occupied and empty states just as in an insulator. However
unlike an insulator, a Hall current is observed since an electric field causes
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the cyclotron orbits to drift along the edges. Associated to these currents the
Hal conductivity is quantized   = ne2/~, where n is an integer. The model
of TKNN shows that the n of the quantized Hall conductivity is a quantity
related to the topology of the bulk that takes the name of Chern number.
Only recently the scientific world turned its attention to a new class of 3D
materials defined Topological insulators. They exhibit conductive surface
states, residing in the bulk insulating gap, reminiscent of the edge states ob-
served in quantum Hall e↵ect. As in the case of IQHE, these surface states
show a very interesting property: they are protected from impurity scatter-
ing. In 2007 the first TI, bismuth-antimony, has been discovered and after
that in pure antimony, bismuth selenide, bismuth telluride and antimony tel-
luride. Passing from a topological insulator to one trivial as for example the
vacuum, the surface states are formed with special properties. Since the sur-
face states are conductive their energy dispersion connects the valence band
with the conduction band. In special points of degeneration of the electronic
states, these bands have a linear dispersion forming a Dirac cone. In many
of these TI the spin-orbit coupling is strong leading to special e↵ect called
spin-momentum locking, in fact the spin states will be always be perpendic-
ular to the wave vector. Although both 2D and 3D topological insulators
exist, in this work we will focus only on 3D TIs considering numerical and
analytical study of their properties. In this chapter we will discuss the main
features of a 3D topological insulator, introducing briefly the Z2 invariant
and the main experiments that have demonstrated the topological nature of
surface states.
1.1 Z2 Topological Insulators
An order to clarify the topological properties of 3D TIs, is useful to start
from two-dimensional electronic systems. The topologically nontrivial states
of the integer quantum Hall occurs when time reversal symmetry is broken
either by an external magnetic field or by magnetic order. However, it can
10
be shown that systems with strong spin orbit interaction (quantum spin
Hall systems) are characterize by a di↵erent topological class of insulating
band structures where time reversal symmetry is unbroken [3], leading to
an interesting robustness to scattering for conductive edge states. In the
following we will discuss the origin of this interesting property.
In the edge of most material, the electrons go both forward and backward
without any preference. In order to reduce electron collision it could be very
useful separate their motion in physically separate lines. IQHE is one way
to make this condition happen at edge of the material. However, the IQHE
occurs only when a strong magnetic field is applied to a two-dimensional
gas of electrons in a semiconductor. Electrons will only travel along the
semiconductor edges at low temperature and strong magnetic field. Another
way to obtain the same results is to use quantum spin Hall systems.
which behaves as an insulator in its interior but contains conducting states on its surface. In the 
bulk of a non-interacting topological insulator, the electronic band structure resembles an 
ordinary band insulator, with the Fermi level falling between the conduction and valence bands. 
On the surface of a topological insulator there are special states that fall within the bulk energy 
gap and allow surface metallic conduction[2]. In my project, starting from brief introduction of 
quantum Hall effect, I will explain how we get the theory of quantum spin Hall effect and how 
can we find topological insulator though the quantum spin Hall effect. 
 
From quantum Hall effect to quantum spin Hall effect 
 In the surface of most material, the gas of electrons go both forward and backward if we see 
in one-dimension, and the direction of motion are mixed. If we want to study properties of one 
kind of material, it is better make electrons move in separate lines with same direction, for we 
can avoid rand collisions. Quantum Hall effect is one most important way to make this condition 
happen in surface of material. However, the quantum Hall effect occurs only when a strong 
magnetic field is applied to a 2-dimensional gas of electrons in a semiconductor. Electrons will 
only trav l along at the edge of the semiconductor at low temperatur  in the condition of low 
temperature and strong magnetic field. The electrons will only go in two lanes at the top and 
bottom of sample's edges with opposite direction. We can compare the edge of quantum Hall 
effect and quantum spin Hall effect by the figure below: 
 
 
Figure 1. The spatially separated movement of one dimensional spinless chain in quantum Hall bar 
and one dimensional spinful chain in quantum spin Hall bar.[3] 
  
Figure 1.1: The spatially separated movement of one dimensional spinless
chain in quantum Hall and one dimensional spinfull chain in quantum spin
Hall.
In Figure 1.1, we compare the edge state properties of quantum Hall
and quantum spin Hall systems. The most important aspect of quantum
Hall e↵ect and quantum spin Hall e↵ect is spatial separation of electron
movement. In the left part of Figure 1.1, we can see the one dimensional
electron chain moves forward and backward is the separately on the two
edges. On the upper edge, the electrons only move forward and the electrons
on the lower edge move only backward. This is the key reason why the
IQHE is topologically robust, for the electron will go around an impurity
without scattering. This is extremely useful but it requires a strong magnetic
field, which limits the potential practical applications of the quantum Hall
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e↵ect. In quantum spin Hall, instead the forward and backward moving
channels will split into four channels with spin-up and spin-down electrons
in both direction, which is shown in the right part of Figure 1.1. We can
leave the spin-up forward electrons and spin-down backward electrons at the
top edge and the other two on the bottom edge. The backscattering due
to the presence of non magnetic impurities are forbidden on both the top
and bottom edges. This can be understood with the following argument.
When an electron is scattered by a nonmagnetic impurity, the directions
can be of two types: clockwise when spin is rotate by ⇡, and the other one
is counterclockwise with spin rotation by  ⇡. The two path, related by
time reversal symmetry, di↵er by a full 2⇡ rotation of electron spin. Thus
the two backscattering paths always interfere destructively which leads to
perfect transmission. If the impurity carries a magnetic moment, the time
reversal symmetry is broken and the two reflected waves do not interfere
destructively [4].
The fact that the edge states of the quantum spin Hall insulator are robust
without a magnetic field suggests that there must be a topological distinction
between the quantum spin Hall insulator and an ordinary insulator. The
key to understanding this new topological class is to examine the role of
time reversal symmetry T for spin 1/2 particles. The T is represented by
an anti-unitary operator ⇥ = exp(i i/~)K where  i is the spin operator
along a general i direction and K is complex conjugation. For spin 1/2
electrons, ⇥2 =  1. This leads to an important constrain known as Kramers
theorem, which claims that all eigenstates of a T invariant Hamiltonian are
at least twofold degenerate [5]. In the absence of spin orbit interaction, the
Kramers degeneration is simply given by spin up and down degeneration. In
the presence of spin orbit the consequences are less obvious. In Figure 1.2
we show the electronic states associated with the edge of a T invariant 2D
insulator as a function of the crystal momentum along the edge. Only half
of the Brillouin zone is shown because T symmetry requires that the other
half is a mirror image. The shaded regions depict the bulk conduction and
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valence bands separated by an energy gap.
Figure 1.2: Electronic dispersion between two boundary Kramers points.
In (a) the number of surface states crossing the Fermi energy EF is even,
whereas in (b) it is odd. An odd number of crossings leads to topologically
protected metallic boundary states.
Depending on the details of the Hamiltonian near the system edge there
may or may not be bound states whose associated energy is inside the gap.
If they are present, however, then Kramers theorem requires they be twofold
degenerate in the T invariant momenta  a and  b. Away from these special
points a spin orbit interaction will split the degeneracy. There are two ways
the splitted states can be connected  a and  b. In Figure 1.2(a) they connect
pairwise: in this case the systems can be made insulating by changing prop-
erly the Fermi energy. The bands intersect EF Fermi level an even number
of times. In contrast, in Figure 1.2(b) the edge states exhibits the metallic
behavior topological protected and connecting the valence and conduction
bands. The bands intersect EF an odd number of times. These alternatives
depend on the topological class of the bulk band structure. Since each band
intersecting EF at k has a Kramers partner at  k, the bulk-boundary corre-
spondence relates the number Nk of Kramers pairs of edge modes intersecting
EF to the change in the Z2 invariant across the interface:
Nk = ⌫mod 2, (1.1)
where mod 2 we intend modulo ⌫ in base 2. For ⌫ = 0 we have a normal
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insulator otherwise if ⌫ = 1 the insulator is topological. Hence the name Z2.
The Z2 invariant for three-dimensional crystals can be discussed in terms
of two dimensional problem [6]. The three-dimensional Brillouin zone can
be rolled into a donut along the x- and y-direction as illustrated in Figure
1.3(a). Similarly, the topological invariant characterizing a two-dimensional
band structure may be constructed by rolling a two-dimensional system into a
cylinder, which returns the edge time reversal invariant momenta as in Figure
1.2. For three-dimensional systems there are eight time reversal invariant
momenta:
 i=(n1,n2,n3) =
⇣n1
2
G1 +
n2
2
G2 +
n3
2
G3
⌘
(1.2)
where Gi are the vectors of the reciprocal lattice pattern and ni = 0, 1. They
can be viewed as vertices of a parallelepiped as in Figure 1.3(b). If we fix an
index ni and we leave the other two free, we define a two-dimensional Bril-
louin zone of a two-dimensional system respecting time reversal symmetry, for
which a Z2 invariant can be calculated from the method for two-dimensional
system, referred as ⌫ni . For example if ⌫n1 = 1 then the are other five invari-
ants ⌫n1 = 0, ⌫n2 = 0, 1 and ⌫n3 = 0, 1. These six invariants are associated
with six planes of the parallelepiped in Figure 1.3(b). Since they belong to
the same three-dimensional crystal, only four of them are independent (be-
cause are the four vertices). The four independent invariants can be chosen
as, say, ⌫0 = ⌫n1=0 · ⌫n1=1, ⌫1 = ⌫n1=1, ⌫2 = ⌫n2=1 and ⌫3 = ⌫n3=1 [7–9]. Thus
a 3D topological insulator is characterized by four Z2 topological invariants
(⌫0; ⌫1 ⌫2 ⌫3). The states of the surface of this insulating can be labeled with
a 2D Brillouin zone where there are four invariants momenta points, which
must be Kramers degenerate. As in Figure 1.2, even for the equivalent two di-
mensional in momentum space for the surface, we have special points (⇤1,2,3,4
for 2D B.z.) time reversal invariant momenta. These Kramers degenerate
points therefore form 2D Dirac points in surface band structure. It is useful
to understand how these points are connected to each other, in fact, as before
they can cross the Fermi surface an even or odd number of times.
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68 4 Topological Invariants
a
c
b
d
Fig. 4.4 (a) A two-dimensional cylinder threaded by magnetic flux ˆ. When the cylinder has a
circumference of a single lattice constant, ˆ plays the role of the edge crystal momentum kx in
band theory. (b) The time reversal invariant fluxes ˆ D 0 and h=2e correspond to edge time
reversal invariant momenta ƒ1 D 0 and ƒ2 D !=a. ƒa are projections of pairs of the four
bulk time reversal momenta "iD.a#/ , which reside in the two-dimensional Brillouin zone indicated
by the shaded region. (c) In three dimensions, the generalized cylinder can be visualized as a
Corbino donut, with two fluxes, which correspond to the two components of the surface crystal
momentum. (d) The four time reversal invariant fluxes ˆ1, ˆ2 D 0; h=2e correspond to the four
two-dimensional surface momenta (Reprinted with permission from [13]. Copyright (2007) by the
APS)
with nx; ny D 0; 1. For an edge perpendicular to Gy , the one-dimensional edge time
reversal invariant momenta are kx D ƒ1 and kx D ƒ2; which satisfy "1;ny!"0;ny D
Gx
2
. Thus, the time reversal polarization can be expressed as !x D ıx1ıx2, where
ıxi D
p
detŒw."i;y /$
PfŒw."i;y /$
D ˙1: (4.125)
However, !x is not a gauge invariant. A k-dependent gauge transformation can
change the sign of any pair of ıi . If we roll the system into a cylinder along another
direction, we can calculate the time reversal polarization !y D ıy1ıy2. The product
!x!y is gauge invariant:
.!1/% D
Y
nx;nyD0;1
p
detŒw."nx ;ny /$
PfŒw."nx ;ny /$
: (4.126)
This % can be equal to 0 or 1 and define a single Z2 invariant in two dimensions.
(a) (b)
Figure 1.3: (a) Starting from a two-dimensi nal system (the cr w in green),
in three dime sions the Brillouin zone can be rolled into a donut. (b) The
four time reversal invariant (⇤1,2,3,4) correspond to the four two-dimensional
surface momenta.
This depends on the value of the four invariant Z2. The four Z2 invari-
ants are able to identify di↵erent classes that can be grouped in two main
cat gories associated to wea (WTI) and strong (STI) topological insula-
tors. These two more general classes are characterize by the value of the
first invariant, ⌫0 = 0 [10,11] and ⌫0 = 1 [9] are associated to WTI and STI,
respectively. Only in the second case the surface states are topological pro-
tected from disorder [12, 13]. An example of WTI can be viewed as a stack
of weakly coupled 2D quantum spin Hall insulator layers. If ⌫0 = 1 then the
topological phase identifies a STI, which cannot be interpreted as a descen-
dant of the 2D quantum spin Hall insulator. The surface states of a STI form
a 2D topological metal [14,15] di↵erent from that obtained 2D quantum spin
Hall insulator. This particular value of ⌫0 determines a Fermi surface circle
that encloses an odd number of Kramers degenerate Dirac points. Unlike an
ordinary metal, which has up and down spins at every point on the Fermi
surface, the surface states of a STI are not spin degenerate. In fact the T
symmetry requires that states at momenta k and  k have opposite spin, the
spin must rotate with k around the Fermi surface. A further consequence of
the spin momentum-locking is related to the presence of a Berry phase for
the surface states. There is a non trivial Berry phase acquired by an electron
going around the Fermi circle, in particular this phase must be ⇡. More de-
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tails on the Berry phase are given in Appendix A. We stress that this phase
plays an important role in TI nano-wires, in particular when a magnetic field
is present.
1.2 Type of 3D topological insulators and ex-
periments
The first 3D topological insulator to be experimentally discovered was the
semiconducting alloy BixSb1 x , whose unusual surface bands were mapped
in ARPES experiment. Bismuth antimony alloys have long been studied for
their thermoelectric properties. Bismuth is a semimetal with strong spin-
orbit interactions. Its band structure has an indirect negative gap between
the valence band maximum at the T point of the bulk Brillouin zone (B.z.)
and the conduction band minima at three equivalent L points [16]. The
surface of the bismuth antimony alloys is a new form of 2D metal where
electron’s spin and linear momentum are locked one to one and the two di-
mensional Fermi surface carries a nontrivial Berry’s phase of ⇡ [9].
ARPES uses a photon to eject an electron from a crystal, then determines
the surface or bulk electronic structure from an analysis of the momentum of
the emitted electron. Unlike a transport experiment, this method carried out
in a spin resolution mode can, in addition, measure the distribution of spin
orientations on the Fermi surface which can be used to estimate the Berry
phase on the surface. Spin sensitivity is critically important for probing the
existence of spin-momentum locking on the surface expected as a consequence
of bulk topological order. At an Sb concentration of x ⇠ 4% the gap closes,
instead as x is further increased this gap re-opens with inverted symmetry
ordering, which leads to a loss of energy in the gap which generates a Dirac
point [5]. Linearly dispersive bulk bands which are uniquely consistent with
strong spin-orbit coupling nature of the inverted insulator also occurred. In
general, the states at the surface of spin-orbit coupled compounds are al-
lowed to be spin split owing to the loss of space inversion symmetry, i.e.
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E(k, ") = E( k, #). However, this splitting must go to zero at the four time
reversal invariant momenta in the 2D surface B.z. as required by Kramers
theorem. When there are an even number of surface state crossings, the
surface states are topologically trivial because weak disorder (as may arise
through alloying) or correlations can remove pairs of such crossings by push-
ing the surface bands entirely above or below EF . When there are an odd
number of crossings, however, at least one surface state must remain gapless,
which makes it non-trivial. The measured spin texture of the alloy reveals
the existence of a nonzero geometrical quantum phase, a Berry phase of ⇡
and the chiral properties.
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Figure 2: Fermi surface spin-textures: Topological surfaces exhibit non-
trivial spin-textures. Spin-resolved photoemission directly probes the topological
character of the spin-textures of the surface. (a) A schematic of spin-ARPES
measurement set up is shown which was used to measure the spin distribution
mapped on the (111)-surface Fermi surface of Bi0.91Sb0.09. Spin orientations on
the surface create a vortex-like structure around  -point. A net Berry’s phase  
is extracted from the full Fermi surface data measured over the Bi1 xSbx to Sb.
(b) A minimal topology of the band-structure is shown in an schematic based on
the systematic data. (c) Relative spin distributions are shown per surface band.
(d) Net polarization along x-, y- and z- directions are shown. Pz⇠0 suggests that
spins lie mostly within the surface plane (Adapted from Hsieh et.al, (19).
Figure 1.4: Topological surfaces exhibit non- trivial spin-textures. Spin-
resolved photoemission directly probes the topological character of the spin-
textures of the surface. A schematic of spin-ARPES measurement set up
is shown which was used to measure the spin distribution mapped on the
surface Fermi surface of Bi0.91Sb0.09. Spin orientations on the surface create
a vortex-like structure around  -point. A net Berry phase ⇡ is extracted
from the full Fermi surface.
Scanning tunneling spectroscopy (STM/STS) and spin-ARPES technique
enable to investigate aspects of the metallic regime, which are necessary to
determine the microscopic origin of topological order [17] . Repeating once,
odd number of Fermi crossings protects the topological surface from becoming
insulating, regardless of the position of the chemical potential or the influ-
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ence of non-magnetic perturbations. Furthermore, they have established that
these surface states have a particular chiral spin structure as shown in Fig-
ure 1.4. All these characteristics suggest that backscattering, or scattering
between states of equal and opposite momentum, which results in Anderson
localization in typical low- dimensional systems [18], will not occur for these
two-dimensional carriers. The results show that despite strong atomic scale
disorder and random potential, elastic-backscattering between states of oppo-
site momentum and opposite spin is absent. These observations demonstrate
that the chiral nature of these states protects the spin of the carriers which
is ultimately a consequence of time-reversal symmetry. The same conclusion
has emerged from studies of the electronic interference patterns near defects
or steps on the surface that electrons never turn completely around when
scattered in other topological insulators [19]. Study the Bi1 xSbx alloy ma-
terial is rather complicated especially from the experimental point of view,
having a small gap energy. In topological insulators with larger band gap
and simpler surface spectrum for observing topological phenomena at high
temperatures. Generally topological phenomena in materials are usually very
fragile and impossible to be observed, except through low temperatures and
strong magnetic fields. The unusual planar metal that forms at the sur-
face of topological insulators inherits topological properties from the bulk
band-structure. The manifestation of this bulk-surface connection occurs at
a smooth surface where momentum along the surface remains well-defined.
Indeed each momentum along the surface has only a single spin state at the
Fermi level, and the spin direction rotates as the momentum moves around
the Fermi surface ensuring a non-trivial Berry phase. These two defining
properties of topological insulators namely spin-momentum locking of sur-
face states and the Berry phase along with the consequences such as the
robustness to non-magnetic disorder are most clearly demonstrated with the
discovery of the second generation of topological insulators.
New three-dimensional ’topological insulator’ materials, especially Bi2Se3,
o↵er the potential for protected surface states and other topological behav-
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ior at room temperature. The main characteristic of the surface states energy,
for a topological insulator, is the formation of a Dirac-cone. Each momen-
tum along the surface has only a single spin state at the Fermi level, and
the spin direction rotates as the momentum moves around the Fermi surface
ensuring a non-trivial Berry phase. A Princeton group used ARPES and
first-principles calculations to study the surface band structure of Bi2Se3 and
observed the characteristic signature of a topological insulator in the form
of a single-Dirac-cone as in Figure 1.5 [5]. The compound Bi2Se3 [20, 79] is
just one of several new large band gap topological insulators. Detailed and
systematic surface investigations of Bi2Te3 [22,79] and Bi2Te3 [22] together
with Bi2Se3 confirmed the topological band-structure of all 3 of these ma-
terials. Even if alloy Bi1 xSex and Bi2Te3 have the same properties and
topological class, the best candidate for the experiments remains Bi2Se3.
the gap of surface states, for a topological insulator, is the formation of a
Dirac-cone, which the Dirac point symbolizes the separation between the two
chiral spin states. Each momentum along the surface has only a single spin
state at the Fermi level, and the spin direction rot tes as the momentum
moves around the Fermi surface ensuring a non-trivial Berry’s phase. The
Princeton group used ARPES and first-principles calculations to study the
surface band structure of Bi2Se3 and observe the characteristic signature of a
topological insulator in the form of a single-Dirac-cone (Fig(1.4)) [7]. Bi2Se3
is just one of several new lar e band gap topological insulators. Detailed and
systematic surface investigations of Bi2Te3 and Bi2Te3 together with Bi2Se3
confirmed the topological band-structure of all 3 of these materials. Even if
alloy Bi1 xSex and Bi2Te3 have the same properties and topological class,
the best c ndidate for future experiments r mains Bi2Se3.
Figure 1.4: High-resolution ARPES data of surface electronic band dispersion
on Bi2 Se3 plane (1,1,1) measured with an incident photon energy of 22 eV
near the   point along the  ¯  M¯ and  ¯  K¯ momentum-space cuts.
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Figure 1.5: High-resolution ARPES data of surface electronic band disper-
sion on Bi2 e3 plane measured with an incide t photon energy of 22 eV near
the   point along the  !M and  ! K momentum-space cuts.
In fact, its surface state is found from ARPES and theory to be nearly the
idealized single Dirac cone as seen from the experimental data in Figure 1.6.
Then Bi2Se3 is a pure compound rather than an alloy and hence can be pre-
pared in principle at higher purity. For this in its high purity form, the large
band gap of this material indicates that topological behavior can be seen at
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room temperature and greatly increases the potential for applications. Not
only for the temperature but also for its large band gap of approximately 0.3
eV, this semiconductor is the ideal to study. Therefore, all the key properties
of topological states have been demonstrated for Bi2Se3 which has the most
simple Dirac cone surface spectrum and the largest band gap (0.3 eV).
Figure 1.6: (a) Surface dispersion relation of electronic states reveal a spin
perpendicular to the direction of the moment. (b) Around Surface Fermi
there are surface that exhibits chiral left-handed spin textures. Schematic
presentations of (c) surface and bulk band topology and (d) a single spin-
polarized Dirac fermion on the surface of a generic Bi2X3. For negative k
spins are inverted but also for the same sign of k below the node-Dirac (e)
reverses the direction of rotation of the spin polarization.
Summarizing, properties of topological insulators namely spin-momentum
locking of surface states and ⇡ Berry phase could be clearly demonstrated
by experiments. Topological surface states are protected by time reversal
symmetry which implies that the surface state Dirac node would be robust
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in the presence of non-magnetic disorder but opens a gap in the presence
of time-reversal breaking perturbation of the system such as the e↵ect of
magnetic impurities and the associated disorder. All views properties in the
experiments above, are related to materials which have an extensive volume
than the surface. If we begin to confine much, at least one dimension, is
possible to observe particular characteristics.
Thin film of three-dimensional topological insulator may provide an al-
ternative way to realize the quantum spin Hall e↵ect. It is an example to
reduce a three-dimensional topological insulator to two-dimensional topolog-
ical insulator. The surface states have spatial distribution, which can be
characterized by a length scale. When this length scale is comparable with
the thickness of the thin film, the wave functions of the two surface states
from top and bottom surfaces will overlap in space.
7.7 Topological Insulator Thin Film 135
Fig. 7.11 The ev lution of
the doubly degenerate gapless
Dirac cones for the 2D
surface states, in the presence
of both inter-surface coupling
and structure inversion
asymmetry (SIA), into gapped
hyperbolas that also split in
the k-direction. The blue solid
and green dashed lines
correspond to the states
residing near the top and
bottom surfaces, respectively
(Adapt d from [16])
a
f g h
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Fig. 7.12 ARPES spectra of Bi2Se3 thin film at room temperature. (a)–(e) ARPES spectra of 1,
2, 3, 4, 5, and 6 quintuple layer (QL) along ! !K direction. (f)–(h) Energy distribution curves of
(c), (d), and (e). The pink dashed lines in (b) represent the fitted curves using formula in Eq. (7.44).
The blue and red dashed lines in (c)–(e) represent the fitted curves using formula in Eq. (7.54)
(Adapted from [47])
The gap of the surface states is caused by the spatial confinement of thin film,
which does not break time reversal symmetry. This is different from the gap opening
of the surface states in a Zeeman field or magnetic impurity doping.
Figure 1.7: ARPES spectra of Bi2Se3 thin film at room temperature. (a)-(e)
ARPES spectra from one to six quintuple layer (QL) along   K direction
of the B.z.
If the two surfaces of the slab are su ciently far, there is no coupling be-
tween the wave functions and the gap is closed again, restoring the Dirac cone.
The thickness-dependent band structure of molecular beam epitaxy grown
ultra-thin film Bi2Se3 was investigat d by ARPES by several groups [23,2 ]
as in Figure 1.7. The energy gap due to the interlayer coupling has been
observed experimentally in the surface states of ultrathin film Bi2Se3 below
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the thickness of 6nm (namely 6 Quintuple Layers (QL), each 3 QL is a pe-
riodic cell of the lattice of Bi2Se3). The gap of the surface states is caused
exclusively by the spatial confinement of thin film, which does not break
time reversal symmetry. This is di↵erent from the gap opening of the surface
states in a Zeeman field or magnetic impurity doping.
Similarly to the case of the film, it is possible to study the electronic
properties of a wire, confining in two di↵erent directions in the real space.
We have in this way a single carrier wave k with the consequent formation
of a number of sub-bands, result of the old Dirac cone in the space of two-
dimensional moments. Also in this case it will be observed the opening of
a gap, but of a di↵erent nature compared to the case of the film. In fact,
the e↵ect of this opening is attributable to the phase of Berry (see appendix
A) and not to the size e↵ects. Even if we increase the size of the perimeter
of the section of the wire, only to infinite lengths will restore the closure
of the gap. In fact in this case the closure is achieved only for interference
e↵ects. Applying a weak magnetic field and it is observed experimentally
by measurements of magnetic-conductance [25]. This concept will be widely
discussed by theoretical point of view in the third chapter of this thesis.
1.2.1 Transport experiments
An important aspect for these materials is the study of the transport prop-
erties. Despite the success of photoemission and scanning tunneling spec-
troscopy in identifying chiral surface states, signatures of the surface Dirac
cone have been slow in being recognized in the field of transport. We repeat
that the band structure of topological insulators can be visualized as a band
insulator with a Dirac cone within the bulk gap, and to access this cone one
needs to ensure the chemical potential lies in the gap. Essentially the strong
inconvenience for transport measurements of the surface of these materials
are due to the bulk e↵ect. One expects to see in a sample transport measures
in which the contribution of the bulk have been eliminated. In the initial
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experimental e↵orts, it appeared impossible to identify any signatures what-
soever of the elusive surface states. Here we propose a series of experimental
analysis conducted on di↵erent TI nano-structures, for the study of trans-
port to the surface of these materials. One early avenue toward the removal
of bulk carriers involved compensation by doping with Ca, in Ref. [26] the
experimental group performed transport experiments on Ca-doped samples
noting an increase in the resistivity, but concluded that surface state con-
duction alone could not be responsible for the smallness of the resistivities
observed at low temperature. Same group noted surface conduction, inferred
from the sign change in the Hall coe cient. Such a sign change would indi-
cate a change in the carrier type from electrons to holes, and therefore the
fact that the Dirac point has been crossed [27]. An other important experi-
ment focused on Bi2Se3 in a magnetic field [28], performing far-infrared and
mid-infrared reflectance and transmission measurements, supplemented with
UV-visible ellipsometry to obtain the optical conductivity. Temperatures of
6-295 K and magnetic fields of 0-8 T has been studied. The Fermi surface
was located away from the Dirac point due to residual doping. The sample
was studied in magnetic fields oriented in general directions and the most
changes in spectral weight involve a reshu✏ing of weight between the Drude
and optical phonon. As the temperature decreased, the Drude conductivity
was found to narrow due to reduced quasiparticle scattering. At the same
time, an increase in the absorption edge due to direct electronic transitions
was identified. These results are interpreted as evidence for magneto-electric
coupling in Bi2Se3. In agreement with ARPES measurements, in [29] have
analyzed various samples of which some were metallic and some had a high
bulk resistivity. Selective cleaving resulted in non-metallic crystals. Though
in Bi2Te3 the chemical potential lies in the bulk valence band, they were
able to manufacture both n-and p-type samples, which suggests a degree
of competition and compensation between the bulk valence and conduction
bands. Data from the weak-magnetic field Hall e↵ect yield a surface mo-
bility of 9000-10,000 cm2 per volt-second and substantially higher than in
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the bulk. In non-metallic samples, the SdH oscillation (Shubnikov-de Haas
e↵ect, oscillation in the conductivity that occurs at low temperatures in the
presence of very intense magnetic fields) period depends only on the per-
pendicular magnetic field, with oscillations not resolved for magnetic field
tilt angles q in the range 65  < q < 90 . The oscillations in the metallic
sample survive up to 90 . The Fermi velocity of 4 ⇥ 105 meters per second
obtained from these transport experiments agrees with angle-resolved pho-
toemission experiments. Even though the surface mobility is calculated to
be very large and to exceed the bulk, even in the most resistive sample, the
bulk conductance exceeds the surface conductance by a factor of about 300.
One key aim of current TI e↵orts is the identification of a definitive signature
of surface transport. Several recent experimental works [30, 31] point to a
possible way forward, at least in the detection of surface transport, if not a
permanent solution to the bulk doping problem. Coexisting bulk and surface
transport remains a relevant problem to TI experiments at present, and it
will be so until the scientists will be able to produce a material that does not
require gating in order to shift the chemical potential into the bulk gap, in
order to observe only the surface electron gas. One way to solve the prob-
lem is to try to reduce the bulk contribution through for example a thin films.
In some works [32,33] on thin films, transport measurements have shown
better the character of the surface states of Bi2Se3. Weak anti-localization
(WAL) is always expected in systems with either strong spin orbit scattering
or coupling. WAL is quantum interference e↵ect in quantum transport in a
disordered electron system, it enhances the conductivity with decreasing tem-
perature at very low temperatures. This phenomenon is present in systems in
which the spin of the carrier rotates as it goes around a self-intersecting path,
and the direction of this rotation is opposite for the two directions about the
loop. Because of this, the two paths interfere destructively which leads to a
lower net resistivity. The WAL is protected against the strength of disorder
and nonmagnetic impurity. Two single crystal thin films of Bi2Se3, grown
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by Molecular Beam Epitaxy (MBE), both with and without Pb doping were
considered in [32]. After doping, ARPES by [34] shows that the Fermi level
of the Bi2 xPbxSe3 film was inside the bulk energy gap.
well, EEI has to be taken into account: 
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Where, T0 is a reference temperature from which one 
measures the deviation ∆σ, F~ is a function of the 
average of the static screened coulomb interaction over 
the Fermi surface. This expression neglects the 
spin-orbit scattering. Figure 2 shows a comparison of 
the same data as Fig. 1 with the EEI theory. Figures 2(a) 
and 2(b) show the transport properties in low 
temperature and low magnetic ﬁeld. The left columns 
are for the undoped Bi2Se3 ﬁlm, while the doped 
Bi2−xPbxSe3 data are on the right. Conductance vs. T 
for zero magnetic ﬁeld (black circles) and for H∥ = 20 
kOe (red triangles), with ﬁts to 2D theories (solid 
lines), and 3D EEI theory (dash-dotted lines) are 
shown in Figs. 2(a) and 2(b). Figures 2(c)-2(f) show 
the magnetoconductance ΔG = G(H) − G(0) for ﬁelds 
perpendicular and parallel to the ﬁlm. Solid lines are 
the result of EEI theory.  Although it does not capture 
the sharp peaks at zero magnetic field, the EEI 
expressions correctly reproduce the signs of the T and 
H epe dences. This indicates the importance of th  
EEI interaction in transport properties. 
 
Fig. 2 EEI theory (a) and (b) Temperature dependence of the 
conductance. Lines are fits to the 2D(solid) and 3D(dashed) 
theory of Lee and Ramakrishnan. (c) and (d) Magnetic field 
dependence of ∆G in a perpendicular magnetic field. (e) and 
(f) Magnetic field dependence of ∆G in parallel field. Solid 
lines in (c)–(f) are fits to the EEI theory using no additional 
fitting parameters. This figure is from Ref. [21]. 
 
Finally, attempts are made to fit the experimentally 
measured data to a combination of WAL and EEI. The 
WAL term also includes a factor α akin to that seen in 
the weak localization term (2). This constant factor 
depends on the relative strengths of the spin-orbit and 
spin-flip (magnetic) scattering. For the fits shown in 
Fig. 3, conductance vs. temperature for zero magnetic 
ﬁeld (black circles) and for H ∥  = 20 kOe (red 
triangles), with ﬁts to 2D theories (solid lines), and 3D 
EEI theory (dash-dotted lines) are shown in Figs. 3(a) 
and 3(b). Figrues 3(c)-3(f) show the 
magnetoconductance ΔG = G(H) − G(0) for ﬁelds 
perpendicular and parallel to the ﬁlm. A very 
satisfactory fit is obtained by using the following form 
of conductivity:   
H) (T,+△σH) (T,=△σH) △σ(T, WALEEI    (4) 
Where, α = 1 represents the limit of weak spin orbit 
and magnetic scattering; α = –1/2 represents the limit 
of strong spin-orbit scattering and weak magnetic 
scattering. We find α = –0.31(–0.35) for Bi2Se3 
(Bi2-xPbxSe3) which is close to strong spin-orbit 
interaction. 2D WAL model is more relevant than 3D, 
because the inelastic scattering length in the two 
samples is much larger than the samples thickness. 
Figure 1.8: Conductance measurements as a function of temperature T.
The lines are fits to the 2D(solid) and 3D(dashed) of the theory in [36] by
the EEI theory.
Thus, the bulk conductivity should be suppressed and the surface conduc-
tance should come into evidence. So, it is observed the conductance as a func-
tion of temperature and magnetic field for the Bi2Se3 and Bi2 xPbxSe3 films.
In this case is considered for fit of the experimental data an electron-electron
interaction (EEI), weak anti-localization (WAL) and anisotropic magneto-
resistance (AMR) e↵ect. For example in the Figure 1.8 is shown a case in
which there was measured the conductance as temperature dependent, by
fitting the data with a EEI theory. The EEI expressions [36] correctly repro-
duce the signs of the T dependence. These results clearly demonstrate that
it is crucial to include EEI for a comprehensive understanding of di↵usive
transport in TIs. Both the ordinary bulk and the topological surface states
presumably participate in transport as shown in Figure 1.8 by the theoret-
ical lines 2D (solid) and 3D (dashed). This analysis does not allow a clear
separation of the two contributions, but they are observed both.
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Relevant for this thesis is to observe transport properties in nano-wires
of a topological insulator. We stress that on the surface of topological in-
sulators (TI), electron spin is locked perpendicular to momentum, resulting
in the suppression of electron backscattering from nonmagnetic impurities.
Such spin textured surface states have been studied extensively by surface
probing techniques such as ARPES and STM [37]. In a TI nano-wire device,
the Aharonov-Bohm (AB) e↵ect, quantum interference of surface state elec-
trons winding around the nano-wire, o↵ers a unique opportunity to detect
topological protection in the helical surface electrons. An important di↵er-
ence of TI nano-wires from carbon nanotubes is the existence of a spin Berry
phase. Along the TI nano-wire perimeter, the electron spin rotates by a 2⇡
angle due to the spin-momentum locking nature of electrons, leading to a
Berry phase of ⇡.
(a) (b)
electron mobility and satisfy the ballistic condition, we
synthesize heterostructure nanowires consisting of a
Bi2Se3
26,27 core and an amorphous Se shell. A 2-nm-thick Se
layer is coated in situ after an initial vapor−liquid−solid growth
of a Bi2Se3 nanowire,
29 keeping a clean Bi2Se3 surface (Figure
2a). High surface mobility is conﬁrmed from the core−shell
nanowires (further transport characterization is in Supporting
Information 2), leading long mean free path surpassing the
nanowire perimeter. We emphasize here that the nanowires are
not ballistic along the nanowire length, but the ballistic
condition along the nanowire perimeter is suﬃcient enough to
observe 1D band structure and relevant topological physics.
The control of Fermi level is another issue in experiment, as
Bi2Se3 nanomaterials are always n-type conductors. For an
eﬀective tuning of the Fermi level by SiO2 gating, we selectively
choose the dimension of nanowire devices. First, the length of
nanowires should be long enough (>1 μm) to fully deplete the
nanowires by ﬁeld eﬀect. The width and thickness of nanowires
are very critical as well. The device Fermi level can be tunable
by back gating to reach the Dirac point,15,30,31 but the
electrostatic gating usually results in a slight diﬀerence of top
and bottom surfaces’ Fermi level.15,31 To study the helical 1D
mode at the Dirac point, it is necessary to have a 1D band gap
(Δ1D) large enough to locate entire nanowire’s Fermi level (of
top and bottom surfaces) within the bandgap. The 1D band
gap (Δ1D = hvF/L) is determined by the nanowire perimeter (L
= 100−450 nm, Table 1L), as shown in Figure 2b−c, ranging
from 17 to 4 meV. We observe clean signature of helical 1D
mode from devices of the largest gap energy (15−17 meV),
which will be discussed in the next paragraphs.
We ﬁrst measured electron transport of TI nanowire devices
of similar sizes to the devices from previous studies,17 with 1D
band gaps of 6 meV (40 nm height × 120 nm width) (Figure
2d). In magnetic ﬁeld along the nanowire length, both h/2e
period and h/e period oscillations are observed (Figure 2e).
Oscillations of both periods are anticipated by theory;22,23 h/2e
period from AAS eﬀect and h/e period from periodic
modulation of 1D subband density of state (DOS) by magnetic
ﬂux (Figure 2b). h/e period oscillations, which are also reported
by the previous works,17,18 show small amplitude, ∼ 1% of total
conductance. The small oscillation amplitude is due to two
factors: (a) bulk electron contribution and (b) density of state
eﬀect from many 1D subbands. As the Fermi level crosses
multiple 1D subbands (Figure 2d), the change of DOS induced
by the magnetic ﬂux (∼one subband’s DOS) is much smaller
than the total DOS (entire subbands’ DOS), resulting in small
oscillation amplitude. The DOS eﬀect in h/e period oscillations
becomes more evident when the Fermi level is tuned by back
gate (Figure 2e). The maxima location of h/e period
oscillations switches discretely between integer quantum ﬂux
(Φ = 0, ±h/e, ±2h/e, ...) and half quantum ﬂux (Φ = ±h/2e,
±3h/2e, ...). The h/e period oscillations peaking at either
integer quantum ﬂux or half quantum ﬂux is the signature of 1D
band eﬀect made of surface electrons, when the Fermi level is
far above from the Dirac point. This experimental results are
Figure 2. Magnetoconductance from TI nanowire 1D modes of surface electrons: far above the Dirac point. (a) Top: TEM image of Bi2Se3 core−Se
shell nanowire (chemical mapping is in Supporting Information Figure S1). Bottom: a representative image of devices (false-colored scanning
electron microscope image). (b) Density of states (DOS) of the surface electron 1D mode, as a function of 1D band gap at zero ﬂux(Δ1D). (c) 1D
bandgap (Δ1D) as a function of nanowire perimeter (L). Blue dots are the estimated energy gaps of seven nanowire devices (device A-G, Table 1).
(d) Schematic band structure of 1D modes in TI nanowires of larger perimeter (L ∼ 300 nm) with two quantum ﬂux value (0 and ±h/2e). Fermi
level (EF) is crossing many subbands, and the location of EF is tuned by gating. (e) Magnetoconductance oscillations at four diﬀerent gate voltages
(device A, VG = −40 V, −45 V, −85 V, −95 V). Inset: the cross section of the nanowire (120 nm × 40 nm).
Table 1. Physical Parameters of Bi2Se3−Se Core-Shell
Devices
device
letter
thickness
(nm)
width
(nm)
length
(μm)
quanum
ﬂux(h/
e)/cross-
sectional
area*
magnetic ﬁeld
period
(experimental)
ρ (Vg
= 0 V)
(mΩ
cm)
A 42 120 3.6 0.94T 0.95T 0.538
B 15 53 1.5 7.68T 8.00T 0.349
C 14 44 3.0 10.4T 11.0T 0.413
D 56 123 2.94 0.67T 0.75T 1.629
E 42 120 3.6 0.94T 0.95T 0.538
F 76 151 2.73 0.39T 0.43T 1.253
G 27 93 2.7 2.02T 2.10T 0.306
*Cross-sectional area = ((width − 2) × Se layer thickness) ×
((thickness − 2) × Se layer thickness). Se layer thickness is assumed as
2 nm. Material characterization details are available in Supporting
Information.
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electron mobility and satisfy the ballistic condition, we
synthesize heterostructure nanowires consisting of a
Bi2Se3
26,27 core and an amorphous Se shell. A 2-nm-thick Se
layer is coated in situ after an initial vapor−liquid−solid growth
of a Bi2Se3 nanowire,
29 keeping a clean Bi2Se3 surface (Figure
2a). High surface mobility is conﬁrmed from the core−shell
nanowires (further tran port characterization is i Supporting
Information 2), leading long mean free path surpassing the
nanowire perimeter. We emphasize here that the nanowires are
not ballistic along the nanowire length, but the ballistic
condition along the nanowire perimeter is suﬃcient enough to
observe 1D band structure and relevant topological physics.
The control of Fermi level is anoth issu in experiment, as
Bi2Se3 nanomaterials are always n-type conductors. For an
eﬀective tuning of the Fermi level by SiO2 gating, we selectively
choose the dimension of nanowire devices. First, the length of
nanowires should be long enough (>1 μm) to fully deplete the
nanowires by ﬁeld eﬀect. The width and thickness of nanowires
are very critical as well. The device Fermi level c n be tunable
by back gating to reach the Dirac point,15,30,31 but the
electrostatic gating usually results in a slight diﬀerence of top
and bottom surfaces’ Fermi level.15,31 To study the helical 1D
mode at the Dirac point, it is necessary to have a 1D band gap
(Δ1D) large enough to locate entire nanowire’s Fermi level (of
top and bottom surfaces) within the bandgap. The 1D band
gap (Δ1D = hvF/L) is determined by the nanowire perimeter (L
= 100−450 nm, Table 1L), as shown in Figure 2b−c, ranging
from 17 to 4 meV. We observe clean signature of helical 1D
mode from devices of the largest gap energy (15−17 meV),
which will be discussed in the next paragraphs.
We ﬁrst measured electron tra sport of TI nanowire devices
of similar sizes to the devices from previous studies,17 with 1D
band gaps of 6 meV (40 nm height × 120 nm width) (Figure
2d). In magnetic ﬁeld along the nanowire length, both h/2e
period and h/e period oscillations are observed (Figure 2e).
Oscillations of both periods are anticipated by theory;22,23 h/2e
period from AAS eﬀect and h/e period from periodic
modulation of 1D subband density of state (DOS) by magnetic
ﬂux (Figure 2b). h/e period oscillations, which are also reported
by the previous works,17,18 show small amplitude, ∼ 1% of total
conductance. The small oscillati n amplitude is due to two
factors: (a) bulk electron contribution and (b) density of state
eﬀect from many 1D subbands. As the Fermi level crosses
multiple 1D subbands (Figure 2d), the change of DOS induced
by the magnetic ﬂux (∼one subband’s DOS) is much smaller
than the total DOS (entire subbands’ DOS), resulting in small
oscillation amplitude. The DOS eﬀect in h/e period oscillations
becomes more evident when the Fermi level is tuned by back
gate (Figure 2e). The maxima location of h/e period
oscillations switches iscretely between integer quantum ﬂux
(Φ = 0, ±h/e, ±2h/e, ...) and half quantum ﬂux (Φ = ±h/2e,
±3h/2e, ...). The h/e period oscillations peaking at either
integer quantum ﬂux or half quantum ﬂux is the signature of 1D
band eﬀect made of surface electrons, when the Fermi level is
far above from the Dirac point. This experi ental r sults are
Figure 2. Magnetoconductance from TI nanowire 1D modes of surface electrons: far above the Dirac point. (a) Top: TEM image of Bi2Se3 core−Se
shell nanowire (chemical mapping is in Supporting Information Figure S1). Bottom: a representative image of devices (false-colored scanning
electron microscope image). (b) Density of states (DOS) of the surface electron 1D mode, as a function of 1D band gap at zero ﬂux(Δ1D). (c) 1D
bandgap (Δ1D) as a function of nanowire perimeter (L). Blue dots are the estimated energy gaps of seven nanowire devices (device A-G, Table 1).
(d) Schematic band structure of 1D modes in TI nanowires of larger perimeter (L ∼ 300 nm) with two quantum ﬂux value (0 and ±h/2e). Fermi
level (EF) is crossing many subbands, and the location of EF is tuned by gating. (e) Magnetoconductance oscillations at four diﬀerent gate voltages
(device A, VG = −40 V, −45 V, −85 V, −95 V). Inset: the cross section of the nanowire (120 nm × 40 nm).
Table 1. Physical Parameters of Bi2Se3−S Core-Shell
Devices
device
letter
thickness
(nm)
width
(nm)
length
(μm)
quanum
ﬂux(h/
e)/cross-
sectional
area*
magnetic ﬁeld
period
(experimental)
ρ (Vg
= 0 V)
(mΩ
cm)
A 42 120 3.6 0.94T 0.95T 0.538
B 15 53 1.5 7.68T 8.00T 0.349
C 14 44 3.0 10.4T 11.0T 0.413
D 56 123 2.94 0.67T 0.75T 1.629
E 42 120 3.6 0.94T 0.95T 0.538
F 76 151 2.73 0.39T 0.43T 1.253
G 27 93 2.7 2.02T 2.10T 0.306
*Cross-sectional area = ((width − 2) × Se layer thickness) ×
((thickness − 2) × Se layer thickness). Se layer thickness is assumed as
2 nm. Material characterization details are available in Supporting
Information.
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Figure 1.9: Magneto-conductance from TI nano-wire 1D modes of sur-
face electrons: far above the Dirac point. (a) A representative im-
age of devices (false-colored scanning electron microscope image). (b)
Magneto-conductance oscillations at four di↵erent gate voltages ( VG =
 40V,  45V,  85V,  95V ). Inset: the cross section of the nano-wire
(120nm⇥ 40nm).
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The experiment in [25] observes a topologically protected 1D mode of
surface electrons in topological insulator nano-wires existing at only two
values of half magnetic quantum flux (  = ±~/2e) due to a spin Berry
phase. With the aid of a magnetic field of generic direction respect the
axis of the wire, the experiment shows, through magnetic-conductance mea-
surements, how the helical 1D mode is robust against disorder but very
weak against a perpendicular magnetic field, breaking-time-reversal symme-
try. The 1D bands and their density of states (DOS) is subject to periodic
oscillations by magnetic flux, resulting in magneto-oscillations of   = ~/e
period as already known [39,60]. These oscillations are due essentially to the
parabolic 1D bands and they are associated e↵ect AB by ordinary (no topo-
logical) electrons. However, a specific value of magnetic flux (  = ±~/2e,
  = ±3~/2e, ...) eliminates the contribution of the phase of Berry. The
experiment is conducted through the three phases to demonstrate the topo-
logical nature of the surface electrons via transport measures. A first case
takes, in Ti nano-wires, the Fermi level approaches to the Dirac point, they
observe large conductance peaks at   = ±~/2e. Second case, they induce
a strong disorder in the material for which the helical 1D electron states
are protected by time reversal symmetry, so in this way peaks are detected
always at ±~/2e. Finally, by applying perpendicular magnetic fields, they
find that the helical 1D mode peaks from disordered nano-wires are frag-
ile to time reversal symmetry breaking, meaning topological nature directly
related to time reversal symmetry. All cases are taken with temperatures
ranging from T = 2K   30K. Of course the nature of the conductance peak
is very dependent on the Fermi level position. The device Fermi level can be
tuned by back gating to reach the Dirac point [40, 41], but the electrostatic
gating usually results in a slight di↵erence of top and bottom surfaces Fermi
level [42]. The 1D band gap is determined by the nano-wire perimeter that is
generally considered in the range of L = 100 450nm, for these lengths they
get the largest gap energy (15   17meV ). Thus, varying the gate potential
are obtained di↵erent features of the conductance as in Figure 1.9. As the
27
Fermi level crosses multiple 1D sub-bands, the change of DOS induced by
the magnetic flux (one sub-band DOS) is much smaller than the total DOS
(entire sub-bands DOS), resulting in small oscillation amplitude. Of course
also they are observed oscillation peaks for integers of quantum flux ~/e.
The oscillation peaks are at either integer quantum flux or half quantum
flux is the signature of 1D band e↵ect made of surface electrons, when the
Fermi level is far above from the Dirac point. These experimental results are
explicitly predicted by the 1D DOS theory of TI nano-wires [43].
1.2.2 Collective electronic excitations: Dirac surface
plasmons
Another way to study the problem from the electronic point of view on the
surface of these materials is to study the response of the system in terms of
collective excitations to the surface. Plasmons are collective charge density
oscillations, which occur due to long-range Coulomb interactions and have
been observed in metals and doped semiconductors. The study of these exci-
tations is of particular interest for several practical applications, such as for
example the capacity it o↵ers to locate light on the metal surfaces and inter-
faces in the sub-wavelength regions. Even for TI the plasmons can be stud-
ied, their resonance frequencies are in the mid-infrared and terahertz spectral
regions, which can be tuned by varying the Fermi level [18] or the wave vec-
tor. The most important aspect is due to the spin-momentum locking, in
fact these plasmons are always accompanied by transverse spin oscillations
and are thus also called ”spin-plasmons” [44]. This would be a major step
forward in quantum mechanics and spintronic applications. Only recently
plasmons of massless Dirac electrons were observed in graphene for purely
two-dimensional systems [45]. To observe the nature of the surface of these
materials is necessary that the chemical potential is in gap. The experimen-
tal problem for the observation in these materials is given by the impurities
and the level of doping that bring the chemical potential in the bulk bands.
Another additional di culty for the observation of these plasmons is due to
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the fact that cannot be observed directly through an electromagnetic radi-
ation because the moment conservation is prevented from their dispersion
law.
The first experimental evidence of the surface plasmon excitation in TI com-
pound Bi2Se3 is shown in the in [46] using infrared spectroscopy and a more
recent in the work present in [47] via high-resolution electron energy loss
spectroscopy. In the experimental work [46], for coupling the electromag-
netic radiation, the thin films of Bi2Se3 were patterned in the form of micro-
ribbon arrays of di↵erent widths W and periods 2W as in Figure 1.10, so
that a series of discrete values of k = ⇡/W were obtained. It was measured in
the paper the transmittance of films for di↵erent length of W and therefore
the corresponding extinction coe cient for the patterned films. The interest-
ing case to detect the plasmon is one in which there is a field perpendicular
applied to the direction of the ribbons.
(a) (b)
is replaced by a double absorption, where both peak frequencies
strongly depend on W. We assign these features to the a phonon
and to the plasmon of Bi2Se3, mutually interacting via a Fano inter-
ference. This produces a renormalization of both the phonon and
the plasmon frequency, with a hardening of the mode at higher fre-
quencies and a softening of the one at lower frequencies, indepen-
dent of their nature. A similar effect is reported in the literature
for doped graphene on SiO2 (ref. 19). A Fano shape of the weak b
phonon line is also observed in the top panel of Fig. 1e, as it
becomes closer to the plasmon resonance through an inflection
point in E(v) at the bare phonon frequency (line).
To extract the bare plasmon (np) and phonon (nph) frequency
from the data in Fig. 1e, we fit the experimental data to the following
equation from Giannini and colleagues20:
E(n′) = (n
′ + q(n′))2
n′2 + 1 ·
g2
1+ n− np
Gp/2
( )2 (1)
The expressions for the renormalized frequency n′ and for the
(Fano) parameter q—the ratio between the probability amplitude
of exciting a discrete state (phonon) and of exciting a continuum
or quasi-continuum state (plasmon)—are reported in the
Methods. Gp and np are the plasmon bare linewidth and frequency,
respectively, and g is its coupling factor with the radiation.
The above model satisfactorily reproduces the experimental data,
as shown by the black lines in Fig. 2. This figure also shows the bare
phonon and plasmon contributions, reconstructed in the form of
Lorentzians (Supplementary Tables S1, S2 and S3). The phonon
frequency does not change with W, being the same as in Fig. 1d
(parallel polarization), but for the plasmon, both np and Gp decrease
as W increases (see also the inset in the bottom panel of Fig. 2). Gp
can be assumed to be the sum of the following independent con-
tributions: (i) the Drude linewidth obtained by fitting the spectra
of Fig. 1d (Supplementary Fig. S2, Table S1); (ii) the Landau
damping21 rate, through both the creation of hole–electron pairs
and a phonon-assisted process22; (iii) radiative decay into
photons; and (iv) finite size effects22. Contribution (i) is
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Figure 1 | Extinction coefficients of the microribbon arrays of Bi2Se3 topological insulators in the terahertz range. a, Scanning electron microscope (SEM)
image of theW¼ 2.5mm patterned film. b, Extinction coefficient of the as-grown, unpatterned film at 6 K (blue lines) and 300 K (red lines). c, Optical
microscope images of the five patterned films with different widthsW and periods 2W. Red arrows indicate the direction of the radiation electric field E,
either perpendicular or parallel to the ribbons. Film thickness is indicated under the images, where 1 QL# 1 nm (QL, quintuple layers). d, Extinction coefficient
at 6 K and 300 K for the five patterned films, with the radiation electric field parallel to the ribbons. e, Extinction coefficient of the five patterned films, with
the radiation electric field applied perpendicularly to the ribbons, at 6 K and 300 K. All data are normalized by their respective peak values.
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is replaced by a double absorption, where both peak frequencies
strongly depend on W. We assign these features to the a phonon
and to the plasmon of Bi2Se3, mutually interacting via a Fano inter-
ference. This produces a renormalization of both the phonon and
the plasmon frequency, with a hardening of he mode at higher fre-
que c es and a softening of the one at lower frequencies, indepen-
dent of their nature. A similar effect is reported in the literature
for doped graphene on SiO2 (ref. 19). A Fano shape of the weak b
phonon line is also observed in the top panel of Fig. 1e, as it
becomes closer to the plasmon resonance through an inflection
point in E(v) at the bare phonon frequency (line).
To extract the bare plasmon (np) and phonon (nph) frequency
from the data in Fig. 1e, we fit the experimental data to the following
equation from Giannini and colleagues20:
E(n′) = (n
′ + q(n′))2
n′2 + 1 ·
g2
1+ n− np
Gp/2
( )2 (1)
The expressions for the renormalized frequency n′ and for the
(Fano) parameter q—the ratio between the probability amplitude
of exciting a discrete state (phonon) and of exciting a continuum
or quasi-continuum state (plasmon)—are reported in the
Method . Gp and np are the plasmon bare linewidth and frequency,
resp ctively, and g is its coupling factor with the radiation.
The above model satisfactorily reproduces the experimental data,
as shown by the black lines in Fig. 2. This figure also shows the bare
phonon and plasmon contributions, reconstructed in the form of
Lorentzians (Supplementary Tables S1, S2 and S3). The phonon
frequency does not change with W, being the same as in Fig. 1d
(parallel polarization), but for the plasmon, both np and Gp decrease
as W increases (see also the inset in the bottom panel of Fig. 2). Gp
can be assumed to be the sum of the following independent con-
tributions: (i) the Drude linewidth obtained by fitting the spectra
of Fig. 1d (Supplementary Fig. S2, Table S1); (ii) the Landau
damping21 rate, through both the creation of hole–electron pairs
and a phonon-assisted process22; (iii) radiative decay into
photons; and (iv) finite size effects22. Contribution (i) is
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is replaced by a double absorption, where both peak frequencies
strongly depend on W. We assign these features to the a phonon
and to the plasmon of Bi2Se3, mutually interacting via a Fano inter-
ference. This produces a renormalization of both the phonon and
the plasmon frequency, with a hardening of the mode at higher fre-
quencies and a softening of the one at lower frequencies, indepen-
dent of their nature. A similar effect is reported in the literature
for doped graphene on SiO2 (ref. 19). A Fano shape of the weak b
phonon line is also observed in the top panel of Fig. 1e, as it
becomes closer to the plasmon resonance through an inflection
point in E(v) at the bare phonon frequency (line).
To extract the bare plasmon (np) and phonon (nph) frequency
from the data in Fig. 1e, we fit the experimental data to the following
equation from Giannini and colleagues20:
E(n′) = (n
′ + q(n′))2
n′2 + 1 ·
g2
1+ n− np
Gp/2
( )2 (1)
The expressions for the renormalized frequency n′ and for the
(Fano) parameter q—the ratio between the probability amplitude
of exciting a discrete state (phonon) and of exciting a continuum
or quasi-continuum state (plasmon)—are reported in the
Methods. Gp and np are the plasmon bare linewidth and frequency,
respectively, and g is its coupling factor with the radiation.
The above model satisfactorily reproduces the experimental data,
as shown by the black lines in Fig. 2. This figure also shows the bare
phonon and plasmon contributions, reconstructed in the form of
Lorentzians (Supplementary Tables S1, S2 and S3). The phonon
frequency does not change with W, being the same as in Fig. 1d
(parallel polarization), but for the plasmon, both np and Gp decrease
as W increases (see also the inset in the bottom panel of Fig. 2). Gp
can be assumed to be the sum of the following independent con-
tributions: (i) the Drude linewidth obtained by fitting the spectra
of Fig. 1d (Supplementary Fig. S2, Table S1); (ii) the Landau
damping21 rate, through both the creation of hole–electron pairs
and a phonon-assisted process22; (iii) radiative decay into
photons; and (iv) finite size effects22. Contribution (i) is
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microscope images of the five patterned films with different widthsW and periods 2W. Red arrows indicate the direction of the radiation electric field E,
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Figure 1.10: (a) Scanning electron microscope (SEM) image of the W =
2.5µm patterned film. (b) Optical icroscope images of the five patterned
films with di↵erent widths W and periods 2W . Red arrows indicate the
direction of the radiation electric field that either perpendicular or parallel
to the ribbons. Film thickness is indicated u der he im ges, where 1 QL is
1nm (QL, quintuple layers).
The direction is the same as that of the reciprocal-lattice vectors n eded
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for energy-momentum conservation in the transmittance measurement. The
excitation peaks are given by a double absorption as in Figure 1.11(a), which
depend on the value of the length of W . It attributes these features to the
↵ phonon and to the plasmon of Bi2Se3 , mutually interacting via a Fano
interference.
(a)
independent of W and provides the background marked by the
black dotted line in the inset. The other effects are expected to
increase with increasing plasmon frequency (decreasing W) and
therefore should be responsible for the behaviour of Gp shown in
the inset.
The bare plasmon frequencies obtained from the Fano fits are
plotted versus the wavevector k in Fig. 3 and versus W21/2 in its
inset. As shown in the inset, np/W21/2, as expected for a two-
dimensional plasmonic excitation. In the main panel of Fig. 3, the
same points are plotted versus k, based on the relation k! p/W.
Here, the approximation accounts both for a possible depletion in
the electron density at the ribbon edges, as observed in graphene22,
and for scattering from the edges22. As both phenomena act in a
range smaller than our W by two orders of magnitude, the corre-
sponding correction can be neglected. The effective value of k
may also be influenced by the excitation of edge modes13,14, as in
graphene. However, those calculations cannot be easily extended
to the topological insulators where, for example, the electron mobi-
lity is lower by three orders of magnitude. In any case, by assuming
k¼ p/W we find the good agreement between data and the dis-
persion law np/ k1/2 shown in Fig. 3.
One has still to show that the two-dimensional plasmon can be
ascribed to the Dirac (massless) fermions, rather than to the
massive electrons also present at the surface. As discussed
below, both qualitative and quantitative arguments support
the former assignment. The qualitative argument is based
on the behaviour of Gp in Fig. 1e, where it is nearly the same
at 6 K and 300 K (see also the Fano parameters in Supplementary
Tables S2, S3).
The plasmon linewidth appears remarkably robust to a tempera-
ture variation by a factor of 50. This suggests a weak effect of
phonon scattering in the topological insulator plasmonic absorp-
tion, at variance with conventional two-dimensional electron
gases. The infrared absorption of non-topologically protected
plasmons in two-dimensional systems has been reported only at
low temperatures11 and for plasmon energies below the main
optical phonon energy, consistent with the assumption that
electron–phonon scattering is their main decay channel23,24.
Indeed, because contradictory results have appeared in the literature
on the strength of the electron–phonon scattering in topological
insulators25,26, this issue remains open to further experiments
and calculations.
The quantitative argument proceeds as follows. In topological
insulator thin films, the free-electron layers at the topological insu-
lator–substrate and topological insulator–vacuum interfaces interact
via an effective Coulomb potential27,28. This interaction, if one
neglects interlayer tunnelling, produces two longitudinal collective
excitations, that is, an optical plasmon (with np/ k1/2), and an
acoustic plasmon (with np/ k)27,28. The latter mode is degenerate
with the continuum27, that is, strongly Landau-damped21, and then
unobservable. In principle, both Dirac (D) and massive (M) fermions
may contribute to the remaining optical mode. In the long
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Figure 2 | Extraction of the bare plasmon and phonon contributions from
the extinction data through a Fano fit. Normalized extinction coefficient
E(n) versus frequency n for the five patterned films, for the radiation electric
field E perpendicular to the ribbons, at 6 K (circles), as well as fits to
equation (1) (black lines). Bare plasmon and a(b) phonon contributions,
extracted through the fits, are shown by the red and green (magenta) lines,
respectively. In the top and bottom panels, the bump at 2.6 THz is due to
insufficient compensation of the Mylar beamsplitter absorption. Inset
(bottom panel): plasmon linewidth Gp versus ribbon width W at 6 K. The
dotted line is the Drude contribution to Gp as extracted from data with
polarization parallel to the ribbons. The dashed line is a guide to the eye.
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(b)
independent of W and provides the background marked by the
black dotted line in the inset. Th other effects re expe ted to
increase with increasing plasmon frequency (decreasing W) and
therefore should be responsible for the behaviour of Gp shown in
the inset.
The bare plasmon frequencies obtained from the Fano fits are
plotted versus the wavevector k in Fig. 3 and versus W21/2 in its
inset. As shown in the inset, np/W21/2, as expected for a two-
dimensional plasmonic excitation. In the main panel of Fig. 3, the
same points are plotted versus k, based on the relation k! p/W.
Here, the approximation accounts both for a possible depletion in
the electron density at the ribbon edges, as observed in graphene22,
and for scattering from the edges22. As both phenomena act in a
range smaller than our W by two orders of magnitude, the corre-
sponding correction can be neglected. The effective value of k
may also be influenced by the excitation of edge modes13,14, as in
graphene. However, those calculations cannot be easily extended
to the topological insulators where, for example, the electron mobi-
lity is lower by three orders of magnitude. In any case, by assuming
k¼ p/W we find the good agreement between data and the dis-
persion law np/ k1/2 shown in Fig. 3.
One has still to show that the two-dimensional plasmon can be
ascribed to the Dirac (massless) fer ions, rather tha to the
massive electrons also present at the surface. As discussed
below, both qualitative and quantitative arguments support
the former assignment. The qualitative argument is based
n the behaviour of Gp in Fig. 1e, where it is nearly the same
at 6 K and 300 K (see also the Fano parameters in Supplementary
Tables S , S3).
The plasmon linewidth appears remarkably robust to a tempera-
ture variation by a factor of 50. This suggests a weak effect of
phonon scattering in the topolo ical insulator plasmonic absorp-
tion, at variance with co ventional two-dimensional electron
gases. The infrared absorption of non-topologically protected
plasmons in two-dime sional systems has been r port d nly at
low temperatures11 and for plasmo energies below the main
optical phonon energy, consistent with the assumption that
electron–phonon scattering is their main decay channel23,24.
Indeed, because contradictory results have appeared in the literature
on the strength of the electron–phonon scattering in topological
insulators25,26, this issue remains open to further experiments
and calculations.
The quantitative argument proceeds as follows. In topological
insulator thin films, the free-electron layers at the topological insu-
lator–substrate and topological insulator–vacuum interfaces interact
via an effective Coulomb potential27,28. This interaction, if one
neglects interlayer tunnelling, produces two longitudinal collective
excitations, that is, an optical plasmon (with np/ k1/2), and an
acoustic plasmon (with np/ k)27,28. The latter mode is degenerate
with the continuum27, that is, strongly Landau-damped21, and then
unobservable. In principle, both Dirac (D) and massive (M) fermions
may contribute to the remaining optical mode. In the long
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Figure 2 | Extraction of the bare plasmon and phonon contributions from
the extinction data through a Fano fit. Normalized extinction coefficient
E(n) versus frequency n for the five patterned films, for the radiation electric
field E perpendicular to the ribbons, at 6 K (circles), as well as fits to
equation (1) (black lines). Bare plasmon and a(b) phonon contributions,
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dotted line is the Drude contribution to Gp as extracted from data with
polarization parallel to the ribbons. The dashed line is a guide to the eye.
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massive (dotted blue line) electrons calculated with no fitting parameters
using equations (2) and (3), respectively. The additional point (green
diamond) refers to a s venth sample with W¼ 1.8mm and period L¼ 4mm
(L¼ 2.2W), for which the raw data are reported in Supplementary Fig. S1.
Ins t: linear dependence of np on W
21/2, where W¼p/k is the
ribbon width.
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Figure 1.11: (a) Extinction coe cient E(⌫) versus frequency ⌫ for the five
patterned films, for t e radiatio el ctric field E perpendicular to the ribbons,
at 6K (circles), notice the goo data agree t with t e fit function found in
the w rk (black lin s) i [46]. Plasmon and phonon cont ibution , xtracted
through the fits, are shown by the red and green lines, respectively. In inset is
shown t e width at half height of the pla mon p ak as a fu c i n of the width
W . (b) Experimental values of ⌫p versus k at 6K (blue circles) compared
w th the plasmon dispersion for Dirac (da hed black line) nd massive (dott d
blue line) electrons. Inset: linear dependenc of ⌫p onW 1/2, whereW = ⇡/k
is the ribbon width.
This implies a spons given by tw pe ks, one at a lower frequ ncy and
a higher frequency. It is extracted the plasmon frequency through a fit of the
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experimental data, as shown by the black lines in Figure 1.11(a). The figure
shows that the phonon frequency (green line) does not change withW , while
the plasmon contribution is distinct from the rest (red line). At this point,
it is possible to find the plasmon frequency for each value of the vector k. As
shown in Figure 1.11(b) the frequencies are plotted versus the wave-vector
k and versus W 1/2 in inset. It is proved that the plasmon dispersion asso-
ciated with the frequencies found are in good agreement with ⌫p /
p
k. In
this way it is shown that the two-dimensional plasmon can be ascribed to
the Dirac (massless) fermions, rather that to massive electrons also present
at the surface.
Of course, always remains the problem, as already anticipated, to distin-
guish the contribution of the bulk plasmons with those of the surface. The
surface conductivity of three-dimensional topological insulators is often over-
whelmed by the bulk conductivity due to doping introduced by natural de-
fects. Nanoscale topological insulators have a large surface-to-volume ratio,
thus enhancing the contribution of the surface state. Plasmons in nano-
structured topological insulators, such as thin films, multilayers, and nano-
ribbons, are essential for future applications. For low parallel momentum
transfer q, the loss spectrum shows a distinctive feature peak which varies
weakly with q. The behavior of its intensity as a function of primary energy
and scattering angle indicates that it is a surface plasmon. At larger mo-
menta, an additional peak, attributed to the Dirac plasmon, becomes clearly
defined in the loss spectrum. The momentum-resolved loss spectra provide
evidence of the mutual interaction between the surface plasmon and the Dirac
plasmon of Bi2Se3. In particular, in Ref. [47] distinguishes the contribution
given by bulk massive plasmon and Dirac surface plasmon.
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Chapter 2
Hamiltonian models for
topological insulator Bi2Se3
All the conditions for a topological insulator discussed in the previous chap-
ter are addressed in a theoretical model in the first section of this chapter.
In particular, the study will be directed to the compound Bi2Se3, whose
electronic structure is studied. Relevant states for which we discuss the wave
functions and the associated bands are pz. Once constructed the e↵ective
Hamiltonian, a Dirac equation will be derived and the bands and the states
for both surface and bulk will be discussed. In second section, a simplified
model for kx = ky = 0 (  point) will be considered, thus finding in a triv-
ial way the states of the surface and the analytical form of the associated
energy associated. Through the perturbation theory, one has the possibility
to extrapolate states and bands for a neighborhood of the point  (0, 0) of
the Brillouin zone. This allows to build up bands for any directions of the
Dirac cone. A more general case for kx 6= ky 6= 0 will be addressed in the
third section, in which we consider the complete Hamiltonian of the problem,
confirming surface states, as well as finding also those of bulk. Finally in the
fourth section we will study the strong confinement e↵ects in the case of a
slab along the z direction.
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2.1 Electronic Model for Bi2Se3
Three-dimensional topological insulatorBi2Se3 has robust and simple surface
states constituting a single Dirac cone at the   point. It has a rhombohedral
crystal structure with five atoms in one unit cell. In detail, it has a layered
structure with a triangle lattice within one layer (of constant lattice of about
a = 5A˚). It has a trigonal axis (threefold rotation symmetry), defined as
the z-axis, a binary axis (twofold rotation symmetry), defined as the x-axis,
and a bisectrix axis (in the reflection plane), defined as the y-axis. The
material consists of five-atom layers arranged along the z-direction, known
as quintuple layers (QL) (high around 1nm). Each quintuple layer consists
of five atoms with two equivalent Se atoms (denoted as Se1 and Se10 ),
two equivalent Bi atoms (denoted as Bi1 and Bi10 ), and a third Se atom
(denoted as Se2, see Fig.(2.1)). To get a better understanding of the inversion
of the band structure and the parity exchange, as in Figure 2.1(a), consider
the states near the Fermi surface mainly come from p orbitals of Bi (6s2 6p3 )
and Se (4s2 4p4). For the analysis of the problem only the pz orbitals become
relevant [52, 53]. The band gap between these two orbitals is controlled by
the spin-orbit coupling. In fact, increasing this coupling, inversion of bands
occurs.
The electrons near the Fermi surfaces mainly come from the p orbitals
of Bi and Se atoms. According to the point group symmetry of the crystal
lattice, pz orbital splits from px;y orbitals. Near the Fermi surface the energy
levels turn out to be the pz orbital, |P1+z , "i, |P2+z , "i, |P1+z , #i and |P2+z , #i,
where ± stand for the parity of the corresponding states while the symbols
#" represent the electron spin. To describe the states around the point  ,
a basis of pz to construct the low energy e↵ective Hamiltonian can be used.
The e↵ective Hamiltonian based on the Dirac equation [54] :
H = ✏0 I4 +M I2 ⌦ ⌧z   iC1  z ⌦ ⌧x@z+
 iC2 [ x ⌦ ⌧x(@x + iAx) +  y ⌦ ⌧x(@y + iAy)] .
(2.1)
The important symmetries of the system are the time reversal T , the
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(a)
(b)
Figure 2.1: (a) Top: Crystal structure of Bi2Se3 with three primitive vectors
denoted as t1; t2; t3. The Se1 (Bi1) layer can be related to the Se1’ (Bi1’) layer
by an inversion operation in which the Se2 atoms have the role of inversion
centers. Bottom: Schematic diagram of the pz orbitals of electrons, and the
band inversion of the pz orbitals of Bi and the pz orbitals of Se due to the
spin-orbit coupling.(b) The four inequivalent time-reversal-invariant points
in Brillouine zone are  , L, F and Z. The blue hexagon shows the 2D Brillouin
zone of the projected (1, 1, 1) surface, in which the high-symmetry k points,
K and M are labelled. 23
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Figure 2.1: (a) Top: Crystal structure of Bi2Se3 with three primitive vectors
denoted as t1; t2; t3. The Se1 (Bi1) layer can be related to the Se1’ (Bi1’) layer
by an inversion operation in which the Se2 atoms have the role of inversion
centers. Bottom: Schematic diagram of the pz orbitals of electrons, and the
band inversion of he pz orbitals of Bi and the pz orbitals of Se due to the
spin-orbit coupling.(b) The four inequivalent time-reversal-invariant points
in Brillouine zone are  , L, F and Z. The blue hexagon shows the 2D Brillouin
zone of the projected (1, 1, 1) surface, in which the high-symmetry k points,
K and M are labelled. 23
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Figure 2.1: (a) Crystal structure of Bi2Se3 with three primitive vectors
denoted as t1;2;3. Note the elementary cell formed by three quintuple layer.
Electronic orbitals pz, the band inversion of the p+z orbitals of Bi and the
p z orbitals of Se due to the spin-orbit coupling. (b) The four inequivalent
time-reversal-invariant points in Brillouine zone are  , L, F and Z. The blue
hexagon shows the 2D Brillouin zone of the projected (1, 1, 1) surface, in
which the high-symmetry k points, K and M are labelled.
rotation symmetry C3 along z direction and inversion symmetry I. The
representation of the cited symmetry operators is given by T = K · i y ⌦ I2,
C3 = exp(i(⇡/3) z⌦ I2), and I = I2⌦ ⌧z where K is the complex conjugation
operator,  x,y,z and ⌧x,y,z denote the Pauli matrices in the spin and orbital
s ace, respectively. I equation 2.1, the o eratorM =M0+M2(@2x+@
2
y+@
2
z )
depends on the parameter M0 controlling the bulk gap, and the parameter
M2 giving a mass correction. @x and @y are the partial derivatives along
x and y, respectively. The symbol ⌦ represents the tensor product linking
spin and orbital degrees of freedom. Finally, the parameters C1 and C2
control the inter-orbital and inter-spin couplings, while Ax and Ay are the
x and y component, respectively, of the vector potential A corresponding
to an homogeneous magnetic field B parallel to the axis of the cylinder. In
this section to simplify the accounts we consider the particle-hole symmetry
placing the term ✏0 = 0.
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For the three dimensional bulk with zero magnetic field, one gets the following
H3D matrix at the momentum k = (kx, ky, kz):
H3D(k) =
266664
M C1 kz 0 C2 k 
C1 kz  M C2 k  0
0 C2 k+ M  C1 kz
C2 k+ 0  C1 kz  M
377775 , (2.2)
with k+ = kx + iky and k  = kx   iky. The topological nature of the
material is determined by the relative sign between M0 and M2. If the ratio
between the two parameters is positive, then the insulating state is Z2 with
topological index ⌫0 = 0 i.e. the material is a trivial insulator. Otherwise,
one gets ⌫0 = 1 and the material is a strong topological insulator. The strong
topological insulator has surface states protected by strong and weak disorder
unlike the weak topological insulator that in presence of disorder pushes the
metal surface state into the bulk, opening a gap in the Dirac cone [55].
2.2 E↵ective model for surface states at
kx = ky = 0
Consider the problem on an plane xy at z = 0. In the Hamiltonian 2.1 we
consider translational invariance along x and y direction, so the wave vectors
kx and ky are good quantum numbers, while we confine along z direction.
Thus the Hamiltonian in 2.1 depends still on derivative in z and remembering
that is a matrix 4x4, we find the states for a specific case kx = ky = 0. The
Schrodinger equation becomes
H(z) | i = E | i , (2.3)
where H(z) = (M0 +M2@2z ) I2 ⌦ ⌧z   iC1  z ⌦ ⌧x@z. It is possible to observe
in the matrix 2.3 that the first and second and the third and fourth rows are
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decoupled, therefore we can take two trial wave functions:
| 1i =
0BBBB@
a1
b1
0
0
1CCCCA e 1z | 2i =
0BBBB@
0
0
a2
b2
1CCCCA e 2z. (2.4)
The functions in eq.(2.4) are factorizable in the z variable, therefore: 
M0 +M2 21 iC1 1
iC1 1  M  M2 21
! 
a1
b1
!
= E
 
a1
b1
!
, (2.5)
and
 
M0 +M2 22  iC1 2
 iC1 2  M0  M2 22
! 
a2
b2
!
= E
 
a2
b2
!
, (2.6)
We focus on the solution of the eq.(2.5). To have a nontrivial solution,
the characteristic equation is:
det
 
M0 +M2 2   E iC1 
iC1   M0  M2 2   E
!
= 0. (2.7)
From this equation, there are two solutions of the type:
 1 =
1
2
s
C21
M22
+
s
1
4
C21
M22
  M0
M2
 2 =
1
2
s
C21
M22
 
s
1
4
C21
M22
  M0
M2
. (2.8)
The  1,2 are complex quantities such that  ⇤1 =  2. The energy eigenvalue
has been taken equal to E =  M0/M2 in the case of kx = ky = 0. Here we
assume this result that will be better understood when we will study the
general case. The equation for the eigenstates requires that
a1
b1
=
iC1 2
M2 22 +M0
. (2.9)
36
There is the adoption of the Dirichlet boundary conditions (semi-infinite),
which require that the wave function for the surface states must vanish at
z = 0 and for z !  1. The solutions will be linear combinations of states
in the eq.(2.4):
| 1i =
0BBBB@
a1
b1
0
0
1CCCCA e 1z   e 2z  , (2.10)
together with eq.(2.6) which leads to a2 =  a1 and b2 = b1, one still finds
| 2i =
0BBBB@
0
0
 a1
b1
1CCCCA e 1z   e 2z  . (2.11)
The eq.(2.10) and eq.(2.11) are a simplified version, having taken kx =
ky = 0. In order to find the solution for kx and ky 6= 0, we may use the
perturbation method by utilizing the two solutions of the same eq.(2.10)
and eq.(2.11) as the basis to determine the e↵ective Hamiltonian for small
momentum. On the new basis, the e↵ective Hamiltonian is projected out:
Heff =
 
h 1|H| 1i h 1|H| 2i
h 2|H| 1i h 2|H| 2i
!
. (2.12)
The eq.(2.12) allows to derive a general Hamiltonian where H is the same
in 2.1 and from this it is possible, once diagonalized, to derive a state of the
surface in the case kx 6= ky 6= 0:
Heff = Ceff (~p⇥ ~ )z, (2.13)
where Ceff =  iC2(a⇤1b1  a1b⇤1). Note that the e↵ective Hamiltonian is only
valid for a small k. From eq.(2.9) one gets:
|a1|2 =  iC1 1
M2( 21 +
M0
M2
)
 iC1 2
M2( 22 +
M0
M2
)
|b1|2. (2.14)
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Developing eq.(2.14) and taking into account the expressions in eq.(2.8),
one finds the relationship between the two square modules given by |a1|2/|b1|2 =
1. One can estimate the value of |b1|2 = |a1|2 = 1/2. If the expression in
eq.(2.13) gathers |b1|2, the part indipendent of the momentum is obtained:
Ceff =   i
2
✓
a⇤1
b⇤1
  a1
b1
◆
C2. (2.15)
Finally, from eq.(2.15) combined with the eq.(2.9), one gets
Ceff = sgn(M2)C2. (2.16)
So one gets the o↵-diagonal terms of the Hamiltonian, which are of the
type ~q · ~  , with ~q = ( ky, kx), which turns out to be ~q ? ~k. Of course, ~  is
parallel to the vector ~q, hence it is perpendicular to the vector ~k. Therefore
the lock-in relation between the momentum and spin is obtained [54]. It is
possible to find in the direction of the spin, thanks to a diagonalization of
eq.(2.13), a basis of the spin eigenstates which prove to be also perpendicular
to the direction of the moment. In fact we can find the eigenvalues and
eigenvectors of the e↵ective Hamiltonian in 2.13 for particular values of kx
and ky, finding that they are those of spin. For example, if we consider kx = 0
and ky 6= 0 then the diagonalization of 2.13 provides eigenstates of spin  x
with the two possible eigenvalues associated. Therefore, this confirms that
the eigenstate has the same spin direction, so that it is also perpendicular
to ~k. In polar coordinates, the vector ~q is given by |k|||( sin  , cos ),
where   =arcotan(ky/kx) is the angle that ~q forms with the main axis, |k||| =p
k2x + k
2
y, and the matrix obtained from ~q · ~  is: 
0  ie i 
iei  0
!
(2.17)
We proceed to diagonalize the eq.(2.17) that provides eigenvalues E =
= ±|k||| and eigenstates equal to:
 ± =
 
±e i 
i
!
. (2.18)
38
We found, in this first approximation with a perturbation theory, that
surface states are equal to the present form in eq.(2.16) and associates a
energy linearly dependent to |k|||. The fact that it is a bi-spinor su↵ers
from the fact that we started from an initial problem with two separable
components, using only after the complete Hamiltonian evaluated, however,
on two bi-spinors. The Berry phase, which is acquired by a state upon being
transported around a loop in the momentum space, can be evaluated exactly:
  =
I
d  h ±| i @
@ 
| ±i = ⇡. (2.19)
The Berry phase plays an essential role in transport properties of the
surface states, such as weak anti-localization.
In conclusion, the features found above confirm the experimental results, for
a topological insulator with a single Dirac cone, an approximate theory leads
to a linear dispersion near the point   of the energy bands and surface states
of the form of eq.(2.18) protected by the topology of bulk.
2.3 E↵ective model for surface states at
kx 6= ky 6= 0
Now a description of the more general case is pursued. We consider the
complete Hamiltonian in 2.1 that do not decouples the components as in 2.5
and 2.6. The procedure is similar to that of the case k|| = 0, only a little
more complicated from the analytical point of view. Indeed, thanks to a
trivial trial state, one can solve the secular equation as before, but this time
finding four roots. This then leads to eight independent solutions, two by
two degenerate, which, by imposing the boundary conditions, lead to surface
states. Most important is that, with this description, one come to an analyt-
ical form of the bands of energy for the surface states. The model provides
a description always around the point   [56].
Therefore, the Hamiltonian matrix considered is that of eq.(2.1), in a more
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general case, in particular we don’t want to consider the hole-particle sym-
metry, so we redefine the Hamiltonian as follows:
H(~k) = ✏0(~k)I4⇥4 +
0BBBB@
M(~k)  iC1@z 0 C2k 
 iC1@z  M(~k) C2k  0
0 C2k+ M(~k) iC1@z
C2k+ 0 iC1@z  M(~k)
1CCCCA , (2.20)
where k± = kx ± iky , ✏0 = C  D1@2z +D2k2 , M(~k) = M0 + B1@2z   B2k2,
and k2 = k2x + k
2
y. It is easy to find the connection between the coe cients
in the eq.(2.20) and those present in the description above (eq.(2.1)).
From eq.(2.20) one can find both bulk and surface states, in the second case
kz it is not a good quantum number and therefore we take a four-component
trial solution
 =   e
 z (2.21)
into the Schrdinger equation (E is the eigenvalue of energy):
H( i@z, k) = E , (2.22)
where k = k||. The secular equation leads to four solutions of  (E), denoted
as ± 1,2. Defining
F = C21 +D+(E   L1) +D (E   L2),
R = F 2   4D+D [(E   L1)(E   L2)  a2k+k ],
D± = D1 ± B1,
L1 = C +M0 + (D2   B2)k,
L2 = C  M0 + (D2 +B2)k
, (2.23)
then the roots will be:
 1,2 = ±
s
  F
2D+D 
±
p
R
2D+D 
. (2.24)
The eq.(2.24) is very similar to eq.(2.8). The expression concerning the
general case is analytically more complicated. From the eigenvalue prob-
lem, four equations are obtained from eq.(2.21) leading, for each  , to two
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eigenfunctions. The solutions   , factorizable for the part dependent on z,
are
 ↵ 1 =
0BBBB@
D+ 2↵   L2 + E
 iC1(  ↵)
0
C2k+
1CCCCA , (2.25)
 ↵ 1 =
0BBBB@
C2k 
0
iC1(  ↵)
D  2↵   L1 + E
1CCCCA , (2.26)
where ↵ = 1, 2 and   = ±. The general solution should be a linear combi-
nation of these eight functions:
 =
X
↵=1,2
X
 =±
X
 =1,2
C↵   ↵  e
  ↵z. (2.27)
The coe cients C↵   are determined by the choice of boundary condition
that, as for the previous section, will be of the semi-infinite. You still want
to study the case in which:
 (0) = 0  (+1) = 0. (2.28)
The eq.(2.28) (for the case +1) requires that in the eq.(2.27) the coef-
ficient   is locked to be negative and that the real part of  ↵ be positive.
For this reason, the number of equations passes from eight to four. Applying
the boundary conditions, the system in the eq.(2.27) evaluated at the point
z = 0 provides no-trivial solutions and determining the coe cients C↵   ,
one gets:
( 1 +  2)
2 =
C21
D+D 
. (2.29)
Substituting in eq.(2.29) the relations present in eq.(2.24), one gets
2B21E
2   4[(B1D2   B2D1)k2 +B1C +D1M0]B1E+
+ [(B1D2  D1B2)k2 +D1M0 +B1C]2 + 2(D21   B21)C22k2 = 0. (2.30)
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given by the following Dirac hamiltonian H:
H = M I2 ⌦  z   iB  z ⌦  x z
  iA [ x ⌦  x x +  y ⌦  x( y + iBzx)] , (1)
where M is a mass operator which can be written as M =
M0   M2r2, and the parameters A and B control the
inter-orbital and inter-spin couplings. We choose a gauge
with the vector potential equal to A = (0, Bzx, 0).
For the three dimensional bulk with zero magnetic
field, one gets from equation (1) the following H3D matrix
at the momentum k = (kx, ky, kz):
H3D(k) =
2666664
M B kz 0 A k 
B kz  M Ak  0
0 Ak+ M  B kz
Ak+ 0  B kz  M
3777775 , (2)
with k+ = kx + iky and k  = kx   iky. The topologi-
cal nature of the material is determined by the relative
sign betweenM0 andM2. If the ratio between the two pa-
rameters is positive, then the insulating state is Z2 with
topological index   = 0 i.e. the material is a trivial insula-
tor. Otherwise, one gets   = 1 and the material is a strong
topological insulator. The strong topological insulator has
surface states protected by strong and weak disorder un-
like the weak topological insulator that in presence of dis-
order pushes the metal surface state into the bulk, opening
a gap in the Dirac cone [29].
If we look at the problem of a slab of this material [28],
new surface states appear in the gap energy around zero
energy. For example, if we confine along z direction and
the slab thickness is very large, the positive surface en-
ergy is given by E1(kx, ky) = A
q
k2x + k
2
y . On the other
hand, if we confine along x direction (with slab thick-
ness still very large), one gets the positive surface en-
ergy E2(ky, kz) =
q
A2k2y +B
2k2z . The di erence of the
two energies E1(kx, ky) and E2(ky, kz) is related to the
slope of the Dirac cone in a two dimensional Brillouin
zone which depends on the values of the parameters A
and B in equation (1).
The tunable parameters in the Hamiltonian can be ob-
tained by fitting the band structure obtained by ab initio
calculation [11,30] close to   point. In this paper, we have
further reduced the number of free parameters choosing
A = B and assuming hole-particle symmetry. However, as
shown in Figure 1, the restriction is not severe. In the rest
of the paper, we fix: M0 =  0.28 eV, M2 = 40.00 eV A˚2
and A = B = 3.33 eV A˚.
In the following, as discussed in the introduction, we
accurately investigate the electronic properties of the sur-
face and bulk states for nanowires with di erent cross-
section geometries. Due to the electron-hole symmetry, we
typically focus on the electronic spectrum corresponding
to positive energies.
Fig. 1. The energy spectrum E(kx = 0, ky) (in eV) as a func-
tion of ky (in units of A˚
 1). The projected bulk energies are
indicated by the blue areas, the surface energies due to the
confinement along z direction by red dashed lines. Top panel:
energies with the choice of parameters made in this paper
(M0 =  0.28 eV,M2 = 40.00 eV A˚2 and A = B = 3.33 eV A˚).
Bottom panel: energies with the fit parameters taken from the
ab initio calculations in reference [11].
3 Cylindrical nanowire: analytical
and numerical solution
In the case of a wire with a circular cross-section and with
translation invariance along z axis, one can exploit the
symmetries of the geometry to obtain an approximate an-
alytical solution. A solution of the problem, that is exact
in the asymptotic limit of infinite radius, has been pro-
posed in reference [25]. In fact, this solution is based on
an adiabatic separation between the radial direction (“fast
variable”) and the angular variable (“slow variable”). In
this section, we improve that analytical approach intro-
ducing a better description of the radial component of the
wavefunction. Moreover, we will test the analytical ap-
proximated solution by using exact diagonalization of a
discretized model.
Following the approach proposed in reference [25], it
can be shown that the approximate surface eigenfunctions
of the hamiltonian in equation (1) can be found in the form
 m(kz ; r, ) =

1p
2
u1( ) + c
±(m, kz)u2( )
 
f(r)eim ,
(3)
Figure 2.2: The Energy spectrum E(kx = 0, ky) in eV (ky (in unit of A˚ 1).
The projected bulk energies are indicated by the blue areas, the surface
energies due to the confinement along z dir ction by red dashed lines. Top
panel: energies with the choice of parameters with hole-particle symmetry
(C = D1 = D2 = 0, M0 =  0.28 eV , B1 = B2 = 40.00 eV A˚2 and C1 = C2 =
3.33 eV A˚). Bottom panel: energies with the fit parameters taken from the
ab i itio calculations in [57].
Solving the eq.(2.29), finally one gets an analytical form of energy bands
for surface state:
E± = C +
D1M0
B1
± C2
s
1  D
2
1
B21
k + (D2   B2D1
B1
) k2. (2.31)
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It is possible to obtain in this way also the dispersion of bulk bands. In
this regard, then, one solves the secular equation eq.(2.20) for bulk states,
where kz returns to be a good quantum number; in place of  ↵, there will be
kz. This time, similarly to the case of bulk bands, a bi-quadratic equation is
obtained:
[E2   (M2(k) + C21k2z + C22k2)]2 = 0. (2.32)
Thus, taking into account the diagonal term, the bulk of the energy ex-
pression becomes:
Ebulk = ✏0 ±
q
M2(k) + C21k2z + C22k2). (2.33)
From eq.(2.31) and eq.(2.33), one is able to plot along a particular di-
rection in 3D B.z. and understand how the bands are made for surface and
bulk states, as shown in Figure 2.1, for particular values of the parameters
of the Hamiltonian. Note the linear dispersion around the point   represents
the cone section of Dirac, very similar to experiments seen in the previous
chapter. In the Figure 2.2 the two choices of parameters give results similar.
To simplify from this point on, we shall consider the set of simplified param-
eters of the top panel of Figure 2.2. So our choice of Hamiltonian parameters
will be: C = D1 = D2 = 0, M0 =  0.28 eV B1 = B2 = 40.00 eV A˚2 and
C1 = C2 = 3.33 eV A˚.
2.4 Confinement e↵ects: Slab
All the results discussed in the previous sections have been obtained in the
thermodynamic limit, in particular along z direction. But what happens if
we get out of this condition?
Limiting the number of planes along the z direction, it is expected that, at
some point, the surface states created at the two interfaces with the vacuum
begin to interfere with each other. In the slab configuration, when the two in-
terfaces with the vacuum are su ciently far from each other, the structure of
the Dirac cone is preserved. Close to the   point, due to the spin-momentum
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locking at the surface, a rotation of the spin occurs when one considers dif-
ferent momenta in the Brillouin zone. The spin-momentum locking can be
described by a Rashba model similar to that used for the description of spin-
orbit couplings in two dimensional electron gases [58, 59]. However, if the
thickness of the material is very reduced in the direction orthogonal to the
interface, the electronic states of the two surfaces tend to hybridize through
the thin bulk, hampering the formation of the Dirac cone [52]. As a result, at
the   point, there is the opening of a gap whose size is typically smaller than
that of the bulk gap. For convenience and to further simplify the math, we
consider the same Hamiltonian present in 2.1, with the order of the inverted
basis, namely |P1+z , "i,|P1+z , #i, |P2+z , "i, and |P2+z , #i. Furthermore, we ne-
glect quadratic terms as a further simplification, given that we are interested
in understanding the trend of the opening of the gap at the point   of the
B.z., where the energy dispersion are linear. Thus the Hamiltonian takes the
form:
H =  M0(z)⌧z ⌦ I  iC1⌧y ⌦ I@z + C2⌧x ⌦ ( xky    ykx), (2.34)
in which we break the translational invariance along z direction and consider
hole-particle symmetry. It is observed that the 2.34 is a linear Dirac equation
for which is not possible to impose the boundary conditions present in the
2.28. For this reason, we have made the choice to take a parameter M0(z)
which depends on z variables. Thus, if we consider a slab confined along the
z direction of initial and final plans respectively to z =  d and z = 0, we set
(
M0  d < z < 0
 M 00 z <  d ^ z > 0.
(2.35)
where M0 is defined within the material and M 00 outside. To simulate
the boundary condition of infinite barrier, we consider the case in which
M 00 !1. At this point, by solving the secular equation as in 2.22, we build
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inside the slab the four eigenfunctions at ~k|| = 0:
 1(z) = e
 z
 
1, 0,  E0 +M0p
M20   E20
, 0
!
, (2.36)
 2(z) = e
 z
 
0, 1, 0,  E0 +M0p
M20   E20
!
,
 3(z) = e
  (z+d)
 
1, 0,
E0 +M0p
M20   E20
, 0
!
,
 4(z) = e
  (z+d)
 
0, 1, 0,
E0 +M0p
M20   E20
!
,
where   =
p
M20 E20
C1
and E0 is the energy for ~k = 0, also since we have
considered the particle-hole symmetry. We care about the normalization
once you find the total wave function of the slab in [ d, 0]. For the other two
cases outside the slab similarly to the equation 2.36, we obtain respectively
for [0,+1]:
 5(z) = e
  0z
 
1, 0,
E0 +M 00p
M 0 20   E20
, 0
!
, (2.37)
 6(z) = e
  0(z+d)
 
0, 1, 0,
E0 +M 00p
M 0 20   E20
!
,
with  0 =
p
M 0 20  E20
C1
. Finally, for the case of [ 1, d] we have:
 7(z) = e
 0z
 
1, 0,  E0 +M
0
0p
M 0 20   E20
, 0
!
, (2.38)
 8(z) = e
 0(z+d)
 
0, 1, 0,  E0 +M
0
0p
M 0 20   E20
!
.
Now we solve the problem within and outside the slab, consider three
functions, respectively, within the slab to  d < z < 0 :
 int(z) = c1 1(z) + c2 2(z) + c3 3(z) + c4 4(z), (2.39)
for z <  d:
 1,ext(z) = c5 5(z) + c6 6(z), (2.40)
45
and finally for for z > 0:
 2,ext(z) = c7 7(z) + c8 8(z). (2.41)
To find the coe cients in the relationships 2.39, 2.40 and 2.41, we have
to impose the condition of continuity at the points z =  d and z = 0:⇢
 int( d) =  2,ext( d)
 int(0) =  1,ext(0)
(2.42)
The linear system has as unknowns the ci coe cients and it is homoge-
neous. To obtain non-trivial solutions must impose the determinant of the
coe cients equal to zero. The coe cient matrix is 8x8 which can be written
in two 4x4 identical blocks. Before doing any work since we are interested in
solving the problem of single slab, we do limit of M 00 ! +1 which leads to
write the 4x4 blocks as follows:
Rm0!+1 =
266664
1 b  1 0
a  ab 1 0
b 1 0  1
ab  a 0  1
377775 (2.43)
where we remember a =   E0+M0p
M20 E20
and b = e d
p
M20 E20
C1 . From the condition
det|R(1)| = 0, we find two relations:
a =
 1 + b
1 + b
a =
1 + b
 1 + b. (2.44)
From the expression 2.44 is possible to derive the trend of the semi-gap
E0, where each one of the two equations provides a positive and negative E0.
For large distances d, it is possible to consider the energy E0 (the smallest
positive energy at the point  ) such that E0 << M0, so we expand in series:
a =   E0 +M0p
M20   E20
⇠   1 +
E0
M0
1 
⇣
E0
2M0
⌘2 ⇠  ✓1 + E0M0
◆✓
1 +
E20
2M20
+ ...
◆
,
(2.45)
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Figure 2.3: Trend of the semi-gap as a function of the thickness d of the
slab. The points (blue) are the numerical solution of the expression in 2.44
while the solid line (black) is the solution found in 2.49. The choice of the
parameters considered is given by M0 = 0.28eV A˚, C1 = 3.33eV A˚.
and
b = e d
p
M20 E20
C1 ⇠ e 
d
C1
M0

1  12
⇣
E0
M0
⌘2 
⇠ e  dC1M0
"
1 +
dM0
2C1
✓
E0
M0
◆2
+ ...
#
.
(2.46)
So also this expression in 2.44 becomes:
1 + b
1  b =
1 + b
 1 + b ⇠  (1 + b)
2 ⇠  (1 + 2b). (2.47)
In this way, combining the equations 2.47 and 2.44, we get:
 
"
1 +
E0
M0
+
1
2
✓
E0
M0
◆2
+ ...
#
=

1 + 2e
d
C1
M0
✓
1 +
d
2C1
E20
M0
◆ 
, (2.48)
which solution leads to
E0 = 2M0e
  dC1M0 . (2.49)
The result of the opening of the gap in   point responsible for the loss
of the Dirac cone is shown in Figure 2.3. Note that the cone is restored to a
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thickness of about d = 80A˚, not far from the experimental results presented
in Figure 1.7.
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Chapter 3
Electronic states of topological
insulator nano-wires
In this chapter we want to study the electronic properties of a TI nano-wires.
In particular, we analyze the role that plays the Berry phase on the band
structure of the surface states for di↵erent values of an external magnetic
field and to vary the length and shape of the cross-section. In the case of
cylindrical nano-wires, we resort also to an approximated analytical solution
valid in the continuum limit. Actually, a simple approximated analytic cal-
culation, exact only close to the asymptotic limit of infinite radius, has been
proposed in the case of a full cylinder [68]. In this thesis, we improve the
approximations used in the previous paper, reporting an analytical solution
which is valid for large but finite radii of the cylindrical nano-wire. The ef-
fects of the Berry phase continue to be robust, but, for finite radii, the closure
of the gap takes place for magnetic fields larger than those corresponding to
half quantum flux. In fact, we find that the additional magnetic field de-
creases with increasing the nano-wire radius vanishing only in the limite of
infinite radius. Concerning the numerical diagonalization, we use a grid with
a variable mesh for the cross-section in order to accurately simulate a circle
of fixed radius. For radii larger than 100A˚, the numeric approach perfectly
reproduces the analytical results. With decreasing the radius, the numerical
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solutions show some deviations from the analytical results.
We numerically analyze the electronic states of a nano-wire with square
and rectangular cross-sections considering not only di↵erent confining direc-
tions, but also di↵erent aspect ratios between the side lengths of the rectan-
gle. In particular, in the case of a square cross-section, the electron density
of the surface states exhibits peaks at the corners due to the boundary condi-
tions and not to additional corner potentials as discussed in the literature [69].
In all the geometries, only for infinite area cross- sections, the closure of the
gap in the presence of the magnetic field occurs for half quantum flux. With
decreasing the cross-section area, the gap closes for magnetic fields larger
than those corresponding to half quantum flux showing a dependence on the
size and geometry of the nano-wire. Moreover, quite unexpectedly, for all
the geometries, we find the presence of a minimum and maximum of the en-
ergy gap at the   point with varying the cross-section characteristic length
in the range from 50 to 100A˚. As a consequence, close to the minimum, the
magnetic field for the gap closing gets significantly reduced. Wires with cross
section lengths smaller than 100A˚ are at present di cult to realize experi-
mentally [70], therefore, the analysis for those cross section lengths represents
a theoretical prediction to be confirmed by experiments. In the case of a rect-
angular cross section with aspect ratio equal to 1/6, the minimum coincides
nearly with zero energy. This implies that the gap can be closed at a finite
length without any magnetic field. With decreasing the aspect ratio, close to
the minimum of the gap, the system behaves decoupling the two sides with
the shortest length along the perimeter, restoring in a certain sense the case
of a single confinement in the direction orthogonal to these sides.
In the first section, an introduction to the experimental study and general
electronic features for a TI nano-wire is presented.
In the second section, the analytical and numerical solutions for the elec-
tronic states of the cylindrical nano-wire are discussed.
In the third section, square/rectangular nano-wires are investigated.
3.1 Introduction
Starting from a theoretical model of low energy around the   point of the
B.z., we obtained in the previous chapter the surface states and energies of
the compound Bi2Se3. In particular, we have analyzed the confinement ef-
fects when we constrain the material along one direction in the case of a slab.
When the thickness of the slab is such that the states of the surface interfere
with each other, immediately opens a gap in the bulk of the gap. A di↵erent
situation takes place when the TI is confined into two directions as in the
case of a nano-wire. In a naive way, one can think that the surface states
always communicate with each other favoring quantum interference e↵ects.
As a consequence, the opening of a small gap at the   point occurs even for
large nano-wire cross-sections. In the nano-wire, the opening of the gap is
ascribed to the role played by the Berry phase, the geometrical phase which
characterizes the system relating the states on the cross-section perimeter
with consequent real space spin-texture. Actually, the surface states not
only are conductive, but they also show a particular spin rotation along the
perimeter of the wire cross-section (as in Figure 3.1(a)).
Some of the mentioned properties have recently been reported in the
experimental section of the first chapter of this thesis. In presence of a
magnetic field Aharonov-Bohm oscillations have been detected showing that
the transport is confined to the surface [60]. Furthermore, in presence of a
weak magnetic field applied parallel to the axis of the nano-wire, as already
discussed in the first chapter, experimental studies report peaks of the con-
ductance at magnetic fields corresponding to fluxes close to half quantum
flux (~/2e) [25]. The presence of this peak is explained by the fact that
the e↵ects of the Berry phase on the electronic spectrum are eliminated by
the interference e↵ects due to the magnetic field that is able to restore the
Dirac cone as in Figure 3.1(b,c). It is worth noticing that, in some cases, the
experimental value for the magnetic field able to close the Berry phase gap
can also be 20% larger than that corresponding to half quantum flux [61].
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Observation of helical surface transport in topological insulator nanowire
interferometer
Seung Sae Hong,1 Yi Zhang,2 Judy J. Cha,3 Xiao-Liang Qi,2 and Yi Cui3
1Department of Applied Physics, Stanford University, Stanford, California 94305, USA
2Department of Physics, Stanford University, Stanford, California 94305, USA and
3Department of Materials Science and Engineering,
Stanford University, Stanford, California 94305, USA
(Dated: March 8, 2013)
The discovery of three dimensional (3D) topological insulators opens a gateway to generate un-
usual phases and particles made of the helical surface electrons, proposing new applications us-
ing unusual spin nature. Demonstration of the helical electron transport is a crucial step to both
physics and device applications of topological insulators. We report an observation of a topologically-
protected 1D mode of surface electrons in topological insulator nanowires, which serves as a transport
evidence of spin-momentum locking nature. Helical 1D mode exists at half magnetic quantum flux
due to a spin Berry’s phase ( ), robust against disorder and a change of Fermi level, but fragile
against a perpendicular magnetic field breaking time-reversal-symmetry. This result demonstrates
a device with new 1D helical electronic states from 3D topological insulators, a unique electronic
system to study topological phenomena.
On the surface of topological insulators (TIs), elec-
tron spin is locked perpendicular to momentum, result-
ing in the suppression of electron backscattering from
nonmagnetic impurities[1–4]. Such spin textured surface
states have been studied extensively by surface probing
techniques such as angle-resolved photoemission spec-
troscopy (ARPES) and scanning tunneling microscopy
(STM)[5–12]. Electronic device demonstrating topolog-
ically distinctive properties, crucial to both physics and
device applications, however, has lagged behind in part
due to the dominance of large bulk carrier concentra-
tion. Recent studies on Shubnikovde Haas (SdH)[13–16]
and Aharonov-Bohm (AB)[17, 18] oscillations have pro-
vided evidence of surface electron conduction although
the unique spin nature remains undemonstrated in trans-
port.
In a TI nanowire device, the Aharonov-Bohm (AB)
e ect, quantum interference of surface state electrons
winding around the nanowire, o ers a unique opportu-
nity to detect topological protection in the helical sur-
face electrons (Fig. 1a). Following the initial experi-
mental works showing evidence of the surface electronic
states[17, 18], several theoretical works described the AB
e ect in the context of 1D modes in TI nanowires[19, 20].
2D Dirac Fermions on the TI nanowire surface form 1D
subbands due to the periodic boundary condition along
the perimeter direction (Fig. 1b), in a similar manner to
the transition from graphene to a carbon nanotube. The
gap spacing between subbands depends on the dimension
of the nanowire. In our typical TI nanowire (50nm height
and 100nm width) with rectangular cross-sectional area,
the estimated energy gap is 6-7meV.
An important di erence of TI nanowires from carbon
nanotubes is the existence of a spin Berry’s phase. Along
the TI nanowire perimeter, the electron spin rotates by
a 2  angle due to the spin-momentum locking nature of
FIG. 1. Aharonov-Bohm (AB) interferometer of a topolog-
ical insulator core-shell nanowire (a) A schematic diagram
of the Bi2Se3 core (yellow) / Se shell (orange) nanowire and
the topological surface electrons acquiring additional phase
(represented by color change from red to blue) from the spin
texture. In a TI nanowire, electron spin is constrained in the
tangent plane picking up a   Berry’s phase by a 2  rotation
of electrons along the perimeter, which opens a gap in the
1D mode except at a half quantum flux. Inset on the right,
Transmission electron microscopy image of a Bi2Se3 nanowire
with Se shell. The scale bar is 10 nm. (b) A schematic of
the 1D band structure of AB modes in a topological insula-
tor nanowire at two di erent parallel magnetic fluxes (0 and
h/2e). The topologically nontrivial helical 1D mode (red) only
exists at half quantum flux due to the   spin Berry’s phase.
Zeeman coupling is small enough to be ignored.
electrons, leading to a Berry’s phase of   (Fig. 1a). This
spin Berry’s phase makes every 1D mode at zero mag-
netic flux gapped and spin-degenerated (Fig. 1b left).
However, at half quantum flux (h/2e), the AB phase shift
induced by the magnetic flux ( ) cancels the spin Berry’s
phase ( ) resulting in a single, gapless 1D mode (Fig. 1b
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Figure 3.1: (a) A schematic diagram of the Bi2Se3 core (yellow) / Se shell
(orange) nano-wire and t topological surface electrons acquiring additional
phase (represented by color change from red to blue) from the spin texture.
In a TI nano-wire, electron spin is constrained in the ta gent plane pick g up
a ⇡ Berry phase by a 2⇡ rotation of electrons along the perimeter, which (b)
opens a gap in absence of magnetic flux (  = 0).(c) If we apply a magnetic
field parallel to the axes of the wire the gap closes at half quantum flux
(  = ±~/2e).
I a recent paper, three dimensional topological insulator nano-wires have
been theoretically investigated considering only large square cross-sections
in the absence of magnetic field [62]. Stimulated by these results, in this
chapter, we study how the e↵ects of the Berry phase in a Bi2Se3 nano-wire
open a gap at the Dirac cone for di↵erent geometries of the cross-section [63].
We point out that the starting point of our analysis is not given by a sur-
face model [54, 64, 65], but by a three dimensional continuum bulk model
considering not only circular [66, 67], but also square/rectangular cross sec-
tions for the nano-wires. Through an exact numerical diagonalization of the
discretized model, we study the electronic states of the nano-wire with cylin-
drical, square and rectangular cross-sections since exact analytical solutions
for the entire nano-wires are not available. We find that the gap energy and
the related behavior in the presence of magnetic field are qualitatively similar
for di↵erent cross-sections but they quantitatively depend on the size and the
geometry of the nano-wire.
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3.2 Cylindrical nano-wire: analytical and nu-
merical solution
In the case of a wire with a circular cross-section and with translation invari-
ance along z axis, one can exploit the symmetries of the geometry to obtain
an approximate analytical solution. A solution of the problem, that is exact
in the asymptotic limit of infinite radius, has been proposed in [68]. In fact,
this solution is based on an adiabatic separation between the radial direction
(“fast variable”) and the angular variable (“slow variable”). In this section,
we improve that analytical approach introducing a better description of the
radial component of the wave function. Moreover, we will test the analytical
approximated solution by using exact diagonalization of a discretized model.
Taking advantage of the cylindrical symmetry in the Hamiltonian present in
2.1, we can write r = @⇢+@ /⇢+ ikz and r2 = @2⇢+@⇢/⇢+@2 /⇢2+k2z . Thus
following the approach proposed in [68], it can be shown that the Hamiltonian
2.1 can be separated in a contribution that depends only on the derivative
in ⇢, namely H?(@⇢, ⇢, ), and in a part that depends only on @ , namely
H||(@ , ⇢, , k). In this way by type adiabatic approach, the approximate
surface eigenfunctions can be found in the form:
 m(kz; ⇢, ) =

1p
2
u1( ) + c
±(m, kz)u2( )
 
R(⇢)eim , (3.1)
where polar coordinates (⇢, ) are used. In Eq. (3.1), we have introduced
the two orthogonal four component vectors
u1( ) =
266664
1
i
ei 
iei 
377775 , u2( ) =
266664
1
 i
 ei 
iei 
377775 , (3.2)
where R(⇢) is the radial function which is solution of the following di↵erential
equation:
M0R(⇢) M2
✓
R0(⇢)
r
+R00(⇢)
◆
=  C2R0(⇢). (3.3)
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The relations in 3.2 and 3.3 coming out of resolution of the equation
H?(@⇢, ⇢, )u( )R(⇢)eim  = 0, where we made a expansion for E = 0. The
expansion is justified because we want consider the particle-hole symmetry
and we are interested to surface states around   point (kx = ky = 0). If one
defines a =M2M0/C22 and z = C2⇢/M2, the solution of (3.3) with boundary
condition R(R0) = 0 (R0 is the cylinder radius) can be found in terms of
combinations of hypergeometric functions and Laguerre polynomials [71–73]:
R(z) = e
1
2(1 
p
1+4a)zHy(a,R0)La(a, z) Hy(a, z)La(a,R0)
Hy(a,R0)
, (3.4)
where
Hy(a, z) = HypergeometricU

 1 
p
1 + 4a
2
p
1 + 4a
, 1,
p
1 + 4az
 
and
La(a, z) = LaguerreL

1 p1 + 4a
2
p
1 + 4a
,
p
1 + 4az
 
.
We note that the validity of this solution is extended to lower values
of ⇢ compared to what done in [68] (valid for infinity radius) since in this
work the term @r/⇢ of the Laplacian is taken into account. We find the
coe cient c±(m, kz) in equation (3.1) and the eigenvalues by an e↵ective two-
dimensional Hamiltonian H2D, obtained by calculating the matrix elements
of H|| in terms of u±, namely
R
d⇢⇢R2(⇢) (u±)⇤H|| (u±). Thus we get:
c±(m, kz) = ± 1|Em,kz |
✓
M2
R20
⌧
R20
⇢2
 
  C2
R0
⌧
R0
⇢
 ◆
⇥✓
m+
1
2
    h⇢/R0i
 0 hR0/⇢i
◆
+ iC1kz
 
, (3.5)
where the sign ± corresponds to positive and negative eigenvalues given by:
Em,kz = ±
✓
M2
R20
⌧
R20
⇢2
 
  C2
R0
⌧
R0
⇢
 ◆2
⇥✓
m+
1
2
    h⇢/R0i
 0 hR0/⇢i
◆2
+ C21k
2
z
 1/2
. (3.6)
In Eq.(3.5,3.6), the symbol h·i indicates the average value over the radial
function R(⇢),   is the flux threaded by the cross-section, and  0 = h/(2e)
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is the magnetic quantum flux. For simplify, we can call the ratio of magnetic
fluxes r =  / 0.
Notice that in Eq. (3.6) the parameter m labels the cylinder sub-bands
whose spectrum can be also within the bulk gap. Moreover, in the absence
of the flux  , thanks to the factor 1/2 close to the parameter m, all the
sub-bands are doubly degenerate in m. In fact, as reported in Eq.(3.6) for
kz = 0, m = 0, 1 (the lower sub-band) and r = 0 (absence of the magnetic
field), a gap is opened:
  =
    ✓M2R20
⌧
R20
⇢2
 
  C2
R0
⌧
R0
⇢
 ◆    . (3.7)
In the limit of a large radius R0, the radial function R(⇢) for the surface
states is essentially localized for values of ⇢ close to R0. Thus, it is possible
to consider the average values found in Eq.(3.6) and Eq.(3.7) equal to one,
namely h⇢/R0i = 1. Basically we can consider the radial function R(⇢) like
a delta function that pike along the perimeter of the cross-section. In this
case the gap in 3.7 becomes   = C2/R0. Of course also the expression in
Eq.(3.6), for large radii, becomes:
Em,kz = ±
s✓
C2
R0
◆2✓
m+
1
2
  r
◆2
+ C21k
2
z (3.8)
where we have neglected the quadratic term M2/R20. The extra term 1/2
responsible for the nano-wire gap even for m = 0 is a direct consequence of
the Berry phase. As shown in Figure 3.2(b), for r = 0, above and below the
semi-gap, the spectrum shows di↵erent sub-bands depending on the quan-
tum number m. Furthermore for both positive and negative energies, the
sub-bands are two-fold degenerate in m. For example, for r = 0, the couple
m = 0, m =  1 corresponds to the same energy. In the presence of a longi-
tudinal magnetic field, the gap   gets reduced and the two-fold degeneracy
in m removed. Actually, interference terms due to magnetic field weaken the
e↵ects of the Berry phase. In particular, in the case of r = 0.5 (half quantum
flux), a total cancellation of the Berry phase e↵ects takes place because of
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the magnetic field even for a finite radius nano-wire. For r = 0.5, as reported
both in Eq.(3.6) as in Eq.(3.8), the m = 0 sub-band shows no more gap.
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Figure 3.2: a) Sketch of the cylindrical wire with translational invariance
along z direction in the presence of a magnetic field B parallel to the z axis.
b) The energy dispersion (in units of eV) as a function of momentum k (in
units of A˚ along z direction with the formation of a gap   and the presence of
sub-bands for r = 0. c) The energy dispersion (in units of eV) as a function
of momentum k (in units of A˚along z direction with the closure of the gap
for r = 0.5 (half quantum flux). The surface state spectrum is obtained for
a cylindrical wire with a radius R0 = 100A˚).
As shown in Figure 3.2(c), in the case of r = 0.5, a two-fold degeneracy
is again restored even if it has a di↵erent character. For example, in contrast
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with the case of r = 0, we have that m = 1 and m =  1 are degenerate for
r = 0.5.
We saw in the first chapter experiments on the transport on nano-wires.
In particular, in Figure 1.9, several features of the magneto-conductance
are presented for di↵erent values of the chemical potential. Through the
measures of magneto-conductance for di↵erent chemical potentials, the con-
ductive character of the material was studied as a function of the magnetic
flux.
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Depending on the position of the chemical potential experimentally find var-
ious trends in the conductance. In particular, as in the Figure 1.8, they are
for peaks or zero, integer or half-integer quantum fluxes.
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electron mobility and satisfy the ballistic condition, we
synthesize heterostructure nanowires consisting of a
Bi2Se3
26,27 core and an amorphous Se shell. A 2-nm-thick Se
layer is coated in situ after an initial vapor−liquid−solid growth
of a Bi2Se3 nanowire,
29 keeping a clean Bi2Se3 surface (Figure
2a). High surface mobility is conﬁrmed from the core−shell
nanowires (further transport characterization is in Supporting
Information 2), leading long mean free path surpassing the
nanowire perimeter. We emphasize here that the nanowires are
not ballistic along the nanowire length, but the ballistic
condition along the nanowire perimeter is suﬃcient enough to
observe 1D band structure and relevant topological physics.
The control of Fermi level is another issue in experiment, as
Bi2Se3 nanomaterials are always n-type conductors. For an
eﬀective tuning of the Fermi level by SiO2 gating, we selectively
choose the dimension of nanowire devices. First, the length of
nanowires should be long enough (>1 μm) to fully deplete the
nanowires by ﬁeld eﬀect. The width and thickness of nanowires
are very critical as well. The device Fermi level can be tunable
by back gating to reach the Dirac point,15,30,31 but the
electrostatic gating usually results in a slight diﬀerence of top
and bottom surfaces’ Fermi level.15,31 To study the helical 1D
mode at the Dirac point, it is necessary to have a 1D band gap
(Δ1D) large enough to locate entire nanowire’s Fermi level (of
top and bottom surfaces) within the bandgap. The 1D band
gap (Δ1D = hvF/L) is determined by the nanowire perimeter (L
= 100−450 nm, Table 1L), as shown in Figure 2b−c, ranging
from 17 to 4 meV. We observe clean signature of helical 1D
mode from devices of the largest gap energy (15−17 meV),
which will be discussed in the next paragraphs.
We ﬁrst measured electron transport of TI nanowire devices
of similar sizes to the devices from previous studies,17 with 1D
band gaps of 6 meV (40 nm height × 120 nm width) (Figure
2d). In magnetic ﬁeld along the nanowire length, both h/2e
period and h/e period oscillations are observed (Figure 2e).
Oscillations of both periods are anticipated by theory;22,23 h/2e
period from AAS eﬀect and h/e period from periodic
modulation of 1D subband density of state (DOS) by magnetic
ﬂux (Figure 2b). h/e period oscillations, which are also reported
by the previous works,17,18 show small amplitude, ∼ 1% of total
conductance. The small oscillation amplitude is due to two
factors: (a) bulk electron contribution and (b) density of state
eﬀect from many 1D subbands. As the Fermi level crosses
multiple 1D subbands (Figure 2d), the change of DOS induced
by the magnetic ﬂux (∼one subband’s DOS) is much smaller
than the total DOS (entire subbands’ DOS), resulting in small
oscillation amplitude. The DOS eﬀect in h/e period oscillations
becomes more evident when the Fermi level is tuned by back
gate (Figure 2e). The maxima location of h/e period
oscillations switches discretely between integer quantum ﬂux
(Φ = 0, ±h/e, ±2h/e, ...) and half quantum ﬂux (Φ = ±h/2e,
±3h/2e, ...). The h/e period oscillations peaking at either
integer quantum ﬂux or half quantum ﬂux is the signature of 1D
band eﬀect made of surface electrons, when the Fermi level is
far above from the Dirac point. This experimental results are
Figure 2. Magnetoconductance from TI nanowire 1D modes of surface electrons: far above the Dirac point. (a) Top: TEM image of Bi2Se3 core−Se
shell nanowire (chemical mapping is in Supporting Information Figure S1). Bottom: a representative image of devices (false-colored scanning
electron microscope image). (b) Density of states (DOS) of the surface electron 1D mode, as a function of 1D band gap at zero ﬂux(Δ1D). (c) 1D
bandgap (Δ1D) as a function of nanowire perimeter (L). Blue dots are the estimated energy gaps of seven nanowire devices (device A-G, Table 1).
(d) Schematic band structure of 1D modes in TI nanowires of larger perimeter (L ∼ 300 nm) with two quantum ﬂux value (0 and ±h/2e). Fermi
level (EF) is crossing many subbands, and the location of EF is tuned by gating. (e) Magnetoconductance oscillations at four diﬀerent gate voltages
(device A, VG = −40 V, −45 V, −85 V, −95 V). Inset: the cross section of the nanowire (120 nm × 40 nm).
Table 1. Physical Parameters of Bi2Se3−Se Core-Shell
Devices
device
letter
thickness
(nm)
width
(nm)
length
(μm)
quanum
ﬂux(h/
e)/cross-
sectional
area*
magnetic ﬁeld
period
(experimental)
ρ (Vg
= 0 V)
(mΩ
cm)
A 42 120 3.6 0.94T 0.95T 0.538
B 15 53 1.5 7.68T 8.00T 0.349
C 14 44 3.0 10.4T 11.0T 0.413
D 56 123 2.94 0.67T 0.75T 1.629
E 42 120 3.6 0.94T 0.95T 0.538
F 76 151 2.73 0.39T 0.43T 1.253
G 27 93 2.7 2.02T 2.10T 0.306
*Cross-sectional area = ((width − 2) × Se layer thickness) ×
((thickness − 2) × Se layer thickness). Se layer thickness is assumed as
2 nm. Material characterization details are available in Supporting
Information.
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electron mobility and satisfy the ballistic condition, we
synthesize heterostructure nanowires consisting of a
Bi2Se3
26,27 core and an amorphous Se shell. A 2-nm-thick Se
layer is coated in situ after a initial vapor−liquid−solid growth
of a Bi2Se3 n owire,
29 keeping a clean Bi2Se3 surface (Fi u e
2a). High surface mobility is conﬁrmed from the core−shell
nanowires (further transport characterization is in Supporting
Information 2), leading long mean free path surpassing the
nanowire perimeter. We emphasize here that the nanowires are
not ballistic along the nanowire length, but the ballistic
condition along the nanowire perimeter is suﬃcient enough to
observe 1D band structure and relevant topological physics.
The control of Fermi level is another issue in experiment, as
Bi2Se3 nanomaterials are always n-type conductors. For an
eﬀective tuning of the Fermi level by SiO2 gating, we selectively
choose the dimensio of nanowire devices. First, the le gth of
nanowires should be long enough (>1 μm) to fully deplete the
nanowires by ﬁeld eﬀect. The idth and t ickness of nanowires
are very critical as well. Th d vice Fermi level can be tunable
by back gating to reach the Dirac point,15,30,31 but the
electrostatic gating usually results in a slight diﬀer nce of top
and bottom surfaces’ F rmi level.15,31 To stu y the helical 1D
mode at the Dirac point, it is necessary to have a 1D band gap
(Δ1D) large enough t locate entire nanowire’ Fermi level (of
top and bottom surfaces) within the bandgap. The 1D band
gap (Δ1D = hvF/L) is determined by the nanowire perimeter (L
= 100−450 nm, Tab e 1L), as shown in Figure 2b−c, ra ging
from 17 to 4 meV. We observe cle n signa ure of helical 1D
mode from devices of the largest g p energy (15−17 meV),
which will be discussed in the next paragraphs.
We ﬁrst measured electron tran port f TI n nowire devices
of similar sizes to the devices from previous studies,17 with 1D
band gaps of 6 meV (40 nm heig t × 120 nm width) (Figure
2d). In magnetic ﬁeld along the nanowire length, both h/2e
period and h/e period oscillations are obse ved (Figure 2e).
Oscillati ns of both p ri ds ar anticipated by theory;22,23 h/2e
period from AAS eﬀect and h/e period from periodic
modulation of 1D subband density of state (DOS) by magnetic
ﬂux (Figure 2b). h/e period oscillations, which are also reported
by the previous works,17,18 show small amplitude, ∼ 1% of total
conductance. The small oscillation amplitude is due to two
factors: (a) bulk electron contribution and (b) density of state
eﬀect from many 1D subbands. As the Fermi level crosses
multiple 1D subbands (Figure 2d), the change of DOS induced
by the magnetic ﬂux (∼one subband’s DOS) is much smaller
than the total DOS (entire subbands’ DOS), resulting in small
oscillation amplitud . The DOS eﬀect in h/e period oscillations
becomes m re evident when the Fermi level is tuned by back
gate (Figure 2 ). The maxima location of h/e period
oscillations switches discretely etween integer quantum ﬂux
(Φ = 0, ±h/e, ±2h/e, ...) and half quantum ﬂux (Φ = ±h/2 ,
±3h/2 , ...). The h/e period oscillations peaking at eith r
integ r qua tum or half quantum ﬂux is the signature of 1D
ba d eﬀect made of surface electrons, when th Fermi level is
far above from the Dirac point. This experim ntal results are
Figure 2. Magnetoconductance from TI nanowire 1D modes of surface electrons: far above the Dirac point. (a) Top: TEM image of Bi2Se3 core−Se
shell nanowire (chemical mapping is in Supporting Information Figure S1). Bottom: a representative image of d vices (false-colored scanning
electron microscope image). (b) Density of states (DOS) of the surface electron 1D mode, as a function of 1D band gap at zero ﬂux(Δ1D). (c) 1D
bandgap (Δ1D) as a function of nanowire perimeter (L). Blue dots are the estimated energy gaps of seven nanowire devices (device A-G, Table 1).
(d) Schematic band structure of 1D modes in TI nanowires of larger perimeter (L ∼ 300 nm) with two quantum ﬂux value (0 and ±h/2e). Fermi
level (EF) is crossing many subbands, and the location of EF is tuned by gating. (e) Magnetoconductance oscillations at four diﬀerent gate voltages
(device A, VG = −40 V, −45 V, −85 V, −95 V). Inset: the cross section of the nanowire (120 nm × 40 nm).
Table 1. Physical Parameters of Bi2Se3−Se Core-Shell
Devices
device
letter
thickness
(nm)
width
(nm)
length
(μm)
quanum
ﬂux(h/
e)/cross-
sectional
area*
magnetic ﬁeld
period
(experimental)
ρ (Vg
= 0 V)
(mΩ
cm)
A 42 120 3.6 0.94T 0.95T 0.538
B 15 53 1.5 7.68T 8.00T 0.349
C 14 44 3.0 10.4T 11.0T 0.413
D 56 123 2.94 0.67T 0.75T 1.629
E 42 120 3.6 0.94T 0.95T 0.538
F 76 151 2.73 0.39T 0.43T 1.253
G 27 93 2.7 2.02T 2.10T 0.306
*Cross-sectional area = ((width − 2) × Se layer thickness) ×
((thickness − 2) × Se layer thickness). Se layer thickness is assumed as
2 nm. Material characterization details are available in Supporting
Information.
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electron mobility and satisfy the ballistic c dition, we
synthesize heterostructure nanowires consisting of a
Bi2Se3
26,27 core and an amorphous Se shell. A 2-nm-thick Se
layer is coated in situ after an initial vapor−liquid−solid growth
of a Bi2Se3 na owire,
29 keeping a clean Bi2Se3 surface (Figure
2a). High surface mobility s conﬁrmed f om the core−shell
nanowires (further transport characterization is in Supporting
Information 2), leading long mean free path surpassing the
nanowire perimeter. We emphasize here that the nanowires are
not ballistic along the nanowire length, but the ballistic
condition along the nanowire perimeter is suﬃcie t enough to
observe 1D band structure and relevant topological physics.
The control of Fermi level is another issue in experiment, as
Bi2Se3 nanomaterials are always n-type conductors. For an
eﬀective ning of the F rmi level by SiO2 gating, we selectively
choose th dimension of nanowire devices. First, the length of
nanowires should be long enough (>1 μm) to fully deplete the
nanowires by ﬁeld eﬀect. The width and thickness of nanowires
are very critical as well. The device Fermi level can be tunable
by back gating to reach th Dirac point,15,30,31 but the
electrostatic gating usually results in a slight diﬀerence of top
and bottom surfaces’ Fermi level.15,31 To study the helical 1D
mode at the Dirac point, it is necessary to have a 1D band gap
(Δ1D) arge enough to locate entir nanowire’s Fermi lev l (of
top and bottom surfaces) within the bandgap. The 1D band
gap (Δ1D = hvF/L) is determined by the nanowire perimeter (L
= 100−450 nm, Table 1L), as shown in Figure 2b−c, ranging
from 17 to 4 meV. We observe clean signature of helical 1D
mode from devic s of the largest gap energy (15−17 meV),
which will be discussed in the next paragraphs.
We ﬁrst measured electron transport of TI nanowire devices
of similar sizes to the devices from previous studies,17 with 1D
band gaps of 6 m V (40 nm height × 120 nm wid h) (Figure
2d). In magnetic ﬁeld along the nanowire length, both h/2e
period and h/e period oscillations are observed (Figure 2e).
Oscillations of both periods are anticipated by theory;22,23 h/2e
period from AAS eﬀect and h/e period fro periodic
modulation of 1D subband density of state (DOS) by magnetic
ﬂux (Figure 2b). h/e period oscillations, which are also reported
by the previous works,17,18 show small amplitude, ∼ 1% of total
conductance. The small oscillation amplitude is due to two
factors: (a) bulk electron contribution and (b) density of state
eﬀect from many 1D subbands. As the Fermi level crosses
multiple 1D subbands (Figure 2d), the change of DOS induced
by the magnetic ﬂux (∼one subband’s DOS) is much smaller
than the total DOS (entire subbands’ DOS), resulting in small
oscillation amplitude. The DOS eﬀect in h/e period oscillations
becomes more evident when the Fermi level is tuned by back
gate (Figure 2e). The maxima location of h/e period
oscill tions switches discretely between integer quantum ﬂux
(Φ = 0, ±h/e, ±2h/e, ...) and half quantum ﬂux (Φ = ±h/2e,
±3h/2e, ...). The h/e period oscillations peaking at either
integer quantum ﬂux or half quantum ﬂux is the signature of 1D
band eﬀect made of surface electrons, when the Fermi level is
far above fro the Dirac point. This experimental results are
Figure 2. Magnetoconductance from TI nanowire 1D modes of surface electrons: far ab ve the Dirac point. (a) Top: TEM image of Bi2Se3 core−Se
shell nanowire (chemical mapping is in Supporting Information Figure S1). Bottom: a representative image of devices (false-colored scanning
electron microscope image). (b) Density of states (DOS) of the surface electron 1D mode, as a function of 1D band gap at zero ﬂux(Δ1D). (c) 1D
bandgap (Δ1D) as a function of nanowire perimeter (L). Blue dots are the estimated energy gaps of seven nanowire devices (device A-G, Table 1).
(d) Schematic and structure of 1D modes i TI nanowires of larger per meter (L ∼ 300 nm) with two quantum ﬂux value (0 and ±h/2e). Fermi
level (EF) is crossing many subbands, and the location of EF is tuned by gating. (e) Magnetoconductance oscillations at four diﬀerent gate voltages
(device A, VG = −40 V, −45 V, −85 V, −95 V). Inset: the cross section of the nanowire (120 nm × 40 nm).
Table 1. hysical Parameters of Bi2Se3−Se Core- hell
Devices
device
letter
thickness
(nm)
width
(nm)
length
(μm)
quanum
ﬂux(h/
e)/cross-
sectional
area*
magnetic ﬁeld
period
(experimental)
ρ (Vg
= 0 V)
(mΩ
cm)
A 42 120 3.6 0.94T 0.95T 0.538
B 15 53 1.5 7.68T 8.00T 0.349
C 14 44 3.0 10.4T 11.0T 0.413
D 56 123 2.94 0.67T 0.75T 1.629
E 42 120 3.6 0.94T 0.95T 0.538
F 76 151 2.73 0.39T 0.43T 1.253
G 27 93 2.7 2.02T 2.10T 0.306
*Cross-sectional area = ((width − 2) × Se layer thickness) ×
((thickness − 2) × Se layer thickness). Se layer thickness is assumed as
2 nm. Material characterization details are available in Supporting
Information.
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explicitly predicted by the 1D DOS theory of TI nanowires22
(Figure 2b and Supporting Information section 4).
Then we focus on electron transport of TI nanowires at the
Dirac point. In a TI nanowire in which Fermi level is at the
Dirac point, there exists no 1D electronic state under zero
magnetic ﬁeld (Figure 2b). But the gapped 1D band starts to be
modiﬁed by adding magnetic ﬂux, and gapless (helical) 1D state
is formed at Φ = ±h/2e (Figure 1c). Thus, magneto-
conductance of TI nanowires at the Dirac point will have
conductance peaks only peaking at Φ = ±h/2e.22 The
magnitude of the peak is expected to be large because only
one 1D mode contributes to the magnetoconductance.
As mentioned previously, TI nanowires of very small cross
section (10 nm height × 50 nm width) is an id al device to
study helical transport near the Dirac point, due to their large
1D band gap (17 meV). The large 1D band gap also implies
that only a few subbands exist below the initial Fermi level
(Figure 3a), facile to reach the Dirac point by gating. In fact, we
can gate the devices to the Dirac point with relatively small gate
bias (−20 V ∼ −40 V), by ﬁnding resistance maxima in gate
voltage sweep. From the magnetoconductance near the Dirac
point, we ﬁnd two strong conductance peaks at Φ = ±h/2e
(Figure 3b), which is predicted as the 1D helical mode of
gapless bandstructure (Figure 1c). The diﬀerent nature of
gapped 1D mode (Φ = 0) and gapless 1D mode (Φ = ±h/2e)
can be clearly demonstrated by gate voltage sweep (Figure 3c)
and magnetic ﬁeld/gate voltage sweep (Figure 3d). At zero
magnetic ﬂux, resistance starts to diverge near the Dirac point
(VG = −22 V). However, at Φ = ±h/2e, resistance converges
while the Fermi level is tuned across the Dirac point (Figure
3c). Indeed, the detailed scan of both magnetic ﬂux (Φ) and
the gate voltage (Figure 3d) reveals that there is a strong
conductance peak when the Fermi level reaches at the Dirac
point under Φ = ±h/2e. The existence of 1D gapless electronic
states under Φ = ±h/2e directly proves the spin Berry’s phase
of the surface electrons, an unambiguous transport evidence of
helical nature in the surface electrons.22,23
We add comments on the conductance peak height of helical
1D mode, which can provide more insight of the topological
1D transport. In general, when the sample is in ballistic limit
(along the length), quantized conductance is expected from the
helical 1D states. In the previous example of HgTe/CdTe
system, quantized conductance (2 e2/h) was observed when the
channel length is comparable to the electron mean free path
(∼1 μm). A fraction of quantum conductance (0.3 e2/h) was
observed from longer devices, implying the 1D conductance
quantization is still depending on the electronic mobility in
spite of the helical nature. In our case, electronic mobility of
Bi2Se3 core−shell nanowires (∼104 cm2/VS) is less than that of
HgTe system (105 cm2/VS). The given mobility of our samples
anticipates a fraction of quantum conductance (e2/h) from 1D
helical mode in Bi2Se3 nanowires when the device length is
longer than the mean free path (∼300 nm), which agrees with
our experimental observation of 0.15 e2/h from a 3 μm long
device.
In addition to the helical nature of surface electrons proven
by 1D band structures, nanowire AB interferometers can
provide a novel route to probe topological protection, even in
the case when the device is no longer ballistic along the
nanowire length. This is due to the coexistence of topologically
trivial 1D modes (gapped) and helical 1D mode (gapless),
which will be localized by disorders in diﬀerent manners
(Figure 4a). In a clean nanowire (ballistic along nanowire
perimeter), both gapped 1D modes and gapless 1D modes
contributes to the AB oscillations, giving h/e period oscillations
as discussed in Figure 2. As the nanowire gets disordered, the
ballistic condition along the nanowire perimeter is not held
anymore; thus, h/e period oscillations are suppressed. However,
AAS (h/2e period) oscillations rely on phase-coherent
condition, existing in weakly disordered nanowires22,23 (Figure
4b), similar to conventional metal cylinders.20 The interesting
part is strongly disordered regime, where scattering by
impurities is strong enough to suppress h/2e period oscillations.
All the quantum interferences from ordinary (spin-degen-
erated) electronic states will diminish by strong disorder.
However, helical 1D states (with no spin degeneracy) will not
be localized due to the topological protection22,23 (Figure 4a),
resulting in positive peaks in magneto-conductance. One
important premise here is that such disorder should not create
inelastic scattering events. From the TI nanowires without a
protective layer, we only observe the conductance peak at zero
ﬂux corresponding to weak antilocalization of bulk carriers. We
believe that the chemically modiﬁed Bi2Se3 surface introduces
many inelastic impurities destroying TRS in the surface states.
To induce strong disorder without aﬀecting the Bi2Se3 surface,
we kept core−shell nanowire devices under inert atmosphere
where aging at room temperature would create more disorder
Figure 3. Mag etoconductance from TI nanowire 1D modes of
surface electrons: at the Dirac p int. (a) Schematic band structure of
1D modes i TI nanowires of smaller perimeter (L ∼ 10 nm) with
two quantum ﬂux value (0 and ±h/2e). Fermi level (EF) is only
crossing a few subbands, and easily tunable across the Dirac point. The
large 1D gap (Δ1D = 17 meV) enables detection of 1D helical mode
(red and blue) by locating EF at the Dirac point without crossing spin-
degenerated 1D bands (black). (b) Magnetoconductance of device B
(10 nm height × 50 nm width) at VG = −25 V (Top), VG = −45 V
(bottom, n ar the Dirac point) under parallel magnetic ﬁeld. (c)
Resistance (R) vs gate voltage (VG) gra h from device C (10 nm
height × 40 nm width), with Φ = 0 (blue) and Φ = h/2e (red). The
resistance maximum indicates the Fermi level close to the Dirac point.
(d) Conductance (ΔG) plot as a function of magnetic ﬂux (Φ) and
gate voltage (VG) (device C). A strong conductance peak is detected at
half quantum ﬂux/near the Dirac point (VG ∼ −22 V). Background
onductance of G0 (VG) given VG is subtracted: ΔG (Φ, VG) = G (Φ,
VG) − G0 (VG).
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electron mobility and satisfy t e b llistic conditi n, we
synthesize heterostructure nanowires consisting of a
Bi2Se3
26,27 ore and an amorphous Se shell. A 2-nm-thick Se
layer is coated in situ after an initial vapor−liquid−solid growth
of a Bi2Se3 nanowire,
29 ke ping a clean Bi2Se3 surface (Figu e
2a). High surface mobility is conﬁrmed from the core−shell
nanowires (further transport chara terization is i Suppor ing
Info mation 2), leading long mea free path surpassing th
na owire p rim ter. We emphasize here that the nanowires are
not ballistic along the nanowire length, but the ballistic
condition along the nanowire perimeter is suﬃcient enough t
bserve 1D band structure and relevant topological physics.
Th control of Fermi level is another issue in experiment, as
Bi2Se3 nanom terials are always n-type conductors. For an
eﬀective tuning of the Fermi level by SiO2 gating, we selectively
choos the dimension of nanowire devices. First, the length of
nanowires should be long enoug (>1 μm) to fully deplete the
nan wires by ﬁ ld eﬀect. The width and thickness of nanowires
are very critical as well. The device Fermi level can be tunable
by back gating to reach the Dirac point,15,30,31 but the
electrostatic gating usually results in a slight diﬀerence of top
and bottom surfaces’ Fermi level.15,31 To study the helic l 1D
mode at the Dirac point, it is necessary to have a 1D band gap
(Δ1D) l rge en ugh to locate entire nanowire’s Fermi level (of
top and bottom surfaces) within the bandgap. The 1D band
gap (Δ1D = hvF/L) is determined by the nanowire perimeter (L
= 100−450 nm, Table 1L), as shown in Figure 2b−c, ranging
from 17 to 4 meV. We observe clean ignature of helical 1D
mode from devices of the largest gap energy (15−17 meV),
which will be discussed in the next paragraphs.
We ﬁrst measured electron transport of TI nanowire devices
of similar sizes to the devices fr previous studies,17 with 1D
ba gaps of 6 meV (40 nm heig t × 1 0 nm width) (Figure
2d). In magnetic ﬁeld along the nanowire length, both h/2e
period and h/e period oscillations are observed (Figure 2e).
Oscillations of both periods are anticipated by theory;22,23 h/2e
period from AAS eﬀect and h/e perio from period c
modulation of 1D subband density of state (DOS) by magnetic
ﬂux (Figur 2b). h/e period oscillations, which are also reported
by the previ us works,17,18 show small amplitude, ∼ 1% of total
conductance. The small oscillation amplitude is due to two
factors: (a) bulk electron contribution and (b) density of state
eﬀect from many 1D subbands. As the Fermi level crosses
multiple 1D s bbands (Figure 2d), the change of DOS induced
by the magnetic ﬂux (∼one subband’s DOS) is much smaller
th n the otal DOS (entire subbands’ DOS), resulting in small
oscillati n amplitude. The DOS eﬀect in h/e period oscillations
becomes more evident when the Fermi level is tuned by back
gat (Figure 2e). The maxima location of h/e period
oscillatio s switches discretely between integer quantum ﬂux
(Φ = 0, ±h/e, ±2h/e, ...) and half quantum ﬂux (Φ = ±h/2e,
±3h/2e, ...). The h/e period oscillations peaking at either
integer q antum ﬂux or half quantum ﬂux is the signature of 1D
band ﬀect made of surface electrons, when the Fermi level is
far abov from the Dirac point. This experimental results are
Figure 2. Magnetoconductance from TI nanowire 1D modes of surface electrons: far above the Dirac point. (a) Top: TEM image of Bi2Se3 core−Se
shell nanowire (chemical mapping is in Supporting Information Figure S1). B ttom: a representative image of devices (false-colored scanning
electron microscop image). (b) Density of states (DOS) of the surf ce electron 1D mode, as a function of 1D band gap at zero ﬂux(Δ1D). (c) 1D
bandgap (Δ1D) s a function of nanowire perimeter (L). Blue dots are the estimated energy gaps of seven nanowire devices (device A-G, Table 1).
(d) Schematic band structure of 1D modes in TI nanowires f larger perimeter (L ∼ 300 nm) with two quantum ﬂux value (0 and ±h/2e). Fermi
level ( ) is crossing many subbands, and the lo ation of EF is tuned by gating. (e) Magnetoconductance oscillations at four diﬀerent gate voltages
(device A, VG = −40 V, −45 V, −85 V, −95 V). Inset: the cross section of the nanowire (120 nm × 40 nm).
Table 1. Physical Parameters of Bi2Se3−Se Core-Shell
Devices
device
l tter
thickness
(nm)
width
(nm)
length
(μm)
quanum
ﬂux(h/
e)/cross-
sectional
area*
magnetic ﬁeld
period
(experimental)
ρ (Vg
= 0 V)
(mΩ
cm)
A 42 120 3.6 0.94T 0.95T 0.538
B 15 53 1.5 7.68T 8.00T 0.349
C 14 44 3.0 10.4T 11.0T 0.413
D 56 123 2.94 0.67T 0.75T 1.629
E 42 120 3.6 0.94T 0.95T 0.538
F 76 151 2.73 0.39T 0.43T 1.253
G 27 93 2.7 2.02T 2.10T 0.306
*Cross-se tional area = ((width − 2) × Se layer thickness) ×
((thickn s − 2) × Se layer thickness). Se layer thickness is assumed as
2 nm. Material characterization details are available in Supporting
Information.
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(a) (b)
Figure 3.3: Experimental trend of magnetic conductance for a perimeter
of the cros -section L = 360nm, compar d with the measures of the DOS
calculated from the surface energies obtained in this section. The DOS is
al ulated to the val e f the hemical potenti l a) µ = 25m V and b)
µ = 33meV to vary the agnetic field. See the qualitative reproduction of
features for DOS calcul ted theoretically and nductance fou d experimen-
tally.
Simil rly, ere e find the DOS t vary the magnet c field at fixed n-
ergy equal to the c emical potential. As ca be seen from Figure 3.3 we
find a trend qualitatively very similar to the experimental ata. In fact,
we consider two chemical potential values, respectively µ = 25meV and
µ = 33meV , there are two i↵erent trends in the DOS as a function of the
magnetic flux as shown in the magneto-conductance. In particular, some-
times there are peaks for full magnetic flux, and sometimes for half flux as
a sign that the closure of the gap is occurred. To calculate these quantities
as indicated in Figu e 3.3, we chose a perimeter c mparable to that shown
50
Dep nding on the position of th ch mical potential experimentally find var-
ious trends in the conductance. In particula , as in the Figur 1.8, they are
for p aks or zero, integer or half-integer quantum fluxes.
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electro mobility and satisfy the ballistic cond tion, we
synthesize heterostructure anowires consisting of a
Bi2Se3
26,27 cor and an amorphous Se shell. A 2-nm-thick Se
layer is coated in situ after an initial vapor−liquid−so id growth
f a Bi2S 3 a i ,
29 keeping a clean Bi2Se3 surface (Figure
2a). High surface mobility is conﬁrmed from the core−shell
wires (furth r transport characterization s in Supporting
Information 2), leading l ng mean free path surpassing the
nanowire perimeter. We emphasize here that the nanowires are
not ballistic along the nanowire length, but the ballistic
condition along the nanowire perimeter is suﬃcient enough to
observe 1D band structure and relevant topological physics.
The c ntrol of Fermi level is a other issue in experiment, s
Bi2Se3 nanomaterials are always n-type conductors. For an
eﬀective uning of the Fermi level by SiO2 gating, we selectively
cho se the dimension of na owire devices. First, the length of
nanowires should be long enough (>1 μm) to fully deplete the
nanowires by ﬁeld eﬀect. The width and thickness of nanowires
are very critical as well. The device Fermi level can be tunable
by back gating to reach the Dirac point,15,30,31 but the
electrostatic gating usually results in a slight diﬀerence of top
and bottom surfaces’ Fermi level.15,31 To study the helical 1D
mode at the Dirac point, it is necessary to have a 1D band gap
(Δ1D) large enough to locate entire nanowire’s Fermi level ( f
top and b ttom surfaces) wi hin the bandgap. The 1D band
gap (Δ1D = hvF/L) is det rmined by the nanowire perimeter (L
= 100−450 nm, Tabl 1L), as shown i Figure 2b−c, ranging
from 17 to 4 meV. We obse ve clean signature of elical 1D
mode from devices of the largest gap energy (15−17 meV),
which will be discussed in the next paragraphs.
We ﬁrst measured electron transport of TI nanowire devices
of similar sizes to the devices from previous studies,17 with 1D
band gaps of 6 meV (40 nm height × 120 nm width) (Figure
2d). In magnetic ﬁeld along the nanowire length, both h/2e
period and h/e period oscillations are observed (Figure 2e).
Oscillations of both periods are anticipated by theory;22,23 h/2e
period from AAS eﬀect and h/e period from periodic
modulation of 1D subband density of state (DOS) by magnetic
ﬂux (Figure 2b). h/e period oscillations, which are also reported
by the previous works,17,18 show small amplitude, ∼ 1% of total
conductanc . The small oscillation amplitude is due to two
factors: (a) bulk elect on ontribution and (b) dens ty of stat
eﬀect from many 1D subbands. As the Fermi level crosses
multiple 1D subbands (Figure 2d), the change of DOS induced
by the magnetic ﬂux (∼one subb d’s DOS) is much smaller
th n the total DOS (e tire subbands’ DOS), resulting in s all
oscillation amplitude. The DOS eﬀect in h/e period oscillations
becomes more evident when the Fermi level is tuned by back
gate (Figure 2e). The maxima location of h/e period
oscillations switches discretely between integer quantum ﬂux
(Φ = 0, ±h/e, ±2h/e, ...) and half quantum ﬂux (Φ = ±h/2e,
±3h/2e, ...). The h/e period oscillations peaking at either
integer quantum ﬂux or half quantum ﬂux is the signature of 1D
band eﬀect made of surface electrons, when the Fermi level is
far above from the Dirac point. This xperimental resul s are
Figure 2. Magnetoconductance from TI nanowire 1D modes of surface electrons: far above the Dirac point. (a) Top: TEM image of Bi2Se3 core−Se
shell nanowire (ch mical mapping is in Supporting Information Figu e S1). Bott m: a representative im ge f devices (false-colored scanning
electron microscope image). (b) Density of states (DOS) of the surface electron 1D mode, as a function of 1D ba d gap at zero ﬂux(Δ1D). (c) 1D
bandgap (Δ1D) as a function of nanowire perimeter (L). Blue dots are the estimated energy gaps of seven nanowire devices (device A-G, Table 1).
(d) Schematic band structure of 1D modes in TI nanowires of larger perimeter (L ∼ 300 nm) with two quantum ﬂux value (0 and ±h/2e). Fermi
level (EF) is crossing many subbands, and the location of EF is tuned by gating. (e) Ma netoconducta ce oscillations at four diﬀerent gate voltages
(device A, VG = −40 V, −45 V, −85 V, −95 V). Inset: the cross section of the nanowire (120 nm × 40 nm).
Table 1. Physical Paramet rs of Bi2Se3−Se Cor -She l
Devices
device
letter
thickness
(nm)
width
(nm)
le gth
(μm)
quanum
ﬂux(h/
e)/cross-
sectional
area*
magnetic ﬁeld
period
(experimental)
ρ (Vg
= 0 V)
(mΩ
cm)
A 42 120 3.6 0.94T 0.95T 0.538
B 15 53 1.5 7.68T 8.00T 0.349
C 14 44 3.0 10.4T 11.0T 0.413
D 56 123 2.94 0.67T 0.75T 1.629
E 42 120 3.6 0.94T 0.95T 0.538
F 76 151 2.73 0.39T 0.43T 1.253
G 27 93 2.7 2.02T 2.10T 0.306
*Cross-sectional area = ((width − 2) × Se layer thickness) ×
((thickness − 2) × Se lay thickness). Se layer thick ess is assumed as
2 nm. Material charact rization details are avail ble n Supporting
I formation.
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electron mobility and satisfy the ballistic condition, we
synthesize heterostructure nanowires consist ng of a
Bi2Se3
26,27 core and an m rphous Se shell. A 2-nm-thick Se
lay r is coated in situ after a initial vapor−liquid−solid growth
of a Bi2Se3 n owire,
29 keeping a clean Bi2Se3 surface (Fi u e
2a). High surface mobility is conﬁrmed from the core−shell
nanowires (further transport characterizatio is i Supporting
Information 2), leading long mean fre p rp si g th
nanowire perimeter. We emphasize here that t e anowires are
not ballistic along the nanowire length, but the ballistic
condition along the nanowire perimeter is suﬃcient enough to
observe 1D band structure and relevant topological physics.
The co trol of Fermi lev l is another issue in experiment, as
Bi2Se3 nanomaterials are always n-type conductors. For an
eﬀective tuning of the Fermi level by SiO2 gating, w s lectively
choose the d men ion of nanowire devices. First, the l ngth of
nanowires should be long enough (>1 μm) to fully deplete the
nanowires by ﬁeld eﬀect. The idth and t ickness of nanowires
are very critical as well. Th d vice Fermi level can be tunable
by back gating to reach th Dirac point,15,30,31 but the
electrostatic gating usually results in a slig t diﬀer nce of top
and bottom surfaces’ F rmi level.15,31 To stu y the helical 1D
mode at the Dirac point, it is necessary to have a 1D band gap
(Δ1D) large enough t locate ent re nanowi e’ Fermi level (of
top and botto surfaces) within the bandgap. The band
gap (Δ1D = hvF/L) is determ ned by the nanowir perimeter (L
= 100−450 nm, Tab e 1L), as shown in Figure 2b−c, ra ging
from 17 to 4 eV. We observe cle n signa ure of helical 1D
mode from devices of the largest g p energy (15−17 meV),
which will be discussed in the next paragraphs.
We ﬁrst measured electron tran port f TI n nowire devices
of similar sizes t the devices from previous studies,17 with 1D
band gaps o 6 meV (40 nm heig t × 120 nm width) (Figure
2d). In magnetic ﬁ ld along the nanowire length, both h/2e
p iod and h/e period o cillati ns ar obse ved (Figure 2e).
Oscillati ns f both p ri ds r anticipated by th ory;22,23 h/2e
period from AAS eﬀect and h/e period from periodic
odula ion of 1D subband density of sta e (DOS) by magnetic
ﬂux (Figure 2b). h/e period scillations, which are also reported
by the previous works,17,18 show small amplitude, ∼ 1% of total
conductance. The small oscillation amplitude is due to two
factors: (a) bulk elect on c ntribu and (b) d nsity f st te
eﬀ ct from many 1D subbands. As the Fermi level crosses
multiple 1D subbands (Figur 2d), the change of DOS induced
by the magnetic ﬂux (∼one subband’s DOS) is much smaller
than the total DOS (entire subbands’ DOS), resulting in small
oscillation amplitud . The DOS eﬀect in h/e period oscillations
becomes m re evident when the Fermi level is tuned by back
gate (Figure 2 ). The maxima location of h/e period
oscill tions switches discretely etween integer quantum ﬂux
(Φ = 0, ±h/e, ±2h/e, ...) and half quantum ﬂux (Φ = ±h/2 ,
±3h/2 , ...). The h/e p riod oscillations peaking at eith r
integ r qua tum or half qu ntum ﬂux is the signature of 1D
ba d eﬀect made of surface electrons, when th Fermi level is
far above from the Dirac point. This experim ntal results are
Figure 2. Magnetoconductance from TI nanowire 1D modes of surface electrons: far above the Dirac point. (a) : EM image of Bi2Se3 core−S
shell nanowire (chemical mapping is in Supporting Information Figure S1). Bottom: a representative image of devices (false-colored scanning
electron microscope image). (b) Density of states (DOS) of the surface electron 1D mode, as a function f 1D band gap at zero ﬂux(Δ1D). (c) 1D
bandgap (Δ1D) as a function of na owire perimeter (L). Blue dots are the estimated e rgy gaps of seven nanowi devices (d vice A-G, T bl 1).
(d) Schematic band structur of 1D modes in TI nanowires of la ger perimeter (L ∼ 300 nm) with two quantum ﬂux value (0 and ±h/2e). Fermi
level (EF) is crossing many subbands, and the location of EF is tuned by gating. (e) Magnetoconductance oscillations at four diﬀerent gate voltages
(device A, VG = −40 V, −45 V, −85 V, −95 V). Inset: the cross section of the nanowire (120 nm × 40 nm).
Table 1. Physical Parameters of Bi2Se3−Se Core-Shell
D vices
device
letter
thickness
(nm)
width
(nm)
length
(μm)
quanum
ﬂux(h/
e)/cross-
sectional
area*
magnetic ﬁeld
period
(experi ental)
ρ (Vg
= 0 V)
(mΩ
cm)
A 42 120 3.6 0.94T 0.95T 0.538
B 15 53 1.5 7.68T 8.0 T 0.349
C 14 44 3.0 10.4T 11.0T 0.413
D 56 123 2.94 0.67T 0.75T 1.629
E 42 120 3.6 0.94T 0.95T 0.538
F 76 51 2.73 0.39T 0.43T 1.253
G 27 93 2.7 2.02T 2.10T 0.306
*Cross-sectional area = ((width − 2) × Se layer thickness) ×
((thickness − 2) × Se layer thickness). Se layer thickness is assumed as
2 nm. M terial characteriz ti n details are available in Supporting
Information.
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electron mobility and satisfy the ballistic c dition, we
synthesize heterostructure na owires consisting of a
Bi2Se3
26,27 core and an amorphous Se shell. A 2-nm-thick Se
layer is coated in situ after an initial vapor−liquid−solid growth
of a Bi2Se3 na owire,
29 keeping a clean Bi2Se3 surface (Figure
2a). High surface mobility s conﬁrmed f om the core−shell
nanowires (further transport characterization is in Supporting
Information 2), leading long mean free path surpassing the
nanowire perimeter. We emphasiz here that th nanowires are
not ballistic along the nanowire length, but the ballistic
condition along the nanowire perime er is suﬃcie t enough to
bserve 1D band structure and releva t topologic l physics.
The control of Fermi level is another issue in experiment, as
Bi2Se3 nanomaterials are always n-type conductors. For an
eﬀective ning of the F rmi level by SiO2 gating, we selectively
choose th dim nsion of nanowire devices. First, the length of
nanowires should be long enough (>1 μm) to fully deplete the
nanowires by ﬁeld eﬀect. The width and thickness of nanowires
are very critical as well. The device Fe mi l vel can be tunable
by back gating to reach th Dirac point,15,30,31 but the
electrostati gating usually results in a light diﬀerenc of top
and bottom surfaces’ Fermi level.15,31 To study he he ical 1D
mode at the Dirac point, it is necessary to h ve a 1D band gap
(Δ1D) arge enough to locate entir nanowire’s Fermi lev l (of
top and bottom surfaces) within the bandgap. The 1D band
gap (Δ1D = hvF/L) is determined by the nano ire perimeter (L
= 100−450 nm, Table 1L), as shown in Figure 2b−c, ranging
from 17 to 4 meV. We observe clean signature of helical 1D
mode from devic s of the largest gap energy (15−17 meV),
which will be discussed in the next paragraphs.
We ﬁrst measured electron transport of TI nanowire devices
of similar sizes to the devices from previous studies,17 with 1D
band gaps of 6 m V (40 nm h ight × 120 nm wid h) (Figure
2d). In magnetic ﬁeld along the nanowire length, both h/2
period and h/e period oscillations are observed (Figure 2e).
Osc llations of both periods are anticipated by theory;22,23 h/2e
period from AAS eﬀect and h/e period from periodic
odulation of 1D subband density of state (DOS) by magnetic
ﬂux (Figure 2b). h/e period oscillations, which are also reported
by the previous works,17,18 show small amplitude, ∼ 1% of total
conductance. The small oscillation amplitude is due to two
factor : (a) bulk el ctron contributi n and (b) de sity of state
eﬀect from many 1D subbands. As the Fermi level crosses
multiple 1D subbands (Figure 2d), the change of DOS induced
by the magnetic ﬂux (∼one subband’s DOS) is much smaller
than the total DOS (entire subbands’ DOS), resulting in small
oscillation amplitude. The DOS eﬀect n h/e period oscillations
becomes more evident when the Fermi level is tuned by back
gate (Figure 2e). The maxima location of h/e period
oscill tions switches d scretely between integer quantum ﬂux
(Φ = 0, ±h/e, ±2h/e, ...) and half qua tum ﬂux (Φ = ±h/2e,
±3h/2e, ...). The h/e period oscillations peaking at eith r
integer quantum ﬂux or half quantum ﬂux is the signature of 1D
band eﬀect made of surface electrons, when the F rmi level is
far above fro the Dirac point. This experimental results are
Figure 2. Magnetoconductance from TI nanowire 1D modes of surface electrons: far ab ve the Dirac point. (a) Top: TEM image of Bi2Se3 core−Se
shell nanowire (chemical mapping is in Supporting Information Figure S1). Bottom: a representative image of devices (false-color d scanning
electron microscope image). (b) Density of states (DOS) of th surface electron 1 mode, as a function of 1D b d gap at zero ﬂux(Δ1D). (c) 1D
bandgap (Δ1D) as a function of nanowire perimeter (L). Blue dots are the estimated energy gaps of seven nanowire devices (device A-G, Table 1).
(d) Schematic and structure of 1D modes i TI nanowires of larger per meter (L ∼ 300 nm) with two quantum ﬂux value (0 and ±h/2e). Fermi
level (EF) is crossing many subbands, and the location of EF is tuned by gating. (e) Magnetoconductance oscillations at four diﬀerent gate voltages
(device A, VG = −40 V, −45 V, −85 V, −95 V). Inset: the cross section of the na owire (120 nm × 40 nm).
Table 1. hysical Parameters of Bi2Se3−Se Core- hell
Devices
device
letter
thickness
(nm)
width
(nm)
length
(μm)
quanum
ﬂux(h/
e)/cross-
sectional
area*
magnetic ﬁeld
period
(exper m ntal)
ρ (Vg
= 0 V)
(mΩ
cm)
A 42 120 3.6 0.94T 0.95T 0.538
B 15 53 1.5 7.68T 8.00T 0.349
C 14 44 3.0 10.4T 11.0T 0.413
D 56 123 2.94 0. 7 0.75T 1.629
E 42 120 3.6 0.94T 0.95T 0.538
F 76 151 2.73 0.39T 0.43T 1.253
G 27 93 2.7 2.02T 2.10T 0.306
*Cross-sectional area = ((width − 2) × Se layer thickness) ×
((thickness − 2) × Se layer thickness). Se layer thickness is assumed as
2 nm. Ma erial characterization details are available in Supporting
Information.
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explicitly predicted by the 1D DOS theory of TI nanowires22
(Figure 2b and Supporting Information section 4).
Then we focus on electron transport of TI nanowires at he
Dirac point. In a TI nanowire in which Fermi level is at the
Dirac point, there exists no 1D electronic state under zero
magnetic ﬁeld (Figure 2b). But the gapped 1D band starts to be
modiﬁed by adding magnetic ﬂux, and gapless (helical) 1D state
is formed at Φ = ±h/2e (Figure 1c). Thus, magneto-
conductance of TI nanowires at the Dirac point will have
conductance peaks only peaking at Φ = ±h/2e.22 The
magnitude of the peak is expected to be large because only
one 1D mode contributes to the magnetoconductance.
As mentioned reviously, TI nanowires of very small cross
section (10 nm height × 50 nm width) is a id al device to
study helical transport near the Dirac point, due to their large
1D band gap (17 meV). The large 1D band gap also implies
that only a few subbands exist below the initial Fermi level
(Figure 3a), facile to reach the Dirac point by gating. In fact, we
can gate the devices to the Dirac point with relatively small gate
bias (−20 V ∼ −40 V), by ﬁnding resistance maxima in gate
voltage sweep. From the magnetoconductance near the Dirac
point, we ﬁnd two strong conductance peaks at Φ = ±h/2e
(Figure 3b), which is predict d as the 1D helical mode of
gapless bandstructure (Figure 1c). The diﬀerent nature of
gapped 1D mode (Φ = 0) and gapless 1D mode (Φ = ±h/2e)
can be clearly demonstrated by gate voltage sweep (Figure 3c)
and magnetic ﬁeld/gate voltage sweep (Figure 3d). At zero
magnetic ﬂux, r sistanc starts to diverge near t e Dirac point
(VG = −22 V). However, at Φ = ±h/2e, resistance converges
while the Fermi level is tuned across the Dirac point (Figure
3c). Indeed, the detailed scan of both magnetic ﬂux (Φ) and
the gate voltage (Figure 3d) reveals that there is a strong
conductance peak when the Fermi level reaches at the Dirac
point under Φ = ±h/2e. The existence of 1D gapless electronic
states under Φ = ±h/2e directly proves the spin Berry’s phase
of the surface electrons, an unambiguous transport evidence of
helical nature in the surface electr ns.22,23
We add comments on the conductance peak height of hel cal
1D mode, which can provide more insight of the topological
1D transport. In general, when the sample is in ballistic limit
(along the length), quantized conductance is expected from the
helical 1D states. In the previous example of HgTe/CdTe
system, quantized conductance (2 e2/h) was observed when the
channel length is comparable to the electron mean free path
(∼1 μm). A fraction of quantum conductance (0.3 e2/h) was
observed from longer devices, implying the 1D conductance
quantization is still d pendi g on the electronic mobility in
spite of th helical nature. I our case, electronic mobility of
Bi2Se3 core−shell nanowires (∼104 cm2/VS) is l ss than that f
HgTe system (105 cm2/VS). The given mobility of our samples
anticipates a fraction of quantum conductance (e2/h) from 1D
helical mode in Bi2Se3 nanowires when the device length is
longer than the mean free path (∼300 nm), which agrees with
our experimental observation of 0.15 e2/h from a 3 μm long
device.
In addition to the helical nature of surface electrons proven
by 1D band structures, nanowire AB interferometers can
provide a novel route to probe t pol gical pr tection, even in
the case when the device is no longer ballistic along the
nanowire length. This is due to the coexistence f topologically
trivial 1D modes (gapped) and helical 1D mode (gapless),
which will be localized by disorders in diﬀerent manners
(Figure 4a). In a clean nanowire (ballistic along nanowire
perimeter), both gapped 1D modes and gapless 1D modes
contributes to the AB oscillations, giving h/e period oscillations
as discussed in Figure 2. As the nanowire gets disordered, the
ballistic condition along the nanowire perimeter is not held
anymore; thus, h/e period oscillations are suppressed. However,
AAS (h/2e period) oscillations rely on phase-coher nt
condition, existing in w akly disordered na owi s22,23 (Figure
4b), similar to conventional metal cylinders.20 The interesting
part is strongly disordered regime, where scattering by
impurities is strong enough to suppress h/2e period oscillations.
All the quantum interferences from ordinary (spin-degen-
erated) electronic states will diminish by strong disorder.
However, helical 1D states (with no spin degeneracy) will not
be localized due to the topological protection22,23 (Figure 4a),
resulting in positive peaks in magneto-conductance. One
important premise here is that such dis rder should not create
inelastic scattering event . From the TI nanowires without a
protective layer, we only observe the cond ctance peak at zero
ﬂux corresponding to weak antilocalization of bulk carriers. We
believe that the chemically modiﬁed Bi2Se3 surface introduces
many inelastic impurities destroying TRS in the surface states.
To induce strong disorder without aﬀecting the Bi2Se3 surface,
we kept core−shell nanowire devices under inert atmosphere
w ere aging at room temperature would create more disorder
Figure 3. Mag etoconductance from TI nanowire 1D modes of
surface electrons: at the Dirac p int. (a) Schematic band structure of
1D modes i TI nanowires of smaller perimeter (L ∼ 100 n ) with
wo quantum ﬂux value (0 and ±h/2e). F rmi level (EF) is only
crossing a few subbands, and easily tunable across the Dirac point. The
large 1D gap (Δ1D = 17 meV) enables detection of 1D helical mode
(red and blue) y locating EF at the Dirac point without crossing spi -
degenerated 1D bands (black). (b) Magnetoconductance of d v e B
(10 nm height × 50 nm width) at VG = −25 V (Top), VG = −45 V
(bottom, n ar the Dirac point) under parallel magnetic ﬁeld. (c)
Resistance (R) vs gate voltage (VG) gra h from device C (10 nm
height × 40 nm width), with Φ = 0 (blue) and Φ = h/2e (red). The
resistance maximum indicates the Fermi level close to th Dirac point.
(d) Conduc anc (ΔG) plot as a function of magnetic ﬂux Φ) and
gate voltage (VG) (device C). A strong conductance peak is detected at
half quantum ﬂux/near the Dirac point (VG ∼ −22 V). Background
onductance of G0 (VG) given VG is s btracted: ΔG (Φ, VG) = G ( ,
VG) − G0 ( .
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electron mobility and satisfy t e b llistic conditi n, we
synthesize heterostructure nanowires consisting of a
Bi2Se3
26,27 ore and an amorphous Se shell. A 2-nm-thick Se
layer is coated in situ after an initial vapor−liquid−solid growth
of a Bi2Se3 nanowire,
29 ke ping a clean Bi2Se3 surface (Figu e
2a). High surface mobility is conﬁrmed from the core−shell
nanowires (further transport chara te ization is i Suppor ing
Info mation 2), leading long mea free path surpassing th
na owire p rim ter. We emphasize here that the nanowires are
not ballistic along the nanowire length, but the ballistic
condit on along the nanowire perim ter is suﬃcie t enough t
bserve 1D band structure and relevant topological physic .
Th control of Fermi level is another issue in experiment, as
Bi2Se3 nanom terials are always n-type conductors. For an
eﬀective tuning of the Fermi level by SiO2 gating, we selectively
choos the dimension of nanowire devices. First, the length of
nanowires should be long enoug (>1 μm) to fully deplete the
nan wires by ﬁ ld eﬀect. The width and thickness of nanowires
are very critical as well. The device Fermi level can be tunable
by back gating to reach the Dirac point,15,30,31 but the
electrostatic gating usually results in a slight diﬀerence of top
and bottom surfaces’ Fermi level.15,31 To study the helic l 1D
mode at the Dirac point, it is necessary to have a 1D and gap
(Δ1D) l rge en ugh to locate ent r nanowire’s Fe mi level (of
top and bottom surfaces) within the bandgap. The 1D band
gap (Δ1D = hvF/L) is determined by the nanowire perimeter (L
= 100−450 nm, Table 1L), as shown in Figure 2b−c, ranging
from 17 to 4 meV. We observe clean ignature of helical 1D
mod from devices of the largest gap energy (15−17 meV),
which will be discussed in the next paragraphs.
We ﬁrst measured electron transport of TI na owire device
of similar sizes to t e devic s fr previous studies,17 with
ba gaps of 6 meV (40 nm heig t × 1 0 nm width) (Figure
2d). In magnetic ﬁeld along the nanowir length, both h/2e
period and h/e period oscillations are observed (Figure 2e).
Oscillations of both periods are anticipated by theory;22,23 h/2e
period from AAS eﬀect and h/e perio from period c
modulation of 1D subband density of state (DOS) by magnetic
ﬂux (Figur 2b). h/e period oscillations, which are also reported
by the previ us works,17,18 show small amplitude, ∼ 1% of total
conductance. The small oscillation amplitude is due to two
fact rs: (a) bulk electron contribution and (b) density of state
eﬀect from many 1D subbands. As the Fermi level crosses
multiple 1D s bbands (Figure 2d), the change of DOS induced
by the magnetic ﬂux (∼one subband’s DOS) is much smaller
th n the otal DOS (entire subbands’ DOS), resulting in small
o cillati n amplitude. The DOS eﬀec in h/e period oscillations
bec mes more evident when the Fermi level is tuned by back
gate (Figure 2e). he maxima location of h/e period
oscillatio s switches discretely betwee integer quantum ﬂux
(Φ = 0, ±h/e, ±2h/e, ...) and half quantum ﬂux (Φ = ±h/2e,
±3h/2e, ...). The h/e period oscillations peaking at either
integer q antum ﬂux or half quantum ﬂux is the signature of 1D
band eﬀect made of surface electrons, when the Fermi level is
far abov from the Dirac point. This experimental results are
Figure 2. Magnetoconductance from TI nanowire 1D modes of surface electrons: far above the Dirac point. (a) Top: TEM image of Bi2Se3 core−Se
shell nanowire (chemical mapping is in Supporting Information Figure S1). B ttom: a representative image of devices (false-colored scanning
elect on microscop image). (b) Density of states (DOS) of the surf ce lectron 1D mo e, as a function of 1D band gap at zero ﬂux(Δ1D). (c) 1D
bandgap (Δ1D) s a function of nanowire perimeter (L). Blue dots are the estimated energy gaps of seven nanowire devices (device A-G, Table 1).
(d) Schematic band structure of 1D modes in TI nanowires f larger perimeter (L ∼ 300 nm) with two quantum ﬂux value (0 and ±h/2e). F rmi
level ( ) is crossing many subbands, and the lo ation of EF is tuned by gating. (e) Magnetoconductance oscillations at four diﬀerent gate voltages
(devi e A, VG = −40 V, −45 V, −85 V, −95 V). Inset: the cr ss secti n of th nanowir (120 nm × 40 nm).
Table 1. Physical Parameters of Bi2Se3−Se Core-Shell
Devices
device
l tter
thickness
(nm)
width
(nm)
length
(μm)
quanum
ﬂux(h/
e)/cross-
sectional
area*
magnetic ﬁeld
period
(experimental)
ρ (Vg
= 0 V)
(mΩ
cm)
A 42 120 3.6 0.94T 0.95T 0.538
B 15 53 1.5 7.68T 8.00T 0.349
C 14 44 3.0 10.4T 11.0T 0.413
D 56 123 2.94 0.67T 0.75T 1.629
E 42 120 3.6 0.94T 0.95T 0.538
F 76 151 2.73 0.39T 0.43T 1.253
G 27 93 2.7 2.02T 2.10T 0.306
*Cross-se tional area = ((width − 2) × Se layer thickness) ×
((thickn s − 2) × Se layer thickness). Se layer thickness is assumed as
2 nm. Material characterization details are available in Supporting
Information.
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(a) (b)
Figure 3.3: Experimental trend of magnetic conductance for a perimeter
of the cros -section L = 360nm, compar d with the measures of the DOS
calcul ted from the surface e ergies obt ined in t is s ction. The DOS is
al ulated to the val e f the hemical potenti l a) µ = 25m V and b)
µ = 33meV to vary the agnetic field. See the qu litative rep od ction of
features for DOS calcul ted theoretically and nductance fou d experimen-
tally.
Simil rly, re e find the DOS t vary the magnet c field at fixed n-
ergy equal to the c emical potential. As ca be seen from Figure 3.3 we
find a trend qualitativ ly very similar to the experimental ata. In fact,
we conside wo chemic l potential values, respectively µ = 25meV and
µ = 33meV , there are two i↵erent trends in the DOS as a function of the
magnetic flux as shown in the magneto-conductance. In particular, some-
times there ar pe ks for full mag etic flux, a d sometimes for half flux as
a sign that he closur of the gap is occurred. To calculate t ese quantities
as indicated in Figu e 3.3, we chose a perimeter c mparable to that shown
50
Figure 3.3: DOS calculated for two values of the chemical potential: a)
µ = 25meV and b) µ = 33meV as a function of the magnetic flux for a
cylindrical wire wit perimet r of the cross-se tion of about 360nm. DOS
peaks as function of the magnetic field, are present at half quantum flux,
as a sign of th c osing of th gap at the   poi t of the B.z.
D pending on the value of the chemical potential, conductan e peaks are
bserved at half quantum flux indicating he cl sure of the gap of the nano-
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wire electronic states. With the surface states and energies that we have got
above for a cylindrical wire, we can calculate the density of states (DOS). In
the same way we can make this type of analysis through the study of DOS.
A DOS calculation is very di↵erent from that of the conductance, but it can
give an idea of how the sub-bands cross the Fermi level for di↵erent magnetic
field values. In the work [25], fixing the chemical potential and varying the
magnetic flux, the sub-bands change position in energy. In this way there is
a variation of the electronic charge density (hence the DOS). Similarly to the
behaviors shown in Figure 1.9, here we find the DOS to vary the magnetic
field at fixed energy equal to the chemical potential. As reported in Figure
3.3, we find a trend qualitatively very similar to the experimental data for the
conductance. In fact, we consider two chemical potential values, respectively
µ = 25meV and µ = 33meV which lead to two di↵erent trends in the DOS
as a function of the magnetic flux. In particular, sometimes there are peaks
for integer multiples of quantum flux, and sometimes for half flux as a sign
that the closure of the gap is occurred. To calculate these quantities, as in-
dicated in Figure 3.3, we have chosen a perimeter comparable to that shown
experimentally in [25], i.e. L = 360nm. In this way, we can reconstruct
qualitatively the trends the conductance peaks by tuning the chemical po-
tential. These features found in DOS are a clear sign of the one-dimensional
nature of the system.
We found in 3.4 and 3.6 the general relations for surface states and ener-
gies, valid for each radius value. When the cylinder radius gets reduced, the
solutions are no longer strictly confined on the surface and the electrons ex-
perience a finite probability to stay into the bulk. We, then, focus our study
on how the gap changes as a function of the cylinder radius R0. In Figure
3.4 we compare the gap computed with Eq.3.6, that calculated in Eq.3.8,
and that obtained numerically by using exact diagonalization of the 2.1, as
shown in Appendix B.
The three approaches coincide at large values of R0 confirming the asymp-
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totic validity of the approximated analytical solution, but they exhibit sig-
nificant di↵erences at small R0. However, even if quantitatively di↵erent in
this regime, both our analytical solution in Eq.3.6 and the numerical one
show a minimum-maximum structure for radii R0 ranging from 40A˚ to 60A˚.
We remark that this behavior is not present in previous analyses proposed
in the literature [68] where only the limiting case of very large R0 has been
investigated.
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FIG. 2. Top panel: energy dispersion (in units of eV ) for the
first and second sub-band with positive energy as a function
of kz (in units of A/M2   0.083A˚ 1) for R = 65A˚. Ener-
gies come out from two approaches: Eq. (8) of our approx-
imate analytical solution (red lines) and those derived from
the numerically exact solution (black lines with circles). Bot-
tom panel: gap energy (in units of eV ) at kz = 0 as a func-
tion of the cylinder radius R (in units of A˚) for three types
of approaches: Eq. (8) of our approximate analytical solu-
tion (red line), energy derived from the analytical solution
of Ref.[22], and energy obtained from the numerically exact
solution (black line with circles).
tonic behavior that is confirmed by both the approximate
analytical solution and the “numerically exact” solution.
This behavior depends on how the “surface state” fills
up the cylinder upon reducing the radius R. In order
to clarify this point, in the upper panel of Fig. 3, we
plot the first sub-band wavefunction probability density,
obtained numerically, for the radii corresponding to the
lowest analyzed value (37A˚, red line) and for the R values
corresponding to the minimum (42A˚, blue line) and max-
imum (55A˚, orange line) (radii corresponding to vertical
dotted lines in the bottom panel of Fig. 2). We can see
how, for the the radius corresponding to the maximum,
the wave function extends to lower values of r compared
to the case R = 42A˚, thereby entering the bulk more
than the wave-function corresponding the minimum.
One of the main features of the TI is related to the
spin texture. We start from the analytic solution to un-
derstand the complex spin behavior of these nanowires.
For simplicity, we consider the case with kz = 0. In the
absence of magnetic field, as reported in Eq. (8), the two
states for m = 0 and m =  1 correspond to the same
energy and they can be written as
 ±0 (r, ) =
✓
1p
2
u1( ) + c
±(0)u2( )
◆
f(r),
 ± 1(r, ) =
✓
1p
2
u1( ) + c
±( 1)u2( )
◆
e i f(r), (9)
where c±(m) is given in Eq. (7). Then, in the two dimen-
sional subspace at fixed energy, we consider the matrix
elements of the three spin components Sx =  x ⌦  z,
Sy =  y ⌦  z, and Sz =  z ⌦ I (written on the basis of
the Hamiltonian in Eq. (1)). Considering only the lower
positive sub-band, one gets a 2⇥ 2 matrix depending on
(r, ) for each spin component:✓ h +0 (r, )|Si| +0 (r, )i h +0 (r, )|Si| + 1(r, )i
h + 1(r, )|Si| +0 (r, )i h + 1(r, )|Si| + 1(r, )i
◆
,
(10)
with i = x, y, z. For the two in-plane spin components
(i = x, y), only o -diagonal matrix elements are di erent
from zero, while, for the component along z, all the ma-
trix elements vanish. At this point, in order to find the
expectation values of spin components, we diagonalize
the matrix (10) for each spin component at fixed (r, )
and we plot the eigenvalues. The eigenvalues for kz = 0 of
the x component are:  x = ±f(r) cos( ); the two eigen-
values of the y component are:  y = ±f(r) sin( ); the
eigenvalues of z component are clearly zero. Therefore,
the spin eigenvalues are modulated by the radial part of
the wave-function. For each spin component, the choice
of the eigenvalue with varying (r, ) is made by ensur-
ing that the phase of the corresponding spin eigenvector
is continuous. Therefore, one gets two main spin tex-
tures: clockwise, corresponding to spin eigenvalues pro-
portional to the vector f(r) (cos( ), sin( ), 0); counter-
clockwise, corresponding to spin eigenvalues proportional
to the vector  f(r) (cos( ), sin( ), 0). The procedure de-
scribed above can be easily extended at finite values of
kz.
As discussed in Appendix, at fixed energy and kz, the
method of the diagonalization of spin components can be
also used starting from the eigenvectors obtained numer-
ically. We report in the bottom panel of Fig. 3 what we
have obtained in the case of the numerical eigenvectors at
kz = 0. Indeed, the spin rotates around the surface both
clockwise and counterclockwise. The agreement with the
spin textures calculated analytically is good. In particu-
lar, the modulus of the spin values (proportional to the
length of the arrow) directly follows the behavior radial
probability density (some examples are in the top panel
of Fig. 3).
The application of a magnetic field along the transla-
tional invariant z axis of the wire introduces a magnetic
flux   which can change the gap value as can be seen
from Eq. (8). There are many studies14,17,31 about the
Gap in eq.(3.6)
Gap in eq.(3.8)
merical
Figure 3.4: Gap energy (in units of eV) at kz = 0 and at r = 0 as a
function of the cylinder radiusR0 (in units of A˚) for three types of approaches:
Eq.(3.6) of the approximate analytical solution valid for little radius (red
line), energy derived from the solution for large radius in 3.8, and energy
obtained from the numerically exact solution (black line with circles) fro
the Hamiltonian in 2.1.
This non monotonic behavior of the gap energy is somehow unexpected
and is one of the results of this work. As mentioned above, a consequence
of the Berry phase associated to the electronic state peaked at the cylinder
surface and can be traced back to the term 1/2 present in Eq.3.6. However,
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the gap value is controlled in Eq.(3.6) by the factor
⇣
M2
R20
hR20⇢2 i   C2R0 hR0⇢ i
⌘2
that
strongly depends on the radial wave-function through the average values of
R0/⇢ and R20/⇢
2. When R0 is reduced and the radial wave-function is not any
longer strictly peaked at the cylinder surface, this factor provides an extra
contribution to the gap. Naively one would have expected a simple mono-
tonic increase of the gap since hR0/⇢i and hR20/⇢2i should increase when R0
decreases. Our calculation, instead, shows a non monotonic behavior that
is confirmed by both the approximate analytical solution and the “numer-
ically exact” solution. This behavior depends on how the “surface state”
fills up the cylinder upon reducing the radius R0. In order to clarify this
point, in the upper panel of Fig.3.5, we plot the first sub-band wave-function
probability density, obtained numerically, for the radii corresponding to the
lowest analyzed value (37A˚, red line) and for the R0 values corresponding to
the minimum (42A˚, blue line) and maximum (55A˚, orange line)(radii corre-
sponding to vertical dotted lines in the bottom panel of Fig.3.4). We can see
how, for the the radius corresponding to the maximum, the wave function
extends to lower values of r compared to the case R = 42A˚, thereby entering
the bulk more than the wave-function corresponding the minimum.
One of the main features of the TI is related to the spin texture. We start
from the analytic solution to understand the complex spin behavior of these
nano-wires. For simplicity, we consider the case with kz = 0. In the absence
of magnetic field, as reported in Eq.(3.6), the two states for m = 0 and
m =  1 correspond to the same energy and they can be written as
 ±0 (⇢, ) =
✓
1p
2
u1( ) + c
±(0)u2( )
◆
R(⇢),
 ± 1(⇢, ) =
✓
1p
2
u1( ) + c
±( 1)u2( )
◆
e i R(⇢), (3.9)
where c±(m) is given in Eq. (3.5). Then, in the two dimensional subspace at
fixed energy, we consider the matrix elements of the three spin components
Sx =  x ⌦ ⌧z, Sy =  y ⌦ ⌧z, and Sz =  z ⌦ I (written on the basis of the
Hamiltonian in Eq.(2.1)). Considering only the lower positive sub-band, one
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gets a 2⇥ 2 matrix depending on (r, ) for each spin component: 
h +0 (⇢, )|Si| +0 (⇢, )i h +0 (⇢, )|Si| + 1(⇢, )i
h + 1(⇢, )|Si| +0 (⇢, )i h + 1(⇢, )|Si| + 1(⇢, )i
!
, (3.10)
with i = x, y, z.
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FIG. 3. Top panel: Radial probability density of the first
sub-band state at kz = 0 as a function of the radial coordi-
nate for di erent cylinder radii identified by the dotted ver-
tical lines in the bottom panel of Fig. 2. Bottom panel:
spin-textures of the first sub-band state at kz = 0 obtained
numerically for a cylinder of radius R = 65A˚. The modulus
of the spin values is proportional to the length of the arrows.
e ects of a magnetic field in TI nanowires showing the
formation of a one dimensional band for electrons on the
cylinder surface. In the presence of a weak magnetic field
applied parallel to the axis of the nanowire, experimen-
tal studies14 report peaks of the conductance at magnetic
fields corresponding to fluxes close to half quantum flux.
For very large cross sections, the specific values for which
the gap closes correspond to semi integer quantum fluxes
( 0/2, 3 0/2,...) and they are distinguished from in-
teger values found in ordinary Aharonov-Bohm e ects.
The analytical result provided by Eq. (8) and confirmed
by the numerical calculations shows that the gap closure
depends on the size of the wire (see Fig. 4). In fact,
according to Eq. (8), the gap closes at   0 =
1
2
 R/r 
 r/R  , a
value strongly depending on the radial wavefuntion and,
therefore, on the radius R of the cylinder. The flux value
closing the gap recovers  0/2 only in the asymptotic
regime (R 7! 1). Indeed, only for large radii, the ratio
 R/r 
 r/R  7! 12 . The extrapolation of the fit of our analytical
curve to infinity confirms this result. On the other hand,
for small radii, the gap does not close at half quantum
flux. This is, then, in contrast with what stated in the
literature for the strictly two-dimensional case13,14,18 and
what comes out including the magnetic field contribution
in the approach of Ref.[22] (dashed line in Fig. 4).
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FIG. 4. Magnetic flux   (in units of quantum flux  0) corre-
sponding to the gap closure as a function of the cylinder radius
R (in units of A˚). Curves derive from three approaches: an-
alytical solution of Ref. [22] (dash blue), improved analytical
solution (red) discussed in this paper and numerical method
(black with solid circles).
We point out that, for large radii, all the analytical and
numerical approaches are completely consistent. How-
ever, as shown in Fig. 4, for small radii, the numerical
data depend on the radius again in a non monotonic way
di ering from those derived from the proposed analytical
solutions. More precisely, the numerical results show the
presence of a maximum and minimum in the magnetic
flux corresponding to the gap closure. The presence of
these stationary points is found for values of the radii
equal to those found for the non monotonic behavior of
energy gap when the magnetic field is not applied. The
fully numerical approach looks very accurate since the
gap closing magnetic flux is expected to be sensitive to
the behavior of the gap in the absence of the magnetic
field. We remark that even the improved analytical solu-
tion proposed in this paper does not predict the existence
of the minimum and maximum for the magnetic flux.
IV. RECTANGULAR NANOWIRE
In this section, we discuss the case of a wire with a
rectangular cross-section. The problem will be addressed
only numerically, since, unlike the cylinder, an approx-
imate analytical solution is not available for a generic
cross-section and orientation. To get the discrete model,
we always start from Eq.(1), which is discretized with a
fixed lattice parameter for any direction of the axes. All
our results are obtained with a lattice constant a = 10A˚.
However, we remark that, also for the smaller lattice pa-
rameter a = 5A˚, we find qualitatively similar results.
Through a simple tight binding procedure, we analyze
the surface states with their spin polarizations along the
perimeter of the wire, for di erent confinements along
the axes of the crystal lattice. This type of tight bind-
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Electronic properties of the three-dimensional topological
insulator Bi2Se3: a tight binding model
The Author
In this work we want to present a theoretical analysis of quantum interference e ects of
nano-wires of the Bi2Se3 with di erent cross-sections. Experimental observations claims,
in presence of the magnetic field, that the gap closes at half quantum flux.
This is confirmed from the zero order of the analytical solution but we obtained an improved
of this solution that shows that the gap no closes at half quantum flux for finite size, but
only asymptotically. The same can be see for square wire and we observe the same features,
for translational invariance along y and z direction. Finally for the rectangular, we consider
only lower size limit and in this case we can see an usual trend due to the confinement
e ects.
 /R0 (1)
1
Figure 3.5: Top panel: Radial probability density of the first sub-band state
at kz = 0 s a function of the radi l coordinate for di↵erent cylinder radii
identified by the dotted vertical lines in Fig.3.4. Bottom panel: spin-textures
of the first sub-b nd state at kz = 0 obtained numerically for a cylinder of
radius R = 65A˚. The modulus of the spin values is proportional to the length
of the arrows.
For the two in-plane spin components (i = x, y), only o↵-diagonal ma-
trix elements are di↵erent from zero, while, for the component along z, all
the matrix elements vanish. At this p int, in order to find the xpectation
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values of spin components, we diagonalize the matrix (3.10) for each spin
component at fixed (⇢, ) and we plot the eigenvalues. The eigenvalues for
kz = 0 of the x component are:  x = ±R(⇢) cos( ); the two eigenvalues
of the y component are:  y = ±R(⇢) sin( ); the eigenvalues of z compo-
nent are clearly zero. Therefore, the spin eigenvalues are modulated by the
radial part of the wave-function. For each spin component, the choice of
the eigenvalue with varying (⇢, ) is made by ensuring that the phase of the
corresponding spin eigenvector is continuous. Therefore, one gets two main
spin textures: clockwise, corresponding to spin eigenvalues proportional to
the vector R(⇢) (cos( ), sin( ), 0); counterclockwise, corresponding to spin
eigenvalues proportional to the vector  R(⇢) (cos( ), sin( ), 0). The proce-
dure described above can be easily extended at finite values of kz.
As discussed in Appendix B, at fixed energy and kz, the method of the diago-
nalization of spin components can be also used starting from the eigenvectors
obtained numerically. We report in the bottom panel of Fig.3.5 what we have
obtained in the case of the numerical eigenvectors at kz = 0. Indeed, the spin
rotates around the surface both clockwise and counterclockwise. The agree-
ment with the spin textures calculated analytically is good. In particular, the
modulus of the spin values (proportional to the length of the arrow) directly
follows the behavior radial probability density (some examples are in the top
panel of Fig.3.5).
The application of a magnetic field along the translational invariant z
axis of the wire introduces a magnetic flux   which can change the gap
value as can be seen from Eq.(3.6). There are many studies [25,64,74] about
the e↵ects of a magnetic field in TI nano-wires showing the formation of a
one dimensional band for electrons on the cylinder surface. For very large
cross sections, the specific values for which the gap closes correspond to semi
integer quantum fluxes ( 0/2, 3 0/2,...) and they are distinguished from
integer values found in ordinary Aharonov-Bohm e↵ects. The analytical
result provided by Eq. (3.6) and confirmed by the numerical calculations
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shows that the gap closure depends on the size of the wire (see Fig.3.6).
In fact, according to Eq.3.6, the gap closes at r = 12
hR0/⇢i
h⇢/R0i , a value strongly
depending on the radial wave-function and, therefore, on the radius R0 of the
cylinder. The flux value closing the gap recovers  0/2 only in the asymptotic
regime (R0 7! 1). Indeed, only for large radii, the ratio hR0/⇢i/h⇢/R0i 7! 12 .6
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FIG. 3. Top panel: Radial probability density of the first
sub-band state at kz = 0 as a function of the radial coordi-
nate for di erent cylinder radii identified by the dotted ver-
tical lines in the bottom panel of Fig. 2. Bottom panel:
spin-textures of the first sub-band state at kz = 0 obtained
numerically for a cylinder of radius R = 65A˚. The modulus
of the spin values is proportional to the length of the arrows.
e ects of a magnetic field in TI nanowires showing the
formation of a one dimensional band for electrons on the
cylinder surface. In the presence of a weak magnetic field
applied parallel to the axis of the nanowire, experimen-
tal studies14 report peaks of the conductance at magnetic
fields corresponding to fluxes close to half quantum flux.
For very large cross sections, the specific values for which
the gap closes correspond to semi integer quantum fluxes
( 0/2, 3 0/2,...) and they are distinguished from in-
teger values found in ordinary Aharonov-Bohm e ects.
The analytical result provided by Eq. (8) and confirmed
by the numerical calculations shows that the gap closure
depends on the size of the wire (see Fig. 4). In fact,
according to Eq. (8), the gap closes at   0 =
1
2
 R/r 
 r/R  , a
value strongly depending on the radial wavefuntion and,
therefore, on the radius R of the cylinder. The flux value
closing the gap recovers  0/2 only in the asymptotic
regime (R 7! 1). Indeed, only for large radii, the ratio
 R/r 
 r/R  7! 12 . The extrapolation of the fit of our analytical
curve to infinity confirms this result. On the other hand,
for small radii, the gap does not close at half quantum
flux. This is, then, in contrast with what stated in the
literature for the strictly two-dimensional case13,14,18 and
what comes out including the magnetic field contribution
in the approach of Ref.[22] (dashed line in Fig. 4).
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FIG. 4. Magnetic flux   (in units of quantum flux  0) corre-
sponding to the gap closure as a function of the cylinder radius
R (in units of A˚). Curves derive from three approaches: an-
alytical solution of Ref. [22] (dash blue), improved analytical
solution (red) discussed in this paper and numerical method
(black with solid circles).
We point out that, for large radii, all the analytical and
numerical approaches are completely consistent. How-
ever, as shown in Fig. 4, for small radii, the numerical
data depend on the radius again in a non monotonic way
di ering from those derived from the proposed analytical
solutions. More precisely, the numerical results show the
presence of a maximum and minimum in the magnetic
flux corresponding to the gap closure. The presence of
these stationary points is found for values of the radii
equal to those found for the non monotonic behavior of
energy gap when the magnetic field is not applied. The
fully numerical approach looks very accurate since the
gap closing magnetic flux is expected to be sensitive to
the behavior of the gap in the absence of the magnetic
field. We remark that even the improved analytical solu-
tion proposed in this paper does not predict the existence
of the minimum and maximum for the magnetic flux.
IV. RECTANGULAR NANOWIRE
In this section, we discuss the case of a wire with a
rectangular cross-section. The problem will be addressed
only numerically, since, unlike the cylinder, an approx-
imate analytical solution is not available for a generic
cross-section and orientation. To get the discrete model,
we always start from Eq.(1), which is discretized with a
fixed lattice parameter for any direction of the axes. All
our results are obtained with a lattice constant a = 10A˚.
However, we remark that, also for the smaller lattice pa-
rameter a = 5A˚, we find qualitatively similar results.
Through a simple tight binding procedure, we analyze
the surface states with their spin polarizations along the
perimeter of the wire, for di erent confinements along
the axes of the crystal lattice. This type of tight bind-
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Electr nic properties of the three-dimensional topological
insulator Bi2Se3: a tight binding model
The Author
In this work we want to present a theoretical analysis of quantum interference e ects of
nano-wi es of the Bi2Se3 with di erent cross-sections. Experimental observations claims,
in presence of the magnetic field, that the gap closes at half quantum flux.
This is c nfirmed from the zero order of the analytical solution but we obtained an improved
of this solution that shows that the gap no closes at half quantum flux for finite size, but
only asymptotically. The same can be see for square wire and we observe the same features,
for translational invariance along y and z direction. Finally for the rectangular, we consider
only lower size limit and in this case we can see an usual trend due to the confinement
e ects.
R0 (1)
1
Figure 3.6: Magnetic flux  c (in units of quantum flux  0) corresponding
to the gap closure as a function of the cylinder radius R0 (in units of A˚).
Curves derive from three approac es: analytical solution of Eq.3.8 (dash
blue), analytical solution (red) in 3.6 and numerical method (black with
solid circles).
The extrapolation of the fit of our analytical curve to infinity confirms
this result. On the other hand, for small radii, the gap does not close at half
quantum flux. This is, then, in contrast wi what stated in the literature for
the strictly two-dimensional case [65, 75] and what comes out including the
magnetic field contribution in the approach of [68] (dashed line in Fig. 3.6).
We point out that, for large radii, all the analytical and numerical approaches
are completely consistent. However, as shown in Fig. 3.6, for small radii, the
numerical data dep nd on the r dius again in a non monotonic way di↵ering
from those derived from the proposed analytical solutions. More precisely,
63
the numerical results show the presence of a maximum and minimum in
the magnetic flux corresponding to the gap closure. The presence of these
stationary points is found for values of the radii equal to those found for
the non monotonic behavior of energy gap when the magnetic field is not
applied. The fully numerical approach looks very accurate since the gap
closing magnetic flux is expected to be sensitive to the behavior of the gap
in the absence of the magnetic field. We remark that the analytical solution
proposed in this chapter does not predict the existence of the minimum and
maximum for the magnetic flux.
3.3 Rectangular nano-wire
In this section, we discuss the case of a wire with a rectangular cross-section.
The problem will be addressed only numerically, since, unlike the cylinder, an
approximate analytical solution is not available for a generic cross-section and
orientation (see Appendix B). To get the discrete model, we always start from
Eq.(2.1), which is discretized with a fixed lattice parameter for any direction
of the axes. All our results are obtained with a lattice constant a = 10A˚.
However, we remark that, also for the smaller lattice parameter a = 5A˚, we
find qualitatively similar results. Through a simple tight binding procedure,
we analyze the surface states with their spin polarizations along the perimeter
of the wire, for di↵erent confinements along the axes of the crystal lattice.
This type of tight binding procedure does not consider the complex structure
of the material since the triangular lattice is approximated by an e↵ective
square lattice [76]. A recent paper has proposed a more precise description
of the surface states for thin wires focusing, however, on chemically distinct
wire surfaces [77]. Moreover, as the cylinders, the rectangular wires are
characterized by an oscillatory behavior of the gap for lengths between 50
and 100 A˚ due to the increased role of the bulk contribution in comparison
with the surface contribution. Actually, being the surface contribution less
important, we expect that the surface atomic details become less relevant at
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those length scales. As for the cylinder, we analyze the surface states as a
function of the wire size.
7
ing procedure does not consider the complex structure of
the material since the triangular lattice is approximated
by an e ective square lattice23. A recent paper has pro-
posed a more precise description of the surface states for
thin wires focusing, however, on chemically distinct wire
surfaces32. In this paper such atomic details at surface
have not been included. Moreover, as the cylinders, the
rectangular wires are characterized by an oscillatory be-
havior of the gap for lengths between 50 and 100 A˚ due
to the increased role of the bulk contribution in com-
parison with the surface contribution. Actually, being
the surface contribution less important, we expect that
the surface atomic details become less relevant at those
length scales.
As for the cylinder, we analyze the surface states as a
function of the wire size. In particular, we study the case
of a wire with square section in the case of out of plane
translational invariance (along z-axis as for the cylinder),
but we also analyze the case of translational invariance in
the y axis direction (due to the hamiltonian symmetries,
the case invariant in the x direction is indistinguishable).
Also in this case the choice of parameters of the model
is equal to that of the cylinder, therefore we consider
A = B = 3.33eV A˚ in Eq. (1). In this way, as discussed
in Section I, the spectrum for the two types of confine-
ment remains the same. Therefore, for the wire with
translational invariance in z or y direction, the same en-
ergy dispersion is obtained and, consequently, also the
same values of the magnetic flux for the gap closing. To
analyze the size e ects on the rectangular geometry, we
investigate cross-sections with aspect ratio equal to 1/1,
1/2, 1/3, and, finally, 1/6.
In the upper panel of Fig. 5, we plot the energy gap
as a function of the length of the smaller side Lmin. As
in the case of cylindrical geometry, the energy gap tends
to zero in the limit of infinite length. A numerical fit of
our results provides the following asymptotic behaviour:
E ⇠ c1L + c2L2 (where c1 and c2 are parameters of the
fit and depend from the investigated aspect ratio), in
strong analogy with what we have found for the cylin-
drical nanowire where we got E ⇠ M22R2   A2R . Further-
more, also for this geometry, we find a non monotonic
behavior with a maximum and a minimum for lengths
between 50 and 100A˚. In particular, the minimum in the
energy gap gets smaller with reducing the aspect ratio.
The case relative to the aspect ratio 1/6, that is the low-
est we studied, is really interesting. In fact we see that,
for Lmin around 60A˚, the gap closes almost completely
without the introduction of the magnetic field. As for
the cylinder, we ascribe the presence of the minimum to
geometrical e ects, then, we find that specific wavefunc-
tion density probability due to purely geometrical e ects
is able to compensate topological e ects due to the Berry
phase. This is one of the results of the present work.
Another important aspect that emerges from this anal-
ysis is related to the properties of the surface electron
states. The ”numerically exact” calculations show that,
in the nanowire, the surface wave-function density prob-
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FIG. 5. Upper panel: gap energy (in units of eV) as a func-
tion of the length of smaller side Lmin (in units of A˚) in the
case of rectangular cross-sections with di erent aspect ratios.
Lower panel: magnetic flux (in units of quantum flux  0)
corresponding to gap closing as a function of Lmin (in units
of A˚) in the case of rectangular cross-sections with di erent
aspect ratios.
ability exhibits a significant increase at the corners. Ac-
tually, in the upper right panel of Fig. 6, in the case of
the maximum of the gap (Lmin = 90A˚, for aspect ratio
1/6), the spatial probability density of the first subband
state is higher at the corners. Actually, it shows some
analogies with the state corresponding to the maximum
of the gap in the cylindrical nanowire (see Fig. 2). In
fact, as in the cylinder, it is not strongly confined on the
perimeter. However, it shows also an enhanced corner
density which represents the fingerprint of the rectangu-
lar cross-sections. It is worthy noticing that the forma-
tion of corner states is a consequence of the matching
between the wave-function along x and y sides. On the
other hand, in the upper left panel of Fig. 6, the spatial
probability density of the first subband in the case of the
minimum of the gap (Lmin = 60A˚, for aspect ratio 1/6)
is completely di erent. A sort of side state takes place.
It is clear that, at the minimum of the gap, one gets a
complete decoupling of the two sides with smaller length
along the perimeter. In this way the system reproduces
the case of TI with a single confinement in the direction
orthogonal to shorter sides. Therefore, one expects that
Figure 3.7: Upper panel: gap energy (in units of eV) as a function of the
length of smaller side Lmin (in units of A˚) in the case of rectangular cross-
sections with di↵erent aspect ratios. Lower panel: magne ic flux (in units of
quantum flux  0) corresponding to gap closing as a function of Lmin (in units
of A˚) in the case of rectangular cross-sections with di↵erent aspect ratios.
In particular, we study the case of a wire with square section in the case
of out of plane translational invariance (along z-axis as for the cylinder), but
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we also analyze the case of translational invariance in the y axis direction
(due to the hamiltonian symmetries, the case invariant in the x direction is
indistinguishable). Also in this case the choice of parameters of the model
is equal to that of the cylinder, therefore we consider C1 = C2 = 3.33eV A˚
in Eq. (2.1). In this way, the spectrum for the two types of confinement
remains the same. Therefore, for the wire with translational invariance in
z or y direction, the same energy dispersion is obtained and, consequently,
also the same values of the magnetic flux for the gap closing.
To analyze the size e↵ects on the rectangular geometry, we investigate
cross-sections with aspect ratio equal to 1/1, 1/2, 1/3, and, finally, 1/6. In
the upper panel of Fig. 3.7, we plot the energy gap as a function of the length
of the smaller side Lmin. As in the case of cylindrical geometry, the energy
gap tends to zero in the limit of infinite length. A numerical fit of our results
provides the following asymptotic behavior: E ⇠ c1/L+ c2/L2 (where c1 and
c2 are parameters of the fit and depend from the investigated aspect ratio), in
strong analogy with what we have found for the cylindrical nano-wire where
we got E ⇠ M2
2R20
  C12R0 . Furthermore, also for this geometry, we find a non
monotonic behavior with a maximum and a minimum for lengths between
50 and 100A˚. In particular, the minimum in the energy gap gets smaller
with reducing the aspect ratio. The case relative to the aspect ratio 1/6,
that is the lowest we studied, is really interesting. In fact we see that, for
Lmin around 60A˚, the gap closes almost completely without the introduction
of the magnetic field. As for the cylinder, we ascribe the presence of the
minimum to geometrical e↵ects, then, we find that specific wave-function
density probability due to purely geometrical e↵ects is able to compensate
topological e↵ects due to the Berry phase.
Another important aspect that emerges from this analysis is related to
the properties of the surface electron states. The ”numerically exact” calcu-
lations show that, in the nano-wire, the surface wave-function density prob-
ability exhibits a significant increase at the corners. Actually, in the upper
right panel of Fig. 3.8, in the case of the maximum of the gap (Lmin = 90A˚,
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8the Dirac cone is recovered (zero gap in the upper panel
of Fig. 5).
We notice that rectangular wires with small aspect ra-
tios bear some resemblance to thin films, which can be
fabricated with a thickness of a few quintuple layers33.
Actually, a non monotonic behavior of the gap has been
also predicted in thin films with a thickness of the order
30 40A˚5. This length is of the same order of that where
in thin wires the oscillatory behavior of the gap is found.
We point out that, however, on that length scale, the
features of the first subband state for rectangular wires
are di erent from those of thin films.
For all the aspect ratios, as shown in the lower panel
of Fig. 5, the gap vanishes in the presence of appropriate
magnetic fields. Asymptotically, for all the geometries,
the energy gap closes at half quantum flux. Again the
case of ratio 1/6 is the most interesting. Indeed, as ex-
pected, for the sizes Lmin corresponding to the zero of
the gap in the absence of magnetic field, the magnetic
flux for gap closing is very small.
Finally, we focus on the spin-texture corresponding to
the first subband state. We follow the same procedure
used in the case of the cylinder, diagonalizing the spin
operators in the two-dimensional subspace correspond-
ing at fixed energy. Considering the confinement in the
xy plane with invariance along z, the spin behaves in the
same way as in the cylinder, i.e. it rotates around the
perimeter (see the bottom right panel of Fig. 6 corre-
sponding to Lmin = 90A˚ for aspect ratio 1/6). However,
for Lmin at the minimum of the gap (see the bottom left
panel of Fig. 6 corresponding to Lmin = 60A˚ for aspect
ratio 1/6), there is a decoupling of the spin texture along
the shortest sides confirming that the system forms only
two side states without any presence of corner states.
The case of confinement in the xz plane and invariance
along the y direction is more complicated. If we consider
a square cross-section of small size, all the three eigen-
values  x,  y and  z of the spin components are not zero
and comparable. In this way, the eigenvalues of the spin
are such that, along the x direction of the cross-section
of the wire, there is  x on one side and   x on the other.
Instead, the value of  y and  z is di erent from zero on
all four sides of the square cross-section. If we increase
the size of the square, however, we observe that the two
components  y and  z decrease slowly, remaining only
the component  x unchanged. In the asymptotic limit,
for the case of translational invariance along y direction,
the spin still turns around the perimeter, but in such
a way that it vanishes along the two sides in the z di-
rection. This occurs more easily in a geometry with a
strong asymmetry along the sides, for example when one
decreases the aspect ratios. The behavior of the spin for
this confinement can be ascribed to the fact that, already
with a single in-plane confinement, for example a confine-
ment of the three-dimensional material only along the x
direction, the corresponding surface states along yz plane
are not described by a Rashba hamiltonian responsible
for a simple spin-momentum locking23. In particular, it
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FIG. 6. Upper panel: spatial probability density of the first
subband state at kz = 0 for a rectangular wire with aspect
ratio equal to 1/6. Left plot for Lmin = 60A˚, right plot for
Lmin = 90A˚. Lower panel: spin orientation corresponding to
the first subband state at kz = 0 for a rectangular wire with
aspect ratio equal to 1/6. Left plot for Lmin = 60A˚, right
plot for Lmin = 90A˚. For simplicity, in the two plots, only
one of the two possible spin orientations is shown.
is along the z direction that the spin behavior is more
complicated. Indeed, in the case of nanowire with a dou-
ble confinement, it is on the z side that the spin has a
di erent behavior in comparison with that of the cylin-
der and rectangular wire with translational axes along z
direction (confinement in xy plane).
V. CONCLUSIONS AND DISCUSSIONS
In this paper, we have studied a simple model for the
electronic structure of a Bi2Se3 nanowire with di erent
geometries of the cross-section. In particular, we have
focused on the role played by the Berry phase in open-
ing a gap at the Dirac cone for finite area cross-sections.
Moreover, we have analyzed the e ects of a magnetic
field applied along the translational axis of the nanowire
that is able to close the energy gap. Therefore, we have
pointed out the relevance of quantum interference e ects
on measurable quantities of the nanowire, such as the gap
and the magnetic flux responsible for the gap closure.
First, we have analyzed the electronic states of a cylin-
drical nanowire. We have improved the approximate an-
alytical solution proposed in Ref. [22] extending its valid-
ity to lower radii R of the cylindrical nanowire. This has
allowed to show that the closure of the gap takes place for
Figure 3.8: Upper anel: spati l proba ility density of the first subband
state at kz = 0 for a rectangular wire with aspect ratio equal to 1/6. Left plot
for Lmin = 60A˚, right plot for Lmin = 90A˚. Lower panel: spin orientation
corresponding to the first subband state at kz = 0 for a rectangular wire
with aspect ratio equal to 1/6. Left lot for Lmin = 60A˚, right plot for
Lmin = 90A˚. For simplicity, in the two plots, only one of the two possible
spin orientations is shown.
for aspect ratio 1/6), the spatial probability density of the first sub-band
state is higher at the corners. Actually, it shows some analogies with the
state correspo ing to the maximum of the gap in the cylindrical nano-wire
(see Fig. 3.4). In fact, as in the cylinder, it is not strongly confined on the
perimeter. However, it shows also an enhanced corner density which repre-
sents the fingerprint of the rectangular cross-sections. It is worthy noticing
that the formation of corner states is a consequence of the matching between
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the wave-function along x and y sides. On the other hand, in the upper
left panel of Fig. 3.8, the spatial probability density of the first sub-band in
the case of the minimum of the gap (Lmin = 60A˚, for aspect ratio 1/6) is
completely di↵erent. A sort of side state takes place. It is clear that, at the
minimum of the gap, one gets a complete decoupling of the two sides with
smaller length along the perimeter. In this way the system reproduces the
case of TI with a single confinement in the direction orthogonal to shorter
sides. Therefore, one expects that the Dirac cone is recovered (zero gap in
the upper panel of Fig. 3.7). We notice that rectangular wires with small
aspect ratios bear some resemblance to thin films, which can be fabricated
with a thickness of a few quintuple layers [78]. Actually, a non monotonic
behavior of the gap has been also predicted in thin films with a thickness of
the order 30   40A˚ [52]. This length is of the same order of that where in
thin wires the oscillatory behavior of the gap is found. We point out that,
however, on that length scale, the features of the first sub-band state for
rectangular wires are di↵erent from those of thin films.
The case of confinement in the xz plane and invariance along the y direc-
tion is more complicated. If we consider a square cross-section of small size,
all the three eigenvalues  x,  y and  z of the spin components are not zero
and comparable. In this way, the eigenvalues of the spin are such that, along
the x direction of the cross-section of the wire, there is  x on one side and
  x on the other. Instead, the value of  y and  z is di↵erent from zero on
all four sides of the square cross-section. If we increase the size of the square,
however, we observe that the two components  y and  z decrease slowly, re-
maining only the component  x unchanged. In the asymptotic limit, for the
case of translational invariance along y direction, the spin still turns around
the perimeter, but in such a way that it vanishes along the two sides in the
z direction. This occurs more easily in a geometry with a strong asymmetry
along the sides, for example when one decreases the aspect ratios. The behav-
ior of the spin for this confinement can be ascribed to the fact that, already
with a single in-plane confinement, for example a confinement of the three-
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dimensional material only along the x direction, the corresponding surface
states along yz plane are not described by a Rashba hamiltonian responsible
for a simple spin-momentum locking [76]. In particular, it is along the z
direction that the spin behavior is more complicated. Indeed, in the case of
nano-wire with a double confinement, it is on the z side that the spin has a
di↵erent behavior in comparison with that of the cylinder and rectangular
wire with translational axes along z direction (confinement in xy plane).
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Chapter 4
Plasmon in topological
insulator: cylindrical nano-wire
In the previous chapter we saw how in a TI nano-wire, the Berry phase opens
a small gap at the   point, hampering the formation of the Dirac cone and
promoting the formation of di↵erent energy sub-bands corresponding to sur-
face states. The gap gets closed for a nano-wire with an infinite cross-section
or with a finite cross-section upon the application of magnetic field which
reduces the e↵ects of the Berry phase. Also from the point of view of elec-
tronic excitations to the surface of these materials interesting features due
to Berry phase are observed. In particular the collective plasmon excitations
in TI, as discussed in the first chapter, have attracted a huge interest for
their potential applications in quantum computing [79, 80], terahertz detec-
tors [81] and spintronic devices [82]. Only recently plasmons were observed
in TI showing high frequency-tunability in the mid-infrared and terahertz
spectral regions [83, 85].
The random phase approximation for the dielectric function has been used
for gapped Dirac systems in di↵erent dimensions [86, 88], but, as far as we
know, not for the cylindrical nano-wire geometry. In this chapter we extend
those studies to the case a cylinder [89] exploiting the analytical electron
wave functions that have been calculated in the previous chapter, for a TI
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cylindrical nano-wire with a finite radius in the continuum limit. As part
of this thesis, we analyze the system response considering the Coulomb in-
teraction between electrons treating the interaction at the level of RPA. We
provide an analytical solution of the inverse dielectric function, and, then, of
the dynamic factor structure, relevant to study the response of the system
to electronic scattering processes. The knowledge of these quantities in the
limit of high surface density and infinite radius (two-dimensional surface) is
used as a benchmark for the theoretical calculations.
The analysis starts from the case of zero surface density, i.e. when the
chemical potential is inside the small gap opened in the spectrum of the sur-
face states by the e↵ects of the Berry phase. In this case it is possible to
observe a plasmon dispersion of inter-band nature that exhibits a minimum
threshold value of the momentum along the cylinder axis. Very interesting
results are obtained when an applied longitudinal magnetic field closes the
gap at half quantum flux and removes the degeneracy of the states by split-
ting the nano-wire sub-bands. As e↵ect of this field, in the dynamic structure
factor, we observe a well-defined magneto-plasmon peak with a long life-time
and an another excitation peak, resulting from the splitting of the same sub-
band, at higher frequency and with lower spectral weight. When the chemical
potential crosses the first sub-bands, it is possible to observe the existence of
both inter- and intra-band excitations with very di↵erent frequencies. With
increasing the electron density, the most important electronic excitations be-
come those of intra-band nature. Moreover, the increase of density or of the
cylinder radius induces a cross-over to the two-dimensional regime where the
e↵ects of the magnetic field are no more relevant.
The chapter is divided as follows: in the first section, starting from the
electronic model for a Bi2Se3 cylindrical nano-wire, we obtain the analytical
form of the susceptibility and the dynamic structure factor. In the second
section, inter-band plasmons are analyzed for zero surface density. Finally,
71
in the third section, the case of a finite surface density is discussed. Details
of the calculations are included in Appendix C and D.
4.1 Susceptibility and dynamic structure fac-
tor
The eigenvalues and eigenvectors found in 3.1 and 3.6 in the previous chapter
for a cylindrical nano-wire represent the starting point for the calculation
of the free electron charge susceptibility (or polarization function). Then,
within the RPA theory for the electron-electron Coulomb interaction the
dielectric function is obtained. In this section, we focus on the main results
since more details of the calculations are provided in Appendices C and D.
We can now say that since we consider radii definitely higher than 100A˚, for
the expression of the energy we consider that in 3.8 with C1 = C2. Using
surface single-particle energies and states labelled by ↵, one can calculate
the free electron susceptibility  (~r,~r0;!) (or polarization function) at zero
temperature:
 (~r, ~r0;!) =
X
↵,↵0
f(✏↵0)  f(✏↵)
✏↵0   ✏↵ + ~(! + i0+) 
⇤
↵0(~r) ↵(~r) 
⇤
↵(~r
0) ↵0(~r0), (4.1)
where f(✏↵) is the Fermi function at zero temperature calculated at the en-
ergy ✏↵, which is related to the chemical potential µ. Since, in the case of the
TI nano-wire, we use the eigenvalues (3.8) and the corresponding eigenfunc-
tions (3.1) in cylindrical coordinates. Hence, in eq.(4.1), ↵ = (k,m, s = ±),
↵0 = (k+q,m+ l, s0 = ⌥), where q is the transferred momentum along z axis,
l is the relative number linking the sub-band m to the sub-band m0 = m+ l.
Indeed, m and m0 = m + l are the variables conjugate to   and  0, respec-
tively. The parameter s is the sign of the eigenvalue. The susceptibility for
the cylinder becomes
 (~r, ~r0;!) =  (⇢, ⇢0, z   z0,    0;!) =
R2(⇢)R2(⇢0) 0(z   z0,    0;!),
(4.2)
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where  0(z   z0,     0;!) reflects the translation invariance along z axis
and the rotation invariance around z axis due to the cylindrical geometry
(details about  0(z   z0,     0;!) are provided in Appendix (C). Clearly,
the susceptibility is di↵erent from zero for values of the positions ~r and
~r0 inside the cylinder. We point out that, along the radial direction, the
susceptibility depends on the product of the squares of the radial functions
calculated in ⇢ and ⇢0, respectively. This separation of the radial dependences
will be of paramount importance for the calculation of the inverse of the
dielectric function. Finally, we calculate the dielectric function due to the
surface charges of the TI cylindrical wire within the RPA theory for the
electron-electron Coulomb interaction. Even if we confine electrons within
the cylinder, the generated electromagnetic fields a↵ects all the space and,
therefore, the dielectric function is defined also outside the cylinder. Within
the RPA approximation, the dielectric constant ✏(~r, ~r0;!) is defined in the
following way:
✏(~r, ~r0;!) =  (~r   ~r0) 
Z
d~r1V (~r   ~r1) (~r1, ~r0;!), (4.3)
where V (~r  ~r1) = e2/|~r  ~r1| is the Coulomb potential in real space and the
integration is over the volume enclosed by the cylinder. We emphasize again
that ~r can assume values both inside and outside the cylinder unlike ~r1 and
~r0. In the next section, we will see that, in order to describe the response of
the system to external probes, we need to calculate the inverse of the dielec-
tric function ✏ 1(~r, ~r0;!) . As discussed in Appendix (D), in order to make
the inversion of the dielectric function in Eq.(4.3), we solve analytically an
integral equation with a separable variable kernel. Now we provide an an-
alytic form of the dynamic structure factor for a TI cylindrical wire. This
quantity is relevant for example in electron-energy-loss experiments (EELS),
where an electron impinges on the sample and loses energy by exciting plas-
mons. This energy loss is given by the imaginary part of the integral of the
potential created by the electron, and the induced charge [90]. When the
potential due to an electron is taken proportional to a plane wave, one can
calculate the response function L(~q;!) making a double Fourier transform of
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the inverse dielectric function:
L(~q;!) =  Im

1
V
Z Z
d~rd~r0✏ 1(~r, ~r0;!)e i~q·~rei~q·~r
0
 
, (4.4)
where V is the volume enclosed by the cylinder and the two integrals are over
all the space. It can be shown that the response function L(~q;!) in Eq.(4.4)
is proportional to the dynamic structure factor [91], whose peaks characterize
the electronic excitations, such as plasmons, induced by scattering processes.
Since the system has translational invariance in the z direction and rotational
invariance around z axis, as discussed in Appendix (D), one can use partial
Fourier transforms in q and l for the Coulomb potential V (~r   ~r1) and the
polarization function  (~r1, ~r0) obtaining the following result:
L(q, |q|||;!) =   2R20
Im
X
l
 0(q, l;!)
1   0(q, l;!)V˜q,l
(4.5)
⇥
Z R0
0
d⇢0⇢0 Jl(|q|||⇢0)R(⇢0)2
Z 1
0
d⇢⇢ Jl(|q|||⇢)Sq,l(⇢)
 
.
where |q||| is the modulus of the momentum transverse to the axis z of the
cylinder (parallel to the x  y plane), and Jl are the Bessel functions of the
first kind. In Eq.(4.5), V˜q,l takes into account the Coulomb repulsion:
V˜q,l = 4⇡
Z
d⇢⇢R2(⇢)Sq,l(⇢), (4.6)
since Sq,l(⇢) is defined as
Sq,l(⇢) = e
2
Z
d⇢0⇢0R2(⇢0)Il(|q|⇢<)Kl(|q|⇢>), (4.7)
with Il and Kl the modified Bessel functions of the first and second kind,
respectively. In Appendix (C) we report the expansion of the Coulomb poten-
tial in cylindrical coordinates clarifying that ⇢< and ⇢> appearing in Eq.(4.7)
represent the smaller and larger of ⇢ and ⇢0, respectively. The zeros of the
denominator in equation (4.5) provide the plasmon dispersions. Indeed, one
has the equation
1   0(q, l;!)V˜q,l = 0 (4.8)
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typical of the RPA approach. In this paper, we focus on the contributions
for |q||| ! 0, therefore we consider probes propagating parallel to the axis
of the cylinder. This means that we only have to analyze the term L(q, 0;!)
corresponding to l = 0:
L(q, 0;!) =   2
R20
Im

 0(q, 0;!)
1   0(q, 0;!)V˜q,0
Z 1
0
d⇢⇢Sq,0(⇢)
 
. (4.9)
In the limit of large radius R0 and small q, it is possible to show how
the potential R0V˜q,0 converges to the two-dimensional Coulomb potential
V 2Dq = 2⇡e
2/q. As reported in Appendix C, in the limit of infinite radius, the
dynamic polarization  0(q, 0;!) also converges to that of the two-dimensional
case [88] .
For a system with particle-hole symmetry,  0(q, l;!) =  0(q, l; !)⇤.
Therefore, the results will be given only for chemical potential µ > 0, ! > 0
and q > 0. Furthermore, since we will consider only the l = 0 contribution,
in the following, we name V˜q,0 = V˜q and  0(q, 0;!) =  0(q;!). As shown
in Appendix C and following what done in literature, we can divide the
polarization function for massive Dirac electrons into three contributions:
 (q;!) =    1(q;!) +   µ (q;!) +  +µ (q;!), (4.10)
where the subscripts are related to the position of the chemical potential:
   1(q;!) is the contribution for µ <  ,   µ (q;!)+ +µ (q;!) is the additional
contribution for µ >  . In Eq.(4.10), the superscript + indicates intra-band
transitions, while the superscript   inter-band transitions. Therefore, one
can define
 ±T (q;!) =
1
4C2⇡2
X
m
Z T
 T
dk

1± k(k + q) +  ˜
2
m(R0)
✏˜k,m✏˜k+q,m
 
⇥

✏˜k,m ⌥ ✏˜k+q,m
(!˜ + i⌘˜)2   (✏˜k,m ⌥ ✏˜k+q,m)2
 
,
(4.11)
with  ˜m(R0) =  ˜(R0)(1 + 2m  2r), !˜ = ~!/C2, ✏˜k,m = ✏k,m/C2, µ˜ = µ/C2,
and ⌘˜ = ⌘/C2, with ⌘ very small positive energy. The integration limit T is
equal to infinity for µ in gap, while T =
q
µ˜2   (1 + 2m  2r)2 ˜2 otherwise.
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The sum over m for the case µ <   has to be made over all sub-bands, then
m goes from minus infinity to infinity. On the other hand, for µ >  , the sum
is limited by the condition of existence of T , that is µ˜2  ˜2(1+2m 2r)2 > 0,
with m integer.
4.2 Zero surface density
In a previous section, we have pointed out that the e↵ect of the Berry phase
is to open a small gap in the energy spectrum. In this section, we provide a
description of the inter-band surface plasmons, when the chemical potential
µ is in the Berry gap and neither holes nor electrons are present at the TI
surface.
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Figure 4.1: Real (blue circles) and imaginary (red squares) part of the sus-
ceptibility (in units of A˚ 1, obtained numerically with ⌘ = 1.5⇥10 4 eV ) as a
function of the energy (in units of eV) for q = 0.01 A˚ 1 at R0 = 500A˚ and r =
0. Large variations of the real part are related to those of the imaginary part
in correspondence with the same value of ~! = C2
q
q2 + 4 ˜2(1 + 2m  2r)2
at r = 0. The intersections that 1/V˜q (black line) has with Re(   1) give
the plasmon frequencies.
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This means that the chemical potential is in the middle of the gap: µ = 0
(due to the particle-hole symmetry). As shown in Figure (3.2), the basic
particle-hole excitations are due to transitions from states with negative en-
ergies (s =  ) to those with positive energies (s = +). In this section,
considering the chemical potential in gap (µ = 0 <  ), we need only to
analyze the contribution    1 of the equation (4.10). Moreover, the l = 0
contribution to the susceptibility come only from inter-band transitions as-
sociated to the same sub-band number m but opposite s (see for clarity also
Fig.(3.2)). We determine the plasmon dispersion from Eq.(4.8) considering
l = 0:
1  Re [ 0(q;! + i⌘)] V˜q = 0. (4.12)
We solve numerically equation (4.12) taking ⌘ (see Eq. (4.11)) very small
but finite. As shown in an example in Figure (4.1), the equation has more
solutions corresponding to di↵erent frequencies, all with a finite imaginary
part. Furthermore, for each value of R0, these inter-band plasmons show a
minimum frequency related to the finite gap  (R0). In fact, the real part
Re(   1) is completely negative for ~! < C2
q
q2 + 4 ˜2(R0), instead it as-
sumes also positive values for larger values of frequency. Since the solutions of
the equation (4.12) exist only for values of Re(   1) > 0, plasmon dispersion
exists only above the curve ~! = C2
q
q2 + 4 ˜2(R0). In Fig. (4.2a) we report
these curves for di↵erent cylinder radii. Associated with minimum frequency
!, there is also a minimum momentum qt for which equation (4.12) admits a
solution. This is clearly shown in Figure (4.2a). With decreasing the radius
R0, the gap  (R0) gets enhanced, therefore this minimum qt becomes bigger.
It is worthwhile noting that, due to the existence of a minimum threshold qt,
it is not possible to derive an analytical expression of the dispersion in the
limit of small q, as in the case of intra-band plasmons. In Fig. (4.2a) we re-
port our numerical analysis for the plasmon dispersions at di↵erent cylinder
radii. It is important to analyze the behavior of the potential V˜q in the limit
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Figure 4.2: a) Inter-band plasmon dispersion (in units of eV) as a func-
tion of the momentum q (in units of A˚ 1) for di↵erent values of the cylin-
der radius. Plasmon excitations are present only for energies larger than
C2
q
q2 + 4 ˜2(R0). The fits (continuous lines) of the dispersions indicate
that, above the minimum q, the dispersion is square root like: ~! = ↵pq.
For R0 = 500A˚, ↵ ⇠ 0.3eV A˚1/2; for R0 = 1000A˚, ↵ ⇠ 0.2eV A˚1/2 ; for
R0 = 2000A˚, ↵ ⇠ 0.155eV A˚1/2 . b) the dynamic structure factor L(q;!) as
a function of the energy (in units of eV) at q = 0.001 A˚ 1 for di↵erent values
of the cylinder radius.
of small q, since two di↵erent regimes are present:
V˜q ⇠
(
e2K0(qR0) 7!  e2 log (qR0), q ⌧ 1/R0,
e2/(qR0) = V 2Dq /R0, q > 1/R0.
(4.13)
78
Indeed, for q ⌧ 1/R0, V˜q shows a one-dimensional type behavior, while, for
q > 1/R0 it is more two-dimensional [86]. Inter-band plasmons are stable
only for q > qt, which is comparable with 1/R0 in the absence of the magnetic
field. Therefore, as shown in Figure (4.2a), the plasmon dispersion is similar
to the two-dimensional case (! ⇠ pq). Moreover, we observe that, for larger
values of q, the dispersion tends towards C2q. For the radii considered in this
paper, the linear regime is reached at most at q > 0.01A˚ 1. This value of
q is in any case smaller than 0.1 A˚ 1, which represents the order of magni-
tude of the wave-vector at the border of the Brillouin zone in materials like
Bi2Se3. Therefore, the analysis pursued in this paper considers values of the
wave-vector q where RPA is known to give a reliable description of the elec-
tronic excitations. The dynamic structure factor calculated in equation (4.9)
provides the spectral weights associated with the plasmon frequencies. As
shown in Figure (4.2b), this allows to estimate the damping of the plasmon
and its lifetime. In the case of inter-band plasmon studied in this section, we
stress that, for long wavelength, only the first peak corresponds to a solution
of equation (4.12). The peaks at higher frequencies are associated to minima
of the right side member of eq.(4.12), and correspond to higher values of
the sub-band number m. Actually, we notice that only the first peak has
a Lorentzian shape while the others become progressively more asymmetric
with increasing the frequency. As shown in Figure (4.2b), for the radius
R0 = 500A˚, the first plasmon peak almost saturates the spectral weight,
while, for the radius R0 = 2000A˚, it has a spectral weight comparable with
high frequency peaks. In any case, the increase of the radius R0 induces a
decrease of the spectral weight as we see in Figure (4.2b) and a shift of the
plasmon frequency toward lower values. If one further increases the value
of R0, the spectral weight of the inter-band plasmon frequency falls to zero.
Indeed, as discussed in Appendix C, for R0 !1, one reaches, as expected,
the two-dimensional limit where inter-band plasmons are no more present. A
similar decrease of the plasmon spectral weight is observed when wave-vector
q increases.
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The application of a magnetic field along the axis of the cylindrical wire
introduces a magnetic flux   which changes the gap value through the term
r =  / 0. This way, it is possible to study the e↵ects of the Berry phase
on Dirac inter-band plasmon frequencies in nano-wires up to the closing of
the gap. As shown in Figure (3.1), the additional e↵ect of the magnetic
field is to remove the degeneracy of energy states and it has an interesting
e↵ect on the dynamic structure factor. In fact, the presence of the magnetic
field separates a peak into two: one at a frequency lower and the other
at a frequency larger than the peak at r = 0, as shown in Figure (4.3a).
We notice that the sum of the spectral weights of two new plasmon peaks is
similar to that of the main peak for zero magnetic field. The redistribution of
this weight is not homogeneous, indeed almost all the contribution is given
by the low frequency peak, as we show in the inset of Figure (4.3a). Not
only the integral of this peak is more important but also the peak itself is
better defined being narrower and higher. Indeed, the closure of the Berry
gap caused by the magnetic field gives rise to a magneto-plasmon with a
very long life-time, therefore more likely to be observed experimentally. Our
analysis suggests that, in the presence of a magnetic field, the magneto-
plasmon peak should be observed at lower frequency. Furthermore, for a
magnetic field near half quantum flux, as shown in Figure (4.3b) for r = 0.4,
when the gap is practically closed, the minimum threshold qt becomes very
close to zero. As discussed in equation (4.13), the potential for values of
q << 1/R0 has a one-dimensional behavior, and, therefore, also the magneto-
plasmon for wavelength qt < q << 1/R0 acquires a dispersion typical of one-
dimensional systems: ! / qpK0(qR0), as shown in Figure (1.4b). Unlike
the case without magnetic field, a threshold minimum qt tending to zero
with the closing of the gap allows us to explore the region which has a one-
dimensional character. Finally, with the closing of the gap at r = 0.5, we
restore the degeneration in the sub-bands but the resulting excitations are
at frequencies lower than those for zero magnetic field.
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Figure 4.3: a) The dynamic structure factor as a function of the energy (in
units of eV) at R0 = 500 A˚ and q = 0.001 A˚ 1 for some values of the ratio
of the magnetic fluxes. Note the separation of the plasmon peak into two
peaks (shown in the inset by the arrows). b) Plasmon dispersion (in units of
eV) as a function of the momentum q (in units of A˚ 1) at R0 = 500A˚ for two
values of r: r = 0 (red circles), r = 0.4 (blue squares). Plasmon excitations
are present only for energies larger than C2
q
q2 + 4(1  2r)2 ˜2(R0). The
fit (continuous line) of the r = 0.4 curve provides a dispersion typical of a
one-dimensional system: ~! = ↵q
p
K0(qR0), with ↵ = 6.5eV A˚ 1.
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Indeed, the resulting peak of the dynamic structure factor has a similar
spectral weight but it is much higher and narrower. We will see in the next
section that the nature of this magneto-plasmon at zero gap is di↵erent from
that of inter-band type since it is similar to an intra-band plasmon.
4.3 Finite surface density
In this section we analyze the case of finite surface electron density: µ >
 . In order to find the dispersion and spectral weight associated with the
plasmon excitations, we have to consider all three contributions of equation
(4.10). We start analyzing the case of low electron density to understand
how the crossover between inter- and intra-band plasmon takes place.
We define the electron density for the case of a cylindrical wire as follows:
n =
1
2⇡2R0
M 1X
m= M+1
q
µ˜2   (1 + 2m  2r)2 ˜2, (4.14)
where M is the number of the sub-bands intersected by chemical potential.
We choose to study the case in which the potential intersects a single sub-
band equivalent to m = 0. For this condition we have an electron density
equal to n = 1010 cm 2. This way, the equation (4.12) always admits solution
for each value of momentum q due to the intra-band contribution given by
 +µ (q;!), unlike the case of µ = 0 studied in the previous section where there
was a minimum threshold qt. For this reason, it is possible to make the q ! 0
limit for the polarization function valid at each !:
 0(q ! 0;!) = 1
2⇡2C2
X
m
kF (m) µ˜ q2
µ˜ !2   kF (m) q2 , (4.15)
where kF (m) =
q
µ˜2   (1 + 2m  2r)2 ˜2 and the sum on m depends always
on the number of sub-bands intersected by the chemical potential. At this
point we have all the ingredients to define the intra-band plasmon analyzing
the dispersion and the response function.
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Figure 4.4: a) The dynamic structure factor as a function of the energy (in
units of eV) at R0 = 500 A˚ and q = 0.001 A˚ 1 for electronic density n =
1010 cm 2 and r = 0 (solid blue line), n = 0 cm 2 and r = 0 (dashed black
line), and r = 0.5 (red dotted line). b) Plasmon dispersion (in units of eV) as
a function of the momentum q (in units of A˚ 1) in the case of single occupied
subband with n = 1010 cm 2 (blue squares) compared with the inter-band
contribution for zero electronic density (red circles). Inter-band plasmons
are present only for energies larger than C2
q
q2 + 4(1  2r)2 ˜2(R0). Note
how the analytical solution (continuous line) for small q matches the points
obtained numerically.
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We start from the case of electron density n = 1010 cm 2 and R0 = 500A˚
corresponding to a single occupied sub-band. We note immediately that
L(q;!) (see Figure (4.4a)) exhibits two peaks. The first one at lower energy is
well defined with shape, spectral weight and position very similar to those we
have found for the magneto-plasmon at µ = 0 and r = 0.5. On the contrary,
the second peak at higher energy is much broader and similar to the peak
associated at the inter-band plasmon observed at µ = 0 and r = 0. Actually,
the e↵ect of the gap closure in the presence of the magnetic field at µ = 0
gives a result very close to what observed for low density in the absence of the
field. Therefore, for low density (only first sub-band occupied) we observe
that the inter-band Dirac plasmon still survives even if its spectral weight
is reduced, but a new well defined excitation (intra-band plasmon) gets in.
Finally, to derive the dispersion for long wavelength, we can consider equation
(4.15) and replace it in Eq.(4.12) thus obtaining the behaviors for the case
of single occupied sub-band:
1
2⇡2C2
kF (0) µ˜ q2
µ˜ !2   kF (0) q2 V˜q = 1, (4.16)
which has solution !p = q
q
C22k
2
F⇡ + 4kFC2µ˜V˜q/
p
⇡µ˜2. We recall that V˜q
for q ! 0 has di↵erent trends depending on whether q << 1/R0 (one-
dimensional) or q > 1/R0 (two-dimensional). For a single sub-band, we call
kF (m = 0) = kF . Therefore, we find that the q ! 0 behavior for the low
density dispersion is of one-dimensional type with !p / q
p
K0(qR0). In
fig.(4.4b) the analytic solution of equation (4.16) is shown as the continuous
line and shows a very good agreement with the numerical data.
If we apply a magnetic field parallel to the axis of the cylinder, we remove
the degeneration of energy sub-bands. Keeping constant the electron density
to n = 1010 cm 2 for R0 = 500A˚, inevitably the chemical potential changes
crossing more sub-bands. This depends on the ratio r of the fluxes as seen
in equation (4.14). Therefore, if we take, for example, a value of r = 0.4,
the chemical potential crosses two sub-bands instead of one as before. Even
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in this case, by exploiting Eq.(4.15), we can get an analytical solution of the
plasmon dispersion for large wavelength.
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Figure 4.5: a) Plasmon dispersion (in units of eV) as a function of momen-
tum q (in units of A˚ 1) for n = 1010 cm 2 and R0 = 500 A˚ at r = 0.4 in the
case of two occupied sub-bands. We distinguish a solution for ! > C2q (blue
circles) and an other with a linear behavior for ! < C2q (red sqares) where
kF1 = kF (m = 0) and kF2 = kF (m =  1). Continuous lines indicate the ana-
lytical solutions. b) The dynamic structure factor as a function of the energy
(in units of eV, energy range ~! < C2q) for di↵erent values of wave-vector q
at r = 0.4 in the case of two occupied sub-bands with n = 1010 cm 2.
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In fact, in the case of two sub-bands, in the limit of q ! 0, the relation
in (4.16) becomes a bi-quadratic equation because we have a sum on m = 0
and m =  1 in Eq.(4.15). Hence, we get four solutions, two for positive
frequencies and two with opposite frequencies, as shown in Figure (4.5a)
for a specific case. A solution will be of the same type like in the single
sub-band case (! ⇠ qpK0(qR0)), the other will have a linear behavior in
q for values ~! < C2q. The analytical solution for the linear dispersion
provides ! = qC2
p
kF (0) kF ( 1)/µ˜, although, as shown in Figure (4.5b),
this solution have a spectral weight lower than the other for ~! > C2q. In
fact, for the density and parameters considered here, the spectral weight of
the plasmon peak with linear dispersion is about ten times smaller than the
other solution (! / qpK0(qR0)) at higher frequency. For example, if we
take a q = 0.5 mA˚ 1 the spectral weights of the two resulting plasmon peaks
are 8 meV (~! > C2q) and 0.2 meV (~! < C2q), respectively.
A similar reasoning could be made for any number of sub-bands in the
limit q ! 0. However, the analytical solutions of equation (4.12) would
become more and more complicated increasing the number of sub-bands.
At fixed radius R0, increasing the number of sub-bands means considering
higher densities. Also in this case an excitation for ~! > C2q will be observed
in the dynamic structure factor and the remaining will be all concentrated
in the area ~! < C2q like in the case of two sub-bands. For example, in
a case of higher density, for example 5 ⇥ 1010 cm 2 for R0 = 500A˚, the
chemical potential crosses three sub-bands. We get a plasmon excitation
with a behavior of type !p / q
p
K0(qR0) and the other two solutions are
both linear in q at lower frequencies. More the electronic density increases,
more the spectral weight of excitations present at ~! < C2q decreases. In
addition, the peak shape observed in the dynamic structure factor for these
excitations is no longer a single peak as we see in Figure (4.5b) in the case
of two sub-bands. Indeed, the structure becomes a continuous separated
by the higher frequency narrow main peak (present for ~! > C2q) whose
spectral weight gets enhanced with increasing the electron density. If the
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electron density further increases, the spectral weight of the low frequency
continuous becomes negligible in comparison with the main peak.
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Figure 4.6: a) Plasmon dispersion (in units of eV, circles) as a function
of momentum q (in units of A˚ 1) for R0 = 500A˚ and n = 1012 cm 2. For
q < 1/R0, the dispersion is one-dimensional type: ~! = ↵q
p
K0(qR0) (blue
solid line) with ↵ = 33eV A˚ . For q > 1/R0, the dispersion is two-dimensional
type: ~! =  pq (red dashed line) with   = 1, 02eV A˚1/2. b) Dynamic
structure factor (in logarithmic scale) as a function of the energy (in units
of eV) for q = 0.001A˚ 1, n = 1012 cm 2, and R0 = 500A˚. It is compared
with the factor of the two-dimensional (2D in figure) infinite surface at the
same electron density and q value. Only in the region 0 < ~! < C2q, for
the cylinder case, there is a continuous structure (in the inset), which is not
present for the infinite surface.
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Up to now, in this section, we have presented all the results for a radius
R0 = 500 A˚. An increase of the density requires a larger number M in equa-
tion (4.14). When one increases the electron density up to n = 1012 cm 2
keeping the radius at R0 = 500A˚, we take into account a number of sub-bands
equal to M = 20. If one increases the radius, one reduces the gap and the
sub-bands become more dense. In the case of a larger radius, the e↵ects of
the Berry phase are lost since the gap is practically closed and the sub-bands
become a continuous. The two-dimensional limit for the electronic surface
states is reached for larger and larger radii. In the case of R0 = 4000A˚ 1 and
high density about 1012 cm 2, we show in Figure (C.1) of Appendix C that
the plasmon dispersion converges to that of the two-dimensional limit [88].
On the other hand, for a surface density n = 1012 cm 2 and at a radius
R0 = 500A˚, we actually find significant corrections for the plasmon disper-
sion compared to the case of an infinite large cylinder (2D Dirac plasmons).
Immediately, we observe a di↵erence in the dispersions for large wavelength.
In fact, for q < 1/R0, as seen in Figure (4.6a), the dispersion for a ra-
dius R0 = 500A˚ has one-dimensional features of type ~! = ↵q
p
K0(qR0),
with ↵ ⇠ 33 eV A˚. For small q but such that q > 1/R0, we have the two-
dimensional behavior: ~! =  pq, with   ⇠ 1.02 eV A˚1/2. A clear dimen-
sional crossover occurs for intra-band plasmons in these range of parameters.
As discussed in Appendix C, in the case of a radius R = 4000A˚ for the same
density, one gets a two-dimensional dispersion for all momenta q: ~! =  2
p
q,
with  2 =
p
(C2e2k2DF )/2 and k
2D
F two-dimensional Fermi momentum. Note
that, for the chosen parameters, one gets  2 ⇠ 0.98 eV A˚1/2. Therefore, the  
coe cient is slightly di↵erent from what is found for a Dirac 2D plasmon and
depending on the radius. We notice that the spectral weights for R0 = 500A˚
and R = 4000A˚ are practically identical as it is possible to observe for a
particular q in Figure (4.6b). The only tiny di↵erence is seen in the region
0 < ~! < C2q. In fact, in the case of 2D Dirac plasmon, no structure is
observed in that region except for that due to the finite ⌘ used for the calcu-
lation giving a little imaginary part to the spectrum. For the case of radius
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R0 = 500A˚ instead we see a small structure with a spectral weight that is five
orders of magnitude smaller than the weight of the solution for ~! > C2q,
as shown in the inset of Figure (4.6b). Finally, for values of density larger
than 1012 cm 2, the plasmon is very stable and does not undergo significant
variations even upon the application of magnetic field. Therefore, the Berry
phase does not a↵ect the features of the magneto-plasmon in the limit of a
large radius or high density.
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Conclusion
The main purpose of this thesis has been the theoretical study of the con-
finement e↵ects on the electronic properties of three-dimensional TIs. The
focus has been on nano-wires of the prototype compound Bi2Se3. Starting
from a bulk Hamiltonian based on a two-orbital model for the compound,
we have analyzed not only single-electron but also collective electronic ex-
citations such as Dirac magneto-plasmons. The electronic properties of the
nano-wires have been obtained by analytical and numerical methods which
have provided consistent results. We have found interesting features with
varying the cross-section area, the electron surface density and the strength
of an axial magnetic field. We have emphasized that the Berry phase plays
an important role in the characterization of both spectral and electronic di-
electric properties of TI nano-wires. Finally, we have made some predictions
on single particle and collective electronic properties which could be experi-
mentally confirmed.
First, we have analyzed the spectral properties of a Bi2Se3 nano-wire with
di↵erent geometries of the cross-section. The presence of the Berry phase
allows the opening a gap at the Dirac cone for finite area cross-sections. On
the other hand, the e↵ects of a magnetic field applied along the transla-
tional axis of the nano-wire are able to close the energy gap. Therefore, we
have pointed out the relevance of quantum interference e↵ects on measurable
quantities of the nano-wire, such as the gap and the magnetic flux responsible
for the gap closure. An exact approach based on numerical diagonalizations
has been implemented not only to check the accuracy of the analytical so-
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lutions but also to study cylinders with small radii. With decreasing the
radius, the numerical approach confirms the presence of a maximum and a
minimum of the gap energy as a function of the radius in semiquantitative
agreement with the analytical solution. Then, we have numerically studied
the electronic states of a nano-wire with rectangular cross-sections focusing
on di↵erent aspect ratios between the side lengths of the rectangle. We have
pointed out that the gap size and the related behavior in the presence of
a magnetic field are qualitatively similar but they quantitatively depend on
the size and geometry of the nano-wire. Moreover, we have compared the
theoretical prediction for the gap closing magnetic flux with the experimental
data of Ref. [61]. Considering similar rectangular cross-sections, the theoret-
ical estimate is about 0.6 0, while the experimental one is roughly around
0.75 0. Indeed, the experimental value can be enhanced by di↵erent e↵ects,
such as, for example, surface oxidation and roughness, which are not taken
into account in the theoretical analysis. In any case, theory and experiment
point towards the same direction.
All the methods have confirmed the presence of a minimum and maximum of
the nano-wire energy gap at the   point in the range of characteristic cross-
section lengths from 50 to 100A˚ and the resulting variation of the magnetic
flux for the gap closing close to the minimum. One of the results discussed
in the third chapter is obtained in the case of a rectangle with aspect ratio
equal to 1/6. Indeed, the minimum coincides nearly with zero energy imply-
ing that the gap can be closed without any magnetic field when the length
of the smaller side is the order of 60A˚. Therefore, a decoupling of the system
takes place on the two sides with the shortest length along the perimeter, in
strong analogy with the case of a single confinement in the direction orthogo-
nal to these sides. Close to the minimum of the gap, the first sub-band state
shows both a spatial probability density and a spin polarization concentrated
almost along the shortest sides of the perimeter.
Interesting electronic properties of the nano-wire have been obtained in the
range of cross section characteristic lengths from 50 and 100A˚, where we ex-
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pect that e↵ects due to quantum confinements of the wave-function are not
relevant. Actually, we have considered energy levels of the first sub-bands
well within the gap of the three dimensional bulk. Only for cross section
characteristic lengths smaller than 10A˚, the first sub-band state has energies
comparable with the bands of the three dimensional bulk. Indeed, it would
be very interesting to theoretically analyze the transport properties of the
wire by decreasing the cross-section area and varying the chemical potential
(or equivalently the gate voltage). Moreover, the thermoelectric properties
in TI would be enhanced in a nano-wire of Bismuth based materials which
are known for their large Seebeck e↵ects and thermoelectric figure of merit.
These studies would naturally require the introduction of disorder potentials
and electron-phonon couplings in the Hamiltonian model.
In the last chapter of the thesis, we have studied the charge response of a
cylindrical wire of Bi2Se3. We have provided an analytical solution of the
dynamic structure factor within the RPA approximation for the electron-
electron Coulomb interaction. We have analyzed how the Berry phase and
the interference on it due to an axial magnetic field a↵ect the plasmon dis-
persion and spectral weights. One of the main results of the study is that,
in the case of zero surface density (µ = 0), inter-band plasmons can form in
TI nano-wires unlike in TI slabs. An axial magnetic field induces a change
in dispersion and peak shape of the magneto-plasmon, which becomes more
defined with a longer life-time. Then, in the case of a low surface electron
density of about 1010 cm 2 in the absence of a magnetic field, we have stressed
that the resulting plasmon excitation has both dispersion and spectral weight
similar to those of a magneto-plasmon at zero surface density. In this case,
it is has been also possible to calculate the limit for q ! 0 of the polarization
function analytically solving the RPA equation and providing the dispersion
of intra-band plasmons. The application of a magnetic field removes the
degeneration of sub-bands giving rise to two types of excitations: a lower
frequency with a linear behavior as a function of q and the other to a higher
frequency with a behavior ! ⇠ qpK0(q). The most important di↵erence
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between these two kinds of solution is in the spectral weight which is much
larger for plasmons at higher frequency. Finally, we have checked that the
limit of infinite two-dimensional surface is reached for a very large radius,
for example R0 = 0.4µm, at a large surface density of 1012 cm 2. We have
also analyzed corrective terms to the case of the two-dimensional limit in the
plasmon dispersion. In any case, for high density, we have pointed out that
the e↵ects induced by an axial magnetic field are no more important.
Focus of this thesis has been on the case when, in the dynamic structure
factor, the momentum q|| parallel to x-y plane (orthogonal to the axis z of
the cylinder) is zero. The e↵ects of q|| could give the possibility to have
charge excitations where the angular degrees of freedom are more involved
(perimeter plasmons). Moreover, it could be interesting to consider not only
the presence of Dirac surface plasmons but also of surface plasmons related
to bulk charge carriers which have been observed very recently in EELS
experiments. Finally, it could be useful to study plasmon features at finite
temperature analyzing the e↵ects of electron-phonon couplings in the case of
wires freely suspended or grown on a substrate.
In this thesis, the theoretical results not only confirm previous experi-
mental observations, but also allow to predict some new behaviors of the
electronic properties of TI nano-wires. Interesting aspects of the theoreti-
cal analysis are obtained for lengths of the cross-section of the order of a
few tens of angstroms. These small nano-structures are not immediately re-
alizable, but, in the near future, the results proposed in this thesis might
promote experimental investigations. Moreover, in the case of the analysis
about plasmons, interesting theoretical results are obtained for realistic radii
of the order of about 500 A˚ in the experimentally complicated regime of very
low surface density, which corresponds to a chemical potential well within
the bulk gap. Experiments are in constant progress toward the direction of
varying the chemical potential in all the relevant energy ranges.
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The analysis of the electronic properties of a TI wire is particularly inter-
esting not only from a fundamental point of view, but also for applications.
Indeed, a TI nano-wire has been suggested as a possible platform for the
observation of Majorana fermions. A finite-length TI nano-wire, proximity-
coupled to an ordinary bulk s-wave superconductor and subject to a longitu-
dinal applied magnetic field, is indicated to realize a one-dimensional topo-
logical superconductor with unpaired Majorana fermions localized at both
ends. This situation occurs under a wide range of conditions and constitutes
an easily accessible physical realization of the elusive Majorana particle in a
solid-state system [93].
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Appendix A
Berry phase
A very important role for characterizing the topological phase is the concept
of Berry phase [48]. We know that if a particle performs a closed path, the
final state will di↵er from the initial one by a phase factor, this phase is
observable and is attributable to a type of geometric phase. At this point
we ask ourselves how a state changes if he fulfills a closed path, especially in
adiabatic manner. To understand in a qualitative way from the geometrical
point of view this phase, consider the example in Figure A.1. The berry
phase is related to the tangent along the path taken along the sphere. If
we start on the left path and go down in the yz plane until we hit z = 0,
the arrows show that specific vector. Then we rotate around in the xy plane
until we hit y = 0. Then we rotate back up in the xz plane. The path is a
closed path on the sphere, but the resulting vector now points in a di↵erent
direction but we never really rotated our vector! This is the concept of a
Berry phase as a geometric phase factor. Features of the Berry phase:
1. it is a real quantity.
2. It depends only on the path of the particle and not the time taken to
perform it or other variables.
3. If we talk about paths on a sphere, the berry phase will ascribe a phase
factor to every path  .
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Figure A.1: Geometric representation of the Berry phase. Consider a path
of a constant vector tangent to the sphere in a closed curve. Notice how the
direction of the vector changes once completed the cycle, although it is not
carried out any rotation to the vector.
Wanting to mathematically explain this concept, consider an adiabatic
evolution. Without loss of generality, we take a system with a 1/2-spin in a
time-dependent magnetic field:
H(t) =   #»B(t) · #»S (A.1)
and suppose that
#»
B = B #»n is constant in time and points in some direction
#»n . The ground state is | #»n i where #»S · #»n | #»n i = ±12 | #»n i. Then we evolve this
in time, but we keep the magnetic field fixed, in this way we can write:
h #»n |e iHt| #»n i = e iE0t. (A.2)
Now, we can imagine adiabatically changing
#»
B in time. Then there’s
a general result that tells us that the system will stay in its ground state.
Let’s just slowly vary the direction
#»
B = B #»n (t). If this is slow enough, then
the ground state evolves into the ground state (adiabatic theorem). The
time scale here is of order B so we change it slowly compared with B (we
have neglected all ~). So at any given time, our spin will follow and track
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our magnetic field. So let’s repeat the same calculation we made before in
equation A.2 and calculate the matrix element for the spin between some
initial state. Heuristically, we have:
h #»n (T )|T e i
R T
0 H(t)dt| #»n (0)i , (A.3)
where T is the time-ordering that orders the product of operators accord-
ing to the value of the temporal parameter. Given that the system evolves
in adiabatic manner it is possible to write the equation A.3 in discrete form:
h #»n (T )|e iB(T  t)S(T  t) t| #»n (T   t)i ... h #»n ( t)|e iB(0)S(0) t| #»n (0)i =
= e iNE0 t h #»n (T )| #»n (T   t)i ... h #»n ( t)| #»n (0)i =
= exp ( iE0T ) exp
✓
i
Z
dt hn|@t|ni
◆
.
(A.4)
Therefore, through the variation of the magnetic field, the system has
followed a path through adiabatic processes which has led us to an additional
phase factor exp
 
i
R
dt hn|@t|ni
 
= exp (i✓B) of the ground-state unlike the
equation in A.2. We made three claims above about the Berry phase. Proving
them here now:
1. The Berry phase depends only on the path. We’ve shown it is an
integral of time. But we can do a change of variables:
✓B =
Z
dt i hn|@t|ni =
Z
 
dk i hk|@k|ki (A.5)
It is not a random choice we have taken the space of moments k rather
than those temporal or spatial, since we can apply the concept of Berry
phase to the band theory.
2. The Berry phase is real. We can just calculate:
i hn|@t|ni   (i hn|@t|ni)⇤ =
= i(hn|@t|ni+ @t hn|ni) =
= i@t hn|ni = 0
(A.6)
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3. The term ei✓B defines a phase factor for every path  . Indeed, we can
just define | #»n (t)i ! ei (t) | #»n (t)i. Then, the Berry phase term becomes:
✓B !
Z T
0
dt i h #»n (t)|e i (t)@tei (t)| #»n (t)i =
= ✓B +  (0)   (T )
(A.7)
And of course, if we integrate that, we can see that the first term is the
old Berry phase term and the new term gives us a phase di↵erence.
If we want to keep the phase of Berry constant for each closed path, you
have to make a particular choice that  (0) =  (T ). A di↵erent situation
is for a open path, ie the Berry phase depends on the path, so it is not a
well-defined quantity. It depends on both the path we take and the phase
choice  (t).
All that we have said for the Berry phase can be transported in the band
theory in which we consider Bloch states |u(k)i in the Brillouin zone. So we
define as in the equation A.5 the relationship that leads to define the phase
of Berry:
A =  i hu(k)|rk|u(k)i . (A.8)
A is equivalent to the electromagnetic vector potential. It is possible
according to the gauge transformations to turn the potential A ! A +
rk (k) where  (k) is a scalar function. Notice how in this way we recover
the relation obtained in the equation A.7. For any closed loop C in k space,
we have seen that we may define the Berry phase,
✓B =
I
C
A · dk =
Z
S
Fdk2 (A.9)
where we applied the theorem of Stokes and F = r ⇥ A is the defini-
tion of the Berry curvature. Berry phase in a sense is something like the
expectation value of 2⇡irk, so if we think it is quite accurate to say that
r ⇠ irk, we are able to connect this quantity to the polarization P . In fact,
the polarization is something like the expectation value of er, but this is
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not convincing because neither hri nor hirki are defined for extended Bloch
states. The problem is solved immediately considering a basis of localization
Wannier states associated with lattice sites [49]. For a su ciently smooth
gauge these functions are localized so that hri is well defined. Now we in-
troduce another quantity connected to the phase of Berry, which defines the
topological invariant that distinguishes a particular insulating from a trivial
insulator. Consider one-dimensional Hamiltonian H(k, t) that changes with
time adiabatically in a cyclic manner, with each completed cycle the Hamil-
tonian back to square one. The system has a polarization P , that is well
defined up to an integer charge e. However, since the polarization can only
change for integer amount of the charge e (IQHE), it is possible to write the
polarization as P = ne. The change of P is related to the curvature of Berry
(TKNN) integrated in space  ⇡/a < k < ⇡/a and 0 < t < T such that
H(k, t) = H(k, t + T ). Thus, the domain of the integration is the 2-torus,
T 2. It follows that the integer n which appears in polarization P is the Chern
number, defined:
n =
1
2⇡
Z
T 2
F dk dt. (A.10)
So we conclude that the families of 1D insulators defined by H(k, t) are
classified by the Chern number, and that topological invariant characterizes
the quantized charge pumped per cycle [50, 51]. Clearly these concepts can
be extended to d dimensions.
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Appendix B
Numerical approaches
In this Appendix, we provide details about the two numerical approaches
used in the third chapter for the cases of rectangular and cylindrical cross-
section, respectively.
The numerical approaches exactly solve the eigenvalue/eigenstate prob-
lem. They are based on a discretization of the Hamiltonian in Eq.(2.1),
reducing the continuum to a discrete lattice. In the case of a wire, a single
direction is translationally invariant, while the other two are confined. In this
way just a single momentum component is a good quantum number, while
in the other two directions one considers the representation of the Hamil-
tonian in the space site. For square/rectangular nano-wires, one considers
square/rectangular lattices with fixed lattice parameters. To obtain the ex-
pression of the derivative of the first and second order in the Hamiltonian,
we consider the following Taylor expansions for the wave functions:
 j±1 =  j ±  0ja,
 j±1 =  j ±  0ja+
1
2
 00j a
2. (B.1)
In the case of translational invariance along z direction, j = nx, ny label
the sites of the bidimensional lattice in the x-y plane. With this method we
obtain a homogeneous grid where each site is distant from the nearest one
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of a step equal to a. From Eq.(B.1) it is possible to obtain the expression of
the derivatives that appear in the eigenvalue problem:
 0j =
 j+1    j 1
2a
,
 00j =
 j+1 +  j 1
a2
  2 j
a2
. (B.2)
Once built the matrix elements, it is possible to obtain eigenvalues and
eigenvectors with any diagonalization routine.
In the case of the cylindrical nano-wire, the procedure is more compli-
cated since one has to discretize the continuum model with a circumference as
boundary. This issue is particularly relevant since we want to study the sur-
face states. With the procedure adopted in the case of the square/rectangular
cross-section, one can select the points that fall into a circle inscribed within
the square in order to obtain a circular cross-section. It is evident, however,
that, being the lattice path constant, the sites will never lie perfectly along
the circumference, but we could only approximate it. This approximate pro-
cedure for the cylinder will be indicated as constant mesh.
To improve the approach, we choose a mesh such that the sites present
in bulk are more rarefied and those on the edge are more dense, as shown
in Figure B.1. In this way, we are able to create a perfect circumference,
simulating very well the surface. Using a numerical diagonalization procedure
with open boundary conditions, one gets bulk and surface states making a
comparison with the analytical solutions. The numerical approach perfectly
reproduces the analytical results for large radii, where the analytical solutions
are valid. Therefore, the numerical approach allows to make an extrapolation
to the continuum limit. Since we have considered a variable mesh, we make
the limit of the average lattice parameter of the lattice to zero.
To derive the matrix elements of the Hamiltonian, we exploit the Taylor
expansion of the first and second derivatives present in Eq.(2.1). If we con-
sider the i-th site, where the index i = x, y, we denote ai its distance from
the nearest neighbor on the left, ai+1 its distance from the nearest neighbor
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  j =
 j+1    j 1
2a
,
   j =
 j+1 +  j 1
a2
  2 j
a2
. (A2)
Once built the matrix elements, it is possible to ob-
tain eigenvalues and eigenvectors with any diagonaliza-
tion routine.
In the case of the cylindrical nanowire, the procedure
is more complicated since one has to discretize the con-
tinuum model with a circumference as boundary. This
issue is particularly relevant since we want to study the
surface states. With the procedure adopted in the case of
the square/rectangular cross-section, one can select the
points that fall into a circle inscribed within the square
in order to obtain a circular cross-section. It is evident,
however, that, being the lattice path constant, the sites
will never lie perfectly along the circumference, but we
could only approximate it. This approximate procedure
for the cylinder will be indicated as constant mesh.
To improve the approach, we choose a mesh such that
the sites present in bulk are more rarefied and those on
the edge are more dense, as shown in Fig. 7. In this way,
we are able to create a perfect circumference, simulating
very well the surface. Using a numerical diagonalization
procedure with open boundary conditions, one gets bulk
and surface states making a comparison with the ana-
lytical solutions. The numerical approach perfectly re-
produces the analytical results for large radii, where the
analytical solutions are valid. Therefore, the numerical
approach allows to make an extrapolation to the contin-
uum limit. Since we have considered a variable mesh,
we make the limit of the average lattice parameter of the
lattice to zero.
To derive the matrix elements of the Hamiltonian,
we exploit the Taylor expansion of the first and second
derivatives present in Eq.(1). If we consider the i-th site,
where the index i = x, y, we denote ai its distance from
the nearest neighbor on the left, ai+1 its distance from
the nearest neighbor on the right. Based on these nota-
tions, we write the first derivative of the wave function
  in terms of finite di erences:
 i+1 =  i     iai
 i 1 =  i +  
 
iai+1. (A3)
Doing the same with the expansion to the second order
of the eq.(A3), one gets:
 
 
i =
 i 1    i+1
ai + ai+1
 
  
i =
2 i+1
ai(ai+1 + ai)
+
2 i 1
ai+1(ai+1 + ai)
  2 i,j
aiai+1
(A4)
Therefore, we are able to write the Hamiltonian (1) as
a matrix (4NxNy)2, where Nx and Ny are the site num-
bers along x and y direction in the non-uniform grid. In
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FIG. 7. Site positions (in the real space) with variable mesh
in the case of radius R = 65A˚. A perfect circumference on
the boundary is numerically simulated.
the case where ai+1 = ai = a, we get back the equations
in (A2). This grid is constructed such that each distance
scales as a function of sine and cosine. Hence, it is pos-
sible to select points that are located at a distance from
the center less or equal to half side of the square which
contains the circle (see Fig. 7). The elements which are
outside the circle must be put to zero. Therefore, the
matrix will contain a number of rows and columns con-
taining zeros. Once allocated the matrix, it is possible to
obtain eigenvalues and eigenvectors with any diagonal-
ization routine.
In order to emphasize similarities and di erences be-
tween di erent geometries, we compare square and cir-
cular cross-sections (the circonference is inscribed in the
square) by using the same numerical procedure (fixed
grid). In the case of the cylinder, the energy dispersions
are compared for a constant and variable mesh at fixed
radius, as shown in Fig. 8. The energies of the first
subband are in good agreement.
Once found eigenstates and eigenvalues, we can get the
orientation of spin on the surface building up a matrix
similar to that in equation (10) of section III. This time,
however, the representation is made considering a dis-
crete lattice and not a continuum. Therefore, considering
for simplicity kz = 0 and indicating with 0 and  1 the
two eigenvectors corresponding to the same eigenvalue,
one gets the following matrix for the spin components at
each lattice site:
✓ h 0(i)|Sj | 0(i)i h 0(i)|Sj |  1(i)i
h  1(i)|Sj | 0(i)i h  1(i)|Sj |  1(i)i
◆
,
with j = x, y, z. Therefore, the couple (r, ) of the wave
Figure B.1: Site positions (in the real space) with variable mesh in the case
of radius R = 65A˚. A perfect circumference on the boundary is numerically
simulated.
on the right. Based on these notations, we write the first derivative of the
wave function  in terms of finite di↵erences:
 i+1 =  i    0iai
 i 1 =  i +  
0
iai+1. (B.3)
Doing the same with the expansion to the second order of the eq.(B.3),
one gets:
 
0
i =
 i 1    i+1
ai + ai+1
 
00
i =
2 i+1
ai(ai+1 + ai)
+
2 i 1
ai+1(ai+1 + ai)
  2 i,j
aiai+1
(B.4)
Therefore, we are able to write the Hamiltonian (2.1) as a matrix (4NxNy)2,
where Nx and Ny re the site numbers along x and y d r ction in the non-
uniform grid. In the case where ai+1 = ai = a, we get back the equations in
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(B.2). This grid is constructed such that each distance scales as a function
of sine and cosine. Hence, it is possible to select points that are located at
a distance from the center less or equal to half side of the square which con-
tains the circle (see Figure B.1 ). The elements which are outside the circle
must be put to zero. Therefore, the matrix will contain a number of rows
and columns containing zeros. Once allocated the matrix, it is possible to
obtain eigenvalues and eigenvectors with any diagonalization routine.
In order to emphasize similarities and di↵erences between di↵erent ge-
ometries, we compare square and circular cross-sections (the circonference is
inscribed in the square) by using the same numerical procedure (fixed grid).
In the case of the cylinder, the energy dispersions are compared for a con-
stant and variable mesh at fixed radius, as shown in Figure B. The energies
of the first sub-band are in good agreement. 11
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FIG. 8. Energy dispersion (in eV) of the first and second
subband as a function of kz (in A˚
 1) for a square with side
L = 240A˚ (black line with triangles). The energies for a
circular cross-section of radius R = 120A˚ are also shown in
the case of uniform (blue line with circles) a non-uniform (red
line with squares) grid.
function  m(r, ) in Eq.(10) is replaced by the index i
that labels the sites as in Fig. 7. The eigenvalues of
the equation (A5) for each site i will provide the spin
orientation as found in bottom panel of Fig. 3 in section
III.
Figure B.2: Energy dispersion (in eV) of the first and second subband as
a function of kz (in A˚ 1) for a square with side L = 240A˚ (black line with
triangles). The energies for a circular cross-section of radius R = 120A˚ are
also shown in the case of uniform (blue line with circles) a non-uniform (red
line with squares) grid.
Once found eig nstates and eigenvalues, we can get the orientation of
spin on the surface building up a matrix similar to that in equation (3.10)
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of section III. This time, however, the representation is made considering a
discrete lattice and not a continuum. Therefore, considering for simplicity
kz = 0 and indicating with 0 and  1 the two eigenvectors corresponding to
the same eigenvalue, one gets the following matrix for the spin components
at each lattice site: 
h 0(i)|Sj| 0(i)i h 0(i)|Sj|  1(i)i
h  1(i)|Sj| 0(i)i h  1(i)|Sj|  1(i)i
!
,
with j = x, y, z. Therefore, the couple (r, ) of the wave function  m(r, )
in Eq.(3.10) is replaced by the index i that labels the sites as in Figure B.1.
The eigenvalues of the equation (B.5) for each site i will provide the spin
orientation as found in bottom panel of Figure 3.5 in section III.
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Appendix C
Large radius limit of the
polarization function and
plasmon dispersion in
cylindrical wire
In this appendix, we want to clarify the concept of polarization function in
the cylindrical wire discussed in chapter four. In particular as evidence of our
analytical result, we provide a limit for large radius (R0 ! 1) that allows
us to reconstruct the two-dimensional plasmon dispersion.
We consider the surface wave functions of a TI cylindrical wire obtained from
previous works [63, 68]:
 sk,m(⇢, , z) =
r
1
4⇡L
eikzR(⇢)eim usk,m( ), (C.1)
where L is the length along the z axis, R(⇢) is the radial function, usk,m( )
is a quadri-spinor depending on the angular variable  . In Eq.(C.11), the
radial function R(⇢) is zero for ⇢   R0, while, for 0 < ⇢ < R0 for large radii,
it is the following:
R(⇢) = Ne ↵ R0
 
e(↵++↵ )⇢   e↵+R0+↵ ⇢  , (C.2)
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with N normalization constant,
↵± =
1±p1 + 4a
2L0
,
a =  M2M0
A2
, L0 =
M2
A
.
We re-write In Eq.(C.11), for negative eigenvalues ✏ k,m, the quadri-spinor
u k,m( ) =
266664
1
2 + ↵k,m + i k,m
  i2 + i(↵k,m + i k,m)
  ei 2 + ei (↵k,m + i k,m)
1
2ie
i  + iei (↵k,m + i k,m)
377775 , (C.3)
while, for positive eigenvalues ✏+k,m, it is
u+k,m( ) =
266664
1
2   (↵k,m + i k,m)
  i2   i(↵k,m + i k,m)
  ei 2   ei (↵k,m + i k,m)
1
2ie
i    iei (↵k,m + i k,m)
377775 . (C.4)
with
↵k,m =
 
1
2 +m  r
 
C1
2
q
C22k
2 +
 
1
2 +m  r
 2
C21
, (C.5)
 k,m =
C2k
2
q
C22k
2 +
 
1
2 +m  r
 2
C21
.
We can evaluate the term  0(z   z0,     0;!) present in the equation
(4.2) for the full susceptibility:
 0(z   z0,    0;!) = 1
(2⇡L)2
X
k,q,m,l,s,s0
eiq(z z
0)
⇥ eil(   0) f(✏
s
k,m)  f(✏s0k+q,m+l)
✏sk,m   ✏s0k+q,m+l + ~(! + i0+)
F s,s
0
(k, q,m, l),
(C.6)
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where q is the momentum along z axis, l is the angular number, and F s,s
0
(k, q,m,m+
l) is the scalar product between the eigenvectors in (C.4) and (C.5):
F s,s
0
(k, q,m,m+ l) =
1
2

1 + ss0 ⇥ (C.7)
 ˜2(R0) (1 + 2m+ 2l) (1 + 2m) + k(k + q)q
 ˜2(R0)(1 + 2m) + k2
q
 ˜2(R0)(1 + 2m+ 2l) + (k + q)2
 
,
with
 ˜(R0) =
C1
2C2R0
.
Finally transforming in the equation (C.6) the discrete sum over k in a inte-
gral, we get the polarization function  0(q, l;!) used in the main text:
 0(q, l;!) =
1
(2⇡)2
Z
dk
X
m,s,s0
f(✏sk,m)  f(✏s0k+q,m+l)
✏sk,m   ✏s0k+q,m+l + ~(! + i0+)
⇥ F s,s0(k, q,m, l).
(C.8)
The polarization function in equation (C.8) is expressed in terms of a sum
on m. We will show that, in the limit of infinite radius, the double sum
in k and m will transform in a bi-dimensional integral over k. Therefore,
equation (C.8) becomes the susceptibility of a 2D problem in the large radius
limit. To this aim, for simplicity, we take only the contributions for l = 0.
The energy for our problem is defined as ✏k,m = ±C2
p
k2 + (m+ 1/2)2/R20
having considered C1 = C2. In the 2D case we have ✏k = ±~vF
q
k2 + k2||,
where C2 = ~vF , k is the same associated to z direction and k|| is the other
momentum in the plane. If we send R0 ! 1 also the parameter m ! 1,
and, if k|| = 2⇡L m, where L = 2⇡R0, then in this limit m/R0 ! k||. The
factor 1/2 due to Berry phase, in the limit of large radius, is no longer
relevant. Automatically, even the pre-factors F s,s
0
(k, q,m,m + l) becomes
the two-dimensional ones:
F s,s
0
(k, |k|||, q) = 12
241 + ss0 k(k + q) + k2||q
k2 + k2||
q
(k + q)2 + k2||
35 . (C.9)
108
Finally, the discrete sum on m becomes a continuum such that
P
m !
R0
R
dk||. Naturally, we note that between  0(q;!) and  2D(q;!) there is a
length factor of di↵erence, therefore, we conclude that
1
R0
 0(q;!)
R0!1    !  2D(q;!) (C.10)
where  2D(q;!) is
 2D(q,!) =
1
(2⇡)2
Z
dk
X
s,s0
f(✏sk)  f(✏s0k+q)
✏sk   ✏s0k+q + ~(! + i0+)
⇥F s,s0(k, k||, q).
(C.11)
If we also considered contributions for l 6= 0, in addition to the momentum
q another transferred momentum q|| of transversal type to the axis of the
cylinder would appear.
We can find through the electron density function, the equation of the
RPA theory given by 1  V˜q,l 0(q, l;!) = 0, which provides the condition for
plasmon formation in the system. For this reason we need to expand the
Coulomb potential in the cylindrical coordinates [92] as follows:
V (~r   ~r0) = 2
⇡
1X
m= 1
Z 1
0
dkIm(kr<)Km(kr>)
⇥ eim(   0) cos[k(z   z0)]
(C.12)
which, by using translational invariance in the z direction, becomes
V (q; r, r0) = 2
1X
m= 1
Im(|q|r<)Km(|q|r>)eim(   0) (C.13)
where we used Z
dze iq(z z
0) cos[k(z   z0)] =
= 2⇡
1
2
[ (q   k) +  (q + k)] .
(C.14)
From the definition, the induced density can be written as
⇢(~r) =
R
d~r0d~r00 (~r, ~r0)V (~r0   ~r00)⇢(~r00) where  (~r, ~r0;!) = R(⇢)2R(⇢0)2 0(z  
z0,    0;!) is the susceptibility.
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Figure C.1: The plasmon dispersion as a function of the momentum q along z
for a cylindrical wire of radius R = 4000A˚ . The result is compared with that
of an infinite plane (translational invariance along all two directions [88]). In
this limiting case, there is an analytical form for the plasmon dispersion
which is reported in the figure.
Passing in Fourier transform in q and in l, and replacing the equation
(C.6) and (C.13) in ⇢(~r), we have that the density is given by:
⇢q,l(r) = 4⇡e
2 0(q, l)
Z
dr0r0R(r)2R(r0)2
⇥
Z
dr00r00In(|q|r<)Kn(|q|r>) · ⇢q,l(r00). (C.15)
If we define:
Sq,l(r
00) =
Z
dr0r0R(r0)2Il(|q|r<)Kl(|q|r>) (C.16)
= Kl(|q|r00)
Z r00
0
dr0r0R(r0)2Il(|q|r0)
+ Il(|q|r00)
Z R0
r00
dr0r0R(r0)2Kl(|q|r0),
and multiplying by Sq,l(r) to the left and right member and integrating over
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r, the equation in (C.15) becomes:
1 =  0(q, l;!)V˜q,l. (C.17)
where we called V˜q,l = 4⇡e2
R
drrR(r)2Sq,l(r). Recalling that l = 0, we note
that, if R0 is very large, for long wavelength qR0 ⌧ 1, thus we can write
R0V˜q,l=0 = 4⇡e
2R0
Z
drrR(r)2Sq,0(r) (C.18)
7! 4⇡e2R0 I0(qR0)K0(qR0) 7! 2⇡e
2
q
,
which is the transformed of the two-dimensional Cuolomb potential. There-
fore the equation in (C.17) for large R0 becomes
1 =
1
R0
 0(q,!)
2⇡e2
q
where, in this limit, from equation (C.17),  0(q, 0)/R0 converges towards the
two-dimensional susceptibility. As shown in the Figure (C.1), the plasmon
dispersion of the infinite radius nano-wire converges to that of a 2D problem
(! / pq).
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Appendix D
Calculation of the inverse
dielectric function and dynamic
structure factor in cylindrical
wire
In this appendix we calculate the inverse of the dielectric constant and, then,
the dynamic structure factor presented in the fourth chapter for a cylindrical
wire. This calculation could be extended to any type of geometry, although
here for simplicity it is specialized for a cylindrical case. Exploiting the
symmetries of the cylinder and using equation (C.12), the dielectric constant
given in equation (4.3) can be written as:
✏(~r, ~r0) =
 (⇢  ⇢0)
⇢
 (    0) (z   z0)
  2
L
R(⇢0)2
X
q
eiq(z z
0)
X
l
eil(   
0)Sq,l(⇢) 0(q, l;!).
(D.1)
The inverse dielectric function is so defined:Z
d~r1✏
 1(~r, ~r1)✏(~r1, ~r0) =  (~r   ~r0). (D.2)
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Using q and l and replacing the equation (D.1) in (D.2), we get :R
d⇢1⇢1 ✏
 1
q,l (⇢, ⇢1)
✓
 (⇢1   ⇢0)
⇢1
+ (D.3)
 4⇡R(⇢0)2Sq,l(⇢1) 0(q, l)
◆
=
 (⇢  ⇢0)
⇢
.
We need to solve an integral equation with a separable variable kernel.
If we define Aq,l(⇢) =
R
d⇢1⇢1✏
 1
q,l (⇢, ⇢1)Sq,l(⇢1) and we multiply for Sq,l(⇢
0),
integrating both members over ⇢0, the integral equation becomes:
Aq,l(⇢)

1  4⇡ 0(q, l)
Z
d⇢0⇢0R(⇢0)2Sq,l(⇢0)
 
= Sq,l(⇢). (D.4)
We note that the equation in square parenthesis is equal to equation in (C.17)
since V˜q,l = 4⇡
R
d⇢0⇢0R(⇢0)2Sq,l(⇢0) . This way, it is possible find the term
Aq,l from the equation (D.4) that replaced in (D.3) returns
✏ 1q,l (⇢, ⇢
0) =
 (⇢  ⇢0)
⇢
+
Sq,l(⇢) 0(q, l;!)R(⇢0)2
1   0(q, l;!) . (D.5)
Finally we can write a dynamic structure factor in this form:
L(!, q, q||) =  Im

1
V
Z Z
d~rd~r0✏ 1(~r, ~r0)e i~q·~rei~q·~r
0
 
, (D.6)
where V is the volume enclosed by the cylinder. Exploiting the cylindrical
symmetries and passing in Fourier transform with
✏ 1(~r, ~r0) = 1L
P
q e
iq(z z0) 1
2⇡
P
l e
il(   0)✏ 1q,l (⇢, ⇢
0), we get for the only integral
part over z and z0 in (D.6):
1
L2
L
2⇡
Z
dq
Z Z
dzdz0ei(q q)zei(q q)z
0
= 1. (D.7)
Finally, we have:
L(!, q, q||) =   12⇡2R20
Im
X
l
 0(q, l;!)
1   0(q, l;!)V˜q,l
(D.8)
⇥
Z
d⇢0⇢0d 0ei|q|||⇢
0 cos 0e il 
0
R(⇢0)2
⇥
Z
d⇢⇢d ei|q|||⇢ cos eil Sq,l(⇢)
 
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where both the integrals in   and  0 return the Bessel functions 4⇡2Jl(|q|||⇢)Jl(|q|||⇢0).
The integral in (D.8) is thus obtained:
L(q, q||;!) =   2R20
Im
X
l
 0(q, l;!)
1   0(q, l;!)V˜q,l
(D.9)
⇥
Z R0
0
d⇢0⇢0 Jl(|q|||⇢0)R(⇢0)2
Z 1
0
d⇢⇢ Jl(|q|||⇢)Sq,l(⇢)
 
.
We notice that the second integral in equation (D.9) depends on Sq,l which
is linked to the Coulomb potential. Since the Coulomb interaction between
electrons is e↵ective in the whole space, inside and outside the material, the
integration limits of the radial variables are extended from
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