Abstract. The existence of a smooth (complete) strictly locally convex hypersurface with prescribed Gauss curvature and asymptotic boundary at infinity in H 3 , or with prescribed curvature and boundary in H n+1 is proved under the assumption of an admissible subsolution.
Introduction
In this paper, we study the existence of complete strictly locally convex hypersurfaces of prescribed curvature in hyperbolic space H n+1 with a prescribed asymptotic boundary at infinity. We use the half-space model
where the hyperbolic metric is given by
and the ideal boundary of H n+1 at infinity is naturally identified with
Given a disjoint collection Γ = {Γ 1 , . . . , Γ m } of smooth closed embedded (n − 1) dimensional submanifolds of ∂ ∞ H n+1 , a smooth symmetric function f of n variables and a positive function ψ ∈ C ∞ (H n+1 ) ∩ C 0 (H n+1 ∪ ∂ ∞ H n+1 ), we seek a complete hypersurface Σ in H n+1 with the prescribed curvature
and the asymptotic boundary . . , κ n ) are the hyperbolic principal curvatures of Σ at x. In this paper, all hypersurfaces we are concerned are assumed to be connected and orientable. As in [6] , the curvature function f is defined on the open symmetric convex cone Γ + n ≡ {λ ∈ R n | λ i > 0, i = 1, . . . , n} and satisfies the fundamental structure conditions f (λ 1 , . . . , λ n−1 , λ n + R) ≥ C, ∀ λ ∈ E
The functions f satisfying (1.3)-(1.7) include a large family (see [6] ). In particular, f can be σ 1/n n (λ 1 , . . . , λ n ) = (λ 1 · · · λ n )
1 n However, the pure curvature quotient (σ n /σ k ) 1/(n−k) does not satisfy (1.7) where σ k is the kth elementary symmetric function.
In this paper, we focus on finding complete hypersurfaces Σ satisfying (1.1)-(1.2) with positive hyperbolic principal curvatures everywhere. We call such hypersurfaces strictly locally convex. We will see from Lemma 2.5 that a strictly locally convex hypersurface in H n+1 with compact (asymptotic) boundary must be a vertical graph over a bounded domain in R n and let its normal vector field points upward. Now we write
where Ω is the bounded domain on ∂ ∞ H n+1 = R n enclosed by Γ. Consequently, (1.1)-(1.2) can be expressed in terms of u,
in Ω u = 0 on Γ and we are interested in solutions which belong to A(Ω) = {u ∈ C 2 (Ω) ∩ C 0 (Ω) | u > 0 in Ω and κ[u](x) ∈ Γ + n for any x ∈ Ω} As in [15] , elements of A(Ω) are called admissible functions.
To solve the Dirichlet problem (1.8), we assume the existence of an admissible subsolution u, i.e, (1.9) f (κ[ u ]) ≥ ψ(x, u) in Ω u = 0 on Γ When ψ is a positive constant, problem (1.8) was discussed in [9, 7, 8, 10] under slightly different assumptions of f and without the subsolution assumption (1.9). The case for general ψ was studied by Szapiel [15] under a strong assumption on f (see (1.11) in [15] ). Note that equation (1.8) is singular where u = 0. In all the mentioned papers, the authors consider the approximating Dirichlet problem
In this paper, we take a different approximating Dirichlet problem by considering the ǫ-level set of u. Define
We may assume the Hausdorff dimension of Γ ǫ is (n−1) by Sard's theorem. Consider
Admissible functions on Ω ǫ are defined as
n for any x ∈ Ω ǫ } For radial graphs, existence results for Dirichlet problem similar to (1.10) are established in [14] by using the spherical model of hyperbolic space, which, motivates the following theorem regarding vertical graphs. Theorem 1.11. Under assumption (1.3)-(1.7) and (1.9), there exists an admissible solution u ǫ ∈ C ∞ (Ω ǫ ) to the Dirichlet problem (1.10) with u ǫ ≥ u in Ω ǫ .
In order to solve (1.8), we need to provide certain uniform C 2 bound for u ǫ . With a recent work of Guan-Qiu [11] , we are able to derive interior C 2 estimates for the case when f = σ
1/2 2
and hence we confine ourselves in H 3 , which, together with Evans-Krylov interior estimates (see [3, 12] ) and standard diagonal process, lead to the following existence result. Theorem 1.12. In H 3 and for f = σ 1/2 2 , assuming (1.9), then there exists an admissible solution u ∈ C ∞ (Ω) ∩ C 0 (Ω) to (1.8), equivalently, there exists a smooth complete strictly locally convex vertical graph in
This paper is organized as follows: in section 2, we provide some basic formula, properties and calculations. The proof for existence of admissible solutions to the Dirichlet problem (1.10) is presented in section 3, and the interior C 2 estimates for
in H 3 is derived in section 4.
Vertical graphs
Suppose Σ is locally represented as the graph of a positive
x ∈ Ω} Since the coordinate vector fields on Σ are
. . , n where ∂ i = ∂ ∂x i thus the upward Euclidean unit normal vector field to Σ, the Euclidean metric, its inverse and the Euclidean second fundamental form of Σ are given respectively by
u ij w Consequently, the Euclidean principal curvaturesκ [Σ] are the eigenvalues of the symmetric matrix:ã
For geometric quantities in hyperbolic space, we first note that the upward hyperbolic unit normal vector field to Σ is n = u ν = u −Du w , 1 w and the hyperbolic metric of Σ is
To compute the hyperbolic second fundamental form h ij of Σ, apply the Christoffel symbols in H n+1 ,
where D denotes the Levi-Civita connection in H n+1 . Therefore,
The hyperbolic principal curvatures κ[Σ] are the eigenvalues of the symmetric matrix A[u] = {a ij }:
Remark 2.1. The graph of u is strictly locally convex if and only if the symmetric matrix {a ij }, {h ij } or {δ ij + u i u j + uu ij } is positive definite. 
We first notice a simple fact for strictly locally convex hypersurfaces in H n+1 .
Lemma 2.5. Let Σ be a connected, orientable, strictly locally convex hypersurface in H n+1 . Then Σ must be a vertical graph if the orientation is specially chosen.
Proof. Suppose Σ is not a vertical graph. Then there exists a vertical line (of dimension 1) intersecting Σ at two different points p 1 and p 2 . Since Σ is orientable, we may assume that ν n+1 (p 1 ) · ν n+1 (p 2 ) ≤ 0. Since Σ is connected, there exists a 1-dimensional curve γ on Σ connecting p 1 and p 2 . Among the tangent hyperplanes (of dimension n) to Σ along γ, choose a vertical one which is tangent to Σ at a point p 3 . At p 3 , ν n+1 = 0 and u > 0. By (2.4),κ i > 0 for all i at p 3 . On the other hand, let P be a 2-dimensional plane passing through p 1 , p 2 and p 3 . If P ∩ Σ is 1-dimensional and has nonpositive (Euclidean) curvature at p 3 with respect to ν, we reach a contradiction; otherwise we take a different orientation of Σ, then Σ is either not strictly locally convex or we reach a contradiction. If P ∩ Σ is 2-dimensional, then any line on P ∩ Σ passing through p 3 leads to a contradiction.
Our concerned equation can be written as
We first give a type of maximum principle, which originally appears in [15] .
Proof. Prove by contradiction. Suppose that u(x 0 ) = v(x 0 ). We also know that
For σ ∈ (0, 1), following the notations in [7] , let
= σ for all i with respect to its inward normal by (2.4) . Using these barriers, we have the following lemma. The proof is slightly different from [7, 15] . Lemma 2.8. Let Σ be a strictly locally convex hypersurface in
Proof. Note that Σ can be represented as the graph of u. Suppose that B 0 ∩ Ω(c) = ∅ and B 0 ∩ Σ = ∅. Decrease R until B 0 ∩ Σ = ∅. Then increase R until B 0 first touches Σ at some point (x 0 , u(x 0 )) where x 0 ∈ Ω. Note that (x 0 , u(x 0 )) can not lie on the upper half of S 0 , neither can (x 0 , u(x 0 )) lie on the equator of S 0 , since otherwise at (x 0 , u(x 0 )), ν n+1 [Σ] = 0 and by (2.4)κ i [Σ] > 0 for all i, which leads to a contradiction. Then S 0 can be locally represented as a graph of some C 2 function v in a neighborhood Ω x0 ⊂ Ω of x 0 , which is on top of u. However, this can not happen by Lemma 2.7.
Proof of Theorem 1.11
In this section we derive the a priori C 2 estimates for admissible solutions u to the Dirichlet problem (1.10) with u ≥ u in Ω ǫ . By Evans-Krylov theory [3, 12] , classical continuity method and the degree theory (see [13] ) we prove the existence of an admissible solution to (1.10). Higher-order regularity then follows by classical Schauder theory.
Proof. In view of Remark 2.1, for any x 0 ∈ Ω ǫ , the function u 2 + |x − x 0 | 2 is Euclidean strictly locally convex in Ω ǫ , over which,
Proof. The proof can be found in [8] . For readers' convenience, we present it. Consider the test function u ν n+1 = u 1 + |Du| 2 and assume its maximum is achieved at an interior point x 0 ∈ Ω ǫ . Then at x 0 , We have the following Lemma for the boundary gradient estimates (see also [7] for the proof).
Lemma 3.5. Assume ǫ is sufficiently small such that 0 < ǫ < r ǫ 0 σ. Then any admissible solution u ≥ u to (1.10) satisfies
Here ǫ is assumed to be sufficiently small such that the right hand side is positive.
Proof. We may assume r ǫ 0 < ∞, for otherwise we can choose any positive value for r ǫ 0 . For any fixed point x 0 ∈ Γ ǫ , let e n be the unit interior normal vector to Γ ǫ at x 0 . Consider the ball B 0 with center b = (x 0 − r ǫ 0 e n , σR) and radius R satisfying
which yields,
Second order boundary estimates.
We consider the transformation u = √ v. Denote W = 4v + |Dv| 2 . Then the geometric quantities in section 2 can be expressed in terms of v,
and equation (2.6) can be written as
We have the following calculations.
Lemma 3.7.
where C depends on ǫ. Hereafter in this section, without explicit indication, all constants depend on ǫ.
Proof. Since
By direct computation,
Hence,
For G s , note that
For an arbitrary point on Γ ǫ , we may assume it to be the origin of R n . Choose a coordinate system so that the positive x n axis points to the interior normal of Γ ǫ at the origin. There exists a uniform constant r > 0 such that Γ ǫ ∩ B r (0) can be represented as a graph
where C is a positive constant depending on |Dv(0)|. Hereinafter, C represents a positive constant which may depend on v C 1 (Ωǫ) . For the mixed tangential-normal derivative v αn (0) with α < n. Note that the graph of u is strictly locally convex, hence we have
for some positive constant c 0 , where v = u 2 . Let d(x) be the distance from x ∈ Ω ǫ to Γ ǫ in R n . Consider the barrier function
Note that
wherec is a positive constant. Hence
(1.7) we can choose N sufficiently large and τ , δ sufficiently small (δ depends on N ) such that
Hence the above inequality becomes
This, together with (3.10) yields,
Now, we consider the operator
Note that for δ > 0 sufficiently small,
and in view of (3.8),
To compute L(T v), we need the following lemma (see also [9] ).
Differentiate with respect to θ and change the order of differentiation,
∂y j ∂θ Set θ = 0 in the above equality and notice that at θ = 0,
We thus proved the lemma.
By Lemma 3.12 we immediately have
Hence by Lemma 3.7,
Choose B sufficiently large such that
From (3.11) and (3.13) we have
By the maximum principle
We have so far proven
where ξ and η are any unit tangent vectors and γ the unit interior normal vector to Γ ǫ . By the strict local convexity, we only need to give an upper bound
We first prove
for some positive constant c 1 . We may choose coordinates in R n such that M is achieved at 0 ∈ Γ ǫ in the direction ξ = e 1 and e n = γ(0). Now we have
To see this, we can write v − v = ω d for some function ω defined in a neighborhood of Γ ǫ in Ω ǫ . Differentiate this identity,
We may assume (v − v) n (0) d 11 (0) < − 1 + 1 2 v 11 (0) , for, otherwise we are done. Let ζ be the unit vector field defined by
Consider the function
Since d ij ζ i ζ j is smooth near 0 in Ω ǫ and 0 < (v − v) n (0) ≤ C, there exists c 2 > 0 and δ > 0 such that
Thus Φ is smooth and bounded in Ω ǫ ∩ B δ (0). Next, note that ζ is a unit tangent vector field along Γ ǫ . We want to verify that
In fact, write v − ǫ 2 =ω d for some functionω defined in a neighborhood of Γ ǫ in Ω ǫ . Then, Next, we claim that
To see this, we verify that
In view of (3.11) we may choose A >> B >> 1 such that Ψ+Φ ≥ 0 on ∂(Ω ǫ ∩B δ (0)) and L(Ψ+Φ) ≤ 0 in Ω ǫ ∩B δ (0). By the maximum principle, Ψ+Φ ≥ 0 in Ω ǫ ∩B δ (0). Since (Ψ + Φ)(0) = 0 by (3.18) and (3.17), we have (Ψ + Φ) n (0) ≥ 0. Therefore, v nn (0) ≤ C, which, together with (3.9) and (3.14), gives a bound |D 2 v(0)| ≤ C, and consequently a bound for all the principal curvatures at 0. By (1.5), the principal curvatures at 0 admit a uniform positive lower bound, which in turn yields a positive lower bound for the eigenvalues of I + [2] there exists a constant R > 0 (depending on the bounds (3.9) and (3.14)) such that if v γγ (x 0 ) ≥ R and x 0 ∈ Γ ǫ , then the eigenvalues
. . , n − 1, λ n ≥ R 2 and consequently,
where X is an orthogonal matrix and Λ = diag c 1 /2, . . . , c 1 /2, R/2 . Thus at x 0 ,
By (1.7) we can choose R sufficiently large such that
contradicts with equation (3.6). Hence v γγ < R on Γ ǫ . (3.15) is proved.
Global curvature estimates.
For a hypersurface Σ ⊂ H n+1 , let g and ∇ be the induced hyperbolic metric and Levi-Civita connection on Σ respectively, and letg and∇ be the metric and Levi-Civita connection induced from R n+1 when Σ is viewed as a hypersurface in R n+1 . The Christoffel symbols associated with ∇ and∇ are related by the formula
Note that (3.20) holds for any local frames.
Lemma 3.21. In R n+1 , we have the following identities.
Lemma 3.26. Let Σ be a strictly locally convex hypersurface in H n+1 satisfying equation (2.6). Then in a local orthonormal frame on Σ, (3.27)
Proof. By (3.20), (3.25), (3.28)
Since Σ can also be viewed as a hypersurface in R n+1 ,
Differentiate this equation and then multiply by
Take this identity into (3.28),
and in view of (2.3) we obtain (3.27).
For global curvature estimates, we use the method in [8] . Assume ν n+1 ≥ 2 a > 0 on Σ for some constant a. Let κ max (x) be the largest principal curvature of Σ at x. Consider
. . , τ n be a local orthonormal frame about x 0 such that h ij (x 0 ) = κ i δ ij , where κ 1 , . . . , κ n are the hyperbolic principal curvatures of Σ at x 0 . We may assume κ 1 = κ max (x 0 ). Thus, ln h 11 − ln(ν n+1 − a) has a local maximum at x 0 , at which,
where ψ 11 ≥ −Cκ 1 since by (3.20), (3.23), (3.22 ) and (2.3),
By Gauss equation, we have the following formula when changing the order of differentiation for the second fundamental form,
Combining (3.30), (3.31), (3.32) and (3.27) yields, (3.33)
Next, take (3.24), (2.3) into (3.29),
and recall an inequality of Andrews [1] and Gerhardt [4] ,
Therefore, (3.33) becomes,
For some fixed θ ∈ (0, 1) which will be determined later, denote
The second line of (3.34) can be estimated as follows 2 κ 2 1
Here we have applied (3.22) in deriving the above inequality. Choosing θ = a 2 4 and taking this inequality into (3.34), by assumption (1.6) we obtain an upper bound for κ 1 .
Existence.
In this subsection, we use the geometric quantities in section 2 which are expressed in terms of u and write equation (2.6) as
For convenience, denote
Let δ be a small positive constant such that
For t ∈ [0, 1], consider the following two auxiliary equations.
Lemma 3.39. Let ψ(x) be a positive function defined on Ω ǫ . For x ∈ Ω ǫ and a positive C 2 function u which is strictly locally convex near x, if
Proof. By direct calculation,
u by the concavity of f and f (0) = 0,
Lemma 3.40. For any t ∈ [0, 1], the Dirichlet problem (3.37) has at most one strictly locally convex solution u. If U > 0 is any strictly locally convex subsolution of (3.37), then u ≥ U .
Proof. Let u be a strictly locally convex solution of (3.37). We only need to prove that u ≥ U in Ω ǫ . If not, then U − u achieves a positive maximum at x 0 ∈ Ω ǫ , at which,
Note that for any s ∈ [0, 1] the deformation u[s] := s U + (1 − s) u is strictly locally convex near x 0 . This is because at x 0 ,
Define a differentiable function of s ∈ [0, 1]:
and (3.43)
However, the above inequality can not hold by (3.41), (3.42) and Lemma 3.39.
Theorem 3.44. For any t ∈ [0, 1], the Dirichlet problem (3.37) has a unique strictly locally convex solution u, which satisfies u ≥ u in Ω ǫ .
Proof. Uniqueness is proved in Lemma 3.40. For existence, we use the standard continuity method. Note that u is a subsolution of (3.37) by (3.36). We have obtained the C 2 bound for strictly locally convex solutions u (satisfying u ≥ u by Lemma 3.40) of (3.37) as well as the uniform positive lower bound of the principal curvatures, which imply the uniform ellipticity of equation (3.37) . By Evans-Krylov theory [3, 12] , we obtain the C 2,α estimates which is independent of t.
We can see that C
In fact, for any t 0 ∈ S, there exists w 0 ∈ U such that L(w 0 , t 0 ) = 0. The Fréchet derivative of L with respect to w at (w 0 , t 0 ) is a linear elliptic operator from C 2,α
By Lemma 3.39, L w (w0,t0) is invertible. By implicit function theorem, a neighborhood of t 0 is also contained in S. Next, we show that S is closed in [0, 1]. Let t i be a sequence in S converging to t 0 ∈ [0, 1] and w i ∈ U be the unique (by Lemma 3.40) solution corresponding to t i , i.e. L(w i , t i ) = 0. By Lemma 3.40, w i ≥ 0. By (3.45) u i := u + w i is a bounded sequence in C 2,α ( Ω ǫ ), which possesses a subsequence converging to a strictly locally convex solution u 0 of (3.37). Since w 0 := u 0 − u ∈ U and L(w 0 , t 0 ) = 0, thus t 0 ∈ S.
From now on we may assume u is not a solution of (1.10), since otherwise we are done.
Lemma 3.46. If u ≥ u is a strictly locally convex solution of (3.38) in Ω ǫ , then u > u in Ω ǫ and (u − u) γ > 0 on Γ ǫ .
Proof. To keep the strict local convexity of the variations in our proof, we rewrite (3.38) in terms of v
Since u is a subsolution but not a solution of (3.38), equivalently, v is a subsolution but not a solution of (3.47). Therefore,
Denote v[s] := s v+(1−s) v, which is strictly locally convex over Ω ǫ for any s ∈ [0, 1] since
From (3.48) we can deduce that Proof. We have established C 2,α estimates for strictly locally convex solutions u ≥ u of (3.38) , which further implies C 4,α estimates by classical Schauder theory
We also proved that
in Ω ǫ where C 2 and C 4 are independent of t. Denote
Let u 0 be the unique solution of (3.37) at t = 1 (the existence and uniqueness are guaranteed by Theorem 3.44 and Lemma 3.40). Observe that u 0 is also the unique solution of (3.38) when t = 0. By Lemma 3.40, w 0 := u 0 − u ≥ 0 in Ω ǫ . By Lemma 3.46, w 0 > 0 in Ω ǫ and w 0 γ > 0 on Γ ǫ . Also, u + w 0 satisfies (3.50) and (3.51). Thus, w 0 ∈ O. By Lemma 3.46, (3.50) and (3.51), M t (w) = 0 has no solution on ∂O for any t ∈ [0, 1]. Besides, M t is uniformly elliptic on O independent of t. Therefore, we can define the t-independent degree of M t on O at 0:
To find this degree, we only need to compute deg(M 0 , O, 0). By the above discussion, we know that M 0 (w) = 0 has a unique solution w 0 ∈ O. The Fréchet derivative of M 0 with respect to w at w 0 is a linear elliptic operator from C 
Proof of Theorem 1.12
Let u ǫ ≥ u be an admissible solution over Ω ǫ to the Dirichlet problem (1.10). For any fixed ǫ 0 > 0, we want to give uniform C 2 estimates for u ǫ with 0 < ǫ < ǫ 0 on Ω ǫ0 , i.e. The idea is from [11] . Because our equation (4.4) is slightly different and also for the sake of completeness, we shall derive (4.7). For x ∈ B r and ξ ∈ S n−1 , consider the test function Θ = 2 ln ρ(x) + α 2 (|Dv| 2 + 4 v) − β(x · Dv − v + |x| 2 ) + ln ln(v ξξ + 2)
where ρ(x) = r 2 − |x| 2 and α, β are positive constants to be determined later. The maximum value of Θ can be attained in an interior point x 0 = (x 1 , x 2 ) ∈ B r and assume the direction to be ξ = e 1 We may assume that ρ 2 ln(v 11 + 2) ≥ 1. By choosing β >> α we obtain an upper bound for v 11 + 2.
