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Abstract
This is a review of the results related to generalizations of the notion of τ -function and
integrable hierarchies and to their interpretation within the group theory framework that
admits an immediate quantization procedure. Different group theory structures underlying
integrable system are discussed in detail as well as their quantum deformations.
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1 Introduction
During last years, integrability gets more and more important in particle physics and string theory
[1, 2]. One of the main lessons that can be learned from the numerous concrete examples is that
the classical integrability in quantum field theories turns out to be surprisingly typical.
One of the first examples of using essentially integrable systems in this field is attempts to per-
turbatively deform conformal field theories along the ”integrable” directions [3]. This is ultimately
necessary for constructing the non-perturbative solutions in string theory. The perturbative de-
formations certainly describe only the vicinity of the critical points, while not exposing the global
structure of the configuration space of string theory. Still, it is the papers [3] (see also [4]) that
have already pointed out the integrable deformations of conformal field theories. Moreover, within
the string theory approach it has been also expected that the sum of the whole perturbative series
for the amplitudes (and the partition function) can be described by a quantum integrable system
[5]. At this point, it is of great importance that the effective action for the quantum integrable
system is a τ -fucntion of some classical integrable system1. This amazing phenomenon has been
already realized in concrete examples [8]-[12], while never been explained.
It is interesting that all the examples can be parted into two large classes of the systems
naturally depending on times (coupling constants) and on the so called Miwa variables, these
latter ones being just eigenvalues of an (infinite) external matrix. An instance of the first class
system is a functional of the correlators in the quantum non-linear Schro¨dinger model, which is a
τ -function of some classical integrable non-linear equation of the same kind [9]. A typical second
class example is given by the partition function in the six-vertex model with non-trivial boundary
conditions. This partition function turns out to be the τ -function of the 2d Toda system expressed
in Miwa variables (that are, in essence, the boundary conditions) [12].
However, the most important case of the integrability phenomenon under consideration is given
1Surprisingly enough, integrating some objects like τ -function [6] over the universal moduli space in string
theory [7] leads to a τ -function given on the same universal moduli space.
2
by the matrix models [13, 14, 2]. Among other things, in the matrix models the both types of time
variables are realized. Indeed, the partition function of the discrete matrix models is a τ -function,
the times being coupling constants, while that of the continuous matrix models is a τ -function
depending on an external matrix that gives rise to Miwa variables.
In fact, the classical integrability in effective field theory is quite typical and non-specific, say,
for two dimensions. A good example is given by the solution of the 4d N = 2 supersymmetric
Yang-Mills theory, which has been recently constructed by N.Seiberg and E.Witten [15]. Classical
integrability in this case has been revealed in the paper [16] (for recent progress see [1, 17, 18]
and references therein). Since integrability looks so typical, one could expect for the effective
action in typical field theory to be a τ -function provided the variables are choosen properly and
all possible interactions are taken into account. In practice, these latter are usually restricted by
some additional requirements (renormalizability etc).
It was already noted above that, although the integrability phenomenon has been investigated
in a series of examples, its origin still remains mysterious. In the present paper, we deal with
issues related to the general properties of quantum and classical τ -functions. This would help us
to shed some light on the phenomenon. Besides, we discuss here some immediate applications of
the general approach. For example, we calculate the S-matrix of the quantum Liouville theory.
In order to discuss how correlators of quantum integrable system are related to classical hier-
archies, one needs to deal with the quantum system in terms suitable for the classical hierarchies.
The key notion in these hierarchies is the τ -function, while the quantum integrable systems have
been formulated so far only in R-matrix terms [19, 20]2. Therefore, the main aim of this paper
is to extend the notion of τ -function to the quantum case. To this end, we are going to start
with a detailed discussion of the usual τ -function and, in particular, to point out related group
theory (symmetry) structures. Following this way, we are naturally led to the notion of the gener-
alized τ -function that can be still algebraically described and satisfies a set of Hirota-like bilinear
identities.
One can hardly over-estimate the necessity of the generalization of the τ -function notion. To
begin with, the matrix models corresponding to the standard hierarchies are just the simplest
models. More involved and physically important examples include the generalized Kontsevich-
Kazakov-Migdal model [22], higher dimensional gauge theories [23], 2d gravity coupled to the
conformal matter with c > 1 (i.e. with space-time dimension d > 2 which again corresponds to
the higher-dimensional models) etc. In all these examples, the angular variables of the matrices
can not be factorized out and then integrated out. Thus, they are described by more complicated
”generalized” hierarchies.
Another important class of the generalized integrable systems has to correspond to the WZWN
theories with the level greater that 1. Further moving into this direction should lead to the 2-loop,
3-loop etc. algebras within the integrable framework. All the listed examples are associated with
the so called non-Cartanian hierarchies [13].
Yet another important problem to be solved in the course of quantizing the generalized τ -
functions is the careful regularization of the Liouville theory [24]. This problem can be also
differently approached, as we discuss later.
Let us remark here that we do not discuss why the q-deformation described in the paper has
something to do with quantizing the system, i.e. with building quantum field theory (quantum
mechanics) in place of classical one. Instead, we address to the papers [19, 20] that discuss why
turning to quantum groups and quantum R-matrices corresponds to quantizing classical systems.
It was mentioned above that the main tool in studies of the generalized τ -functions is group
theory. More concretely, one can use different symmetry structures of the integrable hierarchies
2See, however, very interesting papers [21].
to formulate them in algebraic terms. It is typical for the theoretical physics that the symmetry
approach allows one to derive the general laws that do not depend on dynamics. In particular,
it is the general symmetry structure that should explain the integrability of effective actions in
quantum field theories. This is why one needs to reveal different algebraic structures and their
role for the quantization.
As a typical example, in this paper that is a review of the papers [25]-[31] we consider either
the Toda integrable system, or its particular case – the Liouville system. In sections 3 and 6, it is
demonstrated that there are three different group structures in these systems. Two of them are
related with the group action in the spectral parameter space: one is the group GL(∞) whose
Grassmannian parametrizes all solutions of the 2d Toda hierarchy of the general form, the other
one is the group SL(n) that describes the reduction of this whole large space of solutions to the
solutions of the SL(n) Toda. Thus, both these groups act on solutions of the integrable hierarchy.
It is these groups that are substituted by their quantum counterparts in the course of quantization.
Let us note, however, that the quantization procedure is not always a drill, that is to say, not
any group structure would be automatically substituted by its quantum counterpart. Indeed, in
the Liouville type system there is yet another group acting in “the space-time”, i.e. on times
of integrable system. In the course of quantization, this group still remains classical although is
differently treated – the orbit interpretation is involved. In fact, if the classical system is obtained
by the Hamiltonian reduction of a free system given on the cotangent bundle to a simple real Lie
group [32], the quantum model is related to an irreducible unitary representation of the same group.
Therefore, the quantum system is rather treated within the geometrical quantization framework
[33]. This group structure is discussed in section 6. In the section, it is also demonstrated that
the group theory methods allows one not only to construct the wave function of the quantum
Toda system (that is called Whittaker function) [34], but also to calculate its asymptotics [35]
and, therefore, S-matrix (i.e. two-point correlation function).
Such calculations are known for a while [36] but they have been performed using the Iwasawa
decomposition that is inconvenient for the extension to the affine case. In section 6, we present
alternative calculation that is based on the Gauss decomposition, which is naturally generalizable
to the Liouville field theory described by the affine algebra (in the affine case, one needs to use the
“point-wise” Gauss decomposition analogous to that used when bosonizing the WZWN theories
[37]). All the calculations of the wave function and its asymptotics are immediately continued to
this (affine) case giving the S-matrix of the 2d Liouville theory. This S-matrix coincides with that
obtained recently by A. and Al.Zamolodchikovs [38] and H.Dorn and H.-J.Otto [39].
The other group structures – those q-deformed in the course of quantization – are discussed
in the other sections. In particular, in section 4, the generalized τ -functions admitting immediate
quantization are discussed. It is natural to require for such τ -functions still to remain c-numbers.
In s.4.5 such a deformation of the classical differential hierarchy is, indeed, constructed so that
the resulting hierarchy becomes a difference one. Nevertheless, this hierarchy turns out to be
too trivial, since it can be obtained by a (quite complicated) redefinition of times of the original
hierarchy. Therefore, the problem of constructing a non-trivial deformation of the τ -function (that
leads to a non-commutative object) still persists.
This problem is solved, however, in the pure algebraic terms – in the same section 4, given a
representation of any algebra, the τ -function is defined as the generating function of its matrix
elements in some (arbitrary) representation. Thus defined τ -function satisfies a system of bilinear
identities (BI). In the classical case, these BI are differential ones. To quantize the system, it
suffices to substitute the classical group by its quantum counterpart. This makes the differential
BI difference and the τ -function itself – operator.
Note that the τ -function defined by an arbitrary representation of algebra leads to BI given by
non-commutative flows, that is to say, the theory is no longer integrable in the usual (Liouville)
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sense. However, it still preserves many important features of the integrable system and corresponds
to the non-Cartanian hierarchies [13] that we mentioned above.
In order to obtain the τ -function corresponding to the standard KP/Toda hierarchy, one needs
to consider the fundamental representations of the group SL(∞). For these representations,
there exists a special reduction of the general τ -function, which leads to the standard integrable
hierarchies.
The next problem is to construct some quantum counterpart of the KP hierarchy. This problem
is highly non-trivial, since the mentioned special reduction of the general τ -function admissible in
the fundamental representations does not endure the quantization. Nevertheless, one can construct
the q-deformation of some new classical hierarchy that is, by essence, the KP hierarchy but with
unusual evolution. This is discussed in section 5.
For the sake of continuity of the paper, we place more technical comments in Appendices.
Some additional details that are not included into this review can be found in the original papers
[25]-[31] and, especially, [30], since the results of this latter are considered here very briefly.
The author is grateful to A.Gerasimov, S.Kharchev, S.Khoroshkin, D.Lebedev, A.Marshakov,
A.Morozov, M.Olshanetsky and L.Vinet for the collaboration and useful discussions and to G.Weight,
A.Gorsky, V.Dobrev, A.Zabrodin, Al.Zamolodchikov, V.Korepin, N.Nekrasov, N.Slavnov, I.Tyutin
and J.Schnittger for the useful discussions. The work is partially supported by grants RFBR-96-
01-01106 and INTAS-97-1038.
2 Fermionic representation for integrable hierarchies
We start with a brief description of the fermionic approach to the standard integrable hierarchies
that is mostly due to the Kyoto school [40]-[44] (see also [45, 46]) and describe in these terms
the important particular case of the semi-infinite (forced) hierarchies3. Note that the fermionic
approach is the most universal language of those applied so far to describe the integrable systems,
since it corresponds to the formal (Sato [47]) Grassmannian given in terms of the formal series.
Although alternative approaches (see, e.g., [48]) suit better, say, the finite-gap solutions [49], it
is the Sato Grassmannian that is necessary for dealing with the singular points (describing, for
instance, the matrix models, see [50]).
2.1 General fermionic description of the standard integrable hierar-
chies
We begin with the description of the two-dimensional lattice Toda (2TDL) hierarchy. Its τ -
function is defined through correlators in the theory of free fermions ψ, ψ˜ (b, c-system of spin 1/2).
Namely, the τ -function is the ratio of the correlators4
τn(t, t | G) ≡ 〈n | e
HGeH | n〉
〈n | G | n〉 (2.1)
in the theory of the free fermionic fields ψ(z), ψ∗(z):
ψ(z) =
∑
Z
ψnz
n
ψ∗(z) =
∑
Z
ψ∗nz
−n−1
(2.2)
3Right these hierarchies describe, among other, the matrix models.
4Later on, we omit from this definition the denominator correlator (which is nothing but a normalization factor)
wherever it is non-singular and, therefore, inessential.
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{ψk, ψ∗m} = δkm, {ψk, ψm} = {ψ∗k, ψ∗m} = 0 (2.3)
In the definition (2.1) we use the following notations
H =
∑
k>0
tkJk; H =
∑
k>0
tkJ−k (2.4)
where the currents are defined as
J(z) = ψ∗(z)ψ(z), i.e. Jk =
∑
Z
ψiψ
∗
i+k (2.5)
The quantity G is given by the formula
G = : exp
{∑
m,n
Gmnψ∗mψn
}
: (2.6)
and is an element of the group GL(∞) (or the Clifford group) realized in the infinite dimensional
Grassmannian (see also equivalent descriptions in [48]). The normal ordering is to be understood
here as ordering w.r.t. the vacuum |0〉 defined by the conditions
ψm|0〉 = 0 m < 0 , ψ∗m|0〉 = 0 m ≥ 0 (2.7)
One can also consider a more general normal ordering that is defined w.r.t. the vacuum |k〉 given
by the conditions
ψm|k〉 = 0 m < k , ψ∗m|k〉 = 0 m ≥ k (2.8)
Any concrete solution to the hierarchy (τ -function (2.1)) depends only on the choice of element
G (or, equivalently, can be uniquely defined by the matrix Gkm). The remarkable result by the
Kyoto school is the statement that any solution to the 2TDL hierarchy is given by an element G
of the form (2.6), and, inversely, any such element G defines some solution to the 2TDL hierarchy.
Note that, within the fermionic approach [40]-[44], 2TDL is the most general one-component
hierarchy. Say, the KP hierarchy can be obtained from the 2TDL hierarchy by canceling all the
negative times and the zero time. One can also arbitrarily fix these times and do not include the
corresponding evolution equations. In this respect, the KP hierarchy is a sort of sub-hierarchy of
2TDL, not a reduction, and is described by the same set of elements G with less number of the
evolution flows.
Another example is the Toda chain which is already a reduction that can be obtained from
2TDL by special restricting element of the Grassmannian. As a result, the τ -function of the Toda
chain depends not on the positive and negative times separately but only on their sums [45]5
(therefore, one can consider only one set of the evolution flows). This property of the Toda chain
can be taken as its definition.
Now we derive some useful properties of the described system. One can easily get from the
commutation relations (2.3) the transformation law of the fermionic modes w.r.t. the action of
the element of the Grassmannian (2.6):
GψkG
−1 = ψjRjk , Gψ
∗
kG
−1 = ψ∗jR
−1
kj (2.9)
where the matrix Rjk can be expressed through Gjk (see [10]). It will be clear later that Rjk is an
important building block for determinant representations of the τ -functions.
Let us introduce more notations. Using (2.3), one can define evolution of ψ(z) and ψ∗(z) w.r.t.
the times flows {tk}, {tk}:
ψ(z, t) ≡ eH(t)ψ(z)e−H(t) = eξ(t,z)ψ(z) (2.10)
5In most papers, the Toda chain depends only on difference of times. It is due to the opposite sign of H used
in (2.1).
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ψ∗(z, t) ≡ eH(t)ψ∗(z)e−H(t) = e−ξ(t,z)ψ∗(z) (2.11)
ψ(z, t) ≡ eH(t)ψ(z)e−H(t) = eξ(t,z−1)ψ(z) (2.12)
ψ∗(z, t) ≡ eH(t)ψ∗(z)e−H(t) = e−ξ(t,z−1)ψ(z) (2.13)
where
ξ(t, z) =
∞∑
k=1
tkz
k (2.14)
Let us also define the Schur polynomials
exp
∑
k>0
tkx
k
 ≡ ∑
k>0
Pk(tk)x
k, Pk(tk) = 0, k < 0 (2.15)
Using this definition and (2.10)-(2.13), one immediately gets the evolution of the fermionic modes:
ψk(t) ≡ eH(t)ψke−H(t) =
∞∑
m=0
ψk−mPm(t) (2.16)
ψ∗k(t) ≡ eH(t)ψ∗ke−H(t) =
∞∑
m=0
ψ∗k+mPm(−t) (2.17)
ψk(t) ≡ eH(t)ψke−H(t) =
∞∑
m=0
ψk+mPm(t) (2.18)
ψ∗k(t) ≡ eH(t)ψ∗ke−H(t) =
∞∑
m=0
ψ∗k−mPm(−t) (2.19)
Now we can derive a determinant representation for the τ -function6. To this end, define the
completely filled vacuum state | −∞〉 that satisfies the requirement
ψ∗i | −∞〉 = 0 , i ∈ Z (2.20)
Then, any ”shifted” vacuum is obtained from the completely filled one as follows:
|n〉 = ψn−1ψn−2...| −∞〉 (2.21)
Note that any element G of the Clifford group (and, therefore, eH(t)) acts on | − ∞〉 trivially:
G| −∞〉 ∼ | −∞〉. Therefore, using (2.17) and (2.18), one easily gets from (2.1):
τn(t, t) = 〈−∞|...ψ∗n−2(−t)ψ∗n−1(−t)Gψn−1(t)ψn−2(t)...| −∞〉 ∼
∼ det[〈−∞|ψ∗i (−t)Gψj(t)G−1| −∞〉] |i,j≤n−1
(2.22)
Using (2.9), we now see that
Gψj(t)G
−1 =
∑
m,k
Pm(t)ψkRk,j+m (2.23)
and, therefore, the ”manifest” solution to the 2TDL hierarchy reads in the determinant form as
τn(t, t) ∼ deti,j<0 Ci+n,j+n(t, t) (2.24)
6The discussion below requires, certainly, in real calculations some convergency properties, in particular, of the
determinants of infinite-dimensional matrices. It suffices to consider the matrices with finite number of non-zero
diagonals [43]. However, sometimes this class of matrices turns out to be too restrictive like being the case in
matrix models [51, 50]. On the other hand, the formulas below are direct implications of some relations that can
be checked out for formal series and, therefore, are always correct once the convergency conditions are fulfilled. By
the same reason, we ignore the issue of existence of the completely filled vacuum state below.
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where7
Cij(t, t) =
∑
k,m
RkmPk−i(t)Pm−j(t) (2.25)
Let us note that the time dependence of the matrix elements (2.25) in the determinant (2.24)
is given by the following equations:
∂Cij/∂tp = Ci,j−p, j > p > 0 (2.26)
∂Cij/∂tp = Ci−p,j, i > p > 0 (2.27)
which immediately follows from the corresponding property of the Schur polynomials:
∂Pk/∂tp = Pk−p (2.28)
that is a direct consequence of their definition.
It has been already remarked that the KP hierarchy is given by the evolution only w.r.t. the
positive times {tk}, while the negative times {tk} are just parameters which give a set of points in
the Grassmannian and can be removed by a redefinition of the matrix Rkm. Then, the τ -function
of the (modified) KP hierarchy reads as
τn(t) = 〈n|eH(t)G(t)|n〉 ∼ deti,j<0
[∑
k
Rk,j+n(t)Pk−i−n(t)
]
(2.29)
where G(t) ≡ GeH(t) and
Rkj(t) ≡
∑
m
RkmPm−j(t) (2.30)
2.2 Bilinear identities for the classical 2TDL hierarchy
For future use, we need two more crucial formulas in the theory of integrable systems [41]:
〈n|ψ(z) exp[H(t)] = zn−1〈n− 1| exp[H(t− ǫ(z−1))] ≡ zn−1X̂(z, t) 〈n− 1|eH(t) (2.31)
〈n|ψ∗(z) exp[H(t)] = z−n〈n+ 1| exp[H(t+ ǫ(z−1))] ≡ z−nX̂∗(z, t)〈n+ 1|eH(t) (2.32)
where
X̂(z, t) ≡ eξ(z,t) e−ξ(z,∂˜t) (2.33)
X̂∗(z, t) ≡ e−ξ(z,t) eξ(z,∂˜t) (2.34)
where as usual ∂˜t ≡ (∂t1 , 12∂t2 , . . .).
Using these formulas, one can express the Baker-Akhiezer (BA) function of the KP hierarchy,
defined via τ -function by the formula [41]
Ψ(µ|tn) = eΣtnµ
n τ0(tn − µ−nn
∣∣∣ tn)
τ0(tn|tn) (2.35)
through the fermionic correlator:
Ψ(µ|tn) =
〈
1
∣∣∣eH(t)ψ(µ)G∣∣∣ 0〉
〈0 |eH(t)G| 0〉
(2.36)
7Note that throughout we ignore the summation limits, since they are automatically reproduced by the property
(definition) of the Schur polynomials Pk = 0 at k < 0 in (2.15).
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Analogously, one can consider the conjugated BA function given by
Ψ∗(µ|tn) =
〈
1
∣∣∣eH(t)ψ∗(µ)G∣∣∣ 0〉
〈0 |eH(t)G| 0〉
(2.37)
Involving ”non-zeroth” vacuums, one can also introduce more general pair of the BA functions
depending on the zero time n.
Considering the ”whole” 2TDL hierarchy, one can reasonably introduce four different BA
functions, since, in this case, it makes sense to put fermions both to the left and to the right of
the Grassmannian element G.
Now let us derive the bilinear identities (BI) satisfied by the τ -function of the 2TDL hierarchy
(2.1) [43, 45]. To this end, note that due to (2.9) the tensor product of the Grassmannian elements
G⊗G (2.6) commutes with the tensor product Γ ≡ ∑i ψi⊗ψ∗i . To make our notations consistent
with the forthcoming sections, we denote hereafter the fermionic modes ψk through ψ
+
k and ψ
∗
k
through ψ−k .
Look now at the matrix elements of the operator identity
Γ(G⊗G) = (G⊗G)Γ (2.38)
taken in between the states 〈n+ 1|U(t)⊗ 〈m− 1|U(t′) and U(t)|n〉 ⊗ U(t′)|m〉, where we denote
U(t) ≡ eH(t) and U(t) ≡ eH(t):∑
i
〈n + 1|U(t)ψ+i GU(t)|n〉 · 〈m− 1|U(t′)ψ−i GU(t′)|m〉 =
=
∑
i
〈n+ 1|U(t)Gψ+i U(t)|n〉 · 〈m− 1|U(t′)Gψ−i U(t′)|m〉
(2.39)
Then, one can rewrite (2.39) through the free fermion fields (2.2):8∮
∞
dz〈n+ 1|U(t)ψ+(z)GU(t)|n〉 · 〈m− 1|U(t′)ψ−(z)GU(t′)|m〉 =
=
∮
0
dz〈n + 1|U(t)Gψ+(z)U(t)|n〉 · 〈m− 1|U(t′)Gψ−(z)U(t′)|m〉
(2.40)
Generalizing definitions of the BA functions (2.36) and (2.37) to the non-zero vacuum and involving
negative times
Ψ±,in ≡ 〈n± 1|Û(t)ψ±i GÛ(t)|n〉 (2.41)
one can rewrite these formulas in a more compact form (hereafter we use the notation t both for
positive and for negative times all together when it can not mislead):∑
i
Ψ+,ik (t)Ψ
−,i
l (t
′) =
∑
j
Ψ
+,j
k+1(t)Ψ
+,j
l−1(t
′
) (2.42)
Here Ψ gives the second pair of the BA functions defined by the correlator with the fermion to
the right of the element G.
These BA functions are generated by the action of the vertex operators (2.33)-(2.34) (see
(2.31)-(2.32): ∑
i
Ψ+,ik (t)z
i ≡ X̂+(z, t)τn(t),
∑
i
Ψ−,ik (t)z
−i−1 ≡ X̂−(z, t)τn(t) (2.43)
8The integration contour in this formula depends on whether the integrand is expanded into positive or negative
powers of z.
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and analogously for X̂
±
(z, t). Then, (2.39) can be rewritten as∮
∞
dzX̂−(z, t)τn(t, t)X̂
+(z, t′)τm(t
′, t
′
) =
∮
0
dzX̂
−
(z, t)τn+1(t, t)X̂
+
(z, t
′
)τm−1(t
′, t
′
) (2.44)
This integral BI can be reduced to the infinite set of equations (see also (3.4)) by expanding into
degrees of t− t′ and t− t′:
∞∑
i=0
Pi(−2y)Pi+1(D˜t)e[
∑
i
yiDti ]τ · τ = 0
τn∂t1∂tτn − ∂t1τn∂t1τn = τn+1τn−1
(2.45)
where Dt is the Hirota symbol given by its action onto the product of two functions:
Dkxf · g ≡ ∂y[f(x+ y)g(x− y)]
∣∣∣
y=0
, D˜ ≡ (Dt1 , 12Dt2 , . . .), Pi’s are Schur polynomials. Expanding
these equations (2.45) w.r.t. the arbitrary set of parameters {yk}, one finally arrives at the
KP/Toda hierarchy equations.
2.3 Fermionic representation for the forced hierarchies
Now we apply the described formalism to the case of the so-called forced hierarchies and obtain, in
particular, determinant formulas of [52, 46]. The main difference of the formulas like (2.24) with
the determinant representations to be obtained in this subsection is that the forced hierarchies
corresponds to the determinants of the finite matrices. This important difference is due to the
very specific boundary condition (from the point of view of the particle chain)
τ0 = 1 (2.46)
This condition may serve as a definition of the forced hierarchies [53] investigated in [52, 46]
in detail. It turns out that the forced hierarchies are described by singular elements of the
Grassmannian, which depend on only positive (or only negative) fermionic modes. It implies
”quarter-infinite” matrices Gmn in (2.6) and, indeed, leads to the determinants of finite matrices.
We describe the forced hierarchies in this subsection very briefly leaving some technical details till
Appendix 1. More details can be found in [52, 46].
Thus, we are looking for the point of the Grassmannian in the form
G = G0P+ (2.47)
where P+ is the projector onto the positive states:
P+|n〉 = θ(n)|n〉 (2.48)
This projector admits a natural fermionic realization
P+ =: exp
[∑
i<0
ψiψ
∗
i
]
: (2.49)
and possesses a set of properties
P+ψ
∗
−k = ψ−kP+ = 0 , k > 0 (2.50)
[P+, ψk] = [P+, ψ
∗
k] = 0 , k ≥ 0 (2.51)
P 2+ = P+ (2.52)
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If the correlator in (2.1) contains this projector, we naturally require for G0 to depend only on ψk
and ψ∗k with k ≥ 0. We fix its form to be
G0 =: exp

(∫
γ
A(z, w)ψ+(z)ψ
∗
+(w
−1)dzdw
)
−∑
i≥0
ψiψ
∗
i
 : (2.53)
where γ is an integration domain. The key formula (we leave its proof till Appendix 1) gives the
τ -function corresponding to the element of the Grassmannian choosen in the form (2.47):
τn(t, t) = 〈n|eH(t)G0P+eH(t)|n〉 =
=
1
n!
∫
γ
∆(w)∆(z)
n∏
i=1
A(zi, wi)e
ξ(t,zi)+ξ(t,wi)dzidwi
(2.54)
where ∆(z) ≡ deti,jzi−1j is the Van-der-Monde determinant.
Repeating the above calculation (see also Appendix 1), one can get the determinant represen-
tation for the forced hierarchy:
τn(t, t) = det
[
∂it1∂
j
t1
∫
γ
A(z, w)eξ(t,z)+ξ(t,w)dzdw
]∣∣∣∣
i,j=0,...,n−1
(2.55)
This is, in fact, the determinant of the finite matrix, which provides, in particular cases, the
determinant representations for the matrix models [46].
Note that the matrix Aij defined by the expansion of A(z, w) into degrees of z and w coincides
with the matrix Rij from (2.9) (see Appendix 1). This simple relation of the fermion rotation
matrix and the matrix giving the element of the Grassmannian is specific for the forced hierarchies.
The element of the Grassmannian determined in (2.47) is in no way unique, since there are
many possibilities to continue the relation (2.46) to the negative values of n. The choice we used
corresponds to the condition
τn = 0 at n < 0 (2.56)
This way of defining the τ -function is advantageous when reducing to the Toda chain, since, in this
case, the τ -function depends only on the sum of times tk + tk that is the defining property of the
corresponding infinite hierarchy. Other important choices for the element of the Grassmannian G
have been discussed in [52]. If considering only dependence on times tk, one of interesting choices
corresponds to the condition
τn(tk) = τ−n
(
(−)ktk
)
(2.57)
and describes the (modified) CKP hierarchy [42], i.e. the corresponding element of the Grassman-
nian belongs to Sp(∞). Another choice of this element is just G = G0 that corresponds to the
condition
τn = 1 at n < 0 (2.58)
etc.
3 Group theory structures of the Toda molecule
Before generalizing the construction of the previous section, we discuss group theory structures
that are presented in integrable systems and take as our main example the Liouville (Toda)
theory9. Note that it often happens for different group structures to be presented in the same
9In fact, it has been realized already quite a while ago [54, 55] (see also, by the appearance, the first paper on
this stuff [56]) that the group theory approach is one of the most effective and elegant frameworks for classical
integrable systems.
11
integrable system. In particular, some groups can act in the solution space of integrable hierarchy,
while other ones – just on the variables of integrable equations (in ”the space-time”) [31]. We
start with considering the structures of the first type, leaving those of the second type till section
4.
As it was discussed in the previous section, all solutions of the integrable 2DTL hierarchy (2.1)
are described by the group elements of GL(∞) (2.6). This group acts in the space of solutions and
simultaneously in the space of the spectral parameter. This is the group structure we are mainly
interested in, since just this group structure is in charge of the majority of defining properties of
integrable system and it is deformed in the course of quantizing. However, in the example we are
going to look at now, that is the Liouville system, there exists yet another group.
We begin with a natural restriction of the forced hierarchies given by the condition (2.56) onto
finite systems. To this end, we impose one additional constraint
τn = 0, n > p (3.1)
for some p. This system corresponds to the two-dimensional (p− 1)-body Toda molecule [57]-[58]
and is sometimes called non-periodic SL(p) Toda chain [54]. Since it is just a very particular case
of the forced hierarchy, one can make use of the formulas of the previous section and Appendix
1. Then it is immediate to check that the SL(p) Toda molecule is described by the arbitrary
fermion rotation matrix Rij only restricted to be of rank p [27]. This means that the matrix can
be presented in the form
Rij =
p∑
k
f
(k)
i g
(k)
j (3.2)
f
(k)
i and g
(k)
j being arbitrary coefficients and the kernel of the Grassmannian element A(z, w)
(A1.8) (whose power series expansion into powers z and w gives the matrix Rij) being of the form
A(z, w) =
p∑
k
f (k)(z)g(k)(w) (3.3)
where f (k)(z) and g(k)(z) are arbitrary functions.
The simplest way to check this statement is to use the determinant representation (A1.25). In
fact, from the first equation of the 2DTL hierarchy
τn∂t1∂t1τn − ∂t1τn∂t1τn = τn+1τn−1 (3.4)
and condition (3.1), one can establish that logτ0 and logτp satisfy the free wave equation
∂t1∂t1logτ0 = ∂t1∂t1 logτp = 0 (3.5)
Since the relative normalization of τn is not fixed yet, one can always choose τ0 = 1. Then,
τ0(t) = 1 , τp(t) = χ(t1)χ(t1) (3.6)
where χ(t1) and χ(t1) are arbitrary functions. The two-dimensional Toda system with the bound-
ary conditions (3.6) has been considered in [57]. Solution to the equation (3.4) is, in this case,
[58]:
τn(t) = det ∂
i−1
t1 (−∂t1)j−1τ1(t) (3.7)
with
τ1(t) =
p∑
k=1
a(k)(t)a(k)(t1) (3.8)
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where functions a(k)(t) and a(k)(t1) satisfy the conditions
det∂i−1t1 a
(k)(t) = χ(t) , det(−∂t1)i−1a(k)(t1) = χ(t1) (3.9)
This result corresponds to formula (A1.25) with the kernel A(z, w) of the form (3.3). Let us draw
that, although the Toda molecule looks like a forced hierarchy with one additional projector, it
is generically described by the infinite number of the fermion modes because of infinitely many
non-vanishing elements of the matrix (3.2).
Note that the function τp can be put equal to unity. This is exactly the choice corresponding
to the group SL(p), while the general solution is associated with the group GL(p).
Let us discuss now how one can observe this group structure in the Toda molecule. For the
sake of simplicity, we consider below the instance of the Liouville system (p = 2), the extension
to the higher groups being quite immediate. The simplest way of doing is to restore the manifest
group structure in (3.7)-(3.8). This has been done in [59]. Moreover, this representation admits
the deformation so that the quantum Liouville system is merely described by the quantum group
SLq(2) [60, 61]. Still, it is more convenient for us to employ here a little bit different approach to
the problem [27].
Namely, we are going to look at the Liouville theory as at a reduction of the general two-
dimensional Toda system associated with the group GL(∞). In this case, the functions f (k)(z)
and g(k)(z) (either the set of the corresponding coefficients f
(k)
i and g
(k)
i ) describe the way for the
group SL(2) associated with the Liouville system to embed into the group GL(∞) in the course
of reduction. Thus, the different embeddings are related by external GL(∞)-automorphisms of
the group SL(2).
Let us describe it in more explicit terms. The Liouville equation is of the form:
∂τ1∂τ1 − τ1∂∂τ1 = τ0τ2 = 1 (3.10)
or
∂∂φ = 2eφ, τ1 = e
−φ/2 (3.11)
Its general solution
τ1(t, t|g) = (1 + A(t)B(t))
[
∂A
∂t
∂B
∂t
]− 1
2
(3.12)
is parametrized by two arbitrary functions A(t) and B(t). These functions are related with the
fermion rotation matrix via the following formulas that can be obtained by comparing (A1.25)
and (3.12):
GψiG
−1 =
(∫ ∫
dt
e−tx√
∂A
dxxi−1
)
·∑
k
(∫ ∫
dt
e−ty√
∂B
dyyk−1
)
ψk+
+
(∫ ∫
dt
e−txA√
∂A
dxxi−1
)
·∑
k
(∫ ∫
dt
e−tyB√
∂B
dyyk−1
)
ψk ≡ fiΨ(1) + giΨ(2)
(3.13)
Thus, the element G of the Grassmannian, which is associated with the Liouville system rotates
the fermionic modes in the two-dimensional space given by the ”dressed” fermions Ψ
(1,2)
i that
evidently depend on the concrete choice of G, i.e. on the functions A and B. Each choice of G
fixes such a pair of the fermions so that they give the embedding of the group SL(2) into the
group GL(∞) and all the variety of solutions to the Liouville equation is given by all possible
choices of the functions A and B, i.e. by all possible embeddings of this type.
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4 Generalized τ-function and bilinear identities
Our previous discussion of τ -functions was mainly concentrated on their determinant represen-
tations. However, the τ -function can be also introduced by the hierarchy of defining equations,
namely, by an (infinite) set of bilinear identities of the Hirota type (3.4) and (2.45). We show in
this section how the τ -function can be generalized still to satisfy an hierarchy of bilinear identi-
ties, and in the next section we discuss its determinant representations that turn out to be more
particular property.
The main idea of our approach is to formulate any integrable hierarchy in pure algebraic terms
so that it could be constructed for any (highest weight) representation of any group. In particular,
quantizing means substituting the group by its quantum counterpart.
4.1 τ-function and bilinear identities
τ-function. Thus, for a given universal enveloping algebra (UEA) U(G) (over some ring) and
a Verma module V of this algebra, we define the τ -function as a generating function of all the
matrix elements 〈m|g|m〉V [26]:
τV (t, t|g) ≡
∑
m,m∈V
sVm,m(t, t) 〈m|g|m〉V (4.1)
The main ambiguity of this definition is the choice of the function sVm,m(t, t), which is to be done
in a ”clever” way to have τ -function with good properties. The ambiguity is partially eliminated
for the highest weight representations, when one can require
τV (t, t|g) =< 0V |U(t)gU(t)|0V > (4.2)
with some operators U and U that does not depend on V , |0V > being the highest weight vector10.
This requirement naturally arises if one considers the τ -function of the 2DTL hierarchy that
corresponds to G = SL(p) with V being one of the p − 1 fundamental representations. We will
return to this case in section 5.
However, the set of bilinear identities that we are going to derive now does not depend on the
concrete choice of the functions sVm,m(t, t), thus, we will return to their explicit form later.
Intertwining operators and bilinear identities. Let us generalize now the derivation of the
BI of section 2 to the case of the general τ -function (4.1). Its part that can be formulated in
purely algebraic terms is the derivation of the counterpart of (2.39). The procedure of derivation
consists now of some steps.
1. The starting point is to embed a Verma module V̂ into the tensor product V ⊗W , where
W is some (arbitrary) finite-dimensional representation of G.11 With the fixed choice of V and
W , there exist only finite number of possible V̂ .
10Evolution operators U(t) (U(t)) for the general representation depend on all raising (lowering) generators of
algebra, which generally do not commute. Therefore, the time flows in the hierarchy equations described below
should not commute in contrast to the case of the standard integrable hierarchies. Still these evolution operators
can commute in the specially choosen representations, for instance, in the fundamental representations of the
classical groups – see section 6 for more details.
11In the affine case, one should use finite-dimensional (evaluation) representations as well. These are represen-
tations with zero central charge, and they are not highest weight representations – cf. the definition of vertex
operators in [62, 63].
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Define now some generalization of the fermions – intertwining operators. The right intertwining
operator of the type W is defined to be a homomorphism of the G-modules:
ER : V̂ −→ V ⊗W (4.3)
This intertwining operator can be constructed for the highest weight vectors
|0〉
V̂
=
 ∑
{pα,iα}
A{pα, iα}
(∏
α>0
(T−α)
pα ⊗ (T−α)iα
) |0〉V ⊗ |0〉W (4.4)
and then continued explicitly to the whole representation in accordance with formula:
V̂ =
{
|nα〉V̂ =
∏
α>0
(∆(T−α)
nα |0〉
V̂
}
(4.5)
where T−α are (lowering) generators of algebra, which belong to its maximal negative (right)
nilpotent subalgebra N(G), α are the positive roots, the vacuum state is annihilated by all the
raising operators Tα from the positive (left) nilpotent subalgebra N(G), the Verma module is built
by the action of all generators T−α on the highest weight state: V = {|nα〉V = ∏α>0 (T−α)nα |0〉V }.
Formula (4.5) reflects the fact that the action of G on the tensor product of representations (Verma
modules) is defined by the co-multiplication ∆ and, for finiteW , allows one to present every |nα〉V̂
as a finite sum of states |mα〉V with the coefficients taking values in W .
2. As the next step, we consider another triple of modules that define the left intertwining
operator
E ′L : V̂
′ −→W ′ ⊗ V ′ (4.6)
so that the product W ⊗W ′ contains the unit representation of G.
BI in terms of UEA. We turn now to the immediate derivation of the BI. They can be obtained
in two forms – in the operator form that is analogous to (2.38) and as a relation for the matrix
elements (i.e. in terms of the algebra of functions on the group). The first form can be obtained
in two steps. As the first step, one needs to consider the projection of the product W ⊗W ′ onto
the unit representation
π : W ⊗W ′ −→ I (4.7)
that can be manifestly provided by multiplying any element from W ⊗W ′ and
π = W 〈0| ⊗ W ′〈0|
 ∑
{iα,i′α}
Aπ{iα, i′α}
(∏
α>0
(T+α)
iα ⊗ (T+α)i
′
α
) (4.8)
Using this projection, one can construct the new intertwining operator
Γ : V̂ ⊗ V̂ ′ ER⊗E
′
L−→ V ⊗W ⊗W ′ ⊗ V ′ I⊗π⊗I−→ V ⊗ V ′ (4.9)
possessing the property (2.38)
Γ(g ⊗ g) = (g ⊗ g)Γ (4.10)
for any group element g such that
∆(g) = g ⊗ g (4.11)
Put it differently, the spaceW⊗W ′ contains the canonical element of pairing wi⊗wi commuting
with the action of ∆(g). This means that the operator
∑
iEi ⊗ Ei : V ⊗ V ′ −→ V̂ ⊗ V̂ ′ (Ei ≡
E(wi), E
i ≡ E(wi)) commutes with ∆(g).
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The identity (4.10) is the algebraic formulation of the BI. In order to obtain differential (or
difference) identities, one needs (like it was in the above example of the 2DTL hierarchy) to use
the definition (4.2) and consider the matrix element of the identity (4.10) along with the evolution
operators between the highest weight states. This gives rise to identities (there is a lot of equivalent
BI in accordance with a lot of possible choices of the representations V and V̂ ) for the objects like
FBA, i.e. for the averages (4.2) with additional insertions of the intertwining operators Ei and
Ei. Then, using the commutation relations of the intertwining operators with algebra generators,
one can push Ei to the highest weight vector. The result of this procedure can be imitated by the
action of some differential or difference operators that leads to the differential or difference BI.
This latter step is, however, not always possible and requires the correct choice of the evolution
operators U(t), U(t). Up to now, there is no general recipe for such a choice. However, in the next
two subsections we construct some explicit examples that illustrate how the choice is usually made.
Certainly, the concrete differential (difference) form of the BI depends on the concrete algebra and
its concrete representation and can not be obtained in a general algebraic form. Moreover, we will
show soon that the same system can be described by different differential hierarchies – or even by
difference and differential hierarchies – depending on the choice of the evolution operators.
BI in terms of the algebra of functions. To conclude the subsection, we obtain the BI in
terms of matrix elements, i.e. in terms of the algebra of functions on the group. This language is
dual to that of UEA.
Thus, let us write down the matrix element (4.10) taken in between four states
V ′〈k′| V 〈k|(g ⊗ g)Γ|n〉V̂ |n′〉V̂ ′ = V ′〈k′| V 〈k|Γ(g ⊗ g)|n〉V̂ |n′〉V̂ ′ (4.12)
Action of the operator Γ can be presented by the formula
Γ|n〉
λ̂
|n′〉
λ̂′
=
∑
l,l′
|l〉λ|l′〉λ′Γ(l, l′|n, n′) (4.13)
i.e. (4.12) goes into
∑
m,m′
Γ(k, k′|m,m′) ||k||
2
λ||k′||2λ′
||m||2
λ̂
||m′||2
λ̂′
〈m|g|n〉
λ̂
〈m′|g|n′〉
λ̂′
=
∑
l,l′
〈k|g|l〉λ〈k′|g|l′〉λ′Γ(l, l′|n, n′) (4.14)
To rewrite this expression as some differential or difference equation, one needs to use formula
(4.1) for the τ -function. Then, one can get the generating equation for the identities (4.14)
making use of the explicit formulas for the matrix elements Γ(l, l′|n, n′) that can be calculated in
the group theory framework (they are nothing but the corresponding Clebsh-Gordon coefficients).
Again to present the generating equation in the differential form, one needs to choose correctly
the coefficients sRm,m(t, t) in formula (4.1). Technically, the simplest way to make this choice is
often to use concrete representation, i.e. BI formulated in terms of the algebra of functions. We
illustrate this method in the next section.
To conclude this subsection, note that, in order to reproduce literally the derivation of the BI
for the 2DTL hierarchy, one would introduce for the same triple of representations V , V ′, W the
conjugated pair of the intertwining operators
Φ : V̂ ⊗W → V, Φ⋆ : V →W ⊗ V̂ (4.15)
that, by definition, satisfy the conditions
∆(g)Φ = Φg, Φ⋆∆(g) = gΦ⋆ (4.16)
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since being homomorphisms, and the algebra action in the tensor product is given by the co-
multiplication. These conditions are the literal generalization of formula (2.9), and the canonical
element commutes again with the group element g giving rise to the equation (4.10). Still, the
proposed derivation of the BI using the pair of representation triples looks more general, and,
hence, we use it throughout this section.
4.2 Example – SLq(2)
To illustrate the above described rather abstract construction of the generalized τ -function and
BI, consider now as an example the case of the quantum group SLq(2) [26]. This example, at
the same time, illustrates what are the τ -function and BI in quantum integrable systems. It was
already noted that, in the framework under consideration, quantizing just implies substituting
group by its quantum counterpart. Note that, from now on, by q-deformation we assume the real
q > 1, although other values of q can be also easily treated by the methods developed.
Bilinear identities. Algebra Uq(SL(2))
12 is given by the generators T+, T− and T0 subject to
the commutation relations
qT0T±q
−T0 = q±1T±, [T+, T−] =
q2T0 − q−2T0
q − q−1 (4.17)
and by the co-multiplication
∆(T±) = q
T0 ⊗ T± + T± ⊗ q−T0 , ∆(qT0) = qT0 ⊗ qT0 (4.18)
The Verma module Vλ of the highest weight λ (not obligatory half-integer) consists of the elements
|n〉λ ≡ T n−|0〉λ, n ≥ 0 (4.19)
such that
T−|n〉λ = |n+ 1〉λ, T0|n〉λ = (λ− n)|n〉λ, T+|n〉λ ≡ bn(λ)|n− 1〉λ
bn(λ) = [n]q[2λ+ 1− n]q, [x]q ≡ q
x − q−x
q − q−1 , [n]q! ≡ [1]q[2]q . . . [n]q
||n||2λ ≡ λ〈n|n〉λ =
[n]q! Γq(2λ+ 1)
Γq(2λ+ 1− n)
λ∈Z/2
=
[2λ]q![n]q!
[2λ− n]q!
(4.20)
Now we obtain BI working in terms of the algebra of functions on the quantum group, i.e. mani-
festly calculating matrix elements of the operator Γ.
As the module W we choose the spin 1
2
irrep of Uq(SL(2)). Then, V̂ = Vλ± 1
2
, V = Vλ.
To calculate matrix elements of Γ, one needs to project the tensor product of two different W
onto the singlet state S = |+〉|−〉 − q|−〉|+〉:
(A|+〉+B|−〉)⊗ (|+〉C + |−〉D) −→ AD − qBC (4.21)
With our choice of W , one needs to consider two different cases:
(A) V̂ = Vλ− 1
2
and V̂ ′ = Vλ′− 1
2
, or
(B) V̂ = Vλ− 1
2
and V̂ ′ = Vλ′+ 1
2
.
12All the necessary facts of the quantum groups that we use below can be found in the review [64].
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Using formulas (4.5) and (4.18), one now easily obtains matrix elements of the projection
operator13:
Case A:
|n〉λ− 1
2
|n′〉λ′− 1
2
−→ q n
′−n−1
2
(
[n′ − 2λ′]qqλ′|n+ 1〉λ|n′〉λ′ − [n− 2λ]qq−λ|n〉λ|n′ + 1〉λ′
)
(4.22)
Case B:
|n〉λ+ 1
2
|n′〉λ′− 1
2
−→ q n
′−n−1
2
(
[n′ − 2λ′]qqλ′|n〉λ|n′〉λ′ − [n]qq+λ+1|n− 1〉λ|n′ + 1〉λ′
)
(4.23)
Using explicit formulas (4.22)-(4.23) for the matrix elements of Γ(l, l′|n, n′), one can find for
the identities (4.14) a simple generating equation (see the end of the previous subsection) provided
the evolution operators are choosen to be q-exponential14 of the generators U(t) = eq(tT+), U(t) =
eq(tT−). This generating equation is of the form
Case A: √
M−
t
M+
t
′
(
qλ
′
D
(0)
t
t
′
D
(2λ′)
t
′ − q−λtD(2λ)t D
(0)
t
′
)
τλ(t, t|g)τλ′(t′, t′|g) =
= [2λ]q[2λ
′]q
√
M−t M
+
t′
(
q−(λ+
1
2
)t′ − q(λ′+ 12 )t
)
τλ− 1
2
(t, t|g)τλ′− 1
2
(t′, t
′|g)
(4.24)
Here D
(α)
t ≡ q
−αM+t −q
αM−t
(q−q−1)t
, and M± are the multiplicative shift operators: M±t f(t) = f(q
±1t).
Case B: √
M−
t
M+
t
′
(
qλ
′
t
′
D
(2λ′)
t
′ − q(λ+1)tD(0)
t
′
)
τλ(t, t|g)τλ′(t′, t′|g) =
=
[2λ′]q
[2λ+ 1]q
√
M−t M
+
t′
(
qλ
′
tD
(2λ+1)
t − qλt′D(0)t
)
τλ+ 1
2
(t, t|g)τλ′− 1
2
(t′, t
′|g)
(4.25)
The classical limit of these equations is
Case A:(
2λ
∂
∂t
′ − 2λ′
∂
∂t
+ (t
′ − t) ∂
2
∂t∂t
′
)
τλ(t, t|g)τλ′(t′, t′|g) = 4λλ′(t′ − t)τλ− 1
2
(t, t|g)τλ′− 1
2
(t′, t
′|g)
(4.26)
Case B: [
(t
′ − t) ∂
∂t
′ − 2λ′
]
τλ(t, t|g)τλ′(t′, t′|g) =
=
2λ′
2λ+ 1
[
(t− t′) ∂
∂t
− 2λ− 1
]
τλ+ 1
2
(t, t|g)τλ′− 1
2
(t′, t
′|g)
(4.27)
Thus, we obtain different BI that are satisfied by the same τ -function. In fact, it suffices to
use, say, the first equation (case A) to fix the τ -function completely.
Classical limit. Before going into further details, consider the case of the classical group SL(2)
with τ -function satisfying the BI (4.26)-(4.27). One can construct the general solution to these
13In order to simplify the formulas, hereafter we omit the sign of tensor product from the notation of the states
|+〉 ⊗ |0〉λ etc.
14eq(x) ≡
∑
n≥0
xn
[n]q !
.
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equations, however, it is even simpler to obtain τ -function immediately from the definition (4.2).
Taking the representation of arbitrary spin λ, one gets the result:
τλ = λ〈0|etT−getT+ |0〉λ = (a + bt+ ct + dtt)2λ (4.28)
the group element g being parametrized by three parameters:
g = ex+T+ex0T0ex−T− (4.29)
and
a ≡ e 12x0 + x+x−e− 12x0 , b ≡ x+e− 12x0, c ≡ e− 12x0x−, d ≡ e− 12x0 (4.30)
i.e.
ad− bc = 1 (4.31)
Let us now return to the BI. It was already mentioned that it is sufficient to look at the equation
(4.26), since every solution to this equation satisfies all other BI, say, the equation (4.27), or other
equations obtained with other choices of V , V̂ and W . The general solution (4.26) is 3-parametric
and, certainly, coincides with (4.28).
Let us note that (4.28) at λ = 1
2
(fundamental representation) has little to do with the general
solution of the Liouville equation (3.12) that is associated with the SL(2)-reduction (see section
3). However, there is a connection between them: although the set of solutions of the Liouville
equation (3.10) is far more rich, solutions (4.26) are contained in this set.
In order to understand how the set of solutions of the Liouville equation should be restricted,
one needs to rewrite (4.26) (like it is usually done for Hirota equations) as a system of differential
equations obtained by expanding into powers of ǫ = 1
2
(t − t′) and ǫ = 1
2
(t − t′). For instance, at
λ = λ′ one gets from (4.26):
coefficient in front of ǫ : ∂τλ∂τλ − τλ∂∂τλ = 2λτ 2λ− 1
2
coefficient in front of ǫ : 2λτλ∂
2
τλ = (2λ− 1)(∂τλ)2
. . .
(4.32)
If λ = 1
2
, the first of these two equations is nothing but the Liouville equation (3.10):
∂τ 1
2
∂τ 1
2
− τ 1
2
∂∂τ 1
2
= τ 20 = 1 (4.33)
while the second one
∂
2
τ 1
2
= 0 (4.34)
is the condition that strongly restricts the solutions of the Liouville equation. It implies that
the two arbitrary functions A(t) and B(t) parametrizing these solutions are reduced to linear
functions of times. In terms of Grassmannian, this means that the SL(2)-τ -function considered
here corresponds to the embedding of the SL(2) matrix into the left upper corner of the GL(∞)
matrix – see section 3. Certainly, it had to be expected, since SL(2) τ -function ”knows” nothing
of the GL(∞) group. In particular, in order to quantize the ”full-fledged” Liouville equation, at
first, one needs to study the GLq(∞) system, and then its corresponding reduction.
Solutions to the quantum BI. Let us discuss now solutions to the quantum BI. The general
c-number solution to the equation (4.24) can be manifestly constructed. Indeed, one can easily
check that
τλ = [α +
1
α
tt]2λq ≡
∑
i≥0
Γq(2λ+ 1)
Γq(2λ+ 1− i)
α2λ−2i(tt)i
[i]q!
(4.35)
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satisfies the equation (4.24), since
D
(0)
t [α +
1
α
tt]2λq =
1
α
[2λ]q[α+
1
α
tt]2λ−1q t,
tD
(2λ)
t [α +
1
α
tt]2λq = −α[2λ]q[α +
1
α
tt]2λ−1q
(4.36)
However, this gives only the one-parametric set of solutions in contrast to the classical case. The
explanation of this phenomenon is due to the fact that, of all the elements of Uq(SL(2)), only the
Cartan one has the ”correct” co-multiplication law (4.11), while, in the classical case, there is the
three-parametric family of the group elements (4.29) having such a co-multiplication.
Quantum τ-function. However, in the quantum case, there still exists the way to construct
a three-parametric family of solutions. To this end, it suffices to consider the non-commutative
τ -function15. Indeed, (4.1) implies that τ -function takes its values in the algebra of functions on
the quantum group SLq(2), i.e. is non-commutative quantity. For instance, in the fundamental
representation, it is equal to
τ 1
2
= 〈+|g|+〉+ t〈+|g|−〉+ t〈−|g|+〉+ tt〈−|g|−〉 = a+ bt + ct+ dtt (4.37)
where the generators a, b, c, d of the algebra of functions A(SLq(2)) are the elements of the matrix
T =
(
a b
c d
)
, ad− qbc = 1 (4.38)
with commutation relations given by the equations T T R = RT T [19]
ab = qba,
ac = qca,
bd = qdb,
cd = qdc,
bc = cb,
ad− da = (q − q−1)bc
(4.39)
In order to obtain such a non-commutative τ -function from (4.2), one needs to consider g as an
element of UEA given over some non-commutative ring instead of the complex number field. This
increases the number of the group elements satisfying (4.11). This ring is exactly Aq(SL(2)) (see
the next subsection).
In order to construct non-commutative τ -function at any representation of spin λ, one can
decompose this representation into the representations of spins λ− 1
2
and 1
2
[26]:
λ〈k|g|n〉λ = q− k+n2
[
λ− 1
2
〈k|g|n〉λ− 1
2
〈+|g|+〉+ qλ[n]q λ− 1
2
〈k|g|n− 1〉λ− 1
2
〈+|g|−〉+
+ qλ[k]q λ− 1
2
〈k − 1|g|n〉λ− 1
2
〈−|g|+〉+ q2λ[k]q[n]q λ− 1
2
〈k − 1|g|n− 1〉λ− 1
2
〈−|g|−〉
]
q
(4.40)
Recurrently applying this procedure, one gets
τλ(t, t|g) = τλ− 1
2
(q−
1
2 t, q−
1
2 t|g)τ 1
2
(qλ−
1
2 t, qλ−
1
2 t|g) =
if λ∈Z/2
= τ 1
2
(q
1
2
−λt, q
1
2
−λt|g)τ 1
2
(q
3
2
−λt, q
3
2
−λt|g) . . . τ 1
2
(qλ−
1
2 t, qλ−
1
2 t|g)
(4.41)
15The idea of introducing non-commutative τ -function has been also proposed in [61]. Note that there were also
other very interesting attempts in the same direction [21], although I do not quite understand their relation to our
approach.
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4.3 Universal T-operator (group element)
General construction. Let us construct now in more explicit terms the group element given
over the non-commutative ring – the algebra of functions on the quantum group. That is, we
construct such an element g ∈ Uq(G) ⊗ A(G) of the tensor product of UEA Uq(G) and its dual
algebra of functions A(G) that
∆U(g) = g ⊗U g ∈ A(G)⊗ Uq(G)⊗ Uq(G) (4.42)
To construct this element [19, 65, 27, 66], we fix some basis T (α) in Uq(G). There exists a non-
degenerated pairing between Uq(G) and A(G), which we denote < ... >. We also fix the basis
X(β) in A(G) orthogonal to T (α) w.r.t. this pairing. Then, the sum
T ≡∑
α
X(α) ⊗ T (α) ∈ A(G)⊗ Uq(G) (4.43)
is exactly the group element we are looking for. It is called the universal T-matrix (as it is
intertwined by the universal R-matrix) or the universal group element.
In order to prove that (4.43) satisfies formula (4.42) one should note that the matrices Mαβγ
and Dαβγ giving respectively the multiplication and co-multiplication in Uq(G)
T (α) · T (β) ≡Mαβγ T (γ), ∆(T (α)) ≡ DαβγT (β) ⊗ T (γ) (4.44)
give rise to, inversely, co-multiplication and multiplication in the dual algebra A(G):
Dαβγ =
〈
∆(T (α)), X(β) ⊗X(γ)
〉
≡
〈
T (α), X(β) ·X(γ)
〉
Mαβγ =
〈
T (α)T (β), X(γ)
〉
=
〈
T (α) ⊗ T (β),∆(X(γ))
〉 (4.45)
Then,
∆U (T) =
∑
α
X(α) ⊗∆U(T (α)) =
∑
α,β,γ
DαβγX
(α) ⊗ T (β) ⊗ T (γ) =
=
∑
β,γ
X(β)X(γ) ⊗ T (β) ⊗ T (γ) = T⊗U T
(4.46)
This is the first defining property of the universal T-operator, which coincides with the classical
one. The second property that allows one to consider T as an element of the ”true” group is the
group multiplication law g · g′ = g′′ given by the map:
g · g′ ≡ T⊗A T ∈ A(G)⊗A(G)⊗ Uq(G) −→ g′′ ∈ A(G)⊗ Uq(G) (4.47)
This map is canonically given by the co-multiplication and is again the universal T-operator:
T⊗A T =
∑
α,β
X(α) ⊗X(β) ⊗ T (α)T (β) = ∑
α,β,γ
Mγα,βX
(α) ⊗X(β) ⊗ T (γ) =∑
α
∆(X(α))⊗ T (α)
(4.48)
i.e.
g ≡ T(X, T ), g′ ≡ T(X ′, T ), g′′ ≡ T(X ′′, T )
X ≡ {X(α) ⊗ I} ∈ A(G)⊗ I, X ′ ≡ {I ⊗X(α)} ∈ I ⊗ A(G)
X ′′ ≡ {∆(X(α))} ∈ A(G)⊗ A(G)
(4.49)
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T-operator for SLq(2). In order to get more compact formulas, let us redefine the generators
of Uq(SL(2)) so that the co-multiplication becomes non-symmetric:
T+ −→ T+q−T0 , T− −→ qT0T−
∆(T+) = I ⊗ T+ + T+ ⊗ q−2T0 , ∆(T−) = T− ⊗ I + q2T0 ⊗ T−
(4.50)
This replace results in substituting everywhere the q-number [n]q for the q-number (n)q ≡ 1−q2n1−q2 ,
and the q-exponential eq(x) – for Eq(x) ≡ 1eq(−x) =
∑
k≥0
xk
[k]q!
q−k(k−1)/2 =
∑
k≥0
xk
(k)q !
. Besides, the
difference operators D
(α)
t =
q−αM+t −q
αM−t
(q−q−1)t are replaced by D
(α)
t =
q2αM+t −1
(q2−1)t .
Fix now the basis T (α) = T i+T
j
0T
k
− in Uq(SL(2)). Then, using the co-multiplication for T
(α),
one can calculate the matrix Dαβγ (4.45) and construct manifest the orthonormal basis X
(α):
X(α) =
xi+
(i)q!
xj0
j!
xk−
(k)q−1!
(4.51)
where generating elements x±, x0 produce the Borel Lie algebra
[x0, x±] = (logq)x±, [x+, x−] = 0 (4.52)
Thus,
T = Ex+T+q ex0T0Ex−T−q−1 (4.53)
General formula for T-operator. In the case of general (simple) Lie algebra, there are differ-
ent explicit representations of the T-operator. For instance, in [65], in accordance with the general
construction (4.43), there was considered the so-called PBW-basis (Poincare-Birkgoff-Witt basis)
[64], presented by the ordered monomials of the algebra generators corresponding to all roots. In
this basis, the group element is represented by the product of the q-exponentials like (4.53) given
by the Gauss decomposition, and the generating elements of the algebra of functions satisfy the
relations like (4.52). In fact, these relations give again a Borel Lie algebra. It is related to the
general structure of the algebra of functions as a double (see [27] and reference [11] therein).
Another interesting representation for the group element of arbitrary simple Lie algebra has
been found in [66]. This representation is remarkable, since it is constructed in the Chevalle basis
of UEA, i.e. in the generators corresponding to the simple roots. To construct the linear basis
in UEA in terms of Chevalle generators for arbitrary simple Lie algebra is a non-trivial problem,
since they satisfy some additional constraints – Serre relations [67], and, therefore, are not free
generating elements. However, in the paper [66], the group element was constructed in these terms
not basing on expressions like (4.43), but by the immediate check of the relation (4.42) taking
into account the Serre relations.
Namely, in [66] the group element has been presented in the form:
g = gUgDgL
gU =
∏
s
< EθsTi(s)q , gL =
∏
s
> EχsT−i(s)q−1 , gD =
rG∏
i=1
e
~φ ~H
(4.54)
where generators Ti correspond only to the simple roots ±~αi, i = 1, . . . , rG. Every root ~αi may
appear some times in this product so that there are different parametrizations of the group element,
which depend on the choice of the set {s} and of the map i(s) of the choosen set to the set of the
simple roots. Technically, the calculations in terms of Chevalle generators are easier because of
the specifically simple co-multiplication law:
∆(Ti) = Ti ⊗ q−2Hi + I ⊗ Ti
∆(T−i) = T−i ⊗ I + q2Hi ⊗ T−i
(4.55)
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Note that formula (4.54) is written down for the simple-laced algebras. Generally, one needs to
consider the q-exponential with parameter q||~αi||
2/2, not q.
The generating elements of the algebra of functions θ, χ, ~φ in this parametrization satisfy the
quadratic algebra that is the exponential of the Heisenberg algebra:
θsθs′ = q
−~αi(s)~αi(s′)θs′θs, s < s
′
χsχs′ = q
−~αi(s)~αi(s′)χs′χs, s < s
′
e
~β~φθs = q
~β~αi(s)θse
~β~φ
e
~β~φχs = q
~β~αi(s)χse
~β~φ
(4.56)
These relations can be read off from the parametrization (4.54) and formula (4.42).
4.4 τ-function and representations of the algebra of functions
In accordance with our definition, the non-commutative τ -function is an element of the algebra
of functions on the quantum group. Therefore, the natural problem is, having some fixed repre-
sentation of this algebra, to determine the ”value” of the τ -function in this representation. At
the same time, each representation has to be associated with some solution of the integrable hi-
erarchy. In fact, this is just invariant description for the group acting in the space of the spectral
parameter [31]. Indeed, any concrete solution of the classical 2DTL hierarchy is described by the
τ -function (2.1) with some concrete matrix Gmn that gives the element of the Grassmannian (2.6).
In terms of the group element, this means that we fix some trivial representation of the algebra
of functions merely given by c-numbers. These representations exhaust the representations of the
algebra on the classical group, however, in the quantum case, there are non-trivial representations.
Nevertheless, one still should identify every representation of A(G) with some solution of the BI
hierarchy. Certainly, any reduction of the integrable system selects some subspace in the solution
space, i.e. restricts the class of representations under consideration, and can be described, as a
rule, by some additional group structure (similar to the Toda molecule – see section 3).
Thus, we come to the following general algebraic scheme of constructing integrable hierarchy:
For any given UEA U(G), using the procedure described in the present section,
one can introduce the τ-function that satisfies BI and takes its values in the algebra
A(G) of functions on the group. Besides, a natural action of UEA on the algebra
of functions is fixed, and any concrete solution of the BI, in the case of the Lie
algebra corresponding to the solution of the classical hierarchy, is given by fixing the
representation of the algebra of functions.
Let us consider now the quantum τ -function that is an operator. Then, the natural question is
whether one is able to make some c-number quantities of it. This is important, say, to expose the
connections between τ -function and the generating function of correlators in quantum system. The
simplest c-number quantity is the ”double” generating function that generates matrix elements of
both the representation and co-representation of UEA (any co-representation of UEA is equivalent,
by duality, to some representation of the algebra of functions). This generating function depends
on four sets of times and should satisfy BI w.r.t. the indices of both the representation and the
co-representation, i.e. describe some four-dimensional equation system.
Another c-number function is the τ -function itself taken in the trivial co-representation. This
case is closest to the classical case and, hence, is especially interesting. We discuss this case in
detail later, however, first, we describe briefly the structure of the co-representations of quantum
groups. We consider the simplest case of SLq(2) (more general consideration – see [27] and
reference [11] therein).
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Co-representations of UEA SLq(2) are given by the representations of the algebra (4.52). This
is Borel algebra, therefore, it has no non-trivial finite-dimensional irreducible representations [67].
Its finite-dimensional representations are reducible but not completely reducible. The irreducible
representations have been considered first in [68]16. To compare with the results of this paper,
rewrite the standard generators of A(SLq(2)) (4.39) in terms of the algebra (4.52) (this is a sort
of bosonization of the algebra of functions):
a = e
1
2
x0 + x+x−e
− 1
2
x0, b = x+e
− 1
2
x0, c = e−
1
2
x0x−, d = e
− 1
2
x0 (4.57)
It is remarkable that these expressions coincide with (4.30), but different x are not commuting.
In these terms, the only two irreducible representations are the trivial one given by x+ = x− =
0, i.e. ad = 1, b = c = 0, and the infinite-dimensional representation that can be given explicitly
by the action on the basis {ek}k≥0 [68]
aek = (1− q2k) 12 ek−1 (ae0 = 0), dek = (1− q2k+2) 12 ek+1, cek = θqkek, bek = −θ−1qk+1ek
(4.58)
This structure of representations can be easily generalized to other quantum groups (of rank
r), since the algebras of the generating elements x are always Borel ones. Thus, the whole
set of irreducible representations can be again exhausted by the trivial and infinite-dimensional
representations (all of them being r-parametric). The explicit formulas for them can be found in
[69] (see also [27] and reference [11] therein).
τ-function in the trivial representation and difference KOS hierarchy. Thus, τ -function
in the trivial representation gives some pattern of the c-number function. This function is, cer-
tainly, too simple and flat. However, now we obtain the equation satisfied by the τ -function in
the trivial representation, which has as its solutions quite non-trivial c-number functions.
First note that, even in the case of SLq(2), there is no naive determinant representation similar
to (2.55). Indeed, introduce (for the sake of brevity, we denote D ≡ D(1)):
C11 = τF = a + bt + ct+ dtt (4.59)
Then,
C12 = DtC
1
1 = b+ dt, C
2
1 = DtC
1
1 = c+ dt, C
2
2 = DtDtC
1
1 = d (4.60)
and Cab can not be identified with the generating elements of the coordinate ring SLq(2) a, b, c,
d (4.39) (for instance, C12C
2
1 6= C21C12). Thus, the determinant detqC is not the adequate object
and, hence, it (either the definition of C) should be modified. Namely, in the case of SLq(2), the
appropriate formula is of the form
τF (2) = detqg = 1 = C
1
1C
2
2 − qC12M−t C21 = τFDtDtτF − qDtτFM−t DtτF (4.61)
We will return to the determinant formulas for higher groups in the next section. Now let us
note that the τ -function in the trivial representation A(SLq(2)) – ad = 1, b = c = 0 satisfies the
simpler equation (it has been first proposed in [70], and we abbreviate it as KOS, in accordance
with the first letters of the names of the authors)
τFDtDtτF −DtτFDtτF = 1 (4.62)
This equation is of the form close to the equation (3.4), which is easily extendable to the SLq(n)-
case, in contrast to (4.61). This is not surprising, since the equation (4.62) is solved by the
τ -function in the trivial representation.
16Striktly speaking, in [68] there have been discussed the ∗-representations, i.e. the representations with an
additional involution.
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One more argument in favor of the equation (4.62) is that it naturally leads to the determinant
of the Schur q-polynomials (4.65). Indeed, consider the trivial element g (corresponding to the
trivial representation of A(G)). Then, for the case of SLq(n), one can get by the direct calculation
(see [27] and reference [5] therein)
〈k, 0, . . . , 0|Es2T12q−1 Es3T13q−1 . . . EsnT1nq−1 × Es2T21q Es3T31q . . . EsnTn1q |k, 0, . . . , 0〉 = P (q)k (ss) (4.63)
where 〈k, 0, . . . , 0| is the symmetric product of the k simplest fundamental representations.
4.5 Difference KOS hierarchy
Difference KOS hierarchy from the 2DTL hierarchy. Consider the equation (4.62) more
carefully and, in particular, demonstrate that it can be obtained as the equation of the classical
2DTL hierarchy with a non-trivial evolution [25], i.e. that the difference equation (KOS) (4.62)
can be obtained in the framework of the standard differential (GL(∞)) 2DTL hierarchy. To this
end, let us consider the τ -function17, defined just by (2.24) with redefined time flows
Ckl (s, s) −→ Ckl (s, s) =
∑
i,j
P
(q)
i−k(s) Rij P
(q)
j−l(s) (4.64)
where Schur q-polynomials are defined by the formula∏
i
Eqi(sizi) =
∑
j
P
(q)
j (s)z
j
(4.65)
and satisfy the conditions
DsiP
(q)
j (s) = (Ds1)
iP
(q)
j (s) = P
(q)
j−i(s) (4.66)
Thus, we obtain
DsiCkl = Ck+il , DsiCkl = Ckl+i (4.67)
and
τ (P
(q))
n (s, s|g) = det1≤k,l≤nDk−1s1 Dl−1s1 C11(s, s) (4.68)
Thus defined τ -function, indeed, satisfies the equations (4.62) [70, 25]:
τk ·Ds1Ds1τk −Ds1τk ·Ds1τk = τk−1 ·M+s1M+s1τk+1
. . .
(4.69)
where ellipses means the rest of equations of the KOS hierarchy. The simplest way to prove this
equation is to rewrite the τ -function using the formula
detDis1D
j
s1C = q
−(n−1)(n−2)(1− q)n(n−1)(tt)n(n−1)2 det0≤i,j<n(M+s1)i(M+s1)jC (4.70)
and then apply the Jacobi identity18.
17In the next section, we show that this τ -function is the generating function of the matrix elements in funda-
mental representations.
18The Jacobi identity is the particular (p = 2) case of the general identity for the minors of arbitrary matrix∑
ip
CripĈi1...ip|j1...jp =
1
p!
∑
P
(−)P Ĉi1...ip−1|jP (1)...jP (p−1)δrjP (p)
where the sum in the r.h.s. goes over all permutations of p indices, and Ĉi1...ip|j1...jp denote the determinant (minor)
of the matrix obtained from Cij by removing rows i1 . . . ip and columns j1 . . . jp. Using that (C
−1)ij = Ĉi|j/Ĉ, one
can rewrite this identity as
ĈĈi1...ip|j1...jp =
(
1
p!
)2 ∑
P,P ′
(−)P (−)P ′ĈiP ′(1)...iP ′(p−1)|jP (1)...jP (p−1)δiP ′(p)|jP(p)
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Fermionic language for the KOS hierarchy. To conclude this section, we show how the
KOS hierarchy can be rewritten in the fermionic language. Since the τ -function is obtained from
the Toda hierarchy by the redefinition of times, one can simply substitute the new times into the
τ -function of the 2DTL hierarchy. Indeed, the relation
∞∏
k=1
Eqk(skzk) =
∞∏
k=1
etkz
k
(4.71)
allows one to express times t through s
∞∑
k=1
tkz
k =
∞∑
n,k=1
snk(1− qk)n
n(1− qnk )
znk (4.72)
so that
P
(q)
k (s) = Pk(t) (4.73)
Thus, the τ -function can be presented in the form
τn(s, s|g) = τn(t, t|g) (2.1)∼ 〈n|eH(t)geH(t)|n〉 (4.74)
where
H(t) =
∑
n>0
tnJ+n
(4.72)
=
∞∑
n,k=0
snk(1− qk)n
n(1− qnk )
J+nk
H(t) =
∑
n>0
tnJ−n =
∞∑
n,k=0
snk(1− qk)n
n(1− qnk )
J−nk
(4.75)
τ -function of the KOS hierarchy can be also considered as the τ -function of the 2DTL hierarchy
in Miwa variables [25]. To this end, one needs to consider the general Miwa transform in some
special points. That is, using formulas like
tk =
1
k
((1− q)s1)k
1− qk =
1
k
∑
l≥0
(
(1− q)qls1
)k
(4.76)
one easily gets that the τ -function (4.74) is described by the following set of the Miwa variables{
e2πia/kµkq
−l/k
k
∣∣∣ a = 0, . . . k − 1; l ≥ 0} , µk = ((1− qk)sk)−1/k (4.77)
This means that the KOS hierarchy can be considered as the 2DTL hierarchy in Miwa variables
with the special choice (4.77) of these latter.
5 Quantum and classical KP hierarchy with different evo-
lutions
5.1 Structure of fundamental representations
In this section, we investigate a particular case of the construction considered above, that is, the
integrable hierarchies associated with the fundamental representations of the groups SL(p) and
SLq(p) [28, 29, 26, 27]. They are of great importance, since it is these cases that correspond to the
standard 2DTL hierarchy and its quantum counterpart and, besides, just in these cases there are
some determinant representations for the τ -functions. Note that, in order to obtain determinant
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formulas in quantum case, we have to extend slightly the definition of the τ -function (4.2) by
introducing non-commutative times.
Strictly speaking, the 2DTL hierarchy is described by the group SL(∞). However, we consider
the case of general p, although the results almost do not depend on p.
We start with describing the fundamental representations of these groups [67] (see also Ap-
pendix 2). The group SL(p) has r ≡ rank = p− 1 fundamental representations, the simplest one
F ≡ F1 being the p-plet containing the states
ψi = T
i−1
− |0〉, i = 1, . . . , p (5.1)
Here the generator T− is the sum of all r simple roots of SL(p): T− =
∑r
i=1 T−αi . All other
fundamental representations Fk can be now constructed as skew degrees of F = F1:
F (k) =
{
Ψ
(k)
i1...ik
∼ ψ[i1 . . . ψik]
}
(5.2)
Fk is given by action of the operators
Rk(T
i
−) ≡ T i− ⊗ I ⊗ . . .⊗ I + I ⊗ T i− ⊗ . . .⊗ I + I ⊗ I ⊗ . . .⊗ T i− (5.3)
on the highest weight vector. These operators commute with each other. Given an integer k,
evidently, there are exactly k independent ones among them (with i = 1, . . . , k). The fact that all
the fundamental representations are generated by the same generator T− is a remarkable property
that can serve as a definition of the fundamental representations and is in charge of all essential
features of the classical integrable hierarchies, in particular, of many commuting Hamiltonians.
Now one can manifestly construct either a pair of the intertwining operators analogous to those
in s.4.2:
I(k) : Fk+1 −→ Fk ⊗ F, I∗(k) : Fk−1 −→ F ∗ ⊗ Fk
so that Γk|k′ : Fk+1 ⊗ Fk′−1 −→ Fk ⊗ Fk′
(5.4)
or a pair of the fermionic intertwining operator
ψ+ : F1 ⊗ Fk −→ Fk+1, ψ− ≡ I(k) (5.5)
Here
F ∗ = F (r) =
{
ψi ∼ ǫii1...irψ[i1 . . . ψir ]
}
I(k) : Ψ
(k+1)
i1...ik+1
= Ψ
(k)
[i1...ik
ψik+1], I
∗
(k) : Ψ
(k−1)
i1...ik−1
= Ψ
(k)
i1...ik−1i
ψi
(5.6)
and Γk|k′ is constructed through the embedding I −→ F ⊗ F ∗ induced by the pairing ψiψi: the
basis in the linear space F (k+1) ⊗ F (k′−1) induced by Γk|k′ from the basis in the space F (k) ⊗ F (k′)
is Ψ
(k)
[i1...ik
Ψ
(k′)
ik+1]i
′
1...i
′
k′−1
.
Now one can rewrite the operator Γ in terms of matrix elements
g(k)
(
i1 . . . ik
j1 . . . jk
)
≡ 〈Ψi1...ik |g|Ψj1...jk〉 = det1≤a,b≤kgiajb (5.7)
in the following way
g(k)
(
i1 . . . ik
[j1 . . . jk
)
g(k
′)
(
i′1 . . . i
′
k
jk+1]j
′
1 . . . j
′
k′−1
)
= g(k+1)
(
i1 . . . ik[i
′
k′
j1 . . . jk+1
)
g(k
′−1)
(
i′1 . . . i
′
k′−1]
j′1 . . . j
′
k′−1
)
(5.8)
This is the manifest form of BI (4.10) for matrix elements in the case of fundamental representa-
tions, which is identically hold for any g(k) of the form (5.7). Making use of “dressing” the matrix
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elements of g(k) by the Schur polynomials depending on times, one can easily get (2.24) from (5.7)
and the 2DTL equation (3.4) – from (5.8). However, later on we always work with BI in UEA
and use the fermionic pair of the intertwining operators (5.5).
Note that the fundamental representations for the quantum group SLq(p) have the same
structure with antisymmetrization replaced by q-antisymmetrization. Some details can be found
in Appendix 2 and [26].
Let us now turn to more invariant presentation. Namely, note that, as described above, the
fundamental representations are completely generated by the operators T
(k)
± =
=
∑
~α:h(~α)=k
T±~α that are sums of all the generators of SL(p), associated with the positive/negative
roots of “weight” k (in the first fundamental representation F , these T
(k)
± are the p× p matrices
with units on the k-th upper/lower diagonal and zeroes wherever else.
It was already mentioned in s.4.1 that the evolution operators U(t), U(t) in general rep-
resentation should contain all raising, respectively, lowering operators19 and correspond to non-
commutative flows. At the same time, for the fundamental representations Fn they can be choosen
in the form
U(t) = exp
∑
k≥1
tkT
(k)
+
 ,
U(t) = exp
∑
k≥1
tkT
(k)
−
 (5.9)
The essential property of the operators T
(k)
± is that they are commuting:[
T
(k)
+ , T
(l)
+
]
= 0,
[
T
(k)
− , T
(l)
−
]
= 0 (5.10)
hence, U(t), U(t) (5.9) correspond to commuting flows. Certainly, general evolution operators
depend on additional times and mutually non-commutative generators of the group.
The operators defined in (5.9) celebrate the following properties:
(i) U, U ∈ SL(p);
(ii) more concretely, U , U belong to the nilpotent subgroup NSL(p) of the group SL(p).
In fact, NSL(p) is a subgroup of the Borel subgroup: NSL(p) ⊂ BSL(p) ⊂ SL(p) (in the
fundamental representation F1, the subgroup BSL(p) consists of all the upper-triangle matrices
with unit determinant, while the matrices from NSL(p) are additionally constrained to have only
units on the main diagonal);
(iii) since co-multiplication is
∆(T±~α) = T±~α ⊗ I + I ⊗ T±~α (5.11)
then
∆U(t) = U(t)⊗ U(t) = (U(t)⊗ I) (I ⊗ U(t)) (5.12)
In other words, the evolution operators U , U are the group elements of the subgroup NSL(p).
These properties are rather appealing and it is natural to try to preserve them in quantization.
However, there are two immediate things to be taken into account. First, there is nothing similar
to the operators T
(k)
± at q 6= 1 (at least, formulated independently of a specific representation R).
This means that the manifest expressions for U(t) and U(t) should be very different from (5.9).
Second, there is no reasonable notion of the nilpotent subgroup NGq in quantum case: only
the quantum deformation of the Borel subgroup BGq ⊂ Gq is well defined (see s.4.3). Indeed, if
19Since τ -function is, by definition, the generating function of all the matrix elements.
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one chooses as U(t) an object like gU and as U(t) – like gL (see (4.54)), due to the absence of the
factor gD, ∆(gU) 6= gU ⊗ gU , ∆(gL) 6= gL⊗ gL, and the nilpotent subgroup NGq is really absent.
At the same time, the Borel subgroup BGq exists, since ∆(gUgD) = (gUgD)⊗ (gUgD)).
Despite this problem, we consider U and U as quantities like gU and gL respectively (however,
see the end of this section). By this reason, formula (5.12) in the quantum case requires some
modification. More precisely, instead of (5.12) we obtain
∆(U(ξ)) = U
(2)
L (ξ) · U (2)R (ξ) (5.13)
where
U(ξ) =
∏
s
< Eq
(
ξsTi(s)
)
(5.14)
U
(2)
L =
∏
s
< Eq
(
ξsTi(s) ⊗ q−2Hi(s)
)
6= I ⊗ U(ξ)
U
(2)
R =
∏
s
< Eq
(
ξsI ⊗ Ti(s)
)
= I ⊗ U(ξ)
(5.15)
This expression is later used to derive the determinant formulas for the quantum τ -function.
Note that, taking the evolution operators as elements of the decomposition (4.54), we admit
the new approach to the generalized τ -function when not only the group element but also the
operators U and U are elements of U(G) ⊗ A(G), i.e. times are non-commutative parameters.
Exactly this approach allows one to construct determinant representations for the τ -functions.
Let us point out that, hereafter within this framework, we always understand by multiplication
of the evolution operators U and U and group element g in the definition of the τ -function (4.2)
the group multiplication law (4.47), that is to say, the elements θ, φ and χ of the algebra (4.56)
in evolution operators commute with elements of the corresponding algebra in g, see s.4.3.
5.2 Group element parametrization in fundamental representations
Now let us return to the general parametrization (4.54) of the group element given in terms of
Chevalle generators and consider the group SL(p). Then, the simplest way to choose the map i(s)
is
i(s) : 1, 2, . . . , r − 1, r; 1, 2, . . . , r − 1; 1, 2, 3; 1, 2; 1
with s = 1, . . . , p(p−1)
2
(dimension of the group SL(p)), i.e.
U(ξ) =
∏
1≤i≤p
∏
i<j≤p
exp (ξijTj−i) (5.16)
However, since we are going to discuss the fundamental representation, it suffices, how one
could see in the previous subsection, to consider the orbits of SL(p) parametrized by only r
variables. Therefore, out next goal is to find an adequate parametrization of these orbits. In
the classical case (q = 1), there exist, at least, three such parametrizations considered below
[28, 29]. However, only one of them admits a simple quantum deformation but, instead, does not
correspond to (5.9). The problem with constructing these orbits of smaller dimensions is due to
necessity of the reduction consistent with the commutation relations (4.56), i.e. due to necessity
of choosing a subclass of rather specific representations of the algebra of functions on quantum
group.
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Parametrization A. The simplest possibility is to restrict the set {s} onto s = 1, . . . , r and
choose i(s) = s, i.e.
U (A)(ξ) =
rG∏
i=1
<
exp (ξiTi) (5.17)
This is sufficient to generate all the states of any fundamental representation from the cor-
responding vacuum vector (highest weight vector) but < 0Fn| U (A)(ξ) has little to do with
< 0Fn| U(t) (with U(t) given by formula (5.9)). Maybe it is better to say that the identifica-
tion < 0Fn| U (A)(ξ) =< 0Fn| U(t) gives rise to a quite complicated map ξi(t) that manifestly
depends on p.
One can certainly construct the KP/Toda hierarchy in terms of variables ξ instead of the usual
times t (see below) but it is not obtained just as a replace of variables – the whole construction
looks absolutely different. This is the price for easy generalization of this construction to the case
of q 6= 1: one needs just to write instead of (5.17)
U (A)(ξ) =
rG∏
i=1
<
Eq (ξiTi) (5.18)
where ξ are non-commuting quantities,
ξiξj = q
−~αi~αjξjξi, i < j (5.19)
It is shown below that now any statement at q = 1 in ξ-parametrization is easily generalized to
the case of q 6= 1.
Parametrization B (conventional). The other choice of parametrization is related to the
conventional times of the KP/Toda hierarchy:
U (B)(ξ) =
∏
s
exp
(
ξsTi(s)
)
= U(t) = exp
(∑
k
tkT
(k)
+
)
(5.20)
This implies that < 0Fn| U (B)(ξ) =< 0Fn| U(t) with some p-independent functions ξs(t). The
key difference between the two sides of the equality (5.20) is that the r.h.s. contains mutually-
commuting combinations of root generators, while the l.h.s. contains only mutually non-commuting
Chevalle generators. Such a reparametrization actually exists, but the set {s} should contain, at
least, p(p−1)
2
elements and one can take i(s) just as in (5.16). However, now not all of the ξs’s are
independent: instead they are expressed through r times tk. For instance, the t1-dependence of
ξij is given by
ξij =
t1
p+ i− j +O(t2, t3, . . .) (5.21)
However, in order to construct some reasonable quantum deformation of parametrization B,
one needs to reproduce the proper commutation relations
ξsξs′ = q
−~αi(s)~αi(s′)ξs′ξs, s < s
′ (5.22)
for p(p−1)
2
variables ξs as a corollary of some relations between r variables tk (which, of course,
do not commute when q 6= 1). To make this possible, one should also somehow deform formulas
(5.21) at q 6= 1. Solution to this problem is unknown so far.
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Parametrization C (Miwa variables). Yet another option is to make the (representation-
independent) Miwa transform tk =
1
k
∑
a λ
k
a. This transformation is perfectly consistent with the
simple-root decomposition:
U(t) =
∏
a
exp
(
rG∑
k=1
λka
k
T
(k)
+
)
=
∏
a
(
rG∏
i=1
eλaTi
)
(5.23)
The set {s} and mapping i(s) are not of the ”most economic” type (5.16), but the general rule
(4.56) of the quantum deformation is, of course, applicable.
In this parametrization, however, the problem is that (5.16) implies the quantum formula in
the form ∏
a
(
rG∏
i=1
Eq (λaiTi)
)
(5.24)
where λai with different i and the same a do not commute. At the same time, the constraint
λai = λaj for i 6= j is of crucial importance for the classical (q = 1) formula (5.23). What is the
proper quantum deformation of this constraint remains unclear.
5.3 Classical (q = 1) KP/Toda hierarchy in different parametrizations
Determinant formulas and system of equations. To understand better the scheme devel-
oped here, let us rederive now the standard features of classical integrable hierarchies within the
group theory framework under consideration. These features include determinant representations
for the τ -functions and the set of differential BI. We consider the fundamental representations
of the group SL(p), since just in this case there exist determinant representations for the τ -
functions. For their derivation, one does not need to specify any parametrization and can consider
some arbitrary evolution U(t).
Thus, we consider the τ -functions τn ≡ τFn(t, t|g). Let us begin with the simplest one
τ1 =< 0F1|U(t)gU(t)|0F1 >
Note that the specific feature of F = F1 is
< 0F |U(t) =
∑
k
Pk(t) < 0F |T k+ =
∑
k
Pk(t) < kF |
where the r.h.s. is re-expanded in terms of ”generalized Schur polynomials” (the first equality in
this formula defines these polynomials) and p states of F = F1 are denoted as < kF | =< 0F |T k+,
k = 0, ..., r = p− 1. Thus,
τ1(t, t|g) =
∑
k,k
Pk(t)Pk(t) < 0F |T k+gT k−|0F >=
=
∑
k,k
Pk(t)Pk(t) < kF |g|kF >=
∑
k,k
Pk(t)gk,kPk(t)
(5.25)
One can also define
τmm1 ≡< mF |U(t)gU(t)|mF >=
∑
k,k
Pk(t)gm+k,m+kPk(t) (5.26)
Now we return to the generic fundamental representation Fn. Since
< m1 . . .mn Fn | =< m1F |⊗ < m2F | ⊗ . . .⊗ < mnF |+
+antisymmetrization over m1, . . . , mn =
=
∑
P
(−)P < mP (1)|⊗ < mP (2)| ⊗ . . .⊗ < mP (n−1)|
(5.27)
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the vacuum (highest weight) state Fn can be written as
< 0Fn| =< 0, 1, . . . , n− 1Fn| =
=
∑
P
(−)P < P (0)F |⊗ < P (1)F | ⊗ . . .⊗ < P (n− 1)F | (5.28)
Since, for the classical group, (see (5.12))
U(t)|Fn = ∆n−1U(t) = U(t)⊗n, g|Fn = ∆n−1(g) = g⊗n (5.29)
one finally gets
τn+1(t, t|g) ≡< 0Fn|U(t)gU(t)|0Fn >=
=
∑
P,P
(−)P (−)P
n∏
k=0
< P (k)F |U(t)gU(t)|P (k)F >=
= det0≤m,m<nτ
mm
1 = det0≤m,m<n
∑
l,l
Pl−m(t)glF ,lFPl−m(t) =
=
∑
1<m1<m2<...
1<m1<m2<...
detjiPmj−i(t)detjigmjmidetijPmi−j(t)
(5.30)
This result is to be compared with formula (2.24) as p → ∞, with the corresponding Dynkin
diagram of the group Ap−1 being infinite in both directions in this limit (semi-infinite for the
forced hierarchy).
The next step is to obtain the differential BI. The determinant formulas (5.30) are, certainly,
not the best starting point to this end. It is far more convenient to apply the methods based on
the intertwining operators , which we develop in this review. In particular, for the fundamental
representations one should consider the fermionic pair ψ±i (i = 1 . . . p) of intertwining operators
ψ± : F1⊗Fn ⇄ Fn+1. Then, the derivation of BI for arbitrary p almost literally coincides with that
for p→∞, which was described in s.4.1. One only needs to introduce the fermions containing the
finite number of degrees of the spectral parameter ψ+(z) ≡ ∑pi=1 ψ+i zi and ψ−(z) ≡ ∑pi=1 ψ−i zp−i+1,
and, respectively, to define vertex operators through the formulas∑
i
Ψ+,ik (t)z
i ≡ X̂+(z, t)τn(t),
∑
i
Ψ−,ik (t)z
p−i+1 ≡ X̂−(z, t)τn(t) (5.31)
and similarly for X̂
±
(z, t). Then BI acquires the form [28, 29]∮
dz
zp+2
X̂−(z, t)τn(t, t)X̂
+(z, t′)τm(t
′, t
′
) =
∮
dz
zp+2
X̂
−
(z, t)τn+1(t, t)X̂
+
(z, t
′
)τm−1(t
′, t
′
) (5.32)
In order to obtain concrete systems of differential equations, one now needs to consider par-
ticular choices of parametrizations of U(t), U(t).
Conventional parametrization (B). This parametrization leads to the standard KP/Toda
hierarchy with determinant representation (2.24)-(2.25) for the τ -function. Indeed, using (5.9),
one gets
< 0F |U(t) =< 0F | exp
(∑
k
tkT
(k)
+
)
=
∑
k
Pk(t) < kF |
with the conventional Schur polynomials Pk(t) (2.15). The main peculiarity of this evolution is
the property
τmm1 =
∂
∂tm
∂
∂tm
τ1 =
(
∂
∂t1
)m (
∂
∂t1
)m
τ1 (5.33)
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In order to obtain the system of equations in this parametrization, one can note that the vertex
operators (2.33)-(2.34) are
X̂+(z, t) = Prp
[
eξ(z,t)Pr
[
zne−ξ(z
−1,∂˜t)
]]
X̂−(z, t) = Prp
[
e−ξ(z,t)Pr
[
zp−n+1eξ(z
−1,∂˜t)
]] (5.34)
(and similarly for the other pair of the vertex operators), where Pr[f(z)] projects onto the poly-
nomial part of the function f(z) and Prl[f(z)] projects onto the polynomial part of degree l.
Substituting these formulas into (5.32) and expanding this latter into degrees of ti − t′i, we
arrive at the set of equations that gives equations of the standard 2DTL hierarchy as p −→ ∞
[43].
KP/Toda hierarchy in parametrization A. Consider now the same hierarchy with a differ-
ent evolution given by the parametrization A. From now on, we denote, for brevity, Û(ξ) ≡ U (A)(ξ),
and the corresponding τ -function is τ̂ (ξ, ξ|g). This τ -function is linear in each time ξi and, there-
fore, has simpler determinant representation and satisfies simpler hierarchy. Indeed, (5.25) now
turns into
τ̂1(ξ, ξ|g) ≡< 0F1 |Û(ξ)gÛ(ξ)|0F1 >=
∑
k,k≥0
sksk < k|g|k > (5.35)
where sk = ξ1ξ2 . . . ξk, s0 = 1, and (5.26) is replaced by
τ̂mm1 (ξ, ξ|g) ≡< mF1|Û(ξ)gÛ(ξ)|mF1 >=
1
smsm
∑
k≥m
k≥m
sksk < k|g|k >=
=
1
smsm
∑
k≥m
k≥m
∂
∂logsk
∂
∂logsk
τ1(ξ, ξ|g) = 1
sm−1sm−1
∂
∂ξm
∂
∂ξm
τ1(ξ, ξ|g)
(5.36)
Therefore,
τ̂n+1 = det0≤m,m≤nτ̂
mm
1 =
(
n∏
m=1
smsm
)−1
det(m,m)
∑
k≥m
k≥m
sksk < k|g|k >
 =
=
1
snsn
∑
k,k≥n
skskdet0≤m,m≤n−1
 gmm gmk
gkm gmm
 ≡ 1
snsn
∑
k,k≥n
skskD(n)kk
(5.37)
One can compare the determinant representations (2.24)-(2.25) and (5.37) to get the connection
between different coordinates t and ξ. This connection possesses the structure sk ∼ some functions
of Pj(t).
20
One can also easily obtain the differential equations for the τ -function in parametrization A.
20In the simplest case of the first fundamental representation, one needs to identify τ1(t|g) = τ̂1(ξ|g), i.e. sk =
Pk(t),
∂
∂tk
=
∑
i si−k
∂
∂si
. However, identification of τn(t) and τ̂n(ξ) with n 6= 1 leads to different relations between
ξ and t.
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Indeed, it is straightforward to find FBA (2.41) and substitute this into (2.42)
Ψ+,n+k+1n (ξ) =
sn+k
sn
(
τn(ξ)− ξn∂τn(ξ)
∂ξn
)
Ψ+,n+1n (ξ) =
(
τn(ξ)− ξn∂τn(ξ)
∂ξn
)
, Ψ+,nn (ξ) = −
∂τn(ξ)
∂ξn
Ψ−,kn (ξ)− ξn−1
∂Ψ−,kn (ξ)
ξn−1
=
sn−1
sk−1
∂τn(ξ)
∂logξk
+
sn−1
sk−2
∂τn(ξ)
∂ξk−1
for k > n
Ψ−,nn (ξ)− ξn−1
∂Ψ−,nn (ξ)
ξn−1
= τn(ξ) +
∂τn(ξ)
logξn
Ψ−,n−1n (ξ) = ξn−1τn(ξ), Ψ
−,k
n (ξ) = 0 for k < n− 1
(5.38)
As for the values of Ψ+,kn (ξ) for k < n, they are constants that can hardly be expressed as an action
of a differential operator on τn(ξ). This means that formula (2.42) (where manifest expressions for
Ψ analogous to (5.38) can be also easily written down) does not lead to differential equations when
k and l are arbitrary choosen. If, however, one chooses k ≤ l−1, because of multiple cancellations
due to (5.38), formula(2.42) is almost a differential equation. It can be easily transformed to a
differential equation by putting ξn−1 = 0 (see (5.38)). One can easily check that the number of
independent equations obtained in this way is sufficient to determine the τ -function in full. This
means that the whole hierarchy can be still presented in the differential form.
5.4 Quantum case (q 6= 1)
q-determinant-like representation. Let us demonstrate now how the technique developed in
the previous subsection is deformed to the quantum case, i.e. the group SLq(p) and, in particular,
obtain q-determinant-like representations for the τ -functions similar to (5.30). We also demon-
strate that, in parametrization A, formula (5.36) expressing τmm1 through derivatives of τ1 is still
correct for q 6= 1, with all the derivatives replaced by difference operators.
In order to obtain q-determinant-like representations, it suffices to study any U(ξ) of the form
(5.14), without reference to the particular parametrization A like it was in the case of classical
groups.21
As a result of absence of the diagonal factor gD, the classical co-multiplication law (5.29) is
replaced in quantum case by the following co-multiplication rule:
∆n−1(U{Ti}) =
n∏
m=1
U (m) (5.39)
where
U (m) = U
{
I ⊗ . . . . . .⊗ I ⊗ Ti ⊗ q−2Hi ⊗ . . .⊗ q−2Hi
}
(5.40)
(Ti appears at the m-th place in the tensor product). Similarly,
U
(m)
= U
{
q2Hi ⊗ . . . . . .⊗ q2Hi ⊗ T−i ⊗ I ⊗ . . .⊗ I
}
(5.41)
Let
Hi|jF1 >= hi,j |jF1 >, < jF1 |Hi = hi,j < jF1 |
21Actually, we require the U(ξ) to be an element from NGq and to be expressed only through the generators
associated with simple positive roots: U(ξ) = U{ξs|Ti}. Formula (5.14) is a possible but not unique realization of
these requirements.
34
(in fact, for SL(p) 2hi,i−1 = +1, 2hi,i = −1, and all the rest are vanishing). Then
τ j1...jnj1...jnn (ξs, ξs|g) ≡ (⊗nm=1 < jm|)∆n−1(U) g⊗n ∆n−1(U)
(
⊗nm=1|jm >
)
=
=
n∏
m=1
< jm|U
{
Tiq
−2
∑n
l=m+1
hi,jl
}
g U
{
T−iq
2
∑m−1
l=1
h
i,jl
}
|jm >=
=
n∏
m=1
τ
jmjm
1
(
ξsq
−2
∑n
l=m+1
hi(s),jl , ξsq
2
∑m−1
l=1
h
i(s),jl
) (5.42)
In order to get a q-determinant-like counterpart of (5.30), one should replace antisymmetriza-
tion by q-antisymmetrization in formulas (5.27)-(5.28), since, in the quantum case, the fundamen-
tal representations are described by q-antisymmetrized vectors (see details in s.5.2 of [26] and in
Appendix 2). We define the q-antisymmetrization as a sum over all permutations
([1, . . . , k]q) =
∑
P
(−q)deg P (P (1), . . . , P (k)) (5.43)
where
deg P = number of inversions in P (5.44)
Then, q-antisymmetrizing (5.42) with jk = k − 1, jk = k − 1, one finally gets
τn(ξ, ξ|g) =
∑
P,P ′
(−q)deg P+deg P ′
n−1∏
m=0
τ
P (m)P ′(m)
1
(
ξsq
−2
∑n−1
l=m+1
hi(s),P (l), ξsq
2
∑m−1
l=0
h
i(s),P ′(l)
)
(5.45)
If there would be no q-factors twisting the time variables, this would be just a q-determinant which
is defined by the formula
detqA ∼ A[1[1 . . . An]qn]q =
∑
P,P ′
(−q)deg P+deg P ′∏
a
A
P (a)
P ′(a) (5.46)
The concrete example of formula (5.45) in the simplest non-trivial case of the second fundamental
representation, which makes its structure more transparent is described in Appendix 3.
Note that the q-factors in all the expressions obtained above can be trivially reproduce by
action of the operators
M±j : M
±
j ξs = q
±δj,i(s)ξs
M
±
j : M
±
j ξs = q
±δj,i(s)ξs
We already observed some times that these operators typically emerge in deformations of integrable
hierarchies.
Let us now briefly discuss the equations satisfied by the quantum τ -function. For their deriva-
tion, one needs to follow the same line as in the classical case and introduce intertwining operators
. In quantum case, one should distinguish between the right and left intertwining operators :
Φ±,R : Fn ⊗ F1 ⇄ Fn+1 and Φ±,L : F1 ⊗ Fn ⇄ Fn+1. These operators Φ±,R,L can be expressed
through the classical intertwining operators (fermions)22:
Φ±,Ri = q
−
∑i−1
j=1
ψ+j ψ
−
j ψ±i , Φ
±,L
i = q
∑i−1
j=1
ψ+j ψ
−
j ψ±i (5.47)
In analogy with the classical case, one needs to consider now the operator Γ =
∑
iΦ
+,L
i ⊗ Φ−,Ri
commuting with g⊗ g. Then, introducing quantum FBA as averages of the quantum intertwining
22This is a corollary of similarity of the irreducible representations of UEA’s in the classical and quantum cases
(at |q| 6= 1) [71].
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operators Φ± (properly labeled by indices L and R) and corresponding vertex operators, one ob-
tains the same equations (2.39)-(5.32) but with re-defined entries. Technically, the action of vertex
operators can be calculated with the help of formula (5.47) and leads to quantum counterparts of
formulas (2.31)-(2.32).
Now we fix the concrete parametrization A and show how all these formulas work.
Parametrization A. Most of expressions of the previous subsection remain almost the same in
this parametrization (although, in the quantum case, one needs to take care of normal ordering
of different objects). In particular,
τ̂1(ξ, ξ|g) ≡ < 0F1 |Û(ξ)gÛ(ξ)|0F1 > =
∑
k,k≥0
sksk < k|g|k > (5.48)
where again sk = ξ1ξ2 . . . ξk, s0 = 1, while sk = ξk . . . ξ2ξ1, s0 = 1 and
τ̂mm1 (ξ, ξ|g) = s−1m
∑
k≥m
k≥m
sksk < k|g|k >
 s−1m = s−1m−1 (DξmDξmτ1(ξ, ξ|g)) s−1m−1 (5.49)
Here23 Dξif(ξ) ≡ 1ξi
M+2i −1
q2−1 f(ξ), Dξif(ξ) ≡
[
M−2i −1
q−2−1 f(ξ)
]
1
ξi
(in these operators, the order is also
crucial!). Now one can manifestly express τn through τ1, using formulas (5.45) and (5.49). In Ap-
pendix 3, we describe how it works for the simplest case of the second fundamental representation.
FBA for the τ -function in parametrization A is given by the following expressions
Ψ+,n+k+1n (ξ) = q
n+1s−1n sn+kM
+
n+1 . . .M
+
n+k−1 (τn(ξ)− ξnDnτn(ξ))
Ψ+,n+1n (ξ) = q
n+1 (τn(ξ)− ξnDnτn(ξ)) , Ψ+,nn (ξ) = −qnDnτn(ξ)
Ψ−,kn (ξ)− ξn−1Dn−1Ψ−,kn (ξ) =
= qn−2s−1k−2sn−1Di−1τn(ξ) + q
n−2s−1k−1sn−1ξiDiτn(ξ) for k > n
Ψ−,nn (ξ)− ξn−1Dn−1Ψ−,nn (ξ) = qn−2τn(ξ) + ξnDnτn(ξ)
Ψ−,n−1n (ξ) = q
n−2ξn−1τn(ξ), Ψ
−,k
n (ξ) = 0 for k < n− 1
(5.50)
Substituting these expressions in (2.42), one obtains a set of equations which is a quantum coun-
terpart of the KP/Toda hierarchy in parametrization A.
To conclude this section, point out once more that the determinant representations of the
classical τ -functions do not turn into exact q-determinant representations at q 6= 1. The reason
for this is that, in the quantum case, the evolution operator is no longer the group element. This
happens because no nilpotent subgroup NGq exists in the quantum group. To avoid this problem,
one could begin from a slightly different parametrization of the τ -function such that the evolution
operator lies in the Borel (not just nilpotent) subgroup BGq. In the classical limit, additional
Cartan generators can be removed by redefinition of the element g (labelling the point of the
Grassmannian). However, in the quantum case the Cartan part of the evolution would essentially
change the result: the evolution operator becomes a group element (for BGq) and all ”twists” of
times in formula (5.45) disappear. Thus defined τ -function is just the q-determinant. In order to
fulfil the whole scheme, one still needs to find an appropriate parametrization of (a set of) group
elements BGq by exactly rG “times”.
23There is an ambiguity in the choice of these operators as the τ -function is a linear function of times and,
therefore, any linear operator which makes unity from ξ is suitable. We fix them to act naturally on the q-
exponential and correspond to the difference operators that we used throughout this review.
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6 Wave function and S-matrix in quantum Liouville (Toda)
theory
As it has been demonstrated above, the group acting in the space of the spectral parameter, i.e.
on solutions of integrable system, in the course of quantization should be merely replaced by the
corresponding quantum group. In essence, it is the very sense of the quantization procedure. Now
we are going to consider an example of some different group structure that can be also manifested
in the Toda theory. It is the group acting in ”the space-time”, i.e. on variables of equation. It is
the remarkable property of this group that it survives in the course of quantization, but the way
of dealing with it as well as the objects under consideration do completely change.
Namely, consider again the Toda molecule additionally reduced to the Toda chain, i.e. de-
pending only on the sum of times. Let us demonstrate that this system can be obtained via the
Hamiltonian reduction of a free system given on the cotangent bundle for a Lie group [32, 72].
6.1 Classical Toda system as Hamiltonian reduction
Indeed, consider the cotangent bundle T ∗G for the real split group G. By the group shifts, it can
be reduced to the pair (Y, g), Y ∈ G∗, g ∈ G, where G is the algebra corresponding to the group
G. There is the canonical bi-invariant symplectic form on T ∗G
ω = δY (δgg−1) (6.1)
and the set of invariant commuting Hamiltonians
< Y dk >
dk
, k = 1 . . . , r (6.2)
where dk = 2, . . . are invariants of G and Y dk are ad∗G-invariant polynomials on G∗. It is the
upstairs Hamiltonian system.
Now consider the symplectic reduction on T ∗G (i.e. the reduction preserving the symplectic
form ω (6.1)) w.r.t. the action of the left and right nilpotent subgroups N ⊕N of the group G
g 7→ vg, Y 7→ vY v−1, v ∈ N,
g 7→ gn, Y 7→ Y, n ∈ N (6.3)
It gives the two moment maps
µv = PrN∗ Y, µn = PrN ∗ g
−1Y g (6.4)
Making use of the Gauss decomposition, one can transform g by (6.3) to the Cartan subgroup A.
Let g = exp φ, φ ∈ A. Assume that
µv = PrN∗ Y = µ
L, µn = PrN ∗ g
−1Y g = µR (6.5)
where µL =
∑
α∈Π µ
L
αGα, µR =
∑
α∈Π µ
R
αG−α, µR,Lα are arbitrary constants and Π denotes the set of
all positive roots. After “diagonalizing” g by the Gauss decomposition at the point g = expφ, φ ∈
A = hG, one can manifestly solve the constraint (6.5)
Y = p+
∑
α∈Π
(
µRαe
α(φ)Gα + µLαG−α
)
(6.6)
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Then, the reduced symplectic form acquires the canonical form
ωred = δpδφ =
r∑
k=1
δpkδφk (6.7)
and the reduced phase space N \ \T ∗G//N is of dimension
2 dimG− 2 dimN − 2 dimN = 2r (6.8)
Combination W (Y ; τ1 . . . , τr) =
∑r
k=1
τk
dk
< Y dk > defines the commuting Hamiltonians of the
classical hierarchy given by the Lax operator (6.6). In particular,
< Y 2 >=
1
2
r∑
k=1
p2k +
∑
α∈Π
µαe
2α(φ)
(6.9)
is the conventional Toda chain Hamiltonian [73]. The classical action in this representation takes
the form
SI =
∫
Y (∂tgg
−1)− < Y 2 > + < BL, Y − µL > + < BR, g−1Y g − µR > (6.10)
where BL ∈ N , BR ∈ N are the Lagrange multipliers.
In order to compare with the standard Toda chain formulas, it suffices to choose as G the
group SL(p) and consider its fundamental representation. Then, Y (6.6) coincides with the Toda
chain Lax operator etc.
The above construction is essentially based on the Gauss decomposition [30]. In fact, the
same system can be obtained via Iwasawa decomposition. Just this latter decomposition is the
standard one used so far in studies of these system. In particular, in the next subsections we
consider quantization of the Toda system, which has been originally performed in the Iwasawa
decomposition framework and led to the so-called Whittaker wave function (WF). However, we
use everywhere the Gauss decomposition that is more applicable to the affine algebras [30]. One
can find in [30] further details and some discussion of the connection of the two approaches – the
Gauss and Iwasawa ones.
6.2 Solution to the Liouville quantum mechanics – general scheme
A non-trivial property of the “space-time” group manifested above24 in the SL(p) Toda molecule
is that, in the course of quantization, this group remains classical, while its interpretation changes:
quantization implies an orbit interpretation. Indeed, while the classical system is obtained via the
Hamiltonian reduction of a free system given on the cotangent bundle for a simple real Lie group
[32], the quantum model is related to irreducible unitary representations of the same group. Thus,
the quantum system should be rather interpreted within the geometrical quantization approach
[33].
Let us now briefly describe the general approach that allows one to solve differential equations
for the eigenvalues (EV) and, in particular, the Schroedinger equation, in group theory terms.
After this, we consider concrete examples. Technically one needs to make some steps.
1) Let g(ξ|T ) ∈ AG(ξ) ⊗ UG be “the universal group element” (see s.4.3) of the Lie group
G,25 where ξ somehow parametrizes the group manifold and T are generators of G in some (not
obligatory irreducible) representation, their only property being [T a, T b] = fabcT c.
24This space-time group is not to be mixed with the group SL(p) describing the reduction to the Toda molecule
(see s.3). In order to obtain that these two are absolutely different, one can remark that the two-dimensional Toda
molecule is described by the same reduction group SL(p) but by the affine space-time group ŜL(p).
25This can also be a quantum group, which leads, however, to the difference Liouville equation – see [74].
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2) For any given parametrization {ξ}, one can introduce two sets of differential operators
DR,L(ξ) such that
DaL(ξ)g(ξ|T ) = T ag(ξ|T )
DaR(ξ)g(ξ|T ) = g(ξ|T )T a
(6.11)
These operators satisfy the obvious commutation relations[
DaL,DbL
]
= −fabcDcL[
DaR,DbR
]
= fabcDcR[
DaL,DbR
]
= 0
(6.12)
3) For a given representation R, scalar product < | > and two elements of the representation
< ψL| and |ψR > construct the matrix element
FR(ξ|ψL, ψR) =< ψL|g(ξ|T )|ψR > (6.13)
The action of any combination of the differential operators DR on F inserts the same combination
of generators T to the right of g(ξ|T ). If |ψR > happens to be an eigenvector of this combination
of generators, F provides a solution to the corresponding differential equation (as the eigenvalue
problem).
4) Of special interest are the Casimir operators, since |ψR > which are their eigenvectors are
just elements of irreducible representations.
5) In particular, the quadratic Casimir operator, when expressed through DR, is the Laplace
operator and gives rise to some important Schroedinger equations, of which the equation for the
Toda system is a typical example.
In fact, in order to get the Schroedinger equation for the Toda-type system, one needs to impose
additional constraints on the states < ψL| and |ψR >, which correspond to the Hamiltonian
reduction (6.3) of the free motion on the group manifold of G (in the classical case). Such a
reduction, as we saw in the previous subsection, is usually associated with some decomposition of
G into a product of subgroups, and different decompositions can lead to equivalent reductions.
Essentially, reduction allows one to get rid of the dependence of F (ξ) on some of the coordinates
ξ. In the case of finite dimensional Lie groups, the remaining coordinates can be choosen to
correspond to the Cartan torus, while, for affine algebras, it is more natural to preserve the
dependence on all the diagonal matrices. The matrix element we discuss here, WF F , is sometimes
called Whittaker function.
Let us remark that the differential operators DL and DR realize respectively the left and the
right regular representations of the algebra of G (in fact, the left one is antirepresentation), which
can be invariantly given by the action on the algebra AG of functions on the group:
πLreg(h)f(g) = f(hg), π
R
reg(h)f(g) = f(gh), g, h ∈ G (6.14)
Manifestly these operators can be constructed in the following way. Let us consider the group
element g and the (formal) differential operator d acting as the full derivative on functions of ξi,
i.e. d ≡ ∑i dξi ∂∂ξi . Then, one may calculate g−1 · dg (Maurer-Cartan form) and expand it into the
generators of the algebra:
g−1 · dg =∑
a,i
ca,iTadξi (6.15)
i.e.
dg =
∑
a,i
ca,i (DaRg) dξi (6.16)
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Now one reads off the manifest form of the differential operators DR from this expression. Anal-
ogously, one can calculate DL.
Note that it suffices to consider g only in the fundamental representation, since matrix elements
in this representation generate the whole algebra AG and the group action can be extended onto
the whole algebra using the co-multiplication. At the same time, calculating the coefficients ca,i
in the fundamental representation is quite easy.
As an instance of the general scheme, we briefly consider below the example of the Schroedinger
equation for the Toda-type system, while the details can be found in [30]. We begin with the
simplest case of the group SL(2), i.e. the Liouville quantum mechanics. The problem we address
to is to find an integral representation for the WF and its asymptotics that define the scattering
S-matrix.
6.3 Liouville quantum mechanics – SL(2,R)
Liouville system for the group SL(2,R). The corresponding Lie algebra is given by the
relations
[T+, T−] = T0, [T±, T0] = ∓2T± (6.17)
In the fundamental representation
T0 =
 1 0
0 −1
 , T+ =
 0 1
0 0
 , T− =
 0 0
1 0
 (6.18)
The quadratic Casimir operator is equal
C = (T−T+ + T+T−) +
1
2
T 20 = 2T−T+ + T0 +
1
2
T 20 (6.19)
Let us now perform the first step of our general scheme and parametrize the group element as
follows26
g(ψ, φ, χ|T ) = eψT−eφT0eχT+ (6.20)
In the fundamental representation, the group element has the form
g =
 1 0
ψ 1
 eφ 0
0 e−φ
 1 χ
0 1
 =
 eφ χeφ
ψeφ ψχeφ + e−φ
 (6.21)
As the next step, we need to construct differential operators realizing the right and the left regular
representations. We already remarked that, to this end, one should calculate “the currents” g−1·dg
and dg · g−1:
g−1dg =
 −e2φχdψ + dφ −e2φχ2dψ + 2χdφ+ dχ
e2φdψ e2φχdψ − dφ

dg · g−1 =
 −e2φψdχ+ dφ e2φdχ
−e2φψ2dχ+ 2ψdφ+ dψ e2φψdχ− dφ
 (6.22)
26This parametrization differs from that used in the previous sections by the permutation of the nilpotent
subgroups, which is given by action of the inner group automorphism – antipode.
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Using this formula and (6.15), one easily gets
∂g
∂φ
= g(T 0 + 2χT+) = (T 0 + 2ψT−)g
∂g
∂χ
= gT+ = e2φ(T+ − ψT 0 − ψ2T−)g
∂g
∂ψ
= g(−χ2T+ − χT 0 + T−)e2φ = T−g
(6.23)
and, using (6.16), –
D+R =
∂
∂χ
, D0R = −2χ
∂
∂χ
+
∂
∂φ
, D−R = e−2φ
∂
∂ψ
+ χ
∂
∂φ
− χ2 ∂
∂χ
(6.24)
D−L =
∂
∂ψ
, D0L = −2ψ
∂
∂ψ
+
∂
∂φ
, D+L = −ψ2
∂
∂ψ
+ ψ
∂
∂φ
+ e−2φ
∂
∂χ
(6.25)
At the third step, we need to choose some representation. Consider the principal (spherical)
series of representations induced by one-dimensional representations of the Borel subalgebra [75].
The space of the representation consists of functions of one variable and matrix elements (scalar
product) are given by integrals with the flat measure. Action of the algebra is given by the
differential operators
T+ =
∂
∂x
, T0 = −2x ∂
∂x
+ 2j, T− = −x2 ∂
∂x
+ 2jx (6.26)
where j is spin of the representation. We consider here only unitary representations, since, for
these representations only, the scalar product is given by a convergent integral. The unitarity
condition implies that j + 1
2
is pure imaginary27.
The fourth step implies that we consider the quadratic Casimir operator (it can be calculated
both in the left and in the right regular representations):
C =
1
2
∂2
∂φ2
+
∂
∂φ
+ 2e−2φ
∂2
∂ψ∂χ
(6.27)
Its EV in the spin j representation is 2(j2+j). Therefore, the matrix element F =< ψL|g(θ, φ, χ)|ψR >
with < ψL| and ψR| belonging to the spin j representation satisfies the equation
CF = 2(j2 + j)F (6.28)
As the last, fifth step we need to fix the reduction conditions. We choose them to be
∂
∂χ
FG = iµRFG,
∂
∂ψ
FG = iµLFG (6.29)
i.e. (see (6.24) and (6.25))
T+|ψR >= iµR|ψR >, < ψL|T− = iµL < ψL| (6.30)
Under this reduction, the Hamiltonian (quadratic Casimir operator) is equal to (cf. (6.9))
H =
1
2
∂2
∂φ2
+
∂
∂φ
− 2µRµLe−2φ (6.31)
27Similarly, for the general SL(p), all ji +
1
2 (i.e. j + ρ) should be pure imaginary.
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and the function Ψ(φ) = eφF satisfies the following Schroedinger equation[
1
2
∂2
∂φ2
− 2µRµLe−2φ
]
Ψ(φ) = 2
(
j +
1
2
)2
Ψ(φ) ≡ λ2Ψ(φ) (6.32)
which is actually the Liouville Schroedinger equation.
Note that, using the representation (6.21) and the conditions (6.30), one can immediately
obtain the equation (6.31) through the following chain of formulas28:
2j(j + 1)F
(j)
G ≡ 2j(j + 1) < ψL|eφT0|ψR >j=< ψL|eψT−eφT0eχT+Ĉ|ψR >j=
=< ψL|eφT0(2T−T+ + T0 + 1
2
T 20 )|ψR >j=
(
−2µRµLe−2φ + ∂
∂φ
+
1
2
∂2
∂φ2
)
< ψL|eφT0 |ψR >j
(6.33)
Solving the Liouville Schroedinger equation. Now we should only solve the reduction
conditions (6.30) and find out some explicit integral representation for the WF. We use formulas
(6.26). Then, the conditions (6.30) take the form
T+|ψR >= ∂
∂x
ψR(x) = iµRψR(x),
< ψL|T− = (2x+ x2 ∂
∂x
+ 2jx)ψL(x) = iµLψL(x)
(6.34)
Their solutions are
ψR(x) = e
iµRx, ψL(x) = x
−2(j+1)e−
iµL
x (6.35)
This finally provides us with the solution to the Schroedinger equation (6.32):
eφF (j)(φ) = eφ < ψL|eφT0 |ψR >j= eφ
∫
x−2(j+1)e−
iµL
x eφ(2j−2x
∂
∂x
)eiµRx dx =
=
(
i
µR
)−(2j+1)
e−(2j+1)φ
∫ ∞
0
x−2(j+1)e−
µLµRe
−2φ
x
−xdx =
= 2
(
i
√
µL
µR
)−(2j+1)
K2j+1(2
√
µLµRe
−φ) dx
(6.36)
where Kν(z) is the Macdonald function [76].
Harish-Chandra function and its asymptotics. Let us once more return to the Schroedinger
equation (6.32). The condition of unitarity of some representation implies pure imaginary λ ≡√
2(j + 1
2
), i.e. continuous spectrum of the Schroedinger equation (and real energy). Solutions of
this equation obviously oscillate at only one infinity, while exponentially decreasing at the other
one. We can consider the scattering problem. Then, the reflection S-matrix is equal to the ratio of
the coefficients of falling and reflected waves. We really need to find the exponential asymptotics
e±λφ at the same infinity. Technically, it can be done as follows: one considers a small real shift
of λ so that, depending on its sign, one can extract one of the two asymptotics.
We perform this procedure for the Macdonald function:
Kν(z) =
1
2
(
z
2
)ν ∫ ∞
0
e−t−
z2
4t t−ν−1dt (6.37)
28 From now on, we consider only the matrix element of eφIT0 , instead of g, in order to exclude trivial ψ- and
χ-dependencies of F .
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If Reν ≤ 0, one can through away the asymptotically (i.e. at small z) small term z2
4t
so that the
integral is equal to
Kν(z) ∼
z→0
1
2
(
z
2
)ν ∫ ∞
0
e−tt−ν−1dt = −π
2
1
sin πνΓ(1 + ν)
(
z
2
)ν
(6.38)
On the other hand, at Reν ≥ 0 one needs to make the replace t→ z2t and the result reads as
Kν(z) ∼
z→0
1
2
(2z)−ν
∫ ∞
0
e−
1
4t t−ν−1dt =
π
2
1
sin πνΓ(1 − ν)
(
z
2
)−ν
(6.39)
Note that, though the ratio of the two calculated asymptotics is unambiguously defined, each
of them separately is defined up to a common normalization factor of the WF. This factor is used
to fix partially requiring the absence of poles at finite values of momentum. The issue of the
entirely fixed normalization is discussed in [30].
In this concrete case, the condition of absence of the poles implies that the WF (6.36) is to be
multiplied by the function sin πλ that, cancelling all the poles, introduce new additional zeroes.
The two asymptotics of the so-normalized WF are29
c± =
1
Γ(1± λ) (6.40)
These functions are called Harish-Chandra functions [77] and play an important role in the group
theory.
6.4 Toda quantum mechanics
Quantum mechanics for the Toda molecule – SL(p,R). We apply now the above developed
general scheme to more general case of the group SL(p, R). Calculations in this case are quite
similar to the Liouville case, however, they require some additional information on the structure
of the unitary representations of SL(p, R). Therefore, we write down here only the results and
refer to Appendix 4 and, especially, the reference [30] which contain the detailed calculations.
Namely, like the previous subsection, we consider the matrix element F given in some unitary
representation of the group and act on it by some Casimir operator. Since the group SL(p, R)
is of rank p − 1, i.e. has p − 1 independent Casimir operators, the matrix element F satisfies
now p − 1 differential equations for the EV simultaneously. Thus, this matrix element solves
the quantum problem with the Hamiltonians of s.6.1 corresponding to the Toda system. Among
these Hamiltonians, there is the quadratic Hamiltonian (6.9) that gives rises to the second order
equation, that is to say Schroedinger equation. It is of the form(
∂2
∂φ2
− 2∑
i
µLi µ
R
i e
αiφ
)
Ψ(λ)(φ) = λ2Ψ(λ)(φ) (6.41)
the function Ψ(λ)(φ) being the rescaled matrix element e−ρφF (λ)(φ) and µR,Li being a set of the
cosmological constants. Manifestly calculating this matrix element, one gets the integral solution
to this equation:
Ψ(φ) = e−λφ
∫ ∏
i<j
dxij
p−1∏
i=1
∆
−(λαi+1)
i (xS
−1)× eiµRi xi,i+1eαiφ−iµLp−i
∆i,i+1(xS
−1)
∆i(xS
−1) (6.42)
29Hereafter, we omit the trivial factor depending on the cosmological constant µLµR.
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Here αi are the positive simple roots, S is the inner automorphism of the group SL(p), which
maps the upper-triangle matrices to the lower-triangle ones, Sij ≡ δi+j,p+1, ∆i(A) is the upper
main i× i minor of the matrix A and ∆i,i+1(A) is the same minor of the matrix with i and i+ 1
columns exchanged.
Now looking at the asymptotics of this WF, one can obtain the Harish-Chandra functions [30].
First of all, note that the number of different asymptotics coincides with the number of elements
of the Weyl group for SL(p), while the WF (6.42) is expressed through only the simple roots.
Thus, it is natural that the Harish-Chandra functions are labeled by elements of the Weyl group
and are related by action of this group. In order to calculate these asymptotics, one may use the
standard technique developed for the Iwasawa decomposition case [35] and the result reads as
cs(λ) =
∏
α∈∆+
1
Γ(1 + sλ · α) (6.43)
where s denotes elements of the Weyl group and the product runs over all the positive roots. The
ratio of these Harish-Chandra functions gives us the reflection S-matrix of the theory.
Quantum field Liouville system. As the next step, we extend our construction to the affine
case. Indeed, considering the group ̂SL(2) and the “point-wise” Gauss decomposition (used for
bosonization of affine algebras – see [37]), one obtains the Schroedinger equation for the two-
dimensional field Liouville system. This means that, calculating the Harish-Chandra functions,
we get in this case the S-matrix (or the two-point correlation function) for the two-dimensional
Liouville field theory. Indeed, choose the system of positive roots in this case as follows
α0 + n(α0 + α1), n(α0 + α1), α1 + n(α0 + α1), n = 0, 1, 2, . . . (6.44)
Denote
λ · α0 = 1
2
− p+ τ, λ · α1 = −1
2
+ p (6.45)
Then, one can use formula (6.43) for the Harish-Chandra functions only shifting the argument of
the Γ-function by 1/2 because of the affine situation:
c(λ) =
∏
n≥0
Γ−1(p+ nτ)
∏
n≥1
Γ−1(nτ)Γ−1(1− p+ nτ) (6.46)
This expression certainly requires a careful regularization, but all the infinite products cancel from
the corresponding reflection S-matrix (two-point function)
S(p) =
c(−p)
c(p)
=
Γ(1 + p)Γ(1 + p
τ
)
Γ(1− p)Γ(1− p
τ
)
(6.47)
This expression coincides with the two-point functions obtained in the papers [39, 38] in a very
different way30.
Now we introduce a fundamental building block – the function
i(λ) = i(p, τ) ∼ ∏
m,n≥0
(p+m+ nτ) (6.48)
where the product goes over only one (positive) quadrant in the plane m,n. One can construct
from this block both the Harish-Chandra function (6.46) and the elliptic theta-functions
θ(p+
1
2
+
τ
2
, τ) ∼ i(p, τ)i(−p, τ)i(p,−τ)i(−p,−τ) (6.49)
30In notations of [38], p = 2iP/b and τ = b2.
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and also the q-exponential
eq(e
2πip) ∼ 1
i(p, τ)i(−p,−τ) , 1 = e
iπτ (6.50)
just by taking products over different quadrants. All these expressions certainly require some
accurate regularization, since the unrestricted products diverge. The regularized expressions can
be found in [78] and [38].
Appendix 1 Forced hierarchies
In this Appendix, we reproduce some technical calculations omitted from s.2.3 [52, 46]. Namely,
we consider the forced hierarchy given by the condition
τn = 0 , n < 0 (A1.1)
This corresponds to choosing the element of the Grassmannian in the form
G = G0P+ (A1.2)
where P+ is the projector onto the positive states:
P+|n〉 = θ(n)|n〉 (A1.3)
which is realized as the fermionic operator
P+ =: exp
[∑
i<0
ψiψ
∗
i
]
: (A1.4)
and enjoys the properties
P+ψ
∗
−k = ψ−kP+ = 0 , k > 0 (A1.5)
[P+, ψk] = [P+, ψ
∗
k] = 0 , k ≥ 0 (A1.6)
P 2+ = P+ (A1.7)
We also fix G0 to include only positive fermionic modes ψk and ψ
∗
k at k ≥ 0:
G0 =: exp

(∫
γ
A(z, w)ψ+(z)ψ
∗
+(w
−1)dzdw
)
−∑
i≥0
ψiψ
∗
i
 : (A1.8)
where ψ+(z) =
∑
k≥0 ψkz
k , ψ∗+(z) =
∑
k≥0 ψ
∗
kz
−k and γ is some integration domain. Besides, we
need the projector onto the negative states
P− =: exp
−∑
i≥0
ψiψ
∗
i
 : (A1.9)
enjoying the following properties
P−ψk = ψ
∗
kP− = 0 , k ≥ 0 (A1.10)
[P−, ψ−k] = [P−, ψ−k
∗] = 0 , k > 0 (A1.11)
P 2− = P− (A1.12)
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Let us calculate the state
G0P+e
H(y)|n〉 (A1.13)
One can easily check that it vanishes at n < 0. Indeed, using (2.8), (2.12) and (A1.6), one can
obtain that, at n < 0, the state
eH(t)|n〉 = ψ∗−n(t) ... ψ∗−1(t)eH(t)|0〉
contains only negative modes ψ∗−m ( m > 0). Hence, action of P+ annihilates this state due to
formula (A1.5). At n ≥ 0, using (2.8), (2.12) and (A1.6), one gets
P+e
H(t)|n〉 = ψn−1(t) ... ψ0(t)P+eH(t)|0〉 (A1.14)
One should use that
P+e
H(t)|0〉 = |0〉 (A1.15)
Proof of (A1.15). Denote
|t〉 = P+eH(t)|0〉
Then
∂
∂tk
|t〉 = P+eH(t)
k−1∑
i=0
ψ∗i−kψi|0〉 = 0
due to (2.7) and (A1.5). Since |t〉
∣∣∣tk=0 = |0〉, formula (A1.15) is proved.
Thus, using formulas (A1.8), (A1.9) one obtains
G0P+e
H(t)|n〉 = G ψ(t) . . . ψ(t)|0〉 =
=
∑ 1
m!
∫
γ
m∏
i=1
A(zi, wi)dzidwiψ+(z1) . . . ψ+(zm)×
×P−ψ∗+(w−1m ) . . . ψ∗+(w−11 )ψn−1(t) . . . ψ0(t)|0〉
(A1.16)
Let us now check that only the m = n term contributes into the infinite sum (A1.16). Indeed, at
m > n the state ψ∗+(w
−1
m ) . . . ψ
∗
+(w
−1
1 )ψn−1(t) . . . ψ0(t)|0〉 vanishes, since, in this case, some of the
positive modes in ψ∗+(w
−1
i ) can be pushed to the vacuum |0〉 cancelling it. Inversely, at m < n
some of the positive modes of ψk(−y) can be pushed to the projector P− and, due to (A1.10),
cancel it. Therefore,
G0P+e
H(t)|n〉 = 1
n!
∫
γ
n∏
i=1
A(zi, wi)dzidwiψ+(z1) . . . ψ+(zn)×
×P−ψ∗+(w−1n ) . . . ψ∗+(w−11 )ψn−1(t) . . . ψ0(t)|0〉
(A1.17)
Now we use the following statement:
ψ∗+(w
−1
n ) . . . ψ
∗
+(w
−1
1 )ψn−1(t) . . . ψ0(t)|0〉 = ∆(w) exp
 n∑
j=1
ξ(t, wj)
 |0〉 (A1.18)
Proof of formula (A1.18). Since the number of creation operators (w.r.t. the vacuum |0〉)
ψi(−y) is equal to the number of annihilation operators ψ∗+(w−1j ), after the normal re-ordering
ψ∗+(w
−1
n )...ψ
∗
+(w
−1
1 )ψn−1(t) . . . ψ0(t)|0〉 = const · |0〉
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and
const = 〈0|ψ∗+(w−1n ) . . . ψ∗+(w−11 )ψn−1(t) . . . ψ0(t)|0〉 =
= det
[
〈0|ψ∗+(w−1i )ψj−1(t)|0〉
]∣∣∣
i,j=1,...,n
Now, using formulas (2.13), (2.9), one can get
〈0|ψ∗+(w−1i )ψj−1(t)|0〉 = wj−1i eξ(t,wi)
Thus, finally
const = det[wj−1i e
ξ(t,wi)] = ∆(w) exp[
n∑
j=1
ξ(t, wj)]
Substituting now (A1.18) into (A1.17) and using the obvious fact that P−|0〉 = |0〉 and ψ−(zi)|0〉 =
0, one obtains
G0P+e
H(t)|n〉 = 1
n!
∫
γ
n∏
i=1
A(zi, wi)e
ξ(t,wi)dzidwi∆(w)ψ(z1) . . . ψ(zn)|0〉 (A1.19)
At last, using one of the main formulas of the paper [43] (which can be easily proved within the
bosonization framework)
ψ(z1) . . . ψ(zn)|0〉 = ∆(z) exp
[
H
(
n∑
i=1
ǫ(zi)
)]
|0〉 (A1.20)
where ǫ(zi) is the vector with components ǫk(zi) =
1
k
zki , we obtain the desired result:
G0P+e
H(t)|n〉 = 1
n!
∫
γ
n∏
i=1
A(zi, wi)e
ξ(t,wi)dzidwi∆(w)∆(z) exp
[
H
(
n∑
i=1
ǫ(zi)
)]
|0〉 (A1.21)
Thus, we finally get:
τn(t, t) = 〈n|eH(x)G0P+eH(t)|n〉 = 1
n!
∫
γ
∆(w)∆(z)
n∏
i=1
A(zi, wi)e
ξ(t,zi)+ξ(t,wi)dzidwi (A1.22)
Determinant representation. Using formulas (2.8), (A1.7) and the property [P+, g0] = 0, one
obtains:
τn(t, t) = 〈0|ψ∗0 . . . ψ∗n−1eH(t)G0P+eH(t)ψn−1 . . . ψ0|0〉 =
= 〈0|eH(t)ψ∗0(−t) . . . ψ∗n−1(−t)P+G0P+ψn−1(t) . . . ψ0(t)eH(t)|0〉
Since ψ∗i (−t) and ψi(t) contains only positive modes (see (2.11) and (2.12)), one gets from (A1.6)
and (A1.15)
τn(t, t) = 〈0|ψ∗0(−t) . . . ψ∗n−1(−t)G0ψn−1(t) . . . ψ0(t)|0〉 =
det [〈0|ψ∗i (−t)G0ψj(t)|0〉]|i,j=0,...,n−1
(A1.23)
The same arguments we used to derive (A1.17) from (A1.16), when applied to (A1.23), allows
one to conclude that only the linear term in A(z, w) contributes. Therefore, using (A1.10), one
obtains
〈0|ψ∗i (−t)Gψj(t)|0〉 =
∫
γ
A(z, w)dzdw〈0|ψ∗i (−t)ψ+(z)P−ψ∗+(w−1)ψj(t)|0〉 =
=
∫
γ
ziwjA(z, w)eξ(t,z)+ξ(t,w)dzdw = ∂it∂
j
t
∫
γ
A(z, w)eξ(t,z)+ξ(t,w)dzdw
(A1.24)
Thus, the final expression for the τ -function in determinant form is
τn(t, t) = det
[
∂ix1∂
j
t1
∫
γ
A(z, w)eξ(t,z)+ξ(t,w)dzdw
]∣∣∣∣
i,j=0,...,n−1
(A1.25)
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Appendix 2 Fundamental representations of SLq(p)
In this Appendix we generalize the structure of fundamental representations described in s.5.1 to
the quantum case, i.e. to the group SLq(p) with q 6= 1 (see [26] and references therein).
The main new notion that we need is q-antisymmetrization that is defined to be the sum over
all the permutations
([1, . . . , k]q) =
∑
P
(−q)deg P (P (1), . . . , P (k)) (A2.1)
where
deg P = number of inversions in P (A2.2)
For instance, q-antisymmetrization is used to define the q-determinant:
detqA ∼ A[1[1 . . . Ap]qp]q =
∑
P,P ′
(−q)deg P+deg P ′∏
a
A
P (a)
P ′(a) (A2.3)
Note that this quantity does not obligatory coincide with A1[1 . . . A
p
p]q
. For instance, for p = 2
(A2.3) gives
1
[2]
(A11A
2
2 − qA12A21 − qA21A12 + q2A22A11), while q-antisymmetrizing over only the lower
indices would give merely A11A
2
2 − qA12A21. Moreover, A1[1A12] = A11A22 − qA12A11 is not obliged to
vanish and even A1[1A
1
1]q
= (1− q)(A11)2 6= 0.
The “normal” properties of the q-antisymmetrization restore, if one considers as Aij elements of
the coordinate ring A(GL(p)) (algebra of functions on the quantum group GLq(p)). These matrix
elements satisfy the following commutation relations (in the particular case of p = 2, they reduce
to (4.39)) [19]:
∀i, ∀j1 < j2 Ai[j1Aij2]q = 0, (ab = qba, cd = qdc)
∀i1 < i2, ∀j A[i1j Ai2]qj = 0, (ac = qca, bd = qdb)
∀i1 6= i2, j1 6= j2 Ai1j2Ai2j1 = Ai2j1Ai1j2 , (bc = cb)
∀i1 < i2, j1 < j2
Ai1j1A
i2
j2 − Ai2j2Ai1j1 = (q − q−1)Ai1j2Ai2j1 (ad− da = (q − q−1)bc)
(A2.4)
For A ∈ GLq(p)
detqA = A
1
[1 . . . A
p
p]q
= A
[1
1 . . . A
p]q
p (A2.5)
and Ai1[1 . . . A
ik
k]q
= 0 if two arbitrary upper indices coincide (but all the lower indices are different:
even for A ∈ GLq(p) it is still correct that A1[1A11]q = (1− q)(A11)2 6= 0).
The notion of q-antisymmetrization is of importance when constructing fundamental represen-
tations, since the k-th fundamental representation F (k) of SLq(p) is the q-skew degree of F = F
(1):
at q 6= 1 we obtain instead of (5.2):
F (k) =
{
Ψ
(k)
i1...ik
∼ ψ[i1 . . . ψik ]q , i1 < . . . < ik
}
(A2.6)
Note that now one should manifestly require for all ia to differ.
All the formulas like (5.4) for the intertwining operators remains unchanged provided the
antisymmetrization in them is replaced by the q-antisymmetrization (with q-ǫ-symbol defined in
the obvious way). Instead of (5.7), one now gets:
g(k)
(
i1 . . . ik
j1 . . . jk
)
∼ detqgiajb , i1 < . . . ik, or j1 < . . . jk (A2.7)
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while (5.8) turns into
g(k)
(
i1 . . . ik
[j1 . . . jk
)
g(k
′)
(
i′1 . . . i
′
k′
jk+1]qj′1 . . . j
′
k′−1
)
=
= g(k+1)
(
i1 . . . ik[i
′
k
j1 . . . jk+1
)
g(k
′−1)
(
i′1 . . . i
′
k′−1]q
j′1 . . . j
′
k′−1
) (A2.8)
i1 < . . . < ik, or j1 < . . . jk, i
′
1 < . . . < i
′
k′ or jk+1 < j
′
1 < . . . < j
′
k′−1,
i1 < . . . < ik < i
′
k′, or j1 < . . . < jk+1, i
′
1 < . . . < i
′
k′−1, or j
′
1 < . . . < j
′
k′−1
(A2.9)
Exactly similar to (5.8), these are just an identity for the matrices from GLq(p).
31 The feature
that is essentially new as compared with (5.8) is explicit restricting the indices i, j, i′, j′, which
makes the translation to the language of generating functions more sophisticated.
Let us note that, similar to the classical case, one can construct from the quantum minors
(A2.7) local coordinates on the quantum flag space [79]. Similar to the classical case, these
coordinates satisfy a set of (quantum) bilinear (Plucker) relations and present some quantum gen-
eralization of the Plucker coordinates [80]. Unfortunately, so far no consistent ways to parametrize
the Plucker coordinates is known.
Now we would like to discuss formula (A2.6) in detail. We start with the classical case, since
the structure of representations remains practically unchanged in the course of quantization.
The Lie algebra SL(p) is generated by the generators T±α and Cartan operators Hβ so that
[Hβ, T±α] = ±12(αβ)T±α. All the elements of representation are the eigenfunctions of the Cartan
generators Hβ, Hβ|λ〉 = 12(βλ)|λ〉. The highest weight vectors of the representations F (k) – µk –
form a system dual to the simple roots αi, i = 1, . . . , r: (µiαj) = δij , and ρ ≡ 12
∑
α>0 α =
∑
i µi.
The representation F (1) contains the states of the form
ψi = T−(i−1) . . . T−2T−1ψ1, i = 1, . . . , p (A2.11)
Moreover,
T−iψj = δijψi+1 (A2.12)
(thus, for T− =
∑r
i=1 T−i T
i
−ψj = ψj+i and one obtains (5.1)), and
λ(ψi) = µ1 − α1 − . . .− αi1 (A2.13)
Here T±i ≡ T±αi are the generators associated with the simple roots. Denote the corresponding
basis in the Cartan algebra Hi = Hαi, Hi|λ〉 = 12(αiλ)|λ〉 = λi|λ〉. Then,
λ
(j)
i ≡ λi(ψj) =
1
2
(δij − δi,j−1) (A2.14)
This formula, along with (A2.11) and commutation relations of the algebra, gives ||ψi||2 = 1.
Since the co-multiplication in the classical case is just ∆(T ) = T ⊗ I + I ⊗ T , ψ[1 . . . ψk] exhaust
the highest weight vectors (i.e. they are cancelled by all ∆k(T+i) and, thus, by all ∆k(T+α)).
31It is important that g belongs to some GLq(p), i,e, its elements satisfy the proper commutation relations. This
is certainly implied in derivation of (A2.8), since is assumed that g is the group element. Be it not the case, one
would need to understand (A2.7) in the sense of (A2.3) (in particular, one would need to write and instead of
or in (A2.7)), and then one would run in a contradiction with (A2.8). To make it more transparent, let us take
k = k′ = 1 so that (A2.8) becomes
gi[j1g
i′
j2]q
= g(2)
(
i i′
j1j2
)
(A2.10)
and the l.h.s. of this formula is equal to gij1g
i′
j2
− qgij2gi
′
j1
, while the r.h.s. would be interpreted as gij1g
i′
j2
− qgij2gi
′
j1
−
qgi
′
j1
gij2 + q
2gi
′
j2
gij1 .
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Quantum UEA Uq(SL(p)) is given by the Chevalle generators T±i corresponding to the simple
roots and q±Hi, with the defining commutation relations (Aij is the Cartan matrix for SL(p))
[81, 71]
qHiT±jq
−Hi = q±AijT±j
[T+i, T−j] = δij
q2Hi − q−2Hi
q − q−1
(A2.15)
and the co-multiplication
∆(T±i) = q
Hi ⊗ T±i + T±i ⊗ q−Hi
∆(q±Hi) = q±Hi ⊗ q±Hi (A2.16)
Besides, the Chevalle generators satisfy additional (Serre) relations [81]. One can use, instead
of the Chevalle basis, the basis of generators corresponding to all roots. In this case, the Serre
identities are no longer needed (they become relations in the algebra). However, in this case
the co-multiplication for T±α, which can be easily read off from (A2.16) turns out to be quite
complicated. For instance, one obtains for the generator corresponding to the root α of “weight”
2, i.e. T±α = ±[T±αi , T±αi+1],
∆(T−α) = −[∆(Tαi),∆(Tαi+1)] = qHα ⊗ Tα + Tα ⊗ q−Hα+
+(q1/2 − q−1/2)
[
(T−αi ⊗ T−αi+1)(qHi+1 ⊗ q−Hi)− (T−αi+1 ⊗ T−αi)(qHi ⊗ q−Hi+1)
] (A2.17)
With the co-multiplication given, one can easily check formula (A2.6). For instance, for F (2):
∆(T+i)(ψ1ψ2 − qψ2ψ1) = δi,1(qλ
(1)
1 ψ1ψ1 − q1−λ
(1)
1 ψ1ψ1) = 0 (A2.18)
since λ
(1)
1 =
1
2
. Thus, Ψ
(2)
12 ≡ ψ[1ψ2]q is actually the highest weight vector. Similarly, (i < j):
∆(T−l)Ψ
(2)
ij = ∆(T−l)(ψiψj − qψjψi) =
= δliq
−λ
(j)
i (ψi+1ψj − q1+2λ
(j)
i ψjψi+1) + δljq
λ
(i)
j (ψiψj+1 − q1−2λ
(i)
j ψj+1ψi)
(A2.19)
In accordance with (A2.14), for i < j always λ
(i)
j = 0, while λ
(j)
i = 0 unless j = i + 1, and
λ
(i+1)
i = −12 . Thus,
∆(T−l)Ψ
(2)
ij = δljΨ
(2)
i,j+1 + δliΨ
(2)
i+1,j(1− δi+1,j) (A2.20)
This allows one to determine the action of any ∆(T−α). One can easily describe the action of all
∆(T+i) and repeat the procedure for other representations F
(k).
Appendix 3 Manifest example: τ2 for SLq(p)
In this Appendix, we consider the simplest τ -function for the group SLq(p) in the simplest non-
trivial (second fundamental) representation [29]. Denote through {u} and {v} the subsets {s}
such that i(s) = 1 and i(s) = 2 respectively. Then,
τ2 = τ
00
1 ({qξu}, {q−1ξv}, ξs; {ξu}, {ξv}, ξs)τ 111 ({ξu}, {ξv}, ξs; {qξu}, {ξv}, ξs)−
−qτ 011 ({qξu}, {q−1ξv}, ξs; {ξu}, {ξv}, ξs)τ 101 ({ξu}, {ξv}, ξs; {q−1ξu}, {qξv}, ξs)−
−qτ 101 ({q−1ξu}, {ξv}, ξs; {ξu}, {ξv}, ξs)τ 011 ({ξu}, {ξv}, ξs; {qξu}, {ξv}, ξs)+
+q2τ 111 ({q−1ξu}, {ξv}, ξs; {ξu}, {ξv}, ξs)τ 001 ({ξu}, {ξv}, ξs; {q−1ξu}, {qξv}, ξs)
(A3.1)
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Here ξs denotes all times with i(s) > 2. Consider now parametrization A. In formula (A3.1), each
set of {u} and {v} consists of a single element: {u} = {s = 1}, {v} = {s = 2}. Then,
τ2 = τ
00
1 (qξ1, q
−1ξ2, ξi; ξ1, ξ2, ξi)τ
11
1 (ξ1, ξ2, ξi; qξ1, ξ2, ξi)−
−qτ 011 (qξ1, q−1ξ2, ξi; ξ1, ξ2, ξi)τ 101 (ξ1, ξ2, ξi; q−1ξ1, qξ2, ξi)−
−qτ 101 (q−1ξ1, ξ2, ξi; ξ1, ξ2, ξi)τ 011 (ξ1, ξ2, ξi; qξ1, ξ2, ξi)+
+q2τ 111 (q
−1ξ1, ξ2, ξi; ξ1, ξ2, ξi)τ
00
1 (ξ1, ξ2, ξi; q
−1ξ1, qξ2, ξi)
(A3.2)
This expression can be rewritten in a more compact form using the operators
DL1 ≡M−1 D1 ⊗ I, DR1 ≡M+1 M−2 ⊗D1, DL1 ≡ D1 ⊗M−1 M+2 , DR1 ≡ I ⊗M+1 D1
τ2 =
(
DR1 DR1 − qDL1DR1 − qDR1 DL1 + q2DL1DL1
)
τ1 ⊗ τ1 =
(
DR1 − qDL1
)
·
(
DR1 − qDL1
)
τ1 ⊗ τ1
(A3.3)
These operators satisfy the commutation relations that form the algebra similar to that generated
by θ and χ in (4.56): DL1DR1 = qDR1 DL1 , DL1DR1 = qDR1DL1 . Formula for τ2 can be rewritten in a
more “invariant” form in terms of the operators
D
L
i ≡ Di ⊗ I, DRi ≡
∏
j
M
−~αi~αj
j ⊗Di, DLi ≡ Di ⊗
∏
j
M
−~αi~αj
j , D
R
i ≡ I ⊗Di (A3.4)
that commute as
D
L
i D
R
j = q
~αi~αjD
R
j D
L
i , D
L
i D
R
j = q
~αi~αjD
R
j D
L
i (A3.5)
Indeed, one can write
τ2 =M
−
1 ⊗M+1
(
D
R
1 − qDL1
)
·
(
D
R
1 − qDL1
)
τ1 ⊗ τ1 (A3.6)
Appendix 4 Construction of the Whittaker function for
SL(p)
In this Appendix, we construct the Toda WF corresponding to the group SL(p) [30]. We start
with notations and definitions. The standard textbooks for us are [82].
A4.1 Notations
Lie algebra of the Lie group SL(p) is completely given by the following commutation relations of
the generators corresponding to the simple roots (Chevalle generators):
[T±i, T0,j] = ∓AijT±,i, [T+i, T−j] = δijT0,j , i, j = 1, . . . , p− 1 (A4.1)
and additionally the Serre relations
ad
1−Aij
T±i
(T±j) = 0 (A4.2)
where adkx(y) ≡ [x, [x, ..., [x, y]..]]︸ ︷︷ ︸
k times
. All other commutation relations can be obtained from (A4.1)-
(A4.2), the generators which correspond to positive (negative) nonsimple roots being constructed
from the positive (negative) simple root (Chevalle) generators by the manifest formula [Tα, Tβ] =
Nα,βTα+β. Here the generator Tα+β corresponds to the non-simple root α+ β and Nα,β are some
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non-zero structure constants. Making use of nonsimple root generators, the Serre identities are
replaced by appropriate Lie algebra relations.
We also use the following notations: αi are the simple roots in the corresponding Lie algebra,
Aij ≡ αi · αj is the Cartan matrix, µi are the fundamental weights that, by definition, lie in the
dual lattice µi · αj = δij (i.e. µi = A−1ij αj) and ρ ≡ 12
∑
α∈∆+ α =
∑
i µi, where ∆
+ is the set of all
the positive roots. In these notations, φi = −µi · φ. Roots αi can be also considered as vectors in
the p-dimensional Cartan plane of the group GL(p): αi = ei+1 − ei, ei · ej = δij .
In order to define the Casimir operators, let us fix a representation ρ of UEA U(SL(p)). Define
the L-operator by the formula [19]
L ≡ ∑
α∈∆
ρ(Tα)⊗ T−α +
∑
i
A−1ij ρ(Ti)⊗ Tj (A4.3)
Then the k-th Casimir operator can be defined via the formula
Ck ≡ trρLk (A4.4)
where the trace is taken over the representation ρ. Indeed, since the result does not depend on the
representation ρ, one can choose it to be the simplest one – the first fundamental representation.
Then, the Casimir operator can be easily calculated. In particular, the quadratic Casimir acquires
the form
C2 =
∑
α∈∆
TαT−α +
p−1∑
ij
A−1ij T0,iT0,j (A4.5)
where the first sum goes over all (positive and negative) roots.
A4.2 Representations
For arbitrary group SL(p), one can define the (right) regular representation only in general terms
of the group acting on the algebra of functions:
πreg(h)f(g) = f(gh) (A4.6)
Hence, we mainly use the group (not algebraic) terms (see, however, [30]). It turns out that,
for the generic group SL(p), one can describe restricting the space of functions onto irreducible
representations. To this end, one needs to consider the representations induced by one-dimensional
representations of the Borel subgroup. This restricts the space of all functions onto the functions
satisfying the covariantness condition
fλ(bg) = χλ(b)fλ(g) (A4.7)
where b is an element of the Borel subgroup of the lower-triangle matrices and χλ is the character
of the Borel subgroup, which is equal to
χλ(b) =
p−1∏
i=1
| bii |(λ−ρ)ei (signbii)ǫi (A4.8)
where ǫi are equal either to 0 or to 1. For the sake of simplicity, we consider only the represen-
tations without sign factors, although the generic case can be also easily treated. The described
representations belong to the principal sphere series.
Thus, the representations are given by restricting the space of functions onto the functions
defined on the quotient group B\G that can be identified with the (nilpotent) subgroup of the
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strictly upper-triangle matrices N+. Given λ, there is the natural Hermitian bilinear form on the
space of matrix elements X , which is just given by the flat measure
< fL|fR >λ=
∫
X=B\G
fL,λ(x)fR,λ(x)
∏
ij
dxij (A4.9)
This form becomes the scalar product when λ is pure imaginary, which leads to unitary irreducible
representations of the principal series.
A4.3 Hamiltonian and Schroedinger equation
We consider the following reduction conditions analogous to (6.30):
T+,i|ψR >= iµRi |ψR > (A4.10)
and
< ψL|T−,i = iµLi < ψL| (A4.11)
where µR,Li are cosmological constants. These conditions are completely given by the Chevalle
generators, since all others are easily obtained from the commutation relations. More precisely,
the action of nonsimple root generators just vanishes. Now one can easily get
(λ2 − ρ2)F (λ)(φ) ≡ (λ2 − ρ2) < ψL|e−µiφT0,i |ψR >=< ψL|e−µiφT0,iC2|ψR >=
=< ψL|e−µiφT0,i
2 ∑
α∈∆+
TαT−α + 2
∑
ij
A−1ij T0,j +
∑
ij
A−1ij T0,iT0,j
 |ψR >=
=
(
∂2
∂φ2
+ 2
∑
i
∂(αiφ)− 2
∑
i
µLi µ
R
i e
αiφ
)
< ψL|e−µiφT0,i |ψR >
(A4.12)
and Ψ(λ)(φ) = e−ρφF (λ)(φ) satisfies the Toda chain Schroedinger equation(
∂2
∂φ2
− 2∑
i
µLi µ
R
i e
αiφ
)
Ψ(λ)(φ) = λ2Ψ(λ)(φ) (A4.13)
A4.4 Solution to the Schroedinger equation
In order to calculate the Whittaker function explicitly, one should manifestly construct solutions
to the conditions (A4.10) and (A4.11). However, we do not use here the algebraic approach, i.e. do
not solve the corresponding differential equation32, but, instead, use the group theory approach.
That is, we find the functions fL,λ(g) and fR,λ(g) in the representation space, which satisfy the
conditions
πλ(z)fR,λ(g) = fR,λ(gz) = e
∑
iµizi,i+1fR,λ(g) = e
iT r(µz)fR,λ(g),
(µ)ij = δi−1,jµi, g, z ∈ N+
(A4.14)
and
πλ(z
t)fL,λ(g) = e
iT r(µLz)fL,λ(g) (A4.15)
which are the group counterparts of the conditions (A4.10) and (A4.11).
Solving the first condition is equivalent to constructing a one-dimensional representation of
the group of the upper-triangle matrices. At first, we construct an additive character of the group
using the fact that, in the product of two upper-triangle matrices, the elements lying on the
32This is done in [30].
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next-to-main diagonal are summed. Then, one can exponentiate this character and obtain the
one-dimensional representation we are looking for:
fµR,λ(x) = e
itrµx (A4.16)
In order to find the function fL,λ(x) that satisfies A4.15), we use the inner automorphism of
the group SL(p), which maps strictly upper-triangle matrices into strictly lower-triangle ones.
This automorphism is explicitly described by the matrix
S =

0 0 0 0 0 0 1
0 . . . 0 0 0 1 0
0 . . . 0 0 1 0 0
0 . . . 0 1 0 . . . 0
. . . 1 0 0 . . .
0 1 0 . . . 0 . . . 0
1 . . . 0 0 0 . . . 0

(A4.17)
i.e.
Sij = δi+j,p+1 (A4.18)
and
(S−1zS)ij = zp+1−i,p+1−j (A4.19)
In fact, it is necessary for the matrix S to be an element of the group SO(p) (generally it is
constructed as an element of the Weyl group [30]). Therefore, it should be normalized so that it
has the unit determinant. One can do this multiplying the matrix by -1, which does not effect
formula (A4.19). Note that the automorphism S maps the element zi,i−1 into the element zp−i,p+1−i
instead of zi−1,i (because of the condition (A4.11), we are only interested in the elements z lying
on the next-to-main diagonal). The situation can be corrected by the proper reflection of the
matrix µ. Namely, one should introduce the new matrix µ˜L ≡ µLp−iδi−1,j so that the condition
(A4.15) can be rewritten as
πλ(SzS
−1)fL(g) = fL(gSzS
−1)eiT r(µ˜Lz)fL,λ(gS
−1S) (A4.20)
i.e.
fL(gS
−1z) = eiT r(µ˜Lz)fL,λ(gS
−1) (A4.21)
We already know that the solution to this equation in upper-triangle matrices is
fL(gS
−1)
∣∣∣
B−=0
= fL(n+) = e
iT r(µ˜Ln+) (A4.22)
where n+ the upper-triangle part of gS
−1. We need, however, the solution of (A4.20) for g = x ∈
N+, i.e. some re-calculation is necessary:
fL(xS
−1) = χλ(xS
−1)fL(n+) = χλ(xS
−1)eiT r(µ˜Ln+) (A4.23)
Let us calculate this function more explicitly. First of all, elements of the diagonal matrix h in
the Gauss decomposition of any matrix g are given by the formula33
hi =
∆i(g)
∆i−1(g)
, h1 = ∆1(g), ∆p(g) =
∆1(g)
∆p−1(g)
(A4.24)
33The simplest way to derive this formula is to note that the diagonal element gii of the matrix g depends only
on matrix elements lying in the left upper corner of the i× i submatrix. Then, one may use the induction over the
rank of matrix to obtain formula (A4.24).
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where ∆i(g) denotes the upper main i× i minor of the matrix g. Thus, the diagonal part of xS−1
is given by the ratio hi =
∆i(xS
−1)
∆i−1(xS−1)
and
χλ(xS
−1) =
∏
i
∆
(λαi−1)
i (xS
−1) (A4.25)
In order to get the formula for the elements (n+)k−1,k, note that they depend only on the k × k
submatrix placed in the upper left corner. Consider the element (k − 1, k) of the matrix b−1 ≡
n+g
−1, g = xS−1. It is equal to zero by definition of b and, therefore, one obtains
(n+)k−1,k(g
−1)k,k + (n+)k−1,k−1(g
−1)k−1,k = 0 (A4.26)
Using the manifest representation for elements of the inverse matrix, one gets the result:
(n+)k−1,k =
∆k−1,k(xS
−1)
∆k−1(xS−1)
(A4.27)
where ∆k−1,k(xS
−1) is defined to be the determinant of the (k − 1) × (k − 1) submatrix of the
matrix xS−1 with the k-th and k − 1-th columns exchanged.
Thus, we have the manifest expressions for the functions fL and fR. In order to calculate the
Whittaker function, one only needs now to determine the action of the Cartan part of the group
element g on fR(x). Note that, although the element xh with x ∈ X and h ∈ H does not belong
to X , the element h−1xh does. Hence, using (A4.6), one can obtain
πλ(h)fR,λ(x) = fR,λ(hh
−1xh) = hλ−ρfR,λ(h
−1xh) (A4.28)
Then, using this formula and the manifest expression (A4.16), we get
πλ
(
e−µiφT0,i
)
fR,λ(x) = e
{−µi·φ}{(λ−ρ)·(ei+1−ei)}fR,λ(e
µiφT0,ixe−µiφT0,i) =
= e(ρ−λ)φfR,λ(e
µiφT0,ixe−µiφT0,i) = e(ρ−λ)φeitrxµe
αφ
(A4.29)
where the combination µeαφ denotes the matrix with the matrix elements δi−1,jµie
αiφ. Collecting
all this together, we finally obtain for the Whittaker function (6.42):
Ψ(φ) = e−λφ
∫
X=B\G
∏
i<j
dxij
p−1∏
i=1
∆
−(λαi+1)
i (xS
−1)× eiµRi xi,i+1eαiφ−iµLp−i
∆i,i+1(xS
−1)
∆i(xS
−1) (A4.30)
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