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Abstract 
In Information Security, intrusion detection is the act of detecting actions that attempt to compromise the security goals. One of 
the primary challenges to intrusion detection is the problem of misjudgment, misdetection and lack of real time response to the 
attack. Various data mining techniques as clustering, classification and association rule discovery are being used for intrusion 
detection. The proposed hybrid technique combines data mining approaches like K Means clustering algorithm and RBF kernel 
function of Support Vector Machine as a classification module.  The main purpose of proposed technique is to decrease the 
number of attributes associated with each data point. So, the proposed technique can perform better in terms of Detection Rate 
and Accuracy when applied to KDDCUP’99 Data Set. 
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1. Introduction 
Computer networking involves securing computer network infrastructure. Network security is handled by 
system administrator or network administrators who implement network policy, system software and hardware. 
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These policies are required to protect network resources from unauthorized access. Today most discussions on 
computer security are centered on the tools and techniques used for protecting these network. Many preventive 
measures had been evolved to achieve improvement in network security. Now a days various security measures like 
firewalls, virus scanners and encryption mechanisms are exist but they are  not sufficient to protect network data and 
its resources. An intrusion detection system is a type of security management for computers and networks.  Some 
preventive systems are able to detect attacks in real-time and can stop an attack. Other systems are designed to audit 
some fruitful information about attacks. Such systems can help to detect such attack and reduce the possibility of 
such attack in future. An IDS continuously monitors the network or a computer system for any suspicious or 
malicious activity and as soon as it detects any such kind of activity, analyses it and alarms the system or network 
administrator. IDS are basically classified as host-based IDS and network-based IDS depending on where IDS is 
installed.  
A network is said to be secure if it satisfy the following security goals [13]: 
• Data confidentiality: Confidentiality means sensitive data cannot be interrupted by untrusted entity.   
•Data integrity: The integrity goal of network security ensures that the data has not been tampered with during 
transmission.  
• Data availability: This goal ensures that the network resources can always be accessed by the individuals permitted 
to do so. 
An intrusion in an information system is an activity that violates the security policy of the system. Actually it 
occurs due to unauthorized attempt to access confidential information and try to manipulate that information. 
 
1.1 Intrusion Detection 
 
  An intrusion can be defined as “any set of actions that attempt to compromise the integrity, confidentiality 
or availability of a resource” [2]. Intrusion detection system (IDS) can detect and identify intrusion behaviour or 
intrusion attempts in a computer system by monitoring and analyzing network packet or system audit log, and then 
send intrusion alerts to system administrators in real time.  
Data mining techniques make it possible to search large amounts of data for characteristic rules and 
patterns. If applied to network monitoring data recorded on a host or in a network, they can be used to detect 
intrusions, attack and/or anomalies. Main two approaches for implementation of intrusion detection system are:  
• Misuse based system: 
In Misuse based IDS, the recent activity is compared to known signature or known intrusion scenario that 
can be specific pattern or sequence of data or events [1]. Thus, the main disadvantage of these systems are it  can 
detect only known attacks for which they have a defined signature. 
• Anomaly based system: 
In anomaly based IDS, intrusions are detected by analyzing some deviations from the normal behaviour or 
normal pattern [1]. The main advantage of anomaly detection system is that they can detect previously unknown 
attacks. 
 
2. Related Work 
 
Data mining technology to Intrusion Detection Systems can mine the features of new and unknown attacks 
well, which is a maximal help to the Intrusion Detection System. This work is performed on KDD Cup 99 data set 
to analyze the effectiveness between our proposed method and the traditional algorithms. The performance of the 
various algorithms measured in terms of accuracy, detection rate and false alarm rate. The best possible accuracy 
and detection rate can be achieved by using our proposed hybrid learning approach. Different classifiers can be use 
to formed a hybrid learning approaches such as combination of clustering and classification technique.  
         In 2009, Meng Jianliang, Shang Haikun, Bian Ling had presented the K-means algorithm [3] for intrusion 
detection. Experimental results on a subset of KDD-99 dataset showed that the detection rate stayed always above 
96% while the false alarm rate was below 2%.The time complexity is low.  
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In 2009, Jingwen Tian, Meijuan Gao have proposed this technique which contains the ability of strong 
function approach and fast convergence of radial basic function neural network[4], the network intrusion detection 
method based on radial basic function neural network can detect various intrusion behaviors rapidly and effectively 
by learning the typical intrusion characteristic information.  
          In 2011, Preecha Somwang and Woraphon Lilakiatsakun have proposed the new intrusion detection 
technique by using hybrid methods of unsupervised/supervised learning scheme. The technique integrates the 
Principal Component Analysis (PCA) with the Support Vector Machine (SVM) [5]. The results show that the 
proposed technique can improve the performance of anomaly intrusion detection, the intrusion detection rate and 
generate fewer false alarms.  
         In 2012, XIE Yang, ZHANG Yilai have proposed Anomaly Intrusion Detection based on SVM [6]. This 
algorithm can intelligently select learning vector samples during the training state, and effectively reduce the 
number of training samples and training time, and also can obtain a higher detection rate classifier in the case of 
small samples.  
           In 2012, Susheel Kumar Tiwari and Mahendra Singh Sisodiai have proposed a model of NIDS based on K-
Means Clustering via Naive Bayes algorithm.  This approach achieve higher detection rate as compare to single 
clustering or classification algorithm. However, it generates somewhat more false positive rate [7].  
            In 2012, Roshan Chitrakar and Huang Chuanhe have proposed a hybrid approach which combines k- 
Medoids clustering and Naïve Bayes classification algorithm [8]. This hybrid approach produces better performance 
compared to k-Means with Naïve Bayes classification. The hybrid approach, are evaluated using KDD dataset. It 
has been observed that there is around 2% of improvement in both Accuracy and Detection Rate while reducing 
False Alarm Rate by 1%.  
3. Proposed Work 
 
            The literature survey represents various hybrid techniques for intrusion detection. Each technique has its 
own benefits and their own shortcomings. As well as performance of each technique is varies in terms of Accuracy, 
Detection rate & False Positive Rate. The proposed technique combines unsupervised learning with supervised 
learning [12]. For the first stage in proposed hybrid learning approach, we group similar data instances based on 
their behaviours by utilizing K Means Clustering as a pre classification component. Next using RBF kernel function 
of SVM classifier we classify the clusters into attack classes as a final task. We found that the data during 
misclassified during earlier stage may be correctly classified in the subsequent classification stage. 
 
3.1 Hybrid Approach: 
 
            Feature selection is the method that selects a subset of original attributes and reduces the feature space [5]. 
Feature selection is necessary either because it is computationally infeasible to use all available features, or because 
of problems of estimation when limited data samples (but a large number of features) are present. Thus, selecting 
relevant attributes is a critical issue for classifiers and for data reduction. 
Clustering is the method of organising objects into meaningful clusters so that the members from the same cluster 
have similar properties, and the members from different clusters are different from each other [9]. When clustering 
is done on a data set in which each data point consists of n number of attributes. To cluster the data into clusters 
same attributes of each data point are considered.  
            But in our proposed system we need to select only the measurable features so that we can organize data 
into one group and some another measurable features to collect into another group. These features are selected based 
on the different attack classes present in the dataset and their characteristics. These selected features are different for 
each attack class which are summarised in table I. For eg. If we consider guess_pwd attack class. For this feature is 
no. of times login failed. Another feature selection criteria is  which has measure changes for corresponding attack 
class.  For e.g. To detect DOS attack We had consider all traffic features i. e. attributes from 22 to 41.The similar 
concept has been used here to detect different types of attacks. The KDDCUP 99 dataset contains total 41 features 
[12] i. e. Attributes. But, in K Means clustering process for cluster formation we had used only partial attributes.  
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Table 1: Selected Attribute Set 
Different Clusters 
 Selected Attributes 
 
NORMAL                        {1-41}  
DOS {2-8, 10,12,13,22-41 }  
PROBE {1,2,3,5,6,10,12,23,24,25,26 - 41}  
U2R 
 
{1-6,10-14, 16-19,23-25,27-30,32-
37,39-41} 
 
R2L {1,2,3,4,5,6,9-19,22-28,31-41}  
 
          With the help of this feature selection step we can remove the irrevelent attributes from the dataset. Thus, 
on and average processing time as well as time complexity is slightly reduced. The block diagram of proposed 
technique is given below in fig.1. As mentioned in above we have KDD CUP 99 Dataset containing training and 
testing dataset. In first step, K - Means clustering algorithm is applied on training datset. As a result anomalous 
dataset are nothing but clusters are generated for DOS, Probe, R2L & U2R attack. In second step RBF kernel 
function of SVM are used as a classifier to check whether intrusion is happen or not. 
 
Fig.1 Block Diagram of Proposed Architecture 
 
3.2. K Means Algorithm for Intrusion Detection: 
 
1. Choose randomly five data records as initial Clusters Mean (cluster centre).  
2. Calculate the new centriod for the dataset, for each data record  x from D,    
3. Calculate the Euclidean distance between data record x and each cluster mean.  
4. Assign data record x to the closest cluster.   
5. Re-calculate the mean for current cluster collections.  
6. Repeat the procedure until we get stable clusters. 
7. Use these centriods classification of anomaly and normal traffic. 
 
The objective function is [7]:  
J = σ௞௜ୀଵ σ ݆݀݅ሺݔ݆ǡ ܿ݅ሻ௡௝ୀଵ                                                                          (I) 
Where dij(Xj,Ci) is a chosen distance measure (Euclidean distance) between a data point xj and the cluster center ci, 
is an indicator of the distance of the data points from their respective cluster centers.  
 
3.3. SVM Classifier 
 
SVM classifiers are used as it produces better results for binary classification when compared to other 
classifiers. But use of Linear SVM has some disadvantages of getting less accuracy result, over fitting result and 
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robust to noise. These short comings are effectively overcome by the use of Radial SVM [10] where nonlinear 
kernel functions are used. The radial basis kernel function (RBF) is used in proposed system mainly because it has 
less mathematical calculations. The kernel value of RBF always lies between zero and one. Another reason is RBF 
kernel contains less hyper parameters compare to other kernel functions.  Thus, it is used as default kernel function 
for SVM classifier. 
 
3.4. Gaussian Kernel Function 
 
Generally, a Gaussian kernel function is used as the RBF kernel function. From equation we can see that 
output of this function depends on the Euclidean distance between Xi and Xj. Among these one is the support vector 
and the other is the testing data record. The support vector is nothing but centre of the RBF.  The objective function 
is [14]: 
 
K(Xi, Xj) = exp(- || Xi - Xj ||2  / 2ો 2 )                  (II) 
Where γ = - 1 / 2ો 2   is a free parameter. 
K(Xi, Xj) = exp(-γ || Xi - Xj ||2 ) ,  γ > 0             (III) 
 
4. EXPERIMENTS & RESULTS: 
 
To evaluate the effectiveness of proposed approach we had used KDDCUP 99 Dataset. From these dataset 
we had created small training dataset as well as testing dataset for each attack class. These dataset we had used for 
experimental purpose.   The results we had calculated in terms of Detection Rate (DR) and Accuracy (ACC) [11].  
Each metric is defined below:  
 
• Detection Rate (DR): Detection rate is the rate of correctly classified intrusive examples to the total no. of intrusive 
examples. 
Detection Rate (DR) = (TP) / (TP+FP)                                           ((IV) 
 
• Accuracy (ACC): Accuracy [2] is the ratio of correctly classified to the total classified examples.  
 
Accuracy (ACC) = (TP+TN) / (TP+TN+FP+FN)                            (V) 
Where 
FN is False Negative,  
TN is True Negative, 
TP is True Positive and 
FP is False Positive.  
Following table II shows the accuracy results for all attack category classes obtained from K- Means (KM), 
SVM classifier & proposed system K-Means with RBF Kernel function. This proposed system we had renamed as 
KMSVM. The dataset used contains all 41 attributes. In above table we can see accuracy of our proposed KMSVM 
is 92.86% whereas KM has accuracy 86.67% and accuracy of SVM is 40% for DOS attack. Thus, we can observe 
that KMSVM performs better than K-Means & SVM classifier. In the same way we can observe that for all other 
attacks like for PROBE, U2R and R2L proposed  KMSVM performs better compared to others. 
 
Table 2: Accuracy Results for All Attribute Set 
DATASET KMSVM KM SVM 
DOS 93.33% 86.67% 40% 
Probe 100% 87.5% 75% 
U2R 93.75% 68.75% 62.5% 
R2L 87.5% 75% 68.75% 
ALL 80.28% 73.24% 49.3% 
 
Following table III shows the accuracy results for all attack category classes obtained from K - Means 
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(KM), SVM classifier & Hybrid system K-Means with SVM classifier. For this the dataset used does not contain all 
41 attributes instead it contains only selected attribute set. Here also we can see KMSVM performs better as 
compared to other algorithms. As well as if we compare the accuracy results only for KMSVM by considering 41 
attribute dataset and reduced attribute set. Then also proposed KMSVM with reduced attribute dataset gives better 
results. 
 
Table 3: Accuracy Results for Reduced Attribute Set 
DATASET KMSVM KM SVM 
DOS 100% 100% 57.89% 
Probe 91.3% 91.3% 73.91% 
U2R 100% 77.78% 88.89% 
R2L 94.12% 82.35% 70.59% 
ALL 87.01% 76.62% 62.34% 
 
Following table IV shows the Detection Rate results for all attack category classes obtained from K- Means 
(KM), SVM classifier & Hybrid system KMSVM. Here, the dataset used for evaluation purpose contains all 41 
attributes. In the above table also detection rate of KMSVM increases than Single KM and SVM algorithm. But, we 
can conclude that Detection Rate is increases for individual attack. 
 
Table 4: Detection Rate Results for All Attribute Set 
DATASET KMSVM KM SVM 
DOS 91.67%  85.71%  100%  
Probe 100% 89.47% 75% 
U2R 90.91% 66.67% 62.5% 
R2L 84.62% 73.33% 100% 
ALL 79.37% 72.86%  100% 
 
Following table V shows the Detection rate results for all attack category classes when we have used the 
testing dataset containing only selected attributes. So, Detection rate of KMSVM is better as compare to K Means 
and SVM classifier.  
 
Table 5: Detection Rate Results for Reduced Attribute Set 
DATASET KMSVM KM SVM 
DOS 100% 100% 100% 
Probe 100% 89.47% 73.91% 
U2R 100% 100% 87.5% 
R2L 93.33% 82.35% 100% 
ALL 88.71% 76.32% 100% 
 
Fig.2 shows accuracy results obtained from K-Means, SVM and Proposed KMSVM algorithm. All 
methods have considered all 41 attribute dataset as well as reduced attribute dataset. In the graph on x axis attack 
class is made known and on the y axis percentage is shown. In the graph “T” represents total attribute set and “R” 
represents reduced attribute set. So, for all attacks like DOS, PROBE, U2R & R2L the proposed KSVM-R can 
achieve better accuracy rate. So, we can say that on and average also proposed KMSVM algorithm has better 
accuracy results as compare to other algorithms i.e. KM and SVM.  
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Fig.2 Accuracy Graph 
 
Fig. 3 is the comparison of detection rate results obtained from K-Means, SVM and Proposed KSVM 
algorithm. All methods have considered all 41 attribute set as well as reduced attribute set. The Proposed KSVM 
with reduced attribute performs better as compared to other algorithms. 
 
 
Fig. 3 Detection Graph 
 
5. CONCLUSION  
Intrusion detection systems play an important role in network security. Feature selection is the major 
challenging issue in IDS in order to reduce the useless and redundant features among the attributes. In this report, an 
hybrid learning approach through combination of K - Means clustering and SVM classifier are proposed. In hybid 
IDS we have used RBF kernel function of SVM for classification purpose. We took the help of K- Means clustering 
technique to reduce large heterogeneous dataset to a number of small homogeneous subsets. The proposed approach 
is compared and evaluated using KDD CUP 99 dataset. Only selected attributes are used for cluster formation as 
well as for classification purpose. As a result complexities get reduced and consequently performances get 
increased. Simulation results prove that accuracy rate and detection rate of DOS, PROBE, U2R and R2L increases 
by using our proposed method. Furthermore, for reduced feature attribute dataset performance of these hybrid IDS 
slightly increases as compare to all 41 attribute set. As well as the false alarm rate also decreases of proposed 
technique. 
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