This paper is concerned with the periodic boundary value problem
This paper is concerned with the periodic boundary value problem u (t) = −Λu(t + r) − f t, u(t − r) , u(0) = −u(2r),
where r > 0 is a given constant, − π
is a parameter, and f ∈ C (R 1 × R n , R n ) satisfies f (t + r, z) = f (t, z) for all z ∈ R n . The variational principle is given and some multiplicity results of periodic solutions of (1) are obtained via variational methods.
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Introduction and preliminaries
In this paper, we consider the multiplicity problems of periodic solutions for the following non-autonomous delay systems u (t) = −Λu(t + r) − f t, u(t − is a parameter, and f ∈ C (R 1 × R n , R n ) satisfies f (t + r, z) = f (t, z) for all z ∈ R n .
For autonomous delay differential equations dealing with scalar, the existence of the periodic solutions has been extensively studied in the past years via fixed point theory and some other techniques, for example, see [1] [2] [3] [4] [5] [6] [7] . It is not our purpose to give a survey in this paper. We only mention some related work here. In 2005, Zhiming Guo and Jianshe Yu [8] took the lead in using the variational approaches to study the existence of multiple periodic solutions for (1.1) , and a multiplicity result was given by using a pseudo-index theory. However, up until now, there are a few existence and multiplicity results of periodic solutions for (1.1) dealing with variational approaches. In the present paper, our main purpose is to study the multiplicity of periodic orbits for the systems (1.1) via some recent critical point theorems for strongly indefinite functionals.
We denote by T S the topology on E induced by semi-norm family {p s }, and let w and w * denote the weak-topology and weak*-topology, respectively. Clearly, the topology T S is the product topology of the weak-topology on X and the strong topology on Y . 
there exists an increasing sequence of finite dimensional subspaces Y n ⊂ Y and there exist R n > ρ such that We need the following lemma which can be found in [10, 11] .
Then Φ satisfies Φ 0 .
The variational set
First of all, one can easily find that (1.1) can be transformed to the equations
by making the change of variable t → π 2r t = λ −1 t. This implies that a 4r-periodic solution of (1.1) corresponds to a 2π -periodic solution of (2.1). Hence we will only seek for the 2π -periodic orbits of (2.1) in the sequel. Throughout this paper, we always assume that 
< +∞} with the inner product 
for any u ∈ H , whereu(t) denotes the weak derivative of u. We define an operator L : H → H * as follows: for any u ∈ H, which is given by 
then E is a closed subspace of H .
For any u ∈ E, v ∈ H , we have
which implies that E is an invariant subspace of H with respect to L. It is easy to check that L is a bounded linear operator on H . Moreover, L| E is self-adjoint.
Let e 1 , e 2 , . . . , e n denote the usual normal orthogonal bases in R n . Define the subspaces E + and E − of E as follows
where Z + is the set of all positive integers. By using the definition of E and a Fourier series argument, we see that
Moreover, for any u ∈ E + , it has a Fourier expansion as follows
H for any u ∈ E − . Since −1 < λΛ < 3, we can define an equivalent norm · on E given by
Denote by ·,· the inner product corresponding to · on E. Clearly, the spaces E + and E − are mutually orthogonal with respect to the inner products ·,· , ·,· H and ·,· L 2 by the orthogonality of trigonometric functions, where ·,· L 2 denotes the usual inner product on
for any u ∈ H . Then I(u) can be rewritten as
Lemma 2.1. G is weakly sequentially continuous on H under the assumption ( f 3 ).
Let {u k } be any sequence converging to some u weakly in H . By the compactness of embedding, one
. By Hölder inequality we have
By Proposition B.37 in [12] , we have the following lemma.
Lemma 2.2. Assume that f satisfies ( f 2 ) and ( f 3 ). Then the functional I is continuously differentiable on H and I (u) is defined by
By the Riesz theorem, we can view G (u) as an element of H for any u ∈ H . In addition, one can easily prove that E is invariant with respect to G under condition ( f 1 ) (see Zhiming Guo and Jianshe Yu [8] ). As usual, we identify u ∈ H with its continuous representant.
Since E is invariant with respect to L and G , an argument as in [8] 
Main results
In this section we denote by Z + the set of all positive integers; c i stand for different positive constants for i ∈ Z + .
The following hypotheses will be used in our main results. Proof. We will show that Φ(u) = −I(u) satisfies all hypotheses of Theorem 1.1. The proof of this theorem will be divided into several parts.
Step 1. We prove that Φ satisfies (Φ 0 ). 
Thus, the Vitali theorem is applicable. 
Since p > 2, there is a small ρ > 0 such that
and hence (Φ 1 ) holds.
Step 3. (Φ 2 ) is satisfied under the hypotheses of Theorem 3.1.
Obviously, Y 0 ⊂ Y and dim Y 0 = 2mn. In order to obtain the desired conclusion, it is sufficient to prove that Φ(u) → −∞ as u ∈ E 0 := X ⊕ Y 0 and u → ∞.
By the definition of m, there exists a δ > 0 such that
for all z ∈ R n \{0}. Notice that
(Bz, z). Then for u = x + y ∈ E 0 , by (3.2) and (3.3), one has 
which implies that (3.4) is true by the arbitrariness of ε. Hence (Φ 2 ) holds.
Step 4. Φ satisfies the (C) c condition for any c ∈ R 1 .
Let {u k } ⊂ E be any sequence such that
Hence for each v ∈ E, by (3.5) and Hölder inequality, one has
as k → ∞. This yields
It can be deduced from the above equality that
(3.8)
Using the definition of E we can set
Then, by (3.8) one can obtain
where I is the n × n unit matrix. For any j, take v(t) = An easy computation shows that
This shows by replacing v with ϕ − k in the proof of (3.7) that
It follows from (3.9) that
Moreover, by the compactness of Ψ , going if necessary to a subsequence, we can assume that u k u and
Similarly, u 
Proof. Let
Then the conclusion will be obtained by the same argument as Theorem 3. 
Let m be given by Theorem 3.1. Then (1.1) possesses at least 2mn pairs of 4r-periodic classical solutions.
Proof. Let Φ and Ψ be that in Theorem 3.1. From the proof of Theorem 3.1 we see that the condition ( f 6 ) was only used to prove the (C) c condition. Hence, it is sufficient to prove that Φ satisfies the (C) c condition.
If ϕ ≡ 0, the argument of Theorem 3.1 shows ϕ k → 0. This contradicts ϕ k = 1. Hence the case ϕ ≡ 0 will not occur, and hence ϕ = 0. Set Ω = {t ∈ [0, 2π ]: ϕ(t) = 0}. Then Ω has a positive measure and u k (t) → ∞ for all t ∈ Ω. It follows from ( f 8 
This is a contradiction. Therefore, {u k } is bounded. Moreover, by arguing as in Theorem 3.1 we know that {u k } has a convergent subsequence. The proof is completed. 2
At the end of this paper, we discuss the infinitely many solutions for system (1.1). 
