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Abstract
Wireless embedded systems can be used in broad application ranges, for example
in the internet of things and wireless sensor networks. They should run for years on a
single set of batteries, without external interference. Energy supply and consumption
play a major role, but are vulnerable to variances. To be able to reach runtime goals,
e.g. maintenance intervals, dynamic energy management is necessary.
This thesis introduces, describes and evaluates such a management approach. In
contrast to existing approaches, variances are addressed on all three management
levels: energy supply, energy consumption and energy allowance. For the energy
supply a battery observation method is presented, which enables the steering of the
application without complex computations of the state-of-charge. A software-based
approach determines ﬁne-grained information about the energy consumption of the
system and includes variances caused by diﬀerences of the supply voltage and the
voltage converter eﬃciency. The energy allowance to diﬀerent application parts and
their management is based on energy budgets and provides diﬀerent policies to react
to changes in the energy demand of single application(-parts).
Embedded Systems, Wireless Sensor Networks, Energy Management, Energy
Awareness, Lifetime Goals
Zusammenfassung
Drahtlose eingebettete Systeme haben vielfa¨ltige Anwendungsmo¨glichkeiten, sei
es im Internet der Dinge oder in Sensornetzen. Diese Systeme sollen dabei ohne
Eingriﬀ von außen eine hohe Laufzeit erreichen. Die Energieversorgung und der Ver-
brauch spielen dabei entscheidende Rollen, sind jedoch Varianzen unterworfen. Sollen
Wartungsintervalle oder Lebenszeitziele erreicht werden, ist deshalb ein dynamisches
Energiemanagement unabdingbar.
In dieser Doktorarbeit wird ein solcher Ansatz vorgestellt, umgesetzt und evalu-
iert. Im Gegensatz zu existierenden Ansa¨tzen werden Varianzen auf allen drei Ebenen
des Managements (Energieversorgung, Energieverbrauch und Energieverwaltung)
adressiert. Fu¨r die Energieversorgung wird eine Batterieu¨berwachung vorgestellt,
welche eine Steuerung des Verbrauchs ohne komplexe Berechnung des Ladezustands
ermo¨glicht. Der Verbrauch des Systems wird durch einen Software-basierten An-
satz feingranular ermittelt und bezieht Varianzen durch A¨nderungen der Spannung
und der Eﬃzienz von Spannungswandlern ein. Die Verwaltung und Zuordnung der
Energie zu Anwendungszielen erfolgt mittels dynamischer Energiebudgets und bie-
tet verschiedene Strategien, um auf A¨nderungen des Bedarfs ada¨quat reagieren zu
ko¨nnen.




1.1 Beitrag der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Zugrundeliegende Vero¨ﬀentlichungen . . . . . . . . . . . . . . . . . . 6
1.3 Struktur der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Energieversorgung und -verbrauch in drahtlosen tief eingebetteten
Systemen 9
2.1 Energieversorgung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Prima¨r- und Sekunda¨rzellen . . . . . . . . . . . . . . . . . . . 10
2.1.2 Superkondensatoren . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.3 Energiegewinnung aus der Umwelt . . . . . . . . . . . . . . . 17
2.1.4 Spannungsregler . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Komponenten und ihre Benutzung . . . . . . . . . . . . . . . . . . . 21
2.2.1 Prozessor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2 Kommunikation . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.3 Sensorik & Aktuatorik . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Messung versus Datenblatt . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.1 Messaufbau . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.2 Messergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3.3 Mo¨gliche Konsequenzen . . . . . . . . . . . . . . . . . . . . . 48
2.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3 Ladezustandsu¨berwachung zum Erreichen von Lebenszeitzielen 51
3.1 Problembeschreibung . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2 Stand der Technik . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2.1 Hardware-basierte Ansa¨tze . . . . . . . . . . . . . . . . . . . 53
3.2.2 Modell-basierte Ansa¨tze . . . . . . . . . . . . . . . . . . . . . 55
3.2.3 Messbasierte Ansa¨tze . . . . . . . . . . . . . . . . . . . . . . 57
3.2.4 Zusammenfassung der Ansa¨tze . . . . . . . . . . . . . . . . . 58
3.3 Hinweis-basiertes Entlademanagement . . . . . . . . . . . . . . . . . 59
3.3.1 Versorgungsspannungsbeobachtung . . . . . . . . . . . . . . . 60
i
3.3.2 Abstraktes Batteriemodell . . . . . . . . . . . . . . . . . . . . 62
3.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.1 Experiment 1 - Wirksamkeit der Versorgungsspannungsbeob-
achtung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.4.2 Experiment 2 - Versorgungsspannungsbeobachtung fu¨r Super-
kondensatoren . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.4.3 Experiment 3 - abstraktes Batteriemodell . . . . . . . . . . . 68
3.4.4 Experiment 4 - verringerte Kapazita¨t . . . . . . . . . . . . . 70
3.4.5 Experiment 5 - temperaturbedingte Sto¨rungen . . . . . . . . 73
3.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4 Verbrauchserfassung im Feld 79
4.1 Problembeschreibung . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2 Stand der Technik . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2.1 Hardware-basierte Ansa¨tze . . . . . . . . . . . . . . . . . . . 82
4.2.2 Software-basierte Ansa¨tze . . . . . . . . . . . . . . . . . . . . 84
4.2.3 Hybride Ansa¨tze . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2.4 Zusammenfassung der Ansa¨tze . . . . . . . . . . . . . . . . . 86
4.3 Verbrauchserfassung auf Gera¨teebene . . . . . . . . . . . . . . . . . . 87
4.3.1 Verbauchsmodell . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.3.2 Erzeugung der Verbrauchsdaten . . . . . . . . . . . . . . . . 90
4.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.4.1 Mehraufwand . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.4.2 Vergleich von Modell und Messung . . . . . . . . . . . . . . . 94
4.4.3 Adaption an die Versorgungsspannung . . . . . . . . . . . . . 98
4.4.4 Adaption an Spannungsregler . . . . . . . . . . . . . . . . . . 98
4.4.5 Anwendungsbeispiel: Adaption des Anwendungsintervalls . . 99
4.4.6 Anwendungsbeispiel: Verbrauchserfassung eines Sensornetzes 100
4.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5 Dynamische feingranulare Energiebudgets 105
5.1 Problembeschreibung . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.2 Stand der Technik . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.2.1 Direkte Steuerung . . . . . . . . . . . . . . . . . . . . . . . . 108
5.2.2 Indirekte Steuerung . . . . . . . . . . . . . . . . . . . . . . . 113
5.2.3 Zusammenfassung der Ansa¨tze . . . . . . . . . . . . . . . . . 118
5.3 Dynamische Energiebudgets . . . . . . . . . . . . . . . . . . . . . . . 122
5.3.1 Zuordnung der Budgets zu Systemkomponenten . . . . . . . 125
5.3.2 Zuordnung von asynchronem Verbrauch . . . . . . . . . . . . 127
5.4 Strategien zur Budgetverwaltung . . . . . . . . . . . . . . . . . . . . 128
5.4.1 Verteilung der Energie . . . . . . . . . . . . . . . . . . . . . . 128
5.4.2 Ausnahmesituationen . . . . . . . . . . . . . . . . . . . . . . 131
5.5 Verwendung von Budgets zur Kontrolle der Anwendung . . . . . . . 137
5.5.1 Bestimmung von Anwendungsintervallen . . . . . . . . . . . . 138
5.5.2 Bestimmung von Servicestufen . . . . . . . . . . . . . . . . . 138
5.5.3 Quantisierung durch Token Buckets . . . . . . . . . . . . . . 139
5.6 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.6.1 Mehraufwand . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.6.2 Verteilung der Energie . . . . . . . . . . . . . . . . . . . . . . 143
5.6.3 Unzureichende Systemenergie . . . . . . . . . . . . . . . . . . 145
5.6.4 Strategien fu¨r Mehr- und Minderbedarf . . . . . . . . . . . . 146
5.6.5 Limitierung der angesparten Energie . . . . . . . . . . . . . . 150
5.6.6 Langfristiger Fehlbedarf . . . . . . . . . . . . . . . . . . . . . 151
5.6.7 Zusammenfassung der Strategien . . . . . . . . . . . . . . . . 154
5.6.8 Systemverhalten im Vergleich mit Energy Levels . . . . . . . 155
5.7 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6 Feldversuche 159
6.1 Gera¨teu¨berwachung . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.1.1 Aufbau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
6.1.2 Auswertung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.2 Hydrologisches Umweltmonitoring . . . . . . . . . . . . . . . . . . . 164
6.2.1 Aufbau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.2.2 Auswertung der Ausbringung . . . . . . . . . . . . . . . . . . 168
6.2.3 Auswertung des Managements . . . . . . . . . . . . . . . . . 169
6.3 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
7 Zusammenfassung und Ausblick 173
7.1 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174





2.1 Typischer Aufbau eines drahtlosen tief eingebetteten Systems . . . . 9
2.2 Auswirkung der Temperatur auf Selbstentladung von Batterien . . . 12
2.3 Auswirkung der Temperatur auf Energiedichte von Batterien . . . . 13
2.4 Einﬂuss der Temperatur auf die Spannung . . . . . . . . . . . . . . . 13
2.5 Spannungskurven von Prima¨r- und Sekunda¨rzellen . . . . . . . . . . 14
2.6 Typische Entladekurve . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.7 Einﬂu¨sse auf die Kapazita¨t . . . . . . . . . . . . . . . . . . . . . . . 15
2.8 Auswirkung der Last auf Prima¨r- und Sekunda¨rzellen . . . . . . . . 15
2.9 Aufbau eines Systems mit Energiegewinnung aus der Umwelt . . . . 19
2.10 Eﬃzienz NCP1400A33T1 . . . . . . . . . . . . . . . . . . . . . . . . 20
2.11 Duty Cycling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.12 Darstellung einer vereinfachten Sensornetzanwendung . . . . . . . . 24
2.13 Vergleich der Aktivita¨t verschiedener MAC-Konzepte . . . . . . . . . 30
2.14 Adaptive Datenerfassung . . . . . . . . . . . . . . . . . . . . . . . . 36
2.15 Untersuchter Sensorknoten . . . . . . . . . . . . . . . . . . . . . . . 38
2.16 Schematischer Messaufbau . . . . . . . . . . . . . . . . . . . . . . . . 40
2.17 Verteilung der gemessenen Stromaufnahme . . . . . . . . . . . . . . 41
2.18 Detaillierte Verteilung . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.19 Vom Median abweichender Verbrauch, Teil 1 . . . . . . . . . . . . . 44
2.20 Vom Median abweichender Verbrauch, Teil 2 . . . . . . . . . . . . . 45
2.21 Abweichung der Messergebnisse vom Datenblatt . . . . . . . . . . . 46
2.22 Abweichung der Verbrauchsannahme . . . . . . . . . . . . . . . . . . 48
3.1 Anwendungssteuerung unter Einbeziehung der Batterie . . . . . . . . 51
3.2 Ermittlung der in einem Zeitschritt zur Verfu¨gung stehenden Energie 52
3.3 Experiment mit MAX17043 zur Ermittlung des Ladezustandes . . . 55
3.4 Abstrakte Regelungsschleife des Entlademanagements . . . . . . . . 60
3.5 Systemverhalten mit Unterschreitung der Schranke . . . . . . . . . . 61
3.6 Verbleibende Energie bei verschiedenen Parameterkombinationen . . 65
3.7 Management-Experiment mit einem 1F Superkondensator . . . . . . 67
3.8 Management-Experiment mit 550mAh Akkumulator . . . . . . . . . 69
v
3.9 Management-Experiment mit 80% geladenem Akkumulator . . . . . 72
3.10 Management-Experiment mit CR2032 Knopfzelle . . . . . . . . . . . 74
3.11 Management-Experiment mit AAA Batterien . . . . . . . . . . . . . 75
4.1 Anwendungssteuerung unter Einbeziehung von Verbrauch und Batterie 79
4.2 Last und Verbrauch durch Gera¨teaktivita¨ten . . . . . . . . . . . . . 80
4.3 Mo¨gliche Granularita¨ten der Erfassung des μC . . . . . . . . . . . . 88
4.4 Beispiel: Einﬂuss der Last auf die Eﬃzienz eines Spannungsreglers . 89
4.5 Mehraufwand der Verbrauchserfassung . . . . . . . . . . . . . . . . . 93
4.6 Mehraufwand bei Anpassung an Spannungskonverter . . . . . . . . . 94
4.7 Abweichung der Modelle von der gemessenen Stromaufnahme . . . . 95
4.8 Modelle mit hoher Auﬂo¨sung und per-Knoten-Kalibrierung . . . . . 96
4.9 Beitrag der Gera¨te/Modi zum gesamten Verbrauch fu¨r jedes Modell 97
4.10 Dynamisch berechnete Anwendungsfrequenz . . . . . . . . . . . . . . 100
4.11 Verwendender Netzwerkaufbau . . . . . . . . . . . . . . . . . . . . . 100
4.12 Wege der Nachrichten innerhalb von 60 Stunden nach Absender . . . 101
4.13 Stromaufnahme nach 60 Stunden . . . . . . . . . . . . . . . . . . . . 102
4.14 Stromaufnahme des Sendemodus u¨ber 60 Stunden . . . . . . . . . . 102
5.1 Anwendungssteuerung mittels generischen Managements . . . . . . . 105
5.2 Schematische Darstellung des Verteilungsproblems . . . . . . . . . . 107
5.3 Anpassung des Messintervalls im Sensornetz . . . . . . . . . . . . . . 122
5.4 Ereignisﬂuss einer vereinfachten Sensornetzanwendung . . . . . . . . 125
5.5 Beispiel fu¨r die faire Abrechnung einer geteilten Ressource . . . . . . 127
5.6 Typische Nutzenfunktionen fu¨r den Energieeinsatz . . . . . . . . . . 129
5.7 Strategien bei Energiemangel . . . . . . . . . . . . . . . . . . . . . . 132
5.8 Strategien fu¨r Minderbedarf . . . . . . . . . . . . . . . . . . . . . . . 133
5.9 Dynamische Berechnung des Messintervalls . . . . . . . . . . . . . . 137
5.10 Mehraufwand des Energiemanagements mit einer Funkanwendung . 142
5.11 Laufzeit der Energieverteilung auf MSP430 . . . . . . . . . . . . . . 143
5.12 Energieverteilungsheuristiken . . . . . . . . . . . . . . . . . . . . . . 144
5.13 Auswirkung von Gewichten bei Budgetzahl . . . . . . . . . . . . . . 145
5.14 Verteilung bei unzureichender Energieverfu¨gbarkeit . . . . . . . . . . 146
5.15 Einﬂuss des limitierten Leihens . . . . . . . . . . . . . . . . . . . . . 147
5.16 Einﬂuss des Gebers auf das Leihen . . . . . . . . . . . . . . . . . . . 148
5.17 Einﬂuss des Stehlens . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.18 Kombination von Leihen und Stehlen . . . . . . . . . . . . . . . . . . 150
5.19 Limitierung des Ansparens . . . . . . . . . . . . . . . . . . . . . . . . 151
5.20 Auswirkungen der Verteilung des tatsa¨chlichen Bedarfs . . . . . . . . 152
5.21 Auswirkungen der Adaption . . . . . . . . . . . . . . . . . . . . . . . 153
5.22 Experimenteller Vergleich von Managementansa¨tzen . . . . . . . . . 156
6.1 Szenario fu¨r die U¨berwachung von Gera¨ten . . . . . . . . . . . . . . 160
6.2 Hinweissignale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
6.3 Durchschnittliches Anwendungsintervall . . . . . . . . . . . . . . . . 162
6.4 Verteilung der Ereignisse . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.5 Spannungsverlauf mit und ohne Management . . . . . . . . . . . . . 163
6.6 Auswirkungen der Ereignisse . . . . . . . . . . . . . . . . . . . . . . 164
6.7 U¨berblick u¨ber das Wassereinzugsgebiet Hu¨hnerwasser . . . . . . . . 165
6.8 Zonen mit unterschiedlicher Vegetationsdichte . . . . . . . . . . . . . 166
6.9 Durchschnittliche Regenmenge . . . . . . . . . . . . . . . . . . . . . 168
6.10 Gemessene Temperatur und Luftfeuchte . . . . . . . . . . . . . . . . 169
6.11 Dynamischer Messintervall . . . . . . . . . . . . . . . . . . . . . . . . 169
6.12 Zuteilung zu den Budgets . . . . . . . . . . . . . . . . . . . . . . . . 170
6.13 Stromaufnahme der Knoten . . . . . . . . . . . . . . . . . . . . . . . 171
6.14 Batteriespannung der Knoten . . . . . . . . . . . . . . . . . . . . . . 171
7.1 Entwickelter Energiemanagementansatz . . . . . . . . . . . . . . . . 173
A.1 Verbleibende Energie bei verschiedenen Parameterkombinationen . . 178
A.2 Limitierung der kleinstmo¨glichen oberen Schranke . . . . . . . . . . 179

Tabellenverzeichnis
2.1 Eigenschaften gebra¨uchlicher Prima¨r- und Sekunda¨rzellen . . . . . . 11
2.2 Energiegewinnung aus der Umwelt . . . . . . . . . . . . . . . . . . . 18
2.3 Vergleich verschiedener Mikrocontroller . . . . . . . . . . . . . . . . 22
2.4 Vergleich verschiedener Funkmodule . . . . . . . . . . . . . . . . . . 28
2.5 Vergleich von Medienzugriﬀsprotokollen . . . . . . . . . . . . . . . . 32
2.6 Vergleich der Stromaufnahme verfu¨gbarer Sensoren . . . . . . . . . . 35
2.7 Gemessene Betriebsmodi des MSP CC430F6137 . . . . . . . . . . . . 39
2.8 Stromaufnahme vom Beispielknoten . . . . . . . . . . . . . . . . . . 47
3.1 Bewertung der verschiedenen Ansa¨tze . . . . . . . . . . . . . . . . . 59
3.2 Parameter des 5. Experiments . . . . . . . . . . . . . . . . . . . . . . 73
4.1 Bewertung der verschiedenen Ansa¨tze . . . . . . . . . . . . . . . . . 87
4.2 Verbrauchsmodelle auf Grundlage der ermittelten Stromaufnahme . 91
4.3 Speicherbedarf fu¨r einzelne Komponenten der Verbrauchserfassung . 92
4.4 Vergleich der Messung mit der Verbrauchserfassung . . . . . . . . . . 98
4.5 Vergleich der Messung mit der Verbaucherfassung fu¨r Spannungsregler 99
5.1 Bewertung der verschiedenen Ansa¨tze . . . . . . . . . . . . . . . . . 119
5.2 Speicherbedarf der Komponenten des Energiemanagements . . . . . 141
5.3 Verwendete Budgetanforderungen . . . . . . . . . . . . . . . . . . . . 144
5.4 Bewertung der Strategien zur Anpassung an Bedarfsa¨nderungen . . 154
6.1 Parameter des Ku¨hlschrankszenarios . . . . . . . . . . . . . . . . . . 161
6.2 Parameter des Umweltmonitoringszenarios . . . . . . . . . . . . . . . 167
B.1 Auswertung der gemessenen Stromaufnahme . . . . . . . . . . . . . 182
B.2 Pakete pro Sekunde im Ping-Pong-Verfahren mit Verbrauchserfassung 183
B.3 Pakete pro Sekunde mit Spannungsregler . . . . . . . . . . . . . . . 183





T Anzahl der Zeitschritte
t Aktueller Zeitschritt
Vcutoff Abschaltspannung
Vm(t) Gemessene Spannung in Zeitschritt t
Vref (t) Berechnete Spannung in Zeitschritt t
U(t) Obere Schranke
L(t) Untere Schranke
B+ Konstante zur Berechnung der oberen Schranke
B− Konstante zur Berechnung der unteren Schranke
ΔV (t) Berechneter Spannungsabfall im Zeitschritt t
Kapitel 5
Φ Energieanteil





min Minimaler Bedarf assoziierter Verbraucher
max Maximaler Bedarf assoziierter Verbraucher
g Gewicht
U Nutzenfunktion
E Im Intervall verfu¨gbare Energie
G Summe der Gewichte nicht gefu¨llter Budgets
r Von assoziierten Verbrauchern angefragte Energie
z Kreditrate
s Geliehene Energie
m̂in Zeitabha¨ngiger minimaler Bedarf
m̂ax Zeitabha¨ngiger maximaler Bedarf
xi
d Abgelaufene Zeit innerhalb eines Zeitschrittes
D Dauer eines Zeitschrittes
C Dynamische Begrenzung der speicherbaren Energie
κ Prozentualer Anteil zur Berechnung der Begrenzung
τ Dynamisch berechnetes Anwendungsintervall
c Energieverbrauch fu¨r die Ausfu¨hrung der Anwendung
σ Dynamisch berechnete Energiestufe
N Anzahl der Servicestufen
γ Berechnete Fu¨llrate des Token Buckets
tb Fu¨llstand des Token Buckets
tfull Seit dem letzten Fu¨llen des Token Buckets verstrichene Zeit
Esoll Ziel-Fu¨llstand des Token Buckets zur Benachrichtigung der Anwendung
Kapitel 1
Einleitung
In unserem Alltag sind wir umgeben von eingebetteten Systemen. Fu¨r jedermann
erkennbar oder im Hintergrund verrichten sie in Form von einfachsten Mikrocontrol-
lern bis hin zu Mehr- und Multikernprozessoren ihre Arbeit. Vielen dieser Systeme
ist gemein, dass sie nicht an das Stromnetz angeschlossen sind. Fu¨r diese mit Batte-
rien oder Akkumulatoren betriebenen Gera¨te ist es notwendig, mit der beschra¨nkten
Ressource Energie zu haushalten. Dies gilt auch fu¨r Systeme, die Energie aus der Um-
gebung gewinnen ko¨nnen, da sie Zeiten ohne ausreichende Gewinnung u¨berbru¨cken
mu¨ssen. Ein verfru¨hter Ausfall wegen Energiemangel kann zum Beispiel bei einem
Entertainmentsystem a¨rgerlich sein oder sogar lebensbedrohliche Folgen haben, wie
beim Ausfall eines drahtlosen Feuermelders.
Ein Bereich, in dem das Energieproblem eine besondere Rolle spielt, sind die
drahtlosen tief eingebetteten Systeme. In diese Kategorie fallen insbesondere die aus
der Vision des intelligenten Staubs (Smart Dust) [1] hervorgegangenen drahtlosen
Sensornetzwerke (wireless sensor networks - WSN) [2], deren Abko¨mmlinge, die ko¨r-
pernahen drahtlosen Netzwerke (wireless body-area networks - WBAN) [3], und das
verwandte Internet der Dinge (Internet of Things - IoT) [4].
Wa¨hrend ein WBAN - und je nach Sichtweise auch ein lokales IoT - nur aus weni-
gen heterogenen Knoten besteht, setzt sich ein Sensornetzwerk aus einzelnen, meist
homogenen Knoten zusammen, deren Anzahl in die Tausende gehen kann. Diese
kleinen, aus gu¨nstiger Hardware bestehenden, tief eingebetteten Systeme kooperie-
ren in großer Zahl miteinander und werden in verschiedensten Anwendungsszenarien
eingesetzt. Dazu za¨hlen die U¨berwachung der Umwelt z. B. [5, 6], die Pra¨zisionsland-
wirtschaft z. B.[7, 8], die Tierbeobachtung z. B. [9, 10] und die Strukturu¨berwachung
von Geba¨uden und Bru¨cken z. B. [11]. Sie dienen der autonomen Steuerung wie in




Die schiere Anzahl an Knoten macht es unmo¨glich, die Batterien in einem sol-
chen Netz in kurzen Absta¨nden zu tauschen. Dieses Problem ist fu¨r Netze, die in
abgelegenen Regionen ausgebracht wurden, noch gro¨ßer, da dort mo¨glicherweise Ex-
peditionen langfristig geplant werden mu¨ssen. Der Ausfall eines einzelnen Knotens
kann dabei, abha¨ngig von der Anwendung und der Deﬁnition der Netzwerklebenszeit
[17], die Funktion des gesamten Netzwerkes einschra¨nken oder sogar verhindern.
Auch fu¨r WBAN, die aus nur wenigen Gera¨ten bestehen, ist ein verfru¨hter Ausfall
problematisch. Diese Gera¨te besitzen bauartbedingt nur eine kleine Energiequelle,
sollen im medizinischen Bereich aber mehrere Jahre lang arbeiten, wobei keiner-
lei Redundanz vorhanden ist [18]. Selbst in weniger kritischen Bereichen kann ein
Ausfall problematisch sein und sollte vermieden werden. So wird ein Sportler u¨ber
den Ausfall seines Fitnessmessgera¨tes, das Daten an sein Smartphone sendet, nicht
erfreut sein und ko¨nnte wohl eher mit einer verringerten Datenrate leben.
Diese Art der Systeme unterscheidet sich von anderen eingebetteten drahtlosen
Systemen, da Entscheidungen weitgehend autonom getroﬀen werden mu¨ssen. So
kann zum Beispiel ein Smartphone seinem Nutzer detaillierte Entscheidungen u¨ber-
lassen. In der Regel werden diese auch zeitnah getroﬀen. Im Gegensatz dazu ist
dies bei Sensornetzwerken oftmals mit hoher Latenz verbunden und bei einer großen
Anzahl an Knoten nicht mehr praktikabel. Sie mu¨ssen weitgehend autonom agieren.
Es existieren verschiedene hard- und softwarebasierte Ansa¨tze, um den Energie-
verbrauch eingebetteter Systeme zu senken. Dadurch wird es ermo¨glicht, die Laufzeit
zu verla¨ngern. Auf der Ebene der Hardware ist Energiesparen allein allerdings kein
Allheilmittel, denn es geht immer mit einer Verringerung der von der Hardware
geleisteten Arbeit einher. Ein extremer Fall wa¨re es, den Energieverbrauch durch
Verzicht auf Arbeit stark zu verringern und so eine hohe Lebenszeit zu erreichen.
Dies ist aber weder sinnvoll noch erstrebenswert. Es muss ein Kompromiss zwischen
den minimalen Anforderungen der Anwendung und dem maximal technisch Mo¨gli-
chen gefunden werden.
Mithilfe von sanfter Verschlechterung (engl. graceful degradation) la¨sst sich die
Laufzeit eines Systems adaptiv verla¨ngern. Dabei wird an bestimmten Punkten die
Leistung des Systems verringert, zum Beispiel anhand verbleibender Batteriekapa-
zita¨t, wodurch gleichzeitig an Laufzeit gewonnen wird. Nach und nach verliert das
System so an Fa¨higkeiten. Der Vorteil eines solchen Vorgehens ist, dass die maximale
Leistung solange wie mo¨glich aufrecht erhalten wird und nur allma¨hlich abnimmt.
Dadurch eignet es sich fu¨r Szenarien, in denen vom Nutzer zwar eine hohe Leistung
bevorzugt wird, die Anforderungen jedoch nicht ﬁx sind und einen Leistungsbereich
umfassen. Bei drahtlosen eingebetteten Systemen wird dieser Leistungsbereich oft
durch die zula¨ssige Rate der Kommunikation, der Datenerfassung und die Messauf-
lo¨sung umfasst.
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Das Erreichen einer mo¨glichst hohen Laufzeit ist jedoch nicht in jedem Fall
entscheidend. Fu¨r einen Teil der Anwendungen ist es notwendig, eine bestimmte
Laufzeit zu erreichen, weil z. B. ﬁxe Wartungsintervalle eingehalten werden mu¨ssen
oder die Knoten in unwegsamem Gela¨nde ausgebracht wurden und schwer erreich-
bar sind. Die naheliegende Lo¨sung, den Energiespeicher durch U¨berabscha¨tzung des
Verbrauchs zu dimensionieren oder Energiegewinnung aus der Umgebung zu nut-
zen, ist nicht in jedem Fall praktikabel. Eine worst-case-Abscha¨tzung kann durch
die Wirtschaftlichkeit oder durch ein begrenztes Raumangebot und/oder Gewichts-
vorgaben eingeschra¨nkt sein. Die Leistung des Systems muss also von vornherein
verringert sein oder durch graceful degradation angepasst werden, um eine ausrei-
chende U¨berabscha¨tzung zu ermo¨glichen, sodass ein Unterschreiten der geplanten
Laufzeit verhindert wird. Das Erreichen eines deﬁnierten Lebenszeitziels hat somit
Vorrang vor Einbußen hinsichtlich der Anwendungsqualita¨t [19]. Kann aus einer la¨n-
geren Laufzeit kein Vorteil gewonnen werden, ist alle bei Erreichen des Ziels u¨ber-
schu¨ssige Energie verschwendet. Ungenutzte Energie ist ein Indikator dafu¨r, dass
potenziell mehr Arbeit und somit eine ho¨here Anwendungsqualita¨t (sei es nun eine
ho¨here Datenrate oder umfangreichere Berechnungen) mo¨glich gewesen wa¨re.
Um einem verfru¨hten Ausfall zu begegnen, ist es notwendig, die aktuell zur Verfu¨-
gung stehende Energiemenge und den Verbrauch zu kennen, um daraus die verblei-
bende Laufzeit zu berechnen. Zusammen mit den Lebenszeitvorgaben kann ermittelt
werden, ob das System Energie sparen muss oder den Verbrauch erho¨hen kann. Die
Mo¨glichkeit der Adaption ist hierfu¨r unerla¨sslich. Wenn der Verbrauch nicht durch
das System angepasst werden kann, ist das Erreichen von Zielen nur durch externe
Faktoren bestimmt und kann nicht vom System selbst beeinﬂusst werden.
Es ergeben sich drei Fragen, die durch ein Energiemanagement beantwortet wer-
den mu¨ssen, das Lebenszeitziele zu erreichen sucht:
1. Wie viel Energie steht zur Verfu¨gung?
2. Wie hoch ist der Energieverbrauch?
3. Wie wird die zur Verfu¨gung stehende Energie unter den Verbrauchern1 aufge-
teilt, sodass die Anforderungen der Anwendung erfu¨llt werden?
Abha¨ngig von der genutzten Energiequelle ist die Abscha¨tzung der verbleiben-
den Energie kompliziert. Batterien basieren auf chemischen Vorga¨ngen und unter-
liegen nichtlinearen Eﬀekten, die sich auf die verbleibende Kapazita¨t auswirken.
Zusa¨tzlich sind sie gegenu¨ber a¨ußeren Einﬂu¨ssen anfa¨llig, insbesondere gegenu¨ber
der Temperatur [20]. Dies macht komplizierte chemische/statistische Modelle be-
ziehungsweise spezialisierte Hardware notwendig, um akkurate Aussagen u¨ber den




Ladezustand treﬀen zu ko¨nnen. Existierende Ansa¨tze leiden unter ihrer Komplexi-
ta¨t, Kosten und/oder Abha¨ngigkeiten von speziellen Batterieherstellern und -typen.
Ein Indiz fu¨r die verbleibende Restenergie von Batterien ist die Spannung. Jeder
Batterietyp weist in Abha¨ngigkeit von Last und Temperatur ein charakteristisches
Entladeproﬁl auf. Dieses kann genutzt werden, um mithilfe aufgezeichneter Kurven
auf die verbleibende Energie zu schließen. Allerdings ko¨nnen sich Chargen desselben
Batterietyps und -herstellers unterschiedlich verhalten, was in [21] dazu fu¨hrte, das
das System nicht in der Lage war, dass vorgegebene Lebenszeitziel zu erreichen. Bei
auf Energiegewinnung basierenden Systemen kommt hinzu, dass sie eine Vorhersa-
ge u¨ber die zu erwartende Menge an gewonnener Energie treﬀen mu¨ssen, um eine
kontinuierliche Lauﬀa¨higkeit zu ermo¨glichen [22].
Eine Prognose des Energieverbrauchs vor dem Einsatz ist oftmals schwierig, da
ein genaues Anwendungsverhalten nicht immer vorhersehbar ist. Dies kann durch die
explizite Nutzung adaptiver Datenerfassung und dem damit einhergehenden varia-
blen Datenaufkommen gewollt sein oder durch von Sto¨rungen ausgelo¨ste Retrans-
missionen bei der Kommunikation ungewollt auftreten. Aber auch wenn das An-
wendungsverhalten exakt vorhersagbar ist, ko¨nnen Fertigungsvarianzen und -fehler
der Hardware einen vera¨nderten Verbrauch verursachen, ohne den Betrieb zu ver-
hindern. Selbst auf demselben Knoten kann der Verbrauch variieren, zum Beispiel
aufgrund sinkender Batteriespannung oder der von der Belastung abha¨ngigen Eﬃzi-
enz eines Spannungskonverters. Eine Erfassung des Verbrauchs zur Laufzeit ist daher
Voraussetzung, um die Aktivita¨ten zu steuern und Lebenszeitziele zu erreichen.
Eine Aufteilung der verfu¨gbaren Energie unter den Verbrauchern macht es not-
wendig, den Verbrauch fu¨r jeden dieser Verbraucher einzeln zu erfassen. Dies ermo¨g-
licht es, den Verbrauchern ein Quantum Energie zuzuweisen und dabei Aktivita¨ten
nur dann zu erlauben, wenn ausreichend Energie vorhanden ist. Daraus folgt eine
logische Isolation der Verbraucher untereinander. Jeder Verbraucher kann so poten-
ziell selbst mit seiner Energie haushalten. Eine solch strikte Handhabung ist jedoch
nicht immer sinnvoll. Verbraucher sollten kooperieren, um die Anwendungsqualita¨t
auch in Sonderfa¨llen aufrecht zu erhalten und nicht genutzte Energie sinnvoll zu
verwenden.
Varianzen, die sowohl auf der Ebene der Energieversorgung als auch bei der Hard-
und Software eines drahtlosen tief eingebetteten Systems existieren, muss ein Ener-
giemanagement auf allen Ebenen und ebenenu¨bergreifend beru¨cksichtigen. Da eine
Vorhersage der zur Verfu¨gung stehenden Energie und des Verbrauches durch die
Varianzen nur grob mo¨glich ist, ist ein dynamischer Ansatz beim Erreichen von Le-
benszeitzielen leistungsfa¨higer als eine rein statische Lo¨sung. Statische Ansa¨tze mu¨s-
sen letztlich pessimistisch vorgehen, was sich in gesteigerten Kosten durch gro¨ßere
Batterien a¨ußert. Durch die U¨berwachung der Energie- und Verbrauchsparameter
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wa¨hrend des Betriebs ist ein dynamisches Energiemanagement in der Lage, die zur
Verfu¨gung stehende Energie besser auszunutzen. Dabei muss der dazu notwenige
Mehraufwand hinsichtlich Rechenleistung und damit Energie gering bleiben, um das
Kosten-Nutzen-Verha¨ltnis zu wahren.
1.1 Beitrag der Arbeit
In dieser Arbeit wird ein Energiemanagement vorgestellt, das dynamische Einﬂu¨sse
auf den Energieverbrauch und die Versorgung zur Laufzeit einbezieht. Ist die Anwen-
dung in der Lage, durch Anpassung mindestens eines Leistungsparameters (Mess-
zyklus, Auﬂo¨sung, Sendesta¨rke und -ha¨uﬁgkeit etc.) auf eine vera¨nderte Energie-
verfu¨gbarkeit zu reagieren, kann die bei statischem Management notwendige U¨ber-
abscha¨tzung des Verbrauchs verringert werden. Sonst verschwendete Energie wird
so unter Beibehaltung des Lebenszeitziels nutzbar gemacht. Falls notwendig wird
die Leistung des Systems verringert, um den Energieverbrauch zu senken und die
Laufzeit zu erho¨hen. Zur Beantwortung der drei in Kapitel 1 vorgestellten Fragen
werden existierende Verfahren und Ansa¨tze erweitert, um diese gegen die Varianzen
abzuha¨rten.
Der Zustand der Batterien wird mithilfe einfacher Linearisierung gemessener
Spannungswerte abgescha¨tzt. Ausgehend von Arbeiten in [23] werden grobe Bat-
teriecharakteristika einbezogen. Dem Energiemanagement wird durch ein Hinweissi-
gnal mitgeteilt, ob Energie gespart werden muss oder der Verbrauch erho¨ht werden
kann. Im Gegensatz zu anderen Ansa¨tzen wird keine zusa¨tzliche Hardware beno¨tigt
und auf komplexe Parameter oder Berechnungen verzichtet.
Die Ermittlung der verbrauchten Energiemenge erfolgt durch ein rein Software-
basiertes Verfahren. Dazu werden Zustandsu¨berga¨nge der Hardware observiert. Dies
ermo¨glicht eine feingranulare Erfassung und ﬂexible Zuordnung des Verbrauchs.
Durch Fertigungstoleranzen verursachten Unterschieden wird mittels statistische
Modellierung des Verbrauchs begegnet. Varianzen in der Stromaufnahme durch un-
terschiedliche Versorgungsspannungen und etwaige Konverter ko¨nnen im Gegensatz
zu gleichartigen Ansa¨tzen zur Laufzeit einbezogen werden.
Das Management nutzt sogenannte Energiebudgets, die das Prinzip der
”
Res-
source Container“ [24] umsetzen. Anwendungs- und Systemteilen wird ein Recht
auf Energie zugewiesen, deren Menge von den individuellen Verbrauchsgrenzen, et-
waigen Priorita¨ten und der verfu¨gbaren Energie bestimmt wird. Die Analyse exis-
tierender Ansa¨tze in Kapitel 5.2 zeigt, dass auf kurz- und langfristige Bedarfsa¨n-
derungen zur Laufzeit bisher nur unzureichend eingegangen wird. In dieser Arbeit
werden deshalb die Auswirkungen solcher A¨nderungen und Strategien zu ihrer Be-
handlung betrachtet. Energiebudgets ko¨nnen ﬂexibel zu Anwendungsteilen, Gera¨ten
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und Ausfu¨hrungspfaden zugeordnet werden. Das vorgestellte Management ermo¨g-
licht eine Kombination aus Strategien existierender Ansa¨tze, um eine Anpassung
des Verbrauchs seitens der Anwendung an eine vera¨nderte Energieverfu¨gbarkeit zu
erreichen. Anwendungen ko¨nnen sowohl bewusst auf das ihnen zugewiesene Budget
reagieren, als auch bereitgestellte Mechanismen zur energieabha¨ngigen Berechnung
von Anwendungsintervallen und Servicestufen nutzen.
Der Nachweis der Wirksamkeit dieses dynamischen Energiemanagementansatzes
erfolgt durch eine prototypische Umsetzung fu¨r zwei Anwendungsfa¨lle. Beide Szena-
rien unterscheiden sich hinsichtlich Laufzeit und Datenaufkommen, setzen aber das
Einhalten eines strikten Wartungsintervalls voraus.
Beim ersten Szenario wird die Funktion einer Maschine durch mehrere Systeme
u¨berwacht, um Ru¨ckschlu¨sse auf die Funktionsfa¨higkeit ziehen zu ko¨nnen. Diese sen-
den ihre Daten direkt an eine Zwischenstation zur Weiterleitung. Die Erfassungsrate
wird anhand der verfu¨gbaren Energie bestimmt. Bewegungssensoren stellen fest, ob
Ereignisse vorliegen. In diesem Fall wird die Datenerfassungs- und Senderate fu¨r
einen Zeitraum erho¨ht.
Das zweite Szenario umfasst eine typische Umweltu¨berwachung aus dem Sensor-
netzbereich. An verschiedenen Punkten werden periodisch Daten und spontane Er-
eignisse erfasst und durch das Netz an eine Basisstation gesendet. Um Datenverlust
zu verhindern, werden alle Daten auf dem Knoten gespeichert und nach Ende des
Experimentes ausgelesen. Die erfassten Daten sind von unterschiedlicher Relevanz,
wodurch sich, abha¨ngig von der verfu¨gbaren Energie, unterschiedliche Erfassungsra-
ten ergeben.
1.2 Zugrundeliegende Vero¨ﬀentlichungen
Diese Arbeit baut auf folgenden Vero¨ﬀentlichungen auf:
• Sieber, Andre´ ; Nolte, Jo¨rg: Utilizing Voltage Decline for Reaching Lifeti-
me Goals. In: 10. GI/ITG KuVS Fachgespra¨ch Drahtlose Sensornetze, For-
schungsbericht TR-RI-11-313. Universita¨t Paderborn, 2011, S. 57-60
• Sieber, Andre´ ; Nolte, Jo¨rg: Datasheet vs. Real World: A Look on Sensor
Node Energy Consumption. In: Proceedings of the IEEE International Confe-
rence on Green Computing and Communications. Besanc¸on, Frankreich, 2012,
S. 641 - 643
• Sieber, Andre´ ; Nolte, Jo¨rg: Online device-level energy accounting for wire-
less sensor nodes. In: Proceedings of the 10th European conference on Wireless
Sensor Networks. Ghent, Belgien, 2013, S. 149-164
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• Sieber, Andre´ ; Karnapke, Reinhardt ; Nolte, Jo¨rg: From Energy Accoun-
ting to Energy Management. In: 13. GI/ITG KuVS Fachgespra¨ch Drahtlose
Sensornetze, Forschungsbericht TR-2014-1. Universita¨t Potsdam, 2014, S. 25-
28
• Sieber, Andre´ ; Nolte, Jo¨rg ; Karnapke, Reinhardt: Using Energy Budgets
to Reach Lifetime Goals while Compensating Dynamic Eﬀects. In: Proceedings
of the ninth International Conference on Sensor Technologies and Applicati-
ons. Neapel, Italien, 2015, S 7-13
• Sieber, Andre´ ; Nolte, Jo¨rg ; Karnapke, Reinhardt: Compensating Dyna-
mic Eﬀects with Budget-based Energy Management to Reach Lifetime Goals.
In: Sensors & Transducers 194 (2015), Nr. 11, S. 22-34
1.3 Struktur der Arbeit
Der Rest dieser Arbeit gliedert sich wie folgt: In Kapitel 2 wird auf die Erzeugung
und den Verbrauch von Energie in drahtlosen eingebetteten Systemen eingegangen.
Ansa¨tze zur Energieeinsparung und ihre Auswirkungen werden diskutiert. Fu¨r eine
Plattform werden die Hardwarevarianzen durch Messung gezeigt. Kapitel 3 befasst
sich mit verschiedenen Ansa¨tzen zur Erfassung des Ladezustandes von Batterien.
Es wird ein Hinweis-basiertes Entlademanagement vorgestellt, das das Erreichen
von Lebenszeitzielen durch Erfassung der Batteriespannung ermo¨glicht. Kapitel 4
betrachtet die feingranulare Erfassung des Energieverbrauchs wa¨hrend der Laufzeit.
Ausgehend von Messergebnissen aus Kapitel 2 wird ein Software-basiertes Verfahren
entwickelt und evaluiert. Der Ansatz bezieht Varianzen ein, die durch die Nutzung
von Spannungswandlern und von spannungssensiblen Gera¨ten entstehen. Basierend
auf den Informationen des Batteriemanagements und der Erfassung des Energiever-
brauchs wird in Kapitel 5 das Energiemanagement vorgestellt. Durch Zuteilung von
Energiebudgets zu Hard- und Softwareaktivita¨ten ko¨nnen mithilfe von Isolation und
Kooperation Lebenszeitziele erreichen werden. In Kapitel 6 erfolgt die Demonstrati-
on des Gesamtsystems mithilfe von zwei Anwendungsfa¨llen. Die Arbeit schließt mit






-verbrauch in drahtlosen tief
eingebetteten Systemen
Dieses Kapitel gibt einen U¨berblick u¨ber Energieversorgung und Energieverbrauch
in drahtlosen tief eingebetteten Systemen. Zu diesem Zweck werden grundlegende
Technologien und Ansa¨tze vorgestellt.
Der Energieverbrauch eines Systems bestimmt sich aus der elektrischen Leistung,
integriert u¨ber die Zeit. Die Leistungsaufnahme errechnet sich aus der Multiplikation
der Spannung mit der Stromsta¨rke (P = U ∗ I) und ha¨ngt von den aktiven Hard-
warekomponenten ab. Welche Hardwarekomponenten aktiv sind, steht gewo¨hnlich
unter der Kontrolle der Software. Der Verbrauch einer Komponente la¨sst sich meist
aus dem Datenblatt des Herstellers ablesen. Dort werden Informationen zum Ver-
brauch einer Komponente unter verschiedenen Bedingungen aufgelistet. Aber nicht











Abbildung 2.1: Typischer Aufbau eines drahtlosen tief eingebetteten Systems
Der typische Aufbau eines drahtlosen tief eingebetteten Systems ist in Abbildung
2.1 dargestellt. Es besteht aus vier wesentlichen Komponenten. Die Energieversor-
gung besteht mindestens aus einer Energiequelle, kann aber auch Spannungskonver-
ter oder Hardware fu¨r die Energiegewinnung (engl. Harvesting) enthalten. Letztere
steht jedoch nicht im Fokus dieser Arbeit.
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Sensoren dienen der Erfassung physikalischer Parameter, die gesammelt, verarbei-
tet und weitergeleitet werden. Je nach Anwendungsszenario ist neben der Erfassung
von Umweltparametern auch die Manipulation der Umwelt durch Aktuatoren mo¨g-
lich. Fu¨r die Kommunikation werden Funkmodule eingesetzt. Der Mikrocontroller
(μC) u¨bernimmt mit seinem Prozessor die Steuerung des Systems und besitzt inte-
grierten RAM/ROM und/oder greift auf einen vorhandenen externen Speicher zu.
Fu¨r jede dieser Komponenten existiert eine Vielzahl an Mo¨glichkeiten, die unter-
schiedlich leistungsfa¨hig sind, unterschiedliche Kosten und einen unterschiedlichen
Stromverbrauch verursachen. Jede Komponente kann in unterschiedlicher Auspra¨-
gung und Zahl in einem System vorhanden sein. Neben diesen Komponenten besteht
ein drahtloses tief eingebettetes System noch aus weiteren digitalen und analogen
Bauteilen, die den Stromverbrauch beeinﬂussen ko¨nnen.
In diesem Kapitel wird dargestellt, nach welchem Muster die Komponenten eines
solchen Systems mit Energie versorgt werden, sie verbrauchen und in welchem Zu-
sammenhang der Verbrauch mit der Energieversorgung steht. Dabei wird auch auf
mo¨gliche fertigungs- und umweltbedingte Varianzen und deren potenzielle Auswir-
kungen eingegangen.
2.1 Energieversorgung
Abha¨ngig von der Anwendung sollen drahtlose tief eingebettete Systeme Standzei-
ten von mehreren Jahren erreichen. Voraussetzung dafu¨r ist eine zuverla¨ssige Ener-
giequelle. Zur Speicherung von Energie existieren verschiedenste Technologien mit
unterschiedlicher Leistungsfa¨higkeit. Prima¨rzellen - nicht wieder auﬂadbare Batteri-
en - sind kostengu¨nstig und leicht verfu¨gbar. Die wiederauﬂadbaren Sekunda¨rzellen
eignen sich fu¨r Szenarien, in denen Energie gewonnen und gespeichert werden kann.
Dies gilt auch fu¨r die sogenannten Superkondensatoren, die im Vergleich zu norma-
len Kondensatoren eine hohe Speicherfa¨higkeit und Zyklenfestigkeit besitzen. Andere
Energiespeicher wie Brennstoﬀzellen und Kleinstwa¨rmekraftmaschinen sind beson-
deres durch ihre hohe Energiedichte interessant, aber bisher nur in der Forschung
thematisiert.
2.1.1 Prima¨r- und Sekunda¨rzellen
Prima¨r- und Sekunda¨rzellen sind galvanische Zellen, die durch Oxidation und Re-
duktion chemische Energie in elektrische Energie umwandeln. Im Gegensatz zu Pri-
ma¨rzellen ko¨nnen Sekunda¨rzellen durch Umkehrung des Prozesses wieder aufgeladen
werden [20, S. 1.3]. Batterien und Akkumulatoren bestehen aus einer oder mehreren
dieser Zellen. Die Wahl der verwendeten Materialien bestimmt die Eigenschaften der
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In Tabelle 2.1 sind die Charakteristiken der gebra¨uchlichsten Prima¨r- (P) und
Sekunda¨rzellen (S) aufgelistet. Vergleicht man beide Typen, wird ein Unterschied in
der Energiedichte und in der Selbstentladung deutlich. Insbesondere die Selbstent-
ladung ist bei Sekunda¨rzellen um ein Vielfaches ho¨her. Abbildung 2.2 zeigt diesen
Unterschied approximiert in Abha¨ngigkeit von der Temperatur in einer invertierten
logarithmischen Skala. Diese hohe Selbstentladung schra¨nkt die Verwendungsmo¨g-
lichkeiten von Akkumulatoren in drahtlosen tief eingebetteten Systemen ein. Hohe
Standzeiten im Bereich mehrerer Jahre sind mit ihnen kaum realisierbar. Als Alter-
native bietet sich die Verwendung von Energiegewinnung aus der Umwelt und/oder
die Nutzung spezialisierter Ni-MH Zellen mit geringerer Selbstentladung [26] an.
Sekunda¨rzellen selbst unterscheiden sich zusa¨tzlich hinsichtlich ihrer Zyklenfes-
tigkeit und der beno¨tigten Lademethode. Des Weiteren spielen das Alter und der









































Abbildung 2.2: Einﬂuss der Temperatur auf die ja¨hrliche Selbstentladung gebra¨uch-
licher Prima¨r(P)- und Sekunda¨r(S)-Zellen (nach [20, S. 32.5])
Die tatsa¨chliche Kapazita¨t von Batterien ha¨ngt nicht nur von der Technologie,
sondern auch vom Hersteller und der Produktreihe ab. In [27] wurde experimentell
die tatsa¨chliche Kapazita¨t mit jeweils zwei Entladestro¨men fu¨r handelsu¨bliche AA
und AAA Batterien ermittelt. So unterscheidet sich die bei geringer Last ermittelte
Kapazita¨t bei Zn/Alk/MnO2 (Alkaline) Batterien um bis zu 29% und bei hoher Last
um bis zu 36%. Die Experimente zeigten zusa¨tzlich, dass die tatsa¨chliche Kapazita¨t
bei hoher Last deutlich niedriger ist als angegeben.
Variationen zwischen einzelnen Batterien desselben Herstellers und der gleichen
Produktreihe wurden in [28] beobachtet und fu¨hrten in [21] zu Problemen mit vorzei-























Abbildung 2.3: Einﬂuss der Temperatur auf die Energiedichte bei Prima¨r-(P) und
Sekunda¨r-(S) Zellen (nach [20, S. 32.14])
Je nach verwendeten Materialien unterscheidet sich der Temperaturbereich, in
dem eine Zelle arbeitet (siehe Tabelle 2.1). Dabei spielt die Temperatur fu¨r die zu
erwartende Kapazita¨t eine große Rolle [20, S 3.9]. Die Reaktionsgeschwindigkeit che-
mischer Prozesse nimmt bei steigender Temperatur zu. Eine Erho¨hung der Tempera-
tur um 10 Grad verdoppelt die Reaktionsgeschwindigkeit [29, S.151]. Abbildung 2.3
stellt die Energiedichte von gebra¨uchlichen Batterien und Akkumulatoren in Abha¨n-
gigkeit von der Temperatur dar. Die Sta¨rke des Einﬂusses unterscheidet sich je nach
Technologie und muss bei der Auswahl in Abha¨ngigkeit vom Anwendungsszenario
in Betracht gezogen werden.
Wie stark sich schwankende Temperaturen auf den Spannungsverlauf auswirkten,
ist in Abbildung 2.4 zu sehen. Abgebildet ist das Ergebnis eines im Rahmen dieser































Abbildung 2.4: Einﬂuss der Außentemperatur auf die Spannung von zwei in Reihe
geschalteten AA Alkaline Batterien von Ende Oktober bis Anfang Dezember 2011
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Abbildung 2.5: Entladekurven von Prima¨r-(P) und Sekunda¨r-(S) Zellen (nach [20,
S. 32.10])
Anfang Dezember 2011 im Freien ausgelegt (Fensterbank in Richtung Nordosten).
Die Spannung der zwei in Reihe geschalteten No-Name-Batterien AA Zn/Alk/MnO2
(Alkaline) und die Temperatur wurden periodisch ermittelt und per Funk zu einem
PC u¨bertragen. Jede Temperaturvera¨nderung la¨sst sich in geda¨mpfter Form an der
Spannung ablesen. Der Spannungsverlauf wirkt dadurch instabil.
Spannungskurven
Abha¨ngig von den verwendeten Materialien besitzen Prima¨r- und Sekunda¨rzellen
eine charakteristische Spannungskurve [29, S. 111]. In Abbildung 2.5 sind die Kur-
ven fu¨r gebra¨uchliche Technologien dargestellt. Zwar unterscheiden sich die Verla¨ufe,
insbesondere was den Spannungsbereich betriﬀt, aber die Auspra¨gungen des Span-
nungsabfalls a¨hneln sich.
Wie in Abbildung 2.6 schematisch dargestellt, teilt sich fu¨r die meisten Zellen











Abbildung 2.6: Teile der Entladekurve: (A) schneller Spannungsabfall zur Nomi-




wendeten Technologie ab. In den Phasen A und C fa¨llt die Spannung schnell ab. In
Phase A na¨hert sie sich der Nominalspannung an und in Phase C fa¨llt sie zur Ent-
ladeschlussspannung (engl. cut oﬀ voltage) der Zelle. Die Entladeschlussspannung
bestimmt den Punkt, an dem technologiebedingt keine Energie mehr abgegeben
werden kann. Abha¨ngig von der angeschlossenen Hardware kann diese eine ho¨here
Anforderung an die Spannung besitzen, sodass Energie nach Erreichen der System-
Entladeschlussspannung ungenutzt bleibt. In [30] wird eine vierte Phase hinzugefu¨gt,
in der die Spannung sich durch den Erholungseﬀekt (engl. recovery eﬀect) nach dem

































Abbildung 2.7: Nicht-lineare Einﬂu¨sse auf die Kapazita¨t a) Auswirkung der Last auf
die Spannung (nach [20, S. 3.4]) b) Kapazita¨tsverlust bei steigender Last (nach [31])
c) Erholungseﬀekt durch periodische Entladung (nach [20, S 3.12])
Mehrere Faktoren bestimmen die tatsa¨chlich aus einer Zelle entnehmbare Ener-
gie. Neben der Temperatur spielt das Nutzungsschema der Zelle eine Rolle. Wie
in Abbildung 2.7 dargestellt, ko¨nnen hohe Entladestro¨me die Spannungskurve ver-
a¨ndern (a) und die Kapazita¨t verringern (b), wa¨hrend Erholungspausen eine Zelle
regenerieren (c).
Der sogenannte Peukert-Eﬀekt (engl. rate capacity eﬀect) beschreibt die Abha¨n-


















Abbildung 2.8: Auswirkung der Last auf AA (oder a¨quivalente)Prima¨r-(P) und
Sekunda¨r-(S) Zellen (modiﬁziert entnommen aus [20, S. 32.13])
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Abbildung 2.8 stellt die Leistung gebra¨uchlicher AA Batterien und Akkumulatoren
der Stromsta¨rke gegenu¨ber. Es ist erkennbar, dass Prima¨rzellen fu¨r diesen Eﬀekt
anfa¨lliger sind.
Die in der Formel 2.1 beschriebene Peukert-Gleichung beschreibt diesen Zusam-
menhang zwischen Last und Kapazita¨t [20, Kap. 3.2.6]. Dabei werden weder die
chemischen noch die physikalischen Prozesse betrachtet, stattdessen stellt die Glei-
chung eine mathematische Na¨herung dar. Beno¨tigt werden hierfu¨r die Kapazita¨t der
Zelle bei einem Ampere Entladestrom Cp, die Entladezeit t und der Entladestrom
I.
Cp = I
n ∗ t bzw. t = Cp
In
(2.1)
Zusa¨tzlich wird fu¨r jeden Typ von galvanischen Zellen ein sogenannter Peukert-
Exponent n beno¨tigt, der die Lastabha¨ngigkeit beschreibt und experimentell be-
stimmt wird (zB. fu¨r Li-Ion 1,05 und 1,09 fu¨r NiMH Akkumulatoren). Andere Ein-
ﬂu¨sse werden durch die Gleichung nicht einbezogen, was die Genauigkeit begrenzt.
Meistens ist der Entladestrom nicht uniform, sondern wechselt in Dauer und
Ho¨he. Dies kann zum Erhohlungseﬀekt (engl. recovery eﬀect) fu¨hren, bei dem die
Kapazita¨t der Zelle nach einer Belastung wieder ansteigt und die Spannung sich
regeneriert [20, S 3.12]. Die Sta¨rke der Erholung ist sowohl von der Technologie als
auch vom Lastgefa¨lle abha¨ngig.
Diese beiden nicht-linearen Eﬀekte wurden bereits in der Forschung thematisiert.
Der Einﬂuss von hohen, pulsfo¨rmigen Entladestro¨men auf Knopfzellen wurde auch in
[32] und [33] untersucht. Beide zeigen, dass die Laufzeit negativ von einem erho¨hten
Entladestrom beeinﬂusst wird. In [33] wurde zusa¨tzlich ein Einﬂuss der Batteriemar-
ke nachgewiesen und zur Verminderung der hohen Entladestro¨me ein Kondensator
als Puﬀer vorgeschlagen.
Der Einﬂuss der nicht-linearen Eﬀekte von Batterien auf die Laufzeit von Sen-
sorknoten wurde in [34] untersucht. Durch eine reduzierte Sendesta¨rke auftretende
Retransmissionen reduzieren die Laufzeit weniger stark, als das Senden mit hoher
Sta¨rke und weniger Retransmissionen. Zusa¨tzlich wird eine dynamische Anpassung
des Verbrauches bei niedrigen Temperaturen vorgeschlagen, um der geringeren Leis-
tungsfa¨higkeit von Batterien bei niedriger Temperatur begegnen zu ko¨nnen.
In [35] wird ein Routingprotokoll vorgestellt, welches multiple Routen wa¨hlt, um
den Peukert-Eﬀekt zu reduzieren. Durch die Nutzung mehrerer Routen wird die Last
verteilt und der Einﬂuss des Eﬀekts reduziert. Dadurch werden ho¨here Laufzeiten
mo¨glich. Ein weiteres, in [36] vorgestelltes Protokoll wa¨hlt die Routen so, dass die
Sendesta¨rke minimiert werden kann, um so den Peukert-Eﬀekt zu verringern. Zu-
sa¨tzlich wird die Last von Knoten mit geringem Batterieladestand reduziert, sodass
diese vom Erholungseﬀekt proﬁtieren ko¨nnen.
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Der Erholungseﬀekt wurde in [37] experimentell untersucht. Dabei wurde fest-
gestellt, dass der Hintergrundverbrauch, der durch den Schlafmodus des Systems
verursacht wird, keinen Einﬂuss auf den Erholungseﬀekt hat. Es tritt ein Sa¨ttigungs-
eﬀekt auf, welcher eine weitere Erholung trotz weiterer Verla¨ngerung der Schlafpe-
riode verhindert. Das Verhalten wurde mittels Markov-Ketten modelliert und ein
Medienzugriﬀs- und Routing-Protokoll entworfen, das die Laufzeit unter Ausnut-
zung des Eﬀekts verla¨ngert.
2.1.2 Superkondensatoren
Die aus Doppelschichtkondensatoren weiterentwickelten Superkondensatoren zeich-
nen sich durch eine deutlich ho¨here Kapazita¨t (bis zu mehreren 1000 F) als bei
normalen Kondensatoren aus, wobei die hohe Zyklenfestigkeit erhalten geblieben
ist. Im Vergleich zu Akkumulatoren ist diese um ein Vielfaches gro¨ßer. Zwar ist ihre
Energiedichte viel geringer, allerdings besitzen sie eine sehr viel ho¨here Leistungs-
dichte, ko¨nnen also sehr schnell ge- und entladen werden [38].
Die Entladekurve eines Superkondensators ist fast linear. Dadurch ergibt sich
eine im Vergleich zu galvanischen Zellen bessere Relation zwischen Spannung und
verbleibender Energie. Dabei ist der Spannungsverlauf nur wenig vom Entladestrom
abha¨ngig. Die Spannung bricht bei vergleichsweise ho¨herer Last zu Beginn nur leicht
ein.
Der Nachteil von Superkondensatoren ist ihre gegenu¨ber Akkumulatoren noch
einmal deutlich ho¨here Selbstentladung. Diese liegt im Bereich von 15 bis 45% pro
Tag, wobei der Leckstrom mit zunehmender Kapazita¨t ansteigt. Dies ergibt fu¨r große
Superkondensatoren einen Verlust, der vergleichbar mit dem Verbrauch eines sehr
sparsamen und selten aktiven drahtlosen tief eingebetteten Systems ist [39].
Diese Eigenschaften pra¨destinieren Superkondensatoren fu¨r Szenarien, in denen
der Energiespeicher in kurzen Absta¨nden geladen werden kann, die Selbstentladung
also nebensa¨chlich ist.
2.1.3 Energiegewinnung aus der Umwelt
Lange Standzeiten und ein vergleichsweise hoher Energieverbrauch schließen sich
meistens gegenseitig aus. Aber auch ein geringer Verbrauch kann das Erreichen eines
Lebenszeitziels nicht in jedem Fall garantieren, da Anforderungen der Anwendung
an die Aktivita¨t des Systems dem entgegen stehen ko¨nnen. Eine Erho¨hung der Ener-
giekapazita¨t ist oft aufgrund von Beschra¨nkungen in der Baugro¨ße und in ﬁnanzieller
Hinsicht limitiert.
Ein Ausweg aus dieser Situation ist die Energiegewinnung aus der Umwelt, die
theoretisch einen aus Anwendersicht dauerhaften Betrieb ermo¨glicht. Praktisch wird
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dieser allerdings durch Verschleiß (insbesondere die Zyklenfestigkeit bei Akkumula-
toren) und die Verfu¨gbarkeit der Energiequelle beschra¨nkt.
Tabelle 2.2 stellt verschiedene Energiequellen dar, aus denen ein System ver-
sorgt werden kann. Die Menge, die gewonnen wird, ha¨ngt sehr stark von den Um-
gebungsparametern ab. Solarzellen als bekannteste Quelle liefern zwar unter Ideal-
bedingungen die ho¨chste Energie. Bei bedeckter Wetterlage oder wenn die Module
abgeschattet sind, ist die Energieausbeute dagegen gering. Zusa¨tzlich ist die Zeit, in
der Energie gewonnen werden kann, vom Tag-Nacht-Zyklus abha¨ngig. Im Gegensatz
dazu ko¨nnen Technologien, die aus Funkwellen oder dem Wa¨rmeunterschied Energie
gewinnen, ohne Einschra¨nkungen genutzt werden.
Tabelle 2.2: Aus der Umwelt gewinnbare Energie
Energiequelle Gewinnbare Energie1 Quelle
Solarzelle - direktes Sonnenlicht 15 mW/cm2 [40]
Solarzelle - bewo¨lkt 0,15 mW/cm2 [40]
Solarzelle - Innenraum 0,006 mW/cm2 [40]
Solarzelle - Tischlampe < 60W 0,57 mW/cm2 [40]
Piezoelektrisch - Schuheinlagen 0,33 mW/cm2 [40]
Vibration - Mikrowelle 0,01-0,1mW/cm2 [40]
Thermoelektrisch - 10◦C Gradient 0,04 mW/cm2 [40]
Thermoelektrisch - Mensch 0,025 mW/cm2 [41]
Thermoelektrisch - Industriell 1-10 mW/cm2 [41]
Funkwellen - GSM 0,1 μW/cm2 [41]
Funkwellen - Wlan 0,001 μW/cm2 [41]
Vibration - menschliche Bewegung (Hz) 4 μW/cm3 [42]
Vibration - maschinelle Bewegung (kHz) 0,8 mW/cm3 [42]
1 Die gewinnbare Energie ha¨ngt stark von der eingesetzten Technologie und den
Umgebungsparametern ab.
Systemaufbau
Der grundsa¨tzliche Aufbau eines Systems zur Energiegewinnung ha¨ngt von der ge-
nutzten Energiequelle und den Anforderungen der Anwendung ab. Wenn die Ener-
giequelle permanent verfu¨gbar ist und der Bedarf direkt gedeckt werden kann, be-
no¨tigen solche Systeme potenziell keinen Speicher. So wird in [43] die Energie fu¨r
eine U¨bertragung durch einen Tastendruck erzeugt. Muss ein ho¨herer pulsfo¨rmiger
Bedarf befriedigt werden, der nicht direkt zur Verfu¨gung steht, muss die Energie
gesammelt und gespeichert werden.
Der potenzielle Aufbau ist in Abbildung 2.9 dargestellt. Je nach verwendeter
Hardware sind Spannungswandler notwendig, die eine fu¨r das eingebettete System
passende Spannung erzeugen. Wenn Energie zwischengespeichert werden soll, kann





























Abbildung 2.9: Aufbau eines Systems mit Energiegewinnung aus der Umwelt a) ohne
Speicher b) mit einem Speicher c) mit zwei Speichern. (nach [44] verfeinert)
die als Prima¨rspeicher Akkumulatoren verwenden [45]. Dies ist jedoch im Hinblick
auf die beschra¨nkte Zyklenfestigkeit problematisch. Systeme wie beispielsweise [46],
die Superkondensatoren als Speicher nutzen, sind aufgrund der hohen Selbstentla-
dung auf eine regelma¨ßige Energiezufuhr angewiesen. Wenn diese nicht vorausgesetzt
werden kann, bietet sich ein hierarchischer Aufbau an, wie in [47] vorgestellt und
Abbildung 2.9c skizziert. Als Prima¨rspeicher wird ein Kondensator eingesetzt. Wenn
dieser geladen ist, wird die gesammelte Energie zur Ladung des als Sekunda¨rspei-
cher eingesetzten Akkumulators verwendet. Das eingebettete System kann zwischen
beiden Energiequellen wa¨hlen, sodass bei einer vollsta¨ndigen Entladung des Pri-
ma¨rspeichers auf den deutlich gro¨ßeren Sekunda¨rspeicher ausgewichen werden kann.
Gleichzeitig sorgt dieser Aufbau dafu¨r, dass die Ladung des Sekunda¨rspeichers besser
auf Zyklenfestigkeit ausgerichtet werden kann.
Energieneutralita¨t
Oberstes Ziel eines drahtlosen tief eingebetteten Systems, das Energie aus der Um-
welt sammelt, ist das Erreichen der sogenannten Energieneutralita¨t [48]. Dabei soll
nur soviel Energie verwendet werden, wie aus der Umwelt gesammelt werden kann.
Auf der Ebene einzelner Systeme bedeutet dies theoretisch einen dauerhaften Be-
trieb. Im Falle eines Sensornetzes kann dies aber auch im Kontext des gesamten
Netzes und dessen Aufgaben betrachtet werden, in dem einzelne Knoten fu¨r das Aus-
bringungsziel durchaus mehr Energie verbrauchen ko¨nnen, als sie selbst gesammelt
haben. Steht die verwendete Energiequelle nicht permanent zur Verfu¨gung und/oder
ist in der Ausbeute nicht statisch, ist es notwendig, diese vorherzusagen. Dies kann
auf verschiedene Arten erfolgen, wie beispielsweise in [22, 48, 49] gezeigt, setzt aber
neben Informationen u¨ber vergangene Ertra¨ge immer Wissen u¨ber den Verbrauch des
Systems und im Allgemeinen komplexe Berechnungen voraus, die ihrerseits Energie
kosten.
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2.1.4 Spannungsregler
Wird ein eingebettetes System direkt mit der Energiequelle verbunden, ist es der
mit der Zeit sinkenden Spannung der Quelle ausgesetzt. Dies kann den Verbrauch
des Systems beeinﬂussen, da Spannungsabha¨ngigkeiten im Energieverbrauch und in
der Leistung integrierter Systeme bestehen [34]. Des Weiteren kann die Versorgungs-
spannung unter einen fu¨r das eingebettete System oder dessen Teile verwendbaren
Wert fallen und damit das System ausfallen. Auch kann der Spannungsbereich der
Energiequelle ganz außerhalb des vom angeschlossenen System Verwertbaren liegen.
In solchen Fa¨llen muss durch die Nutzung eines Spannungsreglers die Spannung
erho¨ht oder verringert werden. Diesem Zweck dienen sogenannte Aufwa¨rtsregler
(engl. step-up-(Boost)-converter) fu¨r die Erzeugung einer ho¨heren Spannung und
Abwa¨rtsregler (engl. step-down-(Buck)-converter) fu¨r eine niedrigere Spannung. Die-
se ko¨nnen verschieden aufgebaut sein. Allen gemein ist aber, dass fu¨r die Wandlung
selbst Energie verbraucht wird.
In [50] wird experimentell auf die Kapazita¨t von Lithium Ionen Knopfzellen im
Zusammenhang mit Spannungsreglern eingegangen. Es zeigte sich, dass die Ener-
giemenge, die von der Schaltung verbraucht wird, signiﬁkant von der der Batterie
entnommenen abweicht. Dies ist auf den Verlust durch den Regler zuru¨ckzufu¨hren,
da dieser eine Eﬃzienz von nur rund 70% aufweist.
In [51] wird ein Experiment beschrieben, das im Jahr 2002 durchgefu¨hrt wur-
de. Aufgrund ihrer Erfahrungen raten die Autoren von der Benutzung von Boost-
Konvertern ab, da diese mit 15% zusa¨tzlicher Leistung weit hinter den Erwartungen
zuru¨ckgeblieben sind und deshalb nicht wirtschaftlich seien.
Die teils geringe Eﬃzienz ist besonders dann problematisch, wenn sehr wenig
Energie verbraucht wird, z. B. wenn sich das eingebettete System im Schlafmodus
beﬁndet. Zusa¨tzlich ha¨ngt die Eﬃzienz von der Eingangsspannung und dem aktuel-
len Verbrauch des angeschlossenen Systems ab. Zu der wechselnden Eﬃzienz kommt
der Eigenverbrauch eines Reglers, der den Verbrauch eines sehr sparsamen und selten




















Abbildung 2.10: Gemessene Eﬃzienz eines Aufwa¨rtsregulators NCP1400A33T1
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Die Eﬃzienz fu¨r verschiedene Spannungs- und Lastbereiche eines NCP1400A33T1
Aufwa¨rtsregulators [52] wurde durch Experimente ermittelt und ist in Abbildung
2.10 dargestellt. Je geringer die Versorgungsspannung ist, desto niedriger die Eﬃzi-
enz. Diese ist auch fu¨r niedrige Lasten geringer als fu¨r ho¨here.
Die inkonsistente und teils geringe Eﬃzienz, der Eigenverbrauch und die Hard-
warekosten, ko¨nnen die Vorteile eines Reglers nivellieren. Der Einsatz sollte vom
Systemdesigner vorsichtig bedacht werden [34].
2.2 Komponenten und ihre Benutzung
Die Hardware eines drahtlosen tief eingebetteten Systems besteht aus einem Prozes-
sor, einem Speicher, einem Kommunikationsmodul und einem oder mehreren Senso-
ren und/oder Aktuatoren (vergleiche Abbildung 2.1, Seite 9).
Fu¨r jede dieser Komponenten existieren verschiedene Ansa¨tze, um den Energie-
verbrauch zu senken. Ein Ansatz, der fu¨r alle gleichermaßen mo¨glich ist, aber von
der Anwendung abha¨ngt, ist die Nutzung eines Arbeitszyklus, des sogenannten Du-
ty Cycle. Dabei iteriert ein Gera¨t, wie in Abbildung 2.11 dargestellt, zwischen einer
aktiven und einer passiven Phase. Wa¨hrend in der aktiven Phase Werte gemessen,
verarbeitet und kommuniziert werden, ist der Verbrauch in der passiven Phase mi-
nimal, das System ist gro¨ßtenteils inaktiv und schla¨ft. Je nach Dauer der jeweiligen
Phase wird entsprechend Energie eingespart, um das Erreichen von hohen Stand-
zeiten zu ermo¨glichen. Eine solche Einteilung hat jedoch individuelle Auswirkungen
auf die zu erwartende geleistete Arbeit der Komponenten und erfordert zum Teil
Maßnahmen, um dies zu koordinieren. Zusa¨tzlich mu¨ssen die Anforderungen an die
Anwendung beachtet werden.
Daten erfassen und auswerten
Daten versenden und auf Antwort warten




Abbildung 2.11: Duty Cycling : zeitliche Aufteilung der Aktivita¨t in aktive und pas-
sive Phasen
2.2.1 Prozessor
Das Herz eines drahtlosen eingebetteten Systems ist der Prozessor. Dieser ist ty-
pischerweise in Form eines Mikrocontrollers (μC) vorzuﬁnden, der als System-on-
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a-Chip (SOC) Prozessor, Speicher und Peripherie vereint. Die Peripherie umfasst
verschiedene Timer, Bussysteme und Analog-Digital-Wandler (engl. analog digital
converter - ADC). Zusa¨tzlich ko¨nnen auch Echtzeituhren und Funkmodule integriert
sein.
Hardware
Es existiert eine Vielzahl verschiedener μC mit unterschiedlichsten Architekturen.
Tabelle 2.3 stellt drei Vertreter mit unterschiedlichen Charakteristiken einander ge-
genu¨ber. Sie unterscheiden sich nicht nur in der Architektur, sondern auch in der
Leistungsfa¨higkeit und insbesondere dem Energieverbrauch. Daru¨ber hinaus exis-
tieren die verschiedenen μC-Serien in unterschiedlichen Varianten, die sich in der
vorhandenen Periphererie und Pin-Zahl unterscheiden.
Tabelle 2.3: Vergleich der Architekturen und Leistungsparameter verschiedener Mi-
krocontroller
Atmel Texas Instruments1 Energy Micro
ATxmega128D4 [53] CC430F6138 [54] EFM32G890 [55]
CPU AVR MSP430 ARM Cortex-M3
Architektur Harvard Von-Neumann Von-Neumann
Daten-/Adressbreite 8/16Bit 16Bit 32Bit
Spannungsbereich 1,6-3,6V 1,8-3,6V 1,8-3,8V
Takt (maximal) 32Mhz 20Mhz 32Mhz
Aufwachzeit 4,5μs <6 μs 2 μs
Aktiver Modus2 0,306mA/MHz 0,21mA/MHz 0,18mA/MHz
Schlafmodus3 17,3μA 2,2 μA 0,9 μA
1,3μ ohne Timer
ADC & Referenz 1,7mA 0,25mA 0,411mA
Flash Lo¨schen 4mA 5mA 7mA
Flash Schreiben 4mA 2mA 7mA
1 alle Werte fu¨r Powermode 2
2 Befehlsausfu¨hrung aus Flashspeicher, ermittelt aus Verbrauch bei maximalem Takt
3 tiefstmo¨glicher Energiesparmodus mit RAM-Retention, 32kHz Clock fu¨r Timer,
Watchdog und RTC aktiv
Es gibt eine Vielzahl unterschiedlicher Hersteller, die ARM-Kerne mit eigener
Peripherie anbieten, sodass der dargestellte Controller nur als Beispiel fu¨r einen be-
sonders energiesparenden Vertreter dienen kann. Andere ARM-basierte Controller
sind nicht explizit auf Schlafmodi ausgelegt, sodass der tiefste mo¨gliche Schlafmo-
dus mit RAM-Erhaltung vergleichsweise viel Energie beno¨tigt. So verbraucht der
STM32F20xx [56] von STMicroelectronics im sogenannten STOP Modus 0,55mA.
Tiefere Modi sind zwar verfu¨gbar, allerdings ist in diesen nur ein kleiner Teil des
RAMs mit Energie versorgt, sodass fu¨r die meisten Anwendungen eine aufwendige
Logik zur Sicherung und Wiederherstellung des Programmzustandes implementiert
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werden muss. Bei allen μC existieren tiefere Schlafmodi, welche aber weite Teile des
Taktsystems deaktivieren und so die eventuell no¨tige Peripherie nicht mehr arbeiten
lassen.
Betriebssysteme
Mit seinem Programm steuert der Prozessor des μC das Verhalten aller anderen
Komponenten. Dies kann sehr komplex werden und Abha¨ngigkeiten ko¨nnen einen
Wechsel der Hardwareplattform erschweren. Aus diesem Grund wurden fu¨r diese
Kleinstsysteme spezielle Betriebssysteme entwickelt.
Betriebssysteme fu¨r tief eingebettete Systeme vereinfachen die Softwareentwick-
lung, denn sie helfen bei der Nutzung der Hardware durch Bereitstellen von standar-
disierten Abstraktionen und Schnittstellen und unterstu¨tzen damit die Portabilita¨t.
Ihr Ziel ist es, den Entwickler, neben Abha¨ngigkeiten von der Hardware, von Auf-
gaben wie Synchronisation oder Scheduling zu befreien.
Grob lassen sich Betriebssysteme in zwei Kategorien oder Paradigmen einteilen:
einerseits Thread-basierte Systeme, wie freeRTOS [57], Mantis [58] sowie Embedded-
Unix/Linux oder Windows CE fu¨r leistungsfa¨higere Systeme und anderseits ereig-
nisbasierte Systeme, beispielsweise SOS [59], TinyOS [60], Contiki [61] oder Reflex
[62]. Beide Paradigmen haben unterschiedliche Vor- und Nachteile (eine Diskussion
ﬁndet sich in [63]).
Abbildung 2.12a) stellt die Zustandsautomaten einer vereinfachten Sensornetzwen-
dung dar, bei der Daten periodisch mit einem Sensor erfasst und per Funk versendet
werden und Nachrichten anderer Knoten zu einer Senke weitergeleitet werden mu¨s-
sen. Wie in Abbildung 2.12b) und c) dargestellt ist, unterscheidet sich die Umsetzung
dieser Anwendung je nach gewa¨hltem Programmierparadigma. In ereignisbasierten
Systemen werden Ereignisse nach ihrer Erzeugung zwischen voneinander unabha¨n-
gigen bearbeitenden Komponenten weitergereicht. Diese Komponenten besitzen eine
run-to-completion-Semantik, du¨rfen also nicht blockieren, da es nur einen einzelnen
Kontrollﬂuss gibt. Im Gegensatz dazu ko¨nnen bei Thread-basierten Systemen mehre-
re parallele Kontrollﬂu¨sse existieren. Dort werden, wie in der Abbildung dargestellt,
Operationen nacheinander ausgefu¨hrt. Muss auf die Fertigstellung einer Operation
gewartet werden, blockiert ein Thread, wobei es fu¨r den Entwickler nicht immer er-
sichtlich ist, ob ein Funktionsaufruf zu einer Blockierung fu¨hrt. Wa¨hrend Threads
damit eher den von Entwicklern gewohnten Stil und Ablauf ermo¨glichen, entsprechen
Ereignisse eher der Abarbeitung von Zustandsautomaten. Ereignisbasierte Systeme
ko¨nnen jedoch zumindest dem Verhalten nach Threads durch Erweiterungen wie
Protothreads [64] oder Tiny-Threads [65] nachbilden.
Das verwendete Programmierparadigma hat Auswirkungen auf die Mo¨glichkeiten
des Energiemanagements. Energiemanagement kann implizit erfolgen oder explizit
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Abbildung 2.12: Darstellung einer einer vereinfachten Sensornetzanwendung mit zwei
parallelen Ausfu¨hrungspfaden als Automat a). Mo¨gliche Umsetzungen als schemati-
sche Darstellung mittels Ereignissen b) und Pseudocode mittels Threads c)
durchgefu¨hrt werden. Implizites Management umfasst die Mo¨glichkeit, Hardware
auf Anfragebasis zu aktivieren oder zu deakivieren, ohne dass das Anwendungspro-
gramm eingreifen muss, zum Bespiel beim Versenden von Funknachrichten. Gera¨te,
die asynchron Daten liefern, beispielsweise das Funkmodul fu¨r das Empfangen von
Nachrichten, mu¨ssen dagegen explizit aktiviert werden. Des Weiteren la¨sst sich der
Verbrauch eines Systems explizit durch Vera¨nderung von Systemparametern steuern.
Wa¨hrend diese Mechanismen sowohl bei Ereignis- als auch bei Thread-basierten
Systemen identisch gelo¨st werden ko¨nnen, hat das jeweilige Programmierparadigma
Auswirkungen auf die Mo¨glichkeit, Totzeiten zu erkennen und potenziell durch einen
Schlafzustand Energie zu sparen. In Thread-basierten Systemen muss der Scheduler
ermitteln, ob alle Threads blockiert (z. B. weil sie auf Ein-/Ausgabe warten) oder
idle sind. Ereignisbasierte Systeme sind in der Lage, nicht nur Zustandsu¨berga¨nge
der Software, sondern auch die der Hardware abzubilden. So kann die Zeit zwischen
U¨berga¨ngen gleichbedeutend mit Schlafzusta¨nden der Hardware sein. Im Beispiel in
Abbildung 2.12b) kann nach dem Starten des Sensors der Prozessor in einen Schlaf-
modus u¨berfu¨hrt werden, bis das Ende des Messvorgangs durch die Unterbrechung
des Sensors angezeigt wird. Der Scheduler kann potenziell immer dann einen Wech-
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sel des Prozessors in einen Schlafzustand anweisen, wenn keine Ereignisse anliegen
und die Ereigniswarteschlange leer ist.
Ein weiterer Unterschied der Paradigmen liegt im softwaretechnischen Aufwand,
der betrieben werden muss, um eine Anwendung mit Energiemanagementfunktio-
nalita¨t auszustatten. Bei ereignisbasierten Systemen ist dies durch Annotation der
Ereignisse mo¨glich und kann, sofern nur die Anwendungsstruktur beschreibender
Quellcode betroﬀen ist, fu¨r die Anwendungskomponenten transparent sein. Durch
die bereits erfolgte Dekomposition in Einzelkomponenten ist eine feingranulare Er-
fassung und Steuerung des Verbrauchs mo¨glich. Dies la¨sst sich bei Thread-basierten
Systemen nur durch eine Modiﬁkation des Anwendungscodes, durch Annotation bzw.
Aufspalten in mehre Threads erreichen.
Unabha¨ngig vom verwendeten Programmierparadigma existieren Betriebssyste-
me und Erweiterungen bestehender Systeme, die der Ressource Energie eine beson-
dere Bedeutung beimessen. Hierzu za¨hlen beispielsweise Energy Levels [21], EON
[66], EPOS [67], Nemesis OS [68] und ECOSystem [69]. Diese und weitere Vertreter
und ihre Mechanismen werden in Kapitel 5.2 vorgestellt.
Energiesparmaßnahmen
Moderne Mikroelektronik wird aktuell in CMOS-Technik (Complementary Metal
Oxide Semiconductor) hergestellt. Die Leistungsaufnahme einer solchen CMOS-
Schaltung besteht aus einem statischen Pstat und einem dynamischen Pdyn Anteil.
Formel 2.2 beschreibt die Bestandteile des dynamischen Teils. In diesen ﬂießen der
Grad der Aktivita¨t α, die kapazitive Last C, die Spannung V und die Taktfrequenz
f ein [70, S. 455].
Pdyn = α ∗ C ∗ V 2 ∗ f (2.2)
Es existieren zwei allgemeine Ansa¨tze, um den Energieverbrauch einer solchen
Schaltung zu senken. Zum einen die dynamische Spannungs- und Frequenzanpas-
sung (engl. dynamic voltage and frequency scaling - DVFS). Zum anderen die Ver-
ringerung des Aktivita¨tsgrades, was technologisch als Abschaltung des Taktes (engl.
clock gating) und/oder der Versorgungsspannung (engl. power gating) von Teilen
des SOC umgesetzt wird und bei μC in Form von diversen Schlafmodi genutzt wer-
den kann. Letzteres entspricht dem am Anfang von Kapitel 2.2 vorgestellten Duty
Cycling.
Dynamische Spannungs- und Frequenzanpassung Zwar sind alle aktuellen
Mikrocontroller in der Lage, ihren Takt softwaregesteuert zu vera¨ndern, jedoch wirkt
sich dies auf die Ausfu¨hrungsgeschwindigkeit aus. Eine Halbierung des Taktes hal-
biert zwar den Stromverbrauch, verdoppelt aber ebenso die Abarbeitungsdauer.
25
KAPITEL 2. ENERGIEVERSORGUNG UND -VERBRAUCH IN
DRAHTLOSEN TIEF EINGEBETTETEN SYSTEMEN
Wirkliche Sparpotentiale ergeben sich aus der Verringerung der Spannung, da die-
se einen quadratischen Einﬂuss auf den Verbrauch hat. Allerdings kann die Span-
nung nicht beliebig verringert werden und wirkt sich auch auf den erreichbaren Takt
aus. Die Kombination aus beidem, DVFS, bietet die besten Sparpotenziale, da die
Frequenz entsprechend den zeitlichen Applikationsanforderungen eingestellt werden
kann, woraufhin die Spannung auf den passenden Wert geregelt wird.
Diese Technik wird allerdings kaum bei tief eingebetteten Systemen genutzt. Das
liegt unter anderem daran, dass bei geringer Auslastung die Kosten der Spannungs-
anpassung die Einsparungen u¨berwiegen [71]. In [72] wird eine Variante fu¨r tief
eingebettete Systeme vorgestellt, das sogenannte passive voltage scaling. Dabei wird
auf einen Spannungsregler verzichtet und das System direkt an die Batterie ange-
schlossen. Der Takt wird dann an die verfu¨gbare Spannung angepasst und muss nicht
statisch auf die niedrigste Spannung eingestellt werden. Durch den Verzicht auf einen
Wandler und auf einen statischen Takt kann das System von einer ho¨heren Leistung
in der Anfangsphase und einer verbesserten Laufzeit proﬁtieren. Der verringerten
Leistung durch Reduzierung des Taktes mit sinkender Spannung wird in [73] durch
Aktivierung zusa¨tzlicher Kerne eines eingebetteten Multicores begegnet.
Eine Kombination aus DVFS und PVS wird in [74] vorgestellt. Um die bestmo¨gli-
che Kombination aus Versorgungsspannung und Frequenz erreichen zu ko¨nnen, wird
ein System aus mehreren Spannungsreglern mit unterschiedlichen Charakteristiken
und der direkten Versorgung verwendet. Je nach Anforderungen an die Frequenz
wird dynamisch die eﬃzienteste Art der Versorgung gewa¨hlt und somit der Energie-
verlust durch Wandlungskosten verringert.
Schlafmodi Ein bei μC ha¨uﬁg genutzter Weg, um den Energieverbrauch zu re-
duzieren, ist die U¨berfu¨hrung des Prozessors in einen Schlafzustand. Je nach Tiefe
des Zustandes sind verschiedene Teile des SOC deaktiviert und die Mo¨glichkeiten,
den Prozessor wieder aufzuwecken, geringer. Um die Schlafmodi nutzen zu ko¨nnen,
muss der Prozessor wieder geweckt werden ko¨nnen. Dies ha¨ngt auch von der Art
und Weise ab, wie dieser mit der Peripherie kommuniziert. Zum einen existiert die
Mo¨glichkeit, Gera¨te zyklisch abzufragen (engl. polling), dies verhindert allerdings,
dass der Prozessor in einen Schlafzustand wechseln kann. Zum anderen ko¨nnen Un-
terbrechungen genutzt werden, bei denen der Prozessor sowohl von externen Quellen
(Sensoren und Kommunikation) als auch von internen Quellen (Timer und Echtzeit-
uhr) aus geweckt werden kann.
Da Mikrocontroller u¨ber eine Vielzahl von Peripherie und Schlafmodi verfu¨gen, ist
die Wahl des passenden Modus nicht trivial. Wa¨hrend ein zu hoher Modus letztlich
nur Energie verschwendet, verhindert ein zu tiefer Modus im schlimmsten Fall, dass
das System wieder aufgeweckt wird. Ein Betriebssystem sollte deshalb die Wahl zu-
mindest unterstu¨tzen oder implizit treﬀen. Existierende Betriebssysteme lo¨sen dies
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unterschiedlich. Zum Teil werden Schlafmodi nicht unterstu¨tzt [57, 59] und mu¨ssen
vom Nutzer implementiert werden. Andere Systeme [58, 61] unterstu¨tzen Schlafmo-
di und stellen Funktionen fu¨r deren Nutzung bereit. Manche Systeme bieten eine
implizite Ermittlung des tiefst mo¨glichen Schlafmodus [75, 76, 77].
2.2.2 Kommunikation
Kommunikation ist fu¨r drahtlose tief eingebettete System essentiell. Sie ermo¨glicht
die Erfu¨llung ihrer Aufgaben und die Kooperation miteinander. Kabelbasierte Sys-
teme sind oftmals unﬂexibel und verursachen einen hohen Ressourcenaufwand bei
der Installation, weshalb sich die Nutzung von Funk anbietet. Allerdings ist die Zu-
verla¨ssigkeit gegenu¨ber drahtgebundener Kommunikation deutlich geringer, was zu
einem erho¨hten Aufwand fu¨r die Kommunikation selbst fu¨hrt. Je nach verwendetem
Zugriﬀsverfahren wird das Medium von allen Teilnehmern geteilt. Die Sto¨rreichwei-
te liegt weit u¨ber der eigentlichen Sendereichweite. Die u¨berwiegende Mehrheit der
Verbindungen ist unidirektional und die A¨nderungsrate der Verbindungen ist sehr
hoch [78]. Zusa¨tzlich kann es zum hidden-station-Problem und zum exposed-station-
Problem kommen [79, S. 70]. Um trotzdem erfolgreich Daten zu u¨bertragen, existiert
eine Vielzahl an Medienzugriﬀsprotokollen (engl.: media access control - MAC) mit
unterschiedlichen Zielsetzungen und Ansa¨tzen. Wenn eine direkte Verbindung nicht
mo¨glich ist, mu¨ssen Wegewahlverfahren (engl. routing) eingesetzt werden, um die
Nachrichten zuzustellen. Insbesondere im Bereich der drahtlosen Sensornetze exis-
tieren viele verschiedene Ansa¨tze, oftmals ebenenu¨bergreifend in Kombination mit
einem MAC. Hinzu kommt, dass die Energiekosten funkbasierter Kommunikation
deutlich ho¨her sind als die Kosten von Berechnungen. Abha¨ngig von der verwen-
deten Hardware ko¨nnen 1000 Bytes berechnet oder 1 Byte u¨bertragen werden [80].
Diese Kosten mu¨ssen im Falle von Mehr-Hop-Verbindungen von allen getragen wer-
den, nicht nur von Sender und Empfa¨nger. Eine direkte Kommunikation ist deshalb,
trotz des mo¨glicherweise ho¨heren individuellen Verbrauchs, global gesehen gu¨nstiger
[81].
Hardware
Mehrere Bereiche des Frequenzspektrums stehen der Kommunikation zur Verfu¨gung.
Im Bereich der drahtlosen tief eingebetteten Systeme wird u¨blicherweise das ISM-
Band genutzt. Tabelle 2.4 gibt einen U¨berblick u¨ber Funkmodule in Frequenzberei-
chen, die in Europa nutzbar sind. Gerade 2,4 GHz wird intensiv genutzt, was die
Fehlerwahrscheinlichkeit durch Kollisionen von Nachrichten erho¨ht und zum Bei-
spiel bei Bluetooth [87] durch Nutzung von Frequenzsprungverfahren [79, S. 211]
kompensiert wird.
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Die Module unterscheiden sich in ihren Charakteristika, wobei die Datenrate und
die Stromaufnahme fu¨r die Auswahl einer Technologie letztlich die gro¨ßte Rolle spie-
len. Zwar hat das WLAN-Modul den ho¨chsten Verbrauch, dieser relativiert sich je-
doch, wenn man die Datenrate einbezieht. Verglichen damit ist die U¨bertragung
eines einzelnen Bits mit dem Zigbee Modul, welches absolut eine fu¨nf mal kleinere
Stromaufnahme besitzt, durchschnittlich 33 mal so energieintensiv.
Die Sendekosten allein sind jedoch gro¨ßtenteils von untergeordneter Bedeutung.
Schwerwiegender ist fu¨r die meisten Anwendungsszenarien die Stromaufnahme im
Empfangsmodus. Um eine Nachricht empfangen zu ko¨nnen, ist es notwendig, den
Kanal abzutasten. Da dies aber nicht immer nur dann erfolgt, wenn eine Nachricht
auch tatsa¨chlich empfangen wird, ﬁndet oft ein sogenanntes idle listening statt, bei
welchem viel Energie verschwendet wird. Um dies zu reduzieren, wird Duty Cycling
eingesetzt und die Module werden periodisch in einen energiearmen Schlafzustand
versetzt. Allerdings erho¨ht dies den Aufwand fu¨r die Synchronisation der Kommu-
nikationspartner. Die Umsetzung kann im MAC-Protokoll oder unabha¨ngig davon
erfolgen.
Eine alternative Lo¨sung wa¨re der Einsatz von Wakeup-Funkmodulen. Sie basie-
ren auf der Idee, dass ein zweites Kommunikationsmodul auf einem Sensorknoten
vorhanden ist, das sehr wenig [88, 89], im Idealfall sogar gar keine [90] Energie ver-
braucht, wa¨hrend auf Nachrichten gelauscht wird. Es nutzt die Energie auf dem Me-
dium zum Aufwecken eines Knotens, wenn Nachrichten fu¨r diesen anliegen. Das idle
listening wird somit komplett eliminiert oder zumindest nur wenig Energie verbrau-
chen. Bisher sind solche Module allerdings nur prototypisch und nicht kommerziell
verfu¨gbar.
Medienzugriﬀsprotokolle
Zur Koordination der Kommunikation werden Medienzugriﬀsprotokolle und Wege-
wahlverfahren oder eine Kombination aus beidem eingesetzt. Die einzelnen Medien-
zugriﬀsprotokolle lassen sich grob in planbasierte Verfahren und konkurrenzbasierte
Verfahren einteilen, wobei Mischverfahren ebenso existieren:
Planbasierte Verfahren koordinieren die Kommunikation anhand eines vorher
festgelegten Plans. Dieser Plan legt fest, wer senden kann, und zum Teil auch, wer
ho¨ren muss. Eingesetzt werden Multiplexverfahren (engl. multiple access) auf Ba-
sis der Zeit (engl. Time Division Multiple Access - TDMA) [79, S. 73], des Kodes
(engl. Code Division Multiple Access - CDMA) [79, S. 82], des Ortes (engl. Space
Division Multiple Access - SDMA) [79, S. 72] oder der Frequenz (engl. Frequency
Division Multiple Access - FDMA) [79, S. 72]. Zum Teil werden auch Mischverfah-
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ren eingesetzt. Beispielsweise wird in einem weitla¨uﬁgen Sensornetz implizit SDMA
verwendet, da eine ra¨umliche Trennung von Teilbereichen existiert.
Konkurrenzbasierte Verfahren konkurrieren bei jeder Nachricht um das Medi-
um. Dazu werden Verfahren eingesetzt, um Kollisionen zu vermeiden. Vielfach wird
eine Tra¨gerpru¨fung (engl. Carrier Sense Multiple Access - CSMA) [79, S. 76] genutzt.
Wa¨hrend in drahtgebundenen Netzwerken Kollisionen erkannt (CSMA/CD) [79, S.
70] werden ko¨nnen, ist in drahtlosen Verbindungen nur die Vermeidung mo¨glich (CS-
MA/CA) [79, S. 77]. Dabei wird vor dem Senden einer Nachricht gelauscht und nur
dann gesendet, wenn das Medium frei ist. Ist das Medium belegt, wird eine zufa¨llig
bestimmte Zeit lang gewartet. Zusa¨tzlich ko¨nnen Mechanismen fu¨r eine virtuelle Ka-
nalpru¨fung eingesetzt werden, bei der das Medium mithilfe von RTS/CTS-Pakten
(Request to Send / Clear to Send) fu¨r eine gewisse Zeit reserviert wird. Dabei wird
das hidden-station-Problem gelo¨st, da Dritte diese Reservierung wahrnehmen.

















































Kanal prüfen ACK empfangen
Nachricht 
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Abbildung 2.13: Vereinfachter Vergleich der Aktivita¨t des Radiomoduls (blau - Emp-
fangsmodus, rot - Sendemodus) fu¨r verschiedene MAC-Konzepte und Duty Cycling
a) Sender-basiertes TDMA, b) Empfa¨nger-basiertes TDMA, c) CSMA/CA mit vir-
tueller Kanalpru¨fung, d) Low-power-Listening mit langer Pra¨ambel vor dem Senden
Das Nutzungschema der Hardware und damit der Energieverbrauch unterschei-
den sich von Protokoll zu Protokoll. Abbildung 2.13 vergleicht vereinfacht die Aktivi-
ta¨t des Funkmoduls bei verschiedenen Ansa¨tzen des Medienzugriﬀs. Die Abbildung
verzichtet auf eine Darstellung der Initialisierungsphasen, beinhaltet aber die Ein-
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teilung in aktive und passive Phasen. Innerhalb der ersten aktiven Phase wird ein
Paket empfangen, innerhalb der zweiten ein Paket versendet. Der Empfangsmodus
ist in der Abbildung blau dargestellt und der Sendemodus rot.
Die beiden ersten Ansa¨tze folgen dem TDMA-Schema, unterscheiden sich aber
in ihren Aktivita¨ten deutlich. Wa¨hrend a) Sender-basiert ist, also vorgegeben wird,
wann ein Knoten senden darf, ist b) Empfa¨nger-basiert und schreibt vor, wann ein
Teilnehmer empfangsbereit ist. Die durch idle listening verbrauchte Energiemenge ist
bei a) deutlich gro¨ßer als bei b), allerdings wird dies durch einen potenziell ho¨heren
Aufwand erkauft, da jeder Knoten die Zeitschlitze seiner Nachbarn kennen muss.
Zusa¨tzlich sind Maßnahmen zur Kollisionsvermeidung notwendig.
Im konkurrenzbasierten CSMA/CA in Abbildung 2.13 c) existieren keine Zeit-
schlitze. Die Knoten ko¨nnen jederzeit innerhalb der aktiven Phase senden, sofern das
Medium frei ist. Hierzu ist auch die Verwendung von RTS/CTS-Paketen illustriert.
Ganz ohne explizite aktive oder passive Phasen kommt das ebenfalls konkurrenz-
basierte low-power-listening aus, bei dem periodisch kurz der Kanal gepru¨ft wird
[91]. Wenn diese Pru¨fung anzeigt, dass ein Sendevorgang vorliegt, bleibt der Kno-
ten so lange empfangsbereit, bis eine Nachricht empfangen wurde oder ein Timeout
erfolgt. Nachteil dieses Verfahrens sind die Sendekosten, da entweder vor jeder Nach-
richt eine ausreichend lange Pra¨ambel gesendet werden oder die Nachricht solange
wiederholt werden muss, bis der Empfang besta¨tigt wird.
Die Aktivita¨ten und somit die no¨tige Energiemenge unterscheiden sich zwischen
den Ansa¨tzen a) bis c) deutlich, zum Teil ist der Verbrauch abha¨ngig von der vorlie-
genden Situation. Letzteres macht die exakte Vorhersage des Verbrauchs schwierig,
zumal viele Protokolle deutlich komplexer sind.
Tabelle 2.5 kategorisiert existierende MAC-Protokolle hinsichtlich eines variablen
Energieverbrauchs (ohne Sendemodus). Einerseits kann sich die Dauer der Periode
vera¨ndern, andererseits kann das Verhalten innerhalb einer Periode unterschiedlich
sein. Ursache kann das (vermeintliche) Empfangen einer Nachricht sein oder eine
Anpassung aufgrund von Umgebungsparametern, Energie und/oder Last. Zusa¨tzlich
ist es mo¨glich, dass die Software des Knotens die Parameter des MACs explizit
steuern kann, um sein Verhalten - ohne dabei die Konnektivita¨t zu verlieren - mit
dem Ziel anzupassen, gegebenenfalls Energie zu sparen oder Latenzen zu verringern.
Allerdings ist die Mehrzahl der Protokolle auf Kapselung ausgelegt und arbeitet
autonom. Da gerade im Sensornetzbereich sehr viele Protokolle existieren, wird kein
Anspruch auf Vollsta¨ndigkeit der Protokolle erhoben; die Tabelle ist exemplarisch.
Ein von den a¨ußeren Umsta¨nden abha¨ngiger Verbrauch macht eine Vorhersage,
wie bereits beschrieben, schwierig. Hinzu kommt, dass ein Energiemanagement mit
solchen Varianzen umgehen ko¨nnen muss. Daher ist eine von der Applikation und
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Tabelle 2.5: Vergleich von Medienzugriﬀsprotokollen hinsichtlich variablen Energie-






SMAC [92] AI-LMAC [93]




TMAC [97] ML-MAC-UL [98]
B-MAC [91] ADAPT(Zigbee) [99]




1 Variabilita¨t explizit durch Software steuerbar
dem Management steuerbare Anpassung des MAC-Protokolls im Hinblick auf Le-
benszeitziele wu¨nschenswert.
Wegewahlverfahren
Fu¨r eine Multihop-Kommunikation mu¨ssen Nachrichten von einem Knoten zum an-
deren weitergeleitet werden. Im einfachsten Fall leiten alle Knoten, die eine Nach-
richt empfangen, die nicht fu¨r sie bestimmt ist, diese einmal weiter. Die Nachricht
wird gewissermaßen durch das Netz geﬂutet. Dieses Verfahren erzielt zwar eine hohe
Auslieferungsrate, ist aber sehr ineﬃzient. Oftmals ist es besser, ein optimiertes We-
gewahlverfahren einzusetzen. Ziel eines solchen Verfahrens ist es, Nachrichten sicher
von der Quelle zum Ziel zu leiten und dabei unno¨tige Redundanzen zu vermeiden,
um so den Energieverbrauch zu minimieren. Traditionell erha¨lt jeder Knoten eine
eindeutige Nummer, um eine Identiﬁzierung und Adressierung zu ermo¨glichen und
Pfade bilden zu ko¨nnen, jedoch weichen manche Protokolle von diesem Schema ab.
In [104] werden Wegewahlverfahren in folgende Kategorien eingeteilt:
Lokalita¨ts-basierte Protokolle wie GAF [105] und GEAR [106] adressieren
Knoten anhand ihrer Position. Da jeder Knoten seine Position kennt, ko¨nnen die
Entfernung und folglich der Energieverbrauch eines Pfades ermittelt werden.
Datenzentrische Protokolle wie Directed Diﬀusion [107] und Rumor Routing
[108] weichen vom traditionellen Adressierungsschema ab. Es werden nicht mehr
einzelne Knoten angesprochen, sondern alle Knoten, die ein vorgebendes Kriterium
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erfu¨llen. Zwischenstationen ko¨nnen Daten aggregieren und so das Nachrichtenauf-
kommen reduzieren.
Hierarchische Protokolle wie LEACH [109] und APTEEN [110] teilen ein Netz
in disjunkte Cluster ein, innerhalb derer jeder Knoten einen dedizierten Ansprech-
partner hat. Diese sogenannten Cluster Heads koordinieren die Kommunikation in-
nerhalb des Clusters und sind fu¨r die Weiterleitung zwischen den Clustern verant-
wortlich. Die Wahl des Cluster Heads kann von verschiedenen Faktoren abha¨ngen,
beispielsweise von der verbleibenden Energiemenge.
Mobilita¨ts-basierte Protokolle wie Mobiroute [111] und Data MULES [112]
setzen mobile Senken ein, um das Problem der U¨berbeanspruchung von senkennahen
Knoten bei statischen Senken zu verringern. Die Mobilita¨t bringt jedoch eine erho¨hte
Dynamik und einen gro¨ßeren Aufwand bei der Auswahl des Weges mit sich.
Mehrpfad-basierte Protokolle wie Braided Multipath [113] ermitteln nicht nur
einen Pfad zum Ziel, sondern wa¨hlen zwischen verschiedenen Mo¨glichkeiten, um die
Last so besser zu verteilen.
Heterogenita¨ts-basierte Protokolle wie Energy-aware directed diﬀusion [80]
und CHR [114] nutzen heterogene Knoten: zum einen die traditionellen batterie-
versorgten und deshalb eingeschra¨nkten Knoten, zum anderen solche, die an ei-
ne Stromversorgung/Energiegewinnung angeschlossen sind. Letztere werden bei der
Wegewahl priorisiert.
QoS-basierte Protokolle wie SPEED [115] und AntSenseNet [116] suchen die
Balance zwischen Energieverbrauch und Qualita¨tsforderungen wie Verzo¨gerung und
Fehlertoleranz.
Alle Verfahren versuchen, auf unterschiedliche Arten das Problem der energetisch
ausgetretenen Pfade zu lo¨sen. Knoten, die viele Nachrichten weiterleiten mu¨ssen, ver-
brauchen potenziell mehr Energie als solche, die keine oder nur wenige Nachrichten
anderer Knoten weiterleiten. Dies ist insbesondere dann problematisch, wenn eine
oder mehrere explizite Senken in einem Netz existieren. Alle Knoten in unmittelbarer
Nachbarschaft der Senke mu¨ssen die gro¨ßte Last tragen und haben dementsprechend
den potenziell ho¨chsten Energieverbrauch. Dieses Gefa¨lle im Energieverbrauch muss
von einem Energiemanagement zumindest erfasst werden. Besser wa¨re es, wenn in
Zusammenarbeit mit dem MAC-Protokoll und dem Wegewahlverfahren der Gesamt-
verbrauch des Knotens reguliert und somit ein verfru¨hter Ausfall verhindert werden
ko¨nnte, da es sonst zu Netzwerkseparationen kommen kann.
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2.2.3 Sensorik & Aktuatorik
Sensoren dienen der Erfassung von Messgro¨ßen aus der Umwelt, wohingegen Ak-
tuatoren die Umwelt manipulieren. Fu¨r letzteres muss elektrische Energie, soweit
nicht direkt nutzbar, in Bewegung, Licht oder Schall umgewandelt werden. Beispiele
hierfu¨r sind Motoren fu¨r die Steuerung von Bewa¨sserungsanlagen oder die Fenster-
steuerung und Schalter/Dimmer fu¨r die Beleuchtung. Aber auch die Erzeugung von
Stromsto¨ßen bei Herz-/Hirnschrittmachern oder zur Kontrolle von Tieren ist eine
Manipulation der Umwelt durch Aktuatoren.
Der Fokus der drahtlosen tief eingebetteten Systeme liegt aber u¨berwiegend auf
der Datenerfassung. Daher beschra¨nken sich die folgenden Ausfu¨hrungen auf die
Sensorik, insbesondere, da diese Optionen zur Einsparung von Energie ero¨ﬀnet.
Hardware
Ein Sensor wandelt eine Messgro¨ße in ein elektrisches Signal. Dieses kann analog sein
oder bereits in digitaler Form vorliegen. Wa¨hrend analoge Signale zusa¨tzlich einen
Analog-Digital-Wandler beno¨tigen, der wiederum selbst Energie verbraucht, ko¨nnen
digitale Signale direkt verwendet werden. Bei solchen komplexeren und dementspre-
chend kostenintensiveren Sensoren sind meist der ADC und ein in Hardware imple-
mentiertes Busprotokoll integriert. Oftmals lassen sich solche Sensoren, im Gegensatz
zu einfachen analogen Sensoren, umfangreich konﬁgurieren. So la¨sst sich beispiels-
weise die Rate der Datenerfassung oder die Auﬂo¨sung des Sensors einstellen. Einige
Sensoren verfu¨gen zusa¨tzlich u¨ber Alarm-Funktionalita¨t, ko¨nnen also bei Erreichen
einer vorher festgelegten Bedingung den angeschlossenen μC (per Interrupt) infor-
mieren. Durch die Nutzung standardisierter Busse ist es einfacher, mehrere Sensoren
in ein System zu integrieren.
Fu¨r jede Messgro¨ße existiert eine Vielzahl an unterschiedlichen Sensoren ver-
schiedener Hersteller, die sich in ihren Details unterscheiden. Oft kann zwischen
analogen und digitalen Sensoren gewa¨hlt werden, wobei letztere mit verschiedenen
Busprotokollen verfu¨gbar sind. Die Auswahlkriterien beschra¨nken sich also nicht
auf direkte Leistungsparameter und den Energieverbrauch, sondern die Wahl muss
auch aufgrund der verfu¨gbaren Anschlussmo¨glichkeiten innerhalb des Systems erfol-
gen. Tabelle 2.6 zeigt eine Auswahl an Sensoren fu¨r verschiedene Messgro¨ßen unter
Beru¨cksichtigung des Strombedarfs. Dieser reicht von wenigen μA bis 100mA und
mehr. Zum Teil ist der Verbrauch durch Anpassung der Betriebsmodi variabel. Nicht
alle Sensoren verfu¨gen u¨ber einen Schlafmodus, das heißt, sie mu¨ssen von der Span-
nungsversorgung getrennt werden, was zusa¨tzliche Ressourcen im System notwendig
macht.
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Tabelle 2.6: Vergleich der Stromaufnahme von verfu¨gbaren Sensoren fu¨r verschiedene
Messgro¨ßen
Sensor Messgro¨ße Art Stromaufnahme
Aktiv Schlaf
GP2Y0A02YK[117] Entfernung Analog 33mA 3μA
MD62[118] Co2 Gas Analog 100mA -
SFH5711[119] Umgebungslicht Analog 410μA -
LIS3MDL[120] 3D Magnetfeld Digital 270μA 1μA
NL-501ETTL[121] Position Digital 62mA -
CMA3000-D01[122] Beschleunigung Digital 70/50/11/7μA @
400/100/40/10 Hz
3μA
BMP085[123] Barometrischer Druck Digital 3-12μA @
1Sample/s
0,1μA
FCH-m-PP-LC[124] Durchﬂuss Digital 25mA -











Der Verbrauch einiger Sensoren ist gro¨ßer als der Bedarf von Funkmodulen (vergl.
Tabellen 2.4 und 2.6). Um diesen Verbrauch zu senken, kann Duty Cycling angewen-
det werden. Allerdings kann dies in Abha¨ngigkeit von der Messgro¨ße zum Verlust
von Ereignissen fu¨hren. Denn im Gegensatz zur Funkkommunikation kann keinerlei
Synchronisierung erfolgen, verpasste Ereignisse werden auch nicht erneut u¨bertragen
und bleiben somit verloren. Dies macht die Entscheidung, ob ein Sensor ausgeschal-
tet werden kann, umso schwieriger. Hinzu kommt bei manchen Sensoren eine lange
Startphase, bis Werte verfu¨gbar sind. Wenn das Abtastintervall klein und die Start-
phase lang ist, wird die Nutzung von Duty Cycling erschwert oder verhindert. U¨ber
das einfache statische Duty Cycling hinaus gibt es Wege, den Energieverbrauch der
Datenerfassung zu senken [127]:
Adaptives Sampling zielt darauf ab, nur dann Werte zu erfassen, wenn diese
von Interesse sind [128, 129]. Dabei werden zeitliche oder ra¨umliche Korrelationen
der zu erfassenden Werte ausgenutzt. Wenn sich Werte innerhalb eines Zeitraumes
und/oder einer Fla¨che nur geringfu¨gig a¨ndern, ist es unter Beachtung des Nyquist-
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Shannon-Abtasttheorems [130] mo¨glich, die Erfassungsrate zu verringern und so
Energie zu sparen. Abbildung 2.14 stellt dies beispielhaft dar. Geringe Vera¨nderun-
gen der Messgro¨ße sind uninteressant und bedu¨rfen keiner hohen Erfassungsrate.
Von Bedeutung sind große Vera¨nderungen und Anomalien. Gerade letztere ko¨nnen








Abbildung 2.14: Adaptive Datenerfassung - Geringe Schwankungen beno¨tigen klei-
nere Erfassungsraten als große Schwankungen und Anomalien
Getriggerte/hierarchische und Multiskalendatenerfassung verringeren den
Energieverbrauch durch Verwendung mehrerer Sensoren, die zwar dieselbe Messgro¨-
ße erfassen, sich aber in der Genauigkeit und dem Energieverbrauch unterscheiden.
So ist es mo¨glich, genauere und dementsprechend energiehungrigere Sensoren nur
dann zu verwenden, wenn die einfacheren Sensoren ein Ereignis feststellen, das mit
ho¨herer Auﬂo¨sung erfasst werden soll. Wenn wie in [131] ein Knoten mehrere Sen-
soren besitzt, wird dies als getriggerte Datenerfassung bezeichnet. Es ist mo¨glich,
hierfu¨r auch nur einen Sensor zu verwenden, wenn dieser verschiedene Auﬂo¨sungen
mit unterschiedlichen Energieproﬁlen bereitstellt. Bei der fu¨r Sensornetze geeigne-
ten multiskalen Datenerfassung, beispielsweise [132], wird ein Bereich mit Sensoren
u¨berwacht. Wird ein Ereignis festgestellt, wird durch die Senke ein Roboter mit
besserer Sensorik an diese Position geschickt.
Modellbasiertes adaptives Sampling basiert auf der Erstellung und Nutzung
eines Vorhersagemodells, welches die zeitliche und/oder ra¨umliche Korrelation lernt
[133, 134]. Die Erfassungsrate kann somit verringert werden, da vorhergesagte Wer-
te genutzt werden ko¨nnen. Weicht die Vorhersage zu sehr von einem tatsa¨chlich
erfassten Wert ab, ist das System in der Lage, das Modell anzupassen.
Eine a¨hnliche, allerdings indirekte und eher fu¨r Sensornetzwerke geeignete Mo¨g-
lichkeit, im Rahmen der Datenerfassung Energie zu sparen, ist die Vorhersage von
Werten, um so Kommunikationskosten zu vermeiden [135]. Dabei verwenden sowohl
die Knoten als auch die Senke Modelle. Die Knoten erfassen trotz des Vorhersage-
modells alle Werte und informieren bei zu großen Abweichungen die Senke, sodass
beide Modelle angepasst werden wie beispielsweise in [136, 137].
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Die Verwendung solcher Energiesparmaßnahmen macht die Vorhersage des Ver-
brauchs schwieriger, denn der tatsa¨chliche Verbrauch ha¨ngt von externen Gegeben-
heiten ab, die sich nur grob abscha¨tzen lassen. Ein Energiemanagement kann jedoch
den Spielraum nutzen, den insbesondere die Verwendung unterschiedlicher Auﬂo¨-
sungen des Sensors hinsichtlich des Energiebedarfs bietet, um den Systemverbrauch
anzupassen und zu steuern. Der Umfang der Anpassungen ist allerdings von der
Messgro¨ße und dem verwendeten Sensor abha¨ngig.
2.3 Messung versus Datenblatt
Bei der Entwicklung von tief eingebetteten Systemen ist eine wesentliche Frage, wie
lange das System mit den gegebenen Anforderungen an die Servicequalita¨t funk-
tionieren kann. Neben dem Wissen um das Verhalten des Systems sind dafu¨r zu-
verla¨ssige Informationen u¨ber den Verbrauch notwendig. Die erste Quelle fu¨r diese
Informationen ist das Datenblatt des Herstellers. Es entha¨lt unterschiedlich detail-
lierte Werte u¨ber den Verbrauch in Bezug auf verschiedenste Gera¨tezusta¨nde, Ver-
sorgungsspannungen und Umweltbedingungen.
Wie bereits dargelegt, besteht ein tief eingebettetes System aus verschiedenen
Modulen, die durch verschiedene analoge Bauteile erga¨nzt werden. Neben Varianzen
dieser analogen und digitalen Komponenten ko¨nnen Herstellungsfehler auftreten.
Diese Fehler mu¨ssen das System nicht unbrauchbar machen, ko¨nnen aber dessen
energetischen Fußabdruck vera¨ndern.
Oftmals verwenden Ansa¨tze, die sich mit dem Verbrauch von tief eingebetteten
Systemen bescha¨ftigen, Modelle, die mit Messungen von Knoten angereichert wur-
den. Leider verwenden die meisten dieser Ansa¨tze nur einen Knoten, um ihr Modell
aufzubauen, oder geben keine Information u¨ber die Anzahl der genutzten Knoten.
In [138] wurde der Verbrauch von drei Mica2 [139] Sensorknoten gemessen. Festge-
stellt wurde eine Variation von rund 5% zwischen ihnen, ohne jedoch na¨her darauf
einzugehen, woher diese stammen.
Der Einﬂuss von Leckstro¨men auf den Energieverbrauch im Schlafmodus, welche
durch Variationen von Gate-La¨ngen im CMOS-Herstellungsprozess verursacht wer-
den, wurde in [140] mathematisch untersucht. Dabei wurde ein signiﬁkanter Einﬂuss
auf die Lebenszeit von Sensornetzen nachgewiesen.
In [141] wird eine bis zu 20-fache Abweichung bei dem fu¨r die Schlafmodi wichti-
gen Leckstrom in 230nm Technologie gezeigt. Hervorgerufen wird diese Abweichung
durch Variationen in der Herstellung. In [142] wird der Einﬂuss von Gera¨tevaria-
tionen hinsichtlich der Schlafmodi analysiert. Fu¨r den untersuchten Atmel SAM3U
[143], einen ARM Cortex M3 basierten μC, wurde eine Abweichung um den Faktor 5
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zwischen den verschiedenen Knoten fu¨r den Verbrauch im Schlafmodus festgestellt.
Fu¨r die aktiven Modi betrug die Abweichung rund 10%.
Da quantitative Analysen des Energieverbrauchs mit mehr Knoten bisher nicht
bekannt sind, bescha¨ftigt sich dieses Unterkapitel mit der Verla¨sslichkeit von Her-
stellerangaben und damit, inwieweit Abweichungen zwischen den Knoten existieren.
2.3.1 Messaufbau
In einer im Rahmen der Arbeit durchgefu¨hrten Messreihe wurde der Verbrauch von
Texas Instruments eZ430-Chronos Entwicklungssystemen [144] ermittelt. Diese sind
mit einem MSP CC430F6137 [54] Mikrocontroller ausgestattet. Der Controller bein-
haltet ein 868MHz Funkmodul. Das System entha¨lt zusa¨tzlich einen Sensor fu¨r baro-
metrischen Druck und einen Beschleunigungsmesser. Alle Komponenten sind direkt
an die Batterie angeschlossen. Wie Abbildung 2.15a zeigt, verfu¨gt das System u¨ber
den Formfaktor einer Sportuhr und beno¨tigt standardma¨ßig eine CR2032 Knopfzelle
zur Energieversorgung. Zwar ist das Entwicklungssystem nicht explizit als Sensor-
knoten vorgesehen, allerdings scheint es durch seine Leistungsparameter, die Gro¨ße
und den fu¨r dedizierte Sensorknoten vergleichsweise geringen Preis gut geeignet.
a) b) c) d)
Abbildung 2.15: Untersuchter Sensorknoten a) Produktabbildung mit Geha¨use und
mitgeliefertem Accesspoint (links) und Programmieradapter (rechts), b) modiﬁzier-
ter Knoten Front-, c) Ru¨ck- und d) Seitenansicht
Wie Abbildung 2.15 b) bis d) zeigen, sind die Knoten mittels Ersetzen der Taster
durch Pins modiﬁziert worden. Dies geschah mit dem Ziel, Zugang zu den Ports zu
erlangen, um weitere Peripherie anschließen zu ko¨nnen und eine ﬂexiblere Energie-
versorgung zu ermo¨glichen.
Tabelle 2.7 zeigt die untersuchten Betriebsmodi. Die Betriebsmodi umfassen Schlaf-
und Wachzusta¨nde des μC, aktive Zusta¨nde des Funkmoduls mit verschiedenen Pa-
rametern sowie die fu¨r die Erfassung analoger Werte notwendige Referenzspannungs-
erzeugung und den Analog-Digital-Wandler.
90 Knoten wurden bei 3,0V und 2,2V mit 24 und 19 Modi gemessen. Dieser
Unterschied resultiert aus den durch den μC bereitgestellten Energiestufen (eng.
power level - PL), welche die mo¨gliche Frequenz bestimmen. PL2 ist dabei der zu
38
2.3. MESSUNG VERSUS DATENBLATT




























RF rx sensitive Empfang max. Sensitivita¨t






bevorzugende Modus, denn er ermo¨glicht alle Peripheriemodi und Frequenzen, aus-
genommen einen Betrieb des μC mit 20MHz. Die Modi des Funkmoduls, des adc und
ref beinhalten den Verbrauch fu¨r den μC Schlafmodus in PL2, welcher laut Daten-
blatt eine Stromaufnahme von 2,2μA bei 3V hat. Um die ermittelten Werte mit dem
Datenblatt vergleichen zu ko¨nnen, wurden die Modi genau wie fu¨r die Referenzwerte
beschrieben konﬁguriert. Abweichungen sind allerdings zu erwarten, da die verwen-
deten Knoten u¨ber mehr Peripherie und Bauteile verfu¨gen als die Testexemplare
beim Hersteller.
Der in Abbildung 2.16 dargestellte Messaufbau bestand aus einer PowerScale
Einheit [145], die zusammen mit einem Messfu¨hler in der Lage ist, in einem dyna-
mischen Bereich von 200nA bis 500mA bei 100k Samples/sek Strom und Spannung
zu messen. Dies ist durch die dynamische und in ku¨rzester Zeit erfolgende Um-
schaltung zwischen sieben verschiedenen Messwidersta¨nden im Messfu¨hler mo¨glich.
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Zusa¨tzlich ist das Messgera¨t in der Lage, UART-Ereignisse von dem untersuchten
Gera¨t zu empfangen. Fu¨r die Energieversorgung wurde ein lineares Labornetzteil
[146] genutzt, welches zusa¨tzlich mit einem Tiefpassﬁlter ausgestattet wurde, um














Abbildung 2.16: Schematischer Messaufbau mit Spannungsversorgung, Messgera¨t
und untersuchtem Knoten
Da die Temperatur einen Einﬂuss auf den Verbrauch haben kann, wurden die
Messungen in einem Raum mit Klimaanlage durchgefu¨hrt, um diesen Einﬂuss so
weit wie mo¨glich auszuschließen. Die Temperatur lag bei 25◦C und ﬂuktuierte um
weniger als 1◦C.
Um die Messgenauigkeit zu ermitteln, wurde die Standardabweichung σ fu¨r je-
den Knoten in jedem Modus berechnet. Wie erwartet, steigt σ mit zunehmender
Leistungsaufnahme, was im Aufbau des Messgera¨tes mit verschiedenen Messwider-
sta¨nden begru¨ndet ist. Im Schlafmodus bei einer Stromaufnahme von unter 8μA
liegt σ bei 0,09μA und steigt bis auf 87,13μA im Modus RF tx +10dBm bei einem
Verbrauch von rund 34mA. Im Verha¨ltnis zu den Messwerten betrachtet, sinkt mit
steigender Stromaufnahme die relative Messabweichung. Fu¨r die Modi mit einem
Verbrauch gro¨ßer als 3mA liegt sie unter 0,25%, wa¨hrend sie fu¨r die anderen Modi
unter 0,6% liegt. Ausgenommen davon sind der Schlafmodus mit einer Abweichung
von durchschnittlich 3% sowie Ausreißer, die sich entsprechend im Verbrauch zeigen.
2.3.2 Messergebnisse
Abbildung 2.17 zeigt die gemessene durchschnittliche Stromaufnahme aller Knoten
in mA fu¨r alle Modi gemeinsam in einer Skala. Der Verbrauch reicht u¨ber meh-
rere Gro¨ßenordnungen von einigen μA bis zu 35mA. Der Sendemodus des Radios
mit +10dBm beno¨tigt 10.000 mal mehr Energie als der μC Schlafmodus. Um lan-
ge Standzeiten zu erreichen, verbringen tief eingebettete Systeme und allen voran
Sensorknoten, jedoch viel mehr Zeit schlafend als mit Sendevorga¨ngen.
Wie Abbildung 2.18 zusammen mit Tabelle B.1 im Anhang zeigt, steigt der ab-
solute Abstand zwischen den Knoten mit niedrigstem und ho¨chstem Verbrauch bei
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Abbildung 2.17: Verteilung der gemessenen Stromaufnahme als Boxplot aller Knoten
fu¨r alle betrachteten Modi bei 3,0V
Modi mit erho¨hter Stromaufnahme, wohingegen die relative Abstand sinkt und die
Zahl der Ausreißer kleiner wird. Einige Knoten haben einen außergewo¨hnlich ho-
hen Verbrauch in Modi mit geringer Stromaufnahme. Beispielsweise gibt es einen
Knoten, der 46 mal so viel Energie im Schlafmodus verbraucht wie der Median aller
Knoten. Diese extremen Ausreißer zeigen, dass der Durchschnitt nicht ausreicht, um
die Leistung der Knoten zu bewerten.
Die Stromaufnahme variiert besonders stark in den Schlafmodi lpm3PL0 bis
lpm3PL3. Beispielsweise liegt der Median bei 3,0V im LPM3 mit PL2 bei 2,835μA,
wobei sich der Verbrauch zwischen 2,53μ und extremen 131,4μA bewegt. Auch bei
2,2V ist die Stromaufnahme noch stark gestreut und liegt zwischen 2,1μ und 32,9μA.
Dies zeigt, dass einige Knoten wa¨hrend des Schlafes einen abnormal hohen Verbrauch
haben. Fu¨r einige dieser Knoten ﬂuktuiert die Stromaufnahme zusa¨tzlich, erkennbar
durch ein deutlich gro¨ßeres σ, wa¨hrend diese bei den anderen Knoten im Rahmen
der Messgenauigkeit stabil ist. Dies sind Indikatoren dafu¨r, dass die Knoten schein-
bar unter nicht funktionalem Aspekt defekt sind, da sich der Verbrauch deutlich
außerhalb der Speziﬁkation beﬁndet, obwohl sie sich ansonsten normal verhalten.
Allerdings wu¨rde ein Einsatz dieser Knoten in einem produktiven Umfeld zu einem
unerwartet fru¨hen Ausfall durch entleerte Batterien fu¨hren.
Der Verbrauch und Umfang der Abweichung zwischen den Knoten mit der ho¨chs-
ten und der niedrigsten Stromaufnahme ha¨ngt deutlich von der Versorgungsspan-
nung ab. Bei 2,2V sind der Unterschied weit geringer und der Verbrauch generell
niedriger. Dies gilt im Wesentlichen fu¨r alle gemessenen Modi, wobei fu¨r das Funk-
modul nur eine geringe bis gleichbleibende Diﬀerenz besteht.
Fu¨r die aktiven Modi des μC liegt der geringste Unterschied zwischen den Knoten
mit der ho¨chsten und der niedrigsten Stromaufnahme bei 7% bei 20MHz Takt. Mit
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Abbildung 2.18: Detaillierte Verteilung der gemessenen Stromaufnahme als Boxplot
aller Knoten, aufgeteilt nach Betriebsmodi fu¨r 2,2V und 3,0V
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sinkendem Takt und geringerer Stromaufnahme steigt diese Streuung bis auf 58%
bei 1MHz und 3,0V.
Der Einﬂuss der durch den μC bereitgestellten Energiestufen ist in Abbildung 2.18
erkennbar. Grundsa¨tzlich nimmt die Stromaufnahme mit steigender Energiestufe zu.
Wa¨hrend der Einﬂuss im Schlafmodus noch gering ist, verbrauchen die aktiven Modi
deutlich mehr Energie. Die Stromaufnahme von PL0 und PL3 unterscheidet sich um
rund 30%.
Die durchschnittliche Stromaufnahme des ADC diﬀeriert zwischen dem besten
und dem schlechtesten Knoten um 98% bei 3,0V und 33% bei 2,2V. Fu¨r die interne
Referenzspannungserzeugung ist der Unterschied mit 124%und 40%, noch gro¨ßer.
Diese hohe Abweichung liegt im Verbrauch des Schlafmodus begru¨ndet, welcher, wie
bereits dargelegt, fu¨r mache Knoten abnormal hoch ist.
Je nach Betriebsmodus unterscheiden sich die besten und die schlechtesten Kno-
ten in Bezug auf den Verbrauch des Funkmoduls um 5-10%. Eine Ausnahme ist
der Sendemodus mit 10dB, in dem einige Knoten mehr als der Median und andere
deutlich weniger als der Median verbrauchen. Somit liegt der Unterschied bei ∼44%
zwischen bestem und schlechtestem Knoten.
Bei genauerer Untersuchung wurde die Antenne als Ursache des Problems iden-
tiﬁziert, denn bei einigen Knoten war die Antenne lose. Diese Knoten hatten eine
deutlich geringere Stromaufnahme als angenommen. Als Antenne fungiert das in
Abbildung 2.15 b) zu erkennende Blech am Displayrand. Ein a¨hnliches Verhalten
ließ sich an Knoten feststellen, deren urspru¨ngliche Antenne durch eine einfache
drahtbasierte Antenne ausgetauscht wurde, die zusa¨tzlich die Reichweite merklich
erho¨hte. Allerdings sind diese modiﬁzierten Knoten nicht Teil der Messreihe.





schlechte“ Knoten gibt, also Knoten, die in allen Modi einen
geringeren beziehungsweise ho¨heren Verbrauch haben. Die Abbildungen 2.19 und
2.20 zeigen die durchschnittliche Stromaufnahme eines jeden Knotens (horizontal)
in jedem gemessenen Betriebsmodus (vertikal) im Verha¨ltnis zum Median u¨ber alle
Knoten. Die Farbintensita¨t verdeutlicht den Abstand zum Median, wobei ein
”
-“
(gru¨n) anzeigt, dass dieser Knoten besser ist als der Median u¨ber alle Knoten, und
ein ‘+“ (rot), dass er schlechter ist. Die Abbildungen zeigen, dass es Knoten gibt,
die ausnahmslos gut oder schlecht sind. Allerdings gilt dies nur fu¨r einen kleinen
Teil. Fu¨r die Mehrzahl der Knoten variieren gute und schlechte Modi. Es ist keine
Vorhersage mo¨glich, ob ein in einem Modus guter Knoten in einem anderen Modus
zwingend gut oder schlecht sein wird.
Die beobachteten Abweichungen und deren Abha¨ngigkeit von der Versorgungs-
spannung und Stromaufnahme ko¨nnen verschiedene Ursachen haben. Eine Abwei-
chung von den Datenblattwerten ist insbesondere im Schlafmodus durch die zusa¨tz-
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Abbildung 2.19: Durchschnittliche Stromaufnahme jedes Knotens (horizontal) in
einem Betriebsmodus (vertikal): Die Farbintensita¨t bestimmt den Abstand zum Me-
dian u¨ber alle Knoten. Ein ‘-“ zeigt an, dass dieser Modus weniger verbraucht als
der Median, und ein ‘+“ dass dieser mehr verbraucht. (Teil 1)
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Abbildung 2.20: Durchschnittliche Stromaufnahme jedes Knotens (horizontal) in
einem Betriebsmodus (vertikal): Die Farbintensita¨t bestimmt den Abstand zum Me-
dian u¨ber alle Knoten. Ein ‘-“ zeigt an, dass dieser Modus weniger verbraucht als
der Median, und ein ‘+“ dass dieser mehr verbraucht. (Teil 2)
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DRAHTLOSEN TIEF EINGEBETTETEN SYSTEMEN
lichen Bausteine zu erwarten. Allerdings verbrauchen rund 20% der Knoten deutlich
mehr Energie und haben ein deutlich ho¨heres σ. Der generelle Aufbau des Kno-
tens mit der Blechantenne kann hierfu¨r eine Ursache sein. Ein weiterer mo¨glicher
Einﬂussfaktor kann in unbemerkten Fehlern bei der Modiﬁkation der Knoten liegen.
Des Weiteren kann der taktgebende Quarz Fertigungsschwankungen unterliegen und
nicht die erwarteten 32kHz liefern. Werden die 19 vom sehr hohen Verbrauch betrof-
fenen Knoten aus den Daten entfernt und als defekt angenommen, verbessert sich
die Streuung der Knoten deutlich. Im Schlafmodus unterscheiden sich bei 3,0V der
schlechteste (4,15μA) und beste Knoten (2,1μA) nur noch um 64%, was zwar deut-
lich geringer, aber immer noch signiﬁkant ist. Diese Verbesserung triﬀt im selben
Maße auch auf alle anderen Modi zu, da die
”
defekten“ Knoten in den meisten Modi
die Ausreißer darstellen.
Vergleich zwischen Messungen und Datenblatt
Abbildung 2.21 zeigt die gemessene Stromaufnahme aller Knoten im Vergleich zu
den Datenblattwerten fu¨r 3,0V. Daten fu¨r 2,2V sind nicht verfu¨gbar. Die gemessene
Stromaufnahme wird mit den typischen Werten und, sofern angegeben, mit den
maximalen Werten des Datenblattes verglichen.
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Abbildung 2.21: Relative Abweichung der Messergebnisse von den durchschnittlichen
und maximalen Datenblattwerten bei 3,0V
Da bei den Knoten mehr externe Komponenten vorhanden sind als bei der Ermitt-
lung der Datenblattwerte, ko¨nnen deren Bedingungen nicht vollsta¨ndig nachgebildet
werden. Ein ho¨herer Verbrauch ist deshalb natu¨rlich und zu erwarten. Allerdings ist
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die Abweichung vom Datenblatt in den Schafmodi sehr hoch und weit gestreut. 20%
der Knoten konnten in der Abbildung nicht dargestellt werden, da sie ein Vielfaches
des Erwartungswertes verbrauchten. Im Vergleich mit der im Datenblatt angegebe-
nen maximalen Stromaufnahme beno¨tigen nur noch rund die Ha¨lfte der Knoten mehr
Strom im Schlafmodus. Allerdings fu¨hren die maximalen Werte zu einer deutlich zu
pessimistischen Abscha¨tzung des Verbrauchs in allen anderen Modi.
Fu¨r diese ist die Abweichung zwischen Messung und typischen Datenblattwerten
deutlich niedriger und liegt zum Teil unter den Erwartungswerten. Mit steigender
Stromaufnahme sinken die Streuung und die Zahl der Ausreißer.
Abha¨ngig vom Knoten ko¨nnen sich diese Abweichungen gegenseitig abschwa¨chen,
wie beispielsweise bei der Referenzspannungsgenerierung und dem ADC. Zwar be-
no¨tigt ref mehr Energie als erwartet, wird aber meist zusammen mit dem ADC
genutzt, sodass der ho¨here Verbrauch relativiert wird.
Einﬂuss der Abweichungen
Der Einﬂuss der gezeigten Abweichungen ha¨ngt davon ab, wie lange ein Knoten in
einem Modus verweilt. Ein Knoten, der die meiste Zeit schla¨ft und nur selten Nach-
richten u¨bermittelt, wird sta¨rker unter einer erho¨hten Stromaufnahme des Schlaf-
modus leiden als ein Knoten, der ha¨uﬁg lauscht und viele Nachrichten sendet.
Tabelle 2.8: Stromaufnahme vom Beispielknoten
Durchschnittliche Stromaufnahme in mA Aktive
Datenblatt Knoten A Knoten B Zeit ms
LPM3 sleep 0,0022 0,0027 0,0042 -
CPU@16Mhz 3,451 3,311 3,378 3
arc + ref 0,2522 0,225 0,224 0,2
Radio RX 16,0022 15,817 16,338 40
Radio TX@10dBm 33,0022 31,159 34,051 5
Um den mo¨glichen Einﬂuss zu demonstrieren, wurden die Verbrauchswerte zwei-
er zufa¨llig gewa¨hlter Knoten (keine Ausreißer) mit denen des Datenblattes in einer
theoretischen zyklischen Messanwendung verglichen. Wa¨hrend der aktive Energie-
verbrauch gleich bleibt, a¨ndert sich der Anteil des Schlafmodus mit der Periode.
Tabelle 2.8 zeigt die gemessene Leistungsaufnahme der beiden Knoten und des Da-
tenblatts zusammen mit dem zeitlichen Verhalten, das zur Konstruktion des Ver-
brauchsmodells der Anwendung genutzt wurde.
Der Unterschied zwischen der Annahme, basierend auf Datenblattwerten und
tatsa¨chlichen Verbrauchswerten, ist in Abbildung 2.22 mit einer variablen Periode
dargestellt. Wa¨hrend Knoten A bis zu einer Periode von einer Minute minimal we-
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Abbildung 2.22: Prozentuale Abweichung des angenommenen vom tatsa¨chlichen Ver-
brauch bei unterschiedlichen Applikationsperioden
niger als angenommen verbraucht, beno¨tigen beide Knoten bei steigender Periode
mehr Energie, als nach den Werten des Datenblattes erwartet. Dies ist im sinkenden
Einﬂuss der zum Teil weniger als erwartet verbrauchenden aktiven Modi begru¨ndet,
da der Schlafmodus mit steigender Periode immer dominanter wird. Obwohl die ab-
solute Abweichung bei Knoten B im Schlafmodus nur bei rund 2μA liegt, wirkt sich
dieser Wert im Betrieb mit einer Abweichung von bis zu 80% aus. Das zeigt, dass
auch eine sehr kleine Abweichung zu großen Vera¨nderungen fu¨hren kann.
Als Konsequenz werden die Vorhersagen, welche auf dem Datenblatt basieren,
umso ungenauer, je mehr Energie der Entwickler zu sparen versucht.
2.3.3 Mo¨gliche Konsequenzen
Folgt man der Vision der Sensornetze, die aus tausenden billigen Knoten bestehen
sollen, erscheint es nicht als angemessen, den Netzwerkentwickler mit der Messung
eines jeden einzelnen Knotens zu belasten. Um das zu vermeiden, ko¨nnte der Kno-
tenhersteller Garantien u¨ber einen maximalen Verbrauch geben, was sich durch eine
sorgsame Auswahl der Komponenten und Testen jedes Knotens realisieren ließe.
Allerdings wu¨rde das die Herstellungskosten deutlich erho¨hen. Das steht im Wi-
derspruch zum Ziel, Hardware mo¨glichst gu¨nstig zu produzieren. Eine alternative
Mo¨glichkeit ist die Nutzung pessimistischer Abscha¨tzungen und Energiemodelle, die
eine mo¨glichst große Anzahl an Knoten abdecken. Zusa¨tzlich muss adaptives Ener-
giemanagement betrieben werden, um gro¨ßere Abweichungen wa¨hrend des Betriebes
auszugleichen.
Neue Technologien ko¨nnen den Energieverbrauch im Schlafmodus zuku¨nftig re-
duzieren. So ist es denkbar, Mikrocontroller mit NVRAM Technologie [147, 148]
auszustatten, was in Kombination mit nA Wake-up Timern z. B. [149] das Abschal-




In diesem Kapitel wurden die Einﬂussfaktoren auf die Energieversorgung und den
Energieverbrauch in drahtlosen tief eingebetteten Systemen betrachtet. Dabei wur-
de deutlich, dass nicht nur die Software mit ihrem unterschiedlichen Verhalten bei
der Steuerung von Kommunikation und Datenerfassung einen Einﬂuss auf den Ver-
brauch hat, sondern auch die Hardware selbst. Die aus einer Batterie entnehmbare
Energiemenge ha¨ngt sowohl von der Chemie der Zellen ab, als auch von der Um-
gebungstemperatur und dem Entladeverhalten. Durch Fertigungsschwankungen auf
der einen Seite und eine Verwendung von Spannungswandlern auf der anderen Seite
kann der tatsa¨chliche Energieverbrauch des eingebetteten Systems vom erwarteten
Verbrauch abweichen. In einer Messreihe wurden die Schwankungen fu¨r einen Typ
Sensorknoten quantiﬁziert und gezeigt, inwieweit Annahmen auf Basis das Daten-
blatts mit den mit den tatsa¨chlichen Werten u¨bereinstimmen.
Diese Faktoren mu¨ssen durch ein Energiemanagement adressiert werden. Hier-
zu mu¨ssen der Verbrauch erfasst und Abweichungen durch U¨berwachung der Bat-
teriekapazita¨t festgestellt werden, um im Bedarfsfall durch geeignete Maßnahmen
steuernd einzugreifen.
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Die Energiespeicher stellen einen limitierenden Faktor fu¨r die Laufzeit und damit fu¨r
die Leistung drahtloser tief eingebetteter Systeme dar. Im Allgemeinen werden zur
Versorgung Batterien und Akkumulatoren eingesetzt, da diese eine vergleichsweise
hohe Energiemenge speichern ko¨nnen und so eine Versorgung u¨ber einen la¨ngeren
Zeitraum ermo¨glichen. Wie in Kapitel 2.1.1 dargelegt, unterliegen Batterien und
Akkumulatoren allerdings nichtlinearen Eﬀekten, welche die Kapazita¨t einer Zelle
von deren Verwendung abha¨ngig machen. Das kann dazu fu¨hren, dass die entnehm-
bare Energiemenge deutlich von der Herstellerspeziﬁkation abweicht. Hinzu kommt
eine Temperaurabha¨ngigkeit. Letzteres kann gerade bei tief eingebetteten Systemen
problematisch sein, die Umweltbeobachtungen durchfu¨hren, denn sie sind den Um-
weltbedingungen voll ausgesetzt.
Sinkt die Spannung der Batterie oder eines Akkumulators temperaturbedingt
unter einen Wert, der vom System verarbeitet werden kann, kann das System aus-
fallen. Eine U¨berwachung des Ladezustands ist somit notwendig, um gegebenenfalls









Abbildung 3.1: Abstrakte Regelungsschleife zur Steuerung der Anwendung auf
Grundlage des Batteriezustandes
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Abbildung 3.1 stellt den grundsa¨tzlichen Ansatz zur Steuerung der Anwendung
auf Grundlage des Batteriezustandes dar. Die Anwendung verbraucht durch Nutzung
der Gera¨te des eingebetteten Systems Energie der Batterie. Dies wird vom System
observiert und fu¨hrt gegebenenfalls zur Anpassung der Anwendung.
In diesem Kapitel wird ein neuer erweiterter Ansatz fu¨r die Erfassung des Lade-
zustandes vorgestellt, denn diese Information ist vital fu¨r ein Energiemanagement,
um den Verbrauch des Systems steuern zu ko¨nnen. Wie in Kapitel 1 motiviert, ist
es fu¨r Anwendungen mitunter nicht zielfu¨hrend, eine mo¨glichst lange Standzeit zu
erreichen. Fu¨r derartige Anwendungen ist das Erreichen einer vorgegebenen Laufzeit
notwendig. Eine solche Vorgabe ermo¨glicht es, die verbleibende Energie so einzutei-
len, dass diese bis zum Laufzeitziel ausreicht und dadurch eine mo¨glichst homogene
Anwendungsqualita¨t erreicht wird.
3.1 Problembeschreibung
Jedwede Aktivita¨t eines drahtlosen tief eingebetteten Systems verbraucht Energie.
Die daraus entstehende Auswirkung auf die Energiequelle ist jedoch nicht notwen-
digerweise sofort beobachtbar. Es bietet sich daher an, die in der Quelle verblei-
bende Energie nicht kontinuierlich, sondern in diskreten Intervallen zu ermitteln.
Die gewu¨nschte Lebenszeit eines Systems la¨sst sich hierzu in T diskrete Zeitschritte
einteilen. Dabei ist Zeitschritt T − 1 das Ziel, dessen Ende erreicht werden muss.
Um ein festgelegtes Lebenszeitziel zu erreichen, muss die zur Verfu¨gung stehende
Energie verwaltet werden. Dazu beno¨tigt der Energiemanager die Information u¨ber
die verbleibende Energie E(t) in einem speziﬁschen Zeitschritt t. Die in jedem fol-
genden Zeitschritt verfu¨gbare Energie la¨sst sich, wie in Abbildung 3.2 dargestellt,












In diesem Zeitschritt verfügbare Energie
E(t)
t T
Abbildung 3.2: Ermittlung der in einem Zeitschritt zur Verfu¨gung stehenden Energie
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Allerdings ist die Information u¨ber den Ladezustand und damit der verbleibenden
Energie bei galvanischen Zellen ein nichttriviales Problem. Andere Energiespeicher
wie Superkondensatoren verhalten sich linearer und eine Aussage u¨ber den Ladezu-
stand ist einfacher.
3.2 Stand der Technik
Techniken zur Ermittlung des Ladezustandes von Batterien und Akkumulatoren las-
sen sich grob in drei Bereiche einteilen. Hardware-basierte Ansa¨tze (Kapitel 3.2.1)
nutzen dedizierte Batteriemanagement-Co-Prozessoren. Modell-basierte Ansa¨tze (Ka-
pitel 3.2.2) verwenden unter anderem physikalische oder stochastische Batteriemo-
delle, um das Verhalten der Batterie nachzubilden. Messbasierte Ansa¨tze (Kapitel
3.2.3) nutzen beispielsweise aufgezeichnetes Entladeverhalten.
Im Folgenden werden Vertreter der jeweiligen Bereiche vorgestellt und hinsichtlich
ihrer Kosten und ihres Nutzens bewertet.
3.2.1 Hardware-basierte Ansa¨tze
Hardware-basierte Ansa¨tze verursachen immer eine Erho¨hung der Fertigungskos-
ten und Komplexita¨t des Systems. Zusa¨tzlich verbrauchen sie Energie, was bei der
Auswahl bedacht werden muss. Ihr Vorteil ist allerdings, dass nahezu kein Verarbei-
tungsaufwand durch Software anfa¨llt, da alle Berechnungen direkt durch Hardware
erfolgen.
Smart Battery und Ladezustandsmesser
Diese Klasse von Co-Prozessoren wird oftmals direkt im Batteriepack eingesetzt und
verbleibt dort. Das ist insbesondere dann sinnvoll, wenn der Co-Prozessor in der La-
ge ist, das Alter und den Gesundheitszustand des Akkumulators zu erfassen. Das
Smart Battery System (SBS)1 bezeichnet dabei keine einzelne Hardwarelo¨sung, son-
dern vielmehr einen in den Advanced Conﬁguration and Power Interface (ACPI)2 in-
tegrierten Standard, um einem Betriebssystem Informationen u¨ber den Ladezustand
und Verbrauch geben zu ko¨nnen. Fu¨r diesen Zweck werden Batteriemanagement-Co-
Prozessoren eingesetzt, welche u¨ber einen spezialisierten Bus3 angesprochen werden.
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Um den Ladezustand zu ermitteln, nutzen solche Co-Prozessoren den Spannungs-
abfall an einem Messwiderstand durch einen integrierten Analog-Digital-Wandler
und erfassen so die entnommene und die geladene Energiemenge. Dieses Prinzip
wird auch als sogenannte Coulomb-Za¨hlung bezeichnet. Ein solches Verfahren hat
allerdings Nachteile, was die Auﬂo¨sung und die Bandbreite betriﬀt. Je nach verwen-
detem Widerstand liegt die kleinste zu erfassende Einheit im Bereich von einigen
Milliampere. Das macht solche Co-Prozessoren fu¨r tief einbettete Systeme unat-
traktiv, die nur einen geringen Stromverbrauch besitzen, da dort ein Bereich von
wenigen Mikroampere bis hundert Milliampere verwendet wird. Ein weiterer limi-
tierender Faktor ist die Samplingfrequenz des AD-Wandlers, denn diese bestimmt,
wie schnell A¨nderungen im Verbrauch erfasst und beru¨cksichtigt werden ko¨nnen.
Zusa¨tzlich entstehen durch den Co-Prozessor Energiekosten im Bereich von hundert
Mikroampere, die deutlich u¨ber den Kosten fu¨r den Schlafzustand eines drahtlosen
tief eingebetteten Systems liegen. Der große Vorteil dieses Verfahrens ist allerdings,
dass neben den Informationen u¨ber den Ladezustand die verbrauchte Energiemenge
erfasst wird und sich dieser Wert fu¨r das Energiemanagement nutzen la¨sst. Bei der
reinen Coulomb-Za¨hlung mu¨ssen die Parameter der Batterie bekannt sein. Zusa¨tzlich
muss periodisch Aufwand fu¨r eine Rekalibrierung betrieben werden [150].
Es gibt verschiedene Co-Prozessoren fu¨r unterschiedliche Akkumulatortypen. Al-
lerdings werden meist nur ein oder zwei Typen von einem System vollsta¨ndig unter-
stu¨tzt. Die Berechnung des Ladezustands wird nicht von allen Gera¨ten durchgefu¨hrt,
insbesondere nicht von reinen Coulomb-Za¨hlern, sondern teilweise dem Hostsystem
u¨berlassen, wie beispielsweise beim Smart Battery Monitor DS2438 [151]. Im Ge-
gensatz dazu berechnet der Ladezustandsanzeiger BQ26500 [152] zusa¨tzlich den La-
dezustand fu¨r Li-Ion and Li-Pol Akkumulatoren.
MAX17043
Im Unterschied zu den anderen Co-Prozessoren erfasst der MAX17043 [153] nicht die
Lade- und Entladeaktivita¨t, sondern nutzt die Spannung, um den Ladezustand eines
Li-Ion-Akkumulators zu bestimmen. Dabei werden spezielle Algorithmen verwendet,
die sich durch einen Kompensationsparameter in eingeschra¨nktem Maße anpassen
lassen, wobei die notwendigen Informationen fu¨r dessen Berechnung nicht frei ver-
fu¨gbar sind. Die Spannung zu u¨berwachen hat den Vorteil, dass Ungenauigkeiten
durch die eingeschra¨nkte Auﬂo¨sung des Messverfahrens umgangen werden ko¨nnen.
Allerdings ist damit auch keine Information u¨ber den Energieverbrauch verfu¨gbar.
Ein weiterer Vorteil ist, dass das System in einen Schlafzustand wechseln kann, wenn
aktuell keine Daten beno¨tigt werden, ohne dass wie bei den schon vorgestellten Sys-
temen Informationen verloren gehen.
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Abbildung 3.3: Experiment mit MAX17043 zur Ermittlung des Ladezustandes
Abbildung 3.3 zeigt den Ladezustand und die Spannung eines im Rahmen die-
ser Arbeit durchgefu¨hrten Experimentes mit einem MAX17043. Dabei wurde ein
110mAh Li-Ion-Akkumulator [154] innerhalb von 52 Stunden entladen. Der Span-
nungsverlauf des Akkumulators ist weitgehend linear, allerdings fa¨llt die Spannung
gegen Ende stark ab. Im Vergleich mit der eingezeichneten Ideallinie zeigt sich, dass
der Ladezustand zwar nicht exakt ermittelt wurde, aber trotz Abweichungen hin-
reichend genau und ohne starke Schwankungen abgebildet wurde. Vera¨nderungen in
der Spannung schlugen sich direkt im Ladezustand nieder, wobei insbesondere der
Spannungsabfall gegen Ende nur geringe Auswirkungen hatte.
3.2.2 Modell-basierte Ansa¨tze
Es existiert eine Vielzahl an Ansa¨tzen, die das Verhalten galvanischer Zellen nach-
bilden, um so den Ladezustand zu ermitteln. Dies geschieht auf unterschiedlichste
Weise und mit verschiedener Komplexita¨t. Allen gemein ist, dass sie einen hohen
Aufwand erfordern, der die meisten tief eingebetteten Systeme u¨berfordert. Dadurch
sind diese Ansa¨tze in der Regel ungeeignet.
Physikalische Ansa¨tze
Diese Art der Modelle bildet das Verhalten von Batterien und Akkumulatoren am
genausten nach. Allerdings ist der zu betreibende Aufwand sehr hoch und die Mo-
delle beno¨tigen viele Parameter, die zum Beispiel die Struktur oder die chemische
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Zusammensetzung der Zellen beschreiben. In [155] wird ein elektrochemisches Mo-
dell genutzt, um eine Lithium-Polymer-Zelle zu simulieren. Li-Ion-Akkumulatoren
ko¨nnen, wie in [156] beschrieben, simuliert werden.
A¨quivalenz-Schaltungen
Ansa¨tze, die auf A¨quivalenz-Schaltungen basieren, modellieren das Verhalten von
Batterien abstrakt mithilfe elektrischer Bauteile, wie Kapazita¨ten, Widersta¨nden
und Spannungsquellen. Daneben ko¨nnen je nach Anforderung auch Tabellen mit
vorher ermittelten Werten verwendet werden. Der Aufwand dafu¨r ist geringer als
bei physikalischen Modellen. Die Modelle ko¨nnen sowohl kontinuierlich wie bei [157]
als auch diskret wie bei [158] sein. Zur Verbesserung der Genauigkeit wird in [159]
ein hybrides Modell mit Kalman-Filter verwendet.
Stochastische Ansa¨tze
In [160] und erweitert in [161] werden diskrete transiente stochastische Prozesse ge-
nutzt, um Entladung und Erholung einer Zelle bei pulsfo¨rmiger Last abzubilden.
Zwar ist der Berechnungsaufwand geringer als bei den vorhergehenden Modellen, al-
lerdings mu¨ssen notwendige Parameter wie die Sta¨rke der Erholung und die nominale
Kapazita¨t der Zelle durch physikalische Simulation ermittelt werden.
Neuronale Netze
Ku¨nstliche neuronale Netze ko¨nnen wie in [162] und [163] genutzt werden, um nach
einer Trainingsphase aus Spannung, Temperatur und Last den Ladezustand zu er-
mitteln. Sie ko¨nnen dadurch fu¨r unterschiedliche Zellentypen eingesetzt werden, was
sie im Vergleich zu den anderen Modell-basierten Ansa¨tzen ﬂexibler macht. Die Kom-
plexita¨t und der Laufzeitaufwand ha¨ngen dabei stark von der Anzahl der fu¨r das
Modell notwendigen Neuronen ab.
Fuzzylogik
Fuzzylogik la¨sst sich, wie beispielsweise in [164] diskutiert, nutzen, um gesammelte
Daten zu analysieren und so Modelle zur Vorhersage des Ladezustands zu gene-
rieren. In [165] wurde mithilfe von Fuzzylogik aus Impedanz und Spannungsdaten
ein Modell fu¨r Li-Ion Akkumulatoren entwickelt, das in der Lage ist, die Anzahl
verbleibender Pulse eines mobilen Deﬁbrillators vorherzusagen.
Analytische Modelle
Der Ansatz in [166] nutzt ein analytisches Modell physikalischer Gesetze, um den
Ladezustand zu prognostizieren. Hierfu¨r werden zwar nur zwei Parameter beno¨tigt,
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allerdings mu¨ssen diese in umfangreichen Messungen mit realen Batterien bei unter-
schiedlichen Belastungen ermittelt werden. Ein ebenfalls auf Daten aus Messreihen
basierender Ansatz wird in [167] gezeigt. Dieser ist fu¨r Sensorknoten mit Energiege-
winnung aus der Umwelt gedacht und beru¨cksichtigt Lade- und Entladeverhalten.
Verglichen mit den anderen Modellen ist die Komplexita¨t geringer, aber auch die
Genauigkeit.
3.2.3 Messbasierte Ansa¨tze
Messbasierte Ansa¨tze nutzen observierbare Parameter einer Zelle, um auf den La-
dezustand zu schließen. Der am einfachsten zu ermittelnde Parameter ist hierbei die
Spannung, welche sich ohne zusa¨tzliche Hardware erfassen la¨sst. Jeder Typ von Bat-
terie und Akkumulator weist, wie in Kapitel 2.1.1 beschrieben, eine charakteristische
Spannungskurve auf, mit deren Hilfe man Ru¨ckschlu¨sse auf die verbleibende Ladung
ziehen kann. Zusa¨tzlich kann bei dieser Art von Ansa¨tzen die Umgebungstemperatur
einbezogen werden.
Tabellenbasierte Ansa¨tze
Eine einfache Mo¨glichkeit, den Ladezustand zu bestimmen, ist die Nutzung aufge-
zeichneter Daten. Damit vergleicht man die gemessene Spannung. In [21] wird dieser
Ansatz verfolgt. Eine Tabelle im System gibt Auskunft u¨ber den Ladezustand bei
einem bestimmten Spannungswert. Nachteile sind der zusa¨tzlich erforderliche Spei-
cherplatz, fehlerhafte Vorhersagen und der Aufwand, denn diese Form basiert auf
der Erstellung einer Spannungskurve. Da diese, wie in Abbildung 2.6 auf Seite 14
dargestellt, eine Phase von nahezu linearem und sehr geringem Spannungsabfall ent-
ha¨lt, mu¨ssen die Daten sehr genau sein, da andernfalls nur eine schlechte Vorhersage
mo¨glich ist. Zusa¨tzlich ist diese Kurve durch die nicht-linearen Eﬀekte nur bedingt
fu¨r andere Temperaturen und Lastverhalten aussagekra¨ftig. Um diese Probleme zu
kompensieren, wurden die Daten in [168] um den zu erwartenden Fehler erga¨nzt. So
lassen sich wichtige Entscheidungen verschieben und der Einﬂuss der Ungenauigkei-
ten verringern.
Verbauchserfassung
Wie bei manchen Co-Prozessoren, die nur die Lade- und Entladeaktivita¨t observie-
ren, ist es mo¨glich, den Verbrauch rein in Software abzuscha¨tzen und so mithilfe
der erwarteten Batteriekapazita¨t den Ladezustand abzuscha¨tzen. In [169] geschieht
dies abstrakt auf der Ebene ganzer Programmteile. Deren Ausfu¨hrung wird geza¨hlt
und der Systemverbrauch anschließend durch vorher ermittelte (im Allgemeinen also
gemessene) Energiekosten abgescha¨tzt. Die Zeit, in der die Hardwarekomponenten
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aktiv sind, wird fu¨r TinyOS in [170] und fu¨r Contiki in [171] genutzt, um so den
Verbrauch genauer zu erfassen. Basis sind auch hier gemessene Werte des Energie-
verbrauchs der jeweiligen Komponenten. Dieser Ansatz wird in [172] um Einﬂussfak-
toren der Spannung erweitert, wie die Abha¨ngigkeit bestimmter Komponenten und
die Eﬃzienz von Spannungsreglern. Die Genauigkeit eines solchen Verfahrens ist
von der Genauigkeit der Abscha¨tzung der in der Batterie enthaltenen Energiemenge
abha¨ngig, da keiner der auftretenden Eﬀekte betrachtet wird.
Spannungsvorhersage
In [23] wurden fu¨r die Vorhersage der Spannung die Begriﬀe zielorientiertes Energie-
management und Spannungsbudget im Kontext der Sensornetze eingefu¨hrt. Der ent-
wickelte Ansatz sieht das System und seine Teile als Regelungsschleife. Die Schleife
des Batteriemanagements versucht, die tatsa¨chliche Spannung einer durch stu¨ckwei-
se Linearisierung berechneten Spannung anzugleichen. Dazu werden Schlafphasen in
den Programmablauf eingefu¨gt. Dabei erfolgt die Berechnung der Schlafphasen als
Optimierungsproblem auf einem angeschlossenen PC. Mit dieser Herangehensweise
wird zwar keine Aussage u¨ber den Ladezustand getroﬀen, allerdings wird das Errei-
chen des Lebenszeitziels durch Adaption der Anwendungsperiode ermo¨glicht, ohne
dass der tatsa¨chliche Verbrauch oder die Spannungskurve bekannt sein mu¨ssen.
Sonstige
Eine Aussage u¨ber den nahen Entladeschluss einer Zelle wird in [173] mithilfe des
Spannungsunterschiedes zwischen Belastung und Ruhe getroﬀen. Dieser steigt mit
sinkender Restenergie. Informationen u¨ber den Ladezustand sind somit nur begrenzt
mo¨glich. Andere Ansa¨tze ko¨nnten jedoch von einer genaueren Vorhersage des Ent-
ladeschlusses proﬁtieren.
3.2.4 Zusammenfassung der Ansa¨tze
Wie Tabelle 3.1 zeigt, haben alle Ansa¨tze, die den Ladezustand ermitteln, Vor- und
Nachteile. Die Bewertung erfolgt dabei nach einem mehrteiligen Maßstab: sehr gut
(++), gut (+), neutral (o), schlecht (-) und sehr schlecht (--). Bei den Hardware-
basierten Ansa¨tzen wirken die hohen Kosten und der Energieverbrauch nachteilig.
Modellbasierte Ansa¨tze leiden unter ihrer Komplexita¨t und dem Aufwand fu¨r die
Vorbereitung. Einzig messbasierte Ansa¨tze sind leichtgewichtig genug, um fu¨r tief
eingebettete Systeme geeignet zu sein. Insbesondere die Spannungsvorhersage mit-
hilfe von Linearisierung scheint geeignet, obwohl sie keine Aussage u¨ber den exakten
Ladezustand triﬀt, sondern nur eine Steuerung des Verbrauchs ermo¨glicht, sodass
das Lebenszeitziel erreicht wird.
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Flexibilita¨t - - -- -- -- + o o o ++ ++
Genauigkeit + + ++ o + o o + - -- o
Kosten -- - ++ ++ ++ ++ ++ ++ ++ ++ ++
Energieverbrauch -- o ++ ++ ++ ++ ++ ++ + ++ +
Vorbereitung ++ ++ -- - - -- -- -- - - ++
Laufzeitaufwand + ++ -- - o o o - ++ ++ +
3.3 Hinweis-basiertes Entlademanagement
Der im Folgenden vorgestellte Ansatz des Hinweis-basierten Entlademanagements ist
von [23] inspiriert. Es nutzt auch den Spannungsabfall als Kontrollwert, verwendet
aber weder explizite Regelungstechnik noch steuert es das Anwendungsverhalten di-
rekt. Stattdessen nutzt es einfache Linearisierungen und ein Hinweissignal. Letzteres
stellt eine Abstraktion dar, um einen geeigneten Energiemanager u¨ber eine etwaige
notwendige Anpassung des Energieverbrauchs zu informieren.
Um die genannten Schwierigkeiten bei der Ermittlung der verfu¨gbaren Energie-
menge E(t) zu u¨berwinden, nutzt der hier vorgestellte Ansatz die gemessene Span-
nung Vm(t) als Kontrollwert. Informationen u¨ber die aktuelle Spannung sind auf
nahezu jeder Plattform verfu¨gbar und erfordern wenig bis gar keinen Hardware-
Mehraufwand. Trotz der eher schlechten Korrelation zwischen Spannung und ver-
fu¨gbarer Kapazita¨t eignet sich der Spannungsabfall dennoch dazu, Informationen
u¨ber den Ladezustand zu gewinnen.
Abbildung 3.4 zeigt das System als abstrakte Regelungsschleife, in der das Entla-
demanagement als Regelung fungiert. Ein signiﬁkanter Unterschied zwischen ange-
nommener Spannung Vref und gemessener Spannung Vm fu¨hrt zu einem Hinweis an
den Energiemanager, der daraufhin das Energieproﬁl der Anwendung anpasst. Das
fu¨hrt zu einer Vera¨nderung des Spannungsverlaufs, auf welche das System wiederum
reagiert.
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Abbildung 3.4: Abstrakte Regelungsschleife des Entlademanagements mit Nutzung
einer Batterie als Energiequelle inklusive Energiemanagement und Anwendung
Das Batteriemanagement besteht aus zwei wesentlichen Teilen, der Versorgungs-
spannungsbeobachtung (VSB) und dem abstrakten Batteriemodell (ABM). Nur die
VSB ist zwingend notwendig. Sie kann sowohl direkt einen Hinweis an den Energie-
manager geben als auch dem ABM den gesamten internen Zustand zur Verfu¨gung
stellen. Dies dient zur Vera¨nderung des Hinweises durch das ABM, wenn ein be-
stimmtes Verhalten der Batterie bekannt ist. Der Energiemanager, der den Energie-
verbrauch des Systems und der Anwendung aufgrund des Hinweises anpasst, ist nicht
Teil des Batteriemanagements und kann unterschiedliche Charakteristiken besitzen,
beispielsweise eine einfache Anpassung eines Arbeitszyklus oder ein komplexeres
Verhalten umsetzen.
3.3.1 Versorgungsspannungsbeobachtung
Die VSB u¨berwacht die gemessene Spannung Vm(t) und vergleicht sie mit der be-
rechneten Referenzspannung Vref (t) (siehe unten). Eine obere U(t) oder untere L(t)
Schranke stellt den tolerierten Unterschied zwischen angenommener und gemesse-
ner Spannung dar. Werden diese u¨berschritten, erzeugt die VSB einen Hinweis.
Die Schranken werden wie in den Formeln 3.1 und 3.2 dargestellt als Anteil des
verbleibenden Spannungsbudgets, also die verbleibende Spannung bis zur Entlade-
schlussspannung, berechnet. Dabei wird die Gro¨ße des Anteils durch vordeﬁnierte
Konstanten B+ und B− festgelegt und es gilt Vref (0) = Vm(0).
U(t) = Vref (t) + (Vref (t)− Vcutoff ) ∗B+ (3.1)
L(t) = Vref (t)− (Vref (t)− Vcutoff ) ∗B− (3.2)
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In jedem Zeitschritt wird ein Spannungsabfall um ΔV (t) angenommen. ΔV (t)
berechnet sich aus dem verbleibenden Spannungsbudget und Zeitschritten (Formel
3.3). ΔV (t) wird nur neu berechnet, wenn U(t) oder L(t) verletzt wurden.
ΔV (t+ 1) =
⎧⎪⎨
⎪⎩
ΔV (t) L(t) < Vm(t) < U(t)
Vm(t)− Vcutoff
T − t sonst
(3.3)
Vref (t + 1) repra¨sentiert die angenommene Spannung zum na¨chsten Zeitschritt.
Wenn eine Schranke u¨berschritten wurde, berechnet sie sich wie in Formel 3.4 be-
schrieben aus der gemessenen Spannung, andernfalls aus der angenommenen Span-
nung des aktuellen Zeitschrittes.
Vref (t+ 1) =
⎧⎨
⎩
Vref (t)−ΔV (t) L(t) < Vm(t) < U(t)
Vm(t)−ΔV (t) sonst
(3.4)
Wenn U(t) oder L(t) verletzt wurden, muss der Energieverbrauch angepasst wer-
den. Die VSB berechnet den Hinweis H(t), um anzuzeigen, wie stark die Schranke
verletzt wurde (siehe Formel 3.5). Der Hinweis wird dabei zum na¨chsten Ganzzahl-





L(t)− Vref (t) Vm(t) < L(t)
Vm(t)− Vref (t)
U(t)− Vref (t) Vm(t) > U(t)
0 sonst
(3.5)
Das Verhalten des Systems ist beispielhaft in Abbildung 3.5 dargestellt. Im zwei-
ten Zeitschritt sinkt die Spannung unter L(t), woraufhin ein Hinweis generiert und
ΔV (t) angepasst wird. In dieser Darstellung fu¨hrt der Hinweis zu einer Anpassung











Abbildung 3.5: Systemverhalten mit durch Unterschreitung der Schranke ausgelo¨ster
Neuberechnung von ΔV (t) und Anpassung des Energieverbrauchs
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Notwendige Parameter fu¨r die Konﬁguration der VSB sind die Kostanten B+ und
B−, die La¨nge und Zahl der Zeitschritte und die Entladeschlussspannung Vcutoff .
Wa¨hrend letztere systemabha¨ngig ist, deﬁnieren die Konstanten und die Anzahl der
Zeitschritte die Reaktionsfa¨higkeit des Systems. Zur Laufzeit ist die VSB nur von
Vm und t abha¨ngig.
3.3.2 Abstraktes Batteriemodell
Wenn nur das Hinweissignal der VSB zur Anpassung des Verbrauchs genutzt wird,
wird mo¨glicherweise bei der Nutzung von Batterien oder Akkumulatoren nicht die
gewu¨nschte Anwendungsqualita¨t erreicht. So wu¨rde der starke Spannungsabfall in
der ersten Phase des Spannungsverlaufs (vgl. Phase A in Abbildung 2.6, Seite 14) zu
einem negativen Hinweissignal in den ersten Zeitschritten fu¨hren, woraufhin weniger
Arbeit vom System geleistet wu¨rde, bis positive Hinweise das negative wieder aus-
gleichen. Um die Qualita¨t der Hinweise und somit die allgemeine Anwendungsquali-
ta¨t zu verbessern, ist es sinnvoll, einfache Informationen u¨ber das Batterieverhalten
einzubeziehen.
Nimmt man ein Entladeverhalten wie in Abbildung 2.6 dargestellt an, passt das
ABM durch einfache Regeln die Hinweise an dieses Verhalten an:
• Um negative Hinweissignale durch den starken Spannungsabfall in Phase A zu
verhindern, wird dieser in den ersten Zeitschritten ignoriert.
• Zusa¨tzlich ist es mo¨glich, dass eine Batterie schon zu Beginn der Laufzeit nicht
mehr die volle Kapazita¨t besitzt. Wenn die initiale Spannung unter der zur
erwartenden Spannung liegt, kann das ABM ein entsprechendes Hinweissignal
generieren.
• Wenn das verbleibende Spannungsbudget nur noch klein ist (Phase C), wer-
den negative Hinweise versta¨rkt, wohingegen positive verringert werden. So
kann sichergestellt werden, dass die Spannung nicht unter die Entladeschluss-
spannung fa¨llt. In den letzten Zeitschritten werden positive Hinweise ga¨nzlich
ignoriert, da ein erho¨hter Verbrauch in dieser Phase zu einem sehr schnellen
Spannungsabfall fu¨hren kann.
• Versta¨rkt sich in den letzten Zeitschritten der Spannungsabfall, ko¨nnen nega-
tive Hinweise gegeben werden.
• Im Laufe der Entwicklung durchgefu¨hrte Experimente haben gezeigt, dass ne-
gative Hinweise der VSB im Falle von Sto¨rungen, z. B. aufgrund sinkender
Temperatur, nur sehr langsam wieder ausgeglichen werden. Dies kann im Fall
von sich wiederholenden Sto¨rungen zu einer kontinuierlichen Verringerung des
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Energieverbrauchs fu¨hren. Um die Reaktivita¨t zu erho¨hen, werden die Hinweise
aufsummiert. A¨nderungen in der Richtung des Hinweissignals werden entspre-
chend versta¨rkt und fu¨hren zu einer schnelleren Konvergenz in Richtung des
Verbrauchs, der urspru¨nglich bei t0 festgelegt wurde.
• Da nach einem negativen Hinweis der Erholungseﬀekt zu einer steigenden
Spannung fu¨hren kann, wu¨rde im na¨chsten Zeitschritt wahrscheinlich ein posi-
tiver Hinweis erzeugt. Um eine insbesondere bei Knopfzellen beobachtete Os-
zillation zu verhindern, wird ein positiver Hinweis verringert, wenn er direkt
im Anschluss an einen negativen Hinweis auftritt.
Die Erkennung der Phasen ist vom Verhalten der Zelle abha¨ngig und kann auf
verschiedene Weise erfolgen. Neben ﬁxen Zeit- oder Spannungsgrenzen (vergleiche
tabellenbasierte Ansa¨tze) kann bei Zellen mit charakteristischer Entladekurve (ver-
gleiche Abbildung 2.6), beispielsweise Alkaline, eine Vera¨nderung im Spannungsab-
fall als Phasenwechselpunkt genutzt werden. Ein Abﬂachen des Abfalls in Phase A
zeigt den U¨bergang zu Phase B, wohingegen ein steigender Abfall einen Wechsel in
Phase C andeutet.
3.4 Evaluation
Das vorgestellte System wurde in C++ fu¨r das Betriebssystem Reflex [62] imple-
mentiert. Die Zielplattform war der eZ430-Chronos von Texas Instruments [144]. Es
wurden verschiedene Szenarien entworfen, um die verschiedenen Bestandteile und
deren Verhalten zu evaluieren. Die verwendete Anwendung entspricht einem verein-
fachten Sense&Send-Verhalten von Sensornetzen. Periodisch werden Funknachrich-
ten mit Statusinformationen an einen PC gesendet und der Rest der Zeit in einem
energiesparenden Schlafzustand verbracht. Der integrierte Analog-Digital-Wandler
des Systems wurde zur Erfassung der Batteriespannung genutzt. Die Reaktion der
Anwendung auf etwaige Hinweissignale erfolgte durch Anpassen des Anwendungsin-
tervalls.
Fu¨r die Experimente wurden verschiedene Parameter und Laufzeiten genutzt.
Die Parameter wurden empirisch durch Experimente (siehe Experiment 1) bestimmt
und abha¨ngig von der Energiequelle ausgewa¨hlt. Da Experimente mit realistischem
Energieverbrauch und somit Laufzeiten von mehreren Monaten nicht praktikabel
sind, wurden abha¨ngig von der Energiequelle mo¨glichst kleine Anwendungsinter-
valle gewa¨hlt. Der resultierende Verbrauch verku¨rzte die Dauer der Experimente
entsprechend.
Die Parameter des VSB und des ABM wurden mit dem Ziel gewa¨hlt, das Le-
benszeitziel zu erreichen und mo¨glichst die verfu¨gbare Energsie auszunutzen. Letz-
teres ist allerdings nachrangig. Dies schla¨gt sich insbesondere in der Dimensionierung
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der Faktoren B+ und B− zur Berechnung der Schranken nieder. Wa¨hrend diese fu¨r
Energiespeicher mit linearem Spannungsabfall wie Kondensatoren gleich und je nach
Speichertyp auch sehr klein sein ko¨nnen, mu¨ssen sie an das nicht lineare Verhalten
von Batterien und Akkumulatoren angepasst werden. Aus diesem Grund wurden die
Faktoren fu¨r die Berechnung der Schranken fu¨r alle Experimente mit Batterien als
Energiequelle auf B+ = 0, 5 und B− = 0, 1 eingestellt, womit U(t) ho¨her als L(t)
war. Eine schnelle Reaktion auf eine abfallende Spannung ist essenziell, um T zu
erreichen, wa¨hrend die Ausnutzung von potenziell ungenutzter Energie und somit
eine verbesserte Anwendungsqualita¨t durch positive Hinweise optional ist. Ein zu
kleines B+ ko¨nnte dazu fu¨hren, dass der Verbrauch zu stark erho¨ht wu¨rde, was die
Batterie weitgehend erscho¨pfen ko¨nnte. Dies ko¨nnte nur durch ein starkes negati-
ves Hinweissignal kompensiert werden, was zu einer geringeren Anwendungsqualita¨t
fu¨hren wu¨rde, je weiter sich das System dem Lebenszeitziel na¨hert.
3.4.1 Experiment 1 - Wirksamkeit der Versorgungsspannungs-
beobachtung
Ziel des ersten Experimentes war die Evaluation der Parameter der VBS hinsichtlich
der Reaktivita¨t und der Fa¨higkeit, das Lebenszeitziel zu erreichen. Hierzu wurden
sowohl die Gro¨ße der Schranken als auch die Sta¨rke der Reaktion der angeschlosse-
nen Anwendung variiert. Das abstrakte Batteriemodell wurde nicht genutzt, da im
Versuchsaufbau eine lineare Energiequelle mit unterschiedlicher Kapazita¨t simuliert
wurde.
Aufbau
Wa¨hrend der Sensorknoten mit einer ﬁxen Spannung versorgt wurde, stellte die simu-
lierte Energiequelle auf Grundlage des erfassten Verbrauchs der VBS eine Spannung
zwischen 3,2V und 2,2V zur Steuerung zur Verfu¨gung, welche der verbleibenden
Energiemenge entsprach. Der Spannungsbereich entsprach dem typischen Arbeits-
bereich des verwendeten Knotens. Die Ausgangsladung variierte je nach Szenario
zwischen 12,5mAm und 37,5mAm, wobei das System jedes Mal 25mAm annahm.
Die Anwendung reagierte auf die Hinweise der VSB durch Anpassung des Anwen-
dungsintervalls. Der Regelbereich reichte von 3,125% bis 25%4 des aktuellen Anwen-
dungsintervalls. Durch den linearen Spannungsabfall der simulierten Energiequelle
waren beide Schranken gleich groß. B+ und B− variierten je nach Durchlauf zwischen
0,05 und 0,5. Die U¨berwachung durch die VSB und die Steuerung der Anwendung
erfolgten in 50 Intervallen von je 30 Sekunden.
































































Zeit [min] Zeit [min]
a) b)
23,75 27,522,5 3020 32,517,5 351512,5 37,526,25
Abbildung 3.6: a) Verlauf der verbleibenden Energie unter verschiedenen Parame-
terkombinationen und initialen Ladungen: Es werden nur Fa¨lle dargestellt, in denen
das Lebenszeitziel nicht erreicht wurde oder mehr als 10% der Energie ungenutzt
blieb. b) Die kleinstmo¨gliche obere Schranke wurde auf den Spannungsabfall eines
Intervalls limitiert.
Abbildung 3.6 a) zeigt eine U¨bersicht des Verlaufs der tatsa¨chlich verfu¨gbaren
Energie unter den vier a¨ußeren Parameterkonstellationen. Die vollsta¨ndigen Ergeb-
nisse der insgesamt 16 Kombinationen aus Regelbereich und Schranke sind in Abbil-
dung A.1 im Anhang dargestellt. Es werden in den Abbildungen nur die Szenarien
dargestellt, in denen das Lebenszeitziel nicht erreicht wurde oder mehr als 10% der
Ausgangsladung ungenutzt blieben. Dies reﬂektiert die beiden Ziele: das Erreichen
des Lebenszeitziels selbst und das mo¨glichst restlose Ausnutzen der verfu¨gbaren
Energie.
Erfolgt nur eine geringe Reaktion auf die Hinweissignale und/oder reagiert das
System durch hohe Schranken nur langsam, kann das Lebenszeitziel selbst bei Sze-
narien mit geringen Abweichungen nicht erreicht werden. Mit kleiner werdenden
Schranken und steigender Reaktion kann dagegen in immer mehr Szenarien das Ziel
erreicht werden. Wie sich der Abbildung entnehmen la¨sst, garantieren jedoch selbst
eine niedrige Schranke und starke Reaktion nicht das Erreichen des Ziels. Dies betriﬀt
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nicht nur Szenarien, in denen die angenommene Energie stark von der tatsa¨chlichen
abweicht. Ursache hierfu¨r sind die Schranken, die in den letzten Zeitschritten sehr
kleine Werte einnehmen. Selbst geringe Abweichungen der gemessenen Spannung von
der erwarteten Spannung ko¨nnen dann zu hohen Hinweissignalen und entsprechender
Anpassung der Energieverfu¨gbarkeit fu¨hren. Wa¨hrend sich solche U¨berreaktionen im
Falle negativer Hinweise zwar auf die Anwendungsqualita¨t auswirken, aber unpro-
blematisch fu¨r das Lebenszeitziel sind, ko¨nnen positive Hinweise die angenommene
Energie deutlich u¨ber die tatsa¨chlich verfu¨gbare Energie hinaus ansteigen lassen und
somit das Lebenszeitziel gefa¨hrden. In den letzen Zeitschritten kann in einem solchen
Fall auch nicht mehr gegengesteuert werden. Die Regeln des abstrakten Batteriemo-
dells sollen ein solches Verhalten vermindern. Da dieses in diesem Experiment jedoch
nicht genutzt wurde, kann dem Problem auf zwei Arten begegnet werden: Zum einen
ko¨nnen Sicherheitspuﬀer in Form zusa¨tzlicher Laufzeit hinzugefu¨gt werden. Bereits
ein zusa¨tzliches Intervall ermo¨glichte es auch in den Grenzfa¨llen, das Lebenszeitziel
zu erreichen. Zum anderen kann die obere Schranke so vera¨ndert werden, dass kleine
Abweichungen nicht mehr zu großen Hinweissignalen fu¨hren.
Abbildung 3.6 b) und Abbildung A.2 im Anhang stellen die Ergebnisse mit mo-
diﬁzierter oberer Schranke dar. Diese wurde so angepasst, dass der kleinstmo¨gliche
Wert dem Spannungsabfall ΔV (t) innerhalb eines Intervalls entsprach. Je weniger
Intervalle verblieben, desto gro¨ßer wurde die Schranke im Vergleich zum verblei-
benden Spannungsabfall, wodurch nur entsprechend große Abweichungen zu einem
Hinweissignal fu¨hrten. Wie die Abbildung zeigt, wurde das oben genannte Problem
wirksam unterdru¨ckt. Die Kombination von niedrigen Schranken und starker Reak-
tion war in der Lage, selbst in extremen Szenarien das Lebenszeitziel zu erreichen.
Jedoch stieg die Zahl der Szenarien, in denen mehr als 10% der Energie ungenutzt
blieben, da positive Hinweise durch die Modiﬁkation verhindert wurden.
Das Experiment demonstriert die grundsa¨tzliche Wirksamkeit des Ansatzes. Ab-
weichungen der angenommenen Energie von der tatsa¨chlich vorhandenen Energie
ko¨nnen in Abha¨ngigkeit von den verwendeten Parametern durch eine Reaktion auf
die Hinweise ausgeglichen werden, sodass Lebenszeitziele erreicht werden. Eine hohe
Reaktivita¨t und ausreichend starke Reaktionen ermo¨glichen es, selbst große Abwei-
chungen auszugleichen, wobei U¨berreaktionen jedoch verhindert werden mu¨ssen.
3.4.2 Experiment 2 - Versorgungsspannungsbeobachtung fu¨r
Superkondensatoren
Ziel dieses Experimentes war die Evaluation der Versorgungsspannungsbeobachtung
bei Nutzung von Superkondensatoren. Analog zum ersten Experiment wurde fu¨r die-
se Evaluation das abstrakte Batteriemodell nicht genutzt. In mehreren Durchla¨ufen
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wurde die angenommene Kapazita¨t der aus einem Superkondensator bestehenden
Energiequelle variiert.
Aufbau
Als Energiequelle wurde ein 1F Superkondensator eingesetzt und jeweils von 3,2V auf
2,2V entladen. Die vom System angenommene Kapazita¨t variierte zwischen 0,25F
und 4F. Die Parameter des Systems wurden auf Grundlage des ersten Experimentes
ausgewa¨hlt. Die Anwendung reagierte auf die Hinweise der VSB mit einer Anpassung
des Intervalls um 12,5%.
Da Kondensatoren einen nahezu linearen Spannungsabfall aufweisen, wurden bei-
de Schranken B+ und B− auf 0,05 festgelegt. Die U¨berwachung durch die VSB und
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Abbildung 3.7: Management-Experiment mit einem 1F Superkondensator als Ener-
giequelle: Die angenommene Ladungsmenge variiert zwischen 0,25F und 4F. a) pro-
zentualer Verbrauch der tatsa¨chlichen Energie, b) Angenommene Restenergie
Abbildung 3.7 stellt die Ergebnisse des Experiments graﬁsch dar, dabei zeigt
Abbildung 3.7 a) den Prozentsatz, der von den tatsa¨chlich verfu¨gbaren 1F bereits
verbraucht wurde. Abbildung 3.7 b) stellt die Sicht des Systems auf die verfu¨gbare
Energie und die aus den Hinweisen resultierende Anpassung dar.
Selbst wenn die angenommene Kapazita¨t vier mal so groß wie die tatsa¨chliche ist,
ist die VSB in der Lage, den sta¨rkeren Spannungsabfall zu erkennen und entspre-
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chende Hinweissignale zu erzeugen. Die Auswirkungen der Hinweise lassen sich gut
in Abbildung 3.7b erkennen, da sich die angenommene Restenergie dort mit jedem
Hinweis sichtbar vera¨ndert. Auch im umgekehrten Fall, in dem die zur Verfu¨gung
stehende Energie gro¨ßer ist als angenommen, reagiert die VSB mit dem entspre-
chendem Hinweissignal auf den in diesem Fall unerwartet geringen Spannungsabfall.
Allerdings wird nicht der komplette Unterschied zur realen Energiemenge ausgegli-
chen.
Insgesamt zeigt das Experiment, dass der mit der VSB verfolgte Ansatz zumin-
dest fu¨r die linearen Superkondensatoren geeignet ist, auf Variationen in der zur
Verfu¨gung stehenden Energiemenge zu reagieren und einen Ausgleich zu ermo¨gli-
chen.
3.4.3 Experiment 3 - abstraktes Batteriemodell
Ziel dieses Experimentes war es, die Endladeu¨berwachung und ihre Hinweissignale
dem nichtlinearen Endladeverhalten von konventionellen Zellen auszusetzen.
Aufbau
Fu¨r dieses Experiment wurden zwei in Reihe geschaltete Eneloop light AAA Akku-
mulatoren [174] genutzt, die das System direkt versorgten. Sie wurden ausgewa¨hlt,
da die angegebene Kapazita¨t mit 550mAh deutlich kleiner als die von Batterien ist
und somit die Laufzeit des Experimentes verringert werden konnte.
Das Lebenszeitziel wurde als Kompromiss aus Laufzeit und Last auf 72 Stunden
festgelegt und in T=160 Zeitschritte eingeteilt. Die systembedingte Endladeschluss-
spannung betrug 2,2V.
Wie bereits motiviert, mu¨ssen die Schranken der VSB an das nicht lineare Ver-
halten von Batterien und Akkumulatoren angepasst werden. Um das gewu¨nschte
Verhalten zu realisieren, wurden B+ = 0, 5 und B− = 0, 1 festgelegt. Diese Werte
haben sich in Experimenten als geeigneter Kompromiss zwischen Reaktionsschnel-
ligkeit bei zu großem Spannungsabfall und konservativer Erho¨hung des Verbrauchs
erwiesen.
Die durch den Ansatz erzeugten Hinweissignale wurden vom System genutzt, um
das Anwendungsintervall um 12,5% je Hinweispunkt anzupassen. Wa¨hrend der Pha-
se A wurden negative Hinweissignale vom ABM unterdru¨ckt, da diese aufgrund des
Spannungsabfalls in dieser Phase erzeugt werden. Der Wechsel zur Phase B erfolgte,
sobald der Unterschied zwischen der gemessenen Vm und der berechneten Spannung
Vref geringer wurde, was eine Stabilisierung der Spannung anzeigte. Phase C be-
gann ab einer verbleibenden Spannung von 2,4V. Das ABM unterdru¨ckte positive



































Abbildung 3.8: Management-Experiment u¨ber 72 Stunden mit Eneloop light
550mAh Akkumulator: Das Anwendungsintervall wurde durch Hinweissignale be-
rechnet. Ein kleineres Intervall verursacht einen ho¨hen Verbrauch.
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Ergebnisse
Das Ergebnis des Experimentes ist in Abbildung 3.8 dargestellt. Das Lebenszeitziel
wurde nicht nur erreicht, sondern im Vergleich mit einem festgelegten Anwendungs-
intervall wurde auch mehr Arbeit vom System geleistet. Da die Kapazita¨t gro¨ßer war
als angenommen, wurden mehrfach positive Hinweise generiert. Das Anwendungsin-
tervall wurde dadurch nach und nach geringer, wodurch 11,6% mehr Arbeit geleistet
wurde als mit einem ﬁxen Intervall.
Das abstrakte Batteriemodell arbeitet wie gewu¨nscht und gleicht Hinweise der
Versorgungsspannungsbeobachtung bei Bedarf aus. So werden die negativen Hin-
weise am Anfang des Experimentes bis zum Beginn der Phase B bei t1 nicht an den
Energiemanager weitergereicht. Mit Erreichen von Phase C bei t2 wurden positive
Hinweise ebenso unterdru¨ckt, was dazu fu¨hrte, dass bei Erreichen von T die Span-
nung mit 2,28V nicht der Entladeschlussspannung von 2,2V entsprach und somit
potenziell etwas mehr Arbeit ha¨tte geleistet werden ko¨nnen.
Das Ergebnis zeigt die grundsa¨tzliche Fa¨higkeit des abstrakten Batteriemodells
zur Modiﬁkation der Hinweise der Versorgungsspannungsbeobachtung, so dass ein
Erreichen des Lebenszeitziels auch bei einem nichtlinearen Spannungsverlauf und
Entladeverhalten von Batterien mo¨glich ist.
3.4.4 Experiment 4 - verringerte Kapazita¨t
In diesem Experiment wurde das Verhalten des Systems evaluiert, wenn die initiale
Ladung geringer ist als von der Batterietechnologie zu erwarten ist. Zu diesem Zweck
wurde die Spannung zu Beginn der Laufzeit mit der zu erwartenden verglichen. Bei
einer Abweichung reagiert das ABM mit negativen Hinweisen. Das Experiment wur-
de mit dem vorgestellten Ansatz und zusa¨tzlich mithilfe eines Ladezustandsmessers
MAX17043 [153] durchgefu¨hrt.
Aufbau
Als Energiequelle wurde ein 40 mAh Li-Ion-Akkumulator eingesetzt, dessen Span-
nung durch einen linearen Spannungsregler auf 3,0V abgesenkt wurde. Es wurden
zwei Durchla¨ufe durchgefu¨hrt. Im ersten (HW) wurde der durch den MAX17043
ermittelte Ladezustand genutzt, um die verbleibende Energiemenge zu bestimmen
und daraus das Anwendungsintervall in jedem Zeitschritt zu berechnen. Der zweite
Durchlauf (SW) nutzt die durch den vorgestellten Ansatz erzeugten Hinweissignale,
um das Anwendungsintervall gegebenenfalls um 12,5% je Hinweispunkt anzupassen.
In diesem einfachen Experiment beruht das Hinweissignal zum Systemstart auf
dem initialen Spannungsbudget. Dieses entspricht der Diﬀerenz zwischen der Span-
nung zu Beginn der Laufzeit und der Entladeschlussspannung. Weicht das Span-
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nungsbudget um mehr als 12,5% von dem durch das ABM angenommenen Budget
ab, wird jeweils ein negativer Hinweis generiert. Die 12,5% sind in der Reaktion
der Anwendung begru¨ndet, die mit jedem Hinweis ihr Intervall um 12,5% anpasst.
Die Parameter des Systems entsprechen denen des vorangegangenen Experimentes,
jedoch startet das Experiment mit einer nur 80%-ig geladenen Zelle.
Ergebnisse
Abbildung 3.9 zeigt neben dem durch den MAX17043 ermittelten Ladezustand die
von VSB und ABS erzeugten Hinweise sowie die daraus resultierende Anwendungs-
frequenz.
In beiden Durchla¨ufen wurde das Lebenszeitziel erreicht. Wa¨hrend die Anwen-
dungsfrequenz beim HW-Durchlauf analog zum Ladezustand schwankt, ist der SW-
Ansatz stabil und reagiert aufgrund der hohen Schranken erst spa¨t. Die Schwankun-
gen des gemessenen Ladezustandes bzw. Abweichung vom idealen Ladezustandsver-
lauf sind Ursache der deutlichen Erho¨hung des Anwendungsintervalls zum Ende der
Laufzeit. Dies liegt in der direkten Verbindung von gemessenem Ladezustand und
verbleibender Energiemenge und sollte sich mit komplexeren U¨bertragungsfunktio-
nen stabilisieren lassen.
Durch die beim HW-Durchlauf ho¨here Anfangsfrequenz ist der Ladezustand durch-
ga¨ngig niedriger als beim SW-Durchlauf. Die Anzahl an Anwendungsausfu¨hrungen
ist nahezu identisch; beim SW-Durchlauf werden geringfu¨gig (0,7%) mehr Funknach-
richten versendet.
Durch die von der Erwartung fu¨r diesen Zellentyp abweichende Spannung zu
Beginn (3,99V statt 4,2V) wurde beim SW-Durchlauf durch das ABM ein negati-
ver Hinweis erzeugt, welcher die zur Verfu¨gung stehende Energiemenge und somit
die Anwendungsfrequenz verringerte. Analog zu den vorangegangenen Experimen-
ten wurden durch die VSB im weiteren Verlauf positive Hinweise generiert, was die
Anwendungsfrequenz erho¨hte. Nach Erreichen von Phase C (T1) wurden positive
Hinweise durch das ABM unterdru¨ckt. In den letzen beiden Zeitschritten wurden
aufgrund des steigenden Spannungsabfalls negative Hinweise durch das ABM er-
zeugt.
Das Experiment zeigt eine nahezu identische Leistungsfa¨higkeit von Software-
basiertem und Hardware-basiertem Ansatz ohne Mehraufwand durch Hardwarekos-
ten. Durch die negativen Hinweise am Anfang der Laufzeit ist es mo¨glich, das Lebens-
zeitziel zu erreichen, ohne dass starke Fluktuationen in der zur Verfu¨gung stehenden
Energiemenge erzeugt werden.
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Abbildung 3.9: Management-Experiment u¨ber 20 Stunden mit zu 80% gelade-
nem 40mAh Li-Ion-Akkumulator: Das Intervall wurde durch Hinweissignal oder




3.4.5 Experiment 5 - temperaturbedingte Sto¨rungen
In diesem Experiment wurde u¨berpru¨ft, inwieweit das System in der Lage ist, auf
temperaturbedingte Sto¨rungen zu reagieren. Dazu wurden die Knoten mehrere Pe-
rioden lang einer verringerten Temperatur ausgesetzt. Es wurden sowohl CR2032
Knopfzellen [175] als auch in Reihe geschaltete handelsu¨bliche No-Name Alkaline
AAA Batterien genutzt. Zusa¨tzlich wurde bei jedem Experiment ein weiterer Kno-
ten mit einem konstanten Anwendungsintervall verwendet, um die Auswirkungen
der Sto¨rungen aufzuzeigen.
Aufbau
Die Parameter beider Experimente sind in Tabelle 3.2 dargestellt. Der grundsa¨tzliche
Aufbau a¨hnelt sich, allerdings wurden aufgrund der unterschiedlichen Eigenschaften
der Zellen verschiedene Temperaturen, Lebenszeitziele und Anwendungsfrequenzen
genutzt.
Tabelle 3.2: Parameter des 5. Experiments
Duracell AAA Alkaline
T 80 je 12 Minuten 130 je 1 Stunde
initiales Intervall 1s 0,6s
normale Temperatur ≈19◦C ≈6◦C
tiefe Temperatur/Anzahl/Dauer ≈6◦C/2/3 Stunden ≈-22◦C/5/8 Stunden
Ausgehend von im Vorfeld bei Raumtemperatur aufgezeichneten Spannungskur-
ven wurden die Zeitschritte fu¨r Phase A auf 10% von T festgelegt und Phase C be-
gann bei 20% des verbleibenden Spannungsbudgets. Das Anwendungsintervall wurde
mit jedem Hinweis-Punkt um 10% erho¨ht oder verringert.
Ergebnisse
Das Ergebnis des Experimentes mit Knopfzellen zur Energieversorgung ist in Abbil-
dung 3.10 dargestellt. Der Spannungsabfall aufgrund der niedrigeren Temperatur bei
t0 und t1 ist deutlich zu erkennen. Der Referenzknoten, der ein stabiles Intervall von
einer Sekunde nutzte, unterschritt ab t2 die Entladeschlussspannung von 2,2V und
begann anschließend durch den Spannungsabfall neu zu starten. Als Folge lieferte
dieser Knoten nur rund 67,3% der mo¨glichen Nachrichten. Der Knoten, der sein In-
tervall mit dem pra¨sentierten Ansatz anpasste, erreichte T , lieferte aber rund 10,8%
weniger Nachrichten aus, als bei voller Energie und einem ﬁxen Intervall theoretisch
mo¨glich wa¨ren.
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Abbildung 3.10: Management-Experiment u¨ber 16 Stunden mit CR2032 Knopfzelle:








































Abbildung 3.11: Management-Experiment u¨ber 130 Stunden mit AAA Batterien: Je
kleiner das Intervall desto gro¨ßer der Verbrauch.
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Wie in der Abbildung dargestellt ist, wurde bedingt durch die Regeln des ABM
wa¨hrend des starken Spannungsabfalls am Anfang des Experimentes kein negativer
Hinweis erzeugt. In der ersten Phase mit niedriger Temperatur beginnend bei t0
wurde L(t) unterschritten und als Folge des negativen Hinweises das Intervall ver-
gro¨ßert. Nach dieser ersten Phase wurde mehrmals U(t) u¨berschritten und positive
Hinweise gegeben, was das Ursprunsgsintervall wieder herstellte.
Nach dem Beginn der zweiten Niedrigtemperaturphase bei t1 reagierte das System
erneut auf den Spannungsabfall und erzeugte wiederum mehrfach negative Hinweis-
signale.
Nachdem sich die Spannung wieder stabilisierte, wurde das Intervall mehrfach
verkleinert. Gegen Ende des Experimentes wurde U(t) mehrfach u¨berschritten und
das Anwendungsintervall dementsprechend verringert. Trotzdem reichte dies nicht
aus, um das Spannungsziel von 2,2V zu erreichen. Allerdings konnte erfolgreich auf
die temperaturbedingten Spannungseinbru¨che reagiert und so, im Gegensatz zu ei-
nem festen Intervall, das Lebenszeitziel erreicht werden.
Abbildung 3.11 stellt das Ergebnis des Experimentes mit AAA Alkaline Zellen
zur Energieversorgung dar. Beide Knoten verhalten sich a¨hnlich wie im vorherge-
henden Experiment mit Knopfzellen. Die Niedrigtemperaturphasen fu¨hren zu einem
Spannungsabfall, der einen negativen Hinweis auslo¨st und so das Intervall der Ap-
plikation vergro¨ßert. Damit wird der Energieverbrauch verringert. Die Auswirkung
la¨sst sich im Vergleich mit der Spannung des Referenzknotens erkennen. Dessen
Spannung weicht ab t1 deutlich erkennbar von Vm ab und erholt sich auch nach
den Niedrigtemperaturphasen nicht vollsta¨ndig. Das fu¨hrte zu einem Ausfall des
Referenzknotens bei t4.
Ab t1 wird nach einer Phase mit niedriger Temperatur das erzeugte negative
Hinweissignal wieder ausgeglichen. Gegen Ende der geplanten Lebenszeit werden
kontinuierlich positive Hinweise erzeugt, da das Spannungsbudget dies zula¨sst. Das
Spannungsziel wurde nicht erreicht und es wurden ca. 12,88% weniger Nachrichten
versendet als mo¨glich, aber der Knoten konnte bis zum Lebenszeitziel u¨berleben. Im
Gegensatz dazu konnte der Referenzknoten das Lebenszeitziel nicht erreichen und
dadurch nur rund 71% der Daten u¨bertragen.
Experiment 5 zeigt, wie groß der Einﬂuss der Temperatur auf die Spannung ist.
Nur wenn auf solche Vera¨nderungen der Spannung reagiert wird, ist ein Erreichen
des Lebenszeitziels mo¨glich. Zuku¨nftig ko¨nnte eine Kopplung der Hinweissignale mit
der gemessenen Temperatur bei einer scha¨rferen Einstellung der Schranken eine Ver-




In diesem Kapitel wurde ein Ansatz fu¨r eine Entladeu¨berwachung vorgestellt, der
komplexe Berechnungen zur Ermittlung des Ladezustandes von Batterien vermeidet.
Dabei wird der Spannungsabfall genutzt, um der Anwendung Hinweise zu geben, ob
diese den Energieverbrauch senken muss oder erho¨hen kann. Die Versorgungsspan-
nungsbeobachtung ist nur auf wenige Parameter angewiesen, deren Werte von der ge-
wu¨nschten Laufzeit und der verwendeten Art der Energiequelle abha¨ngen. Die Para-
meter ko¨nnen technologieu¨bergreifend fu¨r unterschiedliche Batterietypen verwendet
werden. Das abstrakte Batteriemodell ermo¨glicht eine universelle Verwendbarkeit,
ohne dass komplexe Parameter beno¨tigt werden oder langwierige Kalibrierungen
erfolgen mu¨ssen.
Zusa¨tzlich ermo¨glicht das Hinweissignal eine Unabha¨ngigkeit zwischen Entlade-
u¨berwachung und der Anwendung beziehungsweise dem Energiemanagement. Die
Auﬂo¨sung und Genauigkeit von Hardware-Lo¨sungen wird zwar nicht erreicht, aller-
dings wurde nachgewiesen, dass sich der Ansatz zur Steuerung des Energieverbrauchs
eignet. Eine Erkennung von Anomalien im Verhalten von Batterien, die sich in der
Spannung a¨ußern, ermo¨glicht ein Gegensteuern. Sind die Anforderungen der Anwen-
dung ﬂexibel genug, den Verbrauch ausreichend zu senken, kann das Lebenszeitziel
erreicht werden. Andernfalls wird zumindest die verbleibende Laufzeit verla¨ngert,
um eine externe Reaktion zu ermo¨glichen.
Die Wirkungsweise und Eignung des Ansatzes wurde in verschiedenen Szenarien
evaluiert und zeigte insbesondere die Wirksamkeit unter realen Umgebungsbedin-
gungen (Tag-Nacht-Zyklus) mit zwei verschiedenen Batterietechnologien. Tempera-
turbedingte Spannungsabfa¨lle konnten erkannt werden, was eine Reaktion ermo¨glich-
te, die Lebenszeitziele erreichen half. Das vorgestellte Verfahren eignet sich als Basis
fu¨r energiebewusste Anwendungen oder fu¨r ein dynamisches Energiemanagement,
da es genutzt werden kann, um die angenommene Energiemenge an das Verhalten
der Energieversorgung anzupassen.
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Informationen u¨ber den Verbrauch sind in allen Phasen, welche eine Anwendung
durchla¨uft, von Interesse. Wa¨hrend der Entwicklungsphase machen es Informatio-
nen u¨ber den Energieverbrauch des Systems mo¨glich, die Anwendung hinsichtlich
des Verbrauchs zu optimieren und die potenzielle Laufzeit abzuscha¨tzen. Mit Infor-
mationen u¨ber den Verbrauch einzelner Gera¨te ist der Entwickler zudem in der Lage,











Abbildung 4.1: Steuerung der Anwendung auf Grundlage der verbrauchten und ver-
fu¨gbaren Energie
Wa¨hrend der Ausbringungsphase kann eine Verbrauchserfassung den Verbrauch
der Anwendung u¨berwachen und so eine Steuerung vereinfachen. Abbildung 4.1 zeigt
die Erweiterung des in Kapitel 3 vorgestellten Ansatzes (vergleiche Abbildung 3.1
auf Seite 51). Die Anwendung ist in der Lage, einzelne Parameter individuell auf-
grund des Verbrauchs einzelner Gera¨te anzupassen. Dieses einfache Energiebewusst-
sein macht eine Observation von A¨nderungen des Verbrauchs mo¨glich und gestattet
es, den Verbrauch auf der Basis verbleibender Energie zu steuern. Initiale Messungen
wie bei einer reinen Batterieu¨berwachung sind zur Einstellung des Verbrauchs nicht
mehr notwendig.
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In diesem Kapitel wird ein Ansatz fu¨r eine Verbrauchserfassung zur Laufzeit vor-
gestellt. Dieser ist rein Software-basiert, bezieht jedoch im Gegensatz zu anderen
Ansa¨tzen die Spannung und die Eﬃzienz eventuell vorhandener Spannungsregler in
die Erfassung ein. Die Granularita¨t der Erfassung la¨sst sich je nach Anforderung der
Anwendung anpassen. Das zugrundeliegende Energiemodell beruht auf Verbrauchs-
werten, die statistisch aus mehreren gemessenen Systemen gewonnen wurden.
4.1 Problembeschreibung
Zu jedem Zeitpunkt t wa¨hrend der Laufzeit T eines tief eingebetteten Systems soll es
mo¨glich sein, die bis dahin verbrauchte Energie E¯(t) zu aproximieren. Wie in Kapitel
2 dargelegt, ha¨ngt der Verbrauch eines Systems von dessen aktivierten Komponenten





Gera¨te ko¨nnen verschiedene Betriebsmodi besitzen, welche unterschiedliche Las-
ten verursachen. Somit ha¨ngt die verbrauchte Energie eines Gera¨tes davon ab, wie
lange es sich in welchem Betriebsmodus befunden hat (siehe Formel 4.2).
E¯Gera¨t(t) =
Modi∑




















t1 t2 t1 t2
a) b)
Abbildung 4.2: a) Last durch Gera¨teaktivita¨ten und b) daraus folgender Gesamtver-
brauch, u¨ber die Zeit aufgeteilt in Komponenten
In Abbildung 4.2 sind das typische Gera¨teverhalten, die daraus resultierende Last
sowie der Energieverbrauch eines drahtlosen eingebetteten Sensorsystems beispiel-
haft dargestellt. Mit jeder Gera¨teaktivita¨t steigt neben der durch das Gera¨t verur-
sachten Last der Energieverbrauch, wobei mehrere Gera¨te auch zur selben Zeit aktiv
sein ko¨nnen. Der Verbrauch der aktiven CPU wird, wie in der Abbildung gezeigt,
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von der Last ICPUaktiv und der Dauer ΔtCPUaktiv = t2 − t1 bestimmt. Daraus la¨sst
sich die verbrauchte Energie wie in Formel 4.3 in Abha¨ngigkeit von der Spannung
errechnen.
E¯CPUaktiv(t) = ΔtCPUaktiv ∗ ICPUaktiv ∗ V (4.3)
Die CPU besitzt jedoch mehrere Modi, in diesem Fall neben dem aktiven einen
Schlafmodus. Beide sind gegensa¨tzlich, sodass die CPU entweder aktiv ist oder
schla¨ft. Der Verbrauch der CPU setzt sich aus beiden Modi zusammen (Formel
4.4).
E¯CPU (t) = ΔtCPUaktiv ∗ ICPUaktiv ∗ V + (t−ΔtCPUaktiv) ∗ ICPUSchlaf ∗ V (4.4)
Dies gilt analog fu¨r alle anderen Komponenten des Systems. Der theoretische
Verbrauch der Komponenten ist zwar durch das Datenblatt des Herstellers gegeben,
allerdings existieren wie bereits dargelegt Variationen im tatsa¨chlichen Verbrauch.
Zusa¨tzlich hat die Energieversorgung einen Einﬂuss auf den Verbrauch. Wird ein
Spannungsregler genutzt, ha¨ngt der tatsa¨chliche Verbrauch des Systems von dessen
Eﬃzienz ab, welche wiederum von der Versorgungsspannung und der vom System er-
zeugten Last abha¨ngt. Auch ohne Regler kann der Verbrauch von Komponenten von
der Spannung abha¨ngen und sich mit sinkender Versorgungsspannung verringern.
Eine Verbrauchserfassung muss solche Abweichungen mit in Betracht ziehen. Dies
ist insbesondere fu¨r Ansa¨tze problematisch, die ohne tatsa¨chliche Messung zur Lauf-
zeit auskommen mu¨ssen und den Verbrauch rein Software-basiert durch Observation
der Gera¨teaktivita¨t und ein im Vorhinein ermitteltes Energiemodell abscha¨tzen. Ein
denkbarer Weg, um in solchen Fa¨llen mit Gera¨tevariationen umzugehen, ist die Er-
zeugung eines individuellen Modells fu¨r jedes System durch Messung. Das ist jedoch
teuer und fehleranfa¨llig. Eine andere Mo¨glichkeit besteht darin, Maximalwerte an-
zunehmen und fu¨r alle Systeme zu nutzen. Zwar ist dies einfacher, aber ungenau,
da Ausreißer die Annahme dominieren wu¨rden. Fu¨r die Mehrzahl der Systeme wu¨r-
de der tatsa¨chliche Verbrauch deutlich kleiner sein als angenommen. Ein weiterer
Weg ist es, einen Teil der Systeme zu messen und ein statistisches Modell zu nut-
zen, um die meisten, aber nicht alle, Systeme abzudecken. Angesichts der mo¨glichen
Variationen ist es notwendig, eine dynamische Verbrauchserfassung zu schaﬀen, die
zugrundeliegende Verbrauchsdaten abha¨ngig von der Spannung oder der Eﬃzienz
eines Spannungsreglers anpassen kann.
4.2 Stand der Technik
Vor der Ausbringung la¨sst sich eine Abscha¨tzung des Verbrauchs durch Simulati-
on durchfu¨hren. Dazu existieren Simulatoren [138, 176, 177], die auf verschiedenen
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Ebenen ansetzen und dementsprechend unterschiedliche Granularita¨ten und Genau-
igkeiten bieten. Auf diese Weise ist es mo¨glich, eine Vielzahl von Systemen zu si-
mulieren und das Verhalten von Sensornetzen zu evaluieren. Eine ga¨ngige Praxis
ist es, existierende Simulationsumgebungen mit einem vorher durch Messungen er-
mittelten Energie- und Zeitmodell zu versehen. Die Zusta¨nde der Hardware werden
simuliert und mit dem Modell verknu¨pft. Problematisch ist dabei die Abscha¨tzung
des Verbrauchs der CPU, da die Simulation keine Informationen u¨ber die Dauer der
Ausfu¨hrung der Applikation und auftretende Unterbrechungen auf der Zielplattform
besitzt. In [176] wird dies durch Annotation gelo¨st, deren Werte durch statische Co-
deanalyse ermittelt wurden. In [178] wird durch Emulation der tatsa¨chliche Code
ausgefu¨hrt. Letzteres ist zwar genauer, aber deutlich aufwendiger. Die Einbeziehung
von Umweltfaktoren, die einen Einﬂuss auf den Verbrauch haben, ist in solchen
Simulatoren meist nicht vorgesehen.
Zwar la¨sst sich der Verbrauch na¨herungsweise durch Simulation vorhersagen, die
Durchfu¨hrung von Messungen auf realer Hardware ist jedoch ﬂexibler und pra¨ziser.
Wenn der Entwickler keinen Zugriﬀ auf entsprechendes Messequipment besitzt, ist
ein Software-basierter Ansatz auf realer Hardware dennoch durchfu¨hrbar.
Fu¨r eine Erfassung des Energieverbrauchs im Feld muss jedes System mit einem
geeigneten Mechanismus ausgestattet werden. Dieser kann sowohl Hardware-basiert
(Kapitel 4.2.1) als auch rein Software-basiert (Kapitel 4.2.2) oder eine Mischung aus
beidem sein (Kapitel 4.2.3). Wa¨hrend eine Hardware-Lo¨sung den Stromverbrauch
messtechnisch erfasst, ist eine Software-Lo¨sung darauf angewiesen, die Aktivita¨t des
Systems zu observieren und mit geeigneten Verbrauchswerten zu verrechnen.
4.2.1 Hardware-basierte Ansa¨tze
Es existieren verschiedene Hardware-basierte Ansa¨tze. Allen gemein ist der Mehr-
aufwand hinsichtlich Materialkosten und Energieverbrauch. Sie bieten eine Erfas-
sung des Verbrauchs des Gesamtsystems, womit sie implizit Varianzen im Energie-
verbrauch erfassen, die durch Spannung, Temperatur oder Fertigung auftreten. Da
jedoch nur der Gesamtverbrauch erfasst wird, ist eine Aufschlu¨sselung auf die ein-
zelnen Komponenten nicht ohne weiteres mo¨glich. Prinzipiell wa¨re fu¨r jede Kompo-
nente separate Hardware no¨tig. Eine Aufspaltung unter gewissen Vorraussetzungen
- der Erfassung der Gera¨tezusta¨nde - mithilfe mathematischer Analysemethoden ist
jedoch mo¨glich.
Smart Battery Systeme
Eine einfache Mo¨glichkeit, den Verbrauch wa¨hrend der Laufzeit zu erfassen, bieten
die in Kapitel 3.2.1 vorgestellten Smart Battery Systeme. Allerdings sind diese fu¨r
tief eingebettete Systeme wie Sensorknoten kaum geeignet, wie in [179], [180] und
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[181] dargelegt. Dies wird mit der geringen dynamischen Bandbreite, der geringen
Geschwindigkeit und dem Energieverbrauch begru¨ndet. So sind drahtlose tief ein-
gebettete Systeme die meiste Zeit inaktiv und beno¨tigen Energie nur im Bereich
von μA. Unterbrochen wird dies von Phasen der Aktivita¨t mit Verbra¨uchen bis zu
dutzenden mA und einer Dauer von wenigen μs.
Sensor Node Management Device
In [182] und [181] werden sogenannte Sensor Node Management Devices (SNMD)
vorgestellt. Diese sind den Smart Battery Systemen a¨hnlich und nutzen dieselbe
Technik. Der Spannungsabfall u¨ber einen Messwiderstand wird durch einen Analog-
Digital-Wandler erfasst, um den Strom zu messen und mithilfe der Spannungen und
der Zeit den Energieverbrauch zu bestimmen. Im Gegensatz zu den Smart Batte-
ry Systemen wurden sie fu¨r Sensorknoten entworfen und setzen Komponenten ein,
die hinsichtlich der Bandbreite und der Geschwindigkeit geeigneter sind, also AD-
Wandler mit hoher Auﬂo¨sung und Erfassungsrate. Jedoch zielen SNMD nicht auf den
Einsatz im Feld, sondern sind fu¨r Testaufbauten ausgelegt und verfu¨gen u¨ber ent-
sprechende zusa¨tzliche Funktionalita¨t, wie beispielsweise das Umschalten zwischen
verschiedenen Energiequellen und Lademanagement von Akkumulatoren.
Scalable Power Observation Tool
Das in [179] vorgestellte Scalable Power Observation Tool (SPOT) beruht zwar wie
die SNMD auf einem Messwiderstand, nutzt allerdings einen Frequenz-Spannungs-
Wandler in Kombination mit Za¨hlern fu¨r Energie und Zeit. Die Unzula¨nglichkeiten
der Analog-Digital-Wandler werden so umgangen. Das ermo¨glicht eine Erfassung des
Energieverbrauchs mit relativ hohen Frequenzen und hoher Auﬂo¨sung. Die gleich-
zeitige Erfassung und das Auslesen von Energie und Zeit erlauben eine einfache
Erfassung des Verbrauchs innerhalb eines Zeitfensters. Nachteilig an diesem System
sind neben den Fertigungskosten die Notwendigkeit einer Kalibrierung und der laut
[180] hohe Energieverbrauch von u¨ber einem mA.
iCount
iCount [180] macht sich die in vielen Systemen bereits vorhandenen Spannungsreg-
ler zunutze. Bei vielen Reglern existiert ein in weiten Teilen linearer Zusammenhang
zwischen Last und Schaltha¨uﬁgkeit, womit bei jedem Schaltvorgang eine identische
Energiemenge ﬂießt. Durch Einfu¨gen einer einzigen Leitung werden die Schaltvorga¨n-
ge durch den μC observierbar und ko¨nnen durch Nutzung der vorhandenen Za¨hler
mit nur sehr geringem Mehraufwand erfasst werden. Zusa¨tzlich ermo¨glichen diese
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Za¨hler durch Unterbrechungen bei Wertegleichheit die Implementierung von Kon-
tingenten fu¨r energiebasiertes Scheduling.
Nachteilig an diesem Ansatz ist insbesondere der aufwendige Kalibrierungspro-
zess, da Werte fu¨r unterschiedliche Verbra¨uche gemessen und der Verbrauch durch
linearere Regressionsanalyse errechnet werden muss. Da die fu¨r Regler notwendigen
Kapazita¨ten eine hohe Fertigungsstreuung besitzen, ist eine Kalibrierung jedes Sys-
tems notwendig. Hinzu kommen die in Kapitel 2.1.4 dargelegten Probleme, die durch
Nutzung von Spannungsreglern entstehen.
4.2.2 Software-basierte Ansa¨tze
Ansa¨tze, die ohne Hardware auskommen, ko¨nnen naturgema¨ß nur eine Abscha¨t-
zung des Energieverbrauches liefern. Sie sind den reinen Simulationen u¨berlegen,
da sie das tatsa¨chliche Verhalten des Systems im Feld observieren. Um das Verhal-
ten erfassen zu ko¨nnen, muss das System durch Einfu¨gen von Observationspunkten
an den Stellen modiﬁziert werden, die den Energieverbrauch vera¨ndern. Dies kann
auf Grundlage ganzer Anwendungsblo¨cke geschehen, deren Verbrauch vorher durch
Messung ermittelt wurde, oder durch die zeitliche Erfassung der Gera¨tezusta¨nde.
Anwendungsblo¨cke
Erfolgt die Verbrauchserfassung auf der Ebene von Anwendungsblo¨cken, muss der
Verbrauch fu¨r jeden Block im Voraus ermittelt werden, was zwangsla¨uﬁg durch den
Anwendungsentwickler durchgefu¨hrt werden muss. Dies kann durch Messung wie in
[169] oder durch Simulation wie in [183] erfolgen. Selbst kleine Vera¨nderungen der
Anwendung oder Hardware machen hierbei jedoch aufwendige Anpassungen not-
wendig.
Zustandserfassung
Werden die Zusta¨nde der Hardware durch Observationspunkte erfasst, kann der
Verbrauch mithilfe eines Energiemodells durch die Erfassung der Zeit berechnet
werden, die ein Gera¨t in einem Zustand verbringt. Die Vorgehensweise a¨hnelt dem
der Simulation, sodass ein einmal erzeugtes Modell sowohl fu¨r die Simulation, als
auch fu¨r die Verbrauchserfassung im Feld genutzt werden kann [184].
Da das Energiemodell von der Anwendung unabha¨ngig ist, ist der Aufwand fu¨r
den Anwendungsentwickler entsprechend gering. Anpassungen erfolgen nur im Be-
triebssystem und in den Treibern, sodass A¨nderungen in der Hardware nur geringen
Aufwand erzeugen.
Ansa¨tze dieser Art wurden fu¨r verschiedene eingebettete Betriebssysteme wie Ti-
nyOS [170] oder Contiki [171] entwickelt und a¨hneln sich in ihrem Aufbau. Neben der
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Erfassung des Verbrauchs der Hardwarekomponenten zielt [170] auf eine Erfassung
und Abrechnung von Abfragen ab (als Beispiel wird TinyDB [19] in einem Mehr-
benutzerszenario genutzt), die u¨ber mehrere Soft- und Hardware-Teile und Knoten
reichen. Analog dazu zielt [185] auf die Erfassung und Zuweisung von Netzwerkpro-
tokollaktivita¨ten.
Der Gesamtverbrauch errechnet sich aus der Summe aller individuellen Verbra¨u-
che der Gera¨te und ihrer Zusta¨nde. Die Verbrauchsinformationen stehen dem System
wa¨hrend der Laufzeit zur Verfu¨gung und ko¨nnen durch ein Energiemanagement bei-
spielsweise zur Anpassung der Anwendung genutzt werden. Da der Verbrauch fu¨r
jeden Zustand individuell erfasst werden kann, ist eine Anpassung der Anwendung
feingranularer mo¨glich, als es mit Hardware-basierten Ansa¨tzen realisierbar ist.
Die Genauigkeit der Ansa¨tze ha¨ngt von der Genauigkeit des Energiemodells, von
dessen Detailgrad und der zeitlichen Auﬂo¨sung der Verbrauchserfassung ab. In [186]
wurde die Genauigkeit von sogenannten Drei-Zustands-Modellen (Empfangen, Sen-
den und Schlaf) mit verschiedenen Kommunikationsprotokollen untersucht und ver-
bessert. Der tatsa¨chliche Verbrauch wurde mithilfe eines SNMD erfasst, wobei Va-
riationen zwischen Knoten im Bereich von 4,2% beobachtet wurden. Die Autoren
verbesserten die Genauigkeit durch mehrere Anpassungen des Energiemodells. In
einem ersten Schritt wurde das Modell durch Messung des Gesamtverbrauches und
einer Regressionsanalyse erzeugt. Als wesentliche Quelle von Ungenauigkeiten wur-
de anschließend das Fehlen von Zwischenzusta¨nden ausgemacht, welche daraufhin
wiederum durch Regressionsanalyse ermittelt und dem Modell hinzugefu¨gt wurden.
Die gro¨ßte Genauigkeit wurde durch Kalibrierung des Modells fu¨r jeden Knoten und
jedes Protokoll erreicht.
4.2.3 Hybride Ansa¨tze
Hybride Ansa¨tze verbinden den gemessenen Verbrauch mit Observationspunkten
in der Software. Das zugrundeliegende Energiemodell wird durch die Messungen
erzeugt oder verbessert.
Sesame
Um die Unzula¨nglichkeiten der Smart Battery Systeme auszugleichen, wird in [181]
Sesame vorgestellt, ein System zur automatischen Erzeugung von Energiemodellen
zur Laufzeit. Dabei werden fu¨r Linux-basierte Systeme wie Laptops und Smart-
phones die per ACPI bereitgestellten Informationen u¨ber die Gera¨te genutzt, um
durch eine lineare Regressionsanalyse ein Energiemodell zu erstellen. Der Ansatz
ermo¨glicht eine ho¨here zeitliche Auﬂo¨sung bei gleichzeitig gro¨ßerer Genauigkeit, ist
aufgrund der Voraussetzungen jedoch nicht fu¨r leistungsschwache tief eingebettete
Systeme geeignet.
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Quanto
Quanto [187] ist eine fu¨r TinyOS entwickelte Verbrauchserfassung. Fu¨r die Erfas-
sung wird iCount [180] genutzt. Es wird ein Labeling vorgestellt, das Aktivita¨ten
erfassen kann, die verschiedene Hardwareaktionen und Knoten betreﬀen. So ist es
mo¨glich, Anfragen innerhalb eines Sensornetzes zu verfolgen. Bei jeder A¨nderung
eines Gera¨tezustandes und damit potenziell des Energieverbrauchs werden die Da-
ten zu Verbrauch, Systemzustand und Zeit erfasst und gespeichert. Diese Informa-
tionen werden nach der Laufzeit genutzt, um durch lineare Regressionsanalyse die
verbrauchte Energie den Teilen des Systems zuzuordnen. In der vorliegenden Form
steht dem System also zur Laufzeit keine Information u¨ber den Verbrauch der einzel-
nen Teile zur Verfu¨gung, sondern nur der gemessene Verbrauch durch die Hardware.
Detaillierte Informationen sind nur im Anschluss verfu¨gbar. Zusa¨tzlich limitiert der
zur Verfu¨gung stehende Speicher die Laufzeit des Systems.
Joule Watcher
Der in [188] pra¨sentierte Ansatz nutzt die in leistungsfa¨higeren Prozessoren integrier-
ten Performanzza¨hler, um Ru¨ckschlu¨sse auf die von Prozessen genutzten Hardware-
Teile zu ziehen. Wie bei den Software-basierten Ansa¨tzen muss ein Energiemodell
im Vorhinein erzeugt werden, um mithilfe der Za¨hler den Verbrauch errechnen zu
ko¨nnen. Da diese nur im Prozessor verfu¨gbar sind, muss fu¨r andere Systemteile ein
anderes Verfahren genutzt werden. Jedoch sinkt der fu¨r die Verbrauchserfassung
notwendige Mehraufwand durch die Hardwareunterstu¨tzung.
4.2.4 Zusammenfassung der Ansa¨tze
Wie Tabelle 4.1 zeigt, haben alle Ansa¨tze zur Ermittlung des Verbrauchs Vor- und
Nachteile. Die Bewertung erfolgt dabei nach einem mehrteiligen Maßstab: sehr gut
(++), gut (+), neutral (o), schlecht (-) und sehr schlecht (--).
Hardware-basierte Ansa¨tze sind trotz der impliziten Erfassung von Varianzen
durch ihre Kosten und den zusa¨tzlichen Energieaufwand fu¨r die Verbrauchserfas-
sung im Feld eher ungeeignet. Eine Aufschlu¨sselung auf einzelne Gera¨tezusta¨nde
und Programmteile wie bei hybriden Ansa¨tzen ist nur durch hohen Rechenaufwand
mo¨glich, zum Beispiel durch Regressionsanalyse. Dadurch sind sie nur eingeschra¨nkt
fu¨r das Energiemanagement tief eingebetteter Systeme geeignet.
Software-basierte Ansa¨tze liefern nur eine Abscha¨tzung des Verbrauchs und be-
no¨tigen ein Energiemodell. Gerade dies ist fu¨r die Genauigkeit der Abscha¨tzung
essentiell, da die Granularita¨t der betrachteten Hardwarezusta¨nde und die Qualita¨t
der Verbrauchswerte die Genauigkeit bestimmen. Modelle bisheriger Ansa¨tze basie-
ren meistens auf der Messung nur weniger Knoten. Die gro¨ßte Genauigkeit wird bei
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Granularita¨t -- -- -- -- + ++ + ++ +
Genauigkeit o + ++ + - - ++ x2 -
Kosten - -- -- ++/--1 ++ ++ x2 x2 ++
Energieverbrauch -- -- -- ++/--1 ++ ++ x2 x2 ++
Vorbereitung ++ ++ - + -- - ++ - --
Laufzeitaufwand ++ ++ ++ ++ o o -- -- ++
1 abha¨ngig ob Spannungswandler bereits im System vorhanden
2 abha¨ngig von verwendeter Hardwarelo¨sung
einer per-Knoten-Kalibrierung erreicht, was einen nicht vertretbaren Aufwand dar-
stellen kann. Varianzen im Energieverbrauch durch Spannungsschwankungen und
die wechselnde Eﬃzienz von Spannungsreglern werden nicht betrachtet.
Da ein Energiemanagement auf detaillierte Informationen u¨ber den Verbrauch
angewiesen ist, kommen nur Software-basierte Ansa¨tze auf der Basis von Zustandser-
fassung in Frage. Jedoch muss eine Anpassung hinsichtlich der Variationen erfolgen,
um eine akzeptable Genauigkeit fu¨r viele Systeme zu erreichen.
4.3 Verbrauchserfassung auf Gera¨teebene
Der im Folgenden vorgestellte Ansatz erweitert existierende Software-basierte Ansa¨t-
ze hinsichtlich Verbauchsvariationen. Unterschiede, die durch Herstellungsvarianzen
entstehen, werden ausgeglichen, indem statistisch erzeugte Verbrauchsdaten genutzt
werden, um so ohne die Annahme pessimistischer Werte eine mo¨glichst hohe Abde-
ckung zu erreichen Im Gegensatz zu bisherigen Ansa¨tzen ist das Verbrauchsmodell
nicht statisch, sondern bezieht dynamisch zur Laufzeit Varianzen ein, die durch A¨n-
derungen der Versorgungsspannung auftreten, wie die von der Spannung und Last
abha¨ngige Eﬃzienz etwaiger Spannungskonverter.
Zum Zweck der Verbrauchserfassung muss fu¨r einen Software-basierten Ansatz
existierender Quellcode modiﬁziert werden. Dies setzt ein Versta¨ndnis u¨ber die Funk-
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tionsweise der Gera¨tetreiber voraus. Fu¨r neuen Treibercode ist dieses Versta¨ndnis
inha¨rent gegeben, sodass der Mehraufwand fu¨r den Entwickler gering ist.
4.3.1 Verbauchsmodell
Dieser Ansatz basiert wie beispielsweise [171] auf der Erfassung der aktiven Zeit von
Gera¨tezusta¨nden und Modi. Das macht es mo¨glich, den Verbrauch eines Systems
auf einfache und ﬂexible Weise zu modellieren und zu erfassen. Um den Energiever-
brauch eines Gera¨tes zu ermitteln, muss neben der aktiven Zeit die durchschnittliche
Stromaufnahme bekannt sein. Dazu wurde Quanto’s [187] energy sinks (Energiesen-
ken) und power states (Verbrauchszusta¨nde) Sicht adaptiert und an die Bedu¨rfnisse
einer Verbrauchserfassung zur Laufzeit angepasst. Fu¨r diesen Ansatz ist eine Ener-
giesenke eine potenziell unabha¨ngige (Sub-)Komponente, die Energie verbraucht.
Ein Verbrauchszustand bestimmt, wie viel Last von einer Senke erzeugt wird. Eine
Senke muss dabei nicht notwendigerweise mit einer Hardwarekomponente u¨berein-
stimmen, sondern kann je nach Bedarf auch einzelne Betriebszusta¨nde eines Gera¨tes
umfassen.
Die Energiesenken und Verbrauchszusta¨nde eines Gera¨tes bilden einen endlichen
Zustandsautomaten, der das energetische Verhalten des Gera¨tes abbildet. Da in die-
sem Ansatz die Granularita¨t der verfu¨gbaren Informationen von der Zahl der Senken
abha¨ngt, kann es sinnvoll sein, Energiesenken durch Verbrauchszusta¨nde zu ersetzen
und umgekehrt. Abbildung 4.3 zeigt Beispiele der mo¨glichen Erfassungsgranularita¨t.
Fu¨r die Entwicklung und den Test ist eine detaillierte Aufschlu¨sselung der Energie-
verteilung in der CPU mo¨glicherweise dienlich, um Energielo¨cher zu ﬁnden, wel-
che durch falsches Systemverhalten wie einen falsch gewa¨hlten Schlafmodus Energie
verschwenden (Abbildung 4.3a). Wa¨hrend der produktiven Ausbringung kann eine






























Abbildung 4.3: Mo¨gliche Granularita¨ten der Erfassung des μC: a) jeder Schlafmodus
und die mo¨gliche Frequenzen des aktiven Modus werden individuell in Senken erfasst,
b) keine Unterscheidung zwischen den einzelnen Schlafmodi und Frequenzen, c) alle
Modi in einer einzelnen Senke erfasst
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Systems unno¨tig sein (Abbildung 4.3b). Wenn der Speicher limitiert ist, kann eine
einzelne Energiesenke mit vielen Verbrauchszusta¨nden genutzt werden (Abbildung
4.3c). Dies macht zwar den Gesamtverbrauch des Systems verfu¨gbar, entha¨lt aber
keinerlei Informationen u¨ber die interne Verteilung. Um eine solche Flexibilita¨t zu
ermo¨glichen, muss der Ansatz fa¨hig sein, zwischen Energiesenken zu wechseln und
den Verbrauch einer Senke dynamisch anzupassen.
A¨nderungen der Versorgungsspannung durch den Spannungsabfall der Energie-
versorgung ko¨nnen eine adaptive Anpassung des Verbrauchs einer Senke notwen-
dig machen. Zu diesem Zweck u¨berwacht das System die Spannung und informiert
involvierte Gera¨tetreiber, wenn sich die Spannung substanziell gea¨ndert hat. Der
Treiberentwickler ist fu¨r die Bereitstellung der Funktion verantwortlich, die den Ver-
brauch der Gera¨tesenken entsprechend anpasst. Die Ha¨uﬁgkeit, in der die Spannung
u¨berpru¨ft wird, kann je nach Last angepasst werden, denn hohe Lasten ko¨nnen zu
Spannungsabfa¨llen fu¨hren und so den Verbrauch der aktiven Gera¨te vera¨ndern. Mit
Informationen u¨ber die aktiven Gera¨te kann die Frequenz entsprechend erho¨ht wer-


































Abbildung 4.4: Beispiel: Einﬂuss der Last auf die Eﬃzienz eines Spannungsreglers
Die erfasste Energiemenge kann mithilfe eines Eﬃzienzfaktors, der durch einen
Spannungsregler verursacht wird, angepasst werden. Wenn ein Regler im System
vorhanden ist, ist zwar die Versorgungsspannung stabil, allerdings ha¨ngt die Eﬃ-
zienz des Reglers von der Eingangsspannung und der Last ab. Der Eﬃzienzfaktor
muss immer dann neu berechnet werden, wenn sich die Eingangsspannung des Span-
nungsreglers oder die Last a¨ndert. In dem in Abbildung 4.4 dargestellten Beispiel
muss der Verbrauch des Prozessors sowohl bei t1 als auch bei t2 berechnet werden,
da das Funkmodul durch seine Last die Eﬃzienz und damit den Eﬃzienzfaktor ver-
a¨ndert. Dieser Eﬃzienzfaktor muss in alle Berechnungen fu¨r die Verbrauchserfassung
einbezogen werden. In diesem Beispiel berechnet sich der Verbrauch des Prozessors
zum Zeitpunkt t2 wie in Formel 4.5 dargestellt aus zwei Teilen, dem ersten Intervall
89
KAPITEL 4. VERBRAUCHSERFASSUNG IM FELD
von t0 bis t1 mit einem Eﬃzienzfaktor von 0,5 und dem zweiten Intervall von t1 bis
t2 mit einem durch die gleichzeitige Last des Funkmoduls ho¨heren Faktor von 0,76.
E¯Prozessor(t2) = (t1− t0)∗ IProzessor ∗V ∗ 1
0, 5
+(t2− t1)∗ IProzessor ∗V ∗ 1
0, 76
(4.5)
Die Berechnung des Verbrauchs des Funkmoduls ist in diesem Beispiel einfacher
(siehe Formel 4.6), da dieses nur innerhalb eines Intervalls mit einem Eﬃzienzfaktor
aktiv ist.
E¯Funkmodul(t2) = (t2 − t1) ∗ IFunkmodul ∗ V ∗ 1
0, 76
(4.6)
4.3.2 Erzeugung der Verbrauchsdaten
Mithilfe der Verbrauchsmessungen, die in Kapitel 2.3 vorgestellt wurden, ko¨nnen
Verbrauchsmodelle konstruiert werden, die als Eingabe fu¨r die Verbrauchserfassung
dienen. Tabelle 4.2 zeigt diese Modelle. Die aus dem Datenblatt extrahierten Werte
wurden fu¨r die Konstruktion eines Modells (m-Datenblatt) genutzt. Die aus dem
Experiment gewonnenen Daten wurden fu¨r zwei Modelle verwendet. Ein Modell
(m-Median) wurde aus dem Median der Experimentdaten gebildet. Zusa¨tzlich wur-
de ein pessimistisches Modell (m-Pessimistisch) erstellt, das auf dem 0,8 Perzentil
der Werte beruht. Das heißt, 80% der gemessenen Systeme haben einen geringeren
Verbrauch, 20% einen ho¨heren. Auf diese Weise kann das pessimistische Modell si-
cherstellen, dass der Verbrauch fu¨r eine Mehrzahl der Systeme nicht unterscha¨tzt
wird, da dies fu¨r eine Berechnung der Laufzeit gefa¨hrlicher ist als eine U¨berscha¨t-
zung. Eine Nutzung der Werte des schlechtesten Systems ist viel zu pessimistisch,
da dieses ein Mehrfaches anderer Systeme verbraucht. Das verwendete 0,8 Perzentil
u¨berdeckt die meisten Systeme, wobei gute Systeme mit geringem Verbrauch nicht
zu stark u¨berscha¨tzt werden.
Wie die Tabelle zeigt, variieren die Unterschiede zwischen den Modellen je nach
Betriebsmodus. Die beiden Modelle, die auf den Experimenten beruhen, weichen
u¨berwiegend nur geringfu¨gig voneinander und von den Werten des Datenblattes ab.
Die Auswirkung dieser Unterschiede ha¨ngt vom Nutzungsverhalten der Hardware
ab. So hat der Schlafmodus bei Systemen mit einer geringen Anwendungsfrequenz
einen substanziellen Anteil am Gesamtverbrauch.
Die Verbrauchserfassung greift aus Eﬃzienzgru¨nden nicht auf Fließkommazahlen
zuru¨ck und ermo¨glicht als kleinste erfassbare Einheit ein μA. Da aufgerundet wird,
erfolgt eine U¨berscha¨tzung des Verbrauchs im Schlafmodus. Wie bereits dargestellt,
ist eine geringe U¨berscha¨tzung jedoch weniger gefa¨hrlich als eine Unterscha¨tzung des
Verbrauchs. Zusa¨tzlich macht es die Verwendung von Integerzahlen mo¨glich, den Be-
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Tabelle 4.2: Verbrauchsmodelle auf Grundlage der ermittelten Stromaufnahme
Durchschnittliche Stromaufnahme in mA
m-Datenblatt m-Median m-Pessimistisch
LPM3 Schlaf 0,0022 0,0028 (+27,3%) 0,0044 (+100%)
CPU@8Mhz 1,75 1,755 (+0,3%) 1,770 (+1,2%)
CPU@16Mhz 3,45 3,369 (-2,4%) 3,407 (-1,2%)
ADC 0,15 0,124 (-17,4%) 0,127 (-15,4%)
REF 0,1 0,105 (+5%) 0,109 (+9%)
Radio IDLE 1,7 1,657 (-2,5%) 1,672 (-1,7%)
Radio RX 16,0 16,214 (+1,3%) 16,371 (+2,3%)
Radio TX@0dBm 17,8 17,694 (-0,6%) 17,894 (+0,5%)
Radio TX@10dBm 33,0 34,441(+4,4%) 35,952 (+8,9%)
rechnungsaufwand durch Nutzung von oftmals vorhandenen Hardwaremultipizierern
zu senken.
4.4 Evaluation
Fu¨r die Evaluation wurde der Ansatz zur Verbrauchserfassung fu¨r das Betriebssys-
tem Reflex auf der MSP430 Plattform implementiert. Im Folgenden wird zuna¨chst
der durch die Verbrauchserfassung notwenige Mehraufwand betrachtet. Anschlie-
ßend wird die Genauigkeit des Ansatzes und der Modelle unter Nutzung des in
Kapitel 2.3.1 vorgestellten Messaufbaus untersucht. Daran schließen sich Szenarien
an, welche die Funktion der dynamischen Systembestandteile u¨berpru¨fen und die
Verwendung der Verbrauchserfassung demonstrieren.
4.4.1 Mehraufwand
Da im Zuge der Verbrauchserfassung die Zustandsa¨nderungen der Hardware obser-
viert werden, entsteht ein Mehraufwand sowohl hinsichtlich des beno¨tigten Speichers
als auch hinsichtlich der Programmausfu¨hrung.
Der Mehrbedarf an Speicher wird in Tabelle 4.3 fu¨r die Komponenten der Ver-
brauchserfassung aufgeschlu¨sselt. Der fu¨r jedes erfasste Gera¨t notwendige Speicher
im RAM wird von der Zahl der Senken bestimmt. Der Speicherbedarf im ROM
betra¨gt mit ca. 3kB weniger als 10% des zur Verfu¨gung stehenden Speichers der
verwendeten Plattform. Dieser Mehrbedarf ist zwar signiﬁkant, liegt jedoch in dem
Bereich, der von Kommunikationsprotokollen oder umfangreichen Treibern beno¨-
tigt wird. Durch die Aufteilung in Einzelkomponenten ist es außerdem mo¨glich, den
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Tabelle 4.3: Speicherbedarf fu¨r einzelne Komponenten der Verbrauchserfassung fu¨r





consumerBase Funktionen 1042 0
consumerBase pro Gera¨t 40+Funktionsaufrufe 20+x*10
supplyVoltageObserver 372 52+n*2
converterEﬃciencyObserver2 758 58
1 inklusive Treiber fu¨r HW-Multiplikation
2 mit sechs Eﬃzienzstufen
Speicherbedarf individuell zu verringern, wenn keine Abha¨ngigkeit von einem Span-
nungsregler besteht oder der Einﬂuss der Versorgungsspannung vernachla¨ssigbar ist.
Der Laufzeitaufwand der Verbrauchserfassung wird hauptsa¨chlich durch die Zei-
terfassung, -diﬀerenzbildung und die Multiplikation mit den Verbrauchswerten ver-
ursacht. Wesentliche Einﬂussfaktoren fu¨r den Mehraufwand sind die Anzahl an Ge-
ra¨teaktivita¨ten und die Zeitpunkte, zu denen im Programmablauf die Methoden der
Verbrauchserfassung aufgerufen werden Der Zustandswechsel der Hardware kann
nach der Verbrauchserfassung erfolgen (und ist somit pessimistisch) oder vorher
(optimistisch). Da nach einem Zustandswechsel Totzeiten existieren ko¨nnen, weil
beispielsweise auf das Ende der Hardware-Aktivita¨t gewartet wird, hat bei der op-
timistischen Verbrauchserfassung der Mehraufwand keinen Einﬂuss auf das zeitliche
Verhalten.
Um den Mehraufwand der Verbrauchserfassung einscha¨tzen zu ko¨nnen, wurde
eine Anwendung genutzt, die das Ping-Pong-Verfahren umsetzt. Es werden konti-
nuierlich Pakete versendet und anschließend auf Antwort gewartet, um dann erneut
zu senden. Jeder Zyklus besteht aus mehreren Zustandswechseln, jeweils drei des
Funkmoduls und des Prozessors. Zwei FeuerWhere Sensorknoten [189] wurden ver-
wendet, um die Zahl der Pakete pro Sekunde mit und ohne Verbrauchserfassung bei
unterschiedlichen Frequenzen des Prozessors zu ermitteln.
Tabelle B.2 im Anhang zeigt die vollsta¨ndigen Ergebnisse des Experimentes. Die
prozentuale Verringerung der Pakete pro Sekunde und somit der Mehraufwand ist in
Abbildung 4.5 sowohl bei der Verwendung der optimistischen als auch der pessimis-
tischen Verbrauchserfassung dargestellt. Durch die geringere Paketrate bei gro¨ßeren
Paketen werden weniger Zustandswechsel durchgefu¨hrt. Die Zahl der Zustandswech-
sel beeinﬂusst den Mehraufwand. Der Zeitpunkt der Verbrauchserfassung spielt fu¨r
















] Pessimistisch - große Pakete
Optimistisch - große Pakete
Pessimistisch - kleine Pakete
Optimistisch - kleine Pakete
Abbildung 4.5: Mehraufwand der Verbrauchserfassung bei Funkanwendung bei zwei
Paketgro¨ßen und verschiedenen Frequenzen des Mikrocontrollers: Pessimistische Ver-
brauchserfassung erfasst vor HW-Zustandswechsel, optimistische danach
serfassung hat einen spu¨rbar geringeren Einﬂuss auf die Paketrate. Mit steigender
Frequenz wird der Einﬂuss der Verbrauchserfassung geringer. Ab einer Frequenz von
16 MHz ist die Paketrate mit Verbrauchserfassung nur um rund 1% geringer.
Ist im System ein Spannungsregler vorhanden, steigt der Mehraufwand. Bei je-
dem Zustandswechsel muss u¨berpru¨ft werden, ob sich der aktuelle Eﬃzienzfaktor
vera¨ndert. Sollte sich die Eﬃzienz a¨ndern, mu¨ssen alle aktiven Energiesenken mit
dem bisherigen Faktor abgerechnet werden. Das vorangegangene Experiment wurde
um die Einbeziehung der Eﬃzienz erweitert. Um den Mehraufwand zu ermitteln,
wurde zum einen eine zwangsweise Anpassung des Eﬃzienzfaktors mit daraus fol-
gender Abrechnung aller Senken bei jedem Zustandswechsel durchgefu¨hrt und zum
anderen die reine Ermittlung des Faktors ohne eine zusa¨tzliche Abrechnung weiterer
Senken.
Tabelle B.3 im Anhang zeigt die gesamten Ergebnisse. Der Mehraufwand der
Verbrauchserfassung unter Einbeziehung der Eﬃzienz ist in Abbildung 4.6 als pro-
zentuale Verringerung der Pakete pro Sekunde dargestellt. Der Einﬂuss der Frequenz
und Paketgro¨ße ist dabei a¨hnlich wie bei der reinen Verbrauchserfassung (siehe Ab-
bildung 4.5). Wa¨hrend die reine Berechnung der Eﬃzienz den Mehraufwand bei
den ho¨heren Arbeitsfrequenzen nur geringfu¨gig erho¨ht, steigt dieser bei der voll-
sta¨ndigen Abrechnung deutlich, liegt aber in jedem Fall unter 3%. Bei geringeren
Arbeitsfrequenzen ist der Mehraufwand nahezu doppelt so hoch wie bei der reinen
Verbrauchserfassung und liegt im Extremfall bei u¨ber 15%. Ein so hoher Mehrauf-
wand wirkt sich potenziell auf den Energieverbrauch aus. Durch die Berechnungen
werden Gera¨te mo¨glicherweise verspa¨tet abgeschaltet und sind somit la¨nger aktiv.
Das verwendete Szenario stellt einen Extremfall dar. In einer realen Anwendung,
die hohe Laufzeiten erreichen soll, ﬁnden nur wenige Aktivita¨ten unterbrochen von
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Vollständige Abrechnung - große Pakete
Nur Effizienzberechnung - große Pakete
Vollständige Abrechnung  - kleine Pakete
Nur Effizienzberechnung - kleine Pakete
Abbildung 4.6: Mehraufwand der Verbrauchserfassung bei Anpassung an die Eﬃzi-
enz eines Spannungskonverters: Bei vollsta¨ndiger Abrechnung werden bei Zustands-
wechsel alle aktiven Senken abgerechnet.
”
Nur Eﬃzienzberechnung“ verzichtet auf
Anpassung der Eﬃzienz.
langen Phasen der Inaktivita¨t statt, sodass der Mehraufwand durch die geringe Zahl
an Zustandsu¨berga¨ngen vernachla¨ssigt werden kann. Zusa¨tzlich muss nicht zwangs-
la¨uﬁg bei jedem Zustandswechsel die Eﬃzienz des Konverters angepasst werden,
was den Mehraufwand in einer realen Anwendung weiter reduziert. Der Mehrauf-
wand la¨sst sich durch die Wahl der Position fu¨r die Funktionen der Verbrauchserfas-
sung verringern. Grundsa¨tzlich la¨sst sich die Verbrauchserfassung weiter optimieren,
beispielsweise indem die Berechnung des Verbrauchs nur dann durchgefu¨hrt wird,
wenn die Werte beno¨tigt werden. Dies ist insbesondere dann sinnvoll, wenn keine
Hardware-Multiplikation zur Verfu¨gung steht.
4.4.2 Vergleich von Modell und Messung
Ein Energiemanagement oder eine energiebewusste Anwendung triﬀt ihre Entschei-
dungen auf Grundlage der zur Verfu¨gung stehenden Informationen u¨ber den Ver-
brauch und die zur Verfu¨gung stehendende Restenergie. Die Verla¨sslichkeit dieser
Informationen als Abweichung der Verbrauchserfassung und ihrer Modelle von der
tatsa¨chlichen Stromaufnahme beeinﬂusst unmittelbar die Managemententscheidun-
gen. Dabei ist nicht nur der Umfang der Abweichung von Bedeutung. Eine Unter-
scha¨tzung des Verbrauchs sollte vermieden werden, da dies, wie dargestellt gefa¨hrli-
cher als eine U¨berscha¨tzung ist.
Zur Abscha¨tzung der Abweichung wurde eine Anwendung implementiert, wel-
che einen Sensor abfragt (die Versorgungsspannung des Systems durch den Analog-
Digital-Wandler) und anschließend die Verbrauchsdaten an eine Basisstation u¨ber-
tra¨gt. Die U¨bertragung erfolgte per Funk und bestand aus einer Sende- und einer
Besta¨tigunsphase. Das Anwendungsintervall, das heißt, der Abstand der Aktivita¨ts-
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ausfu¨hrung, reichte von 50ms bis 100s, sodass die durchschnittliche Stromaufnahme
in einem Bereich von mehreren mA bis wenigen μA lag. Die vergleichende Messungen
erfolgten mit dem in Abbildung 2.16 auf Seite 40 dargestellten Aufbau.
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Abbildung 4.7: Prozentuale Abweichung der Modelle von der gemessenen Stromauf-
nahme bei 3V zweier Knoten (A und B): Das Anwendungsintervall ist in logarith-
mischer Skala dargestellt.
Abbildung 4.7 zeigt die ermittelte Abweichung der Modelle von den gemesse-
nen Werten zweier Knoten. Knoten A hat dabei fu¨r alle Intervalle eine geringere
Stromaufnahme als von den Modellen vorhergesagt. Die Abweichung des m-Median
Modells ist dabei mit ≈ 4,5% am geringsten und stabil. Ebenso stabil ist das m-
Datenblatt Modell, mit einer geringfu¨gig ho¨heren Abweichung von ≈ 5,5%. Mit stei-
gendem Intervall sinkt der Einﬂuss der aktiven Modi und der Anteil des Schlafmodus
nimmt zu. Da dieser fu¨r das m-Pessimistisch Modell um 66% ho¨her veranschlagt
wird, steigt die Abweichung fu¨r hier mit zunehmendem Intervall bis auf ≈ 28%.
Knoten B hat eine gro¨ßere Stromaufnahme als Knoten A, wodurch die Abwei-
chung bei geringeren Intervallen mit ≈ 1 bis 2,5% deutlich geringer ist. Jedoch
reichen mit steigendem Einﬂuss des Schlafmodus sowohl das m-Datenblatt als auch
das m-Median Modell nicht mehr aus, um die Stromaufnahme der Knoten nicht zu
unterscha¨tzen. Analog zu Knoten A steigt die Abweichung von Messung und Modell
mit dem m-Pessimistisch Modell bei zunehmendem Intervall deutlich, ist aber durch
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die ho¨here Stromaufnahme von Knoten B im Schlafmodus mit ≈ 23% nicht ganz so
stark.
Die Ergebnisse zeigen den Einﬂuss des Schlafmodus und der durch die Imple-
mentierung verursachten U¨berscha¨tzung. Bei niedrigen Anwendungsintervallen und
dementsprechend hohem Energieverbrauch ist das m-Median Modell in der Lage,
den Verbrauch ausreichend genau vorherzusagen. Bei hohen Anwendungsintervallen
kann dieses Modell eine Unterscha¨tzung nicht mehr ausschließen, im Falle von Kno-
ten B ist diese mit ≈ 1,6% gering und la¨sst sich mo¨glicherweise, wie in Abbildung 4.1
gezeigt, durch einen kombinierten Energiemanagementansatz ausgleichen. Dies gilt
ebenso fu¨r die U¨berscha¨tzung des Verbrauchs, wobei auch die durch das pessimis-
tische Modell verursachte deutliche U¨berscha¨tzung potenziell ausgeglichen werden
kann.
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Abbildung 4.8: Prozentuale Abweichung der Modelle mit hoher Auﬂo¨sung sowie mit
per-Knoten-Kalibrierung von der gemessenen Stromaufnahme bei 3V zweier Knoten
(A und B): Das Anwendungsintervall ist in logarithmischer Skala dargestellt.
Um die U¨berscha¨tzung der Modi durch Runden auf den na¨chst ho¨heren μA Wert
zu verringern, kann die Verbrauchserfassung mit ho¨herer Auﬂo¨sung angewendet wer-
den. Abbildung 4.8 zeigt die dadurch entstehende Abweichung von den gemessenen
Werten der Knoten A und B.
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Der Unterschied zwischen den Modellen, die nur eine μA Auﬂo¨sung besitzen, und
den ho¨her aufgelo¨sten Modellen ist bei kleinerem Anwendungsintervall unwesentlich.
Erst mit steigendem Intervall und dadurch gro¨ßer werdendem Einﬂuss des Schlafmo-
dus lassen sich Unterschiede erkennen. Das Modell m-Datenblatt unterscha¨tzt durch
die Abweichung des tatsa¨chlichen Verbrauchs im Schlafmodus von den Datenblatt-
werten die Stromaufnahme von Knoten A. Zusa¨tzlich nimmt die Abweichung fu¨r das
m-Datenblatt Modell bei diesem Knoten mit steigendem Intervall ab. Fu¨r Knoten B
nimmt die Abweichung im Vergleich zu den niedriger aufgelo¨sten Modellen zu.
Eine geringere Abweichung, ohne dabei den Verbrauch zu unterscha¨tzen, la¨sst
sich mit Modellen erreichen, die fu¨r jeden Knoten separat erzeugt werden. Dies ist
zwar aufwendig, liefert aber die besten und stabile Ergebnisse, wie in Abbildung 4.8
dargestellt.
0 25 50 75 100
m-Pessimistisch























Abbildung 4.9: Beitrag der Gera¨te/Modi zum gesamten Verbrauch fu¨r jedes Modell
In Abbildung 4.9 ist der vorhergesagte Verbrauch fu¨r die Modelle aufgeschlu¨sselt.
Wie erwartet, steigt der Einﬂuss des Schlafmodus mit gro¨ßer werdendem Anwen-
dungsintervall. Bis auf den Anteil der aktiven CPU, der nahezu gleich bleibt, sinken
die Anteile der anderen Modi entsprechend. Da die Unterschiede zwischen den Mo-
dellen gering sind, wie in Tabelle 4.2 dargestellt, unterscheiden sich die Anteile der
einzelnen Gera¨te/Modi nur geringfu¨gig. Am deutlichsten weicht die Verteilung beim
pessimistischen Modell ab, da dort die Stromaufnahme im Schlafmodus ho¨her ver-
anschlagt wird. Die anderen Modi haben einen entsprechend kleineren Anteil am
Verbrauch.
Die Ergebnisse zeigen, dass die Mechanismen der Verbrauchserfassung funktio-
nieren und die verfu¨gbare Granularita¨t Einblicke in das Systemverhalten gestattet.
Die Modelle sind abha¨ngig von der durchschnittlichen Stromaufnahme geeignet, den
Verbrauch ausreichend genau zu erfassen. Der durch die Verwendung einer Auﬂo¨-
sung im Bereich von μA eingefu¨hrte Pessimismus fu¨hrt zwar zu einer U¨berscha¨tzung
des Verbrauchs, gleicht dadurch aber Varianzen zwischen unterschiedlichen Knoten
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aus. Um eine Unterscha¨tzung des Verbrauchs ga¨nzlich auszuschließen, ist eine sorg-
fa¨ltige Komponenten- und Systemauswahl oder aber eine Messung jedes Systems
zumindest fu¨r den Schlafmodus notwendig.
4.4.3 Adaption an die Versorgungsspannung
Hat ein System Komponenten, deren Verbrauch merklich von der Versorgungsspan-
nung beeinﬂusst wird, mu¨ssen die Verbrauchszusta¨nde der Komponenten an die mo-
mentane Spannung angepasst werden. Um diese Adaption zu u¨berpru¨fen, wurde ein
System mit einer LED ausgestattet, die alle 500ms an- oder ausgeschaltet wurde. Die
Anwendung u¨berpru¨fte die Versorgungsspannung jede Sekunde. Die Verbrauchsda-
ten wurden alle 10 Sekunden per Funk u¨bertragen. Da keine statistischen Daten u¨ber
den Verbrauch der LED verfu¨gbar waren, wurde der Verbrauch der LED gemessen.
Das m-Median Modell wurde mit der gemessenen durchschnittlichen Stromaufnah-
me bei 3,0V und 2,2V verglichen. Zusa¨tzlich wurde ein Durchlauf durchgefu¨hrt, bei
dem die Spannung in Schritten von 0,2V von 3,0V auf 2,2V abgesenkt wurde.
Tabelle 4.4: Gemessene durchschnittliche Stromaufnahme im Vergleich mit den
durch die Verbrauchserfassung ermittelten Werten bei verschiedenen Spannungen
fu¨r System A




3,0V bis 2,2V 1,28 1,27
Tabelle 4.4 zeigt die Ergebnisse der Messungen. Fu¨r alle gemessenen Spannungs-
szenarien betra¨gt der Unterschied zwischen den adaptiv durch die Verbrauchserfas-
sung ermittelten und dem gemessenen Verbrauch weniger als 1%. Dies ist haupt-
sa¨chlich durch das Wissen u¨ber die durchschnittliche Stromaufnahme der LED zu
erkla¨ren, da diese einen großen Anteil am Gesamtverbrauch hat. Die Ergebnisse
zeigen jedoch, dass die Adaption wie gewu¨nscht arbeitet.
4.4.4 Adaption an Spannungsregler
Wie bereits beschrieben ha¨ngt die Eﬃzienz eines Spannungsreglers von der Ver-
sorgungsspannung und der vom System erzeugten Last ab. Bei Vera¨nderung eines
dieser Parameter (insbesondere einer Lastvera¨nderung durch das An- oder Abschal-
ten von Komponenten) mu¨ssen die Verbrauchszusta¨nde aller aktiven Komponenten
mit dem Eﬃzienzfaktor multipliziert werden. Dieser Faktor wird auf Grundlage der
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Spannung und der Last erzeugt. Um dieses Verhalten zu validieren, wurde eine An-
wendung genutzt, welche das Funkmodul und den aktiven CPU Modus verwendet
und so verschiedene Lasten und somit Eﬃzienzfaktoren erzeugt. Das System verblieb
fu¨r 500ms im aktiven Modus und wartete anschließend fu¨r weitere 100ms auf Nach-
richten. Zusa¨tzlich wurde der Systemstatus mit maximaler Sendesta¨rke u¨bertragen.
Als Spannungsregler wurde ein ON Semiconductor NCP1400 [52] genutzt. Die ge-
messene Eﬃzienz wurde in sechs Schritte (<100μA, <1mA, <3mA, <10mA, <20mA
und >20mA) fu¨r die Anpassung zur Laufzeit u¨bersetzt (vergleiche Abbildung 2.10,
Seite 20). Fu¨r das Experiment wurde eine konstante Versorgungsspannung von 1,5V
genutzt.
Tabelle 4.5: Gemessene Stromaufnahme im Vergleich mit den zur Laufzeit ermittel-
ten Werten unter Einbeziehung der Eﬃzienz eines Spannungsreglers fu¨r das Fallbei-
spiel
Durchschnittliche Stromaufnahme in mA
Fixe Eﬃzienz
Gemessen Eﬃzienzadaption schlechteste beste durchschnittliche
5,14 5,301 8,707 4,198 5,674
In Tabelle 4.5 sind die Ergebnisse des Experimentes dargestellt. Der Basisver-
brauch des Spannungsreglers ist Teil der durchschnittlichen Stromaufnahme. Der
Unterschied zwischen dem gemessenen Verbrauch und der Verbrauchserfassung mit
Adaption an die Reglereﬃzienz betra¨gt 3%. Dieser Wert ist deutlich besser als die
Nutzung eines statischen Eﬃzienzwertes. Wird die beste gemessene Eﬃzienz bei 1,5V
Versorgungsspannung genutzt, wird der Verbrauch um 22% unterscha¨tzt. Wird da-
gegen die schlechteste Eﬃzienz angenommen, wird der tatsa¨chliche Verbrauch um
68% u¨berscha¨tzt. Bei der Annahme einer durchschnittlichen Eﬃzienz wird der Ver-
brauch immer noch um 10% u¨berscha¨tzt. Dieses einfache Experiment zeigt, dass eine
Anpassung an die Eﬃzienz eines Reglers besser als ein statisches Modell geeignet
ist, den Verbrauch zu modellieren.
4.4.5 Anwendungsbeispiel: Adaption des Anwendungsintervalls
Die gewonnenen Verbrauchsdaten ko¨nnen von einer Anwendung genutzt werden, um
den eigenen Energieverbrauch zur Laufzeit zu steuern. Damit wird die Reaktion auf
Vera¨nderungen beispielsweise durch sinkende Versorgungsspannung mo¨glich.
Die Informationen u¨ber den Verbrauch wa¨hrend der aktiven Phase wurden von
einer Demonstrationsanwendung genutzt, um dynamisch die Frequenz der aktiven
Phasen auf Grundlage der verfu¨gbaren Energie und der gewu¨nschten Laufzeit zu be-
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rechnen. In jedem Intervall lauschte das System fu¨r 50ms auf Nachrichten, versendete

























Abbildung 4.10: Dynamisch berechnete Anwendungsfrequenz fu¨r verschiedene Ver-
sorgungsspannungen
Abbildung 4.10 zeigt, wie die Anwendung ihr Intervall unter verschiedenen Ver-
sorgungsspannungen mit und ohne Spannungsregler festlegt. Obwohl der Regler die
Nutzung kleinerer Versorgungsspannungen ermo¨glicht, verringert sich dabei die Fre-
quenz, da die Eﬃzienz des Reglers sinkt, aber die Versorgungsspannung der LED
gleich bleibt. Ohne Regler ist die Frequenz ho¨her, verringert sich aber mit steigender
Spannung, da sich der Verbrauch der LED erho¨ht.
4.4.6 Anwendungsbeispiel: Verbrauchserfassung eines Sensornetzes
Die durch den Software-basierten Ansatz ermo¨glichte Granularita¨t der Verbrauchs-
daten gestattet es, den Verbrauch von Anwendungen detailliert zu untersuchen. Um
diese Mo¨glichkeit zu demonstrieren, wurde der Energieverbrauch einer Sensornetz-
anwendung u¨berwacht.
Zu diesem Zweck wurden sieben Knoten wie in Abbildung 4.11 dargestellt u¨ber








Abbildung 4.11: Der bei Experiment 6 verwendende Netzwerkaufbau: Nur Knoten 1
kann direkt mit der Senke kommunizieren.
Jedwede Kommunikation in Richtung Senke wurde u¨ber Knoten 1 abgewickelt, da
nur dieser mit der Senke direkt kommunizieren konnte. Dies liegt in dem Umstand
begru¨ndet, dass wie in [78] bereits beobachtet, der Accesspoint direkt u¨ber den
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Rechner Energie bezog und damit eine ho¨here Spannung und Sendeleistung besaß als
die per Batterie versorgten Knoten, was zu Problemen bei der Wegewahl fu¨hrte. Es
wurde eine einfache Kombination aus MAC und baumbasierter Wegewahl verwendet,
die jede Minute das Funkmodul fu¨r vier Sekunden aktivierte. Innerhalb dieser Zeit
fand die gesamte Kommunikation statt. Alle drei Minuten erzeugte die Anwendung
auf den Knoten eine Nachricht, die u¨ber das Netz an den Rechner gesendet wurde.
Basis fu¨r die Wegewahl war dabei die Entfernung zur Senke, welche in den ACK-
Nachrichten u¨bermittelt wurde. Jeder Knoten mit einer kleineren Entfernung leitete





































Abbildung 4.12: Wege der Nachrichten innerhalb von 60 Stunden nach Absender
Abbildung 4.12 stellt die Wege der Nachrichten innerhalb des Netzes fu¨r eine
Laufzeit von 60 Stunden dar. Das Netz war nicht stabil, sondern vera¨nderte sich.
Nachrichten der weiter entfernten Knoten 6 und 7 wechselten ha¨uﬁg den Pfad. Der
in der Mitte angesiedelte Knoten 5 konnte immer direkt mit der Senke kommunizie-
ren, wohingegen die mit Knoten 1 benachbarten Knoten 2 und 3 zum Teil Umwege
nutzten.
Jeder Knoten erfasste seinen Energieverbrauch mithilfe des vorgestellten Verfah-
rens und sendete diesen in der Nachricht an die Senke. Abbildung 4.13 schlu¨sselt
den durch die Verbrauchserfassung ermittelten Verbrauch auf.
Wie zu erwarten hat Knoten 1 den ho¨chsten Sendeverbauch, gleichzeitig sinkt der
Verbrauch fu¨r den Empfangsmodus. Dies ist in der kombinierten Sende- und Emp-
fangsphase begru¨ndet. Knoten 4 ist wie in Abbildung 4.12 zu erkennen Teil vieler
Pfade, sodass er ebenfalls einen erho¨hten Sendeverbrauch aufweist. Im Gegensatz
dazu verbraucht Knoten 5, der kaum Nachrichten weiterleitet, weniger Energie fu¨r
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Abbildung 4.13: Ermittelte Stromaufnahme in mA nach 60 Stunden Laufzeit fu¨r
jeden Knoten, aufgeteilt in CPU, Senden und Empfangen
das Senden und mehr fu¨r das Empfangen. Vera¨nderungen in den Routen lassen sich
beim Energieverbrauch fu¨r das Senden nachvollziehen, der in Abbildung 4.14 dar-







































In diesem Kapitel wurde ein Verfahren fu¨r die Software-basierte Verbrauchserfas-
sung zur Laufzeit vorgestellt, das im Gegensatz zu Hardware-basierten Ansa¨tzen in
der Lage ist, den Verbrauch feingranular auf einzelne Gera¨te und deren Modi auf-
zuschlu¨sseln. Diese Informationen ermo¨glichen neben der detaillierten Analyse des
Anwendungsverhaltens eine Steuerung des Verhaltens einzelner Teile der Anwen-
dung durch ein Energiemanagement. Der vorgestellte Ansatz ist unabha¨ngig von
der verwendeten Anwendung und kann ohne deren Anpassung in das Gesamtsystem
integriert werden.
Es wurde gezeigt, wie die Verbrauchserfassung robuster gegen Variationen ge-
macht werden kann. Realistischere Modelle wurden auf Grundlage von Messungen
erstellt, die einen Großteil der Knoten umfassen und nur zu geringer U¨berscha¨tzung
fu¨hren. Der Ansatz ist darauf ausgelegt, ﬂexibel angepasst werden zu ko¨nnen, um so-
wohl an die Bedu¨rfnisse in der Entwicklungsphase als auch an jene in der produktiven
Ausbringung anpassbar zu sein. Im Gegensatz zu existierenden Ansa¨tzen ist die pra¨-
sentierte Verbrauchserfassung in der Lage, sich dynamisch an einen vera¨nderlichen
Verbrauch anzupassen. Dazu wurden Mechanismen vorgestellt, welche eine Anpas-
sung an Spannungsvera¨nderungen und die variable Eﬃzienz eines Spannungsreglers
ermo¨glichen. Diese lassen sich bei Bedarf auch erweitern, um auf andere Faktoren
reagieren zu ko¨nnen, die den Energieverbrauch beeinﬂussen ko¨nnen, insbesondere
die Temperatur.
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Mithilfe der in den vorangegangenen Kapiteln vorgestellten Methoden lassen sich
die verbleibende Energiemenge und der Verbrauch ermitteln. Dies ermo¨glicht es, die
energetischen Ausgaben des Systems zu planen und zu steuern und somit im Voraus

















Abbildung 5.1: Steuerung individueller Anwendungsteile mithilfe eines generischen
Energiemanagements auf Grundlage der verbrauchten und verfu¨gbaren Energie
Abbildung 5.1 erweitert den bisherigen Ansatz (siehe Abbildungen 3.1 und 4.1
auf den Seiten 51 und 79) um ein generisches Energiemanagement. Dieses stellt An-
passungmechanismen fu¨r Anwendungen bereit und vereinfacht so die Anwendungs-
entwicklung, da das Management nicht mehr individuell fu¨r jede Anwendung ent-
wickelt werden muss. Eine feingranulare Steuerung wird durch eine Zuordnung der
verbrauchten Energie zu einzelnen Anwendungsteilen mo¨glich.
Grundsa¨tzlich kann eine Steuerung auf verschiedene Arten erfolgen, bedarf aber
in jedem Fall einer Einﬂussmo¨glichkeit auf die Anwendung. Neben einer direkten
Einﬂussnahme des Managements auf Anwendungsparameter kann die Anwendung
selbst mit Energiebewusstsein ausgestattet werden, um selbsta¨ndig auf Vorgaben
des Managements zu reagieren. Nicht alle Anwendungen haben dasselbe Interesse an
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einem detaillierten Energiebewusstsein. Wie der Stand der Technik zeigt, existieren
verschiedene Stufen des Energiebewusstseins. Anwendungen ko¨nnen verschiedene
Kooperationsmo¨glichkeiten hinsichtlich Energie wahrnehmen, die idealerweise alle
durch das Energiemanagement adressiert werden sollten.
In diesem Kapitel wird das Konzept der auf Ressource Container [24] basierenden
Energiebudgets vorgestellt. Die Budgets stellen Informationen u¨ber die zur Verfu¨-
gung stehende Energie in einem zeitlichen Kontext bereit und ermo¨glichen somit
eine anwendungsseitige Anpassung. Die sich daraus ergebenden Mo¨glichkeiten fu¨r
das Management und die Anwendungen werden betrachtet.
5.1 Problembeschreibung
Auf der Basis der zur Verfu¨gung stehenden Energiemenge Eavail und der verbleiben-
den Laufzeit tremain ist es mo¨glich, den Verbrauch der Anwendungen so zu beeinﬂus-
sen, dass das Lebenszeitziel erreicht wird. Dies kann abha¨ngig von der Anwendung
verschiedenste Konsumenten betreﬀen, wie Gera¨te, Anwendungsteile und Ziele, die
allesamt beachtet werden mu¨ssen.
Um jedem Konsumenten einen bestimmten Anteil Φ von Eavail zu garantieren, ist
es notwendig, sie energetisch voneinander zu isolieren. Eine Isolation hat jedoch den
Nachteil, dass die Energieanteile mo¨glicherweise nicht vollsta¨ndig verbraucht wer-
den ko¨nnen oder ein Energiebedarf unbefriedigt bleibt. Dies wird durch Dynamiken
in Hard- und Software und dem daher nicht vollsta¨ndig im Voraus berechenbaren
Energiebedarf verursacht (siehe Kapitel 2.2).
So ist es mo¨glich, dass der Bedarf vorher falsch eingescha¨tzt wurde oder ein
kurzzeitiger Mehrbedarf aufgrund von Ausnahmesituationen besteht. Beides muss
durch das Management behandelt werden ko¨nnen, um das Anwendungsziel nicht zu
gefa¨hrden.
Die Vera¨nderung von Eavail ist nicht nur vom Verbrauch des Systems abha¨ngig,
sondern kann von außen beeinﬂusst werden. Dies ist insbesondere dann der Fall, wenn
die Batterieu¨berwachung die verbleibende Energie neu einscha¨tzt. Daraufhin muss
eine Anpassung der Anteile erfolgen, was wiederum Verteilungsprobleme generiert.
Abbildung 5.2 stellt diese Problematik schematisch dar. Eine einfache Sensor-
netzanwendung wird in zwei Aufgabenbereiche (Kommunikation und Sensorik) auf-
geteilt. Beide erhalten periodisch ihren Anteil (ΦFunk bzw. ΦSensor) an der zur Ver-
fu¨gung stehenden Energie, welche zu Beginn 28 Einheiten betra¨gt. Dabei wird dar-
auf geachtet, die Minimalanforderungen zu erfu¨llen. Das heißt, eine Energieeinheit
wird fu¨r die Aufrechterhaltung der Kommunikation bereitgestellt und zwei fu¨r die
Datenerfassung. Die Verteilung der daru¨ber hinaus verfu¨gbaren Energie kann auf
verschiedenste Arten erfolgen. In diesem Beispiel geht sie aufgrund ho¨herer Priori-
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Abbildung 5.2: Schematische Darstellung des Verteilungsproblems fu¨r zwei Konsu-
menten bei dynamischer Energieverfu¨gbarkeit: Die blauen Ka¨stchen repra¨sentieren
abstrakte Energieeinheiten. In den Phasen 3, 4 und 6 vera¨ndert sich die zur Ver-
fu¨gung stehende Energiemenge. Ab Phase 6 steht nicht mehr genug Energie zur
Deckung des minimalen Bedarfs zur Verfu¨gung.
ta¨t der Kommunikation an ΦFunk. In Phase 3 a¨ndert sich die zur Verfu¨gung stehende
Energie durch a¨ußere Einﬂu¨sse, sodass mehr Energie auf die beiden Anwendungs-
bereiche verteilt werden kann. Dies kehrt sich in den Phasen 4 und 6 um, was dazu
fu¨hrt, dass in Phase 6 nicht mehr genug Energie verfu¨gbar ist, um die Minimalan-
forderungen zu erfu¨llen. Eine solche Konﬂiktsituation kann auf verschiedene Arten
aufgelo¨st werden. In diesem Fall werden beide minimale Anforderungen erfu¨llt, wo-
durch in Phase 7 nicht mehr ausreichend Energie fu¨r einen gesicherten Betrieb zur
Verfu¨gung steht.
Wie im Beispiel dargestellt, ko¨nnen die a¨ußeren Einﬂu¨sse dazu fu¨hren, dass das
System nicht mehr aus sich heraus in der Lage ist, mithilfe von sanfter Verschlech-
terung der Systemleistung das Lebenszeitziel zu erreichen, da beispielsweise die von
der Anwendung vorgegebenen Parameter ein weiteres Absenken des Verbrauchs ver-
hindern. In einem solchen Fall muss das System zwingend in der Lage sein, diese
Ausnahmesituation anzuzeigen und dem Nutzer so die Mo¨glichkeit zu geben, zu rea-
gieren. Das kann beispielsweise durch eine vorgezogene Wartung vor Ort oder eine
Parameteranpassung durch etwaige Fernwartung erfolgen.
5.2 Stand der Technik
Es existieren verschiedene Ansa¨tze, um den Energieverbrauch eines drahtlosen tief
eingebetteten Systems zu steuern. Traditionell ist das Ziel dabei eine Reduktion des
Verbrauchs durch Energiesparmaßnahmen (siehe Kapitel 2.2). Im Gegensatz dazu
soll bei einem zielorientierten Energiemanagement [23] eine deﬁnierte Laufzeit un-
ter mo¨glichst hoher Energieausnutzung erreicht werden. Eine Steuerung hat jedoch
nur dann Sinn, wenn ausreichend Spielraum fu¨r das Management zur Verfu¨gung
steht, also mehr Energie als minimal no¨tig vorhanden ist, so dass das Ziel nicht nur
knapp erreicht wird. Einige Ansa¨tze wie [66] und [190] kommen aus dem Bereich
der Energiegewinnung aus der Umwelt, da dort oftmals ein a¨hnliches Problem gelo¨st
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werden musste: Trotz unsicheren Energieeinkommens muss das System durchgehend
arbeiten, also auf Grundlage einer Prognose Energie verteilen und den Verbrauch
beschra¨nken. Dies entspricht einem zielorientierten Energiemanagement.
Alle Energiemanagementansa¨tze nutzen jeweils eigene Lo¨sungen, um die beno¨tig-
ten Informationen u¨ber die verbleibende Energiemenge zu erhalten. Sollen mehrere
Anwendungsteile unabha¨ngig voneinander gesteuert werden, ist eine korrekte Zu-
ordnung des Verbrauchs zu diesen Teilen unerla¨sslich. Nicht in jedem Fall wird ein
Bewusstsein u¨ber den Verbrauch des Systems beno¨tigt, da sich dieser auch indirekt
u¨ber die verbleibende Energie grob abscha¨tzen la¨sst.
Grundsa¨tzlich wird bei allen Verfahren die Leistung des Systems auf Grundlage
einer oder mehrerer Steuergro¨ßen vera¨ndert. Dies kann direkt durch das Management
(Kapitel 5.2.1) oder indirekt (Kapitel 5.2.2) erfolgen.
Aufgrund existierender Varianzen in Hard- und Software (siehe Kapitel 2.2) muss
ein Management in der Lage sein, auf einen vera¨nderten Verbrauch in Ausnahme-
situationen zu reagieren. Ein vera¨nderter Verbrauch kann entweder kurzfristig auf-
treten oder von la¨ngerer Dauer sein. Idealerweise kann ein kurzfristiger Mehrbedarf
beispielsweise aufgrund von Pha¨nomendetektion oder Retransmissionen gedeckt wer-
den. Ein kurzfristiger Minderbedarf sollte nicht zu einer sofortigen Anpassung und
damit Auswirkung auf andere Anwendungsteile fu¨hren. Zusa¨tzlich sollte das Sys-
tem in der Lage sein, die zugeteilten Energiemengen an den tatsa¨chlichen Bedarf
anzupassen, um sowohl eine Gefa¨hrdung des Anwendungsziels als auch Energiever-
schwendung zu vermeiden.
5.2.1 Direkte Steuerung
Bei einer direkten Steuerung nutzt das Energiemanagement Regler der Anwendun-
gen beziehungsweise Treiber, um Parameter oder Ausfu¨hrungspfade zu vera¨ndern.
Die Anpassung kann direkt erfolgen oder durch die Anwendung vorgenommen wer-
den, die auf Anfragen des Managements reagiert. Die Anwendungen treﬀen jedoch
keine eigensta¨ndigen Entscheidungen, sondern konsultieren immer das System.
Odyssey
Im Unix basierten Odyssey [191] wird die Genauigkeit/Wiedergabetreue von Appli-
kationen angepasst, um die vom Nutzer gewu¨nschte Laufzeit bei maximaler Leis-
tung zu erreichen. Zu diesem Zweck wird der durch eine Hardwarelo¨sung erfasste
Verbrauch genutzt, um auf Basis historischer Daten den zuku¨nftigen Verbrauch vor-
herzusagen. Weicht die aus initial bekannter Energiemenge und zuku¨nftigem Ver-
brauch errechnete Laufzeit vom Ziel ab, muss sich die laufende Applikation anpas-
sen. Adaptionsmo¨glichkeiten ko¨nnen direkt durch Modiﬁkation der Anwendungen
oder indirekt u¨ber Stellvertreter geschaﬀen werden, die die Ein- oder Ausgabe der
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Anwendungen beeinﬂussen. Bei nebenla¨uﬁgen Anwendungen erfolgt die Anpassung
u¨ber durch den Nutzer vergebene Priorita¨ten.
Der Ansatz zielt darauf ab, die Zahl der Anpassungen durch Mittelwertbildung
mo¨glichst gering zu halten, wodurch kurzzeitige Varianzen abgefangen werden ko¨n-
nen. Langfristige Bedarfsa¨nderungen sind allerdings nicht direkt behandelbar, da das
System immer nur gerade laufende Anwendungen und deren Verbrauch betrachtet.
Dadurch besteht keine vollsta¨ndige Isolation zwischen den laufenden und pausierten
Anwendungen, wodurch der Mehrbedarf einer laufenden Anwendung andere benach-
teiligen und im Extremfall verhungern lassen kann.
Imprecise Computations
Imprecise Computations [192] stammt urspru¨nglich aus dem Scheduling-Kontext
und dient zur Einhaltung von Zeitanforderungen von Echtzeittasks. Jede Task wird
in eine notwendige und eine optionale Subtask aufgeteilt. Optionale Subtasks werden
nur dann ausgefu¨hrt, wenn keine Zeitanforderungen von notwendigen Subtasks be-
hindert werden. In EPOS [67] wird dieses Konzept auf das Erreichen von Lebenszeit-
zielen ausgeweitet. Optionale Subtasks werden nur bei ausreichender Energieverfu¨g-
barkeit ausgefu¨hrt. Diese wird periodisch mittels U¨berwachung des Spannungsabfalls
der Batterie im Zusammenspiel mit vordeﬁnierten Verbrauchswerten errechnet.
EPOS bietet keine Isolation zwischen einzelnen Tasks. Die Entscheidung, ob eine
optionale Subtask ausgefu¨hrt werden kann, wird rein auf Basis der globalen Energie-
verfu¨gbarkeit vom Scheduler getroﬀen. Da die Ermittlung der verbleibenden Energie
nur periodisch erfolgt, haben kurzfristige Vera¨nderungen des Energiebedarfs keine
direkte Auswirkung. Langfristige Bedarfsa¨nderungen ko¨nnen nicht direkt behandelt
werden. Insbesondere ein dauerhafter Mehrbedarf kann nicht befriedigt werden, da
eine Zuordnungsmo¨glichkeit fehlt.
Energy Levels
Die in [21] vorgestellte Programmierabstraktion der Energy Levels verfolgt ein a¨hn-
liches Prinzip wie Imprecise Computations, zielt aber explizit auf Sensorknoten. Um
ein Lebenszeitziel zu erreichen, wird zwischen verschiedenen vom Nutzer deﬁnierten
globalen Anwendungsstufen gewechselt und so der Verbrauch gesteuert. Diese Stufen
stellen unterschiedliche Funktionalita¨t bei unterschiedlichem Verbrauch bereit, wo-
bei eine ho¨here Stufe einen ho¨heren Energiebedarf hat. Um dem System die Stufen-
auswahl zu ermo¨glichen, muss jede Stufe mit einem Nutzen-Wert versehen werden.
Der Verbrauch jeder Stufe muss statisch im Voraus ermittelt werden, beispielsweise
durch Simulation. Neben dem einmaligen Verbrauch durch die Programmausfu¨hrung
wird auch der kontinuierliche Verbrauch durch Zustandsa¨nderungen der Hardware
einbezogen. Zur Laufzeit wird die verbrauchte Energie jeder Stufe protokolliert. Die
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in der Batterie zur Verfu¨gung stehende Energie wird durch einen tabellenbasierten
Ansatz (vgl. Kapitel 3.2.3 Seite 57) ermittelt. Auf dieser Basis wird fu¨r jede Stufe
die mo¨gliche Laufzeit berechnet und anschließend durch Optimierung eine Stufen-
belegung mit maximalem Nutzen fu¨r die verbleibende Laufzeit berechnet. Um den
Speicheraufwand zu verringern und den Nutzen zu maximieren, werden nach jeder
Berechnung nur die ho¨chst mo¨gliche Stufe gewa¨hlt und alle weiteren Daten verwor-
fen. Dieses Verhalten ist optimistisch, da nicht von einer zuku¨nftigen Verringerung
der verbleibenden Energie ausgegangen wird. Um dies auszugleichen, wird ein dyna-
misch sinkender Sicherheitsfaktor in die Ermittlung der verbleibenden Energie ein-
bezogen, sodass das Lebenszeitziel auch bei ungenauer Information u¨ber Verbrauch
und verbleibende Energie erreicht werden kann. Durch diesen Faktor steigt im Lau-
fe der Zeit, sofern die Annahmen u¨ber den Verbrauch und die verfu¨gbare Energie
korrekt sind, die der Anwendung zur Verfu¨gung stehende Energiemenge und somit
potenziell die Anwendungsstufe.
Durch die optimistische Zuweisung der Anwendungsstufen ist die Dimensionie-
rung des Sicherheitsfaktors zentral fu¨r das Erreichen des Ziels. Da die Verbrauchs-
erfassung nur auf Granularita¨t der Anwendungsstufen stattﬁndet, wirkt sich eine
Bedarfsa¨nderung, sofern durch die statische Erfassung observiert, auf alle in dieser
Stufe zusammengefassten Anwendungsteile aus. Der Mehrbedarf eines Anwendungs-
teils kann nicht beschra¨nkt werden, sondern fu¨hrt potenziell zur Verringerung der
Anwendungsstufe und betriﬀt somit alle Anwendungsteile. Von einem Minderbedarf
proﬁtiert im Gegenzug die gesamte Anwendung, denn er kann zu einer Stufenerho¨-
hung fu¨hren. Da das System die Energiestufen periodisch neu bestimmt, wirken sich
kurzfristige Bedarfsa¨nderungen nicht unmittelbar aus.
Eon
Der mit Eon [66] vorgestellte Ansatz versucht, einen dauerhaften Betrieb durch
Balancierung von Energieeinku¨nften - prima¨r durch Solar - und Verbrauch zu er-
reichen. Er basiert auf einer Koordinierungssprache und beschreibt den Fluss von
Daten durch die verschiedenen Komponenten. Fu¨r eine Anpassung des Verbrauchs
auf Systemebene ko¨nnen abstrakte, geordnete Energiestufen fu¨r die Komponenten
deﬁniert werden. Das Laufzeitsystem bestimmt die aktuelle Stufe. Komponenten mit
dieser oder einer kleineren Stufe werden genutzt. Zusa¨tzlich werden fu¨r eine Feinan-
passung adaptive Uhren eingesetzt, deren Frequenz vom Laufzeitsystem innerhalb
eines vorgegebenen Bereiches bestimmt wird. Der Verbrauch jeder Komponente wird
zur Laufzeit durch Hardware bestimmt.
Zwar wird der Verbrauch auf der Ebene von Komponenten und Datenpfaden der
Anwendung erfasst. Da diese aber in den abstrakten Energiestufen zusammengefasst
werden, kann sich die Bedarfsa¨nderung eines Anwendungsteils direkt auf andere
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auswirken. Kurzzeitige Varianzen im Verbrauch wirken sich durch die periodische
Anpassung nicht direkt aus, sondern ko¨nnen mo¨glicherweise relativiert werden.
IDEA
IDEA [193] verfolgt den Ansatz, den Energieverbrauch innerhalb einer Knotennach-
barschaft zu steuern, indem der Einﬂuss lokaler Anpassungen auf den Energiever-
brauch benachbarter Knoten in die Adaptionsentscheidungen einbezogen wird. Dazu
werden der durch ein Zustandsmodell abgescha¨tzte Verbrauch, der Batterieladestand
und der Energiegewinn durch Harvesting erfasst, modelliert und verbreitet. Appli-
kationen stellen verschiedene Zusta¨nde bereit, die sich in Nutzen und energetischer
Auswirkung auf benachbarte Knoten unterscheiden. Diese Informationen mu¨ssen
dem System von der Anwendung bereitgestellt werden. Auf Grundlage dieser Daten
wird durch eine Zielfunktion der optimale Zustand bestimmt. Die Zielfunktion kann
unterschiedliche Verhaltensweisen moderieren. Der Ansatz nennt als Beispiele die
Maximierung der durch Harvesting gewonnenen Energie und die Maximierung der
Laufzeit aller Knoten. Zwar ko¨nnen diese Ziele global optimiert werden, aber gerade
die notwendigen Eingabedaten machen das System aufwendig und erlauben bisher
nur die Verwendung einer adaptiven Anwendung. Mangels paralleler Anwendungs-
teile beziehungsweise Ziele ist somit keine Isolation notwendig. Das Verhalten bei
Bedarfsa¨nderungen gleicht durch die Verwendung von Anwendungsstufen dem von
Energy Levels und Eon.
Energy Management Architecture
Die Energy Management Architecture (EMA) [194] besteht aus drei Teilen: einer
Regelschnittstelle, einem Energiemonitor und dem Energiemanager. EMA separiert
den Sensornetz-Nutzer vom Entwickler. Der Entwickler schreibt und annotiert die
Softwarekomponenten. Der Nutzer bestimmt das Verhalten der Anwendung durch
die Regelschnittstelle.
Mithilfe der Regelschnittstelle kann der Nutzer priorisierte Ziele formulieren, wie
beispielsweise:
”
Erreiche eine bestimmte Laufzeit und maximiere dabei die Daten-
erfassung“. Regeln beziehen sich auf Transaktionen, welche in EMA abgeschlossene,
Energie verbrauchende Handlungen bezeichnen. Die mo¨glichen Regeln beschra¨nken
sich auf Ausfu¨hrungsintervalle und Zielvorgaben, jedoch lassen sich Regeln mittels
logischer Schlu¨sselwo¨rter (AND, OR) verbinden. Zudem ist es mo¨glich, Regeln mit
Maximierung oder Minimierung zu nutzen, wobei nur eine solche Regel im System
zugelassen ist. Der Energiemonitor erfasst den Verbrauch jeder Transaktion durch
Hardware. Um die Zuordnung des gemessenen Verbrauchs zu Transaktionen zu er-
mo¨glichen, muss der gesamte Code mit Systemaufrufen annotiert werden, die den
Beginn und das Ende einer bestimmten Transaktion festlegen. Zusa¨tzlich ko¨nnen
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Transaktionen nicht nebenla¨uﬁg ausgefu¨hrt werden. Die in einem Baum u¨bersetz-
ten Regeln werden vom Energiemanager beim Beginn jeder Transaktion ausgewertet
und auf Basis des historischen Verbrauchs angewendet.
Durch die kontinuierliche Auswertung der Regeln ko¨nnen sich auch kurzzeitige
Varianzen im Energieverbrauch auswirken. Ein langfristiger Mehrbedarf ist nur fu¨r
priorisierte Transaktionen mo¨glich, da sich weniger wichtige Transaktionen in einem
solchen Fall einschra¨nken mu¨ssen. Das System proﬁtiert jedoch insgesamt von einem
dauerhaften Minderbedarf einzelner Teile.
Variability-aware Software Adaption
In [195] wird ein Management pra¨sentiert, das die Intervalle der Anwendung auf-
grund des temperaturabha¨ngigen Verbrauchs wa¨hrend des Schlafzustandes anpasst.
Zu diesem Zweck muss fu¨r jeden Knoten ein temperaturabha¨ngiges Verbrauchsproﬁl
erstellt werden. Das optimale Verha¨ltnis zwischen aktiver Zeit und Schlaf kann dann
statisch auf Grundlage von dem temperaturabha¨ngigen Verbrauchsproﬁl des Kno-
tens, dem Temperaturproﬁl des Ortes, dem Lebenszeitziel und der Batteriekapazita¨t
berechnet werden. Ein dynamischer Ansatz unter Einbeziehung der tatsa¨chlich ver-
brauchten Energie wird nur skizziert und vorgeschlagen, das exakte Temperaturproﬁl
des Ausbringungsortes von den Knoten zur Laufzeit autonom lernen zu lassen. Der
Nutzer speziﬁziert fu¨r jeden Task eine Lebenszeit und die akzeptierte Spanne der
Anwendungsintervalle. Das System teilt die mo¨gliche aktive Zeit unter den Tasks
auf. Die Intervalle der Tasks werden anschließend mithilfe der von den Tasks zur
Ausfu¨hrung beno¨tigten Zeit durch das adaptive Scheduling berechnet. Hierfu¨r wird
eine einfache, auf der Ebene der einzelnen Tasks umgesetzte Zeiterfassung durch
Zeitstempel genutzt, wobei andere Verbraucher nicht einbezogen werden. Varianzen
in der Energieversorgung werden ebenfalls nicht einbezogen.
Durch die taskweise Erfassung und daraus folgende Berechnung des Intervalls
wirken sich Bedarfsa¨nderungen nur auf die jeweiligen Tasks aus. Da die Verteilung
der aktiven Zeit auf die Tasks ﬁx ist, ko¨nnen andere Tasks nicht von einem etwai-
gen Minderbedarf proﬁtieren oder sich bei einem Mehrbedarf einschra¨nken. Unklar
ist das Verhalten der Tasks, wenn die angegebenen Spannen infolge des Verbrauchs
verlassen wu¨rden. Ist keine Anpassung daru¨ber hinaus mo¨glich, wird durch die Iso-
lation im besten Falle Energie verschwendet. Im schlechtesten Fall jedoch ist das
Lebenszeitziel durch einen zu großen Verbrauch in Gefahr.
PControl
In [23] wird der Energieverbrauch der Anwendung durch die Dauer von Schlafphasen
gesteuert. Als Basis dient der in Kapitel 3.2.3 beschriebene Ansatz der Spannungs-
vorhersage. Weicht die gemessene Spannung von der erwarteten ab, wird die Dauer
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der Schlafphase vera¨ndert. Die Dauer wird durch Lo¨sen eines Optimierungsproblems
bestimmt.
Bei diesem Ansatz ist keine direkte Erfassung des Verbrauchs notwenig, da nur
eine Anwendung auf dem System la¨uft und der Spannungsabfall als Steuergro¨ße das
Intervall bestimmt. A¨nderungen des Verbrauchs werden somit nur indirekt erfasst
und durch Anpassung des Intervalls direkt ausgeglichen.
5.2.2 Indirekte Steuerung
Bei der indirekten Steuerung treﬀen die Anwendung beziehungsweise unabha¨ngige
Teile davon eigensta¨ndig energierelevante Entscheidungen. Das Management gibt
dabei den Rahmen vor, beispielsweise durch Zuteilung von Energie zu einzelnen
Anwendungsteilen, auf deren Verfu¨gbarkeit die Anpassungsentscheidungen der An-
wendung basieren. Zur Speicherung der Information u¨ber den Ressourcenverbrauch
von (Sub-)Tasks wird oftmals auf das Konzept der Ressource Container (RC) [24]
zuru¨ckgegriﬀen. Unterarten speziell fu¨r den eingebetteten Bereich und mit einem
Fokus auf die Bereitstellung von detaillierten Energieverbrauchsinformationen sind
beispielsweise Energy Capsules [185] und Energy Container [196]. Beide dienen je-
doch nur der Informationssammlung, nicht dem Energiemanagement.
Virtual Battery
Virtual Battery [197] ermo¨glicht eine Isolation hinsichtlich der Energie von paral-
lelen Anwendungen auf einem Sensorknoten. Die Energie wird auf alle Anwendun-
gen statisch aufgeteilt. Jede Anwendung kann ihre Energie unabha¨ngig von anderen
verwalten, so als wu¨rde sie allein auf dem Knoten laufen. Um diese Sicht zu ermo¨g-
lichen, werden alle Gera¨te ebenfalls virtualisiert. Aufrufe, die die Gera¨tezusta¨nde
a¨ndern, sind aus Sicht der einzelnen Anwendung immer erfolgreich und vera¨ndern
den Energieverbrauch, werden aber nur dann tatsa¨chlich ausgefu¨hrt, wenn dies keine
Konﬂikte verursacht. Jede Applikation reserviert sich einen Prozentsatz der physi-
schen Batteriekapazita¨t und gibt dabei eine Laufzeit und ein Auszahlungsintervall
an. Letzteres ermo¨glicht es einer Anwendung, sich selbst zu limitieren. Nicht genutzte
Energie kann angespart und auf einmal verwendet werden. Zusa¨tzlich besteht fu¨r die
Anwendung die Mo¨glichkeit, einen kurzfristigen Mehrbedarf durch einen Kredit zu
decken, deﬁniert als Prozentsatz aus den eigenen zuku¨nftigen Auszahlungen. Eine
weitere Selbstlimitierung ist durch das Festlegen einer maximalen Verbrauchsrate
mo¨glich, welche die maximal konsumierbare Energie innerhalb eines angegebenen
Zeitintervalls deﬁniert. Ist diese Verbrauchsrate u¨berschritten oder die private Ener-
gie aufgebraucht, wird die Anwendung suspendiert.
Der Ansatz weist in der vorgestellten Form mehrere Schwachstellen auf. Erstens
ist die Virtualisierung ist nicht fair im Sinne von [196]. Die Kosten einer geteilten
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Ressource werden nicht geteilt, sondern nur von einer Anwendung getragen, alle
anderen Nutzer haben keine Kosten. Zweitens kennt das System keine Dynamik. Die
Betrachtung von Sonderfa¨llen beschra¨nkt sich auf einen kurzfristigen Mehrbedarf.
Ein konstanter Mehrbedarf wird nicht behandelt, da das Reservierungsverha¨ltnis
zu Beginn festgelegt wird. Des Weiteren kann ungenutzte Energie nicht verwendet
werden. A¨nderungen in der tatsa¨chlich vorhandenen Energiemenge werden nicht
betrachtet. Beispielsweise wa¨re eine Anpassung zur Laufzeit durch die Mo¨glichkeit
der einmaligen Auszahlung des gesamten Anteils potenziell unfair, da die Energie
bereits am Anfang aufgebraucht werden kann.
Self-Organizing Resource Allocation
Beim marktorientierten Ansatz der Self-Organizing Resource Allocation (SORA)
[198] werden Knoten in einem Fahrzeugverfolgungsszenario als individuelle Agen-
ten betrachtet, die ihren Proﬁt maximieren wollen. Diesen erhalten Knoten fu¨r das
Durchfu¨hren von sinnvollen, das heißt dem Netzwerkziel dienenden, lokalen Aktio-
nen als Reaktion auf global ausgeschriebene Preisinformationen. Die Energiekosten
jeder Aktion sind bekannt, zusa¨tzlich steht jedem Knoten nur eine begrenzte, aber
bekannte Energiemenge zur Verfu¨gung. Die Begrenzung ermo¨glicht das Erreichen
einer deﬁnierten Lebenszeit. Um zu verhindern, dass Knoten ihr Budget durch teure
Aktionen mit hohem Proﬁt gleich am Anfang aufbrauchen und somit kostengu¨nsti-
ge Aktionen nur bei niedrigem Energiestand durchfu¨hren, ist das Budget als Token
Bucket implementiert, in das kontinuierlich Energie gefu¨llt wird. Das Fassungsver-
mo¨gen des Buckets bestimmt die auf einmal nutzbare Energie. Ist das Bucket leer,
muss der Knoten einen Schlafzustand einnehmen, bis es wieder ausreichend nachge-
fu¨llt wurde. Jeder Knoten lernt durch versta¨rkendes Lernen anhand vorangegangener
Zahlungen, welche Aktionen proﬁtabel fu¨r ihn sind. Das gewu¨nschte Netzwerkver-
halten wird durch die Preisgestaltung angeregt, wobei A¨nderungen an alle Knoten
propagiert werden mu¨ssen. Fu¨r die Preisgestaltung wird die Nutzung von Experi-
menten in Testbeds empfohlen, da das komplexe Agentenverhalten in Kombination
mit der unvorhersehbaren Umwelt problematisch ist. So ko¨nnen kleine A¨nderungen
große Auswirkungen haben beziehungsweise selbst große Vera¨nderungen nicht das
gewu¨nschte Verhalten erzielen.
Durch das Token Bucket werden die Anwendungsteile nicht voneinander isoliert,
gleichzeitig ist der Verbrauch durch die verfu¨gbaren Token beschra¨nkt, sodass mo¨g-
licherweise lohnende Aktionen mangels Token nicht ausgefu¨hrt werden ko¨nnen. Zu-
sa¨tzlich ko¨nnen Token beim Erreichen des Fassungsvermo¨gens verloren gehen, dann
wird Energie verschwendet. Vera¨nderungen im Verbrauch einzelner Aktionen sind
nicht observierbar, da von einem bekannten Verbrauch ausgegangen und gleichzeitig
der Batteriestand nicht einbezogen wird.
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Cinder
Das Energiemanagement bei Cinder [199] zielt auf Mobiltelefone mit komplexen
nebenla¨uﬁgen Applikationen ab. Energie wird in Reserven gespeichert, welche auf
Ressource Containern basieren. Reserven werden mittels sogenannter taps verbun-
den, sodass ein hierarchischer Aufbau ausgehend von einer Basisreserve erfolgt. Taps
steuern den Energieﬂuss von einer Reserve in die andere, wobei der Fluss, a¨hnlich wie
bei einem Token Bucket, pro Zeiteinheit begrenzt ist und somit das Erreichen von
Laufzeitzielen mo¨glich wird. Der Energieverbrauch wird durch ein Zustandsmodell
erfasst, dessen Werte im Voraus ermittelt werden. Durch einen Prozess verursach-
ter Verbrauch wird aus der assoziierten Reserve entfernt, wobei die Kosten geteilter
Ressourcen auf alle Nutzer aufgeteilt werden. Reserven ermo¨glichen drei Prinzipi-
en: Die Isolation beschra¨nkt den Verbrauch von Prozessen. Bei der Ablaufplanung
wird gepru¨ft, ob Energie in einer dem Thread zugeordneten Reserve vorhanden ist,
andernfalls wird dieser nicht ausgefu¨hrt. Die Delegation ermo¨glicht es, die Kontrol-
le u¨ber einen Teil der in der Reserve gespeicherten Energie zu teilen. Auf diese
Weise wird eine Kooperation ermo¨glicht, beispielsweise durch Bildung eines Pools
zum Bezahlen kostenintensiver Gera¨teaktionen. Die Unterteilung und Bildung von
Subreserven ermo¨glicht es, die Kontrolle u¨ber einen Teil der Energie vollsta¨ndig
abzugeben. So kann ein Prozess bei der Erzeugung von Kindprozessen individuelle
Reserven aus seiner eigenen Reserve ableiten.
Eine Ru¨ckgewinnung ungenutzter Energie erfolgt durch backward proportional
taps. Dabei wird, ab einer deﬁnierten Energiemenge, die in der Reserve gespeichert
ist, ein prozentualer Anteil zuru¨ckgefu¨hrt. Um weiteres Anha¨ufen von Energie zu
verhindern, verlieren alle Reserven 50% ihrer gespeicherten Energie nach einer la¨n-
geren Frist.
Durch den kontinuierlichen Energieﬂuss zwischen den Reserven entsteht ein be-
tra¨chtlicher Aufwand an Scheduling und Kontextwechseln, der im Ansatz durch pe-
riodisches Ausfu¨hren verringert wird. Zusa¨tzlich ist unklar, wie Cinder bei Vera¨n-
derungen in der Energieverfu¨gbarkeit reagiert, da die Transferraten durch die Taps
vorgegeben sind. Dadurch kann ein kurzzeitiger Mehrbedarf auch nur von angespar-
ter Energie gedeckt werden.
ECOSystem
Der von ECOSystem [69] verfolgte Ansatz ist die Limitierung der durchschnittlichen
Last auf die Batterie, um die Laufzeit zu verla¨ngern und nutzerdeﬁnierte Laufzeit-
ziele zu erreichen. Dazu wurde das sogenannte Currency-Modell eingefu¨hrt, welches
das Recht auf Energie innerhalb eines Zeitlimits repra¨sentiert. Ressource Container
werden genutzt, um zum einen den Verbrauch von zugeordneten Anwendungen oder
Tasks (eine Task kann aus mehreren Prozessen bestehen und beschreibt eine Auf-
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gabe) zu erfassen und zum anderen die Currency zu erhalten und zu speichern. Der
Verbrauch wird durch ein zweiteiliges Software-Modell erfasst. Die Basiskosten um-
fassen Schlafzusta¨nde und den Verbrauch von Standardzusta¨nden von Gera¨ten, die
nicht in das Modell integriert sind. Die explizit verwalteten Gera¨te erfassen den Ver-
brauch auf der Ebene der Zusta¨nde. Reine Basiskosten werden nicht aus Ressource
Containern beglichen.
Die Laufzeit ist in Epochen aufgeteilt, an deren Beginn die verfu¨gbare Menge
Currency durch die gewu¨nschte Last mithilfe einer Batterieformel ermittelt wird.
Anschließend wird die Currency auf Grundlage von durch den Nutzer festgelegten
prozentualen Verha¨ltnissen auf die konkurrierenden Tasks verteilt.
Die initiale Management Regel wird als pay-as-you-go bezeichnet. Dabei wird fu¨r
die Verwendung von Gera¨ten Currency aus dem Container der Task abgezogen. Ist
diese aufgebraucht, wird die Verarbeitung gestoppt. Die potenzielle Folge ist, dass
alle Tasks ihre Currency so schnell wie mo¨glich innerhalb einer Epoche aufbrauchen.
Bei asynchronen Gera¨tezugriﬀen, wie beispielsweise beim Festplattenzugriﬀ, wird
der zugeho¨rige Resource Container mit den Daten gepuﬀert und erst nach der erfolg-
ten Hardwareaktion belastet. Kosten, die aufgrund von Gera¨te(de)aktivierung oder
durch Leerlauf entstehen, werden periodisch oder am Ende der Operation anteilig
auf die nutzenden Container verteilt. Durch diese Asynchronita¨t ist es mo¨glich, dass
ein Container keine Currency mehr entha¨lt und sich verschuldet.
Nicht genutzte Currency kann bis zu einem Limit angespart werden, alle weite-
re Currency wird verworfen, um ein exzessives Ansparen zu verhindern. Dies hat
zur Folge, dass weniger Energie als erwartet verbraucht wird und die Ru¨ckkopplung
mit der Batterie durch das SMART-Interface die Menge der verfu¨gbaren Curren-
cy langsam erho¨ht. In [200] wird diese Vorgehensweise zugunsten einer Currency
erhaltenden Verteilung vera¨ndert. Bei dieser erfolgt die Verteilung von Currency in
zwei Schritten. Zuna¨chst werden die Limits aller Container aufgrund des historischen
Verbrauchs angepasst. Anschließend wird die Currency verteilt, wobei u¨berza¨hlige
Currency anteilig auf andere Container verteilt wird. Erst wenn alle gefu¨llt sind,
geht Currency verloren. Der Scheduler wird durch einen energiezentrischen Planer
ersetzt, der die Ausfu¨hrung von Tasks auf die gesamte Epoche verteilt und so ein
stoßweises Aufbrauchen der Energie am Anfang einer Epoche verhindert.
Problematisch ist die Behandlung von Ausnahmesituationen durch fehlende Dy-
namik zwischen den Containern. Der tatsa¨chliche Bedarf spiegelt sich nur an den
Limits wider, welche letztlich nur dann beno¨tigt werden, wenn der Bedarf kleiner
als erwartet ist. Der umgekehrte Fall, dass die Energie kurzfristig nicht ausreicht,
kann nicht innerhalb einer Epoche behandelt werden. Auch die Anpassung zwischen
den Epochen erfolgt letztlich nur, wenn der Bedarf insgesamt kleiner als die zur
Verfu¨gung stehende Currency-Menge ist.
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Pixie
Pixie [201] ist ein Betriebssystem fu¨r datenintensive Sensornetze mit dementspre-
chend hohen Datenraten. Es basiert auf einem Datenﬂussprogrammiermodell, bei
dem Verarbeitungsstufen miteinander verbunden werden. Das Ressourcenmanage-
ment nutzt sogenannte Ressource Tickets. Diese repra¨sentieren die Verfu¨gbarkeit und
zeitgebundene Reservierung von Ressourcen, vergleichbar mit ECOSystems Curren-
cy, und werden von sogenannten Brokern verwaltet, welche die Details und Regeln
der Ressourcenvergabe umsetzen.
Ressourcen selbst werden durch Allokatoren verwaltet. Diese bestimmen die Ver-
fu¨gbarkeit einer Ressource und allozieren auf Anfrage Tickets, ohne jedoch Regeln
aufzuerlegen. Der Energie Allokator scha¨tzt die verbleibende Laufzeit mithilfe eines
softwarebasierten Zustandsmodells ab, wobei die CPU zur Verringerung des Auf-
wands nur pauschal erfasst wird. Eine dynamische Einbeziehung der Batterie ﬁndet
nicht statt.
Der Energie Broker vergibt Tickets auf Grundlage einer Entladerate, die sich aus
der gewu¨nschten Laufzeit und der verbleibenden Energie bildet. Stufen registrieren
ihren notwendigen Bedarf fu¨r eine Arbeitseinheit zusammen mit einer Priorita¨t.
Wie der Bedarf ermittelt wird, wird nicht na¨her speziﬁziert und auf statische oder
dynamische Techniken verwiesen.
Ein energiebewusster Schalter verteilt eingehende Daten aufgrund der Energie-
verfu¨gbarkeit auf verschiedene Ausga¨nge. Ein energiebewusster Filter gibt nur dann
Daten weiter, wenn ausreichend Energie vorhanden ist, und steuert somit den Ver-
brauch von nachfolgenden Stufen. Eine Kopplung von Daten und einem fu¨r die Ver-
arbeitung notwendigen Ressource Ticket ist fu¨r die meisten Anwendungen sinnvoll
und gestattet es, beide durch die Stufen ﬂießen zu lassen.
Eine Kreditregel la¨sst Applikationen einen kurzfristigen Mehrbedarf decken, selbst
wenn die Entladerate verletzt wu¨rde. Nach U¨berschreiten eines Limits werden je-
doch so lange keine Tickets mehr generiert, bis die Rate wieder ausgeglichen ist. Ein
kurzfristiger Minderbedarf fu¨hrt nach Ablauf des Tickets zu einer Neuvergabe der
Energie in einem anderen Ticket.
Nemesis
Das Betriebssystem Nemesis [68] nutzt mikroo¨konomische Mechanismen, um den
Verbrauch von Anwendungen zu steuern. Anwendungen mu¨ssen fu¨r die Nutzung
von Ressourcen bezahlen, wobei sie entsprechend ihrer Priorita¨t einen Anteil an der
Wa¨hrungsmenge erhalten. Ein Schattenpreis dient als Ru¨ckkopplung fu¨r die Anwen-
dungen und wird anhand des Verbrauchs dynamisch bestimmt. Dieser steigt, wenn
der Verbrauch zu groß wird, und sinkt, wenn ein ho¨herer Verbrauch mo¨glich ist. Zu-
sa¨tzlich mu¨ssen Anwendungen, die einen hohen Anteil am Gesamtverbrauch haben,
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proportional mehr zahlen. Anwendungen versuchen in Nemesis, ihren vom Anwen-
der deﬁnierten verbrauchsabha¨ngigen Nutzen zu maximieren und dabei die Kosten
zu minimieren. Der Verbrauch wird prozessweise mithilfe eines Smart Battery Sys-
tems ermittelt, wobei die Anteile der Gera¨te durch ein kalibriertes Modell ermittelt
werden. Diese Informationen werden jedem Prozess zur Verfu¨gung gestellt.
Durch das Schattenpreismodell ist eine langfristige Planung fu¨r die Anwendungen
schwierig, weil sich der Preis unabha¨ngig von ihrem Verhalten a¨ndern kann und da-
mit die energetische Isolation zwischen den Anwendungen wieder aufgebrochen wird.
Dies ist insbesondere problematisch, wenn einzelne Anwendungen zwangsweise einen
hohen Energiebedarf haben, selbst aber nur wenig auf Vera¨nderungen reagieren ko¨n-
nen, da das System keine Einsicht in die Anforderungen der Anwendung hat und
keine Umverteilung der Wa¨hrung mo¨glich ist. Ein Mehr- oder Minderbedarf wirkt
sich aufgrund der daraus folgenden Preisa¨nderung sofort auf diesen und andere Pro-
zesse aus. Durch den festgeschriebenen Anteil und die proportionale Preisermittlung
kann ein dauerhafter Mehrbedarf nicht befriedigt werden.
5.2.3 Zusammenfassung der Ansa¨tze
Tabelle 5.1 fasst die betrachteten Ansa¨tze zur Steuerung des Energieverbrauchs,
um Lebenszeitziele zu erreichen, zusammen und bewertet sie. Die Bewertung erfolgt
dabei nach einem mehrteiligen Maßstab: sehr gut (++), gut (+), neutral (o), schlecht
(-) und sehr schlecht (--).
Fu¨r das Erreichen von Lebenszeitzielen ist es notwendig, dass das Management
auf Bedarfsa¨nderungen reagieren kann. Solche A¨nderungen ko¨nnen direkt durch An-
forderungen der Anwendung oder indirekt durch einen vera¨nderten Verbrauch der
Hardware ausgelo¨st werden. Die Art der Reaktion ist durch die Ansa¨tze unterschied-
lich umgesetzt worden. Ein kurzfristiger Mehrbedarf kann durch Kredite behandelt
werden (Virtual Battery [197], Pixie OS [201]). Der Einﬂuss eines Minderbedarfs
kann durch Mittelwertbildung bei der Verbrauchserfassung und eine periodische An-
passung der Parameter verringert werden. Eine langfristige beziehungsweise dauer-
hafte Anpassung setzt voraus, dass sich das Verha¨ltnis a¨ndern la¨sst, in dem An-
wendungsteile Energie erhalten. Wa¨hrend dies bei der direkten Steuerung meistens
impliziert erfolgen kann, setzt eine indirekte Steuerung weitere Maßnahmen vor-
aus. Energie sollte zwischen einzelnen Anwendungen oder deren Teilen verschoben
werden ko¨nnen. Zusa¨tzlich muss ein unbeschra¨nktes Ansparen verhindert werden.
Die Flexibilita¨t der Ansa¨tze ha¨ngt von der zugrundeliegenden Steuergro¨ße ab.
Bei direkter Steuerung mu¨ssen Anwendungen ihre Anpassungen in der vom System
vorgegebenen Weise formulieren. Dies kann je nach System die Verhaltensweisen be-
schra¨nken. Bei Ansa¨tzen mit indirekter Steuerung ist dies anders. Die Anpassung
muss zwar explizit durch die Anwendung selbst implementiert werden, diese hat je-
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doch alle Freiheiten, die ihr zugeteilte Energie zu verwalten. Das wirkt sich auch auf
den Vorbereitungsaufwand aus. Dieser sollte bei direkter Steuerung grundsa¨tzlich
geringer sein, da sich Anwendungen keine Gedanken um die Bedeutung von Ener-
gie machen mu¨ssen. Der Verbrauch wird vom System u¨berwacht und eingestellt. Im
Gegensatz dazu muss bei den Ansa¨tzen mit indirekter Steuerung die Applikation ein
Energiebewusstsein besitzen, denn sie entscheidet autonom, was mit der zur Verfu¨-
gung stehenden Energie passiert. In einem einfachen Fall bedeutet dies beispielsweise
das Einstellen des eigenen Intervalls, es kann aber beliebig komplexe Anpassungen
umfassen. Betrachtet man die Umsetzung der Konzepte in den Ansa¨tzen, zeigt sich,
dass der Vorbereitungsaufwand zum Teil durch das Erstellen von statischen Ver-
brauchsgro¨ßen (Energy Levels [21], SORA [198]), das Messen des Einﬂusses der
Adaption auf andere Knoten (IDEA [193]) und der Preisgestaltung (SORA [198])
erho¨ht wird.
Der Vorbereitungsaufwand steigt durch den Aufwand, welcher aus softwaretechni-
scher Sicht fu¨r die Integration der Ansa¨tze in die Anwendung notwendig ist. Ansa¨tze,
die Service Level als Steuergro¨ße besitzen, machen eine Anpassung der Anwendung
durch Integration dieser Level notwendig (Odyssey [191], Inprecise Computations
[192], Energy Levels [21], IDEA [193]). Wird fu¨r die Steuerung des Verbrauchs auf
die Konﬁguration von Timern zuru¨ckgegriﬀen, verringert sich der Aufwand der In-
tegration deutlich, da der Anwendungscode selbst meist nicht bearbeitet werden
muss (Variability-aware Software Adaption [195], PControl [23]). Sonderstellungen
nehmen Eon [66] und EMA [194] ein. Eon setzt auf eine Kombination aus Service
Leveln und Timern, wodurch der Aufwand vom gewu¨nschten Anwendungsverhalten
abha¨ngt. EMA verwendet zwar Timer zur Steuerung, macht jedoch eine Anpassung
der Anwendungsteile durch Annotation notwendig. Ansa¨tze, die den Energiever-
brauch indirekt steuern, kommen zum Teil ohne Anpassung der Anwendung aus
(Cinder [199], ECOSystem [69]) oder das Energiemanagement ist Teil des Abar-
beitungsrahmenwerkes und beno¨tigt keine beziehungsweise kaum Anpassungen der
Anwendungskomponenten (Pixie [201], SORA [198]). In Nemesis [68] wird der Ener-
gieverbrauch durch den Schattenpreis zwar indirekt gesteuert, jedoch muss sich die
Anwendung an eine Vera¨nderung des Preises anpassen und muss somit modiﬁziert
werden.
Die Laufzeitkosten werden von der Ha¨uﬁgkeit bestimmt, in der das System aktiv
wird. Erfolgt eine Steuerung kontinuierlich (EMA [194], PControl [23],Pixie [201])
oder wird kontinuierlich Energie transferiert (Cinder [199]), ist der notwendige Auf-
wand entsprechend hoch. Eine Sonderstellung nimmt SORA ein, da bei diesem An-
satz durch die Preisverbreitung per Funk ein hoher Kommunikationsaufwand not-
wendig ist. Dies triﬀt auch auf IDEA zu, da Informationen mit den Nachbarn aus-
getauscht werden.
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Aufgrund der verschiedenen Anwendungsmo¨glichkeiten von tief eingebetteten
Systemen sind die Anforderungen der Anwendungen an ein Management, wie am
Anfang des Kapitels dargestellt, unterschiedlich. Zwar kann Energiemanagement mit
direkter Steuerung einen weiten Bereich abdecken, es ist aber nicht zu komplexen
Verhaltensanpassungen in der Lage. Indirekte Steuerung durch Ressourcenzuteilung
ermo¨glicht den Anwendungen hingegen sowohl eine umfangreiche Eigensteuerung
als auch die Nachbildung von Methoden der direkten Steuerung. Dies setzt sowohl
eine Isolation von konkurrierenden Anwendungsteilen als auch die Fa¨higkeit zur Be-
handlung von Ausnahmesituationen durch kurz- und langfristige Bedarfsanpassung
voraus. Gerade diese durch vera¨nderten Bedarf ausgelo¨ste Dynamik ist bei bisherigen
Ansa¨tzen kaum vorhanden.
Im Stand der Technik wurden drei Verfahren zur Zuteilung von Ressourcen vor-
gestellt. Neben der einmaligen Verteilung kann diese auch periodisch erfolgen oder
in Form eines Token Buckets kontinuierlich sein. Der notwendige Aufwand ist bei
der einmaligen Zuteilung am geringsten und bei der kontinuierlichen Zuteilung am
gro¨ßten. Eine periodische oder kontinuierliche Ausschu¨ttung ermo¨glicht neben der
Limitierung des Verbrauchs auch eine Anpassung an den Bedarf und die Energiever-
fu¨gbarkeit. Beides ist bei einer einmaligen Verteilung nur schwer mo¨glich, da zum An-
passungszeitpunkt die zugeteilte Energie einiger Anwendungsteile schon verbraucht
sein ko¨nnte und die Anpassung zu Lasten der sparsameren Teile gehen kann.
Die periodische und die kontinuierliche Zuteilung a¨hneln sich konzeptionell, un-
terscheiden sich aber in der Periodendauer und damit dem Planungshorizont der
Anwendungen. Wa¨hrend eine Anwendung sich bei periodischer Zuteilung die Ener-
gie einteilen kann, ist eine la¨ngerfristige Planung bei der kontinuierlichen Ausschu¨t-
tung nur eingeschra¨nkt mo¨glich, da sich der Zuﬂuss jederzeit vera¨ndern kann. Die
so entstehende Fokussierung auf den Augenblick ist fu¨r bestimmte Anwendungssze-
narien jedoch von Vorteil, da bei einem Ereignis das Verhalten anhand der gerade
verfu¨gbaren Energie bestimmt werden kann und die Zukunft keine Rolle spielt.
Aufgrund des geringeren Aufwands und der fu¨r die Anwendung besseren Mo¨g-
lichkeit der Planung wird in dieser Arbeit ein periodischer Ansatz umgesetzt. Sollte
fu¨r Anwendungen eine kontinuierliche Energiezuteilung sinnvoll sein, kann dieses
Verhalten logisch aus der periodischen Verteilung erzeugt werden. Dies gilt auch fu¨r
die von direkter Steuerung verwendeten Mechanismen. Das Management sollte in
der Lage sein, die Berechnung von Intervallen und Energiestufen auf Grundlage des
Verbrauchs fu¨r die Anwendung transparent bereitzustellen.
Die Steuerung eines Sensornetzes ist auch durch einen rein lokalen Ansatz mo¨g-
lich. Abbildung 5.3 zeigt ein simuliertes Beispielnetzwerk mit 11 mal 11 Knoten in
einer Rasteranordnung. Jeder Knoten hat ein variables Messintervall und muss po-
tenziell Nachrichten der Nachbarknoten weiterleiten. Durch die Verwendung eines
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S
Abbildung 5.3: Unterschiedliche Messintervalle in einem simulierten Sensornetz
durch Balancieren der Last mit nicht uniformer Netzwerkauslastung: Das Intervall
des Sensors reicht von 1,71s (weiß) bis 3,36s (schwarz).
Routingbaums ist der Kommunikationsaufwand der Knoten nahe der Senke ho¨her.
Diese mu¨ssen ihr Messintervall anpassen, um den Energieverbrauch zu reduzieren
und das Lebenszeitziel zu erreichen. Knoten am Rand proﬁtieren im Gegenzug vom
geringeren Aufwand fu¨r die Kommunikation. In diesem Beispiel messen die a¨uße-
ren Knoten alle 1,71 Sekunden, wa¨hrend die inneren Knoten seltener messen und
das la¨ngste Intervall mit 3,36 Sekunden fast doppelt so lang ist. Durch diese Ba-
lancierung ko¨nnen alle Knoten das Lebenszeitziel erreichen, ohne den zusa¨tzlichen
Energiebedarf eines globalen Ansatzes. Grundsa¨tzlich kann ein lokaler Ansatz auch
als Basis fu¨r ein netzwerkweites Energiemanagement dienen.
5.3 Dynamische Energiebudgets
Ein Energiemanagement steuert den Verbrauch des Systems, sodass Zielsetzungen
fu¨r die Lebenszeit erreicht werden. Anwendungen mu¨ssen sich an die Vorgaben des
Managements hinsichtlich der Entladerate anpassen. Hierzu mu¨ssen sie mit Informa-
tionen u¨ber die verfu¨gbare Energie versorgt werden. Eine Steuerung ist jedoch nur
dann mo¨glich, wenn die Energieverfu¨gbarkeit mit einem Zeitfenster assoziiert wird.
Beide Informationen ko¨nnen u¨ber Energiebudgets bereitgestellt werden. Energie-
budgets sind ein abstraktes Reservoir fu¨r Energie und repra¨sentieren das Recht auf
eine bestimmte Energiemenge. Sie ermo¨glichen es Anwendungen, Entscheidungen
auf Basis der Energieverfu¨gbarkeit zu treﬀen und Parameter individuell anzupas-
sen. Das zugrunde liegende Management stellt Anwendungen Strukturen fu¨r solche
Anpassungen bereit und vereinfacht so den Entwicklungsprozess. Im Vergleich zu
existierenden Ansa¨tzen wird durch Regeln des Managements in sta¨rkerem Maße auf
die dynamische Natur des Anwendungsgebietes eingegangen. Fu¨r eine Anpassung an
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die Energieverfu¨gbarkeit und Bedarfsa¨nderungen einzelner Anwendungsteile werden
Mechanismen bereitgestellt.
Die hier vorgestellten Budgets basieren auf dem Konzept der Ressource Con-
tainer [24], fokussieren sich aber wie beispielsweise [185] und [196] auf Energie als
einzige betrachtete Ressource. Im Gegensatz zu letzteren dienen Budgets nicht der
Erfassung von verbrauchter Energie durch Anwendungs- und Systemteile, sondern
von verfu¨gbarer Energie. Die dem System zur Verfu¨gung stehende Energie (oder Tei-
le davon) wird zwischen den Budgets aufgeteilt. Da verschiedene Anwendungsteile
und -ziele um die Energie konkurrieren, sind Mechanismen notwendig, sodass die
Energieanteile voneinander getrennt ausgewiesen werden ko¨nnen. Somit wird eine
lokale Sicht auf die verbleibende Energie ermo¨glicht. Energie, die von Anwendungs-
teilen durch Nutzung eines Gera¨tes verbraucht wird, muss einem Budget zugeordnet
und abgezogen werden. Da verschiedene Gera¨te zur gleichen Zeit verwendet werden
ko¨nnen, mu¨ssen Energiebudgets nebenla¨uﬁg nutzbar sein. Bei von mehreren An-
wendungsteilen genutzten Gera¨ten wie der CPU muss zwischen Budgets gewechselt
werden, um unterschiedliche Anwendungsteile separat erfassen zu ko¨nnen. Ist ein
Budget aufgebraucht, kann der assoziierte Anwendungsteil nicht mehr ausgefu¨hrt
werden, bis das Budget wieder aufgefu¨llt wird. Mithilfe primitiver Operationen zum
Hinzufu¨gen und Entfernen von Energie lassen sich komplexe Operationen wie zum
Beispiel der Transfer zwischen Budgets umsetzen.
Ein Energiebudget ist deﬁniert durch die momentan gespeicherte Energiemen-
ge b. Es wird durch eine Anforderung B zusammen mit einem Gu¨ltigkeitsintervall
[tstart, tend], Bedarfsangaben min und max und einem Gewicht g ≥ 1 vom System
beantragt (siehe Formel 5.1).
B = (b, [tstart, tend],min,max, g) (5.1)
Die Dauer des Gu¨ltigkeitsintervalls ha¨ngt vom Einsatzszenario ab und kann von
wenigen Minuten bis zu mehreren Wochen reichen. Die Gu¨ltigkeitsintervalle ermo¨gli-
chen eine Absicherung fu¨r angefangene Vorga¨nge und Schutz gegen Abbru¨che durch
spontane A¨nderungen in der Energieverfu¨gbarkeit. Zu Beginn der Intervalle wer-
den die Budgets gleichzeitig aus der dem System verbleibenden Energie aufgefrischt,
sodass die Applikation nur intervallweise planen muss.
Ohne Angabe des Bedarfs existiert fu¨r das Management keine Verbindung zwi-
schen b und dem tatsa¨chlichen Bedarf, wodurch die Verteilung der Energie die An-
forderungen unzureichend widerspiegeln kann. Die bei anderen Ansa¨tzen umgesetzte
Verteilung auf Grundlage von vom Nutzer angegebenen statischen prozentualen Ver-
ha¨ltnissen spiegelt oftmals nicht die realen Anforderungen wider. Meist existiert eine
Spanne, innerhalb derer der tatsa¨chliche, von a¨ußeren Umsta¨nden abha¨ngige Ver-
brauch liegt. Zusa¨tzlich sollen Anwendungen sich im Sinne des Managements selbst
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an die zur Verfu¨gung stehende Energiemenge anpassen. Der zu erwartende Bedarf
an das Budget ist somit deﬁniert durch die minimal von den assoziierten Verbrau-
chern beno¨tigte Energie min und die maximal verbrauchbare Energie max wa¨hrend
[tstart, tend]. Diese Werte geben dem System sinnvolle Grenzen fu¨r das Befu¨llen von
b zu tstart. Die Bedarfsgrenzen sind abha¨ngig von verschiedenen Faktoren, insbeson-
dere der Anwendung. Die initiale Ermittlung kann sowohl statisch (Experimente, Si-
mulation oder Abscha¨tzung) als auch dynamisch erfolgen. Letzteres erscheint jedoch
nur in zyklischen Anwendungen einer Lernphase sinnvoll. Besitzt ein assoziierter
Anwendungsteil/Verbraucher keine oder kaum Anpassungsmo¨glichkeiten, beispiels-
weise bei der Bu¨ndelung des Energieverbrauchs der Schlafzusta¨nde des Systems in
ein Budget, ist dieser auf die Deckung des gesamten Bedarfs angewiesen. Dies kann
grundsa¨tzlich durch entsprechend nahe beieinander liegende oder identische min-
und max- Angaben erreicht werden.
Die in einem Intervall t zur Verfu¨gung stehende Energie Eavail(t) la¨sst sich aus






Durch die im Voraus zu ermittelnden Verbrauchsgrenzen lassen sich die Laufzeit
und die notwendige Energieversorgung planen. Wie in Formel 5.3 beschrieben, gilt
als essenzielle Voraussetzung wa¨hrend des Betriebs, dass der minimale Bedarf fu¨r alle
Budgets b0...bn in allen verbleibenden Intervallen gedeckt werden kann. Gleichzeitig
soll nicht mehr Energie verfu¨gbar sein, als von der Anwendung nutzbar ist. Dabei
sollte die Energiemenge initial ausreichen, um einen Spielraum fu¨r die Regelung zu
schaﬀen.
∀t < T :
n∑
i=0




Steht nicht mehr genug Energie zur Verfu¨gung, muss zwingend der Nutzer in-
formiert werden, da das Erreichen des Lebenszeitziels und damit die Funktionalita¨t
nicht la¨nger garantiert werden ko¨nnen. Die noch verbleibende Energie kann auf ver-
schiedene Arten unter den Budgets verteilt werden, um einen Teilbetrieb sicher zu
stellen. Steht dagegen mehr Energie als nutzbar zur Verfu¨gung, hat dies zwar keine
Auswirkungen auf das Erreichen des Lebenszeitziels, deutet aber auf eine falsche
Planung hin. Eine Information an den Nutzer kann sinnvoll sein, wenn dieser durch
etwaige Fernwartungsmechanismen das Maximum der Budgets anpassen kann, um
von der u¨berschu¨ssigen Energie zu proﬁtieren.
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Fu¨r alle Budgets gilt grundsa¨tzlich Formel 5.4. Abweichungen sind je nach ver-
wendeten Regeln mo¨glich. So kann beispielsweise Energie angespart werden, sodass
max tempora¨r u¨berschritten wird.
min ≤ b ≤ max (5.4)
5.3.1 Zuordnung der Budgets zu Systemkomponenten
Energiebudgets werden mit Systemkomponenten und Verbrauchern in verschiedenen
logischen Ebenen assoziiert. Da die Energie durch Hardware verbraucht wird, ist die
Bindung an ein Gera¨t beziehungsweise einen Zustand naheliegend. Durch Modiﬁ-
kation der Treiber ist es zudem mo¨glich, Budgets fu¨r gemeinsam genutzte Ressour-
cen mit deren Anfragen zu verbinden. Dies gilt auch fu¨r den Prozessor, wodurch
Tasks, Prozesse oder Aktivita¨ten individuell mit einem Budget versehen und da-
mit individuelle Anwendungsteile energetisch voneinander getrennt werden ko¨nnen.
In einem gro¨ßeren Maßstab werden Energiebudgets auch auf ganze Ausfu¨hrungs-
pfade einer Anwendung angewendet. Dazu wird in einem ereignisbasierten System
einem Ereignis ein Budget zugeordnet. Dieses pfadbasierte Budget wandert dann mit
dem Ereignis durch das System und wird fu¨r alle von diesem Ereignis ausgelo¨sten
Hardwareaktivita¨ten genutzt. Ein solches Verhalten wurde bereits in Ansa¨tzen zur
Verbrauchserfassung ([196] und [187]) demonstriert und beim indirekten Manage-
ment von Pixie [201] diskutiert. Idealerweise geschieht die Weitergabe des mit dem
Ereignis assoziierten Budgets implizit und fu¨r den Nutzer transparent.
Abbildung 5.4 stellt den Ereignisﬂuss der bereits in Abbildung 2.12 auf Seite 24





























































Abbildung 5.4: Ereignisﬂuss einer vereinfachten Sensornetzanwendung zur Datener-
fassung und Weiterleitung mit CPU, einem Sensor und einem Funkmodul: Zusa¨tzlich
sind die zwei Ausfu¨hrungspfade der Anwendung farblich hervorgehoben.
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Analog-Digital-Wandler mit mehreren Kana¨len) wird von einer zeitgesteuerten Soft-
wareaktivita¨t (starte Sensor) angestoßen. Die gesammelten Daten werden durch eine
Aktivita¨t (generiere Nachricht) ausgewertet und verschickt. Zusa¨tzlich ko¨nnen emp-
fangene Nachrichten weitergeleitet werden. Abbildung 2.12 stellt auch die genutzte
Hardware dar: Die Software wird von der CPU ausgefu¨hrt, Daten vom Sensor ge-
sammelt und Nachrichten durch das Funkmodul empfangen und verschickt.
Gera¨tebasierte Budgets erfassen nur den gesamten Verbrauch aller Nutzer des Ge-
ra¨tes, eine Trennung ist ohne Weiteres nicht mo¨glich. Fu¨r dieses Beispiel bedeutet
dies, dass beispielsweise keine Unterscheidung zwischen eigenen und weitergeleiteten
Nachrichten mo¨glich ist. Fu¨r einfache Anwendungen ist dies auch nicht unbedingt
notwendig. Ein einzelnes Budget fu¨r das System oder eine Trennung von Samp-
ling und Kommunikation reichen bereits, um die Arbeitsintervalle aufgrund der ver-
brauchten und verbleibenden Energie einzustellen. Zusa¨tzlich ist eine Assoziation der
Budgets zu Gera¨tezusta¨nden mo¨glich. Auf diese Weise kann beispielsweise Energie,
die in aktiven Zusta¨nden verbraucht wird, vom Verbrauch in den Schlafzusta¨nden
getrennt verwaltet werden.
Anfragebasierte Budgets realisieren hingegen eine Trennung zwischen einzelnen
Aktivita¨ten und ermo¨glichen so ein feingranulares Management. Beispielsweise las-
sen sich so die zeitgesteuerten Softwarekomponenten in Abbildung 5.4 unabha¨ngig
voneinander auf Grundlage ihres jeweiligen Verbrauchs steuern. Zu diesem Zweck
mu¨ssen jedoch alle zusammengeho¨rigen Aktivita¨ten mit dem jeweiligen Budget as-
soziiert werden. Die Aktivita¨ten selbst mu¨ssen ebenso modiﬁziert werden, um An-
fragen an den Sensor oder das Radio mit dem korrekten Energiebudget zu versehen.
Dieser Aufwand kann bei pfadbasierten Budgets deutlich gesenkt werden, da dort
die Weitergabe der Budgets implizit erfolgt. In der in Abbildung 5.4 dargestellten
Anwendung existieren zwei Ausfu¨hrungspfade (rot und blau). Diese mu¨ssen nicht
komplett durchlaufen werden. Im Beispiel ko¨nnten nur bestimmte Daten versendet
oder nicht alle Nachrichten weitergeleitet werden.
Timer→starte Sensor →Sensor→generiere Nachricht→sende→TX
RX →bearbeite Nachricht →sende→TX
Wird den auslo¨senden Ereignissen jeweils ein Energiebudget zugewiesen, ko¨n-
nen alle Pfade mit einer unterschiedlichen Menge Energie ausgestattet werden. Die
Steuerung kann dann entweder innerhalb eines Pfades durch eine beteiligte Aktivita¨t
erfolgen oder zentral durch eine anwendungsspeziﬁsche Softwarekomponente.
Auf welcher Ebene die Budgets letztlich in einer Anwendung verwendet werden,
ha¨ngt maßgeblich von deren Komplexita¨t und der Zahl nebenla¨uﬁger Anwendungs-
ziele ab. Eine Mischung der Ebenen ist ebenso denkbar, insbesondere da bei anfrage-
und pfadbasierten Budgets der Verbrauch von Schlafzusta¨nden nicht ohne Weiteres
integriert ist, aber mithilfe von gera¨tebasierten Budgets einbezogen werden kann.
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5.3.2 Zuordnung von asynchronem Verbrauch
Bei direkt geteilten Ressourcen oder wenn der Verbrauch asynchron erfolgt, muss
die in [196] geforderte Fairness gewa¨hrleistet werden, sodass nur die Verursacher des
Energieverbrauchs belangt werden. Abbildung 5.5 zeigt einen solchen einfachen faire-
ren Aufbau am Beispiel einer SD-Karte. Ein Schreibzugriﬀ der Anwendung schreibt
Daten nur in einen Puﬀer und erst wenn dieser gefu¨llt ist, wird tatsa¨chlich auf die
Karte geschrieben und somit Energie verbraucht. Ohne Gegenmaßnahmen mu¨sste
das Budget, das mit dem Hardware-auslo¨senden Schreibzugriﬀ verbunden ist, mit

















Abbildung 5.5: Beispiel fu¨r die faire Abrechnung einer geteilten Ressource: Neben
dem Datenﬂuss (schwarz) sind Energieﬂuss (rot) und Informationsﬂuss (gru¨n) dar-
gestellt.
Um dies zu verhindern, muss die Abrechnung der Schreibzugriﬀe der Anwendung
asynchron erfolgen, das heißt Anwendungsteile bezahlen fu¨r einen Verbrauch, der
erst in der Zukunft erfolgt. Da die eigentlichen Kosten oftmals nicht genau vorher-
sehbar sind, beispielsweise variiert die Dauer von Schreiboperation von SD-Karten,
ist eine Berechnung im Voraus nicht sinnvoll. Im Beispiel in Abbildung 5.5 werden
in der Interface-Aktivita¨t die durchschnittlichen Kosten pro Byte aus den tatsa¨chli-
chen Schreibkosten inklusive Prozessor und den insgesamt geschriebenen Bytes be-
rechnet. Dazu werden die involvierten Gera¨te und Aktivita¨ten mit einer speziellen
Accounting-Komponente verbunden, die nur den Verbrauch erfasst. Auf diese Weise
lassen sich auch Initialisierungs- und Pﬂegekosten auf alle Nutzer umlegen.
Das Problem der Zuordnung verscha¨rft sich, wenn der Verbrauch von externen
asynchronen Ereignissen unterschiedlichen Budgets zugeordnet werden muss. Ein fu¨r
drahtlose tief eingebettete Systeme relevantes Beispiel ist der MAC. Wa¨hrend die
Kosten des Sendens inklusive etwaiger Besta¨tigungen und Retransmissionen mit der
vorgestellten Methode erfasst und umgelegt werden ko¨nnen, kann das asynchrone
Empfangen von Nachrichten in den meisten Fa¨llen nicht direkt zugeordnet werden.
Dies ist im idle listening begru¨ndet, dessen Kosten von der Frequenz abha¨ngen, in
welcher Nachrichten empfangen werden. Das wiederum ist von der Anwendung und
der Umgebungssituation abha¨ngig ist und vom Knoten selbst nicht gesteuert. Wer-
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den diese Kosten auf die empfangenen Bytes umgelegt, sind sie ho¨her, wenn selten
Nachrichten empfangen werden. Das verkompliziert die Planung fu¨r den Zielanwen-
dungsteil. Dies la¨sst sich umgehen, indem die Kosten des idle listening a¨hnlich wie
die Kosten fu¨r Schlafzusta¨nde als Allgemeinkosten betrachtet und mit einem sepa-
raten Budget versehen werden.
5.4 Strategien zur Budgetverwaltung
Das Konzept der Energiebudgets la¨sst eine Vielzahl unterschiedlicher Strategien und
Regeln zu. Diese umfassen neben der Verteilung der Energie auf die Budgets ihr
Verhalten in Ausnahmesituationen. Zu Letzterem za¨hlen Mehr- und Minderbedarf
der mit einem Budget assoziierten Anwendungsteile beziehungsweise Gera¨te und die
allgemeine Energieverfu¨gbarkeit.
5.4.1 Verteilung der Energie
Zur Laufzeit muss die zur Verfu¨gung stehende Energie auf die Budgets verteilt wer-
den, sodass das Lebenszeitziel erreicht werden kann. Die Verteilung kann - beispiels-
weise durch eine prozentuale Aufteilung - durch die Anwendung festgelegt werden
oder durch Gewichte eingeschra¨nkt sein. Ohne genaue Vorgaben muss das System
selbsta¨ndig in der Lage sein, die verfu¨gbare Energie so zu verteilen, dass jedes Bud-
get ohne unbeabsichtigte Bevorzugung so weit wie mo¨glich gefu¨llt ist. Im weiteren
Verlauf der Arbeit wird dies als Fairness von Algorithmen zur Verteilung gefordert.
Algorithmen zur Ressourcenplanung aus dem Betriebssystemkontext wie bei-
spielsweise der Bankieralgorithmus [202] sind fu¨r die Verteilung von Energie nicht
direkt nutzbar, da sie auf nicht verbrauchbaren Ressourcen basieren. Zwar ist eine
Modiﬁkation wie in [203] mo¨glich, jedoch spielt Energie darin nur eine untergeord-
nete Rolle im Zusammenspiel mit weiteren Ressourcen.
Die Verteilung kann als Ressourcenallokationsproblem interpretiert werden, bei
welchem der Nutzen U aller Ressourcen maximiert werden soll. Hierzu ko¨nnen neben
der Brute-Force-Methode Verfahren aus der (ganzzahligen) linearen Optimierung
genutzt werden. Das in diesem Fall vorliegende Allokationsproblem la¨sst sich wie in
Formel 5.5 als Optimierungsproblem fu¨r i Budgets darstellen, bei dem maximal E





5.4. STRATEGIEN ZUR BUDGETVERWALTUNG
Hinzu kommen Nebenbedingungen, die einzuhalten sind. So muss jedes Budget
ausreichend, aber nicht zu viel Energie erhalten (Formel 5.6), und die verteilte Ener-
gie E muss ausreichen, um alle Budgets zu fu¨llen (Formel 5.7).
mini ≤ Ei ≤ maxi (5.6)
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Abbildung 5.6: Typische Nutzenfunktionen fu¨r den Energieeinsatz
Die zu diesem Zweck verwendeten Nutzenfunktionen Ui sind wie mini und maxi
abha¨ngig von den mit dem Budget assoziierten Anwendungsteilen. Die Funktionen
ko¨nnen, wie in Abbildung 5.6 dargestellt, von unterschiedlicher Gestalt sein. Da
die Komplexita¨t des Verteilungsproblems im direkten Zusammenhang mit den Nut-
zenfunktionen steht, kann das Problem durch eine Beschra¨nkung auf a) verringert
werden. Die Mo¨glichkeiten werden dadurch nur geringfu¨gig eingeschra¨nkt, da durch
Linearisierung (im Falle von b) ) sowie Verschiebung von min und max (fu¨r c)
und d) ) aus allen Nutzungsfunktionen eine Funktion der Gestalt von a) zumindest
interpoliert werden kann.
Aber auch mit dieser Vereinfachung ist die Komplexita¨t noch zu hoch, um ohne
Weiteres auf einem Knoten gelo¨st werden zu ko¨nnen. Zudem kann die Optimierung
auch solche Lo¨sungen ﬁnden, die zwar korrekt, jedoch aus Sicht des Gesamtsystems
ungu¨nstig sind. So ist es beispielsweise mo¨glich, dass Budgets mit dem ho¨chsten
Nutzen die gesamte Energie erhalten. Um dies zu umgehen, mu¨ssten weitere Neben-
bedingungen hinzugefu¨gt werden, die den Nutzen als Gewichtung fu¨r einen fairen
Mix aller Budgets verwenden. Dadurch wird das Problem aber weiter verkompli-
ziert. Eine einfache Lo¨sung ist durch eine Heuristik mo¨glich, wobei eine optimale
Lo¨sung nicht mehr garantiert werden kann. Vor der Verteilung durch eine Heuristik
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muss sichergestellt werden, dass jedes Energiebudget mindestes bis zum jeweiligen
min gefu¨llt wird. Fu¨r die Verteilung der verbleibenden Energie sind verschiedene
Heuristiken mo¨glich. Dabei kann der Anteil eines Budgets sowohl bis zum Erreichen
des maximalen Bedarfs limitiert als auch unabha¨ngig von der bereits im Budget
gespeicherten Energie sein. Letzteres ermo¨glicht es einem Budget, nicht verbrauchte
Energie u¨ber mehrere Intervalle anzusparen.
Energieverteilung anhand der Budgetanzahl
Eine einfache iterative Variante verteilt die in einem Intervall zur Verfu¨gung stehen-
de Energie E anhand gleicher Teile. Deren Gro¨ße berechnet sich aus der Summe der
Gewichte G aller nicht vollen Budgets. Jedes Budget erha¨lt Anteile in Ho¨he seines
Gewichtes. Dabei werden die Budgets durchlaufen und jedes erha¨lt Anteile in Ho¨he
seines Gewichtes gema¨ß Formel 5.8, wobei die verfu¨gbare Energie entsprechend um
die verteilte Energie verringert wird. Wird der angegebene Maximalwert eines Bud-
gets erreicht, bleibt Energie nach einem Durchlauf u¨brig, sodass die Verteilung mit
angepasstem G wiederholt werden muss.





G ∗ gi wenn bi + EG ∗ gi ≤ maxi
maxi sonst
(5.8)
Diese Heuristik bezieht jedoch nicht den tatsa¨chlichen Bedarf der mit den Budgets
assoziierten Anwendungsteile ein. Durch die gleich großen Anteile werden Budgets
mit einem kleinen max Wert gegenu¨ber solchen mit großem max bevorzugt.
Energieverteilung anhand des Anteils eines Budgets am Gesamtbedarf
Eine andere, beispielsweise in ECOSystem [69] verwendete Heuristik verteilt die
Energie auf Grundlage des prozentualen Anteils am Gesamtbedarf aller Budgets.
Dieser errechnet sich aus der Summe der maximal von jedem Budget beno¨tigten
Energie unter Einbeziehung des Gewichtes (siehe Formel 5.9).
∀Bi ∈ B, bi = bi + (maxi − bi) ∗ gi∑B
j=0 ((maxj − bj) ∗ gj)
∗ E (5.9)
Erreichen Budgets durch die Gewichtung max, muss die verbleibende Energie auf
die u¨brigen Budgets verteilt werden.
Verteilung anhand der verbrauchten Energie
Die bisher vorgestellten Heuristiken verteilen die zur Verfu¨gung stehende Energie
nur statisch, jedoch kann sich der Bedarf eines Anwendungsteils im Laufe der Zeit
vera¨ndern. Anstatt als Zielwert der Verteilung das Maximum max eines Budgets
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zu nutzten, wird versucht, das Budget mit der verbrauchten und, wenn der Anteil
der vorigen Phase nicht ausreichte, angefragten Energie r zu fu¨llen. Dies erho¨ht
unter Umsta¨nden die Dynamik bei der Verteilung und ist sowohl fu¨r die Verteilung
anhand der Budgetzahl (Formel 5.10) als auch anhand des Anteils eines Budgets am
Gesamtbedarf (Formel 5.11) mo¨glich. Da bei diesen Heuristiken potenziell nicht die
gesamte verfu¨gbare Energie verteilt wird, muss eine andere Heuristik diesen Rest
aufteilen.





G ∗ gi wenn bi + EG ∗ gi ≤ ri
ri sonst
(5.10)
∀Bi ∈ B, bi = bi + (ri − bi) ∗ gi∑B
j=0 ((rj − bj) ∗ gj)
∗ E (5.11)
5.4.2 Ausnahmesituationen
Sollte die verbleibende Energie nicht mehr ausreichen oder ein oder mehrere Anwen-
dungsteile mehr oder weniger Energie beno¨tigen, als ihren Budgets zugeteilt wurde,
muss eine solche Ausnahmesituation behandelt werden. Die Umsetzung kann auf
verschiedene Arten erfolgen, wobei die Auswirkungen auf das Gesamtsystem unter-
schiedlich ausfallen. Ein Minderbedarf ist fu¨r einen einzelnen assoziierten Anwen-
dungsteil/Verbraucher nicht problematisch. Ungenutzte Energie sollte mo¨glichst fu¨r
andere Anwendungsteile nutzbar gemacht werden, wobei ein limitiertes Ansparen fu¨r
Anwendungen sinnvoll sein kann. Ein unvorhergesehener Mehrbedarf, beispielsweise
durch zusa¨tzliche Nachrichten fu¨r Retransmissionen, wirkt sich direkt auf die Ar-
beitsfa¨higkeit der Task aus. Um diese zu zu gewa¨hrleisten, muss dem Budget mehr
Energie zugefu¨hrt werden.
Unzureichende Systemenergie
Wenn der minimale Bedarf nicht befriedigt werden kann, muss in jedem Fall der
Nutzer informiert werden. Zudem ergeben sich verschiedene Reaktionsmo¨glichkei-
ten. Zum einen kann das Minimum trotzdem verteilt werden, solange das System
noch u¨ber Energie verfu¨gt. Dies hat zur Folge, dass das Lebenszeitziel nicht erreicht
werden kann, ermo¨glicht jedoch einen minimalen Betrieb des Systems. Zum anderen
kann die in diesem Intervall verfu¨gbare Energie priorisiert verteilt werden. Auf diese
Weise kann ein
”
Notfallmodus“ implementiert werden, mit dem das Lebenszeitziel
potenziell erreicht werden kann. Ist nach dem Decken des Minimums der priorisier-
ten Budgets Restenergie vorhanden, kann diese entweder zusa¨tzlich an diese Budgets
ausgeschu¨ttet oder fu¨r das na¨chste Intervall gespart werden.
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Fehlbedarf
Ein Fehlbedarf entsteht, wenn die zugeteilte Energie (die zwischen den in der An-
forderung angegebenen Werten min und max liegt) fu¨r den assoziierten Anwen-
dungsteil nicht ausreicht oder nicht aufgebraucht werden kann. Der mit dem Budget
assoziierte Verbraucher kann falsch mit der Energie planen oder die tatsa¨chlichen
Gegebenheiten ko¨nnen deutlich von den Annahmen zur Ausbringungszeit abweichen.
Erho¨hter Bedarf kann durch die kooperativen Mechanismen des Leihens und Steh-
lens gedeckt und u¨berza¨hlige Energie angespart werden. Weiterhin ist es mo¨glich,
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Abbildung 5.7: Einﬂuss der Strategien, wenn weniger Energie als notwenig zugeteilt
wurde
Abbildung 5.7 stellt diese in einem Szenario gegenu¨ber. Bei diesem wurden Ex-
perimente auf einem FeuerWhere-Knoten durchgefu¨hrt. Die verwendete Anwendung
besteht aus zwei Teilen, der Datenerfassung und der Kommunikation, beide mit ei-
nem eigenen Budget. Das Intervall der Datenerfassung wurde dynamisch bestimmt
und ist in der Abbildung dargestellt. Wa¨hrend der jeweils aus drei Phasen von je
50 Sekunden bestehenden Experimente versuchte der Knoten, fu¨nf Nachrichten zu
versenden, hatte initial jedoch nur Energie fu¨r die U¨bertragung von vier Nachrich-
ten pro Phase. In der Abbildung wird diese Kommunikation durch die senkrechten
Linien dargestellt.
Bei der Isolation wird die fu¨nfte Nachricht einer Phase nicht u¨bertragen, es gibt
aber keinen Einﬂuss auf die Datenerfassung. Wird der Bedarf des Kommunikati-
onsbudgets adaptiv durch das System angepasst, vera¨ndert sich das Intervall der
Datenerfassung, da weniger Energie zur Verfu¨gung steht. Kann fu¨r die Kommunika-
tion Energie vom System geliehen werden, wird der Energiemangel an das Ende der
Laufzeit verschoben. Wird Energie fu¨r die Kommunikation vom Datenerfassungs-
budget gestohlen, sind die Auswirkungen fu¨r dieses, wie dargestellt, enorm. Durch
die geringe Restlaufzeit der Phase steigt die Messfrequenz deutlich an, sie fa¨llt nach
der Energieverteilung jedoch wieder.
Ein Minderbedarf ist fu¨r ein Budget an sich nicht negativ und kann auf un-
terschiedliche Arten behandelt werden. Kann ein Budget nicht verbraucht werden,
stehen die in Abbildung 5.8 exemplarisch dargestellten Mo¨glichkeiten zur Verfu¨gung.
Das verwendete Szenario unterscheidet sich nur insofern von dem vorangegangenen,
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Abbildung 5.8: Einﬂuss der Strategien, wenn mehr Energie als notwendig zugeteilt
wurde
dass hier fu¨r die Kommunikation zu viel Energie zur Verfu¨gung steht: Das Budget
ist zu groß.
Wird von einem Budget unlimitert Energie aufgenommen, gibt es keine Auswir-
kungen auf andere Budgets, aber die u¨berschu¨ssige Energie geht logisch gesehen
verloren. Besteht eine Beschra¨nkung der Kapazita¨t durch Isolation, kann die u¨ber-
schu¨ssige Energie anderweitig genutzt werden. In diesem Fall sinkt das Messintervall.
Gleiches geschieht bei der Anpassung der Kapazita¨t durch die systemseitige Adapti-
on der Budgetgro¨ße. Jedoch sinkt das Messintervall in der zweiten Phase tiefer und
stabilisiert sich anschließend. Dies ist darin begru¨ndet, dass die u¨berza¨hlige Energie
nicht aus dem Kommunikationsbudget entfernt wurde und somit fu¨r die Deckung
des Bedarfs weniger Energie aufgebracht werden muss. Anschließend ist das Bud-
get vollsta¨ndig geleert und die zur Fu¨llung beno¨tigte Energiemenge somit etwas
gro¨ßer. Wird u¨berza¨hlige Energie vor der Verteilung aus dem Budget entfernt und
somit das Ansparen insgesamt verhindert, steht dem System bei der Verteilung mehr
Energie zur Verfu¨gung. Zwar muss das Kommunikationsbudget wieder gefu¨llt wer-
den, es bleibt aber mehr Energie fu¨r die Datenerfassung, wodurch das Messintervall
langsam sinkt.
Fu¨r jedes Budget kann die Strategie individuell gewa¨hlt werden, sodass in einem
System beliebige Mischungen existieren ko¨nnen. Die Wahl ha¨ngt von der Anwendung
und dem vom Nutzer gewu¨nschten Verhalten ab:
Adaption eignet sich fu¨r alle die Anwendungsteile, die einen nicht genau planba-
ren Verbrauch haben, aber fu¨r das Anwendungsziel essentiell sind. Dazu za¨hlen
passive Anwendungsteile wie die Schlafmodi der Gera¨te oder periodische Ser-
vicefunktionalita¨ten wie die Behandlung von U¨berla¨ufen der Timer. Auch die
Laufzeit und der Verbrauch der Energieverteilung sind von der Zahl der Bud-
gets und der zur Verfu¨gung stehenden Energie anha¨ngig.
Leihen eignet sich fu¨r alle Anwendungsteile, die einen kurzfristigen, unplanbaren
Mehrbedarf erzeugen ko¨nnen. Dies triﬀt beispielsweise auf adaptives Sampling
zu. Die Anwendung kann das gesamte Budget verwenden, ohne auf mo¨gliche
zuku¨nftige Ereignisse Ru¨cksicht nehmen zu mu¨ssen. Ein Mehrbedarf durch
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hohe Intervalle wird durch einen Kredit gedeckt, dessen Tilgung das Intervall
in ereignisarmen Phasen senkt.
Stehlen bevorzugt Anwendungsteile, deren Funktion wichtiger ist als die anderer
Teile. Es kann innerhalb einer Anwendung genutzt werden, um sporadische
Verbraucher mit Energie zu versorgen, ohne dass Energie
”
zwischengespei-
chert“ werden muss. Es steht der Anwendung also die gesamte Energie zur
Verfu¨gung. Anders als bei der Adaption wird jedoch keine Energie der ver-
bleibenden Systemenergie entnommen, sondern bereits im aktuellen Intervall
verplante Energie genutzt. Es sind also nicht alle Budgets betroﬀen, sondern
nur ein oder mehrere vorher festgelegte Budgets.
Ansparen kann in Anwendungsszenarien sinnvoll sein, in denen sporadische Ereig-
nisse stoßweise auftreten ko¨nnen oder die Anwendung ihren Bedarf aktiv durch
adaptives Sampling einstellt. Die Fa¨higkeit, Energie
”
zur Seite zu legen“ , er-
mo¨glicht im letzteren Fall eine gro¨ßere Entscheidungsfreiheit bei der Wahl der
Erfassungsrate. Dem System wird ein Maximum mitgeteilt, das eine mittlere
Erfassungsrate ermo¨glicht und unter dem tatsa¨chlichen Maximalbedarf liegt.
So erha¨lt das Budget per se einen geringeren Anteil und nur dann zusa¨tzliche
Energie, wenn andere bereits vollsta¨ndig gefu¨llt sind.
Bedarfsdeckung durch Adaption
Eine Adaption passt die angegebenen Werte von min und max so an, dass das
Budget den Bedarf des assoziierten Anwendungsteils befriedigen kann. Dies sollte
aus Gru¨nden der Konsistenz und Sicherheit grundsa¨tzlich nicht von der Anwendung
selbst aus mo¨glich sein, sondern immer vom Energiemanagement oder dem Nut-
zer gesteuert werden. Reicht die vorhandene Energie nicht aus, wird der Fehlbetrag
(begrenzt) durch das System ausgeglichen und die Grenzen werden im na¨chsten
Intervall entsprechend angepasst. Wird weniger Energie als urspru¨nglich angenom-
men verbraucht, wird die u¨berschu¨ssige Energie entfernt und die Grenzen werden
angepasst. Ein Ansparen ist fu¨r diese Anwendungsteile damit ausgeschlossen.
Bedarfsdeckung durch Leihen
Leihen bedeutet im Zusammenhang mit Energiebudgets die Erho¨hung der Energie-
verfu¨gbarkeit eines Budgets durch Bereitstellung von zusa¨tzlicher Energie durch das
System oder ein anderes Budget, wobei dies als Kredit zuru¨ckgezahlt werden muss.
Ein solches Verfahren wird von verschiedenen Ansa¨tzen (Virtual Batterie [197], Pixie
[201]) angewendet, um Bedarfsspitzen zu decken. Das Zuru¨ckzahlen von geliehener
Energie wird auf alle folgenden Intervalle aufgeteilt und erfolgt nach der Energie-
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verteilung. Die zuru¨ckzuzahlende Energiemenge z berechnet sich, wie in Formel 5.12





Da der Kredit zuru¨ckgezahlt werden muss, ist die so erwerbbare Energiemenge
begrenzt. Dies kann entweder durch einen statischen Wert umgesetzt oder dynamisch
auf Grundlage der verbleibenden Laufzeit und der Ru¨ckzahlungsfa¨higkeit des Bud-
gets berechnet werden. Letzteres stellt sicher, dass die zugewiesene Energiemenge
auch nach Abzug der Kreditrate noch u¨ber dem minimalen Bedarf liegt, da andern-
falls die erneute Kreditaufnahme unausweichlich ist. Im letzten Intervall ist kein
Leihen mehr mo¨glich, da dem System keine weitere Energie zur Verfu¨gung steht.
Systemseitig kann das Verleihen auf zwei verschiedene Arten geregelt werden.
Die verliehene Energiemenge kann entweder von der Gesamtenergie abgezogen oder
nebenla¨uﬁg in einer eigenen Variable gespeichert werden. Wa¨hrend ersteres sich auf
alle Budgets auswirkt, da fu¨r alle weniger Energie zur Verfu¨gung steht, die nur
langsam wieder zuru¨ckgefu¨hrt wird, gibt es keine direkten Auswirkungen bei der
zweiten Variante. Jedoch muss dort bei der Betrachtung der verbleibenden Energie
die verliehene und damit verbrauchte Energie einbezogen werden.
Bedarfsdeckung durch Stehlen
Stehlen ist im Zusammenhang mit Energiebudgets die Erho¨hung eines Budgets durch
Entnahme aus einem anderen Budget, ohne dass eine direkte Kompensation erfolgt.
Dies ist grundsa¨tzlich fu¨r das bestohlene Budget problematisch, da sich die Verfu¨g-
barkeit a¨ndert und eine Anpassung des Verbrauchs erfolgen muss. Ohne Limitierung
der entnommenen Energiemenge kann der Betrieb der Verbraucher, denen das Bud-
get zugeordnet wurde, nicht mehr garantiert werden. Daher sollte zum einen das
bestohlene Budget informiert werden, sodass der Verbrauch angepasst werden kann,
und zum anderen der Betrag limitiert sein. Die Limitierung muss derart gestaltet
sein, dass das betroﬀene Budget noch groß genug ist, um den minimalen Betrieb der
angeschlossenen Verbraucher garantieren zu ko¨nnen. Zu diesem Zweck kann unter
Annahme eines u¨ber die Laufzeit gesehen linearen Verbrauchs fu¨r ein Budget der
zeitabha¨ngige Minimalbedarf m̂in innerhalb eines Intervalls der La¨nge D und der
abgelaufenen Zeit d berechnet werden (Formel 5.13).
m̂in = min ∗ d
D
(5.13)
Das bestohlene Budget kann entweder statisch festgelegt oder mithilfe des Sys-
tems ausgewa¨hlt werden. Das System kann das Spenderbudget aufgrund der vorhan-
denen Energiemenge auswa¨hlen oder die Belastung auf mehrere Budgets aufteilen,
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die anhand ihres Gewichtes ausgewa¨hlt werden. Grundsa¨tzlich bieten sich alle die-
jenigen Budgets an, deren Energieinhalt u¨ber dem zeitabha¨ngigen Maximalbedarf
m̂ax liegt (Formel 5.14).
m̂ax = max ∗ d
D
(5.14)
Die u¨berschu¨ssige Energie kann dann ohne Einschra¨nkung entzogen werden. Des-
weiteren sind Kombinationen der vom System ausgesuchten Spenderbudgets mo¨g-
lich: Zuerst wird versucht, den Bedarf aus Budgets mit u¨berschu¨ssiger Energie zu
decken. Reicht diese nicht aus, wird Energie gestohlen, beginnend mit den Budgets
mit dem niedrigsten Gewicht. Die entnommene Energiemenge ist fu¨r jedes Budget
durch ihren zeitabha¨ngigen Minimalbedarf begrenzt. Als eine weitere Stufe kann
vom System Energie geliehen werden, wenn die gestohlene Energie nicht ausreicht.
Ansparen von Energie
Ein Minderbedarf ist fu¨r ein Budget an sich nicht negativ, hat aber potenzielle
Auswirkungen auf das Gesamtsystem. Kann nicht verbrauchte Energie dauerhaft
in einem Budget akkumuliert werden, fa¨llt der Ladestand der Batterie aus Sicht
des Systems ho¨her als erwartet aus. Wie bei ECOSystem [69] wird durch das Ma-
nagement die verfu¨gbare Energie erho¨ht. Wird die angesparte Energie dann doch
verbraucht, entla¨dt sich die Batterie schneller als erwartet. Das kann zu einem ver-
sta¨rkten Peukert-Eﬀekt (siehe Kapitel 2.1.1) fu¨hren, der die tatsa¨chlich nutzbare
Kapazita¨t der Batterie verringert.
Ein Ansparen tritt dann auf, wenn bei der Verteilung die bereits angesammelte
Energie nicht einbezogen wird. Existiert u¨berdies bei der Energieverteilung keine
Begrenzung, kann Energie unbegrenzt gehortet und damit anderen Budgets vor-
enthalten werden. Ist ein Ansparen von der Anwendung gewu¨nscht, ist deshalb ein
Limitierungsmechanismus u¨ber das Maximum des Budgets hinaus notwendig.
Die Limitierung u¨ber ein vom Bedarf abha¨ngiges Maximum wurde in ECOSystem
[69] umgesetzt. Da mit den Budgets bereits das max zur ummittelbaren Begrenzung
existiert, muss ein weiterer Mechanismus hinzugefu¨gt werden, der ein begrenztes An-
sparen erlaubt. Dieser kann entweder durch einen statischen Wert repra¨sentiert sein
oder sich adaptiv mit der Laufzeit vera¨ndern. Das dynamische Limit C (siehe For-
mel 5.15) repra¨sentiert einen prozentualen Anteil κ, der von den mit dem Budget
assoziierten Verbrauchern u¨ber die verbleibende Laufzeit konsumierbaren Energie.
So ist das Limit zum Anfang der Laufzeit entsprechend hoch, sinkt aber mit Voran-
schreiten der Zeit kontinuierlich und erreicht im letzten Intervall 0.
C = κ ∗ (max ∗ (tremain − 1)) (5.15)
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5.5 Verwendung von Budgets zur Kontrolle der Anwen-
dung
Der beschriebene Ansatz der Energiebudgets hat neben der Verteilung von Energie
das Ziel, Anwendungen im Bedarfsfall Anreize zur Verhaltensa¨nderung zu geben.
Die Anwendung selbst muss auf diese Anreize reagieren, beispielsweise durch Adap-
tion ihres Intervalls. Andernfalls ko¨nnten dank der Isolationsfunktion der Budgets
die Gera¨teaktivierungen durch die Treiber verhindert und eine durchgehende Funk-
tionalita¨t nicht sichergestellt werden.
Wie eine Anwendung letztlich aufgeteilt wird und welchen Teilen Energiebudgets
zugeteilt werden, ha¨ngt dabei von der Anwendung selbst und der Zahl der zu be-
einﬂussenden
”
Verbrauchsregler“ ab. Wa¨hrend es mo¨glich ist, fu¨r eine Anwendung
nur ein Budget fu¨r Datenerfassung, - verarbeitung und Kommunikation, zu nutzen,
ermo¨glicht die Nutzung mehrerer Budgets eine feingranularere Steuerung. Durch
die Festlegung von eigensta¨ndigen Budgets fu¨r Datenerfassung und Kommunikation
kann beispielsweise einfacher das Messintervall bestimmt werden, da Verbra¨uche des
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Abbildung 5.9: Dynamische Berechnung des Messintervalls mit und ohne Isolation
zwischen Messwerterfassung und periodischer Datenu¨bertragung alle 20s (dargestellt
durch vertikale Linien)
Dies ist beispielhaft in Abbildung 5.9 dargestellt. In einem Experiment wurden
periodisch Funknachrichten versendet und gleichzeitig Messwerte erfasst. Das In-
tervall der Messwerterfassung wurde anhand der zur Verfu¨gung stehenden Energie
und des Energieverbrauchs innerhalb eines Messintervalls vom System dynamisch
bestimmt (siehe Kapitel 5.5.1). Ohne eine Trennung dieser beiden Aufgaben wird
das Messintervall deutlich vom Sendevorgang gesto¨rt, da keine Unterscheidung zwi-
schen dem Verbrauch der Datenu¨bertragung und des Messvorgangs erfolgt. Werden
beide Aufgaben voneinander isoliert, schwankt das Messintervall nur geringfu¨gig.
137
KAPITEL 5. DYNAMISCHE FEINGRANULARE ENERGIEBUDGETS
Energiebudgets stellen Informationen sowohl u¨ber die Energieverfu¨gbarkeit als
auch den zugeho¨rigen zeitlichen Kontext bereit. Wie die Anwendung diese Informa-
tionen nutzt, ha¨ngt von den zu beeinﬂussenden Reglern ab. Bei den in Kapitel 5.2
vorgestellten Ansa¨tzen werden bei der direkten Steuerung zum einen die Anpassung
von Intervallen (innerhalb eines tolerierten Bereichs) und zum anderen Servicestufen
genutzt. Wa¨hrend Ersteres sich insbesondere fu¨r die Datenerfassung durch Sensorik
eignet, ermo¨glicht Letzteres komplexere Vera¨nderungen des Anwendungsverhaltens.
Andere Ansa¨tze nutzen ein Token Bucket, um die Anwendung zu limitieren. Im Fol-
genden wird gezeigt, wie sich diese Ansa¨tze mithilfe von Budgets umsetzen lassen.
5.5.1 Bestimmung von Anwendungsintervallen
Die Berechnung eines Intervalls τ im Sinne des Ausfu¨hrungsabstandes erfolgt auf
Grundlage der verbleibenden Energie, des Zeithorizonts aus der vergangenen Zeit,
der Dauer des Intervalls und des Energieverbrauchs der letzten Ausfu¨hrung c. Letz-
teres wird jeweils bei der Berechnung des Intervalls durch Vergleich des Budgets
bei der letzten Berechnung ermittelt. Wird nicht bei jeder Ausfu¨hrung ein neues
Intervall berechnet, muss zusa¨tzlich die Zahl der Ausfu¨hrungen n > 0 erfasst und
einbezogen werden (siehe Formel 5.16).





Das so berechnete Intervall ist jedoch nicht zwangsweise stabil, sondern wird
durch Schwankungen des Verbrauchs und notwenige Rundungen beeinﬂusst. Da
durch Rundungen das Intervall la¨nger ist als das ideale Intervall, wird die zur Verfu¨-
gung stehende Energie nicht vollsta¨ndig aufgebraucht und es kann zu Schwankungen
zwischen den Intervallen des Energiemanagements kommen.
5.5.2 Bestimmung von Servicestufen
Servicestufen beziehungsweise Anwendungsstufen dienen zur Einstellung des Ver-
brauchs durch das Anpassen des Anwendungsverhaltens. Die Stufen sind geordnet
und es wird vorausgesetzt, dass eine gro¨ßere Stufe einen ho¨heren Energiebedarf hat.
Ein Budget, das nur bis zu min gefu¨llt wird, fu¨hrt zur niedrigsten Servicestufe 1,
wa¨hrend max zur ho¨chsten Stufe N fu¨hrt. Die tatsa¨chliche Servicestufe σ basiert
auf dem Unterschied zwischen der verfu¨gbaren Energie und dem zeitabha¨ngigen ma-
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Die berechneten Stufen haben einen gleichma¨ßigen Abstand. Sind von Seiten der
Anwendung ungleichma¨ßige Absta¨nde zwischen den Stufen gewu¨nscht, kann die-
se berechnete Stufen auslassen und a¨ndert die Stufe nur beim U¨berschreiten von
Schwellwerten. Der Verbrauch der jeweiligen Stufen ist bei diesem Vorgehen unbe-
kannt und kann sich durch externe Einﬂu¨sse vera¨ndern. Daher sollten die Service-
stufen periodisch neu berechnet werden.
Da die Servicestufen auf einzelnen Budgets basieren, sind im Gegensatz zu in
anderen Ansa¨tzen verwendeten globalen Stufen auch lokale Stufen fu¨r einzelne un-
abha¨ngige Anwendungsteile mo¨glich. Ein typisches Anwendungsszenario fu¨r Service-
stufen ﬁndet sich beim Medienzugriﬀ und der Wegewahl. So kann beispielsweise die
Sendesta¨rke in Abha¨ngigkeit von der Stufe gesteuert werden. Außerdem kann die
Beteiligung bei der Nachrichtenweiterleitung oder die Zahl von aktiven Slots von
den Stufen abha¨ngen.
5.5.3 Quantisierung durch Token Buckets
Das beispielsweise in SORA [198] verwendete Konzept der Token Buckets dient der
Limitierung des Energieverbrauchs. Anwendungen ko¨nnen nicht unmittelbar auf ein
Energiebudget zugreifen, sondern nur die aktuell im Bucket angesammelte Energie
nutzen. Die Rate γ, mit der ein Bucket in jeder Zeiteinheit befu¨llt wird, berechnet




D − d (5.18)
Die kontinuierliche Neuberechnung des Bucket-Inhalts stellt einen erheblichen
Aufwand dar. Es bietet sich an, dies nur zu tun, wenn ein Zugriﬀ auf das Bucket
erfolgt ist oder sich das zugrunde liegenden Budget von außen vera¨ndert hat. Die
Berechnung des aktuellen Inhalts tb gema¨ß Formel 5.19 basiert auf der seit dem
letzten Fu¨llen des Buckets vergangen Zeit tfill und der Rate γ.
tb = tb+ γ ∗ (d− tfill) (5.19)
Da eine Anwendung das Token Bucket abfragen muss, wenn die aktuelle Menge
nicht ausreichend ist, bietet sich ein Dienst an, der die Anwendung bei Erreichen
einer bestimmten Energiemenge Esoll benachrichtigt. Dies kann beispielsweise u¨ber
einen Timer erfolgen, dessen Auslesezeitpunkt durch Esollγ  bestimmt wird.
Mithilfe eines Buckets sind Anwendungen in der Lage, nur auf Grundlage der
im Bucket verfu¨gbaren Energie zu reagieren und so beispielsweise zwischen einfa-
chen oder komplexen Operationen zu wa¨hlen. Eine Vorstellung von Zeit ist fu¨r die
Anwendung somit nicht no¨tig.
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5.6 Evaluation
Fu¨r die Evaluation wurde der Ansatz der Energiebudgets fu¨r das Betriebssystem
Reflex implementiert. Er baut auf dem in Kapitel 4 vorgestellten Ansatz zur Ver-
brauchserfassung auf.
Fu¨r den Nachweis der Wirksamkeit des Energiemanagements und die Evaluati-
on der vorgestellten Konzepte wurden mathematische Modelle, Simulationen und
Experimente mit verschiedenen Szenarien fu¨r drahtlose tief eingebettete Systeme
durchgefu¨hrt. Die Simulationen erfolgten mit der zeitdiskreten Ereignissimulations-
umgebung Omnet++ [177]. In diese Umgebung wurde Reflex integriert [204], es
fu¨hrt die Systemkomponenten des Energiemanagements aus. Reflex-Komponenten
wurden erstellt, die Energie aus den Budgets abziehen und so Verbraucher nachbil-
den.
In diesem Kapitel wird zuna¨chst der durch das Energiemanagement verursachte
Mehraufwand betrachtet. Anschließend werden die Heuristiken zur Verteilung der
Energie auf das Erreichen der geforderten Fairness untersucht. Darauf folgt eine
Betrachtung der Strategien fu¨r den Umgang mit Ausnahmesituationen.
5.6.1 Mehraufwand
Das Energiemanagement erzeugt einen Mehraufwand sowohl hinsichtlich des beno¨-
tigten Speichers als auch hinsichtlich der Ausfu¨hrungszeit und damit der Energie.
Der Mehrbedarf an Speicher wird in Tabelle 5.2 fu¨r die Komponenten und Op-
tionen des Energiemanagements aufgeschlu¨sselt. Die Treiber mu¨ssen zusa¨tzlich fu¨r
anfragebasierte und pfadbasierte Budgets angepasst werden, sodass Anfragen und
Ereignissen das richtige Budget zugeordnet wird.
Fu¨r das Management werden im ROMmindestens 3,6kB Speicher beno¨tigt. Hinzu
kommt der Bedarf der notwendigen Verbrauchserfassung. Der Speicherbedarf la¨sst
sich durch Verwendung von 32Bit statt 64Bit Integer fu¨r die Budgets um rund 10%
verringern.
Der Laufzeitaufwand des Energiemanagements ha¨ngt maßgeblich von der Ebene
ab, auf der Systemkomponenten mit den Budgets assoziiert werden. Da je nach Ebe-
ne nicht nur physikalische Zustandsa¨nderungen der Hardware, sondern auch logische,
von der Software bestimmte Zustandsa¨nderungen erfasst und mit den Budgets abge-
rechnet werden mu¨ssen, vergro¨ßert sich der Mehraufwand. Um diesen zu ermitteln,
wurde die bereits fu¨r die fu¨r Ermittlung des Mehraufwands der Verbrauchserfas-
sung genutzte Anwendung (siehe Kapitel 4.4.1, Seite 91) um das Energiemanage-
ment erweitert. Zwei FeuerWhere-Knoten [189] senden sich im Ping-Pong-Verfahren
Nachrichten. Als Maß fu¨r den Mehraufwand wird der Einﬂuss der verschiedenen
Managementvarianten auf die Datenrate genutzt. Dazu wurden verschiedene mit
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Tabelle 5.2: Speicherbedarf fu¨r einzelne Komponenten des Energiemanagements fu¨r





Verteilung Minimalbedarf 316 0
Verteilung gleiche Anteile 376 0
Verteilung Anteil am Gesamtbedarf 626 0
Verteilung tatsa¨chlicher Bedarf 530 0
Budgets
Energiebudget 1096 80 pro Budget
leihendes Energiebudget2 +1368 +8 pro Budget
stehlendes Energiebudget +294 +2 pro Budget
Zurodnungsebene
gera¨tebasierte Budgets 0 2 pro Energiesenke
anfragebasierte Budgets 123 +2 pro Aktivita¨t und Interrupt
pfadbasierte Budgets4 +523 +1+n pro Aktivita¨t
1 ohne Verteilung
2 mit Speicherbedarf im Manager
3 zusa¨tzlicher Aufwand im Treiber
4 pfadbasierte Budgets enthalten anfragebasierte, diese wiederum gera¨tebasierte Bud-
gets
Budgets assoziierte Komponenten und unterschiedliche Frequenzen des Prozessors
verwendet. Faktoren wie die Verteilung der Energie oder spezielle Situationen und
Strategien werden nicht betrachtet, da insbesondere die Verteilung vom Ansatz her
nur sehr selten durchgefu¨hrt wird.
Die Variante der gera¨tebasierten Budgets nutzt nur ein globales Budget, das allen
Energiesenken im System zugeordnet ist. Bei den anfragebasierten Budgets wird ein
zusa¨tzliches Budget genutzt, welches der Sendeanfrage zusammen mit den Daten
zugeordnet wird. Die pfadbasierte Variante nutzt ebenso zwei Budgets. Wa¨hrend
das erste wie bei den anderen Varianten allen Senken standardma¨ssig zugeordnet
wird, ist das zweite Budget mit dem Empfangsereignis des Funkmoduls verbunden
und wird von dort aus entlang des Ausfu¨hrungspfades weitergereicht.
Tabelle B.4 im Anhang zeigt die vollsta¨ndigen Ergebnisse des Experimentes. Die
prozentuale Verringerung der Pakete pro Sekunde und der Mehraufwand gegenu¨ber
einer reinen Verbrauchserfassung sind in Abbildung 5.10 sowohl bei der Verwendung
von gera¨tebasierten als auch bei anfragebasierten und pfadbasierten Budgets darge-
stellt. Analog zur reinen Verbrauchserfassung wirkt sich die geringere Paketrate bei
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Gerätebasiert - große Pakete
Anfragebasiert - große Pakete
Pfadbasiert - große Pakete
Gerätebasiert - kleine Pakete
Anfragebasiert - kleine Pakete
Pfadbasiert - kleine Pakete
Abbildung 5.10: Mehraufwand des Energiemanagements mit einer Funkanwendung
bei zwei Paketgro¨ßen und verschiedenen Frequenzen des Mikrocontrollers: Budgets
assoziiert zu Gera¨ten, Anfragen oder Ausfu¨hrungspfaden
gro¨ßeren Paketen positiv auf den Mehraufwand aus, da durch la¨ngere Wartezeiten
bei der U¨bertragung absolut gesehen weniger Zustandswechsel erfolgen. Deutlich ist
der Einﬂuss der Ebene zu erkennen, auf der die Budgets Verbrauchern zugeordnet
werden. Bei gera¨tebasierten Budgets ist der Mehraufwand vernachla¨ssigbar gering,
da zusa¨tzlich zur Verbrauchserfassung nur die erfasste Energie aus den mit den Ge-
ra¨ten assoziierten Budgets abgezogen werden muss.
Anders sieht dies bei anfragebasierten Budgets aus. Die notwendigen logischen
Zustandswechsel beim Scheduling und der Abarbeitung der Pakete haben einen deut-
lichen Einﬂuss auf die Paketrate. Bei jeder Aktivita¨tsausfu¨hrung muss im Scheduler
das Budget der Aktivita¨t u¨berpru¨ft und potenziell das aktive Budget gewechselt
werden. Dies macht eine Abrechnung des Verbrauchs des Prozessors durch die Ver-
brauchserfassung notwenig. Ein a¨hnlicher Aufwand entsteht bei den Peripheriegera¨-
ten, da zum Teil zusa¨tzliche Abrechnungen fu¨r den Budgetwechsel eingefu¨gt werden
mu¨ssen.
Noch mehr Aufwand verursachen die pfadbasierten Budgets. Dieser entsteht durch
die notwendigen Anpassungen des Schedulings, um das Budget des Pfades weiterzu-
reichen. Bei den Gera¨ten ist der Aufwand a¨hnlich dem bei anfragebasierten Budgets,
nur dass in diesem Fall das Pfadbudget dem Sendevorgang zugeordnet wird.
Das verwendete Szenario stellt wie schon bei der Verbrauchserfassung einen Ex-
tremfall dar. Der hohe Mehraufwand bei niedrigen Frequenzen des Prozessors ist
bei den u¨blicherweise genutzten ho¨heren Frequenzen deutlich geringer. Die la¨ngeren
Inaktivita¨tsphasen bei den großen Nachrichten halbieren den prozentualen Mehrauf-
wand. In realen Anwendungen mit hohen Standzeiten ﬁnden nur wenige Aktivita¨ten
statt, unterbrochen von langen Phasen der Inaktivita¨t. Der Mehraufwand durch die
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entsprechend geringe Zahl an physikalischen und logischen Zustandsu¨berga¨ngen ist
zwar vorhanden, kann aber meistens vernachla¨ssigt werden.
Neben dem Mehraufwand bei der Ausfu¨hrung der Anwendung entstehen bei der
Energieverteilung weitere Kosten. Diese ha¨ngen von der verwendeten Heuristik und
der Zahl der Budgets ab. Abbildung 5.11 stellt die experimentell ermittelte Laufzeit
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Abbildung 5.11: Laufzeit der Energieverteilung auf MSP430 bei 16MHz: nur die
jeweilige Heuristik, mit der zusa¨tzlichen Verteilung des minimalen Bedarfs und zu-
sa¨tzlich mit dem Zwischenschritt durch Verteilung der verbrauchten Energie
Die Laufzeiten der Heuristiken steigen linear mit der Anzahl der verwendeten
Budgets. Die Deckung des minimalen Bedarfs und ein Zwischenschritt, der die ver-
brauchte Energie verteilt, steigern den Laufzeitaufwand entsprechend. Die Verteilung
anhand der Budgetzahl beno¨tigt deutlich weniger Laufzeit, was in der geringeren
Komplexita¨t begru¨ndet liegt. Der Laufzeitaufwand wird jedoch dadurch relativiert,
dass die Verteilung nur selten erfolgt. Ein Intervall hat typischerweise eine Dauer
von mehreren Minuten bis mehreren Stunden. Bei Anwendungen, die nur einen sehr
geringen Energiebedarf haben, kann die Dauer auch noch la¨nger sein.
5.6.2 Verteilung der Energie
Die in Kapitel 5.4.1 vorgestellten Heuristiken zur Verteilung wurden mithilfe mathe-
matischer Modelle untersucht. Die in Tabelle 5.3 dargestellten Parameter der drei
Budgetanforderungen repra¨sentierten unterschiedliche Anwendungsanforderungen.
Sie wurden so dimensioniert, dass das unterschiedliche Verhalten der Verteilungs-
heuristiken erkennbar wird.
In Abbildung 5.12 wird die Verteilung der Energie bei der Verwendung der vor-
gestellten Heuristiken dargestellt. Wie in Kapitel 5.4.1 beschrieben, wurde der mini-
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Tabelle 5.3: Verwendete Budgetanforderungen
Energiebedarf pro Intervall
Budget A min/max 0,9/1,0mJ
Budget B min/max 0,5/3,0 mJ
Budget C min/max 0,6/1,8 mJ


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Abbildung 5.12: Energieverteilung zuerst bis min: verbleibende Energie anhand der





max - Budgetgro¨ße zwischen min und max in Prozent
male Bedarf vor der Verteilung durch die Heuristik befriedigt. Alle Budgets besitzen
dieselbe Priorita¨t.
Erfolgt die Energieverteilung anhand der Budgetzahl, ha¨ngt die den Budgets zu-
geteilte Energie direkt von dem in der Anforderung angegebenen minimalen und ma-
ximalen Bedarf ab. Durch die gleich großen Anteile sind kleinere Budgets schneller
gefu¨llt als große. Diese Bevorzugung versto¨ßt jedoch gegen die urspru¨ngliche For-
derung nach Fairness bei der Verteilung, bei der kein Budget unbeabsichtigt einen
gro¨ßeren Anteil erhalten soll.
Die Verteilung auf Grundlage des Anteils am Gesamtbedarf fu¨llt jedes Budget in-
dividuell anhand des Bedarfs. Da die minimale Energiemenge bereits verteilt wurde,
basiert die zugeteilte Energie auf dem jeweiligen Anteil vonmax−min am insgesamt
verbleibenden Bedarf. Somit werden alle Budgets prozentual gleich gefu¨llt und die
gewu¨nschte Fairness erreicht.
Werden einzelnen Budgets bei der Verteilung durch Gewichte priorisiert, vera¨n-
dert dies die zugeteilte Energiemenge. Eine solche Vera¨nderung der Zuteilung setzt
jedoch eine eventuell vorhandene Fairness außer Kraft. Abbildung 5.13 stellt die Aus-
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Abbildung 5.13: Beispielhafte Auswirkung von Gewichten auf die Energieverteilung
Die Auswirkungen der Gewichte sind bei der Verteilung anhand gleich großer
Anteile nur gering. Die Anteile der Budgets B und C a¨ndern sich. Auf Budget A
hat das geringe Gewicht jedoch nur einen geringen Einﬂuss. Dies ist durch den ho-
hen minimalen Bedarf und vergleichsweise geringen Maximalbedarf der assoziierten
Anwendungsteile dieses Budgets begru¨ndet.
Bei der Verteilung anhand der Anteile eines Budgets am Bedarf ist der Einﬂuss
der Gewichte deutlich erkennbar. Besitzen alle Budgets unterschiedliche Gewichte,
wirkt sich das entsprechend auf die Zuteilung aus. Die Ho¨he des Gewichtes ist dabei,
wie in der Abbildung dargestellt, ebenso von Bedeutung. Je ho¨her dieses ist, desto
ho¨her der relative Anteil. Wird nur ein Budget bevorzugt, gilt zwischen Budgets mit
gleichem Gewicht weiterhin Fairness.
5.6.3 Unzureichende Systemenergie
Abbildung 5.14 zeigt das durch Simulation ermittelte Verhalten verschiedener Stra-
tegien, wenn die Systemenergie unzureichend ist, also immer dann, wenn Eavail(t) <∑
min gilt. Die Basis der Simulationen sind die Budgetanforderungen der Eva-
luation der Energieverteilung. Dabei steht in jedem der simulierten Intervalle nur
0, 5 ∗∑min = 1mJ Energie zur Verfu¨gung.
Besteht eine Mo¨glichkeit, die Batterien auszutauschen, ko¨nnen alle Budgets zu-
mindest bis zu ihrem jeweiligen min gefu¨llt werden. Wie die Abbildung zeigt, reicht
die Energie nur aus, um zwei Intervalle lang die minimalen Anforderungen der drei
Budgets zu befriedigen. Fu¨r zwei weitere Intervalle kann das Budget C mit der
ho¨chsten Priorita¨t noch mit Energie versorgt werden.
Strategien basierend auf dem Gewicht verhalten sich unterschiedlich hinsichtlich
der Verteilung des Rests, nachdem die Budgets mit dem ho¨chsten Gewicht bis zu
ihrem jeweiligen min gefu¨llt worden sind. Dieser Rest kann auf die Budgets verteilt
werden, deren minimale Anforderungen bereits befriedigt werden konnten. In diesem
Beispiel erha¨lt so Budget C die gesamte in diesem Intervall verfu¨gbare Energie.
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∑min verteilen min nur an priorisierten, Rest sparen alles nur an priorisierten
Gewichtung A=1 B=2 C=3
Abbildung 5.14: Verteilung bei unzureichender Energieverfu¨gbarkeit: min kann
trotzdem verteilt werden. Alternativ kann die Gewichtung genutzt werden, wobei
nur priorisierte Budgets gefu¨llt werden oder die restliche Energie angespart wird.
Der Rest kann auch fu¨r spa¨tere Intervalle gespart werden, um spa¨ter mo¨glicher-
weise weitere Budgets fu¨llen zu ko¨nnen. Dies fu¨hrt im simulierten Szenario dazu,
dass ab dem zweiten Intervall Budget B ebenfalls Energie erha¨lt. Im letzten Inter-
vall ist dann so viel Energie angespart worden, dass wieder die normale Verteilung
verwendet wird.
5.6.4 Strategien fu¨r Mehr- und Minderbedarf
Einem kurz- oder langfristigen Mehr- oder Minderbedarf kann auf mehrere Arten
begegnet werden. Die Auswirkungen sind, wie bereits in Kapitel 5.4.2 dargestellt,
je nach Strategie unterschiedlich. Im Folgenden werden die Mo¨glichkeiten na¨her un-
tersucht, die das Leihen und Stehlen bieten. Zusa¨tzlich wird das Verhalten bei der
Limitierung des Ansparens na¨her betrachtet.
Leihen von Energie
Wird ein Mehrbedarf durch Leihen vom System gedeckt, entsteht fu¨r das Budget ei-
ne zuku¨nftige Belastung in Form der Kreditrate. Diese beschra¨nkt die durch Leihen
verfu¨gbare Energiemenge. In einem ersten Schritt wird deshalb das Anwendungsver-
halten bei der Limitierung der durch Leihen beschaﬀbaren Energie demonstriert, im
zweiten der Einﬂuss der Energiequelle, aus der die geliehene Energie stammt.
Abbildung 5.15 stellt dar, wie sich die Anwendung und das zugrundeliegende
Budget verhalten, wenn das Leihen beschra¨nkt wird. In jedem der simulierten 11
Intervalle stehen
∑
min + 0, 5 ∗ (∑max −∑min) = 3,9 mJ zur Verfu¨gung. Der
mit Budget A assoziierte Verbraucher beno¨tigt 20% mehr Energie, die zugeteilte
Energiemenge reicht also nicht zur Deckung des minimalen Bedarfs aus (0,95mJ
zugeteilt vs. minimal 1,08mJ beno¨tigt). Wie die Abbildung zeigt, ist keine der beiden














































































Leihen solange Kreditrate gezahlt werden kann
Leihen solange minimaler Bedarf trotz Kreditrate gedeckt
Abbildung 5.15: Einﬂuss des unlimitierten und limitierten Leihens auf das Anwen-
dungsintervall und die Energiezuteilung, wenn Budget A konstant zu wenig Energie
erha¨lt
Wird die leihbare Energiemenge nur durch die Zahlungsfa¨higkeit der Kreditra-
te beschra¨nkt, kann der Bedarf des mit dem Budget assoziierten Verbrauchers bis
kurz vor Ende der Laufzeit nahezu vollsta¨ndig befriedigt werden. In jedem Intervall
steigt die geliehene Energiemenge und somit die Aufwendungen fu¨r die Tilgung. Da
im letzten Intervall keine Energie mehr geliehen werden kann, kann der mit A as-
soziierte Anwendungsteil in diesem Intervall nicht mehr arbeiten (erkennbar an der
unterbrochenen Linie des Anwendungsintervalls). Wird die geliehene Energiemenge
so beschra¨nkt, dassmin des Budgets auch nach Abzug der Kreditrate noch befriedigt
ist, kann nur ein Teil des Mehrbedarfs gedeckt werden. Nachdem das Limit erreicht
wurde, kann keine weitere Energie geliehen werden und die Anwendung kann nicht
mehr vollsta¨ndig arbeiten.
Die Wahl der Strategie ha¨ngt vom Ziel der Anwendung und der Ausbringung ab.
Ist eine Unterbrechung der Anwendung keinesfalls zula¨ssig, kann das Leihen den Be-
trieb durch Ausgleichen des Fehlbedarfs fu¨r eine gewisse Zeit sicherstellen. Persistiert
der Mehrbedarf, kann durch diesen Mechanismus allein der betroﬀene Anwendungs-
teil nicht die gesamte Laufzeit arbeiten. Beschra¨nkt man das Leihen und stellt die
Deckung des minimalen Bedarfs sicher, ist in diesem Szenario mit konstantem Mehr-
bedarf kein durchga¨ngiger Betrieb von Anwendungsteil A mo¨glich. Allerdings wird
zumindest in den ersten Intervallen der Mehrbedarf gedeckt. Gleichzeitig kann der
assoziierte Anwendungsteil mit Unterbrechungen bis zum Erreichen des Lebenszeit-
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ziels arbeiten. Diese Strategie stellt somit einen Kompromiss zwischen Isolation und




































































Leihen und Zurückzahlen von/an verbleibender Systemenergie
Leihen und Zurückzahlen von/an Systemvariable
Abbildung 5.16: Einﬂuss des Leihens von verbleibender Energie oder von einer Sys-
temvariable auf das Anwendungsintervall und die Energiezuteilung, wenn Budget C
phasenweise mehr Energie als zugeteilt beno¨tigt
In Abbildung 5.16 wird der Einﬂuss der Quelle der verliehenen Energie darge-
stellt. Alle assoziierten Anwendungsteile besitzen den in Tabelle 5.3 angegebenen
minimalen und maximalen Bedarf. Die mit Budget C assoziierte Anwendung fordert
in diesem Szenario zwei Intervalle lang den maximalen Bedarf ein. Da dieser nicht
gedeckt ist, musste fu¨r Budget C der Mehrbedarf durch Leihen gedeckt werden.
Wird die fehlende Energie von der verbleibenden Systemenergie geliehen, hat
dies einen Einﬂuss auf alle Budgets. Da weniger Energie verfu¨gbar ist, erhalten alle
Budgets einen kleineren Anteil, wodurch die Anwendungsintervalle sinken. Budget
C zahlt in den folgenden Intervallen einen Teil der geliehen Energiemenge zuru¨ck,
wodurch die verbleibende Systemenergie wieder leicht ansteigt. Auf diese Weise wird
die geliehene Energie bei der Ru¨ckzahlung auf alle Budgets aufgeteilt.
Wird die geliehene Energie in einer Systemvariable protokolliert, hat dies auf
die anderen Budgets keinerlei Einﬂuss. Die Anwendungsintervalle bleiben so bei
Budget A und B stabil. Es kommt jedoch zu einer Abweichung der verteilten von der
tatsa¨chlich verbrauchten Energie. Dies muss bei der Berechnung der verbleibenden
Systemenergie beru¨cksichtigt werden. Durch die Stabilita¨t des Restsystems ist das




Wird ein Mehrbedarf durch Stehlen von Energie aus anderen Budgets gedeckt, mu¨s-
sen sich die assoziierten Anwendungsteile an die verringerte Energieverfu¨gbarkeit
anpassen. Abbildung 5.17 zeigt, welchen Einﬂuss die Wahl des bestohlenen Budgets
hat. Das verwendete Szenario wurde gegenu¨ber dem Leihen nicht vera¨ndert. Der mit
Budget C assozierte Anwendungsteil hat einen Mehrbedarf wa¨hrend zweier Interval-
le. Das erste dieser Intervalle ist in der Abbildung dargestellt. Die von Budget B und
C stehlbare Energiemenge reicht auch kombiniert nicht zur vollsta¨ndigen Deckung
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unlimitiertes Stehlen von A limitiertes Stehlen von A   Stehlen vom Bestgefüllten anteiliges Stehlen
Abbildung 5.17: Einﬂuss der Strategien zum Stehlen von Energie, um einen Mehr-
bedarf zu decken: Das Spenderbudget kann ﬁx sein, vom System ausgewa¨hlt werden
oder mehrere Budgets geben anteilig Energie ab. Wird die Energie einem Budget
ohne Limit entzogen, kann der assoziierte Anwendungsteil selbst nicht mehr arbei-
ten.
Wird das Budget vom Entwickler festgelegt, muss damit gerechnet werden, dass
dieses kaum Energie abgeben kann, wie Budget A in diesem Beispiel. Ohne Beschra¨n-
kung der entnommenen Energiemenge kann das bestohlene Budget selbst nicht mehr
die Arbeitsfa¨higkeit des assoziierten Anwendungsteils aufrechterhalten. Wird die ent-
nehmbare Energiemenge durch den zeitabha¨ngigen Minimalbedarf beschra¨nkt, ist
zumindest der minimale Betrieb des bestohlenen Anwendungsteils sichergestellt.
Wa¨hlt das System das zu bestehlende Budget aus, kann es das jeweils bestgefu¨llte
Budget wa¨hlen. In diesem Beispiel wird jedes Mal Budget B ausgewa¨hlt, sodass das
Ausfu¨hrungsintervall von Anwendungsteil B deutlich bis zum Maximum steigt.
Werden mehrere Budgets zur Deckung des Mehrbedarfs herangezogen, geben die-
se jeweils einen Anteil auf Grundlage ihrer verfu¨gbaren Energie und der beno¨tigen
Energiemenge ab. Die Last wird somit auf mehrere Budgets verteilt und die Wahr-
scheinlichkeit erho¨ht, Energie zu erhalten.
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Kombination von Leihen und Stehlen
Das Leihen von Energie und das Stehlen ko¨nnen gemeinsam genutzt werden, um
Nachteile zu umgehen oder zumindest zu verringern. Eine sinnvolle Kombination ist
es, zuerst Energie zu leihen. Dies hat im Gegensatz zum Stehlen keinen Einﬂuss auf
andere Budgets, ist jedoch begrenzt mo¨glich. Kann keine weitere Energie geliehen
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Abbildung 5.18: Auswirkungen auf Anwendungsintervalle und Energieverteilung,
wenn der Mehrbedarf erst durch Leihen und anschließend, wenn no¨tig, durch Stehlen
gedeckt wird
Abbildung 5.18 stellt dies fu¨r ein Szenario dar. Dieses wurde bereits fu¨r die Be-
trachtung des Leihens verwendet. Anwendungsteil A hat darin einen konstanten
Mehrbedarf von 20% durch ho¨here Kosten. Nachdem Budget A die gesamte zuge-
wiesene Energie fu¨r die Tilgung des Kredits aufwenden musste, greift das Stehlen.
Es beschaﬀt von den Budgets B und C die notwendige Energie. Im Gegensatz zum
reinen Stehlen wird so der Einﬂuss auf die anderen Budgets minimiert.
5.6.5 Limitierung der angesparten Energie
Wird das Ansparen von Energie zugelassen, kann die notwendige Limitierung statisch
oder dynamisch umgesetzt werden. Je nach Ho¨he des Limits ko¨nnen andere Budgets
mehr oder weniger von der u¨berschu¨ssigen Energie proﬁtieren.
Abbildung 5.19 stellt den Einﬂuss des Limits auf die zugeteilte Energiemenge dar.
Im Gegensatz zu den vorangegangen Simulationen verwendet der Anwendungsteil,
der mit Budget C assoziiert ist, nur Energie in Ho¨he seines minimalen Bedarfs. Um
den Eﬀekt des Ansparens zu verdeutlichen, wird der Anteil jedes Budgets statt aus
dem Verha¨ltnis von verfu¨gbarer zu maximal beno¨tigter Energie aus dem Verha¨lt-
nis von minimal zu maximal beno¨tigter Energie bestimmt. Die nach der Deckung
des minimalen Bedarfs zugeteilte Energiemenge ist somit unabha¨ngig von der be-
reits vorhandenen Energie. Zur Verdeutlichung der Strategien wurde das statische
Limit fu¨r das Ansparen auf 20% des maximalen Bedarfs und κ zur Berechnung des
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Abbildung 5.19: Einﬂuss von statischer und dynamischer Limitierung beim Ansparen
von u¨berschu¨ssiger Energie: Dargestellt wird der prozentuale Anteil der zugeteilten
Energie, nachdem min aller Budgets bereits erreicht wurde. 100% entspricht dem
jeweiligen max.
Bei beiden Strategien steigt im zweiten Intervall fu¨r A und B die verfu¨gbare
Energiemenge. Dies ist in der Verteilungsstrategie begru¨ndet. Budget C erha¨lt, da
es ausreichend gefu¨llt ist, keine Energie zur Deckung des minimalen Bedarfs. Von
der so freigewordenen Energie proﬁtieren die Budgets A und B.
Ein statisches Limit fu¨r das Ansparen gilt fu¨r die gesamte Laufzeit. Ist es erreicht,
wird die u¨berschu¨ssige Energie den anderen Budgets zur Verfu¨gung gestellt. Wird die
angesparte Energie auch im letzen Intervall nicht verbraucht, bleibt diese ungenutzt
und ist verschwendet.
Das dynamische Limit sinkt mit voranschreitender Laufzeit. Zu Anfang der Lauf-
zeit kann viel Energie aufgenommen werden, da diese u¨ber die gesamte Restlaufzeit
aufgebraucht werden kann. Gegen Ende der Laufzeit kann nur noch wenig angesparte
Energie tatsa¨chlich aufgebraucht werden, sodass nicht mehr beno¨tigte Energie den
anderen Budgets zur Verfu¨gung gestellt wird.
5.6.6 Langfristiger Fehlbedarf
Die Anpassung an einen langfristigen Fehlbedarf ist durch die bisher betrachte-
ten Mechanismen nur eingeschra¨nkt mo¨glich. Zwar kann ein Mehrbedarf durch Lei-
hen oder Stehlen von Energie teilweise befriedigt werden, jedoch hat dies zum Teil
drastische Auswirkungen. Ein Minderbedarf kann zwar durch eine Limitierung der
u¨berschu¨ssigen Energie kompensiert werden, jedoch bleibt potenziell immer Energie
ungenutzt. Eine Anpassung an einen langfristigen Fehlbedarf ist durch die Vertei-
lung von Energie auf Grundlage des tatsa¨chlichen Bedarfs oder die Verwendung von
adaptiven Energiebudgets mo¨glich.
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Abbildung 5.20: Auswirkungen der Verteilung des tatsa¨chlichen Bedarfs auf kon-
stanten Mehr- und Minderbedarf
Abbildung 5.20 zeigt, wie sich eine Verteilung des tatsa¨chlichen Bedarfs auf Sze-
narien mit einem konstanten Mehr- oder Minderbedarf auswirkt. Hierzu wurden die
bereits verwendeten Szenarien aus Kapitel 5.6.4 genutzt.
Dem oberen Teil der Abbildung liegt das Szenario zugrunde, bei dem der mit
Budget A assoziierte Anwendungsteil einen konstanten Mehrbedarf von 20% hat und
dieser durch Leihen gedeckt werden sollte. Im urspru¨nglichen Szenario war es nicht
mo¨glich, den Fehlbedarf u¨ber die gesamte Laufzeit zu korrigieren (vergleiche Abbil-
dung 5.15). Zwar wird auch hier Energie geliehen, jedoch erfolgt dies nur wa¨hrend
der ersten Intervalle, in denen die Zuteilung zum tatsa¨chlichen Bedarfs konvergiert.
Dieser liegt u¨ber dem urspru¨nglich angegebenen Maximalbedarf. Eine wie hier er-
folgte Zuteilung u¨ber den angegebenen Bedarf hinaus sollte nur in geringem Maße
erfolgen.
Der untere Teil der Abbildung basiert auf dem Szenario, in dem der mit Budget
C assoziierte Anwendungsteil nur den minimalen Bedarf abruft. Eine Verteilung
auf Grundlage des Verbrauchs ermo¨glicht es, ein Ansparen eﬀektiv zu verhindern
und nach der Konvergenz alle nicht beno¨tigte Energie anderen Budgets zuzuteilen
(vergleiche Abbildung 5.19). Bis zum Erreichen der Konvergenz erha¨lt Budget C
152
5.6. EVALUATION
mehr Energie als beno¨tigt. Im darauf folgenden Intervall wird diese auf die anderen
Budgets aufgeteilt.
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Abbildung 5.21: Auswirkungen der Adaption auf Grundlage des tatsa¨chlichen Be-
darfs auf konstanten Mehr- und Minderbedarf
In Abbildung 5.21 ist das Verhalten der Adaption in Situationen mit konstantem
Fehlbedarf dargestellt. Die Adaption gestattet es, einen Mehrbedarf durch das Sys-
tem zu decken. Gleichzeitig werden sowohl min als auch max auf die verbrauchte
Energie festgelegt. Dieses Verhalten hilft sowohl beim Mehr- als auch beim Min-
derbedarf. Im oberen Teil der Abbildung beno¨tigt der mit Budget A assoziierte
Anwendungsteil 20% mehr Energie und erha¨lt diese im ersten Intervall vom System.
Anschließend werden die Bedarfsangaben des Budgets an den Verbrauch angepasst,
wodurch Budget A 100% seiner geforderten Energie zulasten der beiden anderen
Budgets erha¨lt. Im unteren Teil der Abbildung verbraucht der mit Budget C asso-
ziierte Anwendungsteil nur den minimal angegebenen Bedarf, wodurch die verteilte
Energie von A nach dem ersten Intervall angepasst wird. Da in A noch Energie vor-
handen ist, beno¨tigt es in diesem Intervall weniger Energie, wovon Budget A und B
proﬁtieren. Danach stabilisiert sich die verbrauchte und verteilte Energie.
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Isolation / + -- + -- ++
Leihen
verbleibende Energie - ++ / -- /
Systemvariable ++ ++ / -- /
Stehlen
statisches Ziel - + / + /
Systemwahl -- ++ / + /
Kombination / o ++ / + /
Ansparen
unlimitiert ++ / ++ / –
statisches Limit - / ++ / +
dynamisches Limit - / ++ / ++
Adaption / - ++ ++ ++ ++
Bedarfszuteilung / - o - ++ ++
5.6.7 Zusammenfassung der Strategien
Die vorgestellten Strategien haben unterschiedliche Vor- und Nachteile und ver-
schiedene Einsatzszenarien. Tabelle 5.4 fasst die Strategien zusammen und bewertet
sie hinsichtlich ihres Einﬂusses auf andere Budgets und ihrer Fa¨higkeit, Mehr- und
Minderbedarf zu behandeln. Die Bewertung erfolgt dabei nach einem mehrteiligen
Maßstab: sehr gut (++), gut (+), neutral (o), schlecht (-) und sehr schlecht (--).
Die reine Isolation ermo¨glicht keinerlei Deckung eines Mehrbedarfs, schra¨nkt aber
gleichzeitig die ansparbare Energiemenge ein und senkt somit potenziell die unge-
nutzte Energiemenge.
Wird geliehene Energie mithilfe einer Systemvariable protokolliert, hat dies im
Gegensatz zum Leihen von der verbleibenden Energie auf die anderen Budgets kei-
nerlei Einﬂuss. Durch diese Stabilita¨t des Restsystems ist das Leihen von der System-
variable besser geeignet, um einen Mehrbedarf zu decken. Leihen wird beschra¨nkt
durch die Tilgungsfa¨higkeit und eignet sich daher besser fu¨r die Deckung eines kurz-
fristigen Mehrbedarfs.
Soll Energie eines anderen Budgets gestohlen werden, hat dies einen Einﬂuss auf
die Arbeitsfa¨higkeit der betroﬀenen Anwendungsteile und muss soweit beschra¨nkt
werden, dass diese weiterhin arbeitsfa¨hig sind. Die Entscheidung, welches Budget
bestohlen wird, sollte vom System getroﬀen werden. So kann die Wahrscheinlichkeit,
dass genug Energie verfu¨gbar ist, erho¨ht werden. Die Aufteilung auf mehrere Budgets
erho¨ht diese Wahrscheinlichkeit weiter. Das Stehlen kann jedoch nur dann den Bedarf
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vollsta¨ndig decken, wenn in den anderen Budgets genu¨gend Energie verfu¨gbar ist.
Reicht diese nicht aus, muss der assoziierte Anwendungsteil pausiert werden.
Werden Leihen und Stehlen kombiniert, erfolgt erst dann eine Beeinﬂussung ande-
rer Budgets, wenn keine weitere Energie geliehen werden kann und gestohlen werden
muss. Der Einﬂuss auf andere Budgets wird somit bei einem kurzfristigen Mehrbe-
darf minimiert und tritt erst auf, wenn der Mehrbedarf persistiert. Wie beim reinen
Stehlen wird die Arbeitsfa¨higkeit der betroﬀenen Anwendungsteile von der aus an-
deren Budgets entnehmbaren Energie bestimmt.
Um zuku¨nftigen Mehrbedarf zu decken, kann Energie angespart werden. Diese
wird jedoch anderen Budgets vorenthalten. Erfolgt das Ansparen unbegrenzt, hat
dies keine unmittelbaren Auswirkungen auf andere Budgets. Gleichzeitig wird po-
tenziell alle angesparte Energie ungenutzt bleiben. Durch ein Limit wird ein Teil der
u¨berschu¨ssigen Energie anderen Budgets zur Verfu¨gung gestellt. Ein dynamisches Li-
mit sinkt mit voranschreitender Laufzeit und macht so alle angesparte Energie nach
und nach verfu¨gbar. Im Gegensatz zum statischen Limit bleibt potenziell weniger
Energie ungenutzt.
Adaption ermo¨glicht durch einen Zugriﬀ auf die dem System zur Verfu¨gung ste-
hende Energie eine unmittelbare Anpassung, welche sich jedoch auf andere Budgets
auswirkt. Ein Fehlbedarf la¨sst sich so wirkungsvoll korrigieren. Durch die Anpassung
kann es jedoch zu Starvation kommen, wenn ein Budget durch Adaption die gesamte
Energie beansprucht. Dies macht eine Limitierung und Kontrolle durch das System
oder den Nutzer notwendig. Adaption sollte deshalb nur fu¨r wesentliche Anwen-
dungsteile genutzt werden, deren Funktion zwingend, aber deren Verbrauch nicht
exakt vorhersagbar ist.
Die Verteilung auf Grundlage des Bedarfs ermo¨glicht nur eine langsame Anpas-
sung und beno¨tigt zusa¨tzlich weitere Maßnahmen zur Deckung eines initialen Mehr-
bedarfs. Im Gegensatz zur Adaption werden die angegebenen Bedarfswerte nicht
notwendigerweise korrigiert, sondern die Verteilung zugunsten eines Budgets vera¨n-
dert. Starvation ist somit ausgeschlossen.
5.6.8 Systemverhalten im Vergleich mit Energy Levels
Um das Verhalten des Managements zu evaluieren, wurde ein experimenteller Ver-
gleich der Energiebudgets mit dem Ansatz der Energy Levels [21] durchgefu¨hrt. Die
auf FeuerWhere-Knoten laufende Anwendung sendet Nachrichten zu einer Senke und
hat vier Anwendungsstufen, welche sich jeweils hinsichtlich der Frequenz der Daten-
erfassung unterscheiden. Der Verbrauch in den Stufen liegt zwischen 100μA und
270μA, was mit konventionellen Alkaline-Batterien Laufzeiten zwischen 32 und 11
Monaten ermo¨glicht. Periodisch wird die Stufe fu¨r das folgende Intervall berechnet.
Zur Verbesserung der Vergleichbarkeit basiert die Implementierung aller Ansa¨tze
155
KAPITEL 5. DYNAMISCHE FEINGRANULARE ENERGIEBUDGETS
auf der gleichen Verbrauchserfassung. Zusa¨tzlich wird auf den in [21] beschriebenen
Sicherheitsfaktor verzichtet. Somit steht dem System in allen Varianten von Anfang
an die gesamte Energie zur Verfu¨gung. Energy Levels nutzt einen Simplex Algorith-
mus 1, um eine praktikable Zuweisung der Stufen zu berechnen. Hierzu werden die
verfu¨gbare Energie, der Verbrauch der vier Stufen und der Nutzen jeder Stufe (1-4)
beru¨cksichtigt. Wie in [21] beschrieben, wird nur die ho¨chstmo¨gliche Stufe verwen-
det, um die gro¨ßtmo¨gliche QoS zu gewa¨hrleisten. Die Variante der Budgetbasierten
Stufen nutzt das in Kapitel 5.5.2 beschriebene Verfahren, um auf Grundlage des
Budgets die mo¨gliche Anwendungsstufe zu berechnen. Zusa¨tzlich wird der Ansatz
der Stufen mit einer weiteren Variante verglichen, die direkt das Anwendungsinter-
vall anhand des in Kapitel 5.5.1 beschriebenen Verfahrens bestimmt. Die Laufzeit
der Experimente betrug jeweils 12 Intervalle von je 10 Minuten bei einer initialen
Energieverfu¨gbarkeit von 25mJ.
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Abbildung 5.22: Experimenteller Vergleich von Managementansa¨tzen: Energy Levels
berechnet praktikable Stufenzuweisungen, basierend auf der verfu¨gbaren Energie und
dem vorgegebenen Nutzen der Stufen. Budgetbasierte Stufen bestimmen die aktuelle
Servicestufe aufgrund des Budgets. Das Budgetbasierte Anwendungsintervall wird
anhand der verfu¨gbaren Energie und Kosten eines Intervalls berechnet. Die untere
Ha¨lfte zeigt ein Experiment, in dem im 6. Intervall die verbleibende Energie um 20%
reduziert wurde.
Die obere Ha¨lfte von Abbildung 5.22 zeigt das Verhalten der drei Varianten. Da
Energy Levels die ho¨chstmo¨gliche Stufe auswa¨hlt, startet es in der ho¨chsten Stu-
fe und wechselt im Laufe der Zeit in die zweitniedrigste. Im Gegensatz dazu wird
bei den Budgetbasierten Stufen mit der zweitniedrigsten Stufe gestartet, aber kurz
darauf in die na¨chstho¨here Anwendungsstufe gewechselt. Dieser Ansatz ist zwar
konservativer, jedoch nicht von der zuku¨nftigen Energieverfu¨gbarkeit abha¨ngig und
damit weniger anfa¨llig gegenu¨ber einer Verringerung der verfu¨gbaren Energie, da
diese gleichma¨ßig u¨ber die gesamte Laufzeit zugeteilt wird. Das berechnete Anwen-
dungsintervall der dritten Variante ist mit 1,66s stabil und damit etwas ho¨her als
Stufe 3 (ﬁxes Intervall von 1,5s).




Die untere Ha¨lfte von Abbildung 5.22 zeigt den Einﬂuss einer vera¨nderten Ener-
gieverfu¨gbarkeit auf die drei Varianten. In der Mitte des Experimentes wurde die
verfu¨gbare Energie um 20% verringert, was beispielsweise durch eine verringerte
Batteriekapazita¨t ausgelo¨st werden kann. Energy Levels muss im letzten Drittel des
Experimentes auf die tiefste Anwendungsstufe wechseln, da der optimistische An-
satz zu Beginn mehr Energie verbraucht. Die Budgetbasierten Stufen erzeugen eine
Balance zwischen Energieverbrauch und Laufzeit und mu¨ssen das Serviceintervall
somit nur um Eins reduzieren, was eine weniger starke Vera¨nderung ist. Das Anwen-
dungsintervall der dritten Variante wird an die vera¨nderte Energieverfu¨gbarkeit auf
2,55s angepasst und ist somit niedriger als Stufe 2 (ﬁx bei 3s).
Beide Varianten, die auf Energiebudgets basieren, bieten im Vergleich nicht nur ei-
ne homogenere Anwendungsqualita¨t, sondern mo¨glicherweise kann die Batterie durch
die insgesamt niedrigere Last des konservativen Ansatzes von einem verringerten
Peukert-Eﬀekt proﬁtieren.
5.7 Zusammenfassung
In diesem Kapitel wurde das Konzept der dynamischen Energiebudgets vorgestellt
und evaluiert. Durch die Verteilung von
”
Recht auf Energie“ ermo¨glichen sie es, den
Energieﬂuss tief eingebetteter Systeme zu steuern und zu limitieren.
Das wesentliche Paradigma der Abgrenzung zwischen Anwendungen und ihren
Budgets durch Isolation wurde um die Kooperation erga¨nzt, um Situationen zu lo¨-
sen bei denen die zugeteilte Energie unzureichend ist oder ungenutzt bleibt. Hierzu
wurden Strategien zur Verteilung der Energie auf unterschiedliche Anwendungstei-
le bei unterschiedlichen Energieverfu¨gbarkeiten und zum Umgang mit Mehr- und
Minderbedarf vorgestellt und auf ihre Eignung in verschiedenen Szenarien hin un-
tersucht.
Im Gegensatz zu existierenden Ansa¨tzen bieten die Strategien mit Mechanismen
zum Leihen und Stehlen von Energie Mo¨glichkeiten, auch mit kurzfristigen Vera¨nde-
rungen im Bedarf umzugehen. Auf diese Weise ko¨nnen das Lebenszeitziel und eine
mo¨glichst hohe Anwendungsqualita¨t erreicht werden. Eine Anfrage nach mehr Ener-
gie kann sowohl explizit von der Anwendung durchgefu¨hrt werden, als auch implizit
durch das System erfolgen. Anwendungen ko¨nnen somit auch ohne die direkte Ein-
beziehung von Energie entworfen werden, wodurch die Wiederverwendbarkeit weiter
verbessert wird. Statt eines expliziten Energiebewusstseins ko¨nnen sie hierzu die vom
System bereitgestellten Funktionen zur Ermittlung von Anwendungsintervallen und
Energiestufen nutzen, um sich an eine vera¨nderte Energieverfu¨gbarkeit anzupassen.
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In diesem Kapitel werden die drei vorgestellten Komponenten des Energiemanage-
mentansatzes zusammengefu¨gt und in zwei Szenarien evaluiert. Das erste Szenario
betrachtet das Verhalten des Managements in einem emulierten Industrieumfeld.
Parameter eines Gera¨tes werden u¨berwacht, wobei Ereignisse eines weiteren Sensors
zur Steuerung der Erfassung verwendet werden. Im zweiten Szenario wird das Mana-
gement in einem typischen Sense & Send-Sensornetzwerk fu¨r das Umweltmonitoring
eingesetzt.
6.1 Gera¨teu¨berwachung
Die Wartung von Gera¨ten und Anlagen stellt in der Industrie einen erheblichen
Kostenfaktor dar. Um diesen zu verringern, wurde im Projekt 4D-Cast1 mithilfe
von Sensoren die tatsa¨chliche Aktivita¨t von Zapfsa¨ulen auf Tankstellen erfasst, um
dadurch Ru¨ckschlu¨sse auf deren Verschleiß zu ziehen. Wartungen sollten dann auf
Grundlage des tatsa¨chlichen Verschleißes und nicht mehr in festen Intervallen erfol-
gen, wobei maximale Intervalle deﬁniert wurden.
Das hier umgesetzte Szenario baut auf diesen Gedanken auf und erweitert ihn
um das Energiemanagement. Das Management soll eine Laufzeit garantieren, welche
u¨ber den zu erwartenden Wartungsintervallen liegt. Ein Parameter wird periodisch
durch einen Sensor erfasst und direkt an eine Basisstation oder u¨ber ein Backbone
versendet. Die Rate ist dabei abha¨ngig von der verfu¨gbaren Energie und wird dy-
namisch nach jedem Sendevorgang bestimmt. Zusa¨tzlich werden externe Ereignisse,
wie beispielsweise Bewegung oder Druckvera¨nderung, mittels eines weiteren Sensors
erfasst. Tritt ein solches Ereignis auf, wird die Erfassungs- und Senderate kurzfristig
deutlich erho¨ht, um die zeitliche Auﬂo¨sung der Daten zu verbessern.





giesparende Kommunikationsprotokolle fu¨r drahtlose Sensornetze in schwierigen Funkumgebungen




Da die exemplarische Umsetzung in dieser Arbeit fu¨r die EZ430-Chronos Sensor-
knoten erfolgte, wurden die verfu¨gbaren Sensoren genutzt und als Parameter die
Temperatur und als Ereignis die Beschleunigung gewa¨hlt. Wird eine Beschleuni-
gung festgestellt, wird dem Szenario entsprechend die Erfassungs- und Senderate









Abbildung 6.1: Aufbau des Szenarios fu¨r die U¨berwachung von Gera¨ten mithilfe
drahtloser tief eingebetteter Systeme
Insgesamt wurden sechs Knoten eingesetzt, jeweils drei mit und drei ohne Ener-
giemanagement, um die Temperatur eines Ku¨hlschranks zu u¨berwachen (siehe Ab-
bildung 6.1). Dieses Szenario wurde aufgrund der Erreich- und Kontrollierbarkeit
gewa¨hlt. In Paaren wurden die Knoten auf dem Ku¨hlschrank, im Ku¨hlschrank und
im integrierten Tiefku¨hlfach positioniert. Durch die Beschleunigungsmessung konnte
ein O¨ﬀnen oder Schließen des Schranks von allen Knoten observiert werden.
Das adaptive Energiemanagement passte das Mess- und Sendeintervall an die
verfu¨gbare Energie an. Nach der Abarbeitung eines Ereignisses musste das Anwen-
dungsintervall an die verbleibende Energie angepasst werden. Hierzu wurde die ver-
fu¨gbare Energie zum Teil von der Anwendung selbst verwaltet. Ein Teil der Energie
wurde von der Anwendung in ein nicht vom Management verwaltetes Ereignisbudget
transferiert. Dieses wurde fu¨r die Deckung der Energiekosten wa¨hrend der erho¨hten
Rate bei Ereignissen genutzt. Reicht das Budget nicht aus, wurde notwendige Ener-
gie aus dem Anwendungsbudget gestohlen. Da dies beschra¨nkt ist, wie in Kapitel
5.4.2 beschrieben, wurde weiterer Bedarf vom System gedeckt. Ein drittes Bud-
get wurde fu¨r die Isolation des Verbrauchs des Beschleunigungssensors und dessen
Auswertung verwendet. Da dieser Verbrauch leicht schwankt, wurde ein adaptives
Budget verwendet, dessen Gro¨ße vom System dynamisch bestimmt wird.
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Tabelle 6.1: Parameter des Ku¨hlschrankszenarios
Anwendung Laufzeit 275h
Intervall (ﬁx) 1,25 s
Intervall (min, max) 0,5 s, 60 s
Intervall (Ereignis) 0,5 s
Batterieu¨berwachung T 165 je 100 Minuten
B+, B− 0,5 und 0,1
Vcutoff 2,25V
Phase C ab 2,35V
Energiemanagement T 1650 je 10 Minuten
Angenommene Ladung 1050 mAh
Adaption pro Hinweispunkt 12,5%
Die Parameter des Szenarios sind in Tabelle 6.1 zusammengefasst. Als Energiever-
sorgung wurden Noname Alkaline AAA Batterien genutzt, da diese bei den niedrigen
Temperaturen, die im Tiefku¨hler vorherrschen, grundsa¨tzlich funktionsfa¨hig bleiben
(siehe Experimente in Kapitel 3.4). Das ﬁxe Intervall wurde so dimensioniert, dass
das Lebenszeitziel bei Umgebungstemperatur mit einem ausreichenden Sicherheits-
faktor erreicht werden konnte. Da die verwendeten Knoten nur u¨ber einen geringen
Programmspeicher verfu¨gten, wurden fu¨r die Budgets 32bit Werte genutzt. Dies be-
schra¨nkte die Aufnahmefa¨higkeit der Budgets und machte eine entsprechend hohe
Zahl an Intervallen fu¨r das Management no¨tig. Da dies jedoch fu¨r die Batterieu¨ber-
wachung kontraproduktiv ist, wurden beide asynchron voneinander betrieben. Die
sonstigen Parameter entsprachen den bereits in anderen Experimenten verwendeten
(siehe Kapitel 3.4).
6.1.2 Auswertung
Das Ziel, den Knoten eine vorher deﬁnierte Laufzeit zu ermo¨glichen, konnte mithilfe
des Energiemanagements in Zusammenarbeit mit der Batterieu¨berwachung erreicht
werden. Zwei der drei Knoten ohne Management konnten das Lebenszeitziel eben-
so erreichen, jedoch ﬁel der Knoten im Tiefku¨hler bereits im zweiten Drittel des
Versuchs aus. Dies zeigt wie schon die Experimente in Kapitel 3.4 den Einﬂuss der
Temperatur auf Batterien. Je tiefer die Temperatur, desto weniger Energie steht zur
Verfu¨gung. Im Gegensatz dazu konnte der Einﬂuss durch das Management mithilfe
von Anpassungen des Arbeitsintervalls ausgeglichen werden.
Die Zeitpunkte der Anpassungen der drei Knoten mit Energiemanagement sind
in Abbildung 6.2 dargestellt. Auf jedes Hinweissignal des abstrakten Batteriemodells
hin wird die verbleibende Energiemenge durch das Energiemanagement angepasst.































Abbildung 6.2: Hinweissignale des abstrakten Batteriemodells
bereits zu Beginn die verbleibende Energiemenge verringern. Gegen Ende des Expe-
rimentes versta¨rkte sich das negative Feedback noch, wodurch der Energieverbrauch
weiter verringert werden musste. Im Gegensatz dazu konnten die anderen Knoten































Abbildung 6.3: Durchschnittliches Anwendungsintervall der Knoten mit Energiema-
nagement: Zum Zeitpunkt t1 versagt der Referenzknoten im Tiefku¨hler.
Abbildung 6.3 zeigt die Auswirkungen der Anpassungen durch die Batterieu¨ber-
wachung auf das durchschnittliche Anwendungsintervall. Der Knoten innerhalb des
Tiefku¨hlschrankes konnte nur durch eine deutliche Einschra¨nkung des Anwendungs-
intervalls das Lebenszeitziel erreichen. Verglichen mit den Referenzknoten außerhalb
des Tiefku¨hlschrankes, wurden etwa 40% weniger Nachrichten versendet. Der Refe-
renzknoten innerhalb des Tiefku¨hlschrankes konnte das Lebenszeitziel nicht errei-
chen und versagte am Zeitpunkt t1. Die Knoten außerhalb und innerhalb des Ku¨hl-
schrankes versendeten etwa 5% und 9% weniger Nachrichten als die Referenzknoten.
Ursachen hierfu¨r sind sowohl der Mehraufwand und das konservative Verhalten des





















































































































































































































































Abbildung 6.4: Zeitliche Verteilung der erfassten Ereignisse
Die Verteilung der aufgetretenen Ereignisse ist in Abbildung 6.4 dargestellt und
entspricht den Erwartungen aufgrund der Art der Ereignisse. Alle Knoten konnten
das O¨ﬀnen beziehungsweise Schließen des Ku¨hlschranks zuverla¨ssig detektieren. Es
trat eine Ha¨ufung von Ereignissen tagsu¨ber auf, insbesondere morgens und abends.
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Abbildung 6.5: Gemessener Spannungsverlauf der Knoten außerhalb und innerhalb
des Ku¨hlschrankes sowie im Tiefku¨hlfach, sowohl ohne das vorgestellte Management
(rot) als auch mit (blau)
Das Auftreten der Ereignisse wirkte sich sowohl auf die Spannung als auch auf
das Anwendungsintervall der folgenden Managementintervalle aus. Durch die gro¨-
ßere Last wa¨hrend der Abarbeitung der Ereignisse konnte die Spannung kurzfristig
einbrechen. Wie in Abbildung 6.5 dargestellt, betraf dies insbesondere die Knoten im
Tiefku¨hlfach. Dies kann potenziell so weit gehen, dass die minimale Arbeitsspannung
des Knotens erreicht wird und dieser sich vorzeitig abschaltet. Um dem vorzubeugen,
ko¨nnte fu¨r weitergehende Experimente oder tatsa¨chliche Anwendungen jeweils die
Spannung wa¨hrend der Ereignisabarbeitung als Grundlage fu¨r die Batterieu¨berwa-
chung genutzt werden. Dies wu¨rde jedoch Energie in der Batterie ungenutzt lassen.
Das Auftreten eines Ereignisses hatte eine Auswirkung auf das normale Anwen-
dungsintervall. Wie in Abbildung 6.6 dargestellt, war dies abha¨ngig vom zugeordne-
ten Budget. War das Ereignisbudget groß genug (links), stand nach dem Auftreten
und Abarbeiten des Ereignisses (t1 bis t2) potenziell mehr Energie im Anwendungs-
budget zur Verfu¨gung, da dieses wa¨hrend der Ereignisabarbeitung nicht genutzt
wurde und so fu¨r die verbleibende Zeit des Managementintervalls ein kleineres An-
wendungsintervall mo¨glich war. Mit dem neuen Managementintervall (t3) stieg auch
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Abbildung 6.6: Mo¨gliche Auswirkungen der Ereignisabarbeitung auf das Anwen-
dungsintervall: Ereignisbudget gefu¨llt (links) und leer (rechts)
henden Energie in das Ereignisbudget u¨bertragen wurde. Erst wenn dieses wieder
vollsta¨ndig gefu¨llt war (t4), konnte wieder das urspru¨ngliche Anwendungsintervall
erreicht werden.
Enthielt das Ereignisbudget nicht genug Energie (rechts), wurde der daru¨ber hin-
ausgehende Bedarf vom Anwendungsbudget gedeckt. Dies erho¨hte im Anschluss an
die Abarbeitung des Ereignisses (t1 bis t2) das Anwendungsintervall deutlich, welches
erst nach der na¨chsten Zuteilung (t3) wieder auf den urspru¨nglichen Wert ﬁel.
Diese Auswirkungen ließen sich durch Anpassen der Anwendung umgehen. So
ist es mo¨glich, das Anwendungsintervall nicht mehr nach jedem Sendevorgang neu
zu berechnen, sondern nur einmal nach der jeweiligen Zuteilung der Energie. Des
Weiteren kann fehlende Energie im Ereignisbudget durch direkte Entnahme aus dem
System gedeckt werden, was jedoch gerade am Ende der Laufzeit problematisch sein
kann.
Im vorgestellten Szenario ermo¨glichte das Energiemanagement das Erreichen des
Lebenszeitziels trotz des starken Temperatureinﬂusses. Die Anwendung zeigt, dass
mithilfe der Budgets ein Energiebewusstsein erzeugt werden kann und somit die
Auswirkungen der Ereignisse auf die Anwendung reduziert werden.
6.2 Hydrologisches Umweltmonitoring
Das in der Niederlausitz gelegene Hu¨hnerwasser wird zur Untersuchung eines in-
itialen Zustands eines O¨kosystems im ehemaligen Braunkohletagebau genutzt [205].
Dabei werden im 6 Hektar umfassenden ku¨nstlichen Wassereinzugsgebiet unter ande-
rem hydrologische Untersuchungen durchgefu¨hrt. Traditionell mussten dazu Daten
durch Ablaufen von Messpunkten manuell, teils in Papierform, gesammelt werden.
Dies stellt auf einem großﬂa¨chigen Gela¨nde mit vielen Messpunkten wie dem Hu¨h-
nerwasser einen hohen Aufwand dar und schra¨nkt die erreichbare zeitliche Auﬂo¨sung




Abbildung 6.7: U¨berblick u¨ber den unteren Teilabschnitt des ku¨nstlich angelegten
Wassereinzugsgebietes Hu¨hnerwasser mit Positionen der Sensorknoten und der Senke
(nach [207] verfeinert)
und die Auﬂo¨sung erho¨hen, sondern auch den menschlichen Einﬂuss auf das O¨kosys-
tem minimieren. Aus diesem Grund wurden im Sense4U Projekt2 an 50 Messpunkten
Sensorknoten mit dem Ziel installiert, hydrologische Daten zu erfassen [206].
Abbildung 6.7 zeigt eine schematische Darstellung des gesamten Gela¨ndes und ei-
ne U¨bersicht u¨ber den auch fu¨r das Experiment in dieser Arbeit verwendeten unteren
Teilabschnitt des Hu¨hnerwassers.
Basis der Knoten bildeten FeuerWhere Sensorknoten, die mit Sensorboards u¨ber
verschiedenste Sensoren verfu¨gen (unter anderem SHT11 [208] fu¨r Temperatur und
Luftfeuchtigkeit) und in wasserfesten Geha¨usen verpackt wurden. Zusa¨tzlich wurden
fu¨r die Erfassung der Regenmenge Kippwaagen installiert. Diese erzeugen mithilfe
eines Reedkontaktes Unterbrechungen auf dem Mikrocontroller, wenn Niederschlag
in Ho¨he von 0,2l /qm gesammelt wurde.
Fu¨r hydrologische Untersuchungen ist insbesondere der Einﬂuss der Vegetation
auf die Niederschlagsmenge in Bodenna¨he von Bedeutung. Die Sensorknoten wurden
deshalb in Gebieten mit unterschiedlicher Vegetationsdichte installiert. Abbildung
6.8 zeigt die drei Vegetationsdichten im unteren Teilabschnitt des Gela¨ndes.
Die Knoten wurden den beteiligten Hydrologen nach Ende des Projektes weiter-
hin zur Verfu¨gung gestellt, jedoch wurden sie als reine Datenlogger verwendet, um
die laufenden Kosten und den Wartungsaufwand zu verringern (keine Internetver-
bindung und Stromversorgung nur u¨ber Solar und Windkraft mo¨glich). So konnten
die Sensorknoten als Experimentierplattform fu¨r die Evaluation des vorgestellten
Ansatzes mit verwendet werden.
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Abbildung 6.8: Zonen mit unterschiedlicher Vegetationsdichte, in denen Knoten im
unteren Teilabschnitt ausgebracht wurden: a) oﬀene Fla¨che, b) Schilf und c) Sand-
dorn
6.2.1 Aufbau
Vom 4. bis zum 20. August 2015 wurde die Eignung des Energiemanagementansatzes
im Feld u¨berpru¨ft. Dabei wurden der Niederschlag sowie periodisch Temperatur und
Luftfeuchtigkeit erfasst und jeder Wert auf einer SD-Karte gespeichert. Dies ermo¨g-
lichte die Bereitstellung der Daten in voller zeitlicher Auﬂo¨sung, was insbesondere
fu¨r die Regenmenge wichtig war. Zusa¨tzlich wurden Parameter des Energiemanage-
ments und Routings auf der Karte gespeichert.
Da im Grunde jeder gemessene Datenpunkt von Bedeutung und Interesse ist,
aber nicht u¨bertragen werden kann, mu¨ssen Daten auf einer SD-Karte gespeichert
werden. Die Kosten hierfu¨r sind zwar zuna¨chst ho¨her, nach dem mo¨glichen Verzicht
auf Synchronisation durch DutyCycle und Datensicherheit durch Retransmissionen
ist der Aufwand jedoch deutlich geringer.
Per Funk wurde von jedem Knoten alle 20 Minuten eine Statusnachricht mit ag-
gregierten Sensorwerten versendet. Da der Abstand zwischen den beiden Abschnitten
des Hu¨hnerwassers (vergleiche Abbildung 6.7) die Verwendung von Bru¨ckenknoten
notwendig macht, wurden von den 50 vorhandenen Knoten im Rahmen dieser Arbeit
nur die 25 Knoten des unteren Teilabschnittes verwendet. In diesem Teilabschnitt
kann die Senke von der Mehrzahl der Knoten meistens direkt erreicht werden, wo-
durch nur ein einfaches Wegewahlverfahren eingesetzt wurde. Dieses basiert auf der
Entfernung zur Senke, welche in den ACK-Nachrichten u¨bermittelt wurde. Jeder
Knoten mit einer kleineren Entfernung leitete die Nachricht weiter, es sei denn,
er observierte eine Weiterleitung durch einen anderen Knoten. Zur Reduktion des
Energieverbrauchs des Funkmoduls wurde das Arbeitsintervall auf 2 Sekunden alle
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Tabelle 6.2: Parameter des Umweltmonitoringszenarios
Anwendung Laufzeit 360 Stunden
Intervall (Sensor ﬁx) 1,75 s
Intervall (Sensor min, max) 0,2 s, 60 s
Intervall (Parametersicherung) 5 Minuten
Intervall (Kommunikation) 20 Minuten
Batterieu¨berwachung T 180 je 2 Stunden
B+, B− 0,5 und 0,1
Vcutoff 2,0V
Phase C ab 2,3V
Energiemanagement T 180 je 2 Stunden
Angenommene Ladung 180 mAh
Adaption pro Hinweispunkt 12,5%
10 Minuten festgelegt. Die Synchronisation erfolgte mithilfe von Zeitstempeln, die
ebenfalls in den ACK-Nachrichten u¨bermittelt wurden.
Die Laufzeit des Experimentes wurde durch Verwendung von teilgeladenen Ene-
loop AA Akkumulatoren [26] auf 15 Tage verringert. Die Laufzeiten bei der Verwen-
dung von vollgeladenen Standard-Batterien la¨gen um ein Vielfaches ho¨her, was fu¨r
ein solches Experiment nicht praktikabel ist. Die verfu¨gbare Ladung von 200mAh
wurde um 10% geringer gescha¨tzt, um einen Sicherheitsfaktor zu integrieren.
Tabelle 6.2 fasst die Parameter des Szenarios zusammen. Die Laufzeit des Ex-
perimentes wurde in 180 Intervalle mit je 2 Stunden aufgeteilt. Die Intervalle der
Batterieu¨berwachung und des Energiemanagements waren synchronisiert. Erzeugte
Hinweise fu¨hrten direkt zu einer Anpassung der verbleibenden Energiemenge. An-
schließend wurde die Energie fu¨r das aktuelle Intervall auf die Budgets verteilt.
Es wurden fu¨nf Budgets verwendet. Kommunikation, SD Parameter, Niederschlag
und System waren adaptive Budgets, da der Energieverbrauch der assoziierten An-
wendungsteile schwankte, sie aber essentiell fu¨r die Ausbringung waren. System be-
diente den Energieverbrauch der Schlafzusta¨nde aller Knotenkomponenten. Zwar
ließen sich diese Budgets in einem einzelnen adaptiven Budget zusammenfassen,
jedoch ermo¨glicht die Aufspaltung eine bessere Identiﬁkation der Verbra¨uche im
System und erho¨hte die Wiederverwendbarkeit einzelner Komponenten zusammen
mit ihren Parametern.
Das Sensoren-Budget erhielt alle verbleibende Energie, die in einem Intervall
zur Verfu¨gung stand. Der assoziierte Anwendungsteil steuerte den SHT11 fu¨r die
Messung von Temperatur und Luftfeuchte und nutzte die vom System bereitgestell-
te Funktionalita¨t zur Anpassung des Messintervalls an die zur Verfu¨gung stehende
Energie (siehe Kapitel 5.5.1).
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Fu¨nf Knoten wurden als Vergleichsknoten genutzt. Sie enthielten kein dynami-
sches Energiemanagement und arbeiteten mit einem statischen Messintervall von
1,75 Sekunden, was diesen Knoten das Erreichen des Lebenszeitziels mit ausreichen-
dem Sicherheitsabstand ermo¨glichte.
6.2.2 Auswertung der Ausbringung
Regen trat wa¨hrend der Ausbringung nur an den letzten Tagen auf und war bis
auf den 17. August nur nieselig. Abbildung 6.9 zeigt die durchschnittliche erfasste
Niederschlagsmenge in den drei Vegetationszonen. Die Werte der oﬀenen Fla¨che
und im Schilf unterschieden sich nur geringfu¨gig, jedoch erfassten die Knoten im
Sanddorn erkennbar weniger Niederschlag. Die Knoten im Schilf erfassten 1,8% mehr
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Abbildung 6.9: Durchschnittliche Regenmenge in den drei Vegetationszonen.
Die Temperaturkurve ist in Abbildung 6.10 auf der linken Seite dargestellt. Unter-
schiede, hervorgerufen durch die Vegetationsdichte und den daraus folgenden Schat-
ten, sind deutlich erkennbar. Knoten auf oﬀener Fla¨che erfassten eine durchschnittli-
che Temperatur von 26.13◦C. Mit 24, 85◦C war die durchschnittliche Temperatur im
Schilf niedriger. Die durch den Sanddorn verursachten Schatten senkten die gemes-
sene Temperatur auf 23, 66◦C. Zusa¨tzlich wurde die maximale Temperatur durch die
Vegetation beeinﬂusst und war im Sanddorn deutlich geringer.
Der rechte Teil von Abbildung 6.10 zeigt die durchschnittliche Luftfeuchtigkeit
wa¨hrend der Ausbringung. Wieder beeinﬂusst die Vegetation den Umweltparameter.
Die durchschnittliche Luftfeuchte ist bei den Knoten auf oﬀener Fla¨che am niedrigs-
ten (58,3%). Im Schilf herrschte mit 71,1% eine deutlich ho¨here Luftfeuchtigkeit. Im
Sanddorn war die durchschnittliche Luftfeuchte mit 77,2% am ho¨chsten.
Die Daten zeigen den Einﬂuss der Vegetationszone auf die erfassten Umweltpa-



























































































zone: Offene Fläche Schilf Sanddorn
Abbildung 6.10: Durchschnittlich gemessene Temperatur und Luftfeuchte in den drei
Vegetationszonen
6.2.3 Auswertung des Managements
Nicht alle Knoten haben das Lebenszeitziel erreicht. Vier der Knoten sind abgestu¨rzt
(drei waren spa¨ter ebenfalls problematisch), sodass nur 21 Knoten das Ende des
Experimentes erreichten. Die bereits vorher mehrfach verwendeten SD-Karten haben
Fehler erzeugt, sodass nur Daten von 18 Knoten ausgewertet werden konnten. In den
u¨bertragenen Nachrichten wurden nur eine Zusammenfassung der letzten erfassten
Parameter und das aktuelle Managementintervall u¨bertragen. Es standen Daten von
15 Knoten mit Management und drei Vergleichsknoten zur Verfu¨gung.



























Abbildung 6.11: Berechnetes Messintervall der Sensoren-Aktivita¨t: Die durchgehen-
de schwarze Line markiert das statische Intervall der Vergleichsknoten
Abbildung 6.11 stellt das dynamisch berechnete Messintervall der Sensoren-Aktivi-
ta¨t dar. Wa¨hrend des Experimentes konnten die meisten Knoten ihr Intervall ver-
kleinern und so die Datenqualita¨t verbessern. Die Vergleichsknoten erfassten Da-
ten alle 1,75 Sekunden. Das durchschnittliche Messintervall u¨ber alle Knoten mit
Management betrug 1,61 Sekunden. Der beste Knoten hatte ein durchschnittliches





























Abbildung 6.12: Gro¨ße der Budgets u¨ber die Laufzeit
der Batteriespannung (vergleiche hierzu Abbildung 6.14) und verringerte dadurch
seine Messfrequenz im ersten Drittel der Laufzeit.
Die Gro¨ße der fu¨nf Budgets ist in Abbildung 6.12 dargestellt. Die Kosten fu¨r
die Kommunikation schwankten, was durch die adaptive Anpassung des Budgets
ausgeglichen werden sollte. Dies wirkte sich auf das Sensor-Budget aus, das im sel-
ben Maße schwankte. Eine Abschwa¨chung der Adaption, beispielsweise durch Mit-
telwertbildung, kann diese Schwankungen verringen. Die Steigerung der Gro¨ße des
Sensoren-Budgets durch die Erho¨hung der Energiemenge aufgrund der Hinweise der
Batterieu¨berwachung ist deutlich zu erkennen.
Der durchschnittliche Verbrauch zum Ende der Laufzeit aller Knoten ist in Abbil-
dung 6.13 dargestellt. Die auf einzelne Systembestandteile aufgeschlu¨sselten Werte
wurden zur Laufzeit durch die Verbrauchserfassung ermittelt. Der gro¨ßte Verbrau-
cher war die SD-Karte. Der Hersteller und das Alter jeder Karte hatten einen Ein-
ﬂuss auf die Schreibkosten und somit direkt auf das Messintervall jedes Knotens.
Die Schreibkosten wurden wie in Kapitel 5.3.2 beschrieben durch Erfassung der
Energiekosten und der geschriebenen Bytes berechnet. Die beno¨tigte Ladung pro
geschriebenem Byte lag zwischen 9,8 und 16mAms.
Abbildung 6.14 zeigt, dass die Batteriespannung der meisten Knoten von der Ab-
schaltspannung 2,0V weit entfernt war. Dies deutet darauf hin, dass die Ladung der
Batterien ho¨her war als angenommen. Die meisten Knoten verbrauchten mehr als
die urspru¨nglich geladenen 200mAh. Die Ursache konnte im Ladeprozess der Bat-
terien gefunden werden. Die Batterien wurden vollsta¨ndig entladen und ruhten im
Ladegera¨t, bevor sie geladen wurden. Das Ladegera¨t legte wa¨hrend der Ruhephase
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Abbildung 6.14: Batteriespannung der Knoten
eine kleine Ladung an, die die Batterien mit rund 40mAh zusa¨tzlich lud. Weitere
Schwankungen ko¨nnen vom Verbrauchsmodell und von Schwankungen zwischen den
Knoten verursacht worden sein.
In diesem Messszenario ermo¨glichte das Energiemanagement den Knoten, von der
zusa¨tzlich zur Verfu¨gung stehenden Energie zu proﬁtieren und die Datenqualita¨t zu
erho¨hen. Dies zeigt, dass das vorgestellte dynamische Energiemanagement mit seinen
Budgets in der Lage ist, den Energieverbrauch von Sensorknoten auf der Grundlage
von Informationen u¨ber Energieverfu¨gbarkeit und Verbrauch zu steuern. So ko¨nnen




In zwei Szenarien wurde beispielhaft dargelegt, wie sich Energiebudgets verwenden
lassen, um Anwendungen eine Reaktion auf die Vera¨nderung der Energieverfu¨g-
barkeit zu ermo¨glichen. Die Ergebnisse der Versuche zeigen, dass das vorgestellte
Energiemanagementkonzept das Erreichen von Lebenszeitzielen im Feld ermo¨glicht.
Mithilfe der Batterieu¨berwachung konnte sowohl auf den Einﬂuss der Temperatur
auf die Batteriekapazita¨t reagiert als auch die sonst ungenutzte Energie zur Ver-





In dieser Arbeit wurde ein Energiemangementkonzept auf der Basis von Energiebud-
gets fu¨r drahtlose eingebettete Systeme vorgestellt, das es ermo¨glicht, Lebenszeitziele
zu erreichen. Das Konzept beru¨cksichtigt dabei Varianzen, welche in der Energie-
versorgung und dem Verbrauch auftreten, auf allen Ebenen des Managements. Dies
machte eine breite Betrachtung des Themas und die Identiﬁkation von Ursachen
auftretender Varianzen notwendig. Weiterhin wurden existierende Ansa¨tze fu¨r die
Erfassung der verfu¨gbaren Energie, des Verbrauchs und fu¨r Managementstrategien
eingehend analysiert. Auf Basis dieser Analysen wurden Schwachpunkte identiﬁziert
und Lo¨sungsansa¨tze fu¨r alle drei Teilbereiche sowohl konzipiert als auch praktisch
umgesetzt und individuell evaluiert. Zudem wurde die Wirksamkeit des Gesamtkon-
















































Abbildung 7.1: Entwickelter Energiemanagementansatz
Abbildung 7.1 stellt die Teile des entwickelten Ansatzes und ihren Zusammen-
hang dar. Im Folgenden werden die einzelnen Teile des Managements gesondert zu-
sammengefasst. Anschließend folgt ein Ausblick, in welche Richtungen das Konzept
weiterentwickelt werden ko¨nnte.
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7.1 Zusammenfassung
Bereits in der Einleitung wurden drei Fragestellungen identiﬁziert, die fu¨r einen
dynamischen Energiemanagementansatz beantwortet werden mussten:
1. Wie viel Energie steht zur Verfu¨gung?
2. Wie hoch ist der Energieverbrauch?
3. Wie wird die zur Verfu¨gung stehende Energie unter den Verbrauchern aufge-
teilt, sodass die Anforderungen der Anwendung erfu¨llt werden?
Die Beantwortung der ersten Frage machte eine Betrachtung von Batterien und
deren Ladezustandserfassung notwendig. Existierende Ansa¨tze leiden unter Hard-
beziehungsweise Softwareaufwand und Komplexita¨t und/oder mangelnder Flexibi-
lita¨t. Um dem zu begegnen, wurde ein Ansatz entwickelt, der auf eine komplexe
Berechnung des Ladezustands verzichtet. Stattdessen wird der Spannungsabfall von
Batterien genutzt, um dem Energiemanagement durch Hinweissignale eine Steuerung
des Verbrauchs im Hinblick auf das Lebenszeitziel zu ermo¨glichen. Ein abstraktes
Batteriemodell modiﬁziert die Hinweissignale gegebenenfalls mittels einfacher Re-
geln, um diese besser an das Verhalten der Batterien anzupassen. Die Wirksamkeit
und Eignung des Ansatzes zum Erreichen von Lebenszeitzielen wurde in verschiede-
nen Szenarien evaluiert. Dabei zeigte sich insbesondere der Einﬂuss der Temperatur
auf die Spannung und Leistungsfa¨higkeit von Batterien. Dieser konnte durch den
Ansatz indirekt erkannt und durch ein Gegensteuern ausgeglichen werden.
Der Beantwortung der zweiten Frage diente die Auseinandersetzung mit den
Arten des Energieverbrauchs drahtloser tief eingebetteter Systeme und deren po-
tenzieller Observierbarkeit. Existierende Ansa¨tze, die Hardware zur Erfassung des
Verbrauchs nutzen, sind ohne komplexe Berechnungen nicht in der Lage, den Ver-
brauch feingranular auf einzelne Gera¨te und deren Modi aufzuschlu¨sseln. Dies ist
nur durch einen Software-basierten Ansatz mo¨glich, wie er in dieser Arbeit gene-
risch und unabha¨ngig von der Anwendung umgesetzt wurde. Da dessen Genauigkeit
jedoch vom zugrundeliegenden Verbrauchsmodell abha¨ngt, wurden auf der Grund-
lage von Messungen realistische Modelle erstellt. Bisherige Ansa¨tze sind nicht in der
Lage, sich dynamisch an einen vera¨nderlichen Verbrauch anzupassen. Mit dem ent-
wickelten Ansatz wurden deshalb Mechanismen vorgestellt, die eine Anpassung an
Spannungsvera¨nderungen und die variable Eﬃzienz eines Spannungsreglers ermo¨g-




Die dritte Frage musste durch Betrachtung von Ansa¨tzen zur Energieverwaltung
beantwortet werden. Existierende Ansa¨tze steuern den Verbrauch entweder direkt
durch Anpassen von Anwendungsparametern oder indirekt mithilfe einer beschra¨nk-
ten Ressource, um die die Anwendungsteile konkurrieren. Wie die Literaturanalyse
zeigt, sind viele Ansa¨tze nicht ausreichend in der Lage, auf kurz- und langfristi-
ge Bedarfsa¨nderungen zu reagieren. In dieser Arbeit wurde aufgrund der gro¨ßeren
Flexibilita¨t ein indirekter Ansatz umgesetzt und das Konzept der Energiebudgets
vorgestellt. Diese setzen das wesentliche Paradigma der Isolation von Anwendun-
gen um, ermo¨glichen aber zusa¨tzlich eine Kooperation, die Situationen behandelt,
in denen die zugeteilte Energie nicht ausreicht oder ungenutzt bleibt. Es wurden
Heuristiken zur Energieverteilung und verschiedene Kooperationsmechanismen vor-
gestellt und deren Eignung mithilfe verschiedener Szenarien evaluiert und bewertet.
7.2 Ausblick
Der vorgestellte dynamische Energiemanagementansatz kann auf jeder der drei Ebe-
nen weiterentwickelt werden. Verschiedene Maßnahmen ko¨nnen die Genauigkeit der
Abscha¨tzungen von verfu¨gbarer und verbrauchter Energie verbessern. So bietet es
sich an, die Temperatur, die einen grossen Einﬂuss auf die verfu¨gbare Energiemenge
in Batterien hat, nicht nur indirekt u¨ber den Spannungsabfall einzubeziehen, sondern
direkt einﬂießen zu lassen. Zusa¨tzlich ko¨nnte die Temperatur als weiterer Parameter
in die Erfassung des Verbrauchs einbezogen werden.
Je nach verwendeter Technologie haben Batterien eine hohe Selbstentladung, die
anwendungsabha¨ngig einen signiﬁkanten Anteil an der verbrauchten Energie haben
kann. Die durch die Selbstentladung entstehende Last ist dabei von der verbleiben-
den Ladung in der Batterie und der Temperatur abha¨ngig. Durch eine Einbeziehung
dieser Last ließe sich die Qualita¨t der Abscha¨tzung erho¨hen.
Da der vorgestellte Ansatz zur Batterieu¨berwachung selbst keine Aussage u¨ber
den tatsa¨chlichen Ladestand triﬀt, diese Information aber gegebenenfalls fu¨r An-
wendungen von Interesse sein kann, wa¨re eine Berechnung mithilfe der aus dem
Management verfu¨gbaren Daten mo¨glich.
Ist auf der Plattform eine Hardwarelo¨sung zur Erfassung des Ladestandes der Bat-
terie beziehungsweise des Verbrauchs vorhanden, ko¨nnten diese Informationen hel-
fen, die Genauigkeit zu erho¨hen. Wa¨hrend Ersteres nur eine Anpassung des gesamten
Verbrauchs zula¨sst, ko¨nnte mit feingranularen Informationen das Verbrauchsmodell
wa¨hrend der Laufzeit verbessert werden, was eine faire Zuordnung der Kosten er-
mo¨glicht. Dies setzt jedoch eine Mo¨glichkeit der Zuordnung des erfassten Verbrauchs
zu einzelnen Verbrauchern voraus.
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Die vorgestellten Energiebudgets sind ein idealer Ausgangspunkt, um in Sensor-
netzen ein globales Energiemanagement umzusetzen. Sie stellen Informationen u¨ber
den Energiebedarf, die Verfu¨gbarkeit und den Verbrauch bereit. Durch Verbreitung
dieser Informationen innerhalb der Nachbarschaft ko¨nnten, analog zu globalen Ma-
nagementansa¨tzen, Anpassungen des Verhaltens eines Netzes nicht mehr nur indi-
rekt, sondern direkt durch Regeln und Algorithmen durchgefu¨hrt werden. Da dies
jedoch einen erheblichen Kommunikationsaufwand mit sich bringen kann, ist eine
Kosten-Nutzen-Analyse unabdingbar.
Durch die Anpassungsfa¨higkeit an unterschiedliche Energieverfu¨gbarkeiten bietet
sich der vorgestellte Ansatz fu¨r die Nutzung in Harvesting-Szenarien an. Abha¨ngig
von der Anwendung la¨sst sich in Phasen mit geringer Energieausbeute der Verbrauch
durch entsprechende Energieverteilung so limitieren, dass unter Zuhilfenahme von
Prognosen ein kontinuierlicher Betrieb mo¨glich wird.
Die komplexe Dimensionierung der Bedarfswerte der Budgets kann durch Inte-
gration von Lernphasen vereinfacht werden. Durch Intervalle, in denen jeweils die
minimale und maximale Anwendungsqualita¨t forciert wird, lassen sich Grenzwerte
ermitteln. Da sich, wie in dieser Arbeit gezeigt, die Energiekosten im Laufe der Zeit
jedoch vera¨ndern ko¨nnen, ist eine Wiederholung dieser Lernphasen sinnvoll.
Die Nutzung des Ansatzes la¨ßt sich durch Integration in einen modellgetriebenen
Entwicklungsprozess vereinfachen. Analog zur Echtzeitanalyse kann eine Energie-
analyse bekannte Kosten von Softwarekomponenten und der Gera¨te mit den An-
forderungen des Nutzers hinsichtlich gewu¨nschter Anwendungsfrequenzen kombinie-
ren. Teilt der Nutzer die verfu¨gbare Energie auf einzelne Anwendungsteile auf, la¨sst
sich die potenzielle Laufzeit errechnen. Durch Angabe des Lebenszeitziels kann an-
schließend eine Analyse und Optimierung der Parameter erfolgen. Bei der in [63]
skizzierten Werkzeugunterstu¨tzung und Generierung von strukturbeschreibendem
Quellcode aus der Modellebene ko¨nnen die Energiesenken der Verbrauchserfassung
entsprechend den Anforderungen an die Granularita¨t konﬁguriert und Budgets mit

































































Initiale Ladung [mAm]: 23,75 27,522,5 3020 32,517,5 351512,5 37,526,25
Abbildung A.1: Verlauf der verbleibenden Energie bei verschiedenen Parameterkom-
binationen und initialen Ladungen: Es werden nur Fa¨lle dargestellt, in denen das
Lebenszeitziel nicht erreicht wurde oder mehr als 10% der Energie ungenutzt blieb.
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Initiale Ladung [mAm]: 23,75 27,522,5 3020 32,517,5 351512,5 37,526,25
Abbildung A.2: Verlauf der verbleibenden Energie aller nicht erfolgreichen Szenarien
unter verschiedenen Parameterkombinationen und initialen Ladungen: Die kleinst-




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.2: Pakete pro Sekunde mit und ohne Verbrauchserfassung im Ping-Pong-
Verfahren: kleine Pakete mit 16 Byte Nutzdaten, große Pakte mit 60 Byte
kleine Pakete pro Sekunde große Pakete pro Sekunde
Ohne Pessimistisch Optimistisch Ohne Pessimistisch Optimistisch
1 MHz 38,6 35,2 36,8 16,3 15,6 15,9
4 MHz 81,6 77,5 79,5 35,5 34,7 35,1
8 MHz 100,7 97,6 99,1 44,5 43,9 44,2
16 MHz 114,1 112,1 113,1 51,0 50,6 50,8
20 MHz 117,3 115,6 116,4 52,5 52,2 52,3
Tabelle B.3: Pakete pro Sekunde mit und ohne Verbrauchserfassung im Ping-Pong-
Verfahren bei Einbeziehung eines Spannungsreglers: kleine Pakete mit 16 Byte Nutz-
daten, große Pakte mit 60 Byte
kleine Pakete pro Sekunde große Pakete pro Sekunde
vollsta¨ndige reine vollsta¨ndige reine
Abrechnung Eﬃzenzberechnung Abrechnung Eﬃzenzberechnung
1 MHz 32,1 36,0 14,95 15,8
4 MHz 73,8 78,6 33,95 34,95
8 MHz 94,6 98,4 43,3 44,1
16 MHz 110,1 112,7 50,2 50,7
20 MHz 113,9 116,1 51,8 52,25
Tabelle B.4: Pakete pro Sekunde im Ping-Pong-Verfahren mit und ohne Energiema-
nagement mit unterschiedlichen Zuordnunsgebenen, jedoch immer mit Verbrauch-
serfassung: kleine Pakete mit 16 Byte Nutzdaten, große Pakte mit 60 Byte

























































1 Mhz 36,8 36,2 30,05 28,35 15,9 15,8 14,5 14,1
4 Mhz 79,5 78,8 70,8 68,5 35,1 35,0 33,3 32,8
8 Mhz 99,1 98,6 92,05 90,1 44,2 44,1 42,7 42,3
16 Mhz 113,1 112,75 108,35 107,0 50,8 50,7 49,8 49,5
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