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Abstract We present results on transverse momentum
(pt) and rapidity (y) differential production cross sections,
mean transverse momentum and mean transverse momen-
tum square of inclusive J/ψ and ψ(2S) at forward rapid-
ity (2.5 < y < 4) as well as ψ(2S)-to-J/ψ cross section
ratios. These quantities are measured in pp collisions at cen-
ter of mass energies
√
s = 5.02 and 13 TeV with the ALICE
detector. Both charmonium states are reconstructed in the
dimuon decay channel, using the muon spectrometer. A com-
prehensive comparison to inclusive charmonium cross sec-
tions measured at
√
s = 2.76, 7 and 8 TeV is performed.
A comparison to non-relativistic quantum chromodynam-
ics and fixed-order next-to-leading logarithm calculations,
which describe prompt and non-prompt charmonium pro-
duction respectively, is also presented. A good description of
the data is obtained over the full pt range, provided that both
contributions are summed. In particular, it is found that for
pt > 15 GeV/c the non-prompt contribution reaches up to
50% of the total charmonium yield.
1 Introduction
Charmonia, such as J/ψ and ψ(2S), are bound states of a
charm and anti-charm quark (cc¯). At LHC energies, their
hadronic production results mostly from the hard scattering
of two gluons into a cc¯ pair followed by the evolution of this
pair into a charmonium state. Charmonium measurements in
pp collisions are essential to the investigation of their produc-
tion mechanisms. They also provide a baseline for proton-
nucleus and nucleus-nucleus results which in turn are used
to quantify the properties of the quark-gluon plasma [1,2].
Mainly three theoretical approaches are used to describe
the hadronic production of charmonium: the Color Evapora-
tion Model (CEM) [3,4], the Color Singlet Model (CSM) [5]
and the Non-Relativistic Quantum Chromo-Dynamics model
 e-mail: alice-publications@cern.ch
(NRQCD) [6]. These approaches differ mainly in the treat-
ment of the evolution of the heavy-quark pair into a bound
state. In the CEM, the production cross section of a given
charmonium is proportional to the cc¯ cross section, integrated
between the mass of the charmonium and twice the mass of
the lightest D meson, with the proportionality factor being
independent of the charmonium transverse momentum pt,
rapidity y and of the collision center of mass energy
√
s .
In the CSM, perturbative QCD is used to describe the cc¯
production with the same quantum numbers as the final-state
meson. In particular, only color-singlet (CS) cc¯ pairs are con-
sidered. Finally, in the NRQCD framework charmonium can
be formed from a cc¯ pair produced either in a CS or in a
color-octet (CO) state. The color neutralization of the CO
state is treated as a non-perturbative process. For a given
order in αs , it is expanded in powers of the relative velocity
between the two charm quarks and parametrized using uni-
versal Long Distance Matrix Elements (LDME) which are
fitted to the data. The predictive power of NRQCD calcu-
lations is tested by fitting the LDME to a subset of the data
and comparing cross sections calculated with these LDME to
measurements performed at different energies. It is therefore
crucial to confront these models to as many measurements
as possible, over a wide range of pt, y and
√
s , and with
as many different charmonium states as possible. The com-
parison can also be extended to observables other than cross
sections, such as charmonium polarization [7–9].
In this paper we present results on the production cross
sections of inclusive J/ψ and ψ(2S) at forward rapidity
(2.5 < y < 4) measured in pp collisions at center of mass
energies
√
s = 13 and 5.02 TeV. For J/ψ at √s = 5.02 TeV,
the pt-differential cross sections have been published in [10]
while the y-differential cross sections are presented here for
the first time.
The J/ψ and ψ(2S) are measured in the dimuon decay
channel. The inclusive differential cross sections are obtained
as a function of pt and y over the ranges 0 < pt < 30 GeV/c
for J/ψ at
√
s = 13 TeV, 0 < pt < 12 GeV/c for J/ψ at√
s = 5.02 TeV and 0 < pt < 16 GeV/c for ψ(2S) at
123
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√
s = 13 TeV. At √s = 5.02 TeV only the pt-integrated
ψ(2S) cross section is measured due to the limited inte-
grated luminosity. The J/ψ result at
√
s = 13 TeV extends
significantly the pt reach of measurements performed in
a similar rapidity range by LHCb [11]. The J/ψ result at√
s = 5.02 TeV and the ψ(2S) results at both √s are the
first at this rapidity. The inclusive ψ(2S)-to-J/ψ cross sec-
tion ratios as a function of both pt and y are also presented.
These results are compared to similar measurements per-
formed at
√
s = 2.76 [12], 7 [13] and 8 TeV [14]. These
comparisons allow studying the variations of quantities such
as the mean transverse momentum 〈pt〉, mean transverse
momentum square 〈p2t〉 and the pt-integrated cross section
as a function of
√
s . Put together, these measurements con-
stitute a stringent test for models of charmonium produc-
tion. In particular, an extensive comparison of the J/ψ and
ψ(2S) cross sections at all available collision energies to the
calculations from two NRQCD groups is presented towards
the end of the paper (Sect. 4). In addition, the pt-integrated
J/ψ cross section as a function of
√
s is also compared to a
CEM calculation. No comparison to the CSM is performed
since complete calculations are not available at these energies
beside the ones published in [13,15].
All cross sections reported in this paper are inclusive and
contain, on top of the direct production of the charmonium, a
contribution from the decay of heavier charmonium states as
well as contributions from the decay of long-lived beauty fla-
vored hadrons (b-hadrons). The first two contributions (direct
production and decay from heavier charmonium states) are
commonly called prompt, whereas the contribution from b-
hadron decays is called non-prompt because of the large
mean proper decay length of these hadrons (∼500 µm).
The paper is organized as follows: the ALICE apparatus
and the data samples used for this analysis are described in
Sect. 2, the analysis procedure is discussed in Sect. 3 while
the results are presented and compared to measurements at
different
√
s as well as to models in Sect. 4.
2 Apparatus and data samples
The ALICE detector is described in detail in [16,17]. In this
section, we introduce the detector subsystems relevant to the
present analysis: the muon spectrometer, the Silicon Pixel
Detector (SPD), the V0 scintillator hodoscopes and the T0
Cherenkov detectors.
The muon spectrometer [18] allows the detection and char-
acterization of muons in the pseudorapidity range −4 < η <
−2.5.1 It consists of a ten-interaction-lengths front absorber
1 We note that the ALICE reference frame defines the positive z direc-
tion along the counter-clockwise beam direction, resulting in a neg-
ative pseudorapidity range for detectors like the muon spectrometer.
followed by a 3 T m dipole magnet coupled to a system of
tracking (MCH) and triggering (MTR) devices. The front
absorber is placed between 0.9 and 5 m from the Interac-
tion Point (IP) and filters out hadrons and low-momentum
muons emitted at forward rapidity. Tracking in the MCH is
performed using five stations, each one consisting of two
planes of cathode pad chambers positioned between 5.2 and
14.4 m from the IP. The MTR is positioned downstream of a
1.2 m thick iron wall which absorbs the remaining hadrons
that escape the front absorber as well as low-momentum
muons. It is composed of two stations equipped with two
planes of resistive plate chambers each placed at 16.1 and
17.1 m from the IP. A conical absorber (θ < 2◦) protects
the muon spectrometer against secondary particles produced
mainly by large-η primary particles interacting with the beam
pipe throughout its full length. Finally, a rear absorber located
downstream of the spectrometer protects the MTR from the
background generated by beam-gas interactions.
The SPD is used to reconstruct the primary vertex of the
collision. It is a cylindrically-shaped silicon pixel tracker and
corresponds to the two innermost layers of the Inner Track-
ing System (ITS) [19]. These two layers surround the beam
pipe at average radii of 3.9 and 7.6 cm and cover the pseu-
dorapidity intervals |η| < 2 and |η| < 1.4, respectively.
The V0 hodoscopes [20] consist of two scintillator arrays
positioned on each side of the IP at z = −90 and 340 cm and
covering the η range −3.7 < η < −1.7 and 2.8 < η < 5.1
respectively. They are used for online triggering and to reject
beam-gas events by means of offline timing cuts together
with the T0 detectors.
Finally, the T0 detectors [21] are used for the lumi-
nosity determination. They consist of two arrays of quartz
Cherenkov counters placed on both sides of the IP covering
the η ranges −3.3 < η < −3 and 4.6 < η < 4.9.
The data used for this paper were collected in 2015. They
correspond to pp collisions at
√
s = 13 and 5.02 TeV. The
data at
√
s = 13 TeV are divided into several sub-periods
corresponding to different beam conditions and leading to
different pile-up rates. The pile-up rate, defined as the proba-
bility that one recorded event contains two or more collisions,
reaches up to 25% in the muon spectrometer for beams with
the highest luminosity. The data at
√
s = 5.02 TeV were col-
lected during the 5 days immediately after the
√
s = 13 TeV
campaign. During this period the pile-up rate was stable and
below 2.5%.
Events used for this analysis were collected using a
dimuon trigger which requires that two muons of opposite
sign are detected in the MTR in coincidence with the detec-
tion of a signal in each side of the V0. In addition, the trans-
Footnote 1 continued
However, due to the symmetry of pp collisions, the rapidity is kept
positive when presenting results.
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verse momentum ptrigt of each muon, evaluated online, is
required to pass a threshold of 0.5 GeV/c (1 GeV/c) for the
data taking at
√
s = 5.02 (13) TeV in order to reject soft
muons from π and K decays and to limit the trigger rate
when the instantaneous luminosity is high. This threshold is
defined as the pt value for which the single muon trigger
efficiency reaches 50% [22].
The data samples available after the event selection
described above correspond to an integrated luminosity
L int = 3.19 ± 0.11 pb−1 and L int = 106.3 ± 2.2 nb−1
for
√
s = 13 TeV and √s = 5.02 TeV respectively. These
integrated luminosities are measured following the procedure
described in [23] for the data at √s = 13 TeV and in [24]
for those at
√
s = 5.02 TeV. The systematic uncertainty on
these quantities contains contributions from the measurement
of the T0 trigger cross section using the Van der Meer scan
technique [25] and the stability of the T0 trigger during data
taking. The quadratic sum of these contributions amounts to
3.4% at
√
s = 13 TeV and 2.1% at √s = 5.02 TeV.
3 Analysis
The differential production cross section for a charmonium
state ψ in a given pt and y interval is:
d2σψ
dptdy
= 1
	pt	y
1
L int
Nψ(pt, y)
BRψ→μ+μ− Aε(pt, y)
, (1)
where BRψ→μ+μ− is the branching ratio of the charmonium
state ψ into a pair of muons (5.96 ± 0.03% for J/ψ and
0.79 ± 0.09% for ψ(2S) [26]), 	pt and 	y are the widths
of the pt and y interval under consideration, Nψ(pt, y) is
the number of charmonia measured in this interval, Aε(pt, y)
are the corresponding acceptance and efficiency corrections
and L int is the integrated luminosity of the data sample. The
large pile-up rates mentioned in Sect. 2 for the
√
s = 13 TeV
data sample are accounted for in the calculation of L int [23].
3.1 Track selection
The number of charmonia in a given pt and y interval
is obtained by forming pairs of opposite-sign muon tracks
detected in the muon spectrometer and by calculating the
invariant mass of these pairs, mμμ. The resulting distribu-
tion is then fitted with several functions that account for both
the charmonium signal and the background.
The procedure used to reconstruct muon candidates in the
muon spectrometer is described in [18]. Once muon candi-
dates are reconstructed, additional offline criteria are applied
in order to improve the quality of the dimuon sample and the
signal-to-background (S/B) ratio.
Tracks reconstructed in the MCH are required to match a
track in the MTR which satisfies the single muon trigger con-
dition mentioned in Sect. 2. Each muon candidate is required
to have a pseudorapidity in the interval −4 < η < −2.5 in
order to match the acceptance of the muon spectrometer.
Finally, a cut on the transverse coordinate of the muon (Rabs)
measured at the end of the front absorber, 17.5 < Rabs <
89 cm, ensures that muons emitted at small angles and pass-
ing through the high density section of the front absorber are
rejected.
These selection criteria remove most of the background
tracks consisting of hadrons escaping from or produced in
the front absorber, low-pt muons from π and K decays, sec-
ondary muons produced in the front absorber and fake tracks.
They improve the S/B ratio by up to 30% for the J/ψ and by
a factor 2 for ψ(2S).
3.2 Signal extraction
In each dimuon pt and y interval, several fits to the invariant
mass distribution are performed over different invariant mass
ranges and using various fitting functions in order to obtain
the number of J/ψ and ψ(2S) and to evaluate the corre-
sponding systematic uncertainty. In all cases, the fit function
consists of a background to which two signal functions are
added, one for the J/ψ and one for the ψ(2S).
At
√
s = 13 TeV, the fits are performed over the invari-
ant mass ranges 2.2 < mμμ < 4.5 GeV/c2 and 2 <
mμμ < 5 GeV/c2. The background is described by either a
pseudo-Gaussian function whose width varies linearly with
the invariant mass or the product of a fourth-order polyno-
mial and an exponential form. The J/ψ and ψ(2S) signals
are described by the sum of either two Crystal Ball or two
pseudo-Gaussian functions [27]. These two signal functions
consist of a Gaussian core with tails added on the sides that
fall off slower than a Gaussian function. In most pt and y
intervals the parameters entering the definition of these tails
cannot be left free in the fit due to the poor S/B ratio in the
corresponding invariant mass region. They are instead fixed
either to the values obtained from Monte Carlo (MC) simula-
tions described in Sect. 3.3, or to those obtained when fitting
the measured pt- and y-integrated invariant mass distribu-
tion with these parameters left free. For the J/ψ , the position,
width and normalization of the signal are free parameters of
the fit. For the ψ(2S) only the normalization is free, whereas
the position and width are bound to those of the J/ψ fol-
lowing the same procedure as in [14]. Finally, in all fits the
background parameters are left free.
An identical approach is used at
√
s = 5.02 TeV, albeit
with different invariant mass fitting ranges (1.7 < mμμ <
4.8 GeV/c2 and 2 < mμμ < 4.4 GeV/c2) and a different set
of background functions (a pseudo-Gaussian function or the
ratio between a first- and a second-order polynomial func-
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Fig. 1 Example of fit to the opposite-sign dimuon invariant mass distributions in pp collisions at
√
s = 13 TeV (left) and 5.02 TeV (right). Dashed
lines correspond to either signal or background functions, whereas the solid line corresponds to the sum of the signal and background functions
tion). For the signal the tails parameters are either fixed to
those obtained in MC or taken from the
√
s = 13 TeV anal-
ysis.
The number of charmonia measured in a given pt and
y interval and the corresponding statistical uncertainty are
taken as the mean of the values and uncertainties obtained
from all the fits performed in this interval. The root mean
square of these values is used as a systematic uncer-
tainty.
Examples of fits to the pt- and y-integrated invariant mass
distributions are shown in Fig. 1, at
√
s = 13 (left) and
5.02 TeV (right). About 331×103 J/ψ and 8.1×103 ψ(2S)
are measured at
√
s = 13 TeV whereas about 8.6 × 103
J/ψ and 160 ψ(2S) are measured at
√
s = 5.02 TeV. Corre-
sponding S/B ratios, evaluated within three standard devia-
tions with respect to the charmonium pole mass, are 3.4 (4.5)
for J/ψ and 0.15 (0.18) for ψ(2S) at √s = 13 (5.02) TeV.
3.3 Acceptance and efficiency corrections
Acceptance and efficiency corrections are obtained using
MC simulations by computing the ratio between the num-
ber of charmonia reconstructed in the muon spectrometer
and the number of generated charmonia in the same pt and
y interval. Independent simulations are performed for J/ψ
and ψ(2S) and for each collision energy. Charmonia are
generated using input pt and y distributions obtained iter-
atively from the data. They are decayed into two muons
using EVTGEN [28] and PHOTOS [29] to properly account
for the possible emission of accompanying radiative pho-
tons. It is assumed that both J/ψ and ψ(2S) are unpolar-
ized consistently with the small longitudinal values reported
in [7–9] and accounting for further dilution coming from non-
prompt charmonia. The decay muons are tracked through a
GEANT3 [30] model of the apparatus that includes a realis-
tic description of the detectors and their performance during
data taking. Track reconstruction and signal extraction are
performed from the simulated hits generated in the detector
using the same procedure and selection criteria as those used
for the data.
The systematic uncertainty on acceptance and efficiency
corrections contains the following contributions: (i) the
parametrization of the input pt and y distributions, (ii) the
uncertainty on the tracking efficiency in the MCH, (iii) the
uncertainty on the MTR efficiency and (iv) the matching
between tracks reconstructed in the MCH and tracks in the
MTR.
For the parametrization of the MC input distributions, two
sources of systematic uncertainty are considered: the corre-
lations between pt and y (more explicitly, the fact that the
pt distribution of a given charmonium state varies with the
rapidity interval in which it is measured [11]) and the effect of
finite statistics in the data used to parametrize these distribu-
tions. At
√
s = 5.02 TeV, both contributions are evaluated by
varying the input pt and y distributions within limits that cor-
respond to these effects and re-calculating the Aε corrections
in each case as done in [13]. This corresponds to a variation
of the input yields of at most 15% as a function of y and 50%
as a function of pt. For J/ψ measurements at
√
s = 13 TeV
a slightly different approach is adopted in order to further
reduce the sensitivity of the simulations to the input pt and
y distributions. It consists in evaluating the acceptance and
efficiency corrections in small 2-dimensional bins of y and
pt. These corrections are then applied on a dimuon pair-
by-pair basis when forming the invariant mass distribution
rather than applying them on the total number of measured
charmonia in a given (larger) pt and y interval. For each pair
the corrections that match its pt and y are used, thus making
the resulting Aε-corrected invariant mass distribution largely
independent from the pt and y distributions used as input to
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Table 1 Relative systematic
uncertainties associated to the
J/ψ and ψ(2S) cross section
measurements at
√
s = 13 and
5.02 TeV. Values in parenthesis
correspond to the minimum and
maximum values as a function
of pt and y. For ψ(2S) at√
s = 5.02 TeV, only the
pt-integrated values are
reported
Source
√
s = 13 TeV √s = 5.02 TeV
J/ψ (%) ψ(2S) (%) J/ψ (%) ψ(2S) (%)
Branching ratio 0.6 11 0.6 11
Luminosity 3.4 3.4 2.1 2.1
Signal extraction 3 (3–8) 5 (5–9) 3 (1.5–10) 8
MC input 0.5 (0.5–1.5) 1 (0.5–4) 2 (0.5–2.5) 2.5
MCH efficiency 4 4 1 1
MTR efficiency 4 (1.5–4) 4 (1.5–4) 2 (1.5–2) 2
Matching 1 1 1 1
the simulations. For ψ(2S) this improved procedure is not
applied because the uncertainties on the measurement are
dominated by statistics and the same method as for J/ψ at√
s = 5.02 TeV is used instead.
The other three sources of systematic uncertainty (track-
ing efficiency in the MCH, MTR efficiency, and matching
between MTR and MCH tracks) are evaluated using the same
procedure as in [13], by comparing data and MC at the single
muon level and propagating the observed differences to the
dimuon case.
3.4 Summary of the systematic uncertainties
Table 1 gives a summary of the relative systematic uncertain-
ties on the charmonium cross sections measured at
√
s = 13
and
√
s = 5.02 TeV. The total systematic uncertainty is the
quadratic sum of all the sources listed in this table. The uncer-
tainty on the branching ratio is fully correlated between all
measurements of a given state. The uncertainty on the inte-
grated luminosity is fully correlated between measurements
performed at the same
√
s and considered as uncorrelated
from one
√
s to the other. The uncertainty on the signal
extraction is considered as uncorrelated as a function of pt,
y and
√
s , but partially correlated between J/ψ and ψ(2S).
Finally, all other sources of uncertainty are considered as
partially correlated across measurements at the same energy
and uncorrelated from one energy to the other.
The systematic uncertainties on the MTR and MCH effi-
ciencies are significantly smaller for the data at
√
s =
5.02 TeV than at
√
s = 13 TeV. This is due to the fact that
the corresponding data taking period being very short, the
detector conditions were more stable and therefore simpler
to describe in the simulation.
4 Results
4.1 Cross sections and cross section ratios at
√
s = 13 and
5.02 TeV
Figure 2 summarizes the inclusive J/ψ and ψ(2S) cross sec-
tions measured by ALICE in pp collisions at
√
s = 13 TeV
as a function of the charmonium pt (left column) and y (right
column). The top row shows the J/ψ cross sections, middle
row the ψ(2S) cross sections and bottom row the ψ(2S)-to-
J/ψ cross section ratios. In all figures except Figs. 5 and 6,
systematic uncertainties are represented by boxes, while ver-
tical lines are used for statistical uncertainties.
The J/ψ production cross sections as a function of pt and
y are compared to measurements published by LHCb [11]
at the same energy. The quoted LHCb values correspond to
the sum of the prompt and the non-prompt contributions to
the J/ψ production. For the comparison as a function of pt,
the provided double-differential (pt and y) cross sections are
summed to match ALICE y coverage. The measurements of
the two experiments are consistent within 1σ of their uncer-
tainties. The ALICE measurement extends the pt reach from
14 GeV/c to 30 GeV/c with respect to the LHCb results. For
the ψ(2S) measurement, no comparisons are performed as
this is the only measurement available to date at this energy
and y range.
Systematic uncertainties on the signal extraction are
reduced when forming the ψ(2S)-to-J/ψ cross section ratios
shown in the bottom panels of Fig. 2 due to correla-
tions between the numerator and the denominator. All other
sources of systematic uncertainties cancel except for the
uncertainties on the MC input pt and y parametrizations.
Measured ratios show a steady increase as a function of pt
and little or no dependence on y within uncertainties. This is
also the case at lower
√
s as it will be discussed in the next
section.
Figure 3 shows the inclusive J/ψ production cross section
measurements performed by ALICE in pp collisions at
√
s =
5.02 TeV as a function of pt (left) and y (right). The pt-
differential cross sections are published in [10] and serve
as a reference for the J/ψ nuclear modification factors in
Pb–Pb collisions at the same
√
s . The y-differential cross
sections are new to this analysis. Due to the limited integrated
luminosity, only the pt- and y-integrated ψ(2S) cross section
is measured using this data sample. It is discussed in the next
section.
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Fig. 2 Inclusive J/ψ cross sections (top), ψ(2S) cross sections (mid-
dle) and ψ(2S)-to-J/ψ cross section ratios (bottom) as a function of
pt (left) and y (right) in pp collisions at
√
s = 13 TeV. J/ψ cross sec-
tions are compared to LHCb measurements at the same
√
s [11]. Open
symbols are the reflection of the positive-y measurements with respect
to y = 0
4.2 Comparison to measurements at
√
s = 2.76, 7 and
8 TeV
In Fig. 4, the cross sections and cross section ratios pre-
sented in the previous section are compared to other forward-
y measurements in pp collisions at
√
s = 2.76 [12], 7 [13]
and 8 TeV [14]. We note that the integrated luminosity used
for each measurement increases almost systematically with
increasing
√
s , starting from 19.9 nb−1 at
√
s = 2.76 TeV
up to 3.2 pb−1 at
√
s = 13 TeV. This, combined with the
fact that the charmonium cross-section also increases with√
s, has allowed to reach increasingly higher values of pt
for both J/ψ and ψ(2S) measurements. For the J/ψ this cor-
responds to an increase of the pt reach from 8 GeV/c at√
s = 2.76 TeV up to 30 GeV/c at √s = 13 TeV. For the
ψ(2S) the corresponding increase goes from 12 GeV/c at√
s = 7 TeV to 16 GeV/c at √s = 13 TeV.
The J/ψ pt-differential cross section measurements shown
in the top-left panel of Fig. 4 indicate a hardening of the spec-
tra with increasing
√
s . Also, for
√
s ≥ 7 TeV, a change in
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Fig. 3 Inclusive J/ψ cross sections as function of pt (left) and y (right) in pp collisions at
√
s = 5.02 TeV. Open symbols are the reflection of the
positive-y measurements with respect to y = 0
the slope of the pt-differential cross section is visible for
pt > 10 GeV/c. This change in slope is attributed to the
onset of the contribution from non-prompt J/ψ to the inclu-
sive cross section as it will be discussed in Sect. 4.3.
The corresponding ψ(2S) differential cross section mea-
surements are shown in the middle panels of Fig. 4. The
smaller cross sections with respect to J/ψ result in a smaller
pt reach as well as larger statistical uncertainties as a function
of both pt (left panel) and y (right panel).
In the bottom panels of Fig. 4 the measured ψ(2S)-to-J/ψ
cross section ratios are compared as a function of pt (left)
and y (right) for pp collisions at √s = 7, 8 and 13 TeV.
No significant change neither in shape nor magnitude of the
ratio is observed among the three energies within the current
uncertainties.
To better quantify the hardening of the J/ψ and ψ(2S)
pt spectra with increasing
√
s , a computation of the corre-
sponding mean transverse momentum 〈pt〉 and mean trans-
verse momentum square 〈p2t〉 is performed. This is achieved
by fitting the J/ψ and ψ(2S) pt-differential cross sections
with the following function:
f (pt) = C ×
pt(
1 +
(
pt
p0
)2)n , (2)
with the parameters C , p0 and n left free.
The 〈pt〉 and 〈p2t〉 are then obtained as the first and sec-
ond moments of the above function in a given pt range. The
uncertainty on these quantities is evaluated by multiplying
the covariance matrix of the fit on each side by the rele-
vant Jacobian matrix, evaluated numerically and taking the
square root of the result. This is performed either considering
separately the statistical and uncorrelated systematic uncer-
tainties, or by using their quadratic sum in order to obtain
the corresponding statistical, systematic or total uncertainty.
A similar approach was adopted in [12].
Figure 5 shows the 〈pt〉 (left) and 〈p2t〉 (right) results for
J/ψ (top) and ψ(2S) (bottom). In this figure as well as in
Fig. 6, the vertical lines correspond to the quadratic sum of
the statistical and uncorrelated systematic uncertainties.
For J/ψ at
√
s = 2.76 TeV the value from [12] is used.
At
√
s = 7 TeV the data from [13] are used instead of the
result from [12] because the available integrated luminosity
is much larger (×90) and the pt reach increased from 8 to
20 GeV/c. It was checked that both results are consistent
when truncated to the same pt range. At
√
s = 8 TeV the
data from [14] are used, while for √s = 5.02 and 13 TeV
the results are from this analysis.
In the top panels of Fig. 5, ALICE measurements are com-
pared to lower energy results from CDF [31], PHENIX [32]
and NA3 [33]. A steady increase of 〈pt〉 and 〈p2t〉 is observed
with increasing
√
s . This is consistent with the expected
hardening of the corresponding pt distributions. Moreover,
values at mid- are systematically larger than at forward-
rapidity. As discussed in [32], this observation could be
attributed to an increase in the longitudinal momentum at
forward-rapidity leaving less energy available in the trans-
verse plane. The bottom panels of Fig. 5 show the correspond-
ing measurements for ψ(2S) at
√
s = 7, 8 and 13 TeV. An
increase with
√
s is also observed similar to that of the J/ψ .
Part of the increase observed for ALICE measurements
shown in all four panels of Fig. 5 is due to the fact that the
pt range used for evaluating 〈pt〉 and 〈p2t〉, chosen to be the
same as in the corresponding data, also increases with
√
s .
To illustrate this effect, these quantities were re-calculated
either when truncating the data to the smallest available pt
range (0 < pt < 8 GeV/c for J/ψ and 0 < pt < 12 GeV/c
for ψ(2S)) or when using the fit based on Eq. 2 to extrapolate
the data to the largest available range (0 < pt < 30 GeV/c
for J/ψ and 0 < pt < 16 GeV/c for ψ(2S)). The resulting
values are shown in the figures as dashed lines for the trun-
cation and solid lines for the extrapolation. In all cases the
observed increasing trend still holds.
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Fig. 4 Inclusive J/ψ cross sections (top), ψ(2S) cross sections (middle) and ψ(2S)-to-J/ψ cross section ratios (bottom) as function of pt (left)
and y (right) in pp collisions at several values of √s
Finally, Fig. 6 shows the J/ψ (left) and ψ(2S) (right) pt-
and y-integrated inclusive cross sections as a function of
√
s ,
measured by ALICE in the y range 2.5 < y < 4. For both
particles a steady increase of dσ/dy is observed as a func-
tion of increasing
√
s . For the J/ψ , the cross sections are
compared to a calculation done by Nelson, Vogt and Frawley
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Fig. 5 〈pt〉 (left) and 〈p2t〉 (right) as a function of
√
s for J/ψ (top)
and ψ(2S) (bottom). Circles correspond to ALICE data, while the
other symbols correspond to measurements at lower
√
s . Vertical lines
around the data points correspond to the quadratic sum of the statistical
and uncorrelated systematic uncertainties. The solid lines correspond
to calculating 〈pt〉 and 〈p2t〉 when extrapolating the pt coverage to
the largest available range in ALICE data (0 < pt < 30 GeV/c for
J/ψ and 0 < pt < 16 GeV/c for ψ(2S)), while the dashed lines
correspond to truncating the data to the smallest pt range available
(0 < pt < 8 GeV/c for J/ψ and 0 < pt < 12 GeV/c for ψ(2S))
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Fig. 6 J/ψ (left) and ψ(2S) (right) inclusive cross section dσ/dy as a function of √s . Vertical lines correspond to the quadratic sum of the
statistical and uncorrelated systematic uncertainties. J/ψ cross sections are compared to a CEM calculation from [34]
in the CEM framework [34]. While the data and the model
are compatible within uncertainties, the data lie on the upper
side of the calculation and the difference to the central value
becomes larger with increasing
√
s .
4.3 Comparisons to models
As discussed in the introduction, all ALICE J/ψ and ψ(2S)
measurements presented in this paper are inclusive and con-
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Fig. 7 Left panel J/ψ differential cross sections (red circles) in pp
collisions at
√
s = 13 TeV compared to NLO NRQCD (grey) [35],
LO NRQCD coupled with CGC (blue) [36] and FONLL (red) [37].
Right panel The non-prompt J/ψ contribution estimated with FONLL
is summed to the two calculations for prompt J/ψ production and com-
pared to the same data
sist of a prompt and a non-prompt contribution. In order to
compare model calculations to the data both contributions
must be accounted for. This is illustrated in Fig. 7 for the
J/ψ production cross section as a function of pt in pp colli-
sions at
√
s = 13 TeV.
In the left panel of Fig. 7, ALICE data are compared
to three calculations: (i) in grey to a prompt J/ψ Next-to-
Leading-Order (NLO) NRQCD calculation from Ma, Wang
and Chao [35], (ii) in blue to a prompt J/ψ Leading Order
(LO) NRQCD calculation coupled to a Color Glass Conden-
sate (CGC) description of the low-x gluons in the proton from
Ma and Venugopalan [36] and (iii) in red to a non-prompt
J/ψ Fixed-Order Next-to-Leading Logarithm (FONLL) cal-
culation by Cacciari et al. [37].
Both NRQCD prompt J/ψ calculations account for the
decay of ψ(2S) and χc into J/ψ .
For pt < 8 GeV/c where the contribution from non-
prompt J/ψ estimated using FONLL is below 10%, the
NRQCD+CGC prompt J/ψ calculation reproduces the data
reasonably well. For higher pt on the other hand, the NLO
NRQCD calculation underestimates the measured cross sec-
tions and the disagreement increases with increasing pt.
This disagreement is explained by the corresponding increase
of the non-prompt J/ψ contribution, which according to
FONLL, becomes as high as the prompt contribution and
even exceeds it for pt > 15 GeV/c. This is consistent with
the measured non-prompt J/ψ fractions reported by LHCb
in [11].
In the right panel of Fig. 7, the NRQCD and FONLL
calculations for prompt and non-prompt J/ψ production are
summed in order to obtain an ad hoc model of inclusive
J/ψ production. The sum is performed separately for the
NRQCD+CGC calculation at low pt and the NLO NRQCD
at high pt. In both cases, the uncertainties on FONLL and
NRQCD are considered as uncorrelated when calculating
the uncertainty band on the sum. This is motivated by the
fact that the NRQCD calculations refer to the production
of charm quarks and charmed mesons, while the FONLL
calculation applies to the production of beauty quarks and
b-hadrons which are then decayed into J/ψ mesons. A good
description of the data is obtained over the full pt range and
spanning more than four orders of magnitude in the cross
sections.
The same groups have also provided NRQCD calculations
for inclusive J/ψ production in pp collisions at
√
s = 8,
7, 5.02 and 2.76 TeV, and for ψ(2S) at
√
s = 13, 8 and
7 TeV. These calculations are compared to ALICE mea-
surements in Fig. 8. Also shown in this figure are compar-
isons from the high-pt NLO NRQCD calculations to ALICE
ψ(2S)-to-J/ψ cross section ratios as a function of pt. The
motivation for showing this comparison of the cross sec-
tion ratios is that many of the systematic uncertainties cancel
both for the data (as discussed in Sect. 4.1) and for the the-
ory.
Except for the cross section ratios, in all other pan-
els the same strategy as in Fig. 7 is applied and the non-
prompt contribution to inclusive charmonium production is
added to the model using FONLL before comparing to the
data. The FONLL+NRQCD summation is not performed for
ψ(2S)-to-J/ψ cross section ratios due to the added com-
plexity introduced by the estimation of the error cancella-
tion between the models. Moreover, the impact of the non-
prompt charmonium contribution on these ratios is expected
to be small because it enters both the numerator and the
denominator with a similar magnitude (according to FONLL)
and largely cancels out. We note that similar high-pt NLO
NRQCD calculations [38] were already compared to ALICE
J/ψ and ψ(2S) cross sections at
√
s = 7 TeV in [13],
albeit with a different strategy to account for the non-prompt
charmonia.
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Fig. 8 Comparisons between ALICE J/ψ and ψ(2S) data and summed
NRQCD and FONLL model calculations from [35–37]. The first five
panels correspond to inclusive J/ψ production cross sections as a func-
tion of pt in pp collisions at
√
s = 13, 8, 7, 5.02 and 2.76 TeV (red), the
next three panels to inclusive ψ(2S) cross sections as a function of pt at√
s = 13, 8 and 7 TeV (blue) and the last three panels to ψ(2S)-to-J/ψ
cross section ratios as a function of pt at the same
√
s (black)
Since the NRQCD+CGC calculation from [36] extends
down to zero pt, it can be integrated over pt and directly
compared to ALICE pt-integrated cross sections as a func-
tion of y. This calculation neglects the contribution from
charmonium with pt > 8 GeV/c to the total cross sec-
tion, which anyway contributes by less than 3%. The
results of this comparison as a function of y are shown in
Fig. 9.
123
 392 Page 12 of 21 Eur. Phys. J. C   (2017) 77:392 
y
2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 4.2
b)μ (y
/d
σd
0
2
4
6
8
10
12
14 ψALICE inclusive J/
c<30 GeV/
T
p = 13 TeV, spp
 3.4%±-1 = 3.2 pbintL
BR uncert.: 0.6%
et al.NRQCD + CGC, Y-Q. Ma 
et al.+ FONLL M. Cacciari 
y
2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 4.2
b)μ ( y
/d
σd
0
2
4
6
8
10
12
ψALICE inclusive J/
c<20 GeV/
T
p = 8 TeV, spp
 5.0%±-1 = 1.2 pbintL
BR uncert.: 0.6%
et al.NRQCD + CGC, Y-Q. Ma 
et al.+ FONLL M. Cacciari 
y
2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 4.2
b)μ (y
/d
σ d
0
2
4
6
8
10
12
ψALICE inclusive J/
c<20 GeV/
T
p = 7 TeV, spp
 5.0%±-1 = 1.4 pbintL
BR uncert.: 0.6%
et al.NRQCD + CGC, Y-Q. Ma 
et al.+ FONLL M. Cacciari 
y
2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 4.2
b)μ (y
/d
σd
0
1
2
3
4
5
6
7
8
9
10
ψALICE inclusive J/
c<12 GeV/
T
p = 5.02 TeV, spp
 2.1%±-1 = 106.3 nbintL
BR uncert.: 0.6%
et al.NRQCD + CGC, Y-Q. Ma 
et al.+ FONLL M. Cacciari 
y
2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 4.2
b)μ (y
/d
σd
0
1
2
3
4
5
6
7
ψALICE inclusive J/
c<8 GeV/
T
p = 2.76 TeV, spp
 1.9%±-1 = 19.9 nbintL
BR uncert.: 0.6%
et al.NRQCD + CGC, Y-Q. Ma 
et al.+ FONLL M. Cacciari 
y
2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 4.2
b) μ (y
/d
σd
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
(2S)ψALICE inclusive 
c<16 GeV/
T
p = 13 TeV, spp
 3.4%±-1 = 3.2 pbintL
BR uncert.: 11%
et al.NRQCD + CGC, Y-Q. Ma 
et al.+ FONLL M. Cacciari 
y
2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 4.2
b)μ  (y
/d
σd
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
(2S)ψALICE inclusive 
c<12 GeV/
T
p = 8 TeV, spp
 5.0%±-1 = 1.2 pbintL
BR uncert.: 11%
et al.NRQCD + CGC, Y-Q. Ma 
et al.+ FONLL M. Cacciari 
y
2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 4.2
b)μ  (y
/d
σ d
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
(2S)ψALICE inclusive 
c<12 GeV/
T
p = 7 TeV, spp
 5.0%±-1 = 1.4 pbintL
BR uncert.: 11%
et al.NRQCD + CGC, Y-Q. Ma 
et al.+ FONLL M. Cacciari 
Fig. 9 Comparisons between ALICE J/ψ and ψ(2S) data and summed
NRQCD and FONLL model calculations from [36,37]. The first five
panels correspond to inclusive J/ψ production cross sections as a func-
tion of y in pp collisions at
√
s = 13, 8 and 7, 5.02 and 2.76 TeV
(red), while the next three panels to inclusive ψ(2S) cross sections as a
function of y at
√
s = 13, 8 and 7 TeV (blue)
Overall, a good agreement between the model and the data
is observed for all measured cross sections, for both J/ψ and
ψ(2S) as a function of either pt or y and for all the collision
energies considered. For ψ(2S)-to-J/ψ cross section ratios
as a function of pt however, the model tends to be slightly
above the data especially at
√
s = 13 TeV. This tension
appears mainly because of the error cancellation between the
uncertainties on the J/ψ and ψ(2S) cross sections mentioned
above.
In Fig. 10, the ALICE measurements are compared to
a second set of NLO NRQCD calculations from Buten-
schön and Kniehl [39]. In this case only high-pt calculations
(pt > 3 GeV/c) are available. The ALICE pt-integrated
cross sections as a function of y cannot be thus compared to
the theory due to this pt cut. As was the case for the compar-
isons shown in Figs. 8 and 9, FONLL is used to estimate the
contribution from non-prompt charmonium production and
added to the NRQCD calculation.
The two NLO NRQCD calculations from Butenschön and
Kniehl (Fig. 10) and from Ma, Wang and Chao (Fig. 8) differ
in the parametrization of the Long Distance Matrix Elements
(LDME) used to calculate the color-octet contributions to
the charmonium production cross section. The first calcu-
lation uses three matrix elements whereas the second uses
only two linear combinations of these three elements. Other
differences include: the data sets used to fit these matrix ele-
ments, the minimum pt above which the calculation is appli-
cable and the way by which contributions from χc and ψ(2S)
decays to prompt J/ψ production are accounted for.
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Fig. 10 Comparisons between ALICE J/ψ and ψ(2S) data and
summed NRQCD and FONLL model calculations from [37,39]. The
first five panels correspond to inclusive J/ψ production cross sections
as a function of pt in pp collisions at
√
s = 13, 8, 7, 5.02 and 2.76 TeV
(red), the next three panels to inclusive ψ(2S) cross sections as a func-
tion of pt at
√
s = 13, 8 and 7 TeV (blue) and the last three panels to
ψ(2S)-to-J/ψ cross section ratios as a function of pt at the same
√
s
(black)
Although the agreement between the model and the data
is of similar quality in Fig. 8 and 10, some differences are
visible. In particular, in Fig. 10, the calculation tends to over-
estimate the measured J/ψ cross sections towards high-pt
and the uncertainties are larger than in Fig. 8. The uncer-
tainties on the ψ(2S)-to-J/ψ cross section ratios are also
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significantly larger and consequently the agreement to the
data is better. These observations are a consequence of the
differences between the two calculations detailed above and
in particular the fact that the fits of the LDME start at a lower
pt and include a larger number of data sets in the second
case.
5 Conclusions
The inclusive J/ψ and ψ(2S) differential cross sections as
well as ψ(2S)-to-J/ψ cross section ratios as a function of pt
and y have been measured in pp collisions at
√
s = 5.02 and
13 TeV with the ALICE detector. Combined with similar
measurements performed at
√
s = 2.76 [12], 7 [13] and
8 TeV [14], these results constitute a stringent test for models
of charmonium production and allow the study of quantities
such as 〈pt〉, 〈p2t〉 and pt-integrated dσ/dy as a function of√
s .
The results at
√
s =13 TeV significantly extend the pt
reach for both charmonium states with respect to measure-
ments performed by ALICE at lower energies, up to 30 GeV/c
for the J/ψ and 16 GeV/c for the ψ(2S). When comparing
the J/ψ cross sections vs pt to measurements at lower
√
s , a
hardening of the spectra is observed with increasing collision
energy. This is confirmed by measurements of the J/ψ 〈pt〉
and 〈p2t〉, while a similar trend is observed for the ψ(2S).
Regarding inclusive ψ(2S)-to-J/ψ cross section ratios, no√
s dependence is observed within uncertainties.
Comparisons of J/ψ and ψ(2S) cross sections and cross
section ratios as a function of both pt and y to NLO NRQCD
and LO NRQCD+CGC prompt-charmonium calculations
have been presented for all available collision energies. Con-
cerning the J/ψ cross section as a function of pt, an excellent
agreement is observed between data and theory, provided that
the non-prompt contribution to the inclusive cross section is
included using FONLL. This comparison indicates that for
pt > 15 GeV/c, the non-prompt contribution can reach up to
50%. An overall good agreement is also observed for ψ(2S)
production and for the cross sections as a function of y albeit
with larger uncertainties.
With the large contribution from non-prompt J/ψ to the
inclusive cross sections observed for high pt at
√
s = 13 TeV,
it is of relatively little interest to try to further extend the pt
reach of the inclusive measurement for understanding char-
monium production. This is as long as one is not capable
of separating experimentally the prompt and the non-prompt
contributions and relies on models instead. This separation
will become possible in ALICE starting from 2021 with the
addition of the Muon Forward Tracker [40].
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