Abstract
Introduction
The problem of clustering data arises in many disciplines and has a wide range of applications. Intuitively, clustering is the problem of partitioning a finite set of points in a multi-dimensional space into classes (called clusters) so that (i) the points belonging to the same class are similar and (ii) the points belonging to different classes are dissimilar. The clustering problem has been studied extensively in machine learning, databases, and statistics from various perspectives and with various approaches and focuses. [1] . The clustering operation is required in a number of data analysis tasks, such as unsupervised classification and data summation, as well as segmentation of large homogeneous data sets into smaller homogeneous subsets that can be easily managed, separately modeled and analyzed [2] . In this paper, we focus our attention on categorical datasets, where data objects are made up of non-numerical attributes. For categorical data clustering, a new trend has become in algorithms which can handle un-certainty in the clustering process. One of the well-known techniques is based on rough set theory [3] [4] [5] . Mazlack proposed a technique called TR (Total Roughness). It is based on accuracy of approximation of a set [3] , where the highest value is the best selection of attribute [6] . One of the successful pioneering rough clustering for categorical data techniques is Minimum-Minimum Roughness (MMR) proposed by Parmar et al., [7] . The algorithm for selecting a clustering attribute is based on the opposite of accuracy of approximation of a set [3] . To this, TR and MMR possibly provide the same result on selecting a clustering attribute. However, when the problem of the real data clustering is faced by noises data, the data are always corrupted. So, it is not feasible to deal with the noisy data with the classical definition of rough set as MMR fails to do for handling noisy data. There are drawbacks, particularly losing more useful information for demanding the inclusion of the absolutely precision in the classical definition of rough set. In order to overcome the drawback, an error parameter β , where Ziarko [8] is defined on the probabilistic space and will give us a new way to deal with the noisy data. It is an effective
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The accuracy of approximation (accuracy of roughness) of any subset 
Variable Precision Rough Set
Variable precision rough set (VPRS) extends rough set theory by the relaxation of the subset operator [8] . It was proposed to analyze and identify data patterns which represent statistical trends rather than functional. The main idea of VPRS is to allow objects to be classified with an error smaller than a certain pre-defined level. This introduced threshold relaxes the rough set notion of requiring no information outside the dataset itself. 
, respectively, and are defined by
is called the positive region of X. It's the set of object of U that can be classified into X with error classification rate not greater than β . Then we have
in order to keep the meaning of the "upper" and "lower" approximations.
Minimum Error Classification Clustering (MECC) Technique

The MECC Technique for Selecting Clustering Attribute
In this section, we will present the proposed technique, which we refer to as the Minimum Error Classification (MECC). The technique based on the accuracy approximation of attributes of variable precision rough set theory by introduces the threshold β that respect to the error classification. Proposition 8 proves that prove that the accuracy of approximation by introduces the threshold β is more accurate for selecting clustering attribute. 
be a subset of the objects having k-different values of attribute i a . The error classification rate of ( )
The problem is the choice of the threshold β so that accuracy approximation is higher where error classification is as least possible. Based on proposition 8, there are three cases of β .
, then the meaning of the "upper" and "lower" approximations will be out. From the three cases above, threshold β can be taken as positive number that less than 0.5. Then, from definition 9, the threshold 0 > β can be chosen as the minimum of error classification as follows
The attribute with minimum 0 > β is selected as the clustering decision.
Algorithm: MECC Input: Data set without clustering attribute Output: Clustering attribute Begin
Step 1. Compute the equivalence classes using the indiscernibility relation on each attribute.
Step 2. Determine the error clasification of attribute i a with respect to all j a , where j i ≠ .
Step 3. Select the mean error classification from step 2 be a β .
Step 6. Select a clustering attribute based on the minimum of β . 
End
Example
The following table is a student information system containing 15 students with 5 categorical-valued attributes; Programming, Mathematics, Statistics, English and French. There is no a pre-defined a clustering (decision) attribute. Then, we will select a clustering attribute among all candidates. The procedure to find MECC value is described here. To obtain the values of MECC, firstly, we must obtain the equivalence classes induced by indisceribility relation of singleton attribute. 
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Following the same procedure, the error classification on all attributes with respect each to the other are computed. These calculations are summarized in Table 2 . With MECC technique, From Table 2 , the minimum of error classification of attributes is attribute Statistics. Thus, attribute Statistics is selected as a clustering attribute.
Objects Splitting
For objects splitting, we use a divide-conquer method. For example, in Table 2 we can cluster (partition) the objects based on the decision attribute selected, i.e., Statistics. Notices that, the partition of the set of animals induced by attribute Statistics is
To this, we can split the objects using the hierarchical tree as follows.
Figure 2. The Objects Splitting
The technique is applied recursively to obtain further clusters. At subsequent iterations, the leaf node having more objects is selected for further splitting. The algorithm terminates when it reaches a pre-defined number of clusters. This is subjective and is pre-decided based either on user requirement or domain knowledge.
Experimental Results
Selecting the Clustering Attribute
We elaborate the proposed technique through the three UCI benchmark datasets taken from: Http:/kdd.ics. uci.edu [12] [13] [14] . Balloon dataset contains 16 instances and 4 categorical attributes; Color, Size, Act and Age. Tic-Tac-Toe Endgame dataset The data contains 958 of instances and 9 categorical-attributes; top left square (TLS), top middle square (TMS), top 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15 {1,5,8,9,11} {2,3,4, 6,7,10, 12 ,13,14,15}
The objects right square (TRS), middle left square (MLS), middle middle square (MMS), middle right square(MRS), bottom left square (BLS), bottom middle square (BMS), bottom right square (BRS)and a class attribute. Hayes-Roth dataset contains 132 training instances, 28 test instances and 4 attributes; hobby, age, educational level and marital status. The algorithms of TR, MMR, and MECC are implemented in MATLAB version 7.6.0.324 (R2008a). They are executed sequentially on a processor Intel Core 2 Duo CPUs. The total main memory is 2G and the operating system is Windows 7. The experiment results are summarized in Table 3 . The TR, MMR and MEEC use different techniques in selecting clustering attribute. TR uses the total average of mean roughness, MMR uses the minimum of mean roughness and MECC uses the error of classification quality of Variable Precision Rough Set to select a clustering attribute. Based on Table 3 the decision cannot be obtained using TR and MMR, because the value of TR and MMR of attributes in all datasets are same (for TR is 0 and for MMR is 1, respectively). But, the clustering attribute can be selected based on the minimum values using MECC. The results of accuracy of the three datasets are given in Figure 3 . 
Clustering Objects and Validity
In this sub-section, we present the result of object partitioning. The purity of clusters was used as a measure to test the quality of the clusters. The purity of a cluster and overall purity are defined as 
Hayes-Roth dataset
Based on Table 3 , the selected attribute is F3 with the value of MECC 0.3061. For attribute F3, we have the following clusters purity. 
Conclusion
In this paper, we have proposed an alternative technique for categorical data clustering using error classification in VPRS model. We have shown that the proposed technique able for handling noisy data. We present an example how our technique able to handle noisy data. Further, we compare our technique on benchmark datasets taken from UCI ML repository.
The results show that our technique provides better performance in selecting the clustering attribute. Since TR and MMR are based on the traditional definition of rough set theory, thus our technique is different from TR and MMR.
