In real-robot applications, learning controllers are often required to obtain control rules over high-dimensional continuous state-action space. Random tile-coding is a promising method to deal with high-dimensional state space for representing the state value function. However, there is no standard reinforcement learning scheme to deal with action selection in high-dimensional action space, especially the probability of action variables are mutually dependent. This paper introduces a new action selection scheme using random tile-coding and Gibbs sampling, and shows the Q-learning algorithm applying the proposed scheme. We demonstrate it through a Rod in maze problem and a redundant arm reaching task.
k=O Fig. 1 An example of the random-tiling using 9 tiles in twodimensional action space. The tile T4 is defined by the arrow width in the sub-space al, and then it covers the other all sub-space a2. The tile T5 is defined similarly.
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Gi(a)gi(a),wherei<Ta, (4) 1-g(iTT)(a)otherwise Fig. 2 An action-selection with a finite-grid approach in twodimensional action space. The probability function of the action selection P(a) is represented by quantizing the action space a1 -a2 into a finite number of cells.
D1exp(Q(s,a)/T) Fig. 3 An example of the Gibbs-sampling scheme with the finite-grid approach in twodimensional action space. The top left shows a joint distribution of the action selection probability. The top right (1) represents selecting action a1 following the conditional probability given a2. The bottom left (2) represents selecting action a2 following the conditional probability given a1 at the top right (1). The bottom right (3) represents selecting action a1 again, following the conditional probability given a2 at the bottom left (2).
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