In [DF] under a vanishing hypothesis, Donaldson and Friedman proved that the connected sum of two self-dual Riemannian 4-Manifolds is again self-dual. Here we prove that the same result can be extended over to the positive scalar curvature case.
Introduction
In sections 2-3 we review the background material. In 4 the vanishing theorem is proven, and finally in 5 the sign of the scalar curvature is detected.
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Self-Dual Manifolds and Donaldson-Friedman Construction 2.1 Weyl Curvature Tensor
Let (M, g) be an oriented Riemannian n-manifold. Then by raising the indices, the Riemann curvature tensor at any point can be viewed as an operator R : Λ 2 M → Λ 2 M hence an element of S 2 Λ 2 M . It satisfies the algebraic Bianchi identity hence lies in the vector space of algebraic curvature tensors. This space is an O n -module and has an orthogonal decomposition into irreducible subspaces for n ≥ 4. Accordingly the Riemann curvature operator decomposes as:
s is the scalar curvature,
• Ric= Ric − s n g is the trace-free Ricci tensor, "•" is the KulkarniNomizu product, and W is the Weyl Tensor which is defined to be what is left over from the first two piece.
Let (M, g) be an oriented Riemannian manifold of dimension n. We have a linear transformation between the bundles of exterior forms called the Hodge star operator * : Λ p → Λ n−p . It is the unique vector bundle isomorphism between n p -dimensional vector bundles defined by α ∧ ( * β) = g(α, β)dV g where α, β ∈ Λ p , dV g is the canonical n-form of g satisfying dV g (e 1 , , e n ) = 1 for any oriented orthonormal basis e 1 , , e n . * is defined pointwise but it takes smooth forms to smooth forms, so induces a linear operator * : Γ(Λ p ) → Γ(Λ n−p ) between infinite dimensional spaces.
Notice that * 1 = dV g , * dV g = 1 and * 2 = (−1) p(n−p) Id ∧ p . [Besse, AHS, War] If n is even, star operates on the middle dimension with * 2 = (−1) n/2 Id ∧ n/2 . Moreover it is conformally invariant in dimension n/2: If we rescale the metric by a scalar λ, g = λg, dV e g = λ n/2 dV g so that their product remains unchanged on n/2-forms since the inner product on the cotangent vectors multiplied by λ −1 .
If n = 2, * acts on Λ 1 or T M * as well as T M by duality with * 2 = −Id T M . So it defines a complex structure on a surface.
The case we are interested is n = 4, i.e. we have a riemannian 4-manifold and * : Λ 2 → Λ 2 with * 2 = Id ∧ 2 and we have eigenspaces E x (±1) over each point x denoted (Λ 2 ± ) x and the bundle Λ 2 splits as Λ 2 = Λ 2 + ⊕ Λ 2 − . We call these bundles, bundle of self dual , anti self dual two forms respectively.
Remark 2.1. The splitting of two forms turns out to have a great influence on the geometry of the 4-manifold because of the fact that the riemannian curvature tensor can be considered as an operator on two forms and so it also has a corresponding splitting.
The decomposition of the space of two forms yields a decomposition of any operator acting on this space. In particular W ± : Λ 2 ± → Λ 2 ± called self-dual and anti-self-dual pieces of the Weyl curvature operator. And we call g to be self-dual (or anti-self-dual) 
Self-Dual Manifolds and their Twistor Spaces
Given any oriented self-dual Riemannian 4-manifold (M, g), then Atiyah,Hitchin and Singer [AHS] constructed a complex 3-manifold Z called the Twistor Space of M 4 , and we have a fibration by holomorphically embedded rational curves :
is the fibration for the 4-sphere with the standard round metric
is the fibration for the complex projective plane with the Fubini-Study metric. The twistor space is the flag variety F 1,2 C 3 := {(C 1 , C 2 ) :
Q 2,2 ⊂ CP 5 ↓ CP 2 #CP 2 is the fibration for any self-dual metric on 2CP 2 with positive scalar curvature, e.g. the ones constructed by Poon or LeBrun. The twistor space in this case is the small resolution of the intersection locus of two quadrics in CP 5
Example [[Poon92] ]
is the fibration for generic self-dual metric of positive scalar curvature on the connected sum 3CP 2 . The twistor space is the small resolution of the twofold cover of CP 3 branched along a quartic with certain equation, having 13-nodal singular points
Donaldson-Friedman Theorem
One of the main improvements in the field of self-dual Riemannian 4-manifolds is the connected sum theorem of Donaldson and Friedman [DF] published in 1989. If M 1 and M 2 admit self-dual metrics, then under certain circumstances their connected sum admits, too . This helped us to create many examples of self-dual manifolds. If we state it more precisely : Theorem 2.2 (Donaldson-Friedman [DF] ). Let (M 1 , g 1 ) and (M 2 , g 2 )be compact self-dual Riemannian 4-manifolds and Z i denote the corresponding twistor spaces. Suppose that
Then, there are self-dual conformal classes on M 1 #M 2 whose twistor spaces arise as fibers in a 1-parameter standard deformation of
We devote the rest of this section to understand the statement and the ideas in the proof of this theorem since our main result (5.14) is going to be a generalization of this celebrated theorem.
The idea is to work upstairs in the complex category rather than downstairs. So let p i ∈ M i be arbitrary points in the manifolds. Look at their inverse images C i ≈ CP 1 under the twistor fibration, which are twistor lines, i.e. rational curves invariant under the involution. Blow up the twistor spaces Z i along these rational curves. Denote the exceptional divisors by Q i ≈ CP 1 ⊗ CP 1 and the blown up twistor spaces by Z i = Bl(Z i , C i ) . The normal bundles for the exceptional divisors is computed by : Lemma 2.3 (Normal Bundle). The normal bundle of Q 2 in Z 2 is computed to be
where the second component is the fiber direction in the blowing up process.
Proof. We split the computation into the following steps 1. We know that N C 2 /Z 2 ≈ O(1) ⊕ O(1) and we compute its second wedge power as
by the Whitney product identity of the characteristic classes. so we have
since the second component is the fiber direction, the pullback bundle will be trivial on that so π * O(−4) = O(−4, 0) solving for Q| Q now gives us
We then construct the complex analytic space Z 0 by identifying Q 1 and Q 2 so that it has a normal crossing singularity.
carrying out this identification needs a little bit care. We interchange the components of CP 1 × CP 1 in the gluing process so that the normal bundles N Q 1 / e Z 1 and N Q 2 / e Z 2 are dual to each other. Moreover we should respect to the real structures. The real structures σ 1 and σ 2 must agree on Q obtained by identifying Q 1 with Q 2 , so that the real structures extend over Z 0 and form the anti-holomorphic involution σ 0 : Z 0 → Z 0 . Now we will be trying to deform the singular space Z 0 , for which the Kodaira-Spencer's deformation theory does not work since it is only for manifolds. We must use the theory of deformations of a compact reduced complex analytic spaces, generalized by R. [Friedman] quite parallel to the theory of manifolds. The roles of H i (Θ) are now taken up by the groups 
The generic fiber is non-singular and the real structure σ 0 extends to the total space of this family. Rather than working with the entire versal family, it is convenient to restrict our attention to certain subfamilies, called standard deformations:
ω is modeled by (x, y, z, w) → xy near any point of Q by the way Definition 2.5 (Flat Map [H] 
Then for sufficiently small, nonzero, real t ∈ U the complex space Z t = ω −1 (t) is smooth and one can show that this is the twistor space of a self-dual metric on M 1 #M 2 .
The Leray Spectral Sequence
Given a continuous map f : X → Y between topological spaces, and a sheaf F over X. The q-th direct image sheaf is the sheaf
). This is actually the right derived functor of the functor f * . The Leray Spectral Sequence is a spectral sequence {E r } with
First page of this spectral sequence reads :
Remark 3.1. This is the case if F is flasque for example. Remember that the flasqueness means the restriction map r : F(B) → F(A) is onto for open sets B ⊂ A. In this case
H i (X, F) = 0 for i > 0 as well as H i (U , F| U ) = 0 for U open,
because the restriction of a flasque sheaf to any open subset is again flasque by definition. That means
When the spectral sequence degenerates this way, second and succeeding rows of the first page vanish. And because
) is the presheaf of the direct image sheaf, we have R 0 f * = f * . So the first row consist of H i (Y, f * F)'s. Vanishing of the differentials cause immediate convergence to E i,0
As another example, the following proposition reveals a different sufficient condition for this degeneration. See [Voisin] v2 , p124 for sketch proof: 
As an application of these two propositions, we obtain the main result of this section :
Proposition 3.4. Let Z be a complex n-manifold with a complex k-dimensional submanifold V . And Z denote the blow up of Z along V , with the blow up map π : Z → Z. G denote a coherent analytic sheaf(or a vector bundle) over Z. Then we can compute the cohomology of F on either side i.e.
Proof. Inverse image of a generic point on Z is a point, else a P n−k−1 . We have
at most, since the cohomology of P n−k−1 is accumulated in the middle for i > 0. So that we can apply Proposition (3.3) to get R i (π * π * G) = 0 for all i > 0. Which is the hypothesis of Proposition (3.2), so we get
naturally for all i ≥ 0, and the latter equals H i (Z, G) since π * π * G = G by the combination of the coming two lemmas 
birational projective morphism of noetherian integral schemes, and assume that Y is normal. Then
The question is local on Y . So we may assume that Y is affine and equal to SpecA.
is a finitely generated Amodule. But A and B are integral domains with the same quotient field, and A is integrally closed, we must have
Vanishing Theorem
In this section, we are going to prove that a certain cohomology group of a line bundle vanishes. For that we need some definitions and lemmas. First of all, the canonical bundle of a twistor space Z has a natural square root, equivalently Z is a spin manifold as follows:
4.1 Natural square root of the canonical bundle of a twistor space Remember, using the riemannian connection of M , we split the tangent bundle
This identification is linear in ϕ as ϕ varies over (V + ) x . So we have a nonvanishing section
where
is the positive hopf bundle on the fiber. The hopf bundle exist locally in general, so as the isomorphism. If M is a spin manifold V ± exist globally on M and O Z (1) exist on Z, so our isomorphism holds globally. Furthermore, we have a second isomorphism holding for any projective bundle, obtained as follows (see [Fulton] p434-5 , [Zheng] p108) :
Let E be a rank-(n + 1) complex vector bundle over M , p : PE → M its projectivization. We have the imbedding of the tautological line bundle
is the relative tangent bundle of PE over M , originally defined to be Ω 1 PE/M * . Taking E = V − , T F denoting the tangent bundle over the fibers:
so, we got our second isomorphism :
Now we are going to compute the first chern class of the spin bundles V ± , and see that c 1 (V ± ) = 0. Choose a connection ∇ on V ± . Following [KN] v2,p307 it defines a connection on the associated principal su(2) bundle P , with connection one form ω ∈ A 1 (P, su (2)) defined by the projection [Morita] p50 T u P → V u ≈ su(2) having curvature two form Ω ∈ A 2 (P, su(2)) defined by [KN] v1,p77 :
We define the first polynomial functions f 0 , f 1 , f 2 on the lie algebra su(2) by
Then these polynomials f i : su(2) → R are invariant under the adjoint action of SU (2), denoted f i ∈ I 1 (SU (2)), namely
If we apply any f ∈ I 1 (SU (2)) after Ω we obtain:
It turns out that f • Ω is a closed form and projects to a unique 2-form say
By the way, a q-form ϕ on P projects to a unique q-form, say ϕ on M if ϕ(X 1 · · X q ) = 0 whenever at least one of the X i 's is vertical and
is independent of the choice of X i 's. See [KN] v2p294 for details. So, composing with Ω and projecting defines a map w : I 1 (SU (2)) → H 2 (M, R) called the Weil homomorphism, it is actually an algebra homomorphism when extended to the other gradings. Finally, the chern classes are defined by c k (
And if M ∈ su(2) then e M ∈ SU (2) implying 1 = det(e M ) = e trM and trM = 0. But Ω is of valued su(2), so if you apply the f 1 = tr after Ω you get 0. Causing c 1 (V ± ) = tr( [GH] p141,p407. And Ω = π * Θ in the line bundle case.
Vanishing of the first chern classes mean that the determinant line bundles of V ± are diffeomorphically trivial since c 1 (∧ 2 V ± ) = c 1 V ± = 0. Combining this with the isomorphisms (1) and (2) yields:
since T F is a line bundle. Taking the first chern class of both sides:
Alternatively, this chern class argument could be replaced with the previous taking wedge powers steps if the reader feels more comfortable with it. Last equality implies the decomposition:
are not globally defined, but the complex structure on their tensor product is still defined, and we can still use the isomorphisms (1),(2) for computing chern classes of the almost complex structure on Z using differential forms defined locally by the metric. Consequently our decomposition is valid whether M is spin or not.
One more word about the differentiable square roots is in order here. A differentiable square root implies a holomorphic one on complex manifolds since in the sheaf sequence:
c 1 (L) maps to 0 since it is coming from a line bundle, and if it decomposes, 
Let ω : Z → U be a 1-paramater standard deformation of Z 0 , where U ⊂ C is an open disk about the origin. Then the invertible sheaf K Z has a square root as a holomorphic line bundle as follows:
We are going to show that the Steifel-Whitney class w 2 (K Z ) is going to vanish. We write Z = U 1 ∪ U 2 where U i is a tubular neighborhood of Z i , U 1 ∩ U 2 is a tubular neighborhood of Q = Z 1 ∩ Z 2 . So that U 1 , U 2 and U 1 ∩ U 2 deformation retracts on Z 1 , Z 2 and Q. Since Q ≈ P 1 ×P 1 is simply connected, H 1 (U 1 ∩U 2 , Z 2 ) = 0 and the map r 12 in the Mayer-Vietoris exact sequence :
is injective. Therefore it is enough to see that the restrictions r i (w 2 (K Z )) ∈ H 2 (U i , Z 2 ) are zero. For that, we need to see that
has a radical :
(1)
where (1) is the application of the adjuction formula on
(2) comes from the linear equivalence of 0 with Z t on Z 1 , and Z t with Z 0 :
(3) is the change of the canonical bundle under the blow up along a submanifold, see [GH] p608. K Z 1 has a natural square root as we computed in the previous section, so
Z . Before our vanishing theorem, we are going to mention the Semicontinuity Principle and the Hitchin's Vanishing theorem, which are involved in the proof: 
has positive scalar curvature, then by possibly replacing U with a smaller neighborhood of 0 ∈ C and simultaneously replacing Z with its inverse image, we can arrange for our complex 4-fold Z to satisfy
Proof. The proof proceeds by analogy to the tecnhiques in [LeOM] , and consists of several steps :
1. It is enough to show that H j (Z 0 , O(L * )) = 0 for j = 1, 2 : Since that would imply H j (Z t , O(L * )) ≤ 0 for j = 1, 2 in a neighborhood by the semicontinuity principle. Intuitively, this means that the fibers are too small, so we can apply Proposition (3.3) to see R j ω * O(L * ) = 0 for j = 1, 2. The first page of the Leray Spectral Sequence reads :
Vanishing of the second row implies the immediate convergence of the first row till the third column because of the differentials, so
Since U is one dimensional, ω : Z → U has to be a flat morphism, so the sheaf ω * O(L * ) is coherent [Gun, Bon] . U is an open subset of C implying that it is Stein. And the so called Theorem B of Stein Manifold theory characterizes them as possesing a vanishing higher dimensional(p > 0) coherent sheaf cohomology [Lew] p67, [H] p252, [Gun, Bon] .
2. Related to Z 0 , we have the Mayer-Vietoris like sheaf exact sequence
where ν : Z 1 ⊔ Z 2 → Z 0 is the inclusion map on each of the two components of the disjoint union Z 1 ⊔ Z 2 . Gives the long exact cohomology sequence piece :
(L * )) → 0 due to the fact that :
To see this, we have to understand the restriction of O(L * ) to Q :
here, we have computed the normal bundle of Q in Z 2 in Lemma (2.3) as O(1, −1), where the second component is the fiber direction in the blowing up process. So the line bundle L * is trivial on the fibers. Since Q = P 1 × P 1 , we have
2)) = 0 by the Leray spectral sequence and the projection formula since H k (P 1 , O) = 0 for k > 0. Similarly H 2 (P 1 ×P 1 , O(−2, 0)) = H 2 (P 1 , O(−2)) = 0 by the dimension. Moreover, for the sake of curiosity
(L * )) = 0 : These are applications of Hitchin's second Vanishing Theorem and are going to help us to simplify our exact sequence piece.
by the Leray spectral sequence, projection formula and Hitchin's Vanishing theorem for Z 2 , since it is the twistor space of a positive scalar curvature space. This implies
) * = 0 because of the Kodaira-Serre Duality. Hence our cohomological exact sequence piece simplifies to
−1 e Z 1 )) = 0 for k = 1, 2, 3 : This technical result is going to be needed to understand the exact sequence in the next step. First we simplify the sheaf as
) and one of the last two terms vanish in any case for k = 1, 2, 3. So we apply the Hitchin Vanishing theorem for dimensions 0 and 1. 6. Restriction maps to Q : Consider the exact sequence of sheaves on Z 1 :
.implies that the restriction maps :
(L * )) = 0 due to (4).By the way, this exact sheaf sequence is a substitute for the role played by the Hitchin Vanishing Theorem, for the Z 2 components in the cohomology sequence. It also assumes Hitchin's theorems for the Z 1 component. 7. Conclusion : Our cohomology exact sequence piece reduces to
the isomorphism in the middle forces the rest of the maps to be 0 and hence we get
The Sign of the Scalar Curvature
In this chapter, we are going to detect the sign of the scalar curvature of the metric we consider on the connected sum. We use Green's Functions for that purpose. Positivity for the scalar curvature is going to be characterized by nonzeroness of the Green's Functions. Then our Vanishing Theorem will provide the Serre-Horrocks vector bundle construction, which gives the Serre Class, a substitute for the Green's Function by Atiyah [AtGr] . And nonzeroness of the Serre Class will provide the non-triviality of the extension described by it.
Distributions
In this section, we will give a digression on distributions on R n following [GH] p366.
We say that a distribution is of order p if it is continuous in the C p -topology. The C p -topology is defined on C ∞ c (R n ) by saying that a sequence ϕ n → 0 in case there is a compact set K with all suppϕ ⊂ K and with
uniformly for x ∈ K and all (α 1 , .., α n ) satisfying α 1 + .. + α n ≤ p. The C ∞ -topology is defined by saying that ϕ n → 0 in case all suppϕ ⊂ K and ϕ n → 0 in the C p -topology for each p.
Example The Dirac delta function or distribution δ 0 :
Example Let f be a locally L 1 function on R n , then we define the distribution T f of order zero by
for dx = dx 1 ∧ . . . ∧ dx n orienting R n . This is the standard way to produce the distribution corresponding to a function. Now we are going to define the derivatives of distributions. We are going to make the definition so that it would agree with the usual differentiation for the distributions coming from the T * construction, i.e. rather than differentiating the distribution, one passes to the function it corresponds, differentiate there, and return to the space of distributions by the T * construction.
So in the space of distributions, we define the differentiation by
for a distribution L. Notice that if L has a corresponding function, i.e. L = T f for some f of class C 1 , then one easily shows that [GH] 
via the integration by parts and the Stokes theorem.
Example Here we are going to describe an antiderivative for the one variable δ-distribution. Consider the locally L 1 function F : R → R defined by
F is not differentiable as you notice.So consider the distribution T F , the distributional derivative of T F is computed to be
as ϕ is compactly supported, lim t→∞ ϕ(t) = 0. Hence T ′ F = δ 0 .
Definition 5.2. A distribution T is said to be smooth if
Let χ ∈ C ∞ c (R n ) be a nonnegative function supported in a neighborhood of the origin with total integral
Supposed moreover that χ is radially symmetric, i.e. in polar coordinates x = rω, χ(x) = χ(r). We distort χ without changing its integral via
If suppχ = K then suppχ ǫ = ǫK and
as we expect. Now for any function ϕ ∈ C ∞ c (R n ) we have
letting ǫ → 0 right and left end side approaches ϕ(0) hence lim ǫ→0 R n χ ǫ ϕdx = ϕ (0) i.e. T χǫ → δ 0 as ǫ → 0. Thus we have smoothed the δ 0 -function.
Green's Function Characterization
In this section, we define the Green's Functions. To get a unique Green's Function, we need an operator which has a trivial kernel. So we begin with a compact Riemannian 4-manifold (M, g), and assume that its Yamabe Laplacian ∆ + s/6 has trivial kernel.This is automatic if g is conformally equivalent to a metric of positive scalar curvature, impossible if it is conformally equivalent to a metric of zero scalar curvature because of the Hodge Laplacian, and may or may not happen for a metric of negative scalar curvature. Since the Hodge Laplacian ∆ is self-adjoint, ∆+s/6 is also self-adjoint implying that it has a trivial cokernel, if once have a trivial kernel. Therefore it is a bijection and we have a unique smooth solution u for the equation (∆ + s/6)u = f for any smooth function f . It also follows that it has a unique distributional solution u for any distribution f . Let y ∈ M be any point. Consider the Dirac delta distribution δ y at y defined by
intuitively, this behaves like a function identically zero on M − {y}, and infinity at y with integral 1. Then there is a unique distributional solution G y to the equation (∆ + s/6)G y = δ y called the Green's Function for y. Since δ y is identically zero on M − {y}, elliptic regularity implies that G y is smooth on M − {y}. About y, one has an expansion
near ̺ y denotes the distance from y. In the case (M, g) is self-dual this expansion reduces to [AtGr] 
We also call G y to be the conformal Green's function of (M, g, y) . This terminology comes from the fact that the Yamabe Laplacian is a conformally invariant differential operator as a map between sections of some real line bundles. For any nonvanishing smooth function u, the conformally equivalent metricg = u 2 g has scalar curvatures = 6u −3 (∆ + s/6)u A consequence of this is that u −1 G y is the conformal Green's function for (M, u 2 g, y) if G y is the one for (M, g, y).
Any metric on a compact manifold is conformally equivalent to a metric of constant scalar curvature sign. Since if u ≡ 0 is the eigenfunction of the lowest eigenvalue λ of the Yamabe Laplacian,s = 6u
for the metricg = u 2 g. Actually a more stronger statement is true thanks to the proof [LP] of the Yamabe Conjecture, any metric on a compact manifold is conformally equivalent to a metric of constant scalar curvature(CSC). Also if two metrics with scalar curvatures of fixed signs are conformally equivalent, then their scalar curvatures have the same sign. The sign of Yamabe constant of a conformal class, meaning the sign of the constant scalar curvature of the metric produced by the proof of the Yamabe conjecture is the same as the sign of the smallest Yamabe eigenvalue λ for any metric in the conformal class.
Before giving our characterization for positivity, we need some lemmas, beginning by reminding the : Lemma 5.3 (Normal Coordinates [CFKS] p242, [Pet] p54, [dC] p86). Let m be a point on a Riemannian manifold M . There exist a coordinate system x i in a neighborhood of m so that 
Condition (e) may not hold in the normal coordinates. However, given a coordinate system obeying (a)-(d), we can modify it so that (e) holds too: Let
we have
A straightforward calculation shows thatg ij = δ ij + O(|x| 2 ) so the y coordinate system obeys (a)-(e).
Remark 5.5. The classical Laplacian of a function in local coordinates is given by [Pet] p55 :
reduces to
Another reduction is to g ij ∂ i ∂ j f using harmonic coordinates [Pet] [AtGr, War] , though a few geometers [dC, Pet] and most analists [PrWe, GilTru] still use the classical one. So we have conventions
where div B is defined in [Besse] negative of [dC, Pet] .
Now we are going to state the maximum principles we are interested in. Before, we have some definitions.
for all n-tuples of real numbers (ξ 1 ..ξ n ). The operator is said to be uniformly elliptic in a domain Ω if the inequality holds for each point of Ω and if there is a positive constant µ 0 such that µ(x) ≥ µ 0 for all x in Ω. Ellipticity of a more general second order operator is defined via its second order term.
In the matrix language, the ellipticity condition asserts that the symmetric matrix [a ij ] is positive definite at each point x.
Now, for convenience, we state the weak max/minimum principle for sub/super harmonic functions though we will not be using it [GilTru] p15,32 :
Consequently, a function satisfying the above hypothesis e.g. a classically sub(super) harmonic function can not assume an interior maximum(minimum) value unless it is constant. This is similar to the one dimensional case, where if the second derivative of a function is nonnegative, it can not assume an interior maximum, unless it is constant. The proof involves a classical argument by the mean value inequality. Result carries over any compact Riemannian manifold. Around any point take the harmonic coordinate neighborhood. This will be an open cover of the manifold. Take its finite subcover. Look at the open set inside which the maximum is taken. The function is going to be constant there and the argument will spread over to the touching neighbor open set, finally cover the whole manifold. So the function is going to be constant everywhere. That's why the harmonic functions on a compact Riemannian manifold are only constants as a different proof is sketched for the oriented case by [dC] p85 and [Pet] p55.
Next comes the maximum principle that we are going to use [PrWe] p64 :
Lemma 5.8 (Hopf's strong maximum principle). Let u satisfy the differential inequality
where L c is uniformly elliptic in Ω and coefficients of L c and h bounded. If u attains a nonnegative maximum at an interior point of Ω, then u is constant.
So if for example the maximum of u is attained in the interior and is 0, then u has to vanish.
An application of this principle provides us with a criterion of determining the sign of the Yamabe Constant using Green's Functions:
Lemma 5.9 (Green's Function Characterization for the Sign [LeOM] ). Let (M, g) be a compact Riemannian 4-manifold with Ker(∆ + s/6) = 0, i.e. the Yamabe Laplacian has trivial kernel, taking ∆ = d * d [AtGr] . Therefore Ker(∆ + s/6) = 0, which is not our situation.
is closed hence compact for any a ∈ R. Hence it has a minimum say at m on M − {y}. We also have (∆+s/6)G y = 0 on M −{y}. At the minimum, choose normal coordinates so that ∆G y (m) = − 4 k=1 ∂ 2 k G y (m) by the Remark (5.5). Second partial derivatives are greater than or equal to zero, ∆G y (m) ≤ 0 so G y (m) = − 6 s ∆G y (m) ≥ 0. We got nonnegativity, but need positivity, so assume G y (m) = 0. Then the maximum of −G y is attained and it is nonnegative with (∆ c −s/6)(−G y ) = 0 ≥ 0. So the strong maximum principle(5.8) is applicable and −G y ≡ 0. This is impossible since G y (x) → ∞ as x → y, hence m = 0 and G y > 0. Note that the weak maximum principle was not applicable since we had G y ≥ 0, implied ∆ c G y = s 6 G y ≥ 0 though we got a minimum rather than a maximum. Also note that ∇G y (m) = 0 at a minimum though this does not imply div∇G y (m) = 0. s < 0 : In this situation we have
implying G y < 0 at some point. Besides, at some other point it should be zero since G y (x) → +∞ as x → y.
Cohomological Characterization
Now let (M 4 , g) be a compact self-dual Riemannian manifold with the twistor space Z.
One of the basic facts of the twistor theory [HitLin] is that for any open set U ⊂ M and the correponding inverse image U ⊂ Z in the twistor space, there is a natural isomorphism
∼ −→ {smooth complex-valued solutions of (∆ + s/6)u = 0 in U } which is called the Penrose transform [BaSi, HitKä, AtGr] , where
, the value of the corresponding function pen ψ at x ∈ U is obtained by restricting ψ to the twistor line P x ⊂ Z to obtain an element
Note that pen ψ is a section of a line bundle, but the choice of a metric g in the conformal class determines a canonical trivialization of this line bundle [HitKä] , and pen ψ then becomes an ordinary function. Taking U = M − {y} we have (∆ + s/6)G y = 0 on U in the uniquely presence of the conformal Green's functions(5.2) and G y (x) is regarded as a function of x corresponds to a canonical element
where P y is the twistor line over the point y.
What is this interesting cohomology class? The answer was discovered by Atiyah [AtGr] involving the Serre Class of a complex submanifold. Which is a construction due to Serre [Ser] and Horrocks [Hor] . We now give the definition of the Serre class via the following lemma:
Lemma 5.10 (Serre-Horrocks Vector Bundle,Serre Class). Let W be a (possibly noncompact) complex manifold, and let V ⊂ W be a closed complex submanifold of complex codimension 2, and N = N V /W be the normal bundle of V . For any holomorphic line bundle L → W satisfying
There is a rank-2 holomorphic vector bundle E → W called the Serre-Horrocks bundle of (W, V, L) , together with a holomorphic section ζ satisfying
The pair (E, ζ) is unique up to isomorphism if we also impose that the isomorphism det dζ :
the class of which is defined to be the Serre Class
, where I V is the ideal sheaf of V , and this extension determines an element of
Proof. Consult [LeOM] for the proof For an alternative treatment of Serre's class via the Grothendieck class consult [AtGr] . We are now ready to state the answer of Atiyah :
Theorem 5.11 (Atiyah [AtGr] 
Now thanks to this remarkable result of Atiyah, we can substitute the Serre class for the Green's functions in our previous characterization 5.9 and get rid of them to obtain a better criterion for positivity as follows :
Proposition 5.12 (Cohomological Characterization , [LeOM] 
implies that H 1 (M, O(K 1/2 )) = 0, also by Serre Duality
. So that the hypothesis for the Serre-Horrocks vector bundle construction (5.10) for L = K −1/2 is satisfied. Then we have the image of the Serre class
By the Green's Function Characterization (5.9) we know that 4π 2 G y (x) = 0. So λ(P y )| Px ∈ H 1 (P x , O(K 1/2 )) is also nonzero.
Since λ(P y ) corresponds to the extension
So since G y (x) = 0 , we expect that this extension is nontrivial. Let's figure out the possibilities. First of all, by the theorem of Grothendieck [VB] p22 every holomorphic vector bundle over P 1 splits. In our case
Moreover if we impose k ≥ l, this splitting is uniquely determined [VB] . Secondly, any short exact sequence of vector bundles splits topologically by [VB] p16. In our case, topologically we have E| Px 
used in [DF] to classify the extensions. So, our computation verifies the isomorphism
for locally free sheaves or vector bundles for q = 1. See [GH] 
under some vanishing conditions [GH] p706.
The Sign of the Scalar Curvature
We are now ready to approach the problem of determining the sign of the Yamabe constant for the self-dual conformal classes constructed in Theorem (2.2). The techniques used here are analogous to the ones used by LeBrun in [LeOM] .
Theorem 5.14. Proof. Pick y ∈ M 1 #M 2 . Consider the real twistor line P y ∈ Z i , and extend this as a 1-parameter family of twistor lines in P yt ∈ Z t for t near 0 ∈ C and such that P yt is a real twistor line for t real. By shrinking U if needed, we may arrange that P = ∪ t P yt is a closed codimension 2 submanifold of Z and H 1 (Z, O(L * )) = H 2 (Z, O(L * )) = 0 by the Vanishing Theorem (4.3). Then the Serre-Horrocks construction (5.10) is available to obtain the holomorphic vector bundle E → Z and a holomorphic section ζ vanishing exactly along P, also, the corresponding extension
gives us the Serre class λ(P) ∈ H 1 (Z − P, O(L * )).
Since the restriction of L * to any smooth fiber Z t , t = 0, is just K 1/2 , Proposition (5.11) of Atiyah tells us that the restriction of λ(P) to Z t , t > 0, has Penrose transform equal to a positive constant times the conformal Green's function of (M 1 #M 2 , g t , y t ) for any t > 0.
We may also restrict (E, ζ) to Z i . This bundle on Z i then has determinant line bundle K −1/2 , and comes equipped with a section vanishing exactly at the twistor line P y . By Proposition (5.11) of Atiyah, the Penrose transform of this object corresponds to the Green's function G y on (M i , g i ).
If the scalar curvature of g i is positive, the Green's function characterization(5.9) tells us that the conformal Green's function G y of (M i , g i ) is positive, the Serre-Horrocks vector bundle E determined by λ(P) splits as O(1) ⊕ O(1) on all the σ 0 -invariant rational curves in Z 0 which are limits of real twistor lines in Z t as t → 0. It therefore has the same splitting type on all the real twistor lines of Z t for t small, and our Green's function criterion(5.12) yields the result.
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