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Sobolev embeddings with weights in complete riemannian manifolds.
Eric Amar
∗
Abstract
We prove Sobolev embedding Theorems with weights for vector bundles in a complete riemannian manifold.
We also get general Gaffney’s inequality with weights. As a consequence, under a "weak bounded geometry" hy-
pothesis, we improve classical Sobolev embedding Theorems for vector bundles in a complete riemannian manifold.
We also improve known results on Gaffney’s inequality in a complete riemannian manifold.
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1 Introduction.
Let (M, g) be a complete riemann manifold. The Sobolev inequalities in M for functions play a major role in the
study of differential operators and nonlinear functional analysis. They are valid in Rn or if M is compact. More
generally we have:
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Theorem 1.1. Let (M, g) be a complete riemannian manifold of dimension n with Ricci curvature bounded from
below. The Sobolev embeddings for functions are valid for M if and only if there is a uniform lower bound for the
volume of balls which is independent of their center, namely if and only if infx∈M Vol(B(x, 1)) > 0.
The necessity is a well known fact, see p.18 in [Hebey, 1996] and was generalised by Carron [Carron, 1994].
The sufficiency of Theorem 1.1 was done by Varopoulos [Varopoulos, 1989], see also Theorem 3.18, p. 37 in [Hebey, 1996],
based on the work of Coulhon and Saloff-Coste [Coulhon and Saloff-Coste, 1993].
In this work we study the Sobolev embeddings for the case of vector bundles over M.
So let G := (H, π,M) be a complex Cm vector bundle overM of rank N with fiber H with a smooth scalar product
( , ). We make the hypothesis that we have a metric connection ∇G on G, i.e. with d the exterior derivation on M,
we have d(u, v) = (∇Gu, v) + (u,∇Gv) for any smooth sections u, v of G. We shall call a vector bundle with these
properties an adapted vector bundle.
We shall introduce weights, given by the geometry, on a complete riemannian manifold (M, g), in order to have
Sobolev embeddings on vector bundles, always valid with these weights, without any curvature conditions nor volume
control.
In order to state the results, we need some definitions.
Definition 1.2. Let (M, g) be a riemannian manifold and x ∈ M. We shall say that the geodesic ball B(x,R) is
(0, ǫ)-admissible if there is a chart (B(x,R), ϕ) such that:
(*) (1− ǫ)δij ≤ gij ≤ (1 + ǫ)δij in B(x,R) as bilinear form.
We shall say that the geodesic ball B(x,R) is (1, ǫ)-admissible if moreover
(**)
∑
|β|=1
R sup i,j=1,...,n, y∈Bx(R)
∣∣∂βgij(y)∣∣ ≤ ǫ.
We shall denote A(0, ǫ) the set of (0, ǫ)-admissible balls on M and A(1, ǫ) the set of (1, ǫ)-admissible balls on M.
The (0, ǫ)-admissible balls will be adapted to functions and the (1, ǫ)-admissible balls will be adapted to sections
of the vector bundle G.
Definition 1.3. Let x ∈ M, we set R′(x) = sup {R > 0 :: B(x,R) ∈ A(ǫ)}. We shall say that Rǫ(x) :=
min (1, R′(x)/2) is the ǫ-admissible radius at x.
Here A(ǫ) will be either A(0, ǫ) or A(1, ǫ) depending on the context, functions or sections of G. The notation Rǫ(x)
will means either R0,ǫ(x) or R1,ǫ(x) depending on the choice of A(ǫ).
Our general result with weights is:
Theorem 1.4. Let (M, g) be a complete riemannian manifold of dimension n. Let G := (H, π,M) be a complex
smooth adapted vector bundle over M. Let r ≥ 1, m ≥ k ≥ 0 and 1s = 1r − (m−k)n > 0. Let w(x) := Rǫ(x)γ and
w′ := Rǫ(x)ν with ν := s(2 + γ/r). Then W
m,r
G (M,w) is embedded in W
k,s
G (M,w
′) and:
∀u ∈Wm,rG (M,w), ‖u‖Wk,sG (M,w′) ≤ C‖u‖Wm,rG (M,w).
Because the admissible radius Rǫ(x) is always smaller than 1, to get rid of the weights we just need that: ∃δ > 0 ::
∀x ∈M, R(x) ≥ δ.
This is precisely what is given by a Theorem of Hebey-Herzlich [Hebey and Herzlich, 1997, Corollary, p. 7], which
has the easy Corollary:
Corollary 1.5. Let (M, g) be a complete riemannian manifold. If the injectivity radius verifies rinj(x) ≥ i > 0 and
the Ricci curvature verifies Rc(M,g)(x) ≥ λgx for some λ ∈ R and all x ∈ M, then there exists a positive constant
δ > 0, depending only on n, ǫ, λ, i such that for any x ∈M, R0,ǫ(x) ≥ δ.
If moreover we have
∣∣Rc(M,g)(x)∣∣ ≤ C for all x ∈ M, then there exists a positive constant δ > 0, depending only
on n, ǫ, i and C, such that for any x ∈M, R1,ǫ(x) ≥ δ.
So the following results will be consequences of the Theorem 1.4 and of the Theorem of Hebey-Herzlich.
To state them precisely we shall need to weaken the definition of bounded geometry.
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Definition 1.6. A riemannian manifold M has k-order weak bounded geometry if:
• the injectivity radius r(x) at x ∈M is bounded below by some constant δ > 0 for any x ∈M
• for 0 ≤ j ≤ k, the covariant derivatives ∇jRc of the Ricci curvature tensor are bounded in L∞(M) norm.
Recall the classical Theorem of Cantor [Cantor, 1974]:
Theorem 1.7. Let (M, g) be a complete riemannian manifold. Let G := (H, π,M) be a complex smooth adapted
vector bundle over M. Suppose (M, g) verifies:
C1: the injectivity radius of M is bounded away from zero.
C2: There is a δ such that for each x ∈M and V,W ∈ TxM, the sectional curvature |Kx(V,W )| < δ.
Let 0 ≤ k < m and 1/s = 1/r − (m− k)/n. Let u ∈ Wm,rG (M). Then we have u ∈W k,sG (M) with the control:
‖u‖sWk,sG (M) ≤ C‖u‖
r
Wm,rG (M)
.
Here we prove:
Theorem 1.8. Let (M, g) be a complete riemannian manifold. Let G := (H, π,M) be a complex smooth adapted
vector bundle overM. Suppose (M, g) has a 0-order weak bounded geometry. Let 0 ≤ k < m and 1/s = 1/r−(m−k)/n.
Let u ∈Wm,rG (M). Then we have u ∈ W k,sG (M) with the control:
‖u‖sWk,sG (M) ≤ C‖u‖
r
Wm,rG (M)
.
In the case of functions instead of sections of G, the conditions are weaker: if the injectivity radius of M is bounded
away from zero and if the Ricci curvature verifies Rc(M,g)(x) ≥ λgx for some λ ∈ R and all x ∈M, we get
‖u‖sWk,s(M) ≤ C‖u‖rWm,r(M).
This improves the Theorem by Cantor because he used the hypothesis that all the sectional curvatures are bounded
and here we need only that the Ricci curvature be bounded.
We also prove a global Gaffney’s type inequality:
Theorem 1.9. Let (M, g) be a complete riemannian manifold. Let d be the exterior derivation on M and d∗ its
formal adjoint. Let ω be a p-differential form in M. If (M, g) has a 0-order weak bounded geometry, then we have,
with r ≥ 1:
‖ω‖W 1,rp (M) ≤ C(‖d(ω)‖Lrp+1(M) + ‖d
∗(ω)‖Lrp−1(M) + ‖ω‖Lrp(M)).
And, as an easy corollary:
Corollary 1.10. Let (M, g) be a complete riemannian manifold with a 0-order weak bounded geometry. Let r ≥ 1and
let ω be a p-differential form in M. We have:
‖ω‖Lsp(M) ≤ C(‖d(ω)‖Lrp+1(M) + ‖d
∗(ω)‖Lrp−1(M) + ‖ω‖Lrp(M))
with 1s =
1
r − 1n > 0.
N. Lohoué [Lohoué, 1985] proved the same result under the stronger hypothesis that (M, g) has a 2-order bounded
geometry plus some other hypotheses on the laplacian and the range of r. Here already 0-order weak bounded
geometry is enough.
This work is presented as follow:
• In the next Section we study the main properties of the ǫ-admissible balls.
• In Section 3 we define the vector bundle G we are interested in and precise the metric connexion ∇G on it we shall
use.
• In Section 4 we define the Sobolev spaces of smooth sections of G, with weights. We prove in this Section a
generalisation of a nice result of T. Aubin [Aubin, 1982] which says that, in order to prove Sobolev embeddings for
sections of G with weights, we have just to prove them at the first level. This is crucial for our estimates.
• In Section 5 we prove the local estimates, i.e. for sections of G in the ǫ-admissible balls.
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• In SubSection 5.3 we also prove a local Gaffney type inequality, using a result by C. Scott [Scott, 1995].
•Then in order to get global results we group the ǫ-admissible balls via a Vitali type covering in Section 6.
• In Section 7 we prove the global estimates for functions, sections of G and Gaffney type in Lr.
• In Section 8 we improve the classical Sobolev embeddings to the case of riemannian manifolds with weak bounded
geometry, by use of a Theorem of Hebey-Herzlich [Hebey and Herzlich, 1997]. This implies the validity of Sobolev
embeddings for vector bundles in compact riemannian manifold without boundary.
• In SubSection 8.3 we deduce from the compact case without boundary the validity of Sobolev embeddings for
vector bundles in compact riemannian manifold with smooth boundary. We use here the method of the "double"
manifold.
• Finally in SubSection 8.4 we introduce the lifted doubling property and we study the case of hyperbolic manifolds.
2 Admissible balls.
Recall the definition of the admissible radius:
Definition 2.1. Let x ∈ M, we set R′(x) = sup {R > 0 :: B(x,R) ∈ A(ǫ)}. We shall say that Rǫ(x) :=
min (1, R′(x)/2) is the ǫ-admissible radius at x.
Then clearly if B(x,R) ∈ A(ǫ), i.e. is ǫ-admissible, then so is B(x, S) if S ≤ R.
Remark 2.2. Let x, y ∈M. Suppose that R′(x) > dg(x, y), where dg(x, y) is the riemannian distance between x and
y. Consider the ball B(y, ρ) of center y and radius ρ := R′(x)− dg(x, y). This ball is contained in B(x,R′(x)) hence,
by definition of R′(x), we have that all the points in B(y, ρ) verify the conditions 1) and 2) so, by definition of R′(y),
we have that R′(y) ≥ R′(x) − dg(x, y). If R′(x) ≤ dg(x, y) this is also true because R′(y) > 0. Exchanging x and y
we get that |R′(y)−R′(x)| ≤ dg(x, y).
Hence R′(x) is 1-lipschitzian so it is continuous. So the ǫ-admissible radius Rǫ(x) is also continuous.
Remark 2.3. Because on our admissible ball B(x,Rǫ(x)) there is a diffeomorphism from B(x,R) to ϕ(B(x,R)) ⊂
R
n, i.e. on an open set in the tangent space TxM, we get that the injectivity radius rinj(x) always verifies rinj(x) ≥
Rǫ(x).
Lemma 2.4. (Slow variation of the admissible radius) Let (M, g) be a riemannian manifold then with R(x) =
Rǫ(x) = the ǫ-admissible radius at x ∈M. We get:
∀y ∈ B(x,R(x)) we have R(x)/2 ≤ R(y) ≤ 2R(x).
Proof.
Let x, y ∈ M and d(x, y) the riemannian distance on (M, g). Let y ∈ B(x,R(x)) then d(x, y) ≤ R(x) and suppose
first that R(x) ≥ R(y). Then, because R(x) = R′(x)/2, we get y ∈ B(x,R′(x)/2) hence we have B(y,R′(x)/2) ⊂
B(x,R′(x)). But by the definition ofR′(x), the ballB(x,R′(x)) is admissible and this implies that the ballB(y,R′(x)/2)
is also admissible for exactly the same constants and the same chart; this implies that R′(y) ≥ R′(x)/2 hence
R(y) ≥ R(x)/2, so R(x) ≥ R(y) ≥ R(x)/2.
If R(x) ≤ R(y) then d(x, y) ≤ R(x) ⇒ d(x, y) ≤ R(y)⇒ x ∈ B(y,R′(y)/2)⇒ B(x,R′(y)/2) ⊂ B(y,R′(y)). Hence
the same way as above we get R(y) ≥ R(x) ≥ R(y)/2⇒ R(y) ≤ 2R(x). So in any case we proved that
∀y ∈ B(x,R(x)) we have R(x)/2 ≤ R(y) ≤ 2R(x). 
3 Vector bundle.
Let (M, g) be a complete riemannian manifold and let G := (H, π,M) be an adapted complex Cm vector bundle
over M of rank N with fiber H. Recall that this means that G has a smooth scalar product ( , ) and a metric
connection ∇G : C∞(M,G)→ C∞(M,G⊗T ∗M), i.e. verifying d(u, v) = (∇Gu, v)+ (u,∇Gv), where d is the exterior
derivative on M. See [Taylor, 2000, Section 13].
Lemma 3.1. The ǫ-admissible balls B(x,Rǫ(x)) trivialise the bundle G.
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Proof.
Because if B(x,R) is an ǫ-admissible ball, we have by Remark 2.3 that R ≤ rinj(x). Then, one can choose a
local frame field for G on B(x,R) by radial parallel translation, as done in [Taylor, 2000, Section 13, p.86-87], see
also [Mazzucato and Nistor, 2006, p. 4, eq. (1.3)]. This means that the ǫ-admissible ball also trivialises the bundle
G. 
If ∂j := ∂/∂xj in a coordinate system on, say B(x0, R), and with a local frame {eα}α=1,...,N , we have, for a smooth
sections of G, u = uαeα with the Einstein summation convention. We set:
∇∂ju = (∂juα + uβΓG,αβj )eα,
the Christoffel coefficients ΓG,αβj being defined by ∇∂j eβ = ΓG,αβj eα.
We shall make the following Control by the Metric Tensor hypothesis, for B(x0, R) ∈ A(1, ǫ):
(CMT) ∀x ∈ B(x0, R),
∣∣∣ΓG,αβj (x)∣∣∣ ≤ C(n,G, ǫ)∑|β|=1 sup i,j=1,...,n, ∣∣∂βgij(x)∣∣,
the constant C depending only on n, ǫ and G.
This hypothesis is natural in the sense that it is true for tensor bundles over M.
Lemma 3.2. Let F be a tensor bundle over M. Then the hypothesis (CMT) is true.
Proof.
Let Γklj be the Christoffel coefficients of the Levi-Civita connexion on the tangent bundle TM. We have
Γkij =
1
2
gil(
∂gkl
∂xj
+
∂glj
∂xk
− ∂gjk
∂xl
). (3.1)
Now on B(x0, R) ∈ A(ǫ), we have (1− ǫ)δij ≤ gij ≤ (1 + ǫ)δij as bilinear forms. Hence
∀x ∈ B(x0, R),
∣∣Γkij(x)∣∣ ≤ 32(1 + ǫ)
∑
|β|=1
sup i,j=1,...,n,
∣∣∂βgij(x)∣∣
in a coordinates chart on B(x0, R).
Let ω := ωkdx
k be a 1-form in this chart. Then ∇∂jω = (∂jωk − Γlkjal)dxk. In particular we have ∇∂jdxm =
(−Γmkj)dxk. Hence (CMT) is true. The same if X is a vector field, X := Xk∂k we have ∇∂jX = (∂jXk + ΓkljX l)∂k.
So ∇∂j∂l = (Γklj)∂k and (CMT) is still true.
Now on (p, q) tensors, using the fact that ∇ is a derivation, we have that
∇∂j (dxk1 ⊗ · · · ⊗ dxkq ⊗ ∂l1 ⊗ · · · ⊗ ∂lp) =
= (∇∂jdxk1)⊗ · · · ⊗ dxkq ⊗ ∂l1 ⊗ · · · ⊗ ∂lp + · · ·
· · ·+ dxk1 ⊗ · · · ⊗ dxkq ⊗ ∂l1 ⊗ · · · ⊗ (∇∂j∂lp)
is a linear combination of Γklj with constant coefficients, hence the (CMT) is also true, with a constant depending
only on the dimension n of M and p, q, ǫ.
A special mention for the bundle Λp(M) of p-forms on M, which is a sub bundle of the (0, p) tensors bundle. It
also has the (CMT) property.
The proof is complete. 
4 Sobolev spaces for sections of G with weight.
We have seen that ∇G : C∞(M,G) → C∞(M,G ⊗ T ∗M). On the tensor product of two Hilbert spaces we put
the canonical scalar product (u⊗ ω, v⊗ µ) := (u, v)(ω, µ), with u⊗ ω ∈ G⊗ T ∗M, and completed by linearity to all
elements of the tensor product. On T ∗M we have the Levi-Civita connexion ∇M , which is of course a metric one,
and on G we have the metric connexion ∇G so we define a connexion on the tensor product G⊗ T ∗M :
∇G⊗T∗M (u ⊗ ω) = (∇Gu)⊗ ω + u⊗ (∇T∗Mω)
by asking that this connexion be a derivation. We get easily that
5
∇G⊗T∗M : C∞(M,G⊗ T ∗M)→ C∞(M,G⊗ (T ∗M)⊗2)
is still a metric connexion, i.e.
d(u⊗ ω, v ⊗ µ) = (∇G⊗T∗M (u⊗ ω), v ⊗ µ) + (u ⊗ ω, ∇G⊗T∗M (v ⊗ µ)).
We define by iteration ∇ju := ∇(∇j−1u) on the section u of G and the associated pointwise scalar product
(∇ju(x),∇jv(x)) which is defined on G⊗ (T ∗M)⊗j, with again the metric connection
d(∇ju,∇jv)(x) = (∇j+1u,∇jv)(x) + (∇ju,∇j+1v)(x).
Let w be a weight on M, i.e. a positive measurable function on M. If k ∈ N and r ≥ 1 are given, we denote by
Ck,rG (M,w) the space of smooth sections of G ω ∈ C∞(M) such that
∣∣∇jω∣∣ ∈ Lr(M,w) for j = 0, ..., k with the
pointwise modulus associated to the pointwise scalar product. Hence
Ck,rG (M,w) := {ω ∈ C∞G (M), ∀j = 0, ..., k,
∫
M
∣∣∇jω∣∣r (x)w(x)dv(x) <∞},
with dv the volume measure on (M, g).
Now we have, see M. Cantor [Cantor, 1974, Definition 1 & 2, p. 240] for the case without weight:
Definition 4.1. The Sobolev space W k,rG (M,w) is the completion of Ck,rG (M,w) with respect to the norm:
‖ω‖Wk,rG (M,w) =
k∑
j=0
(∫
M
∣∣∇jω(x)∣∣r w(x)dv(x))1/r.
The usual case is when w ≡ 1. Then we write simply W k,rG (M).
We shall apply these well known facts to generalise a nice result of T. Aubin.
Let w(x), w′(x) be weights on the complete riemannian manifold (M, g). We have:
Proposition 4.2. Let (M, g) be a complete riemannian manifold. If W 1,r0G (M,w) is embedded in L
s0
G (M,w
′), with
1
s0
= 1r0 − 1n (1 ≤ r0 < n), then W
k,r
G (M,w) is embedded in W
l,sl
G (M,w
′), with 1sl =
1
r − (k−l)n > 0.
Proof.
We shall copy the proof of Proposition 2.11, p. 36 in [Aubin, 1982], replacing Ls(M) by LsG(M,w
′) and W k,r(M)
by W k,rG (M,w) and simplifying a little bit the argument.
Let m be an integer and let ω ∈ Cm+1G . We have pointwise:
|∇ |∇mω|| ≤ ∣∣∇m+1ω∣∣ . (4.2)
To see this, by |∇mω|2 (x) = (∇mω,∇mω)(x), we have
∇ |∇mψ|2 = ∇(∇mω,∇mω)(x) = 2(∇m+1ω,∇mω),
the last equality because ∇ is a metric connection.
By the Cauchy-Schwartz inequality, we get∣∣∣∇ |∇mω|2∣∣∣ (x) ≤ 2 ∣∣∇m+1ω∣∣ |∇mω| (x).
Setting F (x) := |∇mψ| (x), because ∇ is a derivation, we also have ∇F 2(x) = 2F (x)∇F (x), hence:∣∣∣∇ |∇rψ|2∣∣∣ = 2 |F | |∇ |F || ≤ 2 ∣∣∇m+1ω∣∣ |∇mω| ,
so |∇ |∇mω|| ≤
∣∣∇m+1ω∣∣ .
Since W 1,r0G (M,w) is embedded in L
s0
G (M,w
′), there exists a constant A, such that for all ϕ ∈ W 1,r0G (M,w): (for
now on, we do not indicate the subscript to ease the notation.)
‖ϕ‖Ls0(M,w′) ≤ A(‖∇ϕ‖Lr0(M,w) + ‖ϕ‖Lr0(M,w)).
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Let us apply this inequality with ϕ = |∇mω| , assuming ϕ, which is a function now, belongs to W 1,r0(M,w):
‖∇mω‖Ls0(M,w′) ≤ A(‖∇ |∇mω|‖Lr0(M,w) + ‖∇mω‖Lr0(M,w))
hence, using (4.2) and integrating,
‖∇mω‖Ls0(M,w′) ≤ A(
∥∥∇m+1ω∥∥
Lr0(M,w)
+ ‖∇mω‖Lr0(M,w)). (4.3)
Now let ω ∈ W k,rG (M,w) ∩ C∞G (M). Applying inequalities (4.2) and (4.3) with r = r0 and m = k − 1, k − 2, ..., we
find, for ∇jω,∥∥∇k−1ω∥∥
Lsk−1(M,w′)
≤ A(
∥∥∇kω∥∥
Lr(M,w)
+
∥∥∇k−1ω∥∥
Lr(M,w)
),
∥∥∇k−2ω∥∥
Lsk−1(M,w′)
≤ A(
∥∥∇k−1ω∥∥
Lr(M,w)
+
∥∥∇k−2ω∥∥
Lr(M,w)
),
‖ω‖Lsk−1(M,w′) ≤ A(‖∇ω‖Lr(M,w) + ‖ψ‖Lr(M,w)).
Thus
‖ω‖Wk−1,sk−1 (M,w′) ≤ 2A‖ω‖Wk,r(M,w).
Therefore a Cauchy sequence in W k,rG (M,w) of sections of G is a Cauchy sequence in W
k−1,sk−1
G (M,w
′), and the
preceding inequality holds for all ψ ∈ W k,rG (M,w) and we get:
W k,rG (M,w) ⊂W k−1,sk−1G (M,w′).
Now with w = w′ we prove similarly the following embeddings:
W
k−1,sk−1
G (M,w
′) ⊂W k−2,sk−2G (M,w′) ⊂ · · · ⊂W l,slG (M,w′).
Hence W k,rG (M,w) ⊂W l,slG (M,w′). 
Proposition 4.2 says that, in order to prove Sobolev embeddings with weights, we have just to prove thatW 1,rG (M,w)
is embedded in LsG(M,w
′), with 1s =
1
r − 1n (1 ≤ r < n).
This is very important here because we shall have just to deal with first order Sobolev spaces. Hence we have
to work only with ∇Gu which, by our assumption (CMT), implies at most the first order derivatives of the metric
tensor.
The aim now is to prove that W 1,r0G (M,w) is embedded in L
s0
G (M,w
′), with 1s0 =
1
r0
− 1n (1 ≤ r0 < n) then we
shall be able to apply Proposition 4.2.
5 Local estimates.
5.1 Sobolev comparison estimates for functions.
Lemma 5.1. We have the Sobolev comparison estimates where B(x,R) is a (0, ǫ)-admissible ball in M and ϕ :
B(x,R)→ Rn is the admissible chart relative to B(x,R),
∀u ∈W 1,r(B(x,R)), ‖u‖W 1,r(B(x,R)) ≤ C
∥∥u ◦ ϕ−1∥∥
W 1,r(ϕ(B(x,R)))
,
and, with Be(0, t) the euclidean ball in R
n centered at 0 and of radius t,
‖v‖W 1,r(Be(0,(1−ǫ)R)) ≤ C′‖u‖W 1,r(B(x,R)).
The constants C,C′ depending only on ǫ, n and not on B ∈ A(ǫ).
Proof.
We have to compare the norms of u, ∇u, with the corresponding ones for v := u ◦ ϕ−1 in Rn.
First we have because (1− ǫ)δij ≤ gij ≤ (1 + ǫ)δij in B(x,R):
Be(0, (1− ǫ)R) ⊂ ϕ(B(x,R)) ⊂ Be(0, (1 + ǫ)R).
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For functions, in a coordinates chart, we have (∇u)j := ∂ju hence with ∀y ∈ B(x,R), z := ϕ(y), we get:
∀y ∈ B(x,R), |u(y)| = |v(z)| , |∇u(y)| ≤ |∂v(z)| .
Integrating this we get:
‖∇u‖Lr(B(x,R)) ≤ ‖∂v‖Lr(Be(0,(1+ǫ)R)).
So, using that
‖u‖W 1,r(B(x,R)) = ‖∇u‖Lr(B(x,R)) + ‖u‖Lr(B(x,R)),
we get
‖u‖W 1,r(B(x,R)) ≤ C(‖∂v‖Lr(Be(0,(1+ǫ)R)) + ‖v‖Lr(Be(0,(1+ǫ)R))),
hence
‖u‖W 1,r(B(x,R)) ≤ C‖v‖W 1,r(ϕ(B(x,R)).
Of course all these estimates can be reversed so we also have
‖v‖W 1,r(Be(0,(1−ǫ)R)) ≤ C‖u‖W 1,r(B(x,R)).
This ends the proof of the lemma. 
We have to study the behavior of the Sobolev embeddings w.r.t. the radius. Set BR := Be(0, R) an euclidean ball
in Rn. For this purpose we have by [Amar, 2018a, Lemma 7.7] in the special case m = 1.
Lemma 5.2. We have, with t :: 1t =
1
r − 1n ,
∀R, 0 < R ≤ 1, ∀u ∈ W 1,r(BR), ‖u‖Lt(BR) ≤ CR−1 ‖u‖W 1,r(BR)
the constant C depending only on n, r.
Proof.
Start with R = 1, then we have, by the Sobolev embeddings which are valid on balls in Rn, with t :: 1t =
1
r − 1n ,
∀v ∈ W 1,r(B1), ‖v‖Lt(B1) ≤ C‖v‖W 1,r(B1) (5.4)
where C depends only on n and r. For u ∈W 1,r(BR) we set
∀x ∈ B1, y := Rx ∈ BR, v(x) := u(y).
Then we have
∂v(x) = ∂u(y)×∂y
∂x
= R∂u(y);
So we get, because the jacobian for this change of variables is R−n,
‖∂v‖rLr(B1) =
∫
B1
|∂v(x)|r dm(x) =
∫
BR
|∂u(y)|r R
r
Rn
dm(x) = Rr−n‖∂u‖rLr(BR).
So
‖∂u‖Lr(BR) = R−1+n/r‖∂v‖Lr(B1). (5.5)
And of course ‖u‖Lr(BR) = Rn/r‖v‖Lr(B1).
So with 5.4 we get
‖u‖Lt(BR) = Rn/t‖v‖Lt(B1) ≤ CRn/t‖v‖W 1,r(B1). (5.6)
But
‖u‖W 1,r(BR) = ‖u‖Lr(BR) + ‖∂u‖Lr(BR),
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and
‖v‖W 1,r(B1) = ‖v‖Lr(B1) + ‖∂v‖Lr(B1),
so
‖v‖W 1,r(B1) := R−n/r‖u‖Lr(BR) +R1−n/r‖∂u‖Lr(BR).
Because we have R ≤ 1, we get
‖v‖W 1,r(B1) ≤ R−n/r(‖u‖Lr(BR) + ‖∂u‖Lr(BR)) = R−n/r‖u‖W 1,r(BR).
Putting it in (5.6) we get
‖u‖Lt(BR) ≤ CRn/t‖v‖W 1,r(B1) ≤ CR−n(
1
r− 1t )‖u‖W 1,r(BR).
But, because t :: 1t =
1
r − 1n , we get (1r − 1t ) = 1n and
‖u‖Lt(BR) ≤ CR−1‖u‖W 1,r(BR).
The constant C depends only on n, r. The proof is complete. 
Lemma 5.3. Let x ∈ M and B(x,R) be a (0, ǫ)-admissible ball in the complete riemannian manifold (M, g); we
have, with 1/s = 1/r − 1/n,
∀u ∈W 1,r(B(x,R)), ‖u‖Ls(B(x,R)) ≤ CR−2‖u‖W 1,r(B(x,R)),
the constant C depending only on n, r and ǫ.
Proof.
By Lemma 5.2, we get in Rn:
‖u‖Ls(BR) ≤ CR−1 ‖u‖W 1,r(BR)
so we can apply the comparison Lemma 5.1:
‖u‖Ls(B(x,R)) ≤ C
∥∥u ◦ ϕ−1∥∥
Ls(BR))
,
which gives:
‖u‖Ls(B(x,R)) ≤ CR−1 ‖u‖W 1,r(BR).
Again with the reverse inequalities in the comparison Lemma 5.1:
‖u‖W 1,r(BR) ≤ CR−1‖u‖W 1,r(B(x,R)).
So we get
‖u‖Ls(B(x,R)) ≤ CR−2 ‖u‖W 1,r(B(x,R).
The constant C being independent of x ∈M and of R. The proof is complete. 
5.2 Sobolev comparison estimates for sections of G.
Lemma 5.4. We have the Sobolev comparison estimates where B(x,R) is a (1, ǫ)-admissible ball in M and ϕ :
B(x,R)→ Rn is the admissible chart relative to B(x,R). Set v := ϕ∗ω, then:
∀ω ∈ W 1,rG (B(x,R)), ‖ω‖W 1,rG (B(x,R)) ≤ (1 + Cǫ)R
−1‖v‖W 1,r(ϕ(B(x,R))),
and, with Be(0, t) the euclidean ball in R
n centered at 0 and of radius t,
‖v‖W 1,r(Be(0,(1−ǫ)R)) ≤ (1 + Cǫ)R−1‖ω‖W 1,r(B(x,R)).
We also have:
∀ω ∈ LrG(B(x,R)), ‖ω‖LrG(B(x,R)) ≤ (1 + Cǫ)‖v‖Lr(ϕ(B(x,R))),
and
‖v‖Lr(Be(0,(1−ǫ)R)) ≤ (1 + Cǫ)‖ω‖LrG(B(x,R)).
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Proof.
We have to compare the norms of ω, ∇ω, with the corresponding ones for v := ϕ∗ω in Rn.
By Lemma 3.1 the ǫ-admissible ball B(x,R) trivialises the bundle G hence the image of a section of G in Rn is just
vectors of functions. Precisely v := ϕ∗ω ∈ ϕ(B(x,R))×RN .
We have because (1 − ǫ)δij ≤ gij ≤ (1 + ǫ)δij in B(x,R):
Be(0, (1− ǫ)R) ⊂ ϕ(B(x,R)) ⊂ Be(0, (1 + ǫ)R).
Let ω be a section of G in M. By our assumption (CMT) we have that ∇ω depends on the first order derivatives of
the metric tensor g.
Because of (3.1) we get, with the fact that B(x,R) is (1, ǫ)-admissible, with η := ǫR ,∑
|β|=1
R sup i,j=1,...,n, y∈Bx(R)
∣∣∂βgij(y)∣∣ ≤ ǫ⇒ ∣∣Γkij ∣∣ ≤ Cη.
Hence
∀y ∈ B(x,R), |ω(y)| = |v(z)| , |∇ω(y)| ≤ |∂ω|+ |Φ| ,
where Φ depends on the coefficients of ω and on the first order derivatives of the metric tensor g.
So
|∇ω(y)| ≤ |∂v(z)|+ Cη |v(z)| . (5.7)
Integrating this we get
‖∇ω(y)‖Lr(B(x,R)) ≤ ‖∂v‖Lr(Be(0,(1+ǫ)R)) + Cη‖v‖Lr(Be(0,(1+ǫ)R)).
We also have the reverse estimates
‖∂v‖Lr(Be(0,(1−ǫ)R)) ≤ ‖∇ω‖Lr(B(x,R)) + Cη‖ω‖Lr(B(x,R)).
So, using that
‖ω‖W 1,rG (B(x,R)) = ‖∇ω‖LrG(B(x,R)) + ‖ω‖LrG(B(x,R)),
we get
‖ω‖W 1,rG (B(x,R)) ≤ ‖∂v‖Lr(Be(0,(1+ǫ)R)) + Cη‖v‖Lr(Be(0,(1+ǫ)R)) ≤
≤ (1 + ηC)‖v‖W 1,r(Be(0,(1+ǫ)R)).
Now for R ≤ 1, we get:
1 + Cη = 1 + C
ǫ
R
= R−1(R+ Cǫ) ≤ R−1(1 + Cǫ).
The second part follows the same lines but is easier because there is no derivations.
The proof of the lemma is complete. 
Lemma 5.5. Let x ∈ M and B(x,R) be a (1, ǫ)-admissible ball in the complete riemannian manifold (M, g); we
have, with 1/s = 1/r − 1/n,
∀ω ∈ W 1,rG (B(x,R)), ‖ω‖LsG(B(x,R)) ≤ CR
−2‖ω‖W 1,rG (B(x,R)).
the constant C depending only on n, r and ǫ.
Proof.
Because the image of a section of G in Rn is just vectors of functions by Lemma 3.1, Lemma 5.2 is also true for ϕ∗ω:
‖ϕ∗ω‖Ls(BR) ≤ CR−1 ‖ϕ∗ω‖W 1,r(BR)
so we can apply the second part in the comparison Lemma 5.4:
‖ω‖LsG(B(x,R)) ≤ C‖ϕ
∗ω‖Ls(BR)),
which gives:
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‖ω‖LsG(B(x,R)) ≤ CR
−1 ‖ϕ∗ω‖W 1,r(BR).
Again with the reverse inequalities in the comparison Lemma 5.4:
‖ϕ∗ω‖W 1,r(BR) ≤ CR−1‖ω‖W 1,rG (B(x,R)).
So we get
‖ω‖LsG(B(x,R)) ≤ CR
−2 ‖ω‖W 1,rG (B(x,R).
The constant C is independent of x ∈M and of R. The proof is complete. 
5.3 Local Gaffney type inequality in Lr.
We shall restrict here to the case of the bundle Λp(M) of p-forms on M.
Of course the operator d on p-forms is local and so is d∗ as a first order differential operator on M.
Let B := B(x0, R) be a (1, ǫ)-admissible ball in the complete riemannian manifold (M, g) and (B,ϕ) be a co-
ordinates chart. Let ω be a p-form in M. Let χ be a smooth cut-off function, χ ∈ C10(B), 0 ≤ χ ≤ 1, χ ≡ 1 in
B1 := B(x0, R/2). We consider the p-form χω.
Read in the chart (B,ϕ) with the local coordinates x, we get ω = aJdx
J with J = (j1, ..., jp) is a multi-index of
length p and the functions aJ are in W
1,r(B). We get then that d(χω) = χdaJ ∧ dxJ + aJdχ ∧ dxJ , hence, with
daJ =
∂aJ
∂xj dx
j , we deduce dω = ∂aJ∂xj dx
j ∧ dxJ and d(χω) = χ∂aJ∂xj dxj ∧ dxJ + aJdχ ∧ dxJ .
We shall take the following notation from the book by C. Voisin [Voisin, 2002].
With a local Hodge ∗ operator Λp → Λn−p (locally M is always orientable), i.e. in a coordinates chart U with
ω = aJdx
J ∈ Λp, it is defined as:
∗ω := (−1)σ( J)aJcdxJ
c ∈ Λn−p
with Jc is the complement of J in (1, 2, ..., n) and σ(J) is 0 or 1. We have:
∫
U ω ∧ ω∗ =
∫
U
∑
J, |J|=p |aJ |2dv.
Using the link between the ∗ Hodge operator and the adjoint d∗ of d, (see [Voisin, 2002, Section 5.1.2, p. 118]), we
get: d∗ = (−1)p ∗−1 d∗ on Λp.
Hence here we have:
d∗(χω) = (−1)p(n−p)−n+p−1(∗d(∗(χω))) = LK(∂aJ
∂xj
)dxK + FK(aJ ,
∂χ
∂xj
)dxK ,
where LK is linear in the
∂aJ
∂xj and FK is linear in the aJ and in the
∂χ
∂xj , and |K| = p− 1. Moreover LK , FK have
compact support in B.
Now for the covariant derivative ∇M on M, we have, in our chart (B,ϕ), using (5.7)
|∇M (χω)| ≤ |∂(χω)|+ c ǫ
R
|χω| . (5.8)
On the other hand, in Rn we have |∇Rn(χω)| = |∂(χω)| just because ∇Rn(χω) = ∂(χω).
Now we are in position to apply the following Proposition 4.3 in [Scott, 1995]:
Proposition 5.6. (Gaffney type inequality for Lr)
‖∇Rnω‖rr ≤ C‖dω‖rLr(Rn) + ‖d∗ω‖rLr(Rn)
for ω ∈ C∞0 (Λp(Rn)) and C = C(n, r).
From it, we get in Rn,
‖∂(χω)‖Lr(ϕ(B)) ≤ C(‖d(χω)‖Lr(ϕ(B)) + ‖d∗(χω)‖Lr(ϕ(B))).
So, by (5.8), we get, because χ ≡ 1 in B1:
‖∇Mω‖Lr(B1) ≤ C(‖d(χω)‖Lr(B) + ‖d∗(χω)‖Lr(B)) + cǫR−1‖χω‖Lr(B),
because, by condition (*) in the definition of the ǫ-admissible ball B, we have that the Lebesgue measure in ϕ(B)
and the volume measure on B are equivalent.
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Now, because ‖dχ‖∞ ≤ cR−1 in B:
‖d(χω)‖Lr(B) ≤ ‖dχ‖∞‖ω‖Lr(B) + ‖dω‖Lr(B) ≤ cR−1‖ω‖Lr(B) + ‖dω‖Lr(B),
and the same
‖d∗(χω)‖Lr(B) ≤ cR−1‖ω‖Lr(B) + ‖d∗ω‖Lr(B).
Hence, with new constants c, C depending only on n, r, p, ǫ,
‖∇Mω‖Lr(B1) ≤ C(‖d(ω)‖Lr(B) + ‖d∗(ω)‖Lr(B)) + cR−1‖ω‖Lr(B).
So we proved the corollary of Scott’s Proposition 5.6:
Corollary 5.7. Let B := B(x0, R) be a (1, ǫ)-admissible ball in the complete riemannian manifold (M, g) and set
B1 := B(x0, R/2). Let ω be a p-form in M. We have the local L
r Gaffney’s inequality:
‖∇Mω‖Lr(B1) ≤ C(‖d(ω)‖Lr(B) + ‖d∗(ω)‖Lr(B)) + cR−1‖ω‖Lr(B),
the constants c, C depending only on n, r, p, ǫ.
6 Vitali covering.
Lemma 6.1. Let F be a collection of balls {B(x, r(x))} in a metric space, with ∀B(x, r(x)) ∈ F , 0 < r(x) ≤ R.
There exists a disjoint subcollection G of F with the following properties:
every ball B in F intersects a ball C in G and B ⊂ 5C.
This is a well known lemma, see for instance [Evans and Gariepy, 1992], section 1.5.1.
Fix ǫ > 0 and let ∀x ∈ M, r(x) := Rǫ(x)/10, where Rǫ(x) is the admissible radius at x, we built a Vitali
covering with the collection F := {B(x, r(x))}x∈M . The previous lemma gives a disjoint subcollection G such that
every ball B in F intersects a ball C in G and we have B ⊂ 5C. We set D(ǫ) := {x ∈ M :: B(x, r(x)) ∈ G} and
Cǫ := {B(x, 5r(x)), x ∈ D(ǫ)}: we shall call Cǫ a ǫ-admissible covering of (M, g). We notice that B(x, 5r(x)) =
B(x,Rǫ(x)/2).
Then we have [Amar, 2018b, Proposition 6.12],
Proposition 6.2. Let (M, g) be a riemannian manifold, then the overlap of a ǫ-admissible covering C(ǫ) is less than
T = (1+ǫ)
n/2
(1−ǫ)n/2 (100)
n, i.e.
∀x ∈M, x ∈ B(y, 5r(y)), where B(y, r(y)) ∈ G(ǫ), for at most T such balls.
Moreover we have
∀f ∈ L1(M),
∑
j∈N
∫
B(xj ,r(xj))
|f(x)| dvg(x) ≤ T ‖f‖L1(M).
And its Corollary [Amar, 2018b, Corollary 6.13],
Corollary 6.3. Let (M, g) be a complete riemannian manifold. Consider the covering by the balls {B(x,Rǫ(x)), x ∈
D(ǫ)}. Then the overlap of the associated covering verifies:
T1 ≤ (1 + ǫ)
n/2
(1− ǫ)n/2 (100)
n×2n.
7 Global results.
7.1 Global estimates for sections of G.
Lemma 7.1. We have, for any section f of G with w(x) := R(x)µ and B(x) := B(x,R(x)), with x ∈ D(ǫ) and
R(x) := Rǫ(x), that:
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∀τ ≥ 1, ‖f‖τLτG(M, w) ≃
∑
x∈D(ǫ)
R(x)µ‖f‖τLτG(B(x)).
Proof.
We consider the function |f | . We set w(x) := R(x)µ to get an adapted weight. Let x ∈ D(ǫ), then B(x) :=
B(x,R(x)) ∈ Cǫ.
We have, because Cǫ is a covering of M,
‖f‖τLτ(M,w) :=
∫
M
|f(x)|τ w(x)dv(x) ≤
∑
x∈D(ǫ)
∫
B(x)
|f(y)|τ R(y)µdv(y).
Because we have, by Lemma 2.4, ∀y ∈ B, R(y) ≤ 2R(x), we get∑
x∈D(ǫ)
∫
B(x)
|f(y)|τ R(y)µdv(y) ≤
≤
∑
x∈D(ǫ)
2µR(x)µ
∫
B(x)
|f(y)|τdv(y) ≤ 2µ
∑
x∈D(ǫ)
R(x)µ‖f‖τLτ (B(x)).
Hence we get
‖f‖τLτ(M,w) ≤ 2µ
∑
x∈D(ǫ)
R(x)µ‖f‖τLτ (B).
To get the reverse inequality we still use Lemma 2.4, to have ∀y ∈ B, R(x) ≤ 2R(y) so we get:∑
x∈D(ǫ)
R(x)µ
∫
B(x)
|f(y)|τdv(y) ≤ 2µ
∑
x∈D(ǫ)
∫
B(x)
R(y)µ |f(y)|τdv(y).
Now we use the fact that the overlap of Cǫ is bounded by T,∑
x∈D(ǫ)
∫
B(x)
R(y)µ |f(y)|τdv(y) ≤ 2µT
∫
M
R(y)µ |f(y)|τdv(y) = 2µT ‖f‖τLτ (M,w).
So we get ∑
x∈D(ǫ)
R(x)µ‖f‖Lτ (B)τ ≤ 2µT ‖f‖τLτ (M,w).
The proof is complete. 
Lemma 7.2. Let u ∈W 1,rG (M,w) where w(x) = R(x)γ . We have:∑
B∈Cǫ, j=0,1
R(x)γ
∥∥∇ju∥∥r
LrG(B)
≃ ‖u‖rW 1,rG (M,w)
and ∑
B∈Cǫ
R(x)γ‖u‖rW 1,rG (B) ≃ ‖u‖
r
W 1,rG (M,w)
.
Proof.
We start with u ∈W 1,rG (M,w) where w(x) = R(x)γ . This means:
∀j ∈ N, j ≤ 1,
∫
M
∣∣∇ju(y)∣∣r R(y)γdv(y) ≤ C‖u‖rW 1,rp (M,w).
Take a Vitali ǫ-covering Cǫ of M. Let B := B(x,R(x)) ∈ Cǫ; because u ∈W 1,rG (M,w), we have u ∈ W 1,rG (B,w).
By Lemma 7.1 we have, with f :=
∣∣∇ju∣∣ and τ = r,∫
M
∣∣∇ju(y)∣∣r R(y)γdv(y) ≃ ∑
x∈D(ǫ)
R(x)γ
∥∥∇ju∥∥r
LrG(B(x))
.
13
Hence, adding on j, j ≤ 1, ∑
x∈D(ǫ), j≤1,
R(x)γ
∥∥∇ju∥∥r
LrG(B(x))
≤ C‖u‖rW 1,rG (M,w). (7.9)
Using that ‖u‖W 1,r(B(x,R)) = ‖∇u‖Lr(B(x,R)) + ‖u‖Lr(B(x,R)), we deduce from (7.9):∑
B∈Cǫ
R(x)γ‖u‖rW 1,rG (B) ≤ C‖u‖
r
W 1,rG (M,w)
.
For the converse, because:
‖u‖rW 1,rG (M,w) ≤
1∑
j=0
∫
M
∣∣∇ju(y)∣∣r R(y)γdv(y)
we get again with Lemma 7.1,∫
M
∣∣∇ju(y)∣∣r R(y)γdv(y) ≃ ∑
x∈D(ǫ)
R(x)γ
∥∥∇ju∥∥r
LrG(B(x))
.
Hence
‖u‖rW 1,rG (M,w) ≤
∑
x∈D(ǫ), j=0,1
R(x)γ
∥∥∇ju∥∥r
LrG(B(x))
.
∑
x∈D(ǫ)
R(x)γ‖u‖rW 1,rG (B(x)).
Now from ∑
B∈Cǫ, j=0,1
R(x)γ
∥∥∇ju∥∥r
LrG(B)
≃ ‖u‖rW 1,rG (M,w) (7.10)
the constants underlying ≃ being independent of B, and with:∑
j=0,1
∥∥∇ju∥∥r
LrG(B)
= ‖u‖rW 1,rG (B),
we get ∑
j=0,1
R(x)γ
∥∥∇ju∥∥r
LrG(B)
≃ R(x)γ‖u‖rW 1,rG (B).
So, porting in (7.10), we get∑
B∈Cǫ,
R(x)γ‖u‖rW 1,rG (B) ≃ ‖u‖
r
W 1,rG (M,w)
.
The proof is complete. 
Lemma 7.3. We have:
r ≥ s⇒
∑
j∈N
arj ≤

∑
j∈N
asj


r/s
; r ≤ s⇒
∑
j∈N
arj ≥

∑
j∈N
asj


r/s
.
Proof.
The comparison of the norms of ℓr(N) and ℓs(N) gives the result. 
Lemma 7.4. Let B = B(x,R) be an ǫ-admissible ball in M. We have, for ω ∈ LsG(B) with s ≥ r:
‖ω‖LrG(B)) ≤ c(n, ǫ)R
n
r−ns ‖ω‖LsG(B),
with c depending only on n, ǫ and G.
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Proof.
First suppose that B is in Rn with the Lebesgue measure. Let ω ∈ Ls(B)). Because dv|B| is a probability measure on
B, where |B| is the volume of the ball B and s ≥ r, we get(∫
B
|ω(y)|r dv(y)|B|
)1/r
≤
(∫
B
|ω(y)|s dv(y)|B|
)1/s
,
hence
‖ω‖Lr(B) ≤ |B|
1
r− 1s ‖ω‖Ls(B).
Now back to the manifold, for Bx := B(x,R) a ǫ-admissible ball we get
∀y ∈ Bx, (1− ǫ)n ≤ |detg(y)| ≤ (1 + ǫ)n,
hence we have, comparing the Lebesgue measure in Rn with the volume measure in M,
∀x ∈M, (1− ǫ)n/2νnRn ≤ Vol(B(x, Rǫ(x))) ≤ (1 + ǫ)n/2νnRn,
where νn is the volume of the unit ball in R
n. So, because the ball B trivialises the bundle G by Lemma 3.1, on the
manifold M, we have
‖ω‖LrG(B)) ≤ c(n, ǫ,G)R
n
r−ns ‖ω‖LsG(B)
with c depending only on n, ǫ and G. 
Now we fix x ∈ D(ǫ) hence the ball B := B(x,Rǫ(x)) is fixed. We have, with 1/s = 1/r − 1/n, that W 1,r(B) ⊂
Ls(B), by Lemma 5.3 for functions or by Lemma 5.5 for sections of G with:
∀u ∈W 1,rG (B(x,R)), ‖u‖LsG(B(x,R)) ≤ CR(x)
−2‖u‖W 1,rG (B(x,R)).
So
R(x)2+γ/r‖u‖LsG(B(x,R)) ≤ CR(x)
γ/r‖u‖W 1,rG (B(x,R)). (7.11)
Now the aim is to get the global form of the previous result.
Let w′(x) := R(x)ν with ν := s(2 + γ/r). Using (7.11), raising to the power s and adding, we get:∑
B∈Cǫ
R(x)ν‖u‖sLsG(B) ≤ C
∑
B∈Cǫ
R(x)sγ/r‖u‖sW 1,rG (B(x,R)). (7.12)
Because s ≥ r, the Lemma 7.3 gives:
∑
B∈Cǫ
R(x)sγ/r‖u‖sW 1,r(B(x,R)) ≤
(∑
B∈Cǫ
R(x)γ‖u‖rW 1,r(B(x,R))
)s/r
.
Now we use Lemma 7.2 with w(x) := R(x)γ ,∑
B∈Cǫ
R(x)γ‖u‖rW 1,rG (B) ≃ ‖u‖
r
W 1,rG (M,w)
to get, with Lemma 7.1, with µ = ν := 2s+ sγ/r,
‖u‖sLsG(M,w′) ≃
∑
B∈Cǫ
R(x)ν‖u‖sLsG(B(x,R))
hence, by (7.12),
‖u‖sLsG(M,w′) ≤ C
(∑
B∈Cǫ
R(x)γ‖u‖rW 1,rG (B(x,R))
)s/r
≃ C‖u‖sW 1,rG (M,w).
So we proved the following Sobolev embedding Theorem with weights:
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Theorem 7.5. Let 1/s = 1/r − 1/n > 0. Let u ∈ W 1,rG (M,w) with w(x) := R(x)γ . Then we have u ∈ LsG(M,w′),
with ν := s(2 + γ/r) and w′ := R(x)ν , with the control:
‖u‖LsG(M,w′) ≤ C‖u‖W 1,rG (M,w).
Theorem 7.5 with Proposition 4.2 give:
Theorem 7.6. Let (M, g) be a complete riemannian manifold. Let G := (H, π,M) be a complex smooth adapted
vector bundle over M. Let w(x) := R(x)γ and w′ := R(x)ν with ν := s(2 + γ/r). Then Wm,rG (M,w) is embedded in
W k,sG (M,w
′), with 1s =
1
r − (m−k)n > 0 and:
∀u ∈Wm,rG (M,w), ‖u‖Wk,sG (M,w′) ≤ C‖u‖Wm,rG (M,w).
Remark 7.7. The weights, as function of the ǫ-admissible radius Rǫ(x), do not depend on the fact that we work
with functions or sections of G but the radius itself depends on that fact. The (1, ǫ) admissible radius for the sections
of G is smaller than the (0, ǫ) one for functions.
In [Amar, 2018b, Theorem 6.23, p. 21], we proved, with the bundle Λp(M) of p-forms, the following:
Theorem 7.8. Let M be a complete non compact riemannian manifold of class C2 without boundary. Let
α > 0, r ≥ 2 and k the smallest integer such that, with 1rk = 12 − 2kn , we have rk ≥ r. For any ω ∈ Lr([0, T +
α], Lrp(M,w1)) ∩ Lr([0, T + α], L2p(M)) there is a u ∈ Lr([0, T ],W 2,rp (M,w2)) such that ∂tu+∆u = ω and:
‖∂tu‖Lr([0,T ],Lrp(M,w2)) + ‖u‖Lr([0,T ],W 2,rp (M,w2)) ≤
≤ c1‖ω‖Lr([0,T+α],Lrp(M,w1)) + c2
√
T + α‖ω‖Lr([0,T+α],L2p(M))
where the weights functions are: w1(x) = R(x)
( n
2
−nr+2) and w2(x) = R(x)(3+8k) if we work only with functions and
w2(x) = R(x)
(3+12k) for any p-forms, p ≥ 1.
As a corollary we get, if we are interested in estimates Lr − Ls,
Corollary 7.9. Let M be a complete non compact riemannian manifold of class C2 without boundary. Let α > 0, r ≥
2 and k the smallest integer such that, with 1rk =
1
2 − 2kn , we have rk ≥ r. For any ω ∈ Lr([0, T + α], Lrp(M,w1)) ∩
Lr([0, T + α], L2p(M)) there is a u ∈ Lr([0, T ], Lsp(M,w2)) such that ∂tu+∆u = ω and:
‖∂tu‖Lr([0,T ],Lrp(M,w2)) + ‖u‖Lr([0,T ],Lsp(M,w2)) ≤
≤ c1‖ω‖Lr([0,T+α],Lrp(M,w1)) + c2
√
T + α‖ω‖Lr([0,T+α],L2p(M))
with 1s =
1
r − 2n > 0 and where the weights functions are: w1(x) = R(x)(
n
2
−nr+2) and w2(x) = R(x)s(2+(3+8k)/r) if
we work only with functions and w2(x) = R(x)
s(2+(3+12k)/r) for any p-forms, p ≥ 1.
Proof.
By Theorem 7.6 we have Wm,rG (M,w) ⊂ W k,sG (M,w′), with 1s = 1r − (m−k)n > 0. So we choose m = 2, k = 0 and
w = R(x)(3+12k) which gives w′(x) = R(x)ν with ν = s(2 + (3 + 12k)/r). We get then, again with G = Λp(M):
∀u ∈W 2,rp (M,w), ‖u‖Lsp(M,w′) ≤ C‖u‖W 2,rp (M,w).
If we work with functions, we have ν = s(2 + (3 + 8k)/r).
Putting this in Theorem 7.8, this finishes the proof of the corollary. 
7.2 Global Gaffney type inequality in Lr.
Let B := B(x,R) be a (1, ǫ)-admissible ball in the complete riemannian manifold (M, g) and set B1 := B(x,R/2).
Let ω be a p-form in M. We have the local Lr Gaffney’s inequality by Corollary 5.7:
‖∇Mω‖Lr(B1) ≤ C(‖d(ω)‖Lr(B) + ‖d∗(ω)‖Lr(B)) + cR−1‖ω‖Lr(B),
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the constants c, C depending only on n, r, p, ǫ. Because R ≤ 1, we get, with another constant c:
‖ω‖W 1,r(B1) ≤ ‖∇Mω‖Lr(B1) + ‖ω‖Lr(B1) ≤
≤ C(‖d(ω)‖Lr(B) + ‖d∗(ω)‖Lr(B)) + cR−1‖ω‖Lr(B),
To globalise this, we proceed as above by summing over the balls B and B1. Raising to the power r and adding,
we get ∑
x∈D(ǫ)
‖ω‖rW 1,r(B1) ≤ C
∑
x∈D(ǫ)
(‖d(ω)‖rLr(B) + ‖d∗(ω)‖rLr(B) + cR−r‖ω‖rLr(B))
As above we have
‖ω‖rW 1,r(M) ≤
∑
x∈D(ǫ)
‖ω‖rW 1,r(B1)
and, because the overlap of the covering {B(x,Rǫ(x)), x ∈ D(ǫ)} is bounded by T1 by Corollary 6.3, we get∑
x∈D(ǫ)
(‖d(ω)‖rLr(B) + ‖d∗(ω)‖rLr(B)) ≤ T1(‖d(ω)‖rLr(M) + ‖d∗(ω)‖rLr(M))
and ∑
x∈D(ǫ)
R−rǫ (x)‖ω‖rLr(B(x,Rǫ(x)))) ≤ T1‖ω‖
r
Lr(M,w),
where w(x) is the weight w(x) := R−rǫ (x). So we proved the global Gaffney’s type inequality with weight:
Theorem 7.10. Let (M, g) be a complete riemannian manifold. Let r ≥ 1 and w(x) := R(x)−r. Let ω be a p-form
in M. We have:
‖ω‖W 1,rp (M) ≤ C(‖d(ω)‖Lrp+1(M) + ‖d
∗(ω)‖Lrp−1(M) + ‖ω‖Lrp(M,w)).
So using Theorem 7.6 with γ = 0, m = 1, k = 0, 1s =
1
r − 1n > 0, w′(x) = Rǫ(x)2s, plus Theorem 7.10, we get
Corollary 7.11. Let (M, g) be a complete riemannian manifold. Let r ≥ 1 and w(x) := R(x)−r . Let ω be a p-form
in M. We have:
‖ω‖Lsp(M,w′) ≤ C(‖d(ω)‖Lrp+1(M) + ‖d
∗(ω)‖Lrp−1(M) + ‖ω‖Lrp(M,w))
with 1s =
1
r − 1n > 0, w′(x) = Rǫ(x)2s.
This corollary is a kind of N. Lohoué’s result [Lohoué, 1985] with weights and without any geometric conditions
on the riemannian manifold (M, g).
8 Applications.
We shall give some examples where we have classical estimates using that ∀x ∈M, Rǫ(x) ≥ δ, via [Hebey and Herzlich, 1997,
Corollary, p. 7] (see also Theorem 1.3 in the book by Hebey [Hebey, 1996]).
We have:
Corollary 8.1. Let (M, g) be a complete riemannian manifold. If the injectivity radius verifies rinj(x) ≥ i > 0 and
the Ricci curvature verifies Rc(M,g)(x) ≥ λgx for some λ ∈ R and all x ∈ M, then there exists a positive constant
δ > 0, depending only on n, ǫ, λ, α, i such that for any x ∈M, rH(1 + ǫ, 0, α)(x) ≥ δ.
Hence R0,ǫ(x) ≥ δ all x ∈M.
If we have
∣∣Rc(M,g)(x)∣∣ ≤ C for all x ∈M, then there exists a positive constant δ > 0, depending only on n, ǫ, C, α, i
and c, such that for any x ∈M, rH(1 + ǫ, 1, α)(x) ≥ δ.
Hence R1,ǫ(x) ≥ δ all x ∈M.
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Proof.
The Theorem of Hebey and Herzlich gives that, under these hypotheses, for any α ∈ (0, 1) that ∀x ∈ M, rH(1 +
ǫ, 0, α)(x) ≥ δ.
Now recall that rH(1 + ǫ, 0, α)(x) is the sup of S such that, in an harmonic coordinates patch,
1) (1 − ǫ)δij ≤ gij ≤ (1 + ǫ)δij in B(x, S) as bilinear forms,
2) Sα(x) sup i,j=1,...,n, y 6=z∈B(x,S)
∣∣∣gij(y)−gij(z)dg(y,z)α
∣∣∣ ≤ ǫ.
So when we take the sup for R0,ǫ(x) on any smooth coordinates patch we get rH(1 + ǫ, 0, α)(x) ≤ R0,ǫ(x).
The same way we get rH(1 + ǫ, 1, α)(x) ≤ R1,ǫ(x).
The proof is complete. 
As a corollary we retrieve Corollary 3.19, p. 38, in [Hebey, 1996]:
Corollary 8.2. Let (M, g) be a complete riemannian manifold. If we have the injectivity radius bounded below and
the Ricci curvature verifying Rc(x) ≥ λgx for some λ ∈ R and all x ∈M then the Sobolev embeddings for functions
are valid in (M, g).
Remark 8.3. Because the proof of the Theorem of Hebey and Herzlich does not use the Theorem of Varopoulos, we
get here a different proof of Corollary 8.2.
We get also a Sobolev embedding for sections of G.
Corollary 8.4. Let (M, g) be a complete riemannian manifold. Let G := (H, π,M) be a complex Cm adapted vector
bundle over M. If M has 0-order weak bounded geometry, then the "classical" Sobolev embeddings for sections of G
are valid in (M, g).
As already said in the introduction, this improves a very well known Theorem by M. Cantor [Cantor, 1974]. Also
our proof is completely different.
We also have a global Gaffney’s type inequality:
Corollary 8.5. Let (M, g) be a complete riemannian manifold with a 0-order weak bounded geometry, then the global
Gaffney’s type inequality in Lr is valid:
‖ω‖W 1,rp (M) ≤ C(‖d(ω)‖Lrp+1(M) + ‖d
∗(ω)‖Lrp−1(M) + ‖ω‖Lrp(M)).
Also Corollary 7.11 take the form:
Corollary 8.6. Let (M, g) be a complete riemannian manifold with a 0-order weak bounded geometry. Let r ≥ 1and
let ω be a p-form in M. We have:
‖ω‖Lsp(M) ≤ C(‖d(ω)‖Lrp+1(M) + ‖d
∗(ω)‖Lrp−1(M) + ‖ω‖Lrp(M))
with 1s =
1
r − 1n > 0.
N. Lohoué [Lohoué, 1985] proved the same result under the stronger hypothesis that (M, g) has a 2-order bounded
geometry plus some other hypotheses on the laplacian and the range of r.
8.1 Weak bounded geometry
The Corollary 8.1 gives, in particular, that if (M, g) has a 0-order weak bounded geometry, then we get that
∀x ∈M, R(1,ǫ)(x) ≥ δ. Hence we get the improved classical Sobolev embedding Theorems:
Theorem 8.7. Let (M, g) be a complete riemannian manifold. Let G := (H, π,M) be a complex smooth adapted
vector bundle overM. Suppose (M, g) has a 0-order weak bounded geometry. Let 0 ≤ k < m and 1/s = 1/r−(m−k)/n.
Let u ∈Wm,rG (M). Then we have u ∈ W k,sG (M) with the control:
‖u‖sWk,sG (M) ≤ C‖u‖
r
Wm,rG (M)
.
We shall give some examples of such a situation.
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8.2 Examples of manifolds of bounded geometry.
These examples are precisely taken from [Eldering, 2012, p. 40], where there is more explanations.
• Euclidean space with the standard metric trivially has bounded geometry.
• A smooth, compact Riemannian manifold M has bounded geometry as well; both the injectivity radius and the
curvature including derivatives are continuous functions, so these attain their finite minima and maxima, respectively,
on M. If M ∈ Cm+2, then it has bounded geometry of order m.
• Non compact, smooth Riemannian manifolds that possess a transitive group of isomorphisms (such as the
hyperbolic spaces Hn) have m-order bounded geometry since the finite injectivity radius and curvature estimates at
any single point translate to a uniform estimate for all points under isomorphisms.
More manifolds of bounded geometry can be constructed with these basic building blocks in the following ways.
• The product of a finite number of manifolds of bounded geometry again has bounded geometry, since the direct
sum structure of the metric is inherited by the exponential map and curvature.
• If we take a finite connected sum of manifolds with bounded geometry such that the gluing modifications are
smooth and contained in a compact set, then the resulting manifold has bounded geometry again.
8.3 Compact riemannian manifold with smooth boundary.
We have seen that a compact riemannian manifold of class C2 without boundary has a 0-order bounded geometry,
so the Sobolev embeddings are valid on it. We shall deduce that they are also valid in the case of a compact
riemannian manifold with a C∞ smooth boundary. But first we have, using that a compact riemannian manifold has
0-order bounded geometry:
Corollary 8.8. Let (M, g) be a compact riemannian manifold without boundary. Let G := (H, π,M) be an adapted
complex smooth vector bundle over M.
Then the Sobolev embeddings for sections of G are valid in (M, g). Precisely we have: Wm,rG (M) is embedded in
W k,sG (M), with
1
s =
1
r − (m−k)n > 0 and:
∀u ∈Wm,rG (M), ‖u‖Wk,sG (M) ≤ C‖u‖Wm,rG (M).
Now let M be a C∞ smooth connected compact riemannian manifold with a C∞ smooth boundary ∂M. We want
to show how the results in case of a compact boundary-less manifold apply to this case.
A classical way to get rid of an "annoying boundary" of a manifold is to use its "double". For instance:
Duff [Duff, 1952], Hörmander [Hörmander, 1994, p. 257].
Here we copy the following construction from [Guneysu and Pigola, 2015, Appendix B].
The "Riemannian double" Γ := Γ(M) of M, obtained by gluing two copies, M and M2, of M along ∂M, is a
compact Riemannian manifold without boundary. Moreover, by its very construction, it is always possible to assume
that Γ contains an isometric copy of the original manifold M. We shall also write M for this isometric copy to ease
notation.
We take u ∈ Wm,rG (M) and we want to show that u ∈W k,sG (M), with 1s = 1r − (m−k)n > 0.
We shall suppose that G extends smoothly to Γ, i.e. the connexion is smooth and still is a metric connexion on Γ,
and the scalar product also is smooth in Γ. For instance this is the case if G = Λp(M), the bundle of p-forms in M.
The Seeley Theorem [Seeley, 1964] in the version of Lions [Lions, 1964], tells us that any function f ∈ Wm,r(M)
can be extended to Γ as f˜ ∈ Wm,r(Γ). By use of a finite covering of M by balls B(x,R(x)) with center x ∈ M and
trivializing the bundle G, and an associated partition of unity, this result of Seeley can be made valid to a section
u ∈Wm,rG (M). So we have an extension u˜ ∈Wm,rG (Γ).
Using Corollary 8.8 we get that u˜ ∈W k,sG (Γ), with 1s = 1r − (m−k)n > 0 and:
∀u˜ ∈Wm,rG (Γ), ‖u˜‖Wk,sG (Γ) ≤ C‖u˜‖Wm,rG (Γ).
Hence, restricting u˜ to M we get, a fortiori, u ∈W k,sG (M), and:
∀u ∈Wm,rG (M), ‖u‖Wk,sG (M) ≤ C‖u‖Wm,rG (M).
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So we proved:
Theorem 8.9. Let (M, g) be a compact riemannian manifold with a smooth boundary. Let G := (H, π,M) be
a complex vector bundle over M, which admit a smooth adapted extension to a "double" manifold Γ. Then the
Sobolev embeddings for sections of G are valid in (M, g). Precisely we have: Wm,rG (M) is embedded in W
k,s
G (M), with
1
s =
1
r − (m−k)n > 0 and:
∀u ∈Wm,rG (M), ‖u‖Wk,sG (M) ≤ C‖u‖Wm,rG (M).
8.4 Hyperbolic manifolds.
These are manifolds such that the sectional curvature KM is constantly −1. For them we have first that the Ricci
curvature is bounded.
Lemma 8.10. Let (M, g) be a complete Riemannian manifold such that H ≤ KM ≤ K for constants H,K ∈ R.
Then we have that ‖Rc‖∞ ≤ max(|H | , |K|).
Proof.
Take a tangent vector v ∈ TxM, with |v| = 1, we obtain the Ricci curvature Rc of v at x by extending v = vn to an
orthonormal basis v1, ..., vn. Then we compute the Ricci curvature along v:
Rcx(v) =
1
n− 1
n−1∑
j=1
〈Rx(v, vj)v, vj〉.
where R denotes the Riemannian curvature tensor. On the other hand, the sectional curvature KM,x(v, vj) for j < n
is given by (remember the vj are orthonormal):
KM,x(v, vj) = 〈Rx(v, vj)v, vj〉
So we get
Rcx(v) =
1
n− 1
n−1∑
j=1
〈Rx(v, vj)v, vj〉 = 1
n− 1
n−1∑
j=1
KM,x(v, vj)
hence H ≤ Rcx(v) ≤ K ⇒ |Rcx| ≤ max(|H | , |K|).
To get estimates on the Ricci tensor Rc(M,g)(x)(u, v), we notice that Rcx(v) = Rc(M,g)(x)(v, v) and we get the
estimates by polarisation. 
To get that the injectivity radius rinj(x) is bounded below we shall use a Theorem by Cheeger, Gromov and
Taylor [Cheeger et al., 1982]:
Theorem 8.11. Let (M, g) be a complete Riemannian manifold such that KM ≤ K for constants K ∈ R. Let
0 < r < π
4
√
K
if K > 0 and r ∈ (0,∞) if K ≤ 0. Then the injectivity radius rinj(x) at x satisfies
rinj(x) ≥ r Vol(BM (x, r))
Vol(BM (x, r)) + Vol(BTxM (0, 2r))
,
where BTxM (0, 2r)) denotes the volume of the ball of radius 2r in TxM, where both the volume and the distance
function are defined using the metric g∗ := exp∗p g i.e. the pull-back of the metric g to TxM via the exponential map.
This Theorem leads to the definition:
Definition 8.12. Let (M, g) be a Riemannian manifold. We shall say that it has the lifted doubling property if
we have:
(LDP ) ∃β, γ > 0 :: ∀x ∈M, ∃r ≥ β, Vol(BTxM (0, 2r)) ≤ γVol(BM (x, r)),
where BTxM (0, 2r)) denotes the volume of the ball of radius 2r in TxM, and both the volume and the distance function
are defined on TxM using the metric g
∗ := exp∗p g i.e. the pull-back of the metric g to TxM via the exponential map.
Hence we get:
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Corollary 8.13. Let (M, g) be a complete Riemannian manifold such that KM ≤ K for a constant K ∈ R. For
instance an hyperbolic manifold. Suppose moreover that (M, g), has the lifted doubling property. Then:
∀x ∈M, rinj(x) ≥ β
1 + γ
.
Proof.
By the (LDP) we get, for a r ≥ β,
Vol(BTxM (0, 2r)) ≤ γVol(BM (x, r)).
We apply Theorem 8.11 of Cheeger, Gromov and Taylor to get
rinj(x) ≥ r Vol(BM (x, r))
Vol(BM (x, r)) + Vol(BTxM (0, 2r))
.
So
Vol(BM (x, r))
Vol(BM (x, r)) + Vol(BTxM (0, 2r))
≥ 1
1 + γ
hence, because r ≥ β, we get the result. 
So finally we get
Corollary 8.14. Let (M, g) be a complete Riemannian manifold such that H ≤ KM ≤ K for constants H,K ∈ R,
where KM is the sectional curvature of M. Let G := (H, π,M) be an adapted complex smooth vector bundle over M.
Suppose moreover that (M, g) has the lifted doubling property. Then ∃δ > 0, ∀x ∈M, R1,ǫ(x) ≥ δ.
This implies that the Sobolev embeddings are valid for sections of G in that case.
Proof.
Because the Lemma 8.10 gives that the Ricci curvature is bounded. The Corollary 8.13 gives ∀x ∈M, rinj(x) ≥ β1+γ .
So the Corollary 8.1 completes the proof. 
Remark 8.15. In the case the hyperbolic manifold (M, g) is simply connected, then by the Hadamard Theo-
rem [do Carmo, 1993, Theorem 3.1, p. 149], we get that the injectivity radius is ∞, so we have also the classical
embedding Theorems in this case, even for sections of G.
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