Aiming at the counterintuitive phenomena of the Dempster-Shafer method in combining the highly conflictive evidences, a combination method of evidences based on the clustering analysis is proposed in this paper. At first, the cause of conflicts is disclosed from the point of view of the internal and external contradiction. And then, a new similarity measure based on it is proposed by comprehensively considering the Pignistic distance and the sequence according to the size of the basic belief assignments over focal elements. This measure is used to calculate the commonality function of evidences to amend the evidence sources; Meanwhile, the Iterative Self-organizing Data Analysis Techniques Algorithm (ISODATA) method based on the new measure is used for clustering according to the clustering characters of the original evidences. The Dempster rule is applied to combining all the evidences in each clustering into an evidential representative, and the reliability is calculated based on the commonality and the occurrence frequency of the evidences in the clustering. At last, Murphy's method is used to combine these evidential representatives of the different clusterings. The experimental results through a series of numeric examples show that the method proposed in this paper is more effective and superior to others. C 2015 Wiley Periodicals, Inc.
INTRODUCTION
Dempster-Shafer theory (DST) is a kind of information processing method first proposed by Dempster in 1967, which can solve the problem of multivalued mapping. Then it was extended by Shafer in 1976. 1 Because it is capable of dealing with uncertainty and has shown excellent performances in the practical engineering, in recent years it has been widely used in many fields, such as uncertainty reasoning, multisensor information fusion, pattern recognition, image processing, fault diagnosis, robot, multiobjective decision, etc. In DST, the basic belief assignments (BBAs) are updated by Dempster's combination rule, which is one of the core foundation of DST. Although its form is relatively simple and suitable for machine implementation, the combinational results might appear the counterintuitive phenomenon in the process of normalization of combination. Since Zadeh 2 noticed this issue, it had attracted widespread attention in this field. From the point of view of philosophy, Haenni 3 gave an analytical result: He used the method on the model and obtained an irrational conclusion . So many experts and scholars analyzed and improved DST via the model and method, respectively. And there are also a few people who simultaneously amend the model and method, but most of the studies are carried out on the basis of the complete discernment framework.
Generally speaking, there are two ways of combination in DST: One is the synchronous combination, the other is the sequential combination. For the first one, suppose that evidential sources and constraints are already known, they can be One-time merged in parallel, and the final decision result is obtained. Because of the one-step process in combining all evidences without the ambiguity of the fusion sequence, the final result is optimal and unique; For the second one, suppose evidential sources and their constraints are serially given, and be combined in turn, a decision result is obtained for every time. Because of the degree of similarity (or degree of conflict) between the different evidential sources fed according to the different sequence of combination and the previous combinational result, the final result is usually suboptimal and not unique.
Based on the past researches, by considering the case of the synchronous combination, we analyzed the cause of conflict of evidence under the complex conditions. A synchronous amendment to the model and the method was made in this paper, and a distributive evidence reasoning method was proposed. Its novelty lies in considering the drawback of the past description of the distance between the evidences. That is to say, up to now, all the distances were defined according to the corresponding focal elements between two sources of evidence, and the sequence of the size of the assignments of focal elements about the evidence itself was not considered. The sequence might also lead to conflict, which is referred to as "self-conflict or self-contradiction." According to the similarity constraints among evidential sources, the ISODATA (Iterative Self organizing Data Analysis Techniques Algorithm) 4 is used to cluster all the evidences. After that, the commonality and the occurrence frequency of evidences in the inner class are integrated to use for computing the reliability of the representative of evidences. The different methods of combination are used to combine the inner class and interclass evidences.
DST AND ITS CONFLICT ANALYSIS

Under the Same Discernment Framework
respectively, defined as
(1)
If m i (·), i = 1, 2, . . . , n are n independent BBAs under the same discernment framework, then the combination rule of Dempster is m (A) = 
Under the Different Discernment Framework
Suppose there are n different discernment frameworks, i.e., 1 , 2 , . . . , n , their power set spaces are 2 1 , 2 2 , . . . , 2 n , respectively, then, the original evidences can be expressed as 
. . .
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. Therefore, the combination rule of Dempster under n different discernment frameworks can be expressed as
Here, κ = One patient sees two different doctors, and they think that the patient might get one of the three disease, i.e.,meningitis (M), concussion (C), and cerebral tumor (T ). Therefore, the discernment frame is set to be {M, C, T }. And then, the diagnosis results of the two doctors can be, respectively, given as follows:
As shown in the above example, both of them think that the patient has the least possibility of having the cerebral tumor, while he has the higher possibility of having the other two diseases. Therefore, the combinational result is obtained according to Dempster's rule (3): m 1,2 (M) = 0, m 1,2 (C) = 0, m 1,2 (T ) = 1. This result means that the possibility of having tumor is 100%, which is a counterintuitive phenomenon, because both doctors think the low possibility of having the cerebral tumor. It is noted that the diagnosis of the other two diseases is fully conflictive. This is an extreme example of conflicting evidences, which reflects the conflictive problems caused by the Dempster's combination rule when dealing with the highly conflictive evidences.
Example 2. 
Both doctors are fully sure the patient has the meningitis at the same time. According to the definition of the conflict factor κ, here κ = 0, which means there is no conflict between them.
(c) Two opposite evidences given:
As shown in this example, one doctor is fully sure that the patient has the cerebral tumor, whereas the other is fully sure that the patient has the meningitis. There is not any intersection set between them, so that κ = 1, which means that the two original evidences are totally conflictive.
For (b) and (c), both of them accord with the intuition, However, for (a), there still exist conflicts between the two same evidences, which does not accord with the intuition.
Here we analyze the cause of conflicts: Three key factors are given by Martin and Osswald in Ref. 5 , i.e. the unreliable source of information (like sensor), the unreliable evidences (problems in producing the BBA), and the incomplete discernment framework. However, the cause of conflict in Example 2 has not been revealed quite well from the point of view of Martin and Osswald; the root cause lies in the uncertainty of the evidence itself, which might result in the contradiction and conflict.
Therefore, before combining the highly conflictive evidences by using the classic Dempster combination rule, it is necessary to pay high attention to the cause of the conflict, the degree of the conflict, and the way to reduce the conflict. Since Haenni 3 proposed the guideline of the improvement of the Dempster combination rule, many specialists and scholars have improved the DST through the models and methods, respectively. And there were also a few of people to improve the DST from the two aspects at the same time, but most of them were based on the complete framework of discernment.
(a) Improvements in the Methods:
Lefevre et al. 6 believed that the conflict was also a kind of useful information. If the conflict was completely abandoned, this would inevitably lead to the loss of information. So the conflict could be integrated weightedly into the combination rule of unified belief functions. However, Yager's 7 suggestion was contrary to Lefevreet et al.. He believed that all conflicts could not provide any useful information and might be assigned to the unknown item m( ). Martin and Osswald 5 proposed a mixed evidence combination method called discount proportional conflict redistribution by considering the global and partial allocation of conflicts. That is, on the basis of the proportional conflict redistribution, they applied the discounting procedure method to allocate one part of the conflict to some unknown items. Liu 8 considered the causes of conflictive evidence were related not only to the conflict factor k but also to the Pignistic probability distance, which weigh together the conflict degree between the evidence bodies. According to the values of two factors, which results in the conflict, he discussed the classification of conflicts. Wang et al. 9 proposed a new method to combine the conflictive evidences on the basis of Ref. 8 . When the conflict is small between two evidences, the combinational result is close to that of DST. When the conflict is greater between the evidences, Wang et al.'s result is more reasonable than that of DST. Deng and co-workers 10 studied the variables characterizing the conflict of evidence and proposed a new correlation coefficient to represent the variables of conflict between evidences based on the partial entropy and mixing entropy, which can quantitatively express the conflict between the evidences. When it is close to 1, the conflict between the evidences is very small, and when close to 0 the conflict is very great. Quan et al. 11 studied from the perspective of selecting the effective parameter to measure the conflict and proposed a new partial conflict redistribution rule. He and Hu 12 proposed a modified Dempster-Shafer (D-S) evidential combination strategy to solve the problem of the integration of conflictive evidences, which has good convergence and reliability. Yang and Xu 13 established an unified evidential reasoning (ER) rule to handle multiple independent sources of evidence and proved that when each source of evidence is completely reliable, the Dempster rule is a special case of ER rules. (b) Improvements in the model: Smets 14 analyzed the nature of the evidence combination and proposed the transferable belief model (TBM) based on the nonprobabilistic model. Through a deep comparison with Dempster's model based on probability model, the range of application of the normalized and conjunctive operations was analyzed. Smets pointed out that the existence of a conflict in TBM was not a real problem; a number of fundamental issues of combination of conflictive evidences were further clarified by comparing the different methods to eliminate the conflicts. Han et al. 15 proposed a sequential combination method of weighted evidence based on the evidence variance aiming at the combination of conflictive evidences. First, the definition of evidence variance was given based on the Jousselme distance. For every combinational step, according to the weight produced by the past sequential variance of combination result of all previous evidences and the current sequential variance when the new evidence joins in, the current evidence and last combinational result were amended. After that, they were combined through Dempster's rule. This method must satisfy the premise of sequential combination before its application. Huand colleagues 16 proposed a representation model of the conflict coefficient according to the fact that the conflict factor in the classical theory of evidence cannot reasonably measure the degree of conflict between the evidences and concluded the causes of conflict. Dezert and Smarandache 17 in 2003 proposed Dezert-Smarandache theory based on DS evidence theory and Bayesian probability theory. In its framework, was justly considered n complete propositions containing {θ 1 , θ 2 , . . . , θ n }. Its superpower set space is built on the lattice model D of Dedekind. There are not any other constraints (mutually exclusive or nonexistence of constraints) between the propositions. Xionget al. 18 on the basis of the distance between the focal elements of the evidence computed the support of every evidence. After a weighted average of all the evidence supports, they obtained a "reference evidence," justifying and amending these initial evidences according to it. And then, combined them with Dempster's rule.
(c) Simultaneous amendment in the model and method:
Lu and Qin 19 proposed a method to revise the combinational rules and evidential sources simultaneously and also proposed a general framework for the combination of evidences. Under this framework, first, the two grades of reliability of the evidential sources were processed and then these evidential sources are combined. Finally, the conflict factor is assigned to each focal element according to the weights based on Pignistic probability distance, and a reasonable result of amendment was achieved. Li and Guo 20 proposed a new combinational method based on the credibility of evidence. While the conflict of evidence was assigned, the evidential model was amended. Aiming at the problem of the combination operation "and" for consistent evidences and the proportional assignments of evidence conflict to different proposition, the credibility of every evidence was effectively utilized. Wang et al. 21 proposed a hybrid combination of evidence based on the fuzzy clustering analysis. The method utilizes Pignistic probability distance to construct the fuzzy similar matrix and the validity index of evidence clustering. The transitive closure is used to cluster evidences and compute the credibility. After the amendment of the evidences, they in the same clustering are combined by using the D-S rule, and they in different clustering are combined by using the unified belief function combination method. Quanet al. 22 gave the definition of attribute support of evidence, the classification threshold, and the credibility of the evidence and classified the evidence to ensure the evidence in the same category with good consistency. On the basis of subtriangular norm operator and discount factor analysis, Wangand co-workers 23 used the average distance based on the evidence triangular norm operator and the conflict factor to classify evidences into three categories, i.e. the credible, nonconflictive, and conflictive evidences and assigned the discount factor 1 to the credible and nonconflictive evidences. And then, they defined the evidential weights according to distance between evidences and got the amended evidence body by combining conflictive evidences according to the weights, to reduce the conflict of evidences and finally complete the combination by using the Dempster rule.
In summary, whatever the amendment of the rules or the model, even if on some special occasions, some effects to combine highly conflictive evidences are achieved. Generally speaking, it is still difficult to solve the problem of conflict combination using the Dempster rule. The strategy of simultaneous amendment of both rules and model to solve this kind of problem has more advantages. However, the current method of classification and clustering of conflictive evidences and amendment of combination rules always has more or less problems, for example, the distance measure between conflictive evidences, clustering analysis and evaluation, the intelligent regulation for weights, and the factors that affect the reliability calculation and so on.
EVIDENCE SIMILARITY CHARACTERIZATION
The conflict of evidence may be reflected in the distance between two evidences. It is not a new topic to measure the distance between evidences; there are many experts and scholars engaged in this research field. [24] [25] [26] Currently, these distances, i.e., Pignistic distance, 8, 27 cosine distance, and Jousselme distance 25 are widely applied. But they justly depend on the corresponding focal elements (or the relevant focal element set) between two sources of evidence to describe and characterize without considering the order of size of the assignment of each focal element in an evidence, which might lead to"self-conflict or self-contradiction." To consider the conflict produced by evidence itself, here a new evidence similarity measure is defined between two evidential sources according to the order of size of the assignment. Prior to this, to give this new similarity measure, first we define the order correlation coefficient between two sets of data. 
As we know, if there is a similarity function Sim(m i , m j ), which is the characterization of distance between any two evidence sources, then the following three basic conditions must be satisfied:
So it may prove that Sim seq (m i , m j ) is a similarity measure function, which as follows.
Proof.
(1) Symmetry:
, which has been proved in the literature, 28 
Similarly, it is easy to prove that Sim seq (m X , m Y ) is a similarity measure function.
To consider the influence of the distance of evidence, here based on the Pignistic distance (or the similarity measure), the similarity measure is improved further by considering the BBAs' sequence. At first, we will introduce the Pignistic probability distance in the following Definitions 4 and 5.
DEFINITION 4.
27 Let m be the BBA on the discernment framework , and A, B ⊆ , and satisfies 
Obviously, 0 ≤ DifBetP
means, the larger Pignistic probability distance between two pieces of evidences is, the greater their difference is, the less their similarity is, and vice versa.
Then, the improved similarity measure is
Here it is easy to prove that the improved measure function Sim(m i , m j ) is still a similarity measure function; this is because the product between two similarity measure functions still meets the definition of similarity measure function.
The Inconsistent Focal Elements between Two Evidences
Suppose that there are two discernment frameworks 1 (10), the similarity measure between the two sources of evidence will be solved.
Disjunctive Focal Elements
Suppose there are two independent evidences
According to Equation 8 , we can obtain the Pignistic probabilities of all subpropositions in the different , i.e.,Bet 
THE AMENDMENT OF EVIDENTIAL SOURCES
Suppose that there are n independent evidence sources, according to the similarity measure function (10), the similarity measure matrix C n×n is obtained as follows:
sim 12 sim 13 · · · sim 1n sim 21 1
Note that here the elements in matrix (11), i.e., Sim ij = Sim(m i , m j ) meets Sim ij = Sim ji . So the similarity measure matrix C n×n is a symmetric matrix.
For each evidential source, there are the degrees supported by other evidences. As we know, the high similarity between the two evidence sources shows that a high degree of mutual support between evidence sources. So, according to C n×n , the commonality of evidence body Crd(m i ) is computed as follows:
Here, Sup(m i ) = n j=1,j =i Sim(m i , m j ), i = 1, . . . , n. According to the commonality of evidence, the initial source of evidence is amended as follows:
THE CLUSTERING AND COMBINATION OF EVIDENCES
In the synchronous combination, evidences own the characters of clustering. That is to say, evidences with similar opinions are near with each other, their distances between them (conflict) are small, and they are easy to be clustered into one group. On the contrary, evidences with the conflicting opinions are far with each other, their distances (conflicts) are large, and they are not easy to be clustered into one group. If these evidences can be clustered into a class of evidence, the classical Dempster rule can be used directly, because their conflicts between them are small, so that the defects of the Dempster rule are not very prominent. But if the conflict between the clusterings is large, it is not fit to use the classical Dempster rules directly. In this case, the Dempster rule needs to be improved further.
Evidence Clustering with ISODATA
The ISODATA clustering method is a dynamic and unsupervised-learning clustering algorithm widely used, which is in use of combining and splitting mechanism. The final clustering results are obtained 4 by the unceasing iteration. When the distances are calculated in the classical ISODATA algorithm, i.e., the distance between the samples and the clustering center and the distance between the clustering centers, all use the Euclidean distance. However, when the evidences are clustered, the correlation of basic belief assignments within the evidence is also considered. So according to (10) , the distance between the evidences is defined as follows:
Then, replace the Euclidean distance in the classic ISODATA with the new one in (14) , the clustering steps are introduced as follows:
Suppose that each evidence contains υ focal elements, the center of evidences for each category of sources is M k , which is determined by the average of all evidences N k (the number of evidential sources) in each clustering. The initial parameters are set as follows: the expected number of categories k, the standard deviation limitation θ s for the same category of evidential sources, and the minimum distance limitation θ c for all clustering centers.
Note that if the kernel spaces between two sources are different, or the disjunctive focal elements are involved, we may replace the basic probability m(·) with the Pignistic probability Bet P .
Step 1: Assign n evidential sources to the nearest clustering center M k , which can be revised as follows:
Step 2: If the iteration is not completed, then determine whether to split in step 3 or merge in step 4 through the number of the existing clustering centers and iterations. If the iteration is completed, go to step 4 directly.
Step 3: Calculating the standard deviation vector of the distance among evidences in each cluster.
Herein each component of the vector is
where k is the kth clustering of evidence with the center M k and the number of evidences in clustering k is N k . If the largest component of the ith class is greater than the standard deviation upper limitation θ s of the same category of evidential sources and meets the condition of the splitting, and then, split the ith class and returns step 1. If the condition is not satisfied, then go to step 4.
Step 4: To calculate the distances among all the clustering centers
Let these D ij which is less than the lower limitation θ c sort in an ascending order, namely
and merge any two clustering centers M i k and M j k , which are related to D i k j k in D ij .
Step 5: Justify whether the iteration is completed. If the iteration is not completed, then return step 1, otherwise the clustering is over. The flow chart is shown in Figure 1 . 
The Validity of Clustering
To ensure the validity of clustering, it is very important to give an effective evaluation criterion.
Suppose n initial evidences are divided into class c, there are n j evidences in class j . The clustering criterion function, i.e., the square sum of error J c is defined as The criterion function of sum of among class distances is defined as
where m ij is the evidence i of the class j ,m j is the mean of all evidences in class j , namelym
m is the mean of all the samples, namelȳ
J c represents the overall error square sum when n evidences are divided into c classes. The smaller it is, the better it is. J b represents the sum of among class distance. The bigger it is, the better it is.
The two indicators, i.e. 
The Reliability of Clustering
After n initial evidences are divided into c categories, to calculate the reliability of each category of evidences, a new method to compute reliability is proposed here. That is to say, the commonality Crd of each evidence and the occurrence frequency (the ratio between the number of evidences in this category and the number of all evidences) of each category of evidences are considered. Where, the larger the commonality Crd of each evidence in one category is, or the more the evidences are involved, the higher the reliability of the category is. Vice versa. The reliability of clustering weight is defined as follows:
According to γ j , use the following formula (25) to calculate the reliability of the j th category of evidences:
where i, j = 1, 2, . . . , c, β is the parameter of the negative exponent function. The reliability of clustering will be different according to the different value of β. The value of β is selected according to the experience. Note that β = −5 in the examples of this paper.
Combination of Evidences
Suppose there are n discernment frameworks, i.e., 1 , 2 , . . . , n , m i , i = 1, 2, . . . , n are their basic belief assignments of n evidential sources. First, the evidences are preprocessed and the model m i , i = 1, 2, · · · , n are obtained. Second, these evidences are clustered (here suppose the number of clustering is c). As we know, the evidences in one category are relatively similar and have less conflict whereas the evidences in different categories have high conflicts. All evidences in each category are combined according to Dempster rule (3) or (4) (called inner class combination). Therefore, we can obtain c centers of categories, m j , j = 1, 2, . . . , c, which are called evidential representative. Generally speaking, the evidential representatives have high conflicts, if we directly use the Dempster rule to combine them again; the disadvantage of the Dempster rule in dealing with high conflict becomes very prominent. To overcome the issue, the Murphy method 32 is used to combine these evidential representatives m j , j = 1, 2, . . . , c, which only amends the evidential model without changing the Dempster combination rule. That is to say, after the basic belief assignments of all evidences are averaged, and the mean evidence is combined with itself for n − 1 times according to the Dempster rule.
In this paper, the steps of the combination for the evidential representatives are listed as follows: In short, the flow chart of evidential combination is shown in Figure 2 , the main steps are given as follows:
Step 
EXPERIMENT
To testify the advantage of our method, three numerical examples (there is one conflictive source, one conflictive and neutral sources, two conflictive sources) are given in this paper to compare with other methods.
One Conflictive Evidence Involved
Example 4. To validate the effectiveness of the proposed method for a one conflictive evidence involved, two to six evidences are used, respectively, for combination in an ascending order. Our method is compared with other methods, i.e., D-S method, Yager method, Dong Wang method, Lianfeng Wang method, and so on. number, the upper limitation of standard deviation is 0.05, and the lower limitation of minimum distance is 0.05. All the evidential sources are divided into two categories, i.e., m 3 is regarded separately as a category, the others are regarded as a category. As shown in Table II , the results from D-S and Yager methods suddenly become 0, when the evidence m 3 appears, and then the result always keeps 0. Obviously, it is an excessive reaction with the "one ticket veto" phenomenon. Therefore, D-S and Yager methods are not suitable for combining high conflictive evidences. The Sun Quan method also overreacts on conflicts, which has the same disadvantage as D-S and Yager methods. The combinational result of six evidential sources is unsatisfactory even if the rest evidential sources are true (positive), and the convergence speed is very slow. The Lu Zhengcai method has a relatively normal reaction on the conflict, but the result cannot converge with the further combination of positive evidences; and it is obviously abnormal. The Xiong Yanming method gets a reasonable result when the conflict occurs, but the mass value in combining six evidential sources is low. The Wang Dong method reacts violently with conflicts. Although the combinational result converges to the true proposition A, but it converges slowly. For the methods, i.e. Li Wenli, Han Deqiang, and Wang Lianfeng, they all preprocess the evidences, and the reaction on the conflict is normal. The combinational result converges to the true proposition A, and it is close to the final result. Among them, the method of Li Wenli calculates the weight of evidence according to the distance function between focal elements, and the convergence speed is not high. The Han Deqiang method effectively controls the convergence rate of the D-S rule based on the evidential variance correction method and makes the result more credible. But the accuracy of this method is lower than ours; moreover, it is more suitable for sequential combination because it is vulnerable to the order of combination. The Wang Lianfeng method based on the transitive closure clustering effectively avoids the interference impact of evidence m 3 . The combinational result converges to true proposition A. But its convergence speed and the accuracy of the final result are lower than ours. The method of calculating the reliability proposed in this paper fully considers the impact of internal and external contradictions of evidence. This greatly reduces the impact of negative evidences on combination result, which shows strong anti-interference ability. As shown in Table II , the final combinational result with our method, i.e., m(A) = 0.9896, is significantly better than that of other methods, which has the high accuracy, strong anti-interference ability, and fast convergence speed.
One Conflictive and Neutral Evidences Involved
Example 5. For one conflictive and neutral evidences involved in a combination, compare the performance of the method proposed in this paper with other methods. Suppose there is a discernment framework = {A, B, C}, and there are five independent evidences { , , m i } , i = 1, 2, . . . , 5.
As observed from Table III, the Dempster rule does not have a reasonable  result with 
Two Conflictive Evidences Involved
Example 6. When two conflictive evidences are involved in the combination, compare our method with other methods. Suppose that there are five independent evidences { , , m i } , i = 1, 2, . . . , 5 in a system: However, only the result with Han Deqiang m(C) = 0.825216 is close to ours m(C) = 0.838878. The value of m(C) with our method in combining the previous three evidences is the highest among all methods. And then, when another two evidences which support A are involved in the combination, the proposition A should be true from the point of view of intuition. In the final combinational result of five evidential sources, the method of Xiong Yanming has the highest m(A) = 0.62204 among all the other methods. But it is far less than that of ours m(A) = 0.848019, which shows that our method has a stronger anti-interference ability and a higher accuracy.
CONCLUSION
This paper focuses on the counterintuitive phenomenon of D-S combination rule in dealing with highly conflictive information. With the deep analysis of the cause of the evidential conflict and the disadvantage of the similarity measure to weigh evidential conflict, this paper proposes the new similarity measure by considering internal and external contradictions and amends the evidential sources according to the commonality and, then, clusters these evidences using the ISODATA method and get the evidential representatives. After that, our method combines evidential representatives. Our method makes a thorough comparison with other methods through a lot of numeric examples and presents a better solution to the counterintuitive phenomenon than that of other methods. Certainly, our method can still be further improved. For example, more factors can be considered to calculate the reliability of the evidences. Furthermore, the final combinational result might be different according to the different parameters set when the clustering feature is fuzzy, and a better clustering approach is expected to reduce this impact in the future.
