For multivariate distributions in the domain of attraction of a max-stable distribution, the tail copula and the stable tail dependence function are equivalent ways to capture the dependence in the upper tail. The empirical versions of these functions are rank-based estimators whose inflated estimation errors are known to converge weakly to a Gaussian process that is similar in structure to the weak limit of the empirical copula process. We extend this multivariate result to continuous functional data by establishing the asymptotic normality of the estimators of the tail copula, uniformly over all finite subsets of at most D points (D fixed). As a special case we obtain the uniform asymptotic normality of all estimated upper tail dependence coefficients. The main tool for deriving the result is the uniform asymptotic normality of all the D-variate tail empirical processes. The proof of the main result is non-standard.
Introduction
Consider the statistical theory of extreme values for functional data taking values in C([0, 1]), the space of continuous functions on the interval [0, 1]. Maxstability in C([0, 1]) was characterized in Giné, Hahn and Vatan (1990) and the corresponding domain of attraction conditions have been studied in de Haan and Lin (2001) . Consistency of extreme value index estimator functions and of estimators of the exponent measure was established in de Haan and Lin (2003) and asymptotic normality of extreme value index estimator functions was obtained in Einmahl and Lin (2006) .
In this paper we extend the setup of the latter two papers by replacing the interval [0, 1] (with absolute value metric) with a general, compact metric space (T, ρ) . Interesting choices for T can be the unit square, the unit cube, or the unit hypercube in any finite dimension as well as a general, compact set in dimension two, three, or higher. Statistical inference is based on independent and identically distributed data that are random functions with values in C(T ). Now consider multivariate extreme value theory by restricting the data to a finite subset of d points in T . We assume the existence of the d-variate tail copula R and the stable tail dependence function l, each of which determines the tail dependence structure of the multivariate data, see, e.g., Drees and Huang (1998) , Schmidt and Stadtmüller (2006) , Peng and Qi (2008) , Nikoloulopoulos, Joe and Li (2009) and Bücher and Dette (2013) . The asymptotic normality, uniform in the argument, of the usual rank-based estimator of l can be found in, e.g., Einmahl, Krajina and Segers (2012) .
It is the main purpose of this paper to extend the latter multivariate result to random functions in C(T ) by considering the asymptotic normality of the rank-based estimators of the tail copula R, uniformly over all finite subsets of T of at most D points (D fixed). To the best of our knowledge this is the first paper that establishes asymptotic normality of estimators of the tail dependence structure for functional data in this general, nonparametric setting. Note that as a special case we obtain the uniform asymptotic normality of all estimated upper tail dependence coefficients (corresponding to two points in T ). The main tool for the main result is the uniform asymptotic normality of the multivariate tail empirical processes, defined for all D-tuples in T . This result is of independent interest and generalizes a similar result for D = 1 (and T = [0, 1]) in Einmahl and Lin (2006) .
As in the multivariate case, the limiting process for the tail copula estimators requires the existence and continuity of the partial derivatives of the tail copula which yields an unexpected, challenging problem for functional data. The problem arises since points in T that are close have, because of strong dependence due to continuity, a bivariate tail copula that is close to the non-differentiable "comonotone" tail copula, being the minimum of the two coordinates. This phenomenon requires a novel, non-standard proof-technique for the main result.
The fact that our results are uniform over T sets them apart from those that fix a finite vector of locations in T . Thanks to the uniformity, it becomes possible to treat functionals that depend on all t ∈ T simultaneously, such as suprema and integrals. By way of motivation, some possible applications of our results are sketched below.
• In order to detect non-stationarity of the extreme-value attractor of a random field over T , a subset of Euclidean space, Dombry (2017) suggests to compute an integralÎ(t 0 ) of estimated tail dependence coefficients at pairs (t 0 , t) ∈ T 2 , for fixed t 0 and integrating over t in a neighbourhood of t 0 . Stationarity then yields that the function t 0 →Î(t 0 ) is about con-stant. Our main result yields the asymptotic behavior ofÎ(t 0 ). A similar integral, but then based on the notion of concurrence probabilities, is used in Dombry, Ribatet and Stoev (2018) to illustrate the spatial structure of extremes. • Koch (2017) introduces spatial risk measures, some of which can be expressed as double integrals of pairwise extremal coefficients over pairs of locations. Our weak convergence theory yields the asymptotic normality of nonparametric estimates of these risk measures. • Matching nonparametric tail copula estimators to a parametric form yields minimum-distance estimators of parameters of tail dependence models. For multivariate data, such estimators are proposed and analyzed in Einmahl, Krajina and Segers (2012) and Einmahl, Kiriliouk and Segers (2018) . Our uniform central limit theorem implies the asymptotic normality of the functional versions of such estimators. • The goodness-of-fit of a parametric family of spatial tail dependence models may be assessed via a Kolmogorov-Smirnov type test statistic, involving a supremum over all t ∈ T of the difference between a nonparametric estimate and a parametric one. Our results not only yield the asymptotic distribution of the test statistic under the null hypothesis, they even cover the setting of infill asymptotics, where the process is observed only on a finite, possibly random set T n ⊂ T of locations, with the property that T n becomes dense in T as n grows (formally, for every open subset G ⊂ T , the probability that T n intersects G increases to 1 as n → ∞).
The paper is organized as follows. The joint asymptotic behavior of all the multivariate tail empirical processes is studied in Section 2. The main result on the joint asymptotic behavior of all the empirical tail copulas is presented in Section 3. The proofs of the results in Sections 2 and 3 are deferred to Sections 4 and 5, respectively. Some auxiliary results are collected in Appendix A.
Tail empirical processes
Let (T, ρ) be a compact metric space; in Einmahl and Lin (2006) , the space T is [0, 1] with the absolute value metric. Let C(T ) be the space of continuous functions f : T → R. Actually the metric ρ on T does not play much of a role. It is merely introduced to have a complete, separable subset of ℓ ∞ (T ), the space of bounded functions f : T → R, facilitating the study of stochastic processes on T . Let C(T ) be equipped with the supremum norm and distance and the associated Borel σ-field.
Let
x}. Since the trajectories of ξ i are continuous, the map t → F t is continuous with respect to the topology of weak convergence, that is, if t n → t in T then F tn → F t weakly as n → ∞. We will consider the (inverse) probability integral transform at each coordinate t ∈ T , and this requires the following condition.
Condition 1. The distribution functions F t , t ∈ T , are continuous.
Under Condition 1, the random variables U i (t) = 1 − F t (ξ i (t)) for i = 1, 2, . . . and t ∈ T are uniformly distributed on (0, 1). Moreover, the map t → F t is now continuous with respect to the supremum distance: if t n → t in T then
The map F is continuous and thus Borel measurable.
For d = 1, 2, . . . and t = (t 1 , . . . , t d ) ∈ T d , define the d-variate empirical distribution function S n,t by
Note that S n,t involves the marginal distribution functions F tj , which are unknown. In Section 3 we will replace these functions by their empirical counterparts. But to study the resulting statistic, we first need to consider the case where the functions F tj are known. Fix D = 1, 2, . . . and M > 0 and put
for v = (t, x) ∈ V . The tail empirical process W n indexed by V is defined by
Condition 2. The sequence k = k n ∈ (0, n] is such that k → ∞ and k/n → 0 as n → ∞.
We will investigate weak convergence of W n in ℓ ∞ (V ). To control its finitedimensional distributions, we will assume the following tail dependence condition. Note that we need to specify it up to dimension 2D in order to control the relevant covariances.
Condition 3. For all m = 2, . . . , 2D and all (t, x) ∈ T m × [0, ∞) m , the following limit exists:
is called the (lower and upper, respectively) tail copula of the random vectors (U 1 (t 1 ), . . . , U 1 (t D )) and (ξ 1 (t 1 ), . . . , ξ 1 (t D )). It is the main subject of this paper. The tail copula, together with the marginal distributions, determines a multivariate extremevalue distribution G, say. In other words, it determines the dependence structure of G and hence the tail dependence structure of a probability distribution that is in the max-domain of attraction of G. More explanations on and various properties and representations of the tail copula and the closely related stable tail dependence function defined in Remark 3 below are given in, e.g., Drees and Huang (1998 ), Nikoloulopoulos, Joe and Li (2009 ), Ressel (2013 , Mercadier and Roustant (2019), and Falk (2019) .
The process W n is centered. Let us calculate its covariance function. Write U 1 (t) = (U 1 (t 1 ), . . . , U 1 (t m )) for t ∈ T m and let inequalities between vectors be meant coordinatewise. For v j = (t j , x j ) ∈ V , with j = 1, 2, we have
in view of Conditions 2 and 3. Note that the vectors v 1 and v 2 may have different lengths, say 2d 1 and 2d 2 , with d 1 , d 2 ∈ {1, . . . , D}, and that the limit in Eq. (4) involves the tail copula of Condition 3 in dimension m
Because of (4), the function (v 1 , v 2 ) → R t1,t2 (x 1 , x 2 ) is the pointwise limit as n → ∞ of a sequence of covariance functions on V × V and therefore positive semidefinite, so that a Gaussian process W with covariance function in Eq. (5) indeed exists. Further, note that R t,t (x, x) = R t (x) = var{W (v)}. The standard deviation semimetric on V is
To show the asymptotic tightness of the processes W n , we need to control the local increments of U i . The following condition is inspired by Einmahl and Lin (2006, Eq. (16) ) but is weaker, see Remark 1 below.
Condition 4. There exist positive scalars c 1 , c 2 , u 0 , and ε 0 , and, for all ε ∈ (0, ε 0 ], a covering of T = NT,ε j=1 T ε,j by sets T ε,j such that for all (u, ε, j)
and such that 1 0 log N T,ε dε < ∞.
In (7), we could also replace ε 2 by ε and require 1 0
Theorem 1. Let ξ 1 , ξ 2 , . . . be i.i.d. random elements in C(T ), with (T, ρ) a compact metric space. Suppose Conditions 1 to 4 hold and let D = 1, 2, . . . and M > 0. Then the semimetric space (V , ρ 2 ) is totally bounded and there exists a version of W of which almost all sample paths are uniformly ρ 2 -continuous. Moreover, we have the weak convergence
Note that, moreover, the processes W n are asymptotically uniformly equicontinuous in probability with respect to ρ 2 , see Addendum 1.5.8 and Example 1.5.10 in van der Vaart and Wellner (1996) .
So far, the original metric ρ on T has played hardly a role. The covering sets T ε,j in Condition 4 do not involve ρ and uniform continuity of the sample paths of the limit process W in Theorem 1 is with respect to the standard deviation metric. We can make the link more explicit by requiring that the sets T ε,j are balls in the original metric ρ.
Condition 5. There exist positive scalars c 1 , c 2 , u 0 and ε 0 , and, for all ε ∈ (0, ε 0 ], a scalar δ(ε) > 0, such that for all (u, ε, s)
Moreover, if N T,δ denotes the minimal number of closed balls with radius δ needed to cover T , then we have
Condition 5 implies Condition 4 with as covering sets T ε,j the N T,δ(ε) balls of radius δ(ε) needed to cover T . It is a rather weak condition. For natural examples it is amply satisfied.
Corollary 1. The conclusions of Theorem 1 continue to hold if Condition 4 is replaced by Condition 5. In that case, there exists for every η > 0 a scalar δ > 0 such that for all (s, t) ∈ T 2 with ρ(s, t) < δ, we have 1 − R s,t (1, 1) < η. As a consequence, the function (t, x) → R t (x) on T d × [0, ∞) d equipped with the product topology induced by ρ and the absolute value metric is jointly continuous.
Remark 1 (Increments). We show that for T = [0, 1] equipped with the absolute value metric, Condition 4 is more general than Eq. (16) in Einmahl and Lin (2006) (with β = 0). Suppose that there exist constants K, c > 0 and q > 1 such that for all sufficiently small u, δ > 0, we have, for all s ∈ [0, 1],
We show that Eq. (8) implies Condition 4 and that Eq. (16) in Einmahl and Lin (2006) implies Eq. (8) with q = 2.
First we show the latter claim. For ε > 0, put δ = δ(ε) = exp(−ε −2/q ) and consider the covering T ε,j = [(j −1)δ, jδ]∩[0, 1] for j = 1, . . . , ⌈1/δ⌉. The number of covering sets is N T,ε = ⌈1/δ⌉ = ⌈exp(ε −2/q )⌉, so that log N T,ε = O(ε −1/q ) as ε ↓ 0, which is integrable near zero since q > 1. By definition, we have
Second, we show that Eq. (8) implies Condition 4. If there exists η > 0 such that sup t∈ [s,s+δ] 
Setting η = Kε 2 , we have exp(c 1 ε 2 ) Remark 2 (Function spaces). Rather than with the space C(T ) of continuous functions on a compact metric space (T, ρ), we could work with the space of uniformly continuous functions on a totally bounded semimetric space. However, by van der Vaart (1998, Example 18.7), this would not really be more general, since we could always consider the completion of the space, which is compact, and extend the functions appropriately. To pass from a semimetric (allowing distinct points to be at distance zero) to a genuine metric can be achieved by considering the appropriate quotient space.
We could even work with stochastic processes on T whose common distribution is a tight Borel measure on ℓ ∞ (T ), the space of bounded functions f : T → R. However, by van der Vaart and Wellner (1996, Addendum 1.5.8), we could then find a semimetric ρ on T such that (T, ρ) is totally bounded and such that the processes have uniformly ρ-continuous trajectories. By the previous paragraph, this could again be reduced to the case C(T ) after appropriate identifications.
Rank-based empirical tail copulas
Since we do not know the marginal distribution functions F t , we cannot compute S n,t in Eq. (1) from the data. Replacing F t by the marginal empirical distribution function of the random variables ξ 1 (t), . . . , ξ n (t) yields a rank-based estimator of the tail copula. Let
denote the rank of ξ i (t) among ξ 1 (t), . . . , ξ n (t). The empirical tail copula is defined asR
for d-tuples of coordinates t ∈ T d and for x ∈ [0, ∞) d . The empirical tail copula is a rank-based version of the random function (t, x) → G n,t (x) in Eq. (2). Using E n,t in Eq.
(3) for centering, the penultimate empirical tail copula process is defined asŴ
For t ∈ T d and j ∈ {1, . . . , d}, letṘ t,j (x) denote the partial derivative of R t at x with respect to x j > 0, provided the partial derivative exists. The standard deviation semimetric ρ 2 on V in Eq. (6) induces a semimetric ρ 2,T on T via
The semimetric space (T, ρ 2,T ) is totally bounded since (V , ρ 2 ) is totally bounded by Theorem 1. Note that this means that for every ε > 0, there exists a finite set
Condition 6. The tail copulas satisfy the following properties:
(R2) the metric space (T, ρ 2,T ) is complete; (R3) for all d = 1, . . . , D, for all j = 1, . . . , d, and for all t ∈ T d such that t α = t β for α = β, the partial derivativeṘ t,j exists and is continuous on the set of x ∈ [0, ∞) d such that x j > 0.
If x j = 0, thenṘ t,j (x) is defined as the right-hand partial derivative, which exists since R t is a concave function on [0, ∞) d .
We will need to control the difference between the penultimate tail copula E n,t (x) and the tail copula
Condition 7. For all d = 1, 2, . . . , D and all K, M > 0, as n → ∞,
It is notationally convenient, natural, and not restrictive to consider only tuples of points in T d with different coordinates. For given d = 1, 2, . . . and given M > 0, let V ′ d be the set of points (t, x) ∈ T d × [0, M ] d such that all d coordinates of t are different. As in Theorem 1 we fix D = 1, 2, . . ., and write
Consider the setting and conditions of Theorem 1. Assume in addition that Conditions 6 and 7 hold. Then for all d = 1, 2, . . . , D,
As a consequence, we have the weak convergencê
and W is the centered Gaussian process in Theorem 1. Almost all trajectories ofŴ are uniformlyρ 2 -continuous on V ′ , wherê
is the standard deviation semimetric based onŴ .
Condition 7 controls the difference between the local increments of E n,t and those of R t . The following condition is stronger and controls the global rate of convergence of E n,t to R t .
Condition 8. For all M > 0 and for all d = 1, 2, . . . , D, we have
This stronger condition allows us to centerR n,t (x) with the target R t (x) instead of E n,t (x): the empirical tail copula process is defined by
The following corollary to Theorem 2 is the main result of the paper.
Corollary 2. If, in Theorem 2, we replace Condition 7 by the stronger Condition 8, then all conclusions in that theorem hold, and they continue to hold if the penultimate empirical tail copula processŴ n is replaced by the empirical tail copula process in Eq. (13).
Remark 3 (Stable tail dependence function). Fix D = 1, 2, . . . . For (t, x) ∈ T D × [0, ∞) D , the stable tail dependence function (stdf) is given by
It is well-known that the stdf characterizes multivariate tail dependence, see, e.g., Einmahl, Krajina and Segers (2012) . Since the definition of l t (x) on T D ×[0, ∞) D involves the probability of a finite union of events it can be obtained from all the tail copulas R t on T d , d = 1, . . . , D, through the inclusion-exclusion principle, and the same relation holds between the rank-based estimator
of the stdf and all theR n,t (Chiapino, Sabourin and Segers, 2019) . Hence we obtain immediately the result corresponding to Corollary 2 (in particular the weak convergence) for the empirical stdf process
That result would have been another way to present the main result of this paper, but for notational ease we chose to focus on tail copulas.
Remark 4 (Challenges of the proof). The proof of Theorem 2 is particularly challenging because the partial derivativesṘ t,j are not uniformly equicontinuous since some of the coordinates of t can be arbitrarily close together. This problem arises for functional data only and asks for a novel approach. It is easily illustrated for d = 2. When t 1 is fixed and t 2 approaches t 1 , then R t1,t2 approaches the non-differentiable comonotone tail copula R t1,t1 , given by R t1,t1 (x 1 , x 2 ) = x 1 ∧x 2 . Now consider an arbitrarily small neighborhood of the point (x, x). Then if t 2 approaches t 1 , the partial derivativeṘ t1,t2,1 takes, in this neighborhood, values, that range from about 0 to about 1. We solve this problem essentially by taking directional derivatives along the vector (1,1), that is, along the diagonal. When d is arbitrary, these directional derivatives in the direction of a lower dimensional 1-vector, can be expressed in the "smooth" partial derivatives with respect to the remaining coordinates and the tail copula itself, which opens the door towards the solution. This program is carried out in the treatment of the term ∆ n,3 in the proof, more precisely in Case II starting on page 23. In order to make this approach work various interesting lemmas on tail copulas and their partial derivatives are derived in Appendix A.
We conclude this section with two examples for which we work out the conditions in some detail. From these, more examples can be generated by trans-
Such a transformation only changes the marginal distributions F t but leaves the uniformized process U t = 1 − F t (ξ(t)) unaffected.
Example 1 (Smith model). Let T = [0, 1] r for some r = 1, 2, . . . and let {S i , Y i } i 1 be the points of a unit-rate homogeneous Poisson process on R r × (0, ∞). Consider the process
is a centered normal density, with Σ an invertible r × r covariance matrix. The process ξ follows the so-called Smith model, after Smith (1990) . It has been applied and extended in Coles (1993) , Schlather (2002) and Kabluchko, Schlather and de Haan (2009) , among others, and is a special case of the Brown-Resnick process. The process ξ is a continuous, stationary, max-stable process with unit-
The finite-dimensional distributions of ξ can be computed via the probability that the Poisson process with points (S i , Y i ) misses a certain subset of R r × (0, ∞). Let S be a random vector with density f , i.e., a N r (0, Σ) random vector, and define a stochastic process on R r by
Note that B(u) is a log-normal random variable with unit expectation. We find,
The second identity follows from computing f (s−u j )/f (s) inside the maximum in the integral. The finite-dimensional distributions of ξ are multivariate Hüsler-Reiss distributions (Hüsler and Reiss, 1989) . The last expression represents the finite-dimensional distributions via a D-norm (Falk, 2019) . The tail copula of ξ can be obtained from the finite-dimensional distributions via the inclusion-exclusion formula and the minimum-maximum identity: for
By the dominated convergence theorem, this expression is continuous in x such that x j > 0. The bivariate tail copula can be further computed from the integral formula (14) via some elementary algebra:
which is less than 1 as soon as u = v. The standard deviation semimetric ρ 2,T in (11) is equivalent to the Euclidean metric on T . We verify the rate-of-convergence Condition 8. By the inclusion-exclusion
It follows that Condition 8 is fulfilled as soon as k 3/2 = o(n) as n → ∞.
We have thus verified that the conditions of Corollary 2 are satisfied, except for Condition 5. But the latter can be shown to hold for the uniformized version U of ξ using the arguments on page 476 of Einmahl and Lin (2006) .
Example 2 (Pareto-type process). Let T = [0, 1]. Let Y be a standard Pareto random variable, i.e., P(Y x) = 1 − 1/x, for x 1, and let W be a standard Wiener process. Consider B(t) = exp{W (t) − t/2}, t ∈ [0, 1], a geometric Brownian motion. We have B(t) > 0, E{B(t)} = 1 for all t ∈ [0, 1], and E{sup t∈[0,1] B(t)} < ∞. Assume Y and W are independent. Define
a process introduced in Gomes, de Haan and Pestana (2004); see Ferreira and de Haan (2014) and Dombry and Ribatet (2015) for related processes. The process ξ is continuous and its finite-dimensional distributions can be found via Fubini's theorem, giving
for y, x 1 , . . . , x d ∈ [0, ∞) and t 1 , . . . , t d ∈ T . It follows that the tails of the margins of F t are very close to standard Pareto,
and that the tail copula is
Condition 8 is thus satisfied as soon as k 1+η = o(n) for some η > 0. If all coordinates t 1 , . . . , t d are distinct, the partial derivative of R t (x) with respect to
which is continuous in points x ∈ [0, ∞) d such that x j > 0, thanks to the dominated convergence theorem. The bivariate tail copula is
In particular, R s,t (1, 1) = 2Φ( |s − t|/2), so that the semimetric ρ 2,T on T is equivalent to the absolute value metric. Again Condition 5 can be shown to hold for the uniformized version U of ξ using arguments in Einmahl and Lin (2006, pages 479-480) .
Proofs for the results of Section 2
We first collect some results for the proof of Theorem 1.
Lemma 1. On some non-empty set T , let U = (U (t)) t∈T be a stochastic process with uniform-(0, 1) margins. Assume that there exists a finite covering T = N j=1 T j of T and a scalar λ > 1 such that
Then
it is sufficient to show that P[A j x] = O(x) as x ↓ 0 for every j = 1, . . . , N . Write B j = sup t∈Tj U (t) and note that P[B j y] P[U (t) y] y for y 0, where t ∈ T j is arbitrary. Then
For sufficiently small x, the denominator on the right-hand side is bounded away from zero by assumption.
The following theorem is a corollary to Theorem 2.11.9 in van der Vaart and Wellner (1996) .
Theorem 3. For each n, let Z n,1 , . . . , Z n,n be independent stochastic processes with finite second moments indexed by a set F .
and suppose that there exists c > 0 and, for all sufficiently small ε > 0, a covering F = Nε j=1 F ε,j of F by sets F ε,j such that, for every set F ε,j and every n,
and, for some δ > 0, we have
Then the sequence n i=1 {Z n,i − E(Z n,i )} is asymptotically tight in ℓ ∞ (F ) and converges weakly provided the finite-dimensional distributions converge weakly.
Proof. We show that the conditions of Theorem 2.11.9 in van der Vaart and Wellner (1996) are fulfilled. First, from a given covering, we can easily extract a partition meeting the same requirements by considering successive differences of the covering sets. The sets in the resulting partition are not larger than the sets in the original covering and there are no more partitioning sets than there are covering sets.
In comparison to the cited theorem, our partitions do not depend on n. As a consequence, the middle one of the three displayed conditions in that theorem is redundant. But then the semimetric ρ on F does not play any role either and it can be any semimetric that makes F totally bounded; take for instance the trivial zero semimetric.
Eq. (18) obviously implies that δn 0 √ log N ε dε → 0 for every δ n ↓ 0. Finally, the upper bound in (17) has cε 2 rather than just ε 2 as in the displayed equation just above the statement of Theorem 2.11.9 in van der Vaart and Wellner (1996) . This makes no difference since we can just take the cover or partition associated to ε/ √ c. Indeed, the bracketing number N [ ] (ε, F , L n 2 ) in that theorem is then bounded by N ε/ √ c , and for sufficiently small δ > 0, the
Proof of Theorem 1. We will apply Theorem 3 with F equal to V . Define stochastic processes Z n,i on V by
Step 1: Finite-dimensional distributions. -The finite-dimensional distributions of W n converge due to the Lindeberg central limit theorem. Indeed, W n is centered and the covariance function of W n converges pointwise to the one of W , see Eq. (4). On the one hand, if var{W (v)} = R t (x) = 0, then lim n→∞ var(W n (v)) = 0 too, and thus W n (v) converges in probability to W (v) = 0. On the other hand, if the limit variance is positive, then the Lindeberg condition is trivially fulfilled, since 0 Z n,i k −1/2 → 0 as n → ∞, so that for every ε > 0, the indicators 1{|Z n,i (v) − E[Z n,i (v)]| ε var W n (v)} in the Lindeberg condition are all equal to zero for sufficiently large n.
Step 2: Checking Eq. (16). -Fix λ > 0. Since sup v∈V |Z n,i (v)| k −1/2 → 0 as n → ∞ by Condition 2, the indicator variable inside the outer expectation is zero for n sufficiently large, such that k −1/2 λ.
Step 3: Constructing the covering. -Let ε > 0 be small. For each d = 1, . . . , D, we construct a covering of
for some c > 0 not depending on ε and such that 
For fixed ε > 0, we have
The condition 1 0 log N T,ε dε < ∞ implies the same inequality for N T,ε replaced by N ε .
Step 5: Checking Ineq. (17). -We check that each covering set V d (ε, m), for d = 1, . . . , D and m ∈ M d ε , satisfies Ineq. (17), with c > 0 to be determined.
Step 5.1: Bounding the supremum. -For i = 1, . . . , n and j = 1, . . . , d, write
Put λ = exp(c 1 ε 2 ) with c 1 as in Condition 4. In view of the definition of V d (ε, m) in Eq. (19), we have
Step 5.2: Bounding the expectation. -By the previous step, we have
since the stochastic processes U i are identically distributed. We treat each of the two probabilities in turn. First, picking any t ∈ T ε,mj , we have A 1,j U 1 (t) B 1,j and thus, since U 1 (t) is uniformly distributed on (0, 1), we have
where we used that u ε,m j+d ∈ [0, M ] and l ε,m j+d u ε,m j+d − ε 2 . Second, by Condition 4, we have, for n sufficiently large such that (k/n)M and thus a j = (k/n)u ε,m j+d is sufficiently small (Condition 2),
In view of Lemma 1, the probability on the right-hand side is bounded by c 3 (k/n)M for some c 3 > 0; the condition in Eq. (15) in that lemma is easily fulfilled thanks to Condition 4.
Putting things together, we obtain that the upper bound in Eq. (20) is, for sufficiently large n, dominated by n k D k n (λ − λ −1 )M + ε 2 + c 2 ε 2 · c 3 k n M .
Now λ = exp(c 1 ε 2 ), so that, for ε > 0 sufficiently close to zero, we have 0 λ − λ −1 3c 1 ε 2 . We find the upper bound in Eq. (17) with c = D(3c 1 M +1+c 2 c 3 M ).
Step 6: Weak convergence and limit process. -By Steps 2 to 5, the criteria of Theorem 3 are met, so that the sequence of processes W n is asymptotically tight in ℓ ∞ (V ). Moreover, the finite-dimensional distributions converge in view of Step 1. By van der Vaart and Wellner (1996, Theorem 1.5.4), W n converges weakly in ℓ ∞ (V ) to a tight version of the process W , denoted by W as well. This process W is Gaussian, and by Example 1.5.10 in van der Vaart and Wellner (1996) , its tightness implies that the semimetric space (V , ρ 2 ) is totally bounded and that almost all sample paths v → W (v) are uniformly ρ 2 -continuous, where ρ 2 is the standard deviation semimetric in Eq. (6).
Proof of Corollary 1. Let (s, t) ∈ T 2 and λ > 1. We have
Suppose in addition that ρ(s, t) δ for some δ > 0. Put B = {r ∈ T : ρ(r, s) δ}.
Recall Condition 5. Let ε ∈ (0, ε 0 ] and let δ(ε) be as in that condition. Put λ = exp(c 1 ε 2 ). By Lemma 1, we have S = sup u>0 u −1 P[inf r∈T U 1 (r) u] < ∞.
As a consequence, we find
for all u ∈ (0, u 0 ] and thus 1 − R s,t (1, exp(c 1 ε 2 )) Sc 2 ε 2 .
By the 1-Lipschitz property of tail copulas, we find 1 − R s,t (1, 1) = [1 − R s,t (1, exp(c 1 ε 2 ))] + [R s,t (1, exp(c 1 ε 2 )) − R s,t (1, 1)]
For a given η > 0, we can find ε = ε(η) such that the previous upper bound is less than η. The choice δ = δ(ε(η)) then fulfills the requirement. The last statement follows from the property just proved in combination with the increment bound in Lemma 3 in the supplement.
Proofs for the results of Section 3
We now prepare for the proof of Theorem 2. Recall U i (t) = 1 − F t (ξ i (t)) for (i, t) ∈ {1, . . . , n} × T and let U 1:n (t) . . . U n:n (t) denote the order statistics of U 1 (t), . . . , U n (t); set U 0:n (t) = 0. Put K n,t (x) = n k U ⌈kx⌉:n (t), K n,t (x) = (K n,t1 (x 1 ), . . . , K n,t d (x d )),
We will approximate the penultimate empirical tail copula processŴ n by the procesš
Lemma 2. Under the conditions of Theorem 1, we have
Proof. For t ∈ T , let ξ 1:n (t) . . . ξ n:n (t) denote the ascending order statistics of ξ 1 (t), . . . , ξ n (t). For i, m ∈ {1, . . . , n}, we have
Let v = (t, x) ∈ V and consider the right-hand limit
where 1 denotes a vector of ones. It follows that
1 ∀j = 1, . . . , d : U i (t j ) U ⌈kxj ⌉:n (t j ) = G n,t (K n,t (x)+) .
To see the identity on the third line involvingR n,t (x), note that, for integer q and real y, we have q < y ⇐⇒ q < ⌈y⌉; as a consequence, the ceiling function can be omitted and we get the definition in Eq. (10). On the one hand, we have the lower bound
On the other hand, since the map x → E n,t (x) is continuous, using the same notation as above for right-hand limits, we have the upper bound
where the remainder term is η n,t (x) = W n (t, K n,t (x)+) − W n (t, K n,t (x)) 0.
As noted right after Theorem 1, the sequence W n is asymptotically uniformly ρ 2 -equicontinuous in probability. By the definition (6) of ρ 2 and the uniform continuity of the map x → R t (x), a property that follows from the Lipschitz property of a tail copula, we find that sup v∈V |η n,t (x)| p → 0 as n → ∞.
We need to know the asymptotic behavior of the empirical tail quantile function K n,t uniformly in t ∈ T . Since K n,t is a generalized inverse of the tail empirical distribution function G n,t in (2), we can obtain this through a uniform version of Vervaat's lemma as given in Lemma 5 of Einmahl, Gantner and Sawitzki (2010) , in combination with Theorem 1 which gives the asymptotic behavior of G n,t , uniformly in t ∈ T . Note that the functions in there are defined on [0, 1] but for our purposes should be defined on [0, M + 1] so that G n,t can be extended on (M, M + 1] in such a way that G n,t (M + 1) = M + 1. Thus we obtain the following corollary to Theorem 1.
Corollary 3. Under the conditions of Theorem 1, we have
Proof of Theorem 2. Suppose that the asymptotic expansion ofŴ n in the convergence statement (12) has been established. Define a mapping Φ from
The mapping is linear and bounded, since the partial derivatives of a tail copula are all between 0 and 1. By the continuous mapping theorem (van der Vaart and Wellner, 1996, Theorem 1.3.6), we have Φ(W n ) Φ(W ) =Ŵ as n → ∞. Equation (12) further says that the distance in ℓ ∞ (V ′ ) betweenŴ n and Φ(W n ) converges to zero in probability as n → ∞. By Slutsky's lemma (van der Vaart and Wellner (1996, Example 1.4.7) or van der Vaart (1998, Theorem 18.10(iv))), then alsoŴ n Ŵ as n → ∞. The processŴ is Gaussian. It is also tight, since it arises as the image of a tight process by a continuous mapping, and the image of compact set by a continuous function is compact. By van der Vaart and Wellner (1996, Example 1.5.10), almost all trajectories ofŴ are uniformlyρ 2 -continuous on V ′ .
It remains to show the expansion in (12). By Lemma 2 and Slutsky's Lemma (van der Vaart and Wellner, 1996, Example 1.4.7), we can replace the penultimate tail empirical copula processŴ n by its approximationW n defined in Eq. (21). We analyze the two terms in the decomposition on the second line of (21) separately.
The first term in (21) We will show that
Recall the standard deviation metric ρ 2 in (6). Since R t,t (x 1 , x 2 ) = R t (x 1 ∧ x 2 ), the minimum being coordinate-wise, we have
Corollary 3 implies sup (t,x)∈T ×[0,M] |K n,t (x) − x| = o p (1) as n → ∞, and thus also sup (t,x)∈V |K n,t (x) − x| 1 = o p (1) as n → ∞. By (23), we get
In view of Theorem 1, the processes W n are asymptotically uniformly ρ 2 -equicontinuous in probability, see Example 1.5.10 in van der Vaart and Wellner (1996) . Eq. (22) follows.
The second term in (21) We aim to show that
as n → ∞. To this end, we bound the absolute value in (24) by the sum of three terms:
where W n (t, x) = (W n (t j , x j ) : j = 1, . . . , d). For each of the three terms, we will show that the supremum over (t, x) converges to zero in probability. Especially for the third term, the proof is challenging, as foreshadowed already in Remark 4.
The term ∆ n,1 . -Recall Theorem 1 and Corollary 3. For ε > 0, we can find K > 0 such that for sufficiently large n and with probability at least 1 − ε, we have sup t∈T,x∈[0,M] √ k |K n,t (x) − x| K. On this event, the supremum of ∆ n,1 (t, x) over all (t, x) ∈ V d is bounded by the supremum in Condition 7 and is therefore bounded by ε > 0 for sufficiently large n. Since ε > 0 was arbitrary, we find that the supremum of ∆ n,1 (t, x) over (t, x) ∈ V converges to zero in probability.
The term ∆ n,2 . -The function R t is 1-Lipschitz with respect to the L 1norm, so ∆ n,2 (t, x) is bounded by
The supremum of ∆ n,2 (t, x) over all (t, x) ∈ V is thus bounded by D times the supremum in Corollary 3, and therefore converges to zero in probability.
The term ∆ n,3 . -In what follows, fix d = 1, 2, . . . , D. We consider the supremum of ∆ n,3 (t, x) over (t, x) ∈ V ′ d . Fix ε > 0 and let δ = δ(ε) > 0 be chosen later on as a function of ε in such a way that a number of criteria are met. We bound the supremum as the maximum of the suprema over the d sets
δ} for j = 1, . . . , d on the one hand (Case I) and over (T d ) ′ × [δ, M ] d (Case II) on the other hand, where (T d ) ′ comprises the dtuples with all coordinates different and in T . We show that, for some constants c 1 , c 2 > 0 not depending on ε or n, for all sufficiently large n, each of these suprema is less than c 1 ε with probability at least 1 − c 2 ε.
Case I. -We first consider the supremum of ∆ n,3 (t, x) over t ∈ T d and x ∈ [0, M ] d with x j δ, for j ∈ {1, . . . , d} fixed and for δ = δ(ε) > 0 to be chosen in function of a fixed ε > 0. For all η > 0 and for all (t,
whereas ρ 2 ((s, 0), (t, 0)) = 0 for (s, t) ∈ T 2 . Furthermore, W n (t, 0) = 0 for all t ∈ T . Recall that the processes W n are asymptotically uniformly ρ 2 -equicontinuous in probability. We obtain that, for sufficiently small δ, setting η = √ δ, we have ρ 2 ((t, x), (t, 0)) δ 1/4 for all (t, x) ∈ T × [0, √ δ], so that the supremum of |W n (t, x)| over (t, x) ∈ T × [0,
√ δ] is bounded by ε with probability at least 1 − ε, for large n. On this event and for t ∈ T d and x ∈ [0, M ] d such that x j δ, the 1-Lipschitz property of R t implies that the term ∆ n,3 (t, x) is bounded by
where the random d-vector W n,j (t, x) has the same d coordinates W n (t i , x i ) as W n (t, x), except for the jth one, which is zero. For the termṘ t,i (x) |W n (t i , x i )|, we consider again two cases.
• If, on the one hand, x i √ δ, then |W n (t i , x i )| ε on the event already considered, while 0 Ṙ t,i (x) 1 by the 1-Lipschitz property of R t .
• If, on the other hand, x i > √ δ, then, by inequalities (32) and (33) in Lemma 5 in the supplement, we havė
Moreover, given ε, we can find K = K(ε) > 0 such that the supremum of |W n (t, x)| over (t, x) ∈ T × [0, M ] is bounded by K with probability at least 1 − ε.
Hence, with probability at least 1 − 2ε, we have 0
For the first term in (26), a similar argument works on the same event (which has probability 1 − 2ε). For those indices i ∈ {1, . . . , d} \ {j} for which x i √ δ, we can replace W n (t i , x i ) by 0 at the cost of an additional error of at most ε. This amounts to an error of at most (d − 1)ε. For the remaining indices i, we write the increment as a telescoping sum of increments involving changes in one coordinate at a time. For each increment in the sum, we apply (33), with upper bound x j δ and we proceed as in the second bullet point above. This yield an error of at most (d − 1)K √ δ. Given ε > 0 and j ∈ {1, . . . , d}, we have thus constructed an event with probability at least 1 − 2ε such that the supremum of ∆ n,t (x) over t ∈ T d and x ∈ [0, M ] d with x j δ is bounded by a constant multiple (the constant depending on d only) of ε + K √ δ, where K depends on ε and where δ remains to be chosen. By choosing δ small enough, we can ensure that K √ δ ε. We get that the supremum is less than a constant multiple of ε on an event with probability at least 1 − 2ε.
Case II. -Finally we consider the supremum of ∆ n,3 (t, x) in (25) 
We write the supremum as the maximum over all partitions Π of {1, . . . , d} of the suprema over those (t, x) that satisfy the following property related to a given partition Π: for indices i, j ∈ {1, . . . , d} within the same component of the partition, we have ρ 2 ((t i , x i ), (t j , x j )) δ while for indices i and j in different components, we have ρ 2 ((t i , x i ), (t j , x j )) > δ/(d − 1). In this way, every point (t, x) is taken into account at least once in view of Lemma 4.
The number of partitions being finite, we can fix a single partition Π = {D α : α ∈ A} of {1, . . . , d} and study the associated supremum. Consider the component D α(1) of the partition that contains the index 1, let d 1 = |D α(1) | ∈ {1, . . . , d} be the number of elements of this component, and assume for convenience of notation that this component is equal to D α(1) = {1, . . . , d 1 }.
Let (t, x) be a point satisfying the property associated to the given partition as described above. The difference √ k{R t (x − 1 √ k W n (t, x)) − R t (x)} can be written as a telescoping sum with as many terms as the number |A| of components D α in the partition Π: we replace W n (t, x) by the zero vector, one component D α at a time. We will only consider the first term of the telescoping sum, i.e., the one in which the first d 1 elements of W n (t, x) are replaced by zeroes; the other terms can be treated similarly.
Let the random d-vector W n (t, x) have the last d − d 1 coordinates equal to those of W n (t, x), whereas its first d 1 coordinates are all equal and are the average of the first d 1 coordinates of W n (t, x). This average is denoted below by w. Similarly, W n (t, x) has the last d− d 1 coordinates equal to those of W n (t, x), whereas its first d 1 coordinates are all equal to zero. We will consider the first term in the aforementioned telescoping sum:
Applying Lemma 8 we obtain
For the second term on the right-hand side in (27), we invoke again the asymptotic uniform ρ 2 -equicontinuity in probability of the processes W n . Since all points (t j , x j ) for j ∈ {1, . . . , d 1 } are within ρ 2 -distance δ, the second term is uniformly bounded by d 1 ε with probability at least 1 − ε, for δ small enough and for sufficiently large n.
By the mean-value theorem,
where Θ n = Θ n (t, x) is a random point on the line segment connecting x − 1 √ k W n (t, x) and x − 1 √ k W n (t, x). Clearly the first d 1 coordinates of Θ n − x are all equal to h = h n (t, x), say. We would like to show that d1 j=1Ṙ t,j (Θ n ) is uniformly close to d1 j=1Ṙ t,j (x), with high probability.
Define the random d-vector y n = y n (t, x) to have the last d − d 1 coordinates equal to those of x and the first d 1 coordinates equal to those of Θ n . For every j ∈ {1, . . . , d 1 } we have from d − d 1 applications of (36) and Lemma 12 that |Ṙ t,j (Θ n ) −Ṙ t,j (y n )| ε uniformly over the considered (t, x) , with probability at least 1 − ε, provided δ is small enough and n is large.
and we can rewrite d1 j=1Ṙ t,j (y n ) similarly. Hence by (34) it follows after some algebra that
.
Take δ such that 3d 1 δ ε. Then since h = O p (1/ √ k) uniformly in (t, x), we have, with probability at least 1 − ε, that the sum of the three terms on the second line is uniformly bounded by ε when n is large.
So it remains to consider |Ṙ t,j (y n ) −Ṙ t,j (x)| for j ∈ {d 1 + 1, . . . , d}, that is, the first d 1 coordinates of y n have to be replaced consecutively by those of x by writing the difference as a telescoping sum. We will consider for convenience only the first term in that sum. Let y ′ n have the same coordinates as y n , except for the first one, which is x 1 . By Ineq. (36) we have
By Lemma 12, the latter difference is uniformly small since h tends to zero in probability, uniformly.
We have thus shown that in (28), with large probability and for large n, the sum d1 j=1Ṙ t,j (Θ n ) may be replaced by d1 j=1Ṙ t,j (x) at the cost of an error bounded by a constant multiple of ε. It remains to replace w = 1 d1 d1 l=1 W n (t l , x l ) in (28) by W n (t j , x j ) for j ∈ {1, . . . , d 1 }, written inside the sum over j = 1, . . . , d 1 . The property that the resulting difference is small follows from the asymptotic ρ 2 -equicontinuity in probability of W n .
We have thereby found a suitable upper bound on the supremum of ∆ n,3 (t, x) over points (t, x) ∈ (T d ) ′ ×[δ, M ] d that satisfy the property associated to a fixed partition Π of {1, . . . , d} as described in the opening paragraph of Case II. This completes the analysis of the term ∆ n,3 in Eq. (25) and thus of the convergence statement (12).
Proof of Corollary 2. The supremum in Condition 7 is bounded by twice the supremum in Condition 8, if we replace M in the latter condition by M + 1 and if k is sufficiently large. Hence, Condition 8 implies Condition 7.
The difference betweenŴ n (v) and √ k{R n,t (x) − R t (x)} is bounded by the maximum over d = 1, . . . , D of the suprema in Condition 8. Under that condition, the two processes must thus share the same first-order asymptotic expansion and the same weak convergence properties in ℓ ∞ (V ) and thus also in ℓ ∞ (V ′ ).
Proof. Construct a graph on {1, . . . , d} by connecting different indices i and j as soon asρ(x i , x j ) δ/(d − 1). Let Π be the partition formed by the connectivity components of the graph. Indices i and j that belong to different components are not connected by an edge and thusρ(x i , x j ) > δ/(d − 1). Indices i and j that belong to the same component are linked up through a chain of at most d − 1 edges. By the triangle inequality,ρ(x i , x j ) δ.
(both sides being zero if x j = 0 for some j = 1, . . . , d) and hence for all j ∈ {1, . . . , d},
In addition, for all h −x 1 such that h = 0, we have
Proof. Evaluating the derivative of the function λ → R(λx) = λR(x) in λ = 1 yields the identity in (31) on (0, ∞) d . The identity extends to x ∈ [0, ∞) d since for vectors x of which one or more coordinates are zero, both sides of the above equation are zero: if x j = 0, then the definition ofṘ j (x) is immaterial, while for i = j, we haveṘ j (x) = 0. Inequality (32) is a consequence of (31) and the fact that R is non-decreasing in each variable.
For the first inequality in (33): for h = −x 1 , the inequality becomes an equality, and by concavity of R, the left-hand side is non-increasing in h. The second inequality in (33) is immediate from the definition (and well-known).
Let ρ 2 be the standard deviation semimetric associated to a spatial tail copula R as introduced in Eq. (6) in the main paper.
Lemma 6. For s, t ∈ T and x, y ∈ [0, ∞), we have t (1, 1) ).
Proof. Since x − 2(x ∧ y) + y = |x − y|, we have
which is (34). The inequality in (35) then follows from R s,t (x, y) R s,t (x ∧ y, x ∧ y) = (x ∧ y)R s,t (1, 1).
Recall the semimetric ρ 2,T on T induced by ρ 2 as defined in Eq. (11) in the main paper. Then (35) states that Lemma 7. For (s n , x n ), (s, x) ∈ T × [0, ∞), we have, as n → ∞,
Proof. By (34), we have ρ 2 ((s n , x n ), (s, x)) 2 = |x n − x| + 2 ((x n ∧ x) − R sn,s (x n , x)) .
If x = 0, then ρ 2 ((s n , x n ), (s, x)) 2 = x n , which converges to zero if and only if x n → 0 = x, as required. Henceforth, suppose x > 0.
On the one hand, if x n → x and R sn,s (1, 1) → 1, then by (35) we also have ρ 2 ((s n , x n ), (s, x)) → 0.
On the other hand, if ρ 2 ((s n , x n ), (s, x)) → 0, then by (34), both x n → x and (x n ∧x)−R sn ,s (x n , x) → 0. Since x n ∨x−x n ∧x → 0, also x n ∨x−R sn,s (x n , x) → 0. But R sn,s (x n , x) R sn,s (x n ∨ x, x n ∨ x) = (x n ∨ x)R sn,s (1, 1), and thus also (x n ∨ x)(1 − R sn,s (1, 1)) → 0.
Lemma 8. Let R be a d-variate tail copula, where d = d 1 + d 2 . For (x, y) ∈ [0, ∞) d1 × [0, ∞) d2 and for h ∈ R d1 such that x j + h j 0 for all j = 1, . . . , d 1 , we have R(x + h, y) − R(x +h1, y) d1 j=1 h j −h withh = (h 1 + · · · + h d1 )/d 1 and with 1 = (1, . . . , 1) of dimension d 1 .
Proof. This follows immediately from the 1-Lipschitz property of a tail copula with respect to the L 1 -norm.
Lemma 9. Let R be a d-variate (d 2) tail copula. Assume its partial deriva-tivesṘ j exist. Write R(x, y) for R(x, y, ∞). For g > 0 and (x, y, z) ∈ [0, ∞) × [0, ∞) × [0, ∞) d−2 , we have 0 Ṙ 1 (x, y + g, z) −Ṙ 1 (x, y, z) Ṙ 1 (x, y + g) −Ṙ 1 (x, y).
Proof. Since R is the distribution function of a nonnegative Borel measure on [0, ∞) d , we have Taking the limit as h ↓ 0, we find (36) (for the right-hand partial derivatives).
Lemma 10. Assume Condition 6. Let s n , t n , s, t ∈ T and x n , y n , x, y ∈ [0, ∞). If x > 0 and ρ 2 ((s, x), (t, y)) > 0 and if ρ 2 ((s n , x n ), (s, x)) → 0 and ρ 2 ((t n , y n ), (t, y)) → 0, thenṘ sn,tn;1 (x n , y n ) →Ṙ s,t;1 (x, y) as n → ∞.
Proof. Since x > 0, the assumption ρ 2 ((s n , x n ), (s, x)) → 0 is equivalent to x n → x and R sn,s (1, 1) → 1 by Lemma 7. We consider two cases: y = 0 and y > 0. First suppose y = 0, so thatṘ s,t;1 (x, y) = 0. Since ρ 2 ((t n , y n ), (t, y)) → 0, Lemma 7 implies that y n → 0 as well. By (32), we haveṘ sn,tn;1 (x n , y n ) x −1 n R sn,tn (x n , y n ) x −1 n y n → 0 too, since x n → x > 0. Second suppose y > 0. By Lemma 7, the assumption ρ 2 ((t n , y n ), (t, y)) → 0 implies y n → y and R tn,t (1, 1) → 1. Lemma 3 ensures that the functions f n = R sn,tn converge to the function f = R s,t uniformly on bounded subsets of [0, ∞) 2 . Since ρ 2 ((s, x), (t, y)) > 0, we have x = y or R s,t (1, 1) < 1 (or both) in view of Eq. (34). In any case, the functions f and f n (for sufficiently large n) are continuously differentiable in an open neigborhood O of (x, y): if R s,t (1, 1) < 1 this is true by Condition 6, while if R s,t (1, 1) = 1, then this is true by the fact that f = min and x = y and for f n we use either Condition 6 or that f n = min. Let N be a compact neighbourhood of (x, y) contained in O. By Rockafellar (1970, Theorem 25.7) , the gradients of f n converge to the one of f uniformly on N . Convergence of the partial derivatives as stated in the lemma follows.
Lemma 11. If the semimetric space (T, ρ 2,T ) is complete, then so is the semimetric space (T × [0, ∞), ρ 2 ) Proof. Let (s n , x n ) n be a ρ 2 -Cauchy sequence in T × [0, ∞): for every ε > 0, there exists an integer n(ε) 1 such that for all integers k, ℓ n(ε) we have [ρ 2 ((s k , x k ), (s ℓ , x ℓ ))] 2 ε. We need to find (s, x) ∈ T × [0, ∞) with the property that ρ 2 ((s n , x n ), (s, x)) → 0 as n → ∞.
By (34), we have |x k − x ℓ | [ρ 2 ((s k , x k ), (s ℓ , x ℓ ))] 2 ε whenever k, ℓ n(ε). Hence (x n ) n is a Cauchy sequence in [0, ∞). Since [0, ∞) is complete, there exists x ∈ [0, ∞) so that x n → x as n → ∞.
Suppose first that x = 0. Then for every s ∈ T , we have ρ 2 ((s n , x n ), (s, 0)) = x n → 0 as n → ∞, so that (s n , x n ) converges to (s, 0). [Note that ρ 2 is a semimetric on T × [0, ∞) since ρ((s, 0), (t, 0)) = 0 for any s, t ∈ T , even if ρ 2,T is a metric on T .] Suppose next that x > 0. Then by (34) we have (x k ∧x ℓ )−R s k ,s ℓ (x k , x ℓ ) ε/2 whenever k, ℓ n(ε). At the same time, we can increase n(ε) if necessary to ensure that also |x k ∧ x ℓ − x| ε/4 and |R s k ,s ℓ (x k , x ℓ ) − R s k ,s ℓ (x, x)| |x k − x|+ |x ℓ − x| ε/4 for all integer k, ℓ n(ε). But then also x(1 − R s k ,s ℓ (1, 1)) = x − R s k ,s ℓ (x, x) ε for all k, ℓ n(ε). Hence, (s n ) n is a Cauchy sequence in (T, ρ 2,T ). By assumption, we can find s ∈ T such that 1 − R sn,s (1, 1) → 1 as n → ∞. But then (s n , x n ) converges to (s, x) with respect to ρ 2 , as required. For every ε > 0, there exists η > 0 such that for all (s i , t i ; x i , y i ) ∈ K, i ∈ {1, 2}, we have ρ 2 ((s 1 , x 1 ), (s 2 , x 2 )) + ρ 2 ((t 1 , y 1 ), (t 2 , y 2 )) η =⇒ Ṙ s1,t1;1 (x 1 , y 1 ) −Ṙ s2,t2;1 (x 2 , y 2 ) ε.
Proof. Consider the product space D = (T ×[0, ∞))×(T ×[0, ∞)) equipped with the sum semimetric induced by the semimetric ρ 2 on T × [0, ∞). By Lemma 11, the product space D is complete. The set K in the statement is a closed subset of D and is thus complete as well. Moreover, K is totally bounded, since (T, ρ 2,T ) is totally bounded and since ρ 2 can be bounded as in (35). As a consequence, K is compact with respect to the sum semimetric induced by ρ 2 . By Lemma 10, the function f with domain D 1 = {(s, x; t, y) ∈ D : ρ 2 ((s, x), (t, y)) > 0, x > 0}
and defined by f (s, x; t, y) =Ṙ s,t;1 (x, y) is continuous. Since K is a compact subset of D 1 , the function f is uniformly continuous on K. But this is exactly the statement of the lemma.
