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Diplomsko delo predstavlja in opisuje pristop postavitve dveh Kubernetes
gruč, ki sta na dveh različnih oblakih, v eno celoto. Cilj je doseči enotno gručo,
ki deluje kot ena entiteta in kjer so si vsi Kubernetes objekti med sabo dosegljivi
ne glede na to, v katerem oblaku so locirani. Na začetku dela so predstavljeni
in opisani uporabljeni aplikacijski gradniki, ki so sestavni del spletne strani, ter
predstavitev oblačne arhitekture in ubranega pristopa. Nato sledi podrobneǰsa
predstavitev platforme Kubernetes in kaj omogoča ter razlaga vseh komponent,
ki so bile uporabljene v nalogi in so odigrale pomembno vlogo v procesu po-
stavitve sistema. V nadaljevanju je obrazložena teoretična razlaga za kreiranje
večoblačne gruče in opis uporabljene platforme. Za tem sledi korak za korakom
opisan postopek postavitve sistema; poleg je priložena uporabljena programska
koda s komentarji za lažje razumevanje. Nato so predstavljeni scenariji testira-
nja odpornosti aplikacije z ugotovitvami, katere instance storitve so na napake
visoko dostopne ter katere ne. V zaključku so opisane ugotovitve, do katerih sem
prǐsel, in komentar, ali je tak pristop v realnem svetu v tem trenutku smiseln ali
malenkostno pretiran s finančnega vidika.
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The thesis addresses and describes the approach of creating a multi-cloud
cluster with Kubernetes. The goal is to connect two clusters that are located
on different clouds into one seemingly whole entity where all Kubernetes objects
are accessible to each other no matter in which cloud they are located. At the
beginning of the thesis, the main applications needed to build a website are
presented and described, as well as a presentation of basic cloud architecture and
multi-cloud approach. Afterward, the platform used for container orchestration
is presented and described what it allows, as well as an explanation of all the
components that were used in the assignment and played an important role in
the system setup process. The following is a theoretical explanation for creating
a multi-cloud cluster and a description of the platform used. This is followed by a
step-by-step procedure for setting up the whole system accompanied by the code
used with comments for an easier understanding. Then, application resilience
testing scenarios are presented where we determine which service instances are
highly available and which are not. In conclusion, the findings I have made are
described, as well as a comment on whether such an approach makes sense in
production in the real world or whether it is slightly exaggerated from a financial
point of view.
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V pričujočem zaključnem delu so uporabljene naslednje kratice in izrazi:
xv
xvi Seznam uporabljenih kratic
kratica angleško slovensko
API Application programming Aplikacijski programski
interface vmesnik
- Cloud computing Računalnǐstvo v oblaku
- Cluster Gruča
- ConfigMap Konfiguracijski gradnik
- Container Vsebnik
CNI Container network interface Omrežni vmesnik vsebnika
CMS Content management system Sistem za upravljanje vsebin
- Control plane Kontrolna ravnina
DDoS Distributed Denial of Service Porazdeljena ohromitev storitve
- Deployment Postavitev
DNS Domain name system Sistem domenskih imen
- Kubelet Vozlǐsčni agent
- Load Balancer Zunanji porazdeljevalec bremena
- Node Vozlǐsče
- Pod Jata
REST Representational State Transfer Arhitektura za izmenjavo
podatkov med splet. storitvami
- StatefulSet Množica jat s stanjem
- StorageClass Razred shrambe
SQL Structured Query Language Strukturirani povpraševalni jezik
VPC Virtual private cloud Navidezni zasebni oblak
VPN Virtual private network Navidezno zasebno omrežje
- Volume Nosilec datotek
1 Uvod
Podjetja v sodobnem svetu ǐsčejo in odkrivajo nove načine in pristope k iz-
bolǰsanju in olaǰsanju delovnih procesov na vseh ravneh poslovanja. Dandanes
je konkurenca v večini tržnih nǐs zelo visoka, kar zahteva inteligentno reševanje
problemov in optimizacijo delovnih okolij in virov. Računalnǐstvo v oblaku (angl.
cloud computing) je eden izmed teh ”korakov bližje”optimizaciji delovnih virov,
saj omogoča selitev vseh strežnǐskih virov v oblak in pri tem zagotavlja hitro
delovanje, optimizacijo stroškov ter varnost pred izgubo podatkov. Vendar pa
je velikokrat prihajalo do problematike (in še danes), da so ponudniki oblačnih
storitev svojo ponudbo in rešitve zastavili tako, da se naročnik integrira v njihov
sistem, s čimer ima kasneje potencialne težave z menjavo ponudnika, če naleti
na omejenost ponujene funkcionalnosti. Z željo odprave te bariere so se začele
pojavljati rešitve, ki omogočajo delovanje celotne arhitekture na večih oblačnih
ponudnikih krati, ter omogočajo podjetjem svobodno izbiro storitev za optimalno
delovanje.
Ko pa pride do spremembe delovnega okolja, pa se pojavi vprašanje, kako
zanesljivo prenesti celotno arhitekturo (aplikacije, programsko opremo) v oblak
brez dejanske spremembe na uporabnǐski strani (angl. Front-End). Tu se po-
javi rešitev orkestracije vsebnikov in njena najbolj razvita platforma Kubernetes.
Kubernetes je odprtokodni sistem, ki je v zadnjih letih poskrbel za pravo revolu-
cijo na področju orkestracije vsebnikov, kar je pripeljalo do tega, da Kubernetes
uporablja velika večina tehnoloških gigantov in vse več tehnoloških podjetij. Z
njegovim razvojem se je popolnoma spremenil pristop postavitve, razvoja ter
vzdrževanja aplikacij.
V diplomski nalogi sem ta dva pristopa združil s ciljem pridobitve na napake
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odporne in robustne postavitve spletne aplikacije, ki je v oblaku ter zagotavlja
normalno delovanje v več rizičnih primerih, ki sem jih testiral in prikazal rezultate.
Opisan je postopek postavitve spletne aplikacije in zaključek z ugotovitvami, ali
je taka distribucija realna in finančno smiselna.
1.1 Motivacija
Postavitev aplikacij s pomočjo orkestracije vsebnikov v zadnjem obdobju po-
staja vedno bolj interesantno znanje. Prav tako to velja tudi za implementacijo
oblačnih rešitev. In prav zaradi omenjenih dveh sem se odločil opravljati nalogo
na tem področju, da spoznam Kubernetes svet in opravim praktičen primer po-
stavitve, kot to opravljajo podjetja v realnem svetu in produkciji, ter tudi zato,
ker se mi takšna znanja zdijo pomembna in koristna za konkurenčen vstop na trg
dela.
1.2 Osnove računalnǐskega oblaka
Aplikacije za normalno delovanje potrebujejo strežnike, kamor shranjujejo svoje
podatke. Če te aplikacije dosežejo mejo svoje strežnǐske kapacitete, je potrebno
ročno dodajanje novih strežnikov za zagotavljanje nemotenega delovanja aplikacij,
ne da bi izgubili podatke. Prav tako je bilo v praksi dostikrat potrebno na različne
načine klonirati podatke na druge diske v primeru odpovedi prvega, da se zagotovi
čim večjo odpornost proti napakam oziroma varnost podatkov.
Korak bližje rešitvi teh problematik so oblačne storitve. Računalnǐstvo v
oblaku pomeni, da je strojna in programska oprema, ki se uporablja na lokalnem
fizičnem računalniku, dostopna preko interneta in jo priskrbi ponudnik storitve v
oblaku. Ponudniki oblačnih storitev uporabnikom omogočajo shranjevanje dato-
tek in aplikacij na oddaljenih strežnikih in s tem dostop do vseh podatkov prek
interneta. To pomeni, da uporabniku ni treba biti na mestu, kjer so + strežniki,
vendar lahko do njih dostopa na daljavo.
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1.3 Različni tipi računalnǐskega oblaka
Računalnǐstvo v oblaku lahko razdelimo na tri modele računalnǐstva v oblaku:
1. Infrastruktura kot storitev (angl. infrastructure as a service): Ponuja
virtualizirane računalnǐske vire prek interneta v oblaku. V modelu IaaS
oblačni ponudnik upravlja IT infrastrukturo, kot so strežniki, omrežja, viri
za shranjevanje, in jih prek navideznih strojev, dostopnih prek interneta,
dobavlja naročnikom. IaaS ima lahko številne koristi za podjetja, na primer
hitreǰse, lažje, prožneǰse in stroškovno učinkoviteǰse delovanje.
2. Platforma kot storitev (angl. Platform as a service): V modelu PaaS
razvijalci najamejo vse, kar potrebujejo za izdelavo aplikacije, pri čemer se
zanašajo na ponudnika oblačnih storitev za razvojna orodja, infrastrukturo
in operacijske sisteme. PaaS močno poenostavi razvoj spletnih aplikacij. Z
vidika razvijalca vse upravljanje zaledja poteka v ozadju. Najbolj poznani
ponudniki PaaS so Amazon Web Services, Microsoft Azure, Google Cloud,
Digital Ocean in drugi. Največji problem PaaS modela je t. i. zaklepanje
naročnika (angl. vendor lock-in), kjer je naročnik že tako globoko integriran
v izbrano platformo, da v primeru problematike ali želje po menjavi naleti
na težave iz logističnega in finančnega vidika.
3. Programska oprema kot storitev (angl. Software as a service) je kon-
cept, ki uporabnikom ponuja programsko opremo v oblaku. Uporabniki
SaaS se naročijo na program, namesto da bi ga enkrat kupili in namestili
na svoj računalnik. Uporabniki se lahko prijavijo in uporabljajo aplikacijo
SaaS iz katere koli združljive naprave prek interneta, ker je ta aplikacija v
oblaku. Spletni e-poštni vmesniki, preko katerih uporabniki dostopajo prek
brskalnika, kot sta Gmail in Office 365, so najpogosteǰsi primeri programov
SaaS.
1.4 Prednosti in slabosti računalnǐstva v oblaku
Največji razlog, zakaj podjetja selijo svojo IT infrastrukturo v oblak, so manǰsi
in bolj obvladljivi stroški. Prav tako oblak omogoča tudi dinamično skalabilnost
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uporabljenih virov, do česar pri fizični strojni opremi podjetja težko optimalno
izkoristijo svoje vire in napovedo njihovo rast in potrebe v prihodnosti.
• Stroški: Največja prednost računalnǐstva v oblaku je to, da ponudniki
storitev v oblaku ponujajo in zaračunavajo zgolj toliko virov, kot jih podjetje
v tistem trenutku potrebuje. To pomeni, da se viri dinamično prilagajajo
na potrebe in se zmanǰsujejo ali povečujejo. Ta prednost je zelo pomembna
prav za manǰsa podjetja ali pa za t. i. start-upe, ki nimajo možnosti nakupa
svoje strojne opreme oziroma želijo čim večjo optimizacijo stroškov.
• Praktično neomejena računska moč in hramba: Ko se podjetje poveže
na javni oblak, svoje računske in prostorske zmogljivosti znatno poveča.
Teoretično lahko uporablja vso infrastrukturo oblaka, kar je lahko nekaj
tisoč strežnikov in ni več omejeno samo na lastne zmogljivosti.
• Sodelovanje in skupni dostop: Uporaba oblačnih storitev omogoča sku-
pni dostop zaposlenih do dokumentov. To je dandanes v razvoju zelo po-
membna prednost, ki omogoči razvijalcem veliko več možnosti sodelovanja
in bolj produktivnega razvoja.
• Zaupanje v ponudnika storitev: Podjetja in vsi uporabniki oblačnih
storitev se morajo popolnoma prepričati, da bo zagotovljena kakovost najete
storitve na enakem ali celo vǐsjem nivoju, kot če bi to arhitekturo postavljalo
podjetje samo.
• Varnost podatkov (+): Po navedbah RapidScale [6] je 94 % vprašanih
podjetij po prehodu na oblak izbolǰsalo varnost, 91 % pa jih je navedlo,
da oblak olaǰsa izpolnjevanje vladnih zahtev glede skladnosti. Ključ do te
povečane varnosti je šifriranje podatkov, ki se prenašajo prek omrežij in
shranjujejo v podatkovnih bazah. Z uporabo šifriranja so hekerji ali osebe,
ki nimajo dovoljenja za ogled podatkov, manj dostopne do informacij. Kot
dodaten varnostni ukrep se lahko pri večini storitev v oblaku nastavi različne
varnostne nastavitve glede na uporabnika.
• Varnost podatkov (-): Oblak je lahko neprimerno zaščiten ali pa je tarča
vdorov in napadov. Tako lahko do podatkov dostopajo tretje osebe. Po-
datki na oblaku se zapǐsejo na več strežnikov; še vedno lahko podjetje ostane
1.5 Vrste računalnǐskega oblaka 5
brez podatkov, če ni izdelovalo varnostnih kopij in podobno ali če v podat-
kovnem centru pride do večje napake.
1.5 Vrste računalnǐskega oblaka
Prav tako obstajajo različni načini postavitve arhitekture v oblaku, ki so povezani
s tem, kje so strežniki in kdo jih upravlja:
• Javni oblak (angl. Public Cloud): Javni oblak je najpogosteǰsa vr-
sta postavitve storitev v oblaku. Z javnim oblakom je vsa strojna oprema,
programska oprema in druga podporna infrastruktura v lasti in upravlja-
nju oblačnega ponudnika. V javnem oblaku si stranke delijo isto strojno
opremo, shrambo in omrežne naprave z drugimi organizacijami oziroma na-
jemniki v oblaku.
• Zasebni oblak (angl. Private Cloud): Zasebni oblak je sestavljen iz
virov v oblaku, ki jih uporablja izključno eno podjetje ali organizacija. Za-
sebni oblak je lahko fizično v podatkovnem centru na lokalni lokaciji ali pa
ga gosti ponudnik oblačnih storitev. Toda v zasebnem oblaku so storitve in
infrastruktura vedno vzdrževane v sklopu zasebnega omrežja, medtem ko
sta strojna in programska oprema namenjeni izključno organizaciji. Tako
lahko zasebni oblak organizaciji olaǰsa prilagajanje svojih virov, da ustre-
zajo specifičnim IT zahtevam. Zasebne oblake pogosto uporabljajo vladne
agencije, finančne institucije in katere koli druge srednje do velike organi-
zacije s poslovno kritičnimi operacijami, ki ǐsčejo večji nadzor nad svojim
okoljem.
• Hibridni oblak (angl. Hybrid Cloud): Hibridni oblak je vrsta
računalnǐstva v oblaku, ki združuje lokalno infrastrukturo (zasebni oblak) z
javnim oblakom. Hibridni oblaki omogočajo gibanje podatkov in aplikacij
med obema okoljema. Podjetja izberejo hibridni pristop v oblaku zaradi
poslovnih imperativov, kot so izpolnjevanje regulativnih zahtev in zahtev
glede suverenosti podatkov.
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• Večoblačno okolje(angl. Multi-cloud) je podrobneje opisano v nasle-
dnji točki.
1.6 Večoblačno okolje
Čeprav se logika hibridnih oblakov zdi podobna, gre pri večoblačnem okolju za
pristop uporabe številnih različnih javnih oblakov v nasprotju s kombiniranjem
zasebnih in javnih oblakov. Običajno se to okolje uporablja, ker ima podjetje
različne potrebe, ki jih en sam ponudnik oblačnih storitev ne ponuja. S tem imajo
podjetja možnost izbiranja in kombiniranja dobrih lastnosti izbranih oblačnih
ponudnikov, s čimer si sebi v prid optimalno prilagodijo delovno okolje.
1.6.1 Zakaj večoblačno okolje
• ROI optimizacija: (angl. Return on investment ali donosnost naložbe je
podatek, ki ga podjetja uporabljajo za optimizacijo proračunov kampanje in
sledenje uspehu/neuspehu tržne kampanje). Večoblačna strategija omogoča
kombinacijo izbire najbolǰsih storitev, ki jih ponuja vsak izbran oblačni
ponudnik, s čimer si podjetje prilagodi izbrane rešitve, ki najbolj ustrezajo
njihovim specifikam. Tako si podjetje razporeja vire za posebne namene,
jih maksimira in plačuje samo za tisto, kar potrebuje.
• Napredna varnost: Tako kot pri hibridnem oblaku tudi večoblačno okolje
opolnomoči organizacije tako, da ohranja dosledno varnost in hkrati optimi-
zira računalnǐske vire. Večoblačno okolje tudi zmanǰsuje tveganje, da bi t.
i. DDoS (angl. distributed denial of service) napad lahko kritične aplikacije
spravil v nedelovanje. Ko lahko celo ena ura izpada podjetje stane na tisoče
evrov, se napredni varnosti protokoli povrnejo sami.
• Svoboda izbire: Posamezen ponudnik oblačnih storitev podjetju morda
ne bo mogel zagotoviti vseh potrebnih računalnǐskih storitev. In v primeru
nezadovoljstva z izbranim oblačnim ponudnikom lahko pride do nepotrebnih
težav pri migraciji, kajti oblačni ponudniki imajo oz. so na drugačen način
postavili svojo arhitekturo.
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• Zanesljiva arhitektura: Uporaba več rešitev v oblaku zmanǰsuje tvega-
nje ene same točke okvare. Večoblačno okolje zmanǰsuje verjetnost, da bi
zaradi samo ene napake pri določeni storitvi podjetje ostalo brez delovanja
njihovega celotnega sistema.
• Bolǰsa pripravljenost na nesreče: Verjetnost hkratnih izpadov več
oblačnih ponudnikov je izredno majhna. Ponudniki storitev, kot so Google
Cloud Platform, Microsoft Azure in Amazon Web Services, imajo impre-
sivne sporazume o ravni storitev, ki svoje stranke ščitijo pred izpadi. Z
izkorǐsčanjem dveh ali več teh storitev se tveganje še dodatno zmanǰsa.
1.7 Oblačne aplikacije
Razvoj oblačnih aplikacij (angl. cloud-native) je pristop, ki izkorǐsča prednosti
računalnǐstva v oblaku. Cloud-native govori o tem, kako se aplikacije postavijo,
ne pa kje. To pomeni, da aplikacije živijo v javnem oblaku v nasprotju z lo-
kalnim podatkovnim centrom. Prvi val računalnǐstva v oblaku se je zanašal na
infrastrukturo kot storitev – IaaS, ki je lokalno infrastrukturo nadomestila z na-
videznimi stroji, ki se izvajajo v podatkovnih centrih v oblaku. Čeprav je bilo
to primerno za majhne aplikacije, kot so osnovne spletne storitve, je bilo vseeno
zelo težko načrtovati razširljivost in hkrati upravljati varnost.
Kasneje se je začel pojavljati prvi večji pristop načrtovanja aplikacij v oblaku.
Za doseganje skalabilnosti in zanesljivosti aplikacij je bilo jasno, da je potrebno
aplikacije razstaviti na osnovne komponente ali funkcije, ki jih danes imenujemo
mikrostoritve.
1.8 Mikrostoritve
Arhitektura mikrostoritev je pristop k razvoju aplikacije kot niza majhnih ne-
odvisnih storitev. Vsaka storitev deluje v svojem neodvisnem postopku. Stori-
tve lahko komunicirajo z vnaprej določenimi vmesniki (običajno gre za REST –
način zagotavljanja interoperabilnosti med računalnǐskimi sistemi na internetu).
Takšne storitve se lahko razvije popolnoma neodvisno. Tudi centralizirano upra-
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vljanje teh storitev je popolnoma ločena storitev. Lahko je napisano v različnih
programskih jezikih, uporablja lastne podatkovne modele itd.
Arhitektura mikrostoritev rešuje slabosti monolitne arhitekture, kjer je apli-
kacijska logika prisotna znotraj ene namestitvene enote. Za majhne sisteme je
monolitna arhitektura lahko najprimerneǰsa rešitev, a ko sistem začne rasti, se
začnejo pojavljati težave z razumevanjem kode, povečanim časom nameščanja,
skaliranjem obremenjenih enot ter dolgoročno zavezanostjo izbrani tehnologiji.
Mikrostoritvena arhitektura omogoča lažje horizontalno skaliranje, saj lahko v
aplikaciji skaliramo le mikrostoritve, ki so bolj obremenjene, medtem ko v mono-
litni arhitekturi skaliranje povzroči dodatno namestitev aplikacije v celoti. Prav
tako si lahko tudi v delu uporabljene aplikacijske gradnike predstavljamo kot
mikrostoritve, kjer je segmentiran vsak del: storitev baze podatkov (MySQL),
storitev spletnega strežnika (Apache), storitev WordPress, storitev interpreterja
(PHP) itd. Da pa mikrostoritve lahko zaživijo, jih je priporočljivo zapakirati v
vsebnike.
1.9 Vsebniki
Vsebniki se velikokrat uporabljajo v kombinaciji z mikrostoritvami. Pravzaprav
je vsebnik standardna enota programske opreme, ki zapakira kodo in vse njene
odvisnosti, tako da se aplikacija hitro in zanesljivo izvaja ne glede na to, v katerem
računalnǐskem okolju je. Najbolj popularno orodje, ki se uporablja za delo z
vsebniki, je Docker. Docker je odprtokodni projekt, ki temelji na Linux vsebnikih.
1.9.1 Primerjava
Primerjava tradicionalne postavitve arhitekture v odnosu do postavitve arhitek-
ture s pomočjo vsebnikom je spodnja slika:
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Slika 1.1: Primerjava postavitev [18].
Tradicionalna postavitev (angl. Traditional Deployment): Podjetja
so včasih (in še vedno) svoje aplikacije izvajale na fizičnih strežnikih. Meje virov
za aplikacije v fizičnem strežniku ni bilo mogoče določiti, kar je povzročilo težave
z dodeljevanjem virov. Če se na fizičnem strežniku izvaja več aplikacij, so lahko
primeri, ko bi ena aplikacija zavzela večino virov. Posledično druge aplikacije
ne bi uspele oziroma bi delovale počasi. Rešitev za to bi bil zagon vsake apli-
kacije na drugem fizičnem strežniku. Toda tak pristop ni obstal, saj so bili viri
premalo izkorǐsčeni, organizacije pa so drago plačevale za vzdrževanje velikega
števila fizičnih strežnikov.
Virtualizacijska postavitev (angl. Virtualized Deployment): Kot
rešitev zgornjega problema je nastala virtualizacija. Virtualizacija omogoča za-
gon več navideznih strojev (VM - angl. virtual machine) na CPE enega fizičnega
strežnika. Prav tako omogoča izolacijo aplikacij med VM-ji in zagotavlja raven
varnosti, saj druga aplikacija ne more prosto dostopati do informacij ene aplika-
cije.
Virtualizacija omogoča bolǰso izkorǐsčenost virov v fizičnem strežniku in omogoča
bolǰso razširljivost, ker se lahko aplikacija enostavno doda ali posodobi. S tem
zmanǰsa stroške strojne opreme in še veliko več. Z virtualizacijo se lahko niz
fizičnih virov predstavi kot skupino navideznih strojev za enkratno uporabo. Vsak
navidezni stroj je popoln stroj, ki poleg virtualizirane strojne opreme poganja vse
komponente, vključno z lastnim operacijskim sistemom.
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Vsebnǐska postavitev (angl. Container Deployment): Vsebniki so
podobni navideznih strojem vendar imajo sproščene izolacijske lastnosti, da si
med aplikacijami delijo operacijski sistem (OS). Zato se vsebniki štejejo za lahke.
Podobno kot VM ima vsebnik svoj datotečni sistem, delež procesorja, pomnilnik,
procesni prostor in še več. Ker so ločeni od osnovne infrastrukture, so prenosljivi
v oblakih in distribucijah OS.
Vsebniki so postali priljubljeni, ker omogočajo naslednje prednosti:
• Agilno ustvarjanje in postavitev aplikacij: Povečana enostavnost in
učinkovitost ustvarjanja slik vsebnika v primerjavi z uporabo slike navide-
znega stroja.
• Stalna integracija, razvoj in postavitev: Zagotavlja zanesljivo in pogo-
sto gradnjo in uvajanje slike vsebnika s hitrimi in učinkovitimi povratnimi
spremembami (zaradi nespremenljivosti slike).
• Ločevanje DevOps skrbi (slo. Razvoj in Operacije: Ustvarjanje
slike vsebnika aplikacij v času gradnje/izdaje namesto v času uvajanja, s
čimer se loči aplikacije od infrastrukture.
• Okoljska skladnost pri razvoju, testiranju in izdelavi: Na lokalnem
računalniku deluje enako kot v oblaku.
• Kompatibilnost distribucije oblaka in operacijskega sistema: De-
luje na Ubuntu, RHEL, CoreOS, lokalno, v večjih javnih oblakih in kjerkoli
drugje.
• Upravljanje, ki je osredotočeno na aplikacije: Dvigne raven abstrak-
cije od zagona operacijskega sistema na navidezni strojni opremi do zagona
aplikacije v operacijskem sistemu z uporabo logičnih virov.
• Ohlapno povezane, porazdeljene, elastične, osvobojene mikro sto-
ritve: Aplikacije so razdeljene na manǰse, neodvisne koščke in jih je mogoče
dinamično uvesti in upravljati.
• Izolacija virov: Predvidljiva zmogljivost aplikacije.
• Izkorǐsčenost virov: Visoka učinkovitost in gostota.
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1.9.2 Problematika upravljanja vsebnikov
Kot nam že ime mikrostoritve pove, le-teh lahko hitro postane zelo veliko, sploh ob
bolj kompleksnih aplikacijah, ki potrebujejo veliko število različnih storitev. S tem
se pojavi vprašanje upravljanja vseh teh vsebnikov in kako zagotoviti konsistentno
delovanje vseh mikrostoritev kot celotna aplikacija. Prav tako je potrebno v
primeru neodzivnosti ali napake vsebnika poskrbeti, da se namesto njega zažene
nov vsebnik, ki nadaljuje z njegovim delom in skrbi, da celotna aplikacija ne
preide v nedelujoče stanje. Zaradi omenjenih problematik prihaja do potrebe po
uporabi orodja za orkestracijo vsebnikov.
1.10 Orkestracija vsebnikov
Orkestracija vsebnikov (angl. container orchestration) je postala zelo vroča tema
v zadnjih letih, saj je veliko večjih podjetij javno naznanilo selitev svojih storitev v
oblak. Google, Facebook, Netflix, IBM so le nekateri primeri podjetij, ki koristijo
platforme za orkestracijo vsebnikov. Sodeč po študiji Forrester Consultinga leta
2020 [23], se je več kot 65 % tehnoloških podjetij raje zaneslo na platforme tretjih
oseb za upravljanje vsebnikov kot pa za notranjo strokovno rešitev. Kaj sploh je
orkestracija vsebnikov?
V vsebnǐski arhitekturi so različne mikrostoritve, ki sestavljajo aplikacijo, pa-
kirane v ločene vsebnike in razporejene po fizičnih ali virtualnih strojih. Toda to
povzroča potrebo po orkestriranju vsebnikov – orodju oziroma platformi, ki avto-
matizira uvajanje, upravljanje, prilagajanje, mreženje in razpoložljivost aplikacij,
ki temeljijo na vsebnikih. Na trgu že obstaja veliko število različnih platform, ki
ponujajo svojo različico funkcionalnosti orkestracije vsebnikov; najbolj poznani
so naslednji: Kubernetes, Docker Swarm, OpenShift, MiniKube in drugi. In




Kot razloženo v predhodnih poglavjih, je problematika omejenosti na en oblak
razvidna. Prav tako je razvidna nemoč, ki jo lahko podjetja imajo v primeru
zanašanja na samo enega ponudnika oblačnih storitev. To težavo sem v tej nalogi
poskušal rešiti na čim bolj praktičnem nivoju, kot bi to počela podjetja v realni
produkciji. Obrazložene pristope v uvodnem poglavju sem uporabil za postavitev
celotne arhitekture, ki deluje v večoblačnem okolju. Spletna aplikacija je kreirana
in postavljena s pomočjo vsebnikov, ki poskrbijo za visoko dostopno delovanje.
2 Predstavitev uporabljenih
aplikacijskih gradnikov
2.1 Osnove uporabljenega CMS-a in baze podatkov
2.1.1 WordPress
Dandanes morajo biti informacije in storitve preko svetovnega spleta pripravljene
tako, da je uporabniku vsebina interesantna in privlačna. V trenutnih časih, ko
ljudje več brskajo po spletnih straneh, spletnih trgovinah itd., morajo biti vsebine
dnevno osvežene oz. ažurirane, da je dosežen njihov namen. Podjetja in posame-
zniki si želijo hitrega, učinkovitega in enostavnega vnašanja potrebnih podatkov,
saj so lahko le z aktualno ponudbo in vizualno podobo konkurenčni na tržǐsču. Za
enostavneǰse in hitreǰse urejanje spletnih strani so bili razviti CMS ali sistem za
upravljanje vsebin (angl. Content management system).CMS omogoča uredniku
vsebin enostavneǰso postavitev in upravljanje spletnih strani brez podrobneǰsega
znanja programiranja. Omogoča tudi urejanje izgleda in funkcionalnosti, vendar
pa možnosti hitro postanejo omejene brez poznavanja osnovnih programskih jezi-
kov. Zelo dobra lastnost sistemov za upravljanje vsebin je tudi to, da so večinoma
odprtokodni, kjer večja poznanost avtomatsko pomeni večjo skupnost, ki skrbi za
odpravljanje napak, pomoč in nadaljnji razvoj sistema. Daleč najbolj popularen
in uporabljen je CMS, imenovan WordPress (približno 35 % vseh spletnih strani
je postavljenih na njem), ki sem ga v tej diplomski nalogi uporabil tudi jaz.
Wordpress je bil prvič predstavljen leta 2003. Ustvarila sta ga Matt Mulle-
nweg in Mike Little z namenom kreiranja enostavne platforme za ljudi, ki so želeli
kreirati enostavne bloge in jih gostovati na spletu. Sčasoma je ta platforma pre-
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rasla v CMS, ki omogoča kreiranje spletne strani praktično vseh tipov. Temelji
na tehnologijah PHP in MySQL. WordPress ima sisteme za predloge z dodatkom,
s pomočjo katerega jih lahko urejamo brez uporabe programskih jezikov PHP in
HTML; za bolj napredne uporabnike je uporaba omenjenih programskih jezikov
seveda še vedno mogoča. Teme za predloge se lahko nameščajo in tudi prekla-
pljajo med seboj. Značilnost Wordpress je tudi dobra kompatibilnost do spletnih
brskalnikov, kot so Google, Microsoft Edge, Safari, Mozzila Firefox itd.
2.1.2 MySQL
Za objavo spletne strani, ki je postavljena na Wordpress platformi, potrebujemo
tudi podatkovno bazo MySQL. WordPress uporablja programski jezik PHP za
shranjevanje in pridobivanje podatkov iz MySQL podatkovne baze.
MySQL je odprtokodni sistem za upravljanje relacijskih podatkovnih baz. Raz-
vija, podpira in distribuira ga družba Oracle Corporation. Kot že samo ime
pove, gre za podatkovno bazo, ki temelji na jeziku SQL (angl. Structured Query
Language). Relacijske podatkovne baze podatke organizirajo v tabele.
2.2 Docker
Docker je odprtokodna rešitev, namenjena razvoju, postavitvi in poganjanju pro-
gramskih rešitev z uporabo vsebnikov. Docker razvijalcem omogoča, da aplikacije
pakirajo v vsebnike: standardizirane izvedljive komponente, ki združujejo izvorno
kodo aplikacije z vsemi knjižnicami operacijskega sistema in odvisnostmi, potreb-
nimi za zagon kode v katerem koli okolju. Docker za delovanje potrebuje naslednje
komponente:
• Dockerfile: Vsak vsebnik Docker se začne z datoteko Dockerfile. Dockerfile
je besedilna datoteka, napisana v razumljivi sintaksi, ki vključuje navodila
za izdelavo Dockerjeve slike. Dockerfile določa operacijski sistem, ki bo
temelj vsebniku skupaj z jeziki, spremenljivkami okolja, lokacijami datotek,
omrežnimi vrati in drugimi komponentami, ki jih potrebuje – in seveda, kaj
bo vsebnik dejansko počel, ko ga zaženemo.
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• Docker slike: Slike Dockerja vsebujejo izvršljivo izvorno kodo aplikacije in
tudi vsa orodja, knjižnice in odvisnosti, ki jih mora koda aplikacije zagnati
kot vsebnik. Ko se zažene slika Dockerja, postane ta ena instanca vsebnika.
Dockerjevo sliko je mogoče zgraditi iz nič, vendar jih večina razvijalcev pri-
dobi iz javnih registrov, kot je npr. Docker Hub. Iz ene osnovne slike je
mogoče ustvariti več slik Dockerja, ki bodo delile skupne značilnosti svo-
jega sklada [14]. Sliko zgradimo tako, da ustvarimo datoteko Dockerfile, v
kateri s preprosto sintakso definiramo korake, potrebne za gradnjo in zagon
vsebnika. Pri gradnji slike lahko vstavimo binarne datoteke aplikacije in
določimo, kateri ukaz naj se sproži kot začetni proces ob zagonu vsebnika.
Vsak ukaz v Dockerfile datoteki ustvari svojo plast v sliki. Ob spremembah
in ponovni gradnji se ponovno zgradijo le plasti, na katerih je bila nare-
jena sprememba. Ta lastnost omogoča, da slike porabijo veliko manj virov
in predvsem prostora na pomnilniku v primerjavi z drugimi tehnologijami
virtualizacije.
• Docker engine: Docker Engine je jedro Dockerja, ki deluje po principu
odjemalec – strežnik in je sestavljen iz naslednjih komponent: Docker dae-
mon, REST API in vmesnika z ukazno vrstico.
2.3 Kubernetes
2.3.1 Kaj je Kubernetes
Kubernetes je odprtokodni projekt, ki je postal eno izmed najbolj priljubljenih
orodij za orkestracijo vsebnikov. Omogoča uporabo in upravljanje aplikacij z več
vsebniki. Medtem ko se v praksi Kubernetes najpogosteje uporablja z Dockerjem,
najbolj priljubljeno platformo za vsebnike, deluje tudi s katerimkoli vsebnǐskim
sistemom, ki je skladen s standardi OCI (angl. Open Container Initiative) za
formate slik in izvajanj (angl. runtime). Ker je Kubernetes odprtokoden s soraz-
merno malo omejitvami uporabnosti, ga lahko prosto uporablja vsako podjetje ali
razvijalec sam. Možnost postavitve je praktično kjerkoli – na lokalni infrastruk-
turi, v javnem oblaku ali oboje.
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2.3.2 Zmogljivost Kubernetes-a
Vsebniki so dober način za postavitev in zagon aplikacij. V razvojnem okolju
se mora upravljati vsebnike, v katerih se izvajajo aplikacije, in zagotoviti, da ne
pride do izpadov. Če se en vsebnik spusti, se mora zagnati drugi vsebnik. Ali ni
enostavno lažje, da za to vedenje poskrbi sistem?
Kubernetes poskrbi za:
• Odkrivanje storitev in uravnoteženje: Kubernetes lahko izpostavi
vsebnik s sistemom domenskih imen (DNS – angl. domain name system)
ali z lastnim IP naslovom. Če je promet do vsebnika velik, lahko Kuberne-
tes izravna obremenitve in porazdeli omrežni promet tako, da je postavitev
stabilna.
• Orkestracija shrambe: Kubernetes omogoča samodejno namestitev sis-
tema za shranjevanje po izbiri razvijalca, kot so lokalne shrambe, javni
ponudniki oblakov in več.
• Avtomatizirana uvajanja in povrnitve: : Omogoča avtomatizacijo
novih vsebnikov, katerih viri se prenesejo na nove vsebnike. To pomeni da
se vsi viri vsebnika, ko ta pride v napako, prenesejo na novega, ki nadaljuje
delo.
• Samodejno pakiranje v koše: Kubernetes omogoča določanje, koliko
procesorske moči in delovnega pomnilnika potrebuje vsak vsebnik. Če raz-
vijalec zna specificirati, kakšne so omenjene potrebe, zna Kubernetes s temi
podatki bolje izkoristiti vire, ki so na voljo.
• Samozdravljenje: Kubernetes znova zažene vsebnike, ki ne uspejo, jih
zamenja, ubije tiste vsebnike, ki se ne odzovejo na uporabnǐsko določen
pregled zdravja, ter jih ne ponuja uporabnikom, dokler niso pripravljeni.
• Upravljanje konfiguracije in skrivnosti: Kubernetes omogoča shra-
njevanje in upravljanje občutljivih informacij, kot so gesla, OAuth žetone
in ključi SSH. Skrivnosti in konfiguracijo aplikacij se lahko uvede in poso-
dobi, ne da bi znova zgradili slike vsebnika in ne da bi razkrili skrivnosti v
konfiguraciji skladovnice.
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2.4 Kubernetes arhitektura
Za lažje razumevanje je potrebno razumevanje zgradbe ter kako vse plasti ko-
municirajo med sabo, da dobimo funkcionalen sistem. Ob postavitvi Kubernetes
ustvari ti. gručo (angl. cluster), v kateri so vozlǐsča (angl. nodes), ki med sabo
komunicirajo z uporabo skupnega omrežja. Vozlǐsča so pravzaprav strežniki, na
katerih so nameščene aplikacije v vsebnikih. Vsaka gruča potrebuje vsaj eno de-
lovno vozlǐsče za delovanje. Še globje v arhitekturi Kubernetes pa je jata (angl.
pod), ki predstavlja eno instanco oz. del aplikacije. Nato imamo še kontrolno
ravnino (angl. control plane), ki upravlja z delovnimi vozlǐsči ter jatami in skrbi,
da celoten sistem deluje.
Vsak vozlǐsče v gruči ima svojo nalogo; eno vozlǐsče je izbrano kot glavno
(angl. master node), ki preverja zdravje ostalih vozlǐsč in jat v gruči, porazdeljuje
delo ter orkestrira komunikacijo med ostalimi komponentami. Glavno vozlǐsče je
osrednja točka gruče, ki ima največjo odgovornost za opravljanje nalog. Ostala
vozlǐsča so odgovorna za sprejemanje in opravljanje delovnih obremenitev v okviru
svojih lokalnih virov, zato tudi ime delovna vozlǐsča (angl. worker node). Poleg
teh glavnih komponent imamo še komponente v sklopu kontrolne ravnine, ki so
opisane v točki 2.4.1.
2.4.1 Komponente v sklopu kontrolne ravnine
• kube API strežnik (kube-apiserver): Je komponenta krmilne ravnine,
ki izpostavi Kubernetes API (angl. application programming interface)
omogoča komunikacijo med komponentami. Nameščen je le na glavnih vo-
zlǐsčih. Za namen upravljanja enot je na voljo konzolni vmesnik imenovan
kubectl, do katerega lahko dostopamo iz računalnika po kraǰsi inštalaciji.
• etcd: Konsistentna in visoko razpoložljiva podatkovna baza tipa ključ-
vrednost (angl. key-value), ki se uporablja kot Kubernetes podporna
shramba za vse podatke iz gruče. Nameščen je lahko le na glavnih vozlǐsčih.
• Razvrščevalnik (kube-scheduler): Komponenta kontrolne ravnine, ki
spremlja novo kreirane jate, ki še nimajo dodeljenega delovnega vozlǐsča.
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Ta mu dodeli delovno vozlǐsče glede na pogoj optimalnosti, kjer ta jata
opravlja svoje delo. Razvrščevalnik prav tako omogoča napredno opcijo,
kjer razvijalec sam lahko določi, na katerih vozlǐsčih želi, da se določena
jata izvaja ter na katerih ne.
• Upravljalec krmilnikov (kube-controller-manager): Komponenta,
ki poganja krmilnike. Upravlja krmilnik vozlǐsča, krmilnik replik, krmil-
nik ciljnih točk ter storitveni račun in krmilnik žetonov.
• Upravljalec oblačnih krmilnikov (cloud-controller-manager):
Omogoča povezavo s API-jem od ponudnika oblačnih storitev, s čimer po-
maga pri upravljanju oblačnih virov.
2.4.2 Komponente v sklopu vozlǐsča
• Kubelet: Agent oziroma majhna storitev, ki skrbi, da vsebniki pravilno
delujejo v sklopu jate. Izvaja se na vsakem vozlǐsču in je zadolžen za prenos
informacij med vozlǐsči.
• Izvajalec vsebnikov (angl. container runtime): Programska oprema,
ki skrbi za normalno delovanje vsebnikov.
• Kube-proxy: Proxy strežnik, ki prav tako deluje na vsaki jati in skrbi ter
vzdržuje omrežna pravila. Kube-proxy omogoči omrežno komunikacijo med
jatami znotraj gruče in z delovnimi procesi zunaj gruče.
2.4.3 Kubernetes objekti
• Replikacijski nadzornik (angl. ReplicationController): Upravlja
z življenjskim ciklom jate in zagotavlja, da je v okolju Kubernetes točno
določeno število repliciranih jat med vozlǐsči.
• Storitev (angl. Service): Omogoča izpostavitev skupine jat na podlagi
etiket kot stalno storitev. Zagotavlja abstrakcijo storitve, ki ne glede na
število jat in sprememb vozlǐsč ostane nespremenjena.
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• Etikete (angl. Label): So sestavni del gruč. S pomočjo etiket lahko
označimo jate, replikacijske nadzornike itd.
Slika 2.1: Kubernetes arhitektura [19].
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3 Večoblačna gruča
Odprtokodne rešitve so v veliki meri zaslužne za tako hiter in naraščajoč napre-
dek v IT svetu. Ena izmed teh rešitev je definitivno tudi Kubernetes, ki ga je
razvil Google in je daleč vodilni na področju orkestracije vsebnikov. Sodeč po
članku revije C—Net [19] se Kubernetes uporablja v 89 % primerov glede na iz-
brano platformo za orkestracijo vsebnikov. In ker podjetja vedno bolj zaupajo in
prevzemajo pristope modernih arhitektur s pomočjo mikrostoritev, vsebnikov in
Kubernetesa, je potrebna ponovna evalvacija vprašanja, kako postaviti aplikacije,
da so visoko dostopne, odzivne in zmogljive ne glede na to, kje končni uporabnik
je.
Na drugi strani je popolnoma isto zanimanje tudi za selitev virov na oblak iz že
naštetih in razloženih razlogov. To nas pripelje do vprašanja, zakaj ne bi bilo
smiselno teh dveh sodobnih pristopov združiti in kreirati dostopno in na napake
odporne gruče, ki istočasno deluje na najmanj dveh ponudnikih oblačnih storitev.
3.1 Problematika omejenosti na en oblak
Dandanes večina večjih podjetij uporablja več kot samo enega ponudnika oblačnih
storitev za postavitev njihovih aplikacij. Ravnovesje med stroški in dobro izvedbo
v večoblačnem okolju zahteva kombinacijo več znanj in orodij. Večino časa je ta
proces preprosto preveč kompleksen in zamuden, kar pomeni, da se mora veliko
število podjetij sprijazniti s storitvami, ki jih njihov oblačni ponudnika zagotavlja.
Podjetje na primer uporabi platformo AWS (Amazon Web Services) za orke-
stracijo vsebnikov s pomočjo Kubernetes, kjer postavijo in zaženejo njihovo prvo
aplikacijo. In ko po nekaj mesecev uspešnega poslovanja želijo implementirati
21
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napredno analitično rešitev na njihovi shrambi podatkov, ugotovijo, da je daleč
najbolǰsa rešitev na tržiču: Google Cloud Big Query, AWS pa konkurenčne sto-
ritve nima. Tako se morajo zadovoljiti z rešitvijo, ki jo ponuja AWS, zavedajoč
se, da nedaleč stran obstaja veliko bolj optimalna rešitev za njihov problem.
3.2 Izziv postavitve varnostnega komunikacijskega tunela
Normalna Kubernetes gruča (gruča, ki je samo v enem oblaku – v našem primeru
npr. GCP – Google Cloud Platform) uporablja svoj virtualni zasebni oblak. V
njem so si vsi Kubernetes objekti dosegljivi ter med sabo lahko komunicirajo.
Ko pa zraven dodamo nov virtualni zasebni oblak drugega oblačnega ponudnika
– Digital Ocean in ga povežemo zraven v enotno Kubernetes gručo, naletimo
na problem, ker so si objekti med omrežji nedosegljivi in med sabo ne morajo
komunicirati. Zato tu potrebujemo rešitev vzpostavitve VPN (navidezno zasebno
omrežje - angl. virtual private network) tunela, ki omogoči učinkovito in varno
komunikacijo med vozlǐsči in jatami od različnih oblačnih ponudnikov. Ta rešitev
kriptira vse podatke, ki so napoteni iz enega oblaka na drugega, lokalno omrežje
pa pusti nedotaknjeno za hiter prenos podatkov in posledično hitro delovanje
storitve.
Pri postavitvi VPN v večoblačni gruči poznamo dve vrsti topologij:
• Prečna lokacijska mreža (angl. Cross Location Mesh), ki šifrira podatke
samo med vozlǐsči, ki so v različnih virtualnih privatnih oblakih.
• Polna mreža (angl. Full Mesh), ki šifrira vse podatke med vozlǐsči, tudi
med tistimi, ki so v skupnem virtualnem zasebnem oblaku.
Prav tako se kreirata javni in zasebni ključ, ki pa skrbita, da so podatkovni
paketi dostopni samo za tistega prejemnika, ki je zmožen dešifriranja podatkov s
pomočjo primernega ključa.
Spodnja shema dodobra prikaže delovanje našega omrežja:
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Slika 3.1: VPN omrežje med izbranima oblačnima ponudnikoma.
3.3 Izzivi upravljanja
Po vzpostavitvi varnega VPN tunela med Kubernetes objekti pridemo do nasle-
dnjega izziva – upravljanja celotne arhitekture.
Upravljanje že samo ene Kubernetes gruče je kompleksno in potrebuje ekipo oz.
DevOps strokovnjaka, ki podrobno pozna platformo in njeno delovanje. Kaj šele
pri širjenju na več gruč in več oblačnih ponudnikov. Za poenotenje upravlja-
nja in delovanja v distribuciji v večoblačnem okolju mora Kubernetes in razvoj
zagotavljati naslednje:
• Popolna prepoznavnost in upravljanje: Ekipa DevOps inženirjev mora
biti sposobna hitro ugotoviti, kje se določena storitev trenutno izvaja, ka-
teri aplikaciji v gruči se dogajajo ponovni zagoni, katere aplikacije so bile
posodobljene čez celotno floto in še veliko več.
• Postavitev in prilagoditve gruče na zahtevo v katerem koli
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oblačnem okolju ali lokalno (angl on-prem): DevOps ekipa je poleg
tega, da vzpostavijo Kubernetes, odgovorna tudi za to, da je določena gruča
ustrezno prilagojena in ustreza zahtevam podjetje glede varnosti/skladnosti
ter jo je mogoče po potrebi enostavno nadgraditi.
• Kontinuirana namestitev (CD - angl. continuous deployment) je
zahtevana čez celotno gručo brez dodatnih orodij. DevOps ekipa potrebuje
dostop do orodij za namestitev, ki delujejo na vseh tipih gruč, v katerem
koli oblačnem okolju.
Naštete izzive je mogoče rešiti tako, da se interno postavi platforma, ki
omogoča vse te funkcije, vendar ta napor zahteva sestavljanje več odprtokodnih
orodij v eno funkcionalno platformo. Prav tako je treba najeti in usposobiti ljudi
(ki jih je težko najti) za izgradnjo in odpravljanje napak platforme, nato pa stalno
vzdrževanje in nadgradnje, ko se gruče spreminjajo in širijo. Postopek lahko traja
več let in zahteva nenehne naložbe v ljudi, vire in infrastrukturo. Kljub temu se
številna podjetja sprva spustijo po tej poti, vendar se po več mesecih truda za-
pletejo in to rešitev opustijo.
3.4 Latenca
Latenca je v rešitvah, kot je večoblačna gruča, zelo pomembna, ker zagotavlja
stabilno in hitro delovanje storitev ali aplikacij za končne uporabnike, kjerkoli na
svetu so.
Podatek RTT - čas povratnega potovanja (angl. round trip time) poda po-
memben podatek pri definiranju latence oziroma hitrosti povezave med različnimi
podatkovnimi centri. Maksimalen promet med dvema gostiteljema (v našem pri-




TCP velikost okna (angl. TCP window size) nam pove, koliko prometa ozi-
roma podatkov je končna naprava zmožna prejeti v danem trenutku. To pomeni,
3.5 Rešitve na ključ 25
da manǰso kot imamo latenco ali večjo velikost TCP okna, večja bo hitrost pre-
nosa podatkov med podatkovnimi centri.
3.5 Rešitve na ključ
Zadnje čase se pojavlja vedno več rešitev za vzpostavitev orkestracije vsebnikov v
večoblačnem okolju. Te so razvila podjetja, ki so neodvisna od oblačnih ponudni-
kov, in so vzela pristop k čim večji odprtosti in enostavnosti pri razvoju platforme.
Ta se lahko hitro vzpostavi in pripravi na nivo, ki je sposoben omogočiti funk-
cionalnost večjim ali manǰsim podjetjem, s čimer pridobijo zmožnost postavitve
gruče v roku nekaj minut. Te platforme poleg prikraǰsanja časovnih stisk in virov
omogočajo naslednje lastnosti:
• Globalno, cross-cloud, centralizirano upravljanje: Za centralizirano
zagotavljanje, spremljanje in reševanje problemov.
• Načrtovanje gruče: Podjetjem omogoča nemoteno dodajanje lastnih pri-
lagojenih storitev, s čimer si ustvarijo sistem za enostavno replikacijo stori-
tev v različnih oblačnih okoljih.
• Integracije: Že razvite integracije, pripravljene na uporabo za kreiranje,
upravljanje, spremljanje in zaščito sistema, kar doprinese k olaǰsanju ra-
zvoja in zmanǰsanju stroškov vzdrževanja.
• Upravljanje z življenjskim ciklom aplikacij v vsebnikih: za avtoma-
tizirano in poenostavljeno postavitev, skaliranje, nadgradnjo in upravljanje
aplikacij v večoblačnem okolju.
Kot primerjava med platformami, ki so jih razvili ponudniki oblačnih storitev
in zunanja t. i. ”third-party” podjetja, se hitro vidi, da so slednja veliko bolj
cenovno dostopna in lažja za implementacijo, hitreǰsa za postavitev in tudi dol-
goročno manj stroškovno obremenjujoča.
Sam sem jih zaenkrat našel zgolj nekaj (Google Anthos, k0s, Cast AI), ki so
že pripravljena za uporabo (angl. production ready), med katerimi je iz vidika
uporabnosti za moj primer najbolj izstopal Cast AI.
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3.6 CAST AI
Cast AI omogoča upravljano storitev Kubernetes na isti način kot pri: EKS –
Elastic Kubernetes service, AKS – Amazon Kubernetes service in GKE – Goo-
gle Kubernetes engine (trije primeri najbolj popularnih platform za orkestracijo
vsebnikov s Kubernetes). Po vzpostavitvi gruče se kreira Kubernetes kontrolna
ravnina, ki je distribuirana na vseh oblačnih ponudnikih kot glavni strežnik in de-
lovna vozlǐsča, ki jih dinamično upravlja modul za skaliranje (angl. auto-scaler).
Modul za skaliranje skrbi, da se jate, ki vsebujejo instance oziroma dele aplika-
cije, dinamično povečujejo ali zmanǰsujejo glede na potrebe, s čimer skrbijo za
stabilno stanje celotnega sistema ter optimizacijo stroškov.
Gruča, ki se kreira preko Cast AI platforme, uporablja sistem za avtomatično
skaliranje glede na uporabnǐsko definiran kriterij. Modul (auto-scaler) bo glede
na potrebno računalnǐsko moč izbral najbolj stroškovno efektiven virtualni stroj
glede na celotno ponudbo ponudnikov oblačnih storitev. S tem nam Cast AI
omogoči optimalne računalnǐske vire za našo aplikacijo in optimizirane stroške.
3.6.1 Vzpostavitev VPN omrežja
Ena izmed večjih prednosti izbrane platforme Cast AI je poenostavljena imple-
mentacija VPN tunela. Cast AI pripravi IPsec VPN med izbranimi VPC (navide-
zni zasebni oblak - angl. virtual private cloud) omrežji in doda omrežni vmesnik
vsebnika (angl. Container network interface) imenovam Cilium CNI, ki vzpostavi
varen komunikacijski tunel. Cilium CNI je odprtokodna programska oprema, ki
skrbi za varno vzpostavitev in komunikacijo v omrežju med komponentami, ki so
zgrajene s pomočjo platforme Kubernetes. Rezultat Cilium CNI-ja je ta, da čisto
vsaka jata v gruči lahko doseže in komunicira z drugimi jatami, ki so na katerem
koli oblaku kjerkoli po svetu.
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3.7 Prednosti CAST AI
• Povezljivost z največjimi oblačnimi ponudniki omogočajo kreiranje
gruče na naslednjih oblakih: AmazonWeb Services, Google Cloud Platform,
Microsoft Azure in Digital Ocean.
• Avtomatsko skaliranje: Funkcija, ki pomaga pri optimizaciji virov in
delovnih replik, ko jih aplikacija potrebuje. S tem nastane infrastruktura,
ki se ves čas dinamično prilagaja glede na potrebe aplikacije.
• Avtomatsko zdravljenje: V primeru, če v gruči pride do napake ali se
kaj pomotoma izbrǐse, platforma poskrbi za povrnitev sprememb, da sistem
ostane v zdravem in delujočem stanju.
• Avtomatsko konfigurirane metrike in opazovanje: Platforma že na
začetku omogoči Prometheus dodatek za zbiranje metrik, ElasticSearch in
Filebeat za poročila in indeksiranje ter Grafano ali Kibano za prikazovanje
metrik na uporabnǐski strani.
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4 Postavitev arhitekture
4.1 Izbira oblačnih ponudnikov
Kot prvi korak je potrebno izbrati ponudnike oblačnih storitev. Cast AI plat-
forma je zaenkrat kompatibilna z naslednjimi: AWS, GCP, Digital Ocean in
Azure. Sam sem se odločil za GCP in Digital Ocean, saj omogočata brezplačno
korǐsčenje njihovih storitev študentom s posebnim dobroimetjem. Vrednost tega
dobroimetja zagotovi kreiranje infrastrukture za približno en mesec. V tem času
sem opravil celoten praktičen del in naredil test gruče.
4.1.1 Kreiranje gruče
Po uspešnem kreiranju računov na Digital Ocean in GCP oblaku je bil potreben
vnos zahtevanih podatkov na strani CAST AI, s čimer je lahko platforma kreirala
VPC in posledično gručo. V temu koraku dobimo dostop do naše konzole, ki
izgleda tako, kot prikazuje slika 4.1.
V konzoli lahko vidimo ime naše gruče, status pripravljenosti, izbrane ponu-
dnike oblačnih storitev, regijo, v kateri naši virtualni stroji so, ter aktivnost gruče.
Ta konzola je vstopna točka v upravljanje gruče. Za dejanski dostop potrebujemo
postaviti lokalno okolje, ki je zmožno upravljati in dostopati do kreirane gruče.
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Slika 4.1: Konzola na uporabnǐski strani.
4.1.2 Vzpostavitev povezave za upravljanje gruče
Za upravljanje s Kubernetes gručo preko platforme Cast AI je najbolj kompatibi-
len operacijski sistem Ubuntu. Sam uporabljam Windows, zato je bila potrebna
inštalacija virtualnega stroja, na katerem je bila nameščena verzija Ubuntu 20.04.
Zatem je potrebna namestitev orodja ukazne vrstice kubectl, ki omogoča interak-
cijo in nadzor z gručo. Ko se orodje uspešno namesti, prične z iskanjem konfigu-
racijske datoteke imenovane kubeconfig, ki jo ǐsče v direktoriji: $HOME/.kube
To konfiguracijsko datoteko nam priskrbi CAST AI platforma, s čimer
omogoči orodju kubectl vzpostavitev povezave do gruče v oblaku. S tem korakom
pridobimo povezavo, ki jo lahko preverimo z ukazom: kubectl config view,




5 certificate -authority -data: DATA+OMITTED
6 server: https :// k8s.k8s -multicloud -cluster -456 d097b.onmulti.
cloud :6443
7 name: k8s -multicloud -cluster
8 contexts:
9 - context:
10 cluster: k8s -multicloud -cluster
11 user: kubernetes -admin
12 name: kubernetes -admin@k8s -multicloud -cluster
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17 - name: kubernetes -admin
18 user:
19 client -certificate -data: REDACTED
20 client -key -data: REDACTED
ki nam izpǐse konfiguracijske podatke o kreirani gruči.
Z ukazom kubectl get nodes pa dobimo izpis vseh vozlǐsč, ki so v gruči:
1 miha@miha -VirtualBox :~/. kube/wp -mysql$ kubectl get nodes
2 NAME STATUS ROLES AGE
VERSION
3 k8s -multicloud -cluster -456 d097b -do -1f1e Ready <none > 10m
v1 .18.6
4 k8s -multicloud -cluster -456 d097b -do -66f9 Ready master 10m
v1 .18.6
5 k8s -multicloud -cluster -456 d097b -gcp -0222 Ready master 10m
v1 .18.6
6 k8s -multicloud -cluster -456 d097b -gcp -10e1 Ready master 11m
v1 .18.6
7 k8s -multicloud -cluster -456 d097b -gcp -9021 Ready <none > 9m47s
v1 .18.6
8 k8s -multicloud -cluster -456 d097b -gcp -ce0d Ready <none > 10m
v1 .18.6
Na zgornjem izpisu vidimo, da je bilo kreiranih 6 vozlǐsč – od tega dve vozlǐsči,
ki sta na Digital Ocean, in štiri, ki so na GCP. Pri vlogah vozlǐsč se lahko vidi,
da so tri označena kot glavna, ostale tri pa imajo funkcijo delovnega vozlǐsča. Tri
glavna zato, ker sem v sklopu konfiguracije izbral visoko dostopno gručo, ki je
pripravljena na produkcijo.
4.2 Deklarativne datoteke
Okolje Kubernetes uporablja deklarativno datoteko, imenovano Kubernetes ma-
nifest deployment, ki se uporablja za kreiranje Kubernetes objektov, kot so jate,
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namestitve, storitve, nosilec datotek itd. Deklarativna datoteka je kreirana v
YAML formatu, ki omogoča dober opis našega objekta in pove celotnemu sis-
temu, kako želimo, da naše okolje izgleda in deluje. V datoteki deklariramo, kaj
želimo, da se ustvari, katera slika vsebnika naj se ustvari, število želenih jat ter
na kakšen način želimo, da naj bo ta manifest upravljan. Z ukazom kubectl apply
[ali] create -f [ime konfiguracijske datoteke.yaml] datoteko pošljemo Kubernetes
API strežniku, ki preveri datoteko in pravilnost sintakse ter ugotovi, kam bo da-
toteko postavil glede na trenutno stanje v sistemu.
Manifesti skozi čas potrebujejo nadgradnje, kar pa je lahko velikokrat zelo na-
porno in časovno potratno, ker gre lahko veliko stvari narobe. V tem koraku
platforma Kubernetes v zaledju poskrbi za avtomatsko nadgradnjo, če do tega
pride, ter celoten proces opravi na strežnǐski strani brez interakcije razvijalca.
4.3 Robustna in visoko dostopna spletna stran v
večoblačnem okolju
Storitev, ki sem jo izbral za test visoko odporne in dostopne spletne strani preko
platforme Kubernetes, je, kot že omenjeno, WordPress.
WordPress je sestavljen iz več mikrostoritev: MySQL podatkovna baza za shra-
njevanje podatkov, Apache spletni strežnik, PHP interpreter ter datotečni sistem.
Vse omenjene komponente oziroma storitve potrebujemo narediti robustne in na
napake visoko odporne, da dosežemo stanje, kjer bo po katerikoli nepredvideni
napaki v arhitekturi vedno ostala vsaj ena instanca storitve, ki bo zagotavljala
nemoteno delovanje brez izgube podatkov. Tak sistem bi bilo brez platforme
Kubernetes zelo težko oziroma praktično nemogoče postaviti.
4.3.1 Arhitektura
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Slika 4.2: Arhitektura gruče.
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4.3.2 Nosilci datotek in obstojni nosilci datotek
Za nadaljnjo razumevanje je najprej potrebna razlaga koncepta nosilcev datotek,
obstojnih nosilcev datotek in kakšna je njihova vloga v gruči.
Komponente za shranjevanje podatkov v gruči prikazuje spodnja slika: Platforma
Slika 4.3: Prikaz komponent shrambe v gruči.
Kubernetes namesto klasičnih fizičnih diskov, kot so SSD, NVMe diski ali NAS,
uporablja objekt, imenovan nosilec datotek (angl. Persistent Volume).
• Nosilec datotek (PV): Nosilec datotek je del pomnilnika v gruči, ki ga
je določil skrbnik ali dinamično zagotovil s pomočjo razreda shrambe (angl.
Storage class). Je le eden izmed virov v gruči, kot je npr. jata. Nosilci
so oblikovani tako, da ostanejo podatkovno neodvisni od življenjskega cikla
katere koli jate v gruči.
• Obstojni nosilec datotek (PVC): PVC (angl. Persistent Volume Claim)
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je v bistvu prošnja uporabnika za določene pomnilnǐske vire in je podobna
jati. Jata uporablja vire vozlǐsča, PVC pa uporablja vire PV. Jata lahko
zahteva določene vire, kot sta npr. CPU ali pomnilnik, medtem ko PVC
lahko zahteva specifično velikost in način dostopa.
• Razred shrambe (StorageClass): Razred shrambe je objekt, ki nam
shrani informacije o nosilcu datotek, ki ga uporabi jata. Platforma Cast
AI že privzeto zagotavlja konfiguriran razred shrambe, ki obravnava vse
zahteve za količino. Z ukazom kubectl get storageclass, lahko ta podatek v
konzoli preverimo.
1 miha@miha−VirtualBox : ˜ / . kube/wp−mysql$ kubect l get sc
2 NAME PROVISIONER VOLUMEBINDINGMODE AGE
3 cast−block−s t o rage (d) s to rage . c s i . c a s t . a i WFFC 3d21h
4 cast−do−block−s t o rage s to rage . c s i . c a s t . a i Immediate 3d21h
5 cast−gcp−block−s t o rage s to rage . c s i . c a s t . a i Immediate 3d21h
4.3.3 Konfiguracijski gradnik
Za konfiguracijo aplikacije na platformi Kubernetes poskrbi konfiguracijski gra-
dnik (ang. ConfigMap - CM). CM je v nekem smislu kot slovar vseh konfigura-
cijskih nastavitev. Sestavljen je iz parov niza ključ-vrednost, ki jih Kubernetes
priskrbi vsebnikom. Kot pri vseh drugih računalnǐskih konfiguracijah te ključi
omogočajo določitev konfiguracijskih vrednosti. V našem primeru je potrebna
uporaba konfiguracijskega gradnika, v katerem se določi par spremenljivk, ki jih
bo uporabila podatkovna baza MySQL, natančno glede nastavitev naše glavne
podatkovne baze in dveh podrejenih podatkovnih baz.
1 --- mysql-configmap.yaml
2 apiVersion: v1
3 kind: ConfigMap #Tip Kubernetes objekta

















Slednjo deklarativno datoteko se je kreiralo z ukazom kubectl apply -f mysql-
configmap.yaml. Uspešno kreacijo datoteke lahko preverimo s: kubectl get cm, ki
nam izpǐse naslednje:
1 miha@miha -VirtualBox :~/. kube/wp -mysql$ kubectl get cm
2 NAME DATA AGE
3 mysql 2 4h31m
Iz tega izpisa je razvidno, da smo uspešno deklarirali dve spremenljivki za
podatkovno bazo.
4.4 Storitve
Kot uvod v Kubernetes storitve je najprej potrebna razlaga koncepta, kako sto-
ritve delujejo in kakšne tipe storitev poznamo.
Storitev v Kubernetes je logična abstrakcija za izpostavitev aplikacije, ki se s
pomočjo skupine jat izvaja kot storitev. Množica jat skrbi za delovanje apli-
kacije, storitev pa poskrbi za izravnavanje bremena med njimi, s čimer zagotovi
stabilno delovanje. Storitev je končna točka, kamor se lahko uporabniki povežejo,
saj ima končna točka dostopa vedno dodeljen svoj IP naslov, ki se ne spreminja,
dokler storitev ostane ista.
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• ClusterIP: Privzeti tip, ki izpostavi storitev v gruči kot interni IP na-
slov. Zato je storitev dostopna samo znotraj gruče, kar je za naš primer
neuporabno, kajti cilj je dobiti javno dostopno storitev, ki je za končnega
uporabnika dostopna, kjerkoli je. Ta tip izpostavitve se uporablja zgolj na
gručah, ki so postavljene v lokalnih okoljih in so namenjene testiranju ali
učenju.
• NodePort: Izpostavi storitev na vratih od vsake jate. Pri tej izpostavitvi
se ClusterIP kreira avtomatsko; do njega vodi storitev NodePort. Ta stori-
tev je dostopna zunaj gruče z deklaracijo: ”〈NodeIP 〉:〈NodePort〉”(primer
dejanskega naslova je npr.: ”10.96.170.51:30355”). Ta storitev je dostopna
zunaj gruče vendar le v okviru lokalnega omrežja.
• LoadBalancer: Izpostavi storitev na javno dostopni naslov s pomočjo
izravnjevalnika bremena, ki ga omogoči oblačni ponudnik. To storitev sem
uporabil v moji nalogi, ker omogoča željeno funkcionalnost – storitev z
javnim IP naslovom, ki je dostopna kjer koli po svetu.
• ExternalName: Preslika storitev v vnaprej določeno polje externalName
z vrnitvijo vrednosti za zapis CNAME.
4.5 MySQL storitev
Za storitev v našem projektu je potrebno, da MySQL jate lahko komunicirajo
med sabo in z WordPress jatami. To funkcionalnost smo deklarirali z naslednjo
YAML datoteko:
1 # mysql-services.yaml
2 apiVersion: v1 # Verzija Kubernetes API
3 kind: Service # Tip Kubernetes objekta







10 - name: mysql
11 port: 3306 # Določitev skozi katera vrata bo omogočil




S to datoteko smo deklarirali storitev, ki omogoča, da ima gruča zmožnost
branja in pisanja v MySQL instanco. Uspešno kreiranje MySQL storitve smo
preverili z ukazom: kubectl get svc.
1 miha@miha -VirtualBox :~/. kube/wp -mysql$ kubectl get svc
2 NAME TYPE CLUSTER -IP EXTERNAL -IP PORT(S) AGE
3 kubernetes ClusterIP 10.96.0.1 <none > 443/ TCP 3d21h
4 mysql ClusterIP None <none > 3306/ TCP 4h14m
Iz zgornjega izpisa je razvidno, da je bila poleg privzete storitve Kubernetes,
ki se kreira na začetku življenjske dobe gruče, kreirana storitev MySQL.
4.5.1 MySQL Množica jat s stanjem
Množica jat s stanjem (angl. StatefulSet) ) je Kubernetes API objekt, ki se
uporablja za upravljanje aplikacij, kjer jate shranjujejo svoje stanje (npr. stanje
podatkovnih shramb). Takšna namestitev jat ima svoje statično identifikacijsko
ime, zaporedno številko in shrambo podatkov o jati, ki ob napaki omogoča povr-
nitev predhodnega stanja. Množico jat s stanjem smo deklarirali z ukazom kubectl

















16 # Inicializacijski vsebnik za glavni MySQL strežnik
17 initContainers:
18 - name: init-mysql
19 image: mysql:5.7 # Ime slike vsebnika
20 command:
21 # Bash skripta za nastavitev programske opreme XtraBackup,





27 # Generiranje identifikacijske zaporedne številke
28 # iz strokovega indeksa
29 [[ `hostname` =~ -([0-9]+)$ ]] || exit 1
30 ordinal=${BASH_REMATCH[1]}
31 echo [mysqld] > /mnt/conf.d/server-id.cnf
32 # Odmik, da se izogne rezevirani vrednosti
33 # strežnika z ID = 0
34 echo server-id=$((100 + $ordinal)) >>
35 /mnt/conf.d/server-id.cnf
36 # Kopiranje konfiguracijskih datotek v prazno direktorijo
37 if [[ $ordinal -eq 0 ]]; then
38 cp /mnt/config-map/master.cnf /mnt/conf.d/
39 else
40 cp /mnt/config-map/slave.cnf /mnt/conf.d/
41 fi
40 Postavitev arhitekture
42 volumeMounts: # Pot kam naj se namestijo kopije
43 # datotek podatkovne baze
44 - name: conf
45 mountPath: /mnt/conf.d
46 - name: config-map
47 mountPath: /mnt/config-map
48 # Inicializacijski vsebnik za glavni MySQL strežnik
49 - name: clone-mysql







57 # Preskoči kloniranje če podatki že obstajajo
58 [[ -d /var/lib/mysql/mysql ]] && exit 0
59 # Preskoči kloniranje glavnega strežnika MySQL
60 [[ `hostname` =~ -([0-9]+)$ ]] || exit 1
61 ordinal=${BASH_REMATCH[1]}
62 [[ $ordinal -eq 0 ]] && exit 0
63 # Kloniranje podatkov od prejšne varnostne kopije
64 ncat --recv-only mysql-$(($ordinal-1)).mysql 3307
65 | xbstream -x -C /var/lib/mysql
66 # Priprava kopije
67 xtrabackup --prepare --target-dir=/var/lib/mysql
68 volumeMounts: # Pot kam naj se namestijo kopije datotek
69 - name: data
70 mountPath: /var/lib/mysql
71 subPath: mysql
72 - name: conf
73 mountPath: /etc/mysql/conf.d
74 containers: # Vsebnik za delovno podatkovno bazo
75 - name: mysql # Ime vsebnika
76 image: mysql:5.7 # Ime slike vsebnika
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77 env:
78 - name: MYSQL_ALLOW_EMPTY_PASSWORD # Nastavitev, ki pove, da
79 # MySQL vir nima varnostnega gesla
80 value: "1"
81 ports:
82 - name: mysql
83 containerPort: 3306 # Na katerih vratih vsebnik
84 # izpostavi podatkovno bazo
85 volumeMounts: # Pot kam naj se namesti klonirana
86 # podatkovna baza
87 - name: data
88 mountPath: /var/lib/mysql
89 subPath: mysql
90 - name: conf
91 mountPath: /etc/mysql/conf.d




96 # Ukaz Ping, ki preveri ali se vsebnik izvaja
97 livenessProbe:
98 exec:






105 # Preverba, ali je vsebnik pripravljen za
106 # odziv na zahteve
107 command: ["mysql", "-h", "127.0.0.1",





112 - name: xtrabackup # XtraBackup delavni vsebnik
113 # Ime vsebnika
114 image: gcr.io/google-samples/xtrabackup:1.0
115 ports:
116 - name: xtrabackup
117 containerPort: 3307 # Na katerih vratih vsebnik
118 # izpostavi delovno podatkovno bazo
119 command:
120 - bash # Bash skripta, ki klonira že obstoječe






127 # Preveri ali obstaja binarni zapisnik podatkov
128 if [[ -f xtrabackup_slave_info ]]; then
129 mv xtrabackup_slave_info change_master_to.sql.in
130 rm -f xtrabackup_binlog_info
131 elif [[ -f xtrabackup_binlog_info ]]; then
132 # Kloniranje podatkov direktno iz glavnega
133 # MySQL strežnika
134 [[ 'cat xtrabackup_binlog_info' =~ ^(.*?)[[:space:]]+
135 (.*?)$ ]] || exit 1
136 rm xtrabackup_binlog_info






143 # Preveri če še vedno potrebujemo klonirati bazo
144 if [[ -f change_master_to.sql.in ]]; then
145 echo "Waiting for mysqld to be
146 ready (accepting connections)"
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147 until mysql -h 127.0.0.1 -e "SELECT 1";
148 do sleep 1; done
149
150 echo "Initializing replication from clone position"
151 mv change_master_to.sql.in change_master_to.sql.orig










162 # Zagon strežnika za pošiljanje kopij delovnim strežnikom
163 exec ncat --listen --keep-open --send-only
164 --max-conns=1 3307 -c \
165 "xtrabackup --backup --slave-info --stream=xbstream
166 --host=127.0.0.1 --user=root"
167 volumeMounts:
168 - name: data
169 mountPath: /var/lib/mysql # Pot namestitve strežnika
170 subPath: mysql
171 - name: conf
172 mountPath: /etc/mysql/conf.d
173 resources:




178 - name: conf
179 emptyDir: {}













Zgornja konfiguracija opǐse odnos med glavnim MySQL strežnikom in dvema
podrejenima strežnikoma ali z drugimi besedami Master/Slave replikacija. Xtra-
backup temelji na funkcionalnosti InnoDB za obnovo po nesreči, vendar za ra-
zumevanje najprej potrebujemo razlago, kaj sploh je InnoDB. InnoDB je neke
vrste programska oprema, ki jo uporabljajo sistemi za upravljanje baz podatkov,
kot je MySQL, in sicer za opravljanje kreiranja, branja, posodabljanja in brisa-
nja podatkov iz baze (CRUD – angl. create, read, update and delete). Kot že
omenjeno, Xtrabackup temelji na funkcionalnosti InnoDB za obnovo po nesreči
tako, da kopira podatke datoteke InnoDB, kar povzroči neskladnost podatkov.
Potem na datotekah izvede obnovo po nesreči, da ponovno postane dosledna in
uporabna baza podatkov. To je mogoče, ker InnoDB hrani t. i. redo log oz.
dnevnik transakcij. V našem primeru imamo en glavni strežnik in dva podrejena,
kjer vsi dobijo po 10 GB spomina, ki ga zahtevajo od razreda shrambe nosilca
datotek.
Za inicializacijo jat poskrbi StatefulSet krmilnik, ki zažene jate po vrstnem
redu glede na njihov zaporedni indeks. Pred nadaljevanjem krmilnik vedno
počaka, da vsaka jata javi stanje pripravljenosti, preden nadaljuje na naslednjo.
Vsaki jati doda unikatno ime glede na ¡ime storitve¿-¡zaporedni indeks¿, s čimer
dobimo tri MySQL jate z imeni: mysql-0, mysql-1 in mysql-2. Prvo jato, ki kr-
milnik zažene, je glavni MySQL strežnik; pri drugi in tretji jati opravi operacijo
kloniranja podatkov na repliko, ko ta prvič zažene prazen nosilec datotek, kamor
bo replika shranila svoje podatke. Repliki si zapomnita glavni MySQL strežnik
po imenu jate, s čimer sta vedno povezani nanjo – tudi v primeru, če prva jata,
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na kateri je glavni strežnik, pridobi nov IP naslov.
Tako imamo postavljene in aktivne tri jate, kjer sta podrejena strežnika v pri-
pravljenosti na delovanje v primeru odpovedi glavnega MySQL strežnika. Vsaka
jata vsebuje po dva vsebnika, kar je razvidno iz statusa ”READY”: 2/2.
1 miha@miha -VirtualBox :~/. kube/wp -mysql$ kubectl get pods
2 NAME READY STATUS RESTARTS AGE
3 mysql -0 2/2 Running 0 4h10m
4 mysql -1 2/2 Running 0 4h10m
5 mysql -2 2/2 Running 0 4h9m
4.6 Postavitev visoko dostopnega WordPress
Zadnji korak za uspešno postavitev celotne arhitekture je kreiranje WordPress
jat, ki jih dodamo v gručo. Za dosego tega cilja morajo biti vsi vsebniki, ki poga-
njajo strežnik popolnoma nadomestljivi (to pomeni, da lahko pobrǐsemo vsebnik
in zaženemo novega brez izgube podatkov ali nedelovanja storitve).
Wordpress bo shranjeval pomembne podatke o spletni strani v direktorij na vir-
tualnem stroju: /var/www/html. To datoteko moramo deliti med WordPress
instancami s pomočjo NFS strežnika (angl. Network File System), ki bo poskr-
bel, da bodo vse instance imele dostop do datoteke z identičnimi podatki.
4.6.1 NFS Strežnik
NFS strežnik je aplikacija tipa odjemalec/strežnik. Omogoča uporabniku ali sis-
temskemu administratorju, da upravlja s podatki, ki so na strežniku in določa
njihovo dostopnost. Del ali celota teh podatkov je lahko dostopnih za uporab-
nike. Prav tako je možno določanje privilegijev oziroma pravic za dostop in
interakcijo s podatki:
1. zgolj za branje (angl. read-only)
2. branje & pisanje (angl. read-write)
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Prednosti NFS strežnika za naš primer sta naslednji: Podatki, ki so že shra-
njeni na NFS strežniku, tudi ostanejo, ko se jata izbrǐse (podatki so trajni) in,
kot že omenjeno, NFS strežnik lahko dostopa do več jat ob istem času, s čimer
skrbi za skupno rabo podatkov med njimi.
NFS strežnik kreiramo z naslednjo deklarativno datoteko
1 # nfs.yaml
2 # Definiranje obstojnega nosilca datotek
3 apiVersion: v1 # Verzija Kubernetes API
4 kind: PersistentVolumeClaim # Tip Kubernetes objekta
5 metadata:






12 accessModes: [ "ReadWriteOnce" ] # Način dostopa do PV
13 resources:
14 requests:
15 storage: 200Gi # Velikost NFS diska
16
17 ---
18 # Definiranje replikacijskega krmilnika
19 apiVersion: v1
20 # Replikacijski krmilnik bo poskrbel, da bo vedno vsaj















35 - name: nfs-server
36 # Ime slike vsebnika
37 image: gcr.io/google_containers/volume-nfs:0.8
38 ports:
39 - name: nfs
40 containerPort: 2049 # Odpre naslednje tri vhode
41 # v vsebnikih, s čimer omogoči skupno rabo podatkov
42 - name: mountd
43 containerPort: 20048





49 - mountPath: /exports # Pot kamor bo shranil podatke
50 name: nfs-pvc
51 volumes:





57 # Definiranje storitve NFS strežnika, ki bo poskrbel






64 ports: # Omogoči dostop vratom skozi požarni zid storitve
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65 - name: nfs
66 port: 2049
67 - name: mountd
68 port: 20048




in jo z ukazom: kubectl create -f nfs.yaml odpošljemo Kubernetes API
strežniku. Za uspešno komunikacijo med WordPress jatami in NFS strežnikom
potrebujemo IP naslov strežnika, ki ga bomo ročno vnesli v naslednjem koraku.
Sicer pa ročno vnašanje IP naslovov v konfiguracije datoteke običajno ni potrebno,
saj Kubernetes poskrbi za avtomatizacijo tega procesa preko imen storitev.
Z ukazom kubectl describe services nfs-server dobimo izpis IP naslova naše sto-
ritve, ki ga potrebuje konfiguracija WordPress nosilca datotek. Deklaracijska
datoteka o WordPress storitvi je naslednja:
1 # wordpress.yaml
2 # Postavitev storitve WordPress s porazdeljevalcem bremena,
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18 ---











30 server: 10.96.251.139 # IP naslov NFS strežnika,




35 # Postavitev odpornega nosilca datotek, ki preslika














50 # Postavitev, ki kreira dejanski WordPress CMS s pomočjo






















72 - image: wordpress:4.9-apache
73 name: wordpress
74 env:
75 - name: WORDPRESS_DB_HOST
76 value: mysql
77 - name: WORDPRESS_DB_PASSWORD
78 value: ""
79 ports:
80 - containerPort: 80
81 name: wordpress
82 volumeMounts:
83 - name: wordpress-persistent-storage
84 # Pot, kjer se nahaja WordPress nosilec datotek
85 mountPath: /var/www/html
86 volumes:
87 - name: wordpress-persistent-storage
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88 persistentVolumeClaim:
89 # Ime odpornega nosilca datotek za WordPress
90 claimName: nfs-wp
Z zgornjo konfiguracijo smo kreirali WordPress storitev z obstojnimi podatki
ne glede na izbris WordPress jate, izbris vozlǐsča, na katerem je bila jata. To
je mogoče zato, ker storitev NFS strežnik konstantno uporablja fizični nosilec, s
čimer bo ohranil podatke od nosilcev ter jih ne bo nikoli recikliral ali napačno
dodelil. WordPress namestitev smo kreirali z ukazom: kubectl create -f word-
press.yaml in v kratkem lahko preverimo, ali vse naše namestitve pravilno delu-
jejo.
4.6.2 Kreirane jate in storitve
Kubectl get pods
Po uspešni namestitvi vseh deklarativnih datotek je potrebna preverba kreiranih
Kubernetes objektov. Najprej lahko preverimo stanje jat:
1 miha@miha -VirtualBox :~/. kube/wp -mysql$ kubectl get pods
2 NAME READY STATUS RESTARTS AGE
3 mysql -0 2/2 Running 0 4h10m
4 mysql -1 2/2 Running 0 4h10m
5 mysql -2 2/2 Running 0 4h9m
6 nfs -server -bxgd5 1/1 Running 0 3h56m
7 wordpress -bc6b775b -gfrmb 1/1 Running 0 6m19s
Pri tem vidimo, da je bila WordPress jata uspešno kreirana; prav tako nor-
malno delujeta NFS strežnik ter glavna MySQL podatkovna baza in dve podrejeni
oziroma replicirani podatkovni bazi.
Kubectl get services
Nato lahko preverimo, ali se je že kreirala storitev WordPress ter ali ji je izravnje-
valnik bremena že dodelil javni IP naslov, preko katerega je WordPress dosegljiv.
1 miha@miha -VirtualBox :~/. kube/wp -mysql$ kubectl get svc
2 NAME TYPE CLUSTER -IP EXTERNAL -IP PORT(S)
AGE
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3 kubernetes ClusterIP 10.96.0.1 <none > 443/ TCP 3
d21h
4 mysql ClusterIP None <none > 3306/ TCP 4
h14m
5 nfs -server ClusterIP 10.96.251.139 <none > 2049/TCP
,20048/TCP ,111/ TCP 3h47m
6 wordpress LoadBalancer 10.96.170.51
174.138.102.167 ,1841504781. k8s -multicloud -cluster -456 d097b.
onmulti.cloud ,35.198.171.36 80:30355/ TCP 3h44m
Iz zgornjega izpisa je razvidno, da smo pridobili tri javne IP naslove, na katerih
je storitev. Da pa je naša storitev sploh dosegljiva internetu, potrebujemo nov
Kubernetes API objekt, imenovan Ingress.
4.6.3 Ingress krmilnik
Ingress je API objekt, ki upravlja zunanji dostop do storitev v gruči, običajno
HTTP. Ingress izpostavi poti HTTP in HTTPS zunaj gruče storitvam znotraj
gruče. Usmerjanje prometa nadzirajo pravila, določena v viru Ingress. Konfigu-
riran je tako, da daje storitvam zunanje dostopne URL-je, izravnava obremenitve,
terminira SSL/TLS in ponuja navidezno gostovanje na podlagi imen. Ingress kr-
milnik lahko konfigurira tudi robni usmerjevalnik ali uporabnǐski vmesnik, da
pomaga obvladovati promet.
Slika 4.4: Krmilnik Ingress.
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4.6.4 Metoda distribuiranja prometa med več strežniki
Metoda distribuiranja prometa med več strežiniki – DNS GSLB (angl. Domain
name system global service load balancing) je metoda za zagotavljanje večje do-
segljivosti in zmanǰsanja latence. Uporabnǐska zahteva za URL je poslana na
strežnik GSLB DNS, ki preveri IP naslov obiskovalca. Nato strežnik GSLB DNS
identificira strežnik, ki je najbližji uporabniku ali ima najnižji odzivni čas, ter
spelje promet preko izbranega.
IP naslov, ki se konča z imenom onmulti.cloud, je naš interni GSLB DNS naslov
na katerem je Ingress. V našem primeru je storitev z zgornjim DNS naslovom
na obeh strežnikih hkrati. Ostala dva IP naslova, na katerih je storitev, sta po-
samična in sta bila kreirana preko oblačnih ponudnikov GCP in Digital Ocean.
Tako dobimo tri različne IP naslove, ki vsi peljejo na kreirano storitev WordPress.
4.6.5 WordPress inštalacija na uporabnǐski strani
Ko pri preverbi kreiranih storitev z ukazom kubectl get services dobimo izpis
zunanjega IP naslova, vemo, da je naša storitev javno dosegljiva na izpisanem
naslovu, kar sem preveril tako, da sem vpisal enega izmed treh naslovov v spletni
iskalnik, kjer me je pričakalo naslednje:
S slednjim izpisom vemo, da je bil proces postavitve uspešen, saj je spletna
stran avtomatsko preusmerila na privzet postopek kreiranja podatkovne shrambe
za WordPress. Postopku sledimo in kmalu pridemo do delujoče vsebnǐske spletne
strani, ki je postavljena preko platforme Kubernetes in, je na dveh različnih
strežnikih različnih ponudnikov oblačnih storitev.
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Slika 4.5: Inštalacija podatkovne shrambe za WordPress.
Slika 4.6: Privzeta WordPress tema.
5 Testiranje odpornosti aplikacije
Da je spletna stran res na napake odporna in visoko dostopna, je potrebno testi-
ranje več možnih scenarijev, ki simulirajo napako ali problem, ki nastane v gruči,
ter da s tem pridemo do odgovora, kateri Kubernetes objekti so ali niso odporni
na napako.
5.1 Repliciranje postavitve
Storitev WordPress za normalno delovanje potrebuje minimalno eno postavitev,
ki je lahko na poljubni lokaciji. Toda za zagotavljanje redundance lahko replici-
ramo postavitev WordPress z naslednjim ukazom:
kubectl scale deployment/wordpress – replicas=3 ter preverimo spremembo s ku-
bectl get deployments
Slika 5.1: Skaliranje postavitve WordPress.
S tem pridobimo tri replike postavitve in zagotovimo delovanje v primeru, če
v jati pride do napake. Iz zgornjega izpisa vidimo, da so vse tri jate zdrave in na
voljo.
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5.2 Brisanje jat
Jate sledijo opredeljenemu življenjskemu ciklu, na začetku v čakajoči fazi (angl.
pending), nato se spremenijo v delujočo fazo (angl. running), če se vsaj eden
od njegovih vsebnikov začne v redu, nato pa v fazo uspelo (angl. Succeded) ali
neuspelo (angl. Failed), odvisno od tega, ali je kateri koli vsebnik v jati končal z
okvaro.
Vsaka jata dobi svojo dodeljeno unikatno identifikacijsko številko ter je s tem
vezana na vozlǐsče, v katerem deluje. Če pride do napake v vozlǐsču ali pa jata
zaključi svoj življenjski cikel, se le-ta avtomatsko samouniči. Istočasno se med
brisanjem uničene jate avtomatsko kreira nova, praktično identična jata, ki nosi
iste podatke kot uničena. Edina razlika, ki je med tema dvema jatama, je ta, da
nova jata dobi drugo unikatno številko. Prav tako je možno, da se nova jata veže
na drugo vozlǐsče v gruči, če razvrščevalnik zazna drugačno potrebo za delovanje
in izravnavanje bremena.
Pri zagonu nove jate, ki nadaljuje delo uničene z njenimi podatki, je možno
zaradi obstojnih nosilcev datotek. Podatki od vsake jate se redno zapisujejo v
shrambo podatkov obstojnega nosilca datotek ravno zaradi takih primerov. S
tem PVC poskrbi, da nikoli ne pride do izgube podatkov v jati.
Proces sem testiral tako, da sem izbrisal poljubno jato ter opazoval stanje
celotne gruče. Na začetku testiranja tega koraka smo imeli naslednje WordPress
jate:
1 miha@miha -VirtualBox :~/. kube/wp -mysql$ kubectl get pods
2 NAME READY STATUS RESTARTS AGE
3 wordpress -bc6b775b -gfrmb 1/1 Running 0 6m19s
4 wordpress -bc6b775b -hgtng 1/1 Running 0 6m19s
5 wordpress -bc6b775b -tzjbq 1/1 Running 0 10m
Z ukazom kubectl delete pod wordpress-bc6b775b-gfrmb sem izbrisal eno iz-
med treh delujočih jat. Nato sem ponavljajoče preverjal spremembo in ugotovil,
da se v roku dveh sekund ustvari nova jata z drugačnim imenom, vendar istim
vsebnikom in istimi podatki.
1 miha@miha -VirtualBox :~/. kube/wp -mysql$ kubectl get pods
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2 NAME READY STATUS RESTARTS AGE
3 wordpress -bc6b775b -99 knb 1/1 Running 0 9s
4 wordpress -bc6b775b -hgtng 1/1 Running 0 20m
5 wordpress -bc6b775b -tzjbq 1/1 Running 0 24m
Ta korak bi prav tako lahko preverili na uporabnǐski strani, če bi imeli samo
eno repliko jate, in sicer tako, da bi na WordPress CMS objavili testni blog
članek ter ponovili zgornji proces z brisanjem jate. Za tem bi samo spletno stran
posodobili in opazovali, ali je naš članek še vedno objavljen in prikazan.
5.3 Porazdelitev WordPress jat po vozlǐsčih v gruči
V primeru odpovedi celotnega vozlǐsča je potrebno poskrbeti, da so WordPress
replike jat na več vozlǐsčih za zagotavljanje visoke dostopnosti in odpornosti.
1. WordPress jata: Na spodnjem posnetku zaslona lahko vidimo da je jata z
imenom 99knb v vozlǐsču z imenom gcp-ce0d, ki je od ponudnika oblačnih
storitev Google Cloud.
Slika 5.2: Prva WordPress jata.
2. WordPress jata: Pri drugi jati z imenom hgtng vidimo, da je v drugem
vozlǐsču do-1f1e, ki nam iz kratice pove, da je to vozlǐsče, ki je v oblaku
od Digital Ocean.
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Slika 5.3: Druga WordPress jata.
3. WordPress jata: Pri tretji jati z imenom tzjbg vidimo, da je v vozlǐsču
z imenom gcp-9021, ki iz kratice kot pri prvi jati pove, da je ta jata v
oblaku Google Cloud.
Slika 5.4: Tretja WordPress jata.
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S tem imamo dokazano redundantno porazdelitev, na podlagi česar lahko
sklepamo, da je del, ki skrbi za postavitev in delovanja WordPress CMS, visoko
odporen in praktično neuničljiv.
5.4 Porazdelitev MySQL jat po vozlǐsčih v gruči
Prav tako moramo poleg jat, ki skrbijo za normalno delovanje WordPress spletne
strani, zagotoviti redundanco tudi za jate, na katerih sta glavna podatkovna
shramba ter dve podrejeni repliki.
Za namen testiranja sem ponovil postopek kot pri točki 5.3 ter najprej izbrisal
poljubno izbrano MySQL jato z ukazom kubectl delete pod mysql-2. Nato sem
opazoval proces postavljanja nove jate s postopkom, ki je vpisan v točki 4.5, zato
tudi vidimo status druge replike: Init:0/2, kar pomeni, da je vsebnik ravnokar v
bash procesu konfiguracije podatkovne shrambe.
1 miha@miha -VirtualBox :~/. kube/wp -mysql$ kubectl get pods
2 NAME READY STATUS RESTARTS AGE
3 mysql -0 2/2 Running 0 4h49m
4 mysql -1 2/2 Running 0 4h48m
5 mysql -2 0/2 Init :0/2 0 6s
Čez nekaj trenutkov, ko ponovno preverimo status vidimo, da je jata z imenom
mysql-2 ponovno živa in delujoča.
1 miha@miha -VirtualBox :~/. kube/wp -mysql$ kubectl get pods
2 NAME READY STATUS RESTARTS AGE
3 mysql -0 2/2 Running 0 4h49m
4 mysql -1 2/2 Running 0 4h48m
5 mysql -2 2/2 Running 0 28s
Glavna podatkovna shramba in ena izmed replik je na vozlǐsču Google Cloud
(razvidno iz imena vozlǐsča), kar lahko vidimo na spodnji sliki:
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Slika 5.5: Glavna podatkovna baza in ena replika nahajajoči se na GCP.
Še preostala MySQL jata, ki je v vozlǐsču ponudnika Digital Ocean:
Slika 5.6: Druga replika, ki se nahaja na DO.
S tem imamo zagotovitev, da delovanje celotne spletne strani ni ogroženo,
če podatkovni center od ponudnika Google Cloud, kjer je glavna podatkovna
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shramba, preide v napako. Kajti četudi bi se jata, kjer je glavni MySQL strežnik,
izbrisala, bi delo nadaljevala replika, dokler razvrščevalnik ne bi alociral prostora
in vozlǐsča za glavno podatkovno shrambo.
Tako imamo delovanje zaledne in uporabnǐske strani pokrito in zavarovano pred
napakami jat ali vozlǐsč.
5.5 Točka odpovedi
Na žalost še vedno ostaja en delček Kubernetes gruče, ki bi v primeru napake
ustavil delovanje celotne WordPress storitve. To je NFS strežnik, ki skrbi za delje-
nje direktorije /var/www/html med WordPress jatami. V tej datoteki so potrebni
podatki za delovanje storitve in brez tega ostanemo brez najglobje komponente,
ki skrbi za dostavo podatkov na spletni strani.
Do polovične mere je sicer NFS strežnik zavarovan – to pomeni da bo v pri-
meru, če v jati, kjer je strežnik, pride do napake ali se samouniči, zaradi ob-
stojnega nosilca datotek avtomatsko kreirana nova jata z istimi podatki (kot na
način, ki smo ga testirali pri WordPress jati in MySQL jati).
Do resne okvare bi prǐslo samo v primeru, če bi v vozlǐsču z imenom gcp-
9021, kjer je NFS strežnik, prǐslo do večje napake, ali v primeru, če ”padečeloten
podatkovni center, kjer je naše vozlǐsče. Tako dejanje bi resno vplivalo na našo
gručo in jo spravilo v stanje nedelovanja v času padca podatkovnega centra,
vendar pa je tak scenarij zelo malo verjeten.
5.5.1 Teoretična rešitev točke odpovedi
V teoriji popolnoma rešljiv je problem s pristopom sinhroniziranja datotek. Za
podobne problematike obstaja odprtokodna rešitev, imenovana Syncthing, ki
omogoča sinhronizacijo želenih datotek med več napravami oziroma v našem pri-
meru sinhronizacija dveh ločenih NFS strežnikov. Za doseg rešitve te problema-
tike bi bilo potrebno kreirati direktorij za shranjevanje podatkov na virtualnem
stroju, ki je na drugem oblaku (v našem primeru bi bilo to na oblaku od ponu-
dnika Digital Ocean) kot prvotni oziroma aktivni NFS strežnik (ta je na GCP).
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S tem bi lahko vzpostavili sinhroniziranje z aplikacijo Syncthing iz aktivnega di-
rektorija /var/www/html na nov sekundarni direktorij ter bi se s tem zavarovali
pred izgubo podatkov v primeru napake.
Vse, kar bi preostalo v primeru odpovedi, je ponovitev postopka postavitve de-
klaracijske datoteke od NFS strežnika, ki bi kreirala potrebne Kubernetes objekte
na drugem oblaku s pomočjo spremenljivk Node affinity in Pod anti affinity. Sle-
dnji dve spremenljivki s pomočjo etiket omogočata določitev, v katerem vozlǐsču
bo želena jata, kar pomeni, da ju razvrščevalnik uvrsti v določeno vozlǐsče ne
glede na stanje celotne Kubernetes gruče.
6 Ugotovitve
V 5. točki smo preverili in testirali vse komponente Kubernetes gruče, ki so izpo-
stavljene morebitnim napakam in nedelovanju. Ugotovili smo, da sta obe storitvi,
WordPress CMS in MySQL podatkovna shramba, varni in zaščiteni pred napa-
kami ter se znata sami avtomatsko ponovno postaviti brez izgube podatkov v
zanemarljivo majhnem času (manj kot 1 sekunda časovnega izpada). Pri stori-
tvi WordPress smo sigurnost zagotovili z replikami jat, ki so na več vozlǐsčih po
različnih oblakih, pri podatkovni shrambi pa s pomočjo vsebnika Xtrabackup, ki
nam je pomagal pri kreiranju dveh replik delujoče podatkovne shrambe za za-
gotavljanje redundance in varnosti v primeru odpovedi delovanja glavne MySQL
shrambe. Prav tako so tri jate, na katerih je MySQL shramba, razparcelirane po
več vozlǐsčih.
Kot že omenjeno v točki 5.5, imamo kljub vsemu še vedno eno komponento
naše Kubernetes gruče, ki lahko spravi celotno storitev v nedelovanje – NFS
strežnik. V primeru padca podatkovnega centra, kjer je strežnik, lahko pride do
izpada celotne storitve, kar bi povzročilo, da spletna stran ne bi bila več dosegljiva
oziroma dostopna preko spleta. Vendar je tak dogodek – izpad podatkovnega
centra redek in se večinoma zgodi v primerih, kjer je bil vzrok nadnaravna sila.
Po navedbah spletnega članka phoenixNAP [61] obstajajo štirje različni nivoji
zagotovljene dostopnosti podatkovnih centrov, kjer najnižji nivo zagotavlja 99,671
% dosegljivost ter najvǐsji, 4. nivo zagotavlja minimalno 99,995 % dostopnost. Ta
dva podatka nam povesta, da je dogodek nedelovanja podatkovnega centra skoraj
nemogoč; s tem lahko zatrdimo, da je celotna storitev zelo visoko odporna proti




Toda ravno na začetku meseca marca 2021 se je v francoskem mestu Stras-
bourg pripetil požar v podatkovnem centru oblačnega ponudnika OVH, kjer je
zgorela velika večina strežnǐske opreme, s čimer je bilo začasno nedosegljivih več
milijonov spletnih strani. Med njimi je bila prizadeta tudi poznana slovenska
stran za izmenjavo torrent datotek Partis [22]. V požaru so se izgubile tudi var-
nostne kopije, kar je za večino podjetij pomenilo izgubo velike večine njihovih
podatkov. To je zgolj en zelo praktičen primer, zakaj je večoblačno okolje lahko
velika prednost z vidika varnosti podatkov in da je tudi tak dogodek (odpoved
podatkovnega centra) mogoč.
6.1 Stroški infrastrukture
Stroški postavitve take infrastrukture so relativno visoki, vendar je vse odvisno
od pričakovanj in želja podjetij, ki se za take storitve odločajo. Vse je odvisno
od prioritet, ki jih ta podjetja imajo glede hitrosti, dosegljivosti in zanesljivosti
njihovih spletnih storitev. Sam sem celoten projekt postavil brez stroškov, saj
skoraj vsi ponudniki oblačnih storitev ponujajo brezplačen preizkus njihove plat-
forme. Pri Digital Ocean sem pridobil brezplačno dobroimetje v vrednosti 100 $,
ki pripada vsem študentom z veljavnim študentskim statusom. Pri GCP pa po-
nujajo dobroimetje v vrednosti 300 $, kar mi je omogočilo, da sem ta dva združil
v enotno gručo preko platforme Cast AI. Omenjena platforma je na začetku po-
slovne poti s projektom, zato v času opravljanja diplomske naloge še omogočajo
brezplačno kreiranje gruče in celotno funkcionalnost, ki pride zraven.
V primeru podjetja in želje po zagonu dejanske produkcije bi bili zneski sle-
dnji:
Sodeč po članku revije DevOps Directive [62] so cene dokaj spremenljive v pri-
merjavi z najbolj popularnimi ponudniki oblačnih storitev. V spodnjem grafu je
razvidna primerjava stroškov v USD glede na velikost gruče.
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Slika 6.1: Primerjava cen glede na strežnǐske vire.
Iz grafa je razvidno, da imata ponudnika Digital Ocean in Amazon Kubernetes
Service najbolj ugodne stroške za produkcije manǰsih velikosti (to so produkcije
primerne za posameznike, manǰsa podjetja z malo spletnega prometa itd.), kjer
se zneski gibajo pod 200$ na mesec. V večjih okoljih sta najbolj cenovno ugodna
Google Cloud in Digital Ocean. Je pa konkretne in natančne ocene stroškov zelo
težko predvideti, saj se cena konstantno spreminja glede na trenutne potrebe
virov, ki jih Kubernetes gruča potrebuje za kvalitetno delovanje. Ta cena se
večinoma določa in obračunava na uro, kjer stranke na koncu meseca dobijo
obračun za aktualno obdobje.
Osebna ocena celotnega mesečnega zneska za naš projekt bi bila približno 120
$/mesec, kar je 100 € na mesec.
6.2 Realnost take produkcije
Produkcija na način povezave Kubernetes gruče za delovanje v večoblačnem oko-
lju se trenutno zdi še malenkostno neoptimalna, saj je strošek zajetno večji v
primerjavi s spremembo kakovosti celotne storitve, ki jo pridobimo v primeru de-
lovanja v večoblačnem okolju. Kajti že uporabljeni pristopi, ki sem jih predstavil
v tej nalogi – to so nosilci datotek, odporni nosilci datotek ter NFS strežnik
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– zagotavljajo zelo visok odstotek dostopnosti tudi, če je gruča samo na enem
oblaku.
7 Zaključek
V diplomski nalogi smo spoznali sodoben pristop postavitve IT arhitekture s
pomočjo orkestracije vsebnikov. Predstavljeni so bili uporabljene metode in
aplikacijski gradniki ter uporabljeno orodje Kubernetes. Postopek postavitve
večoblačne gruče je bil opisan po korakih za strukturirano razumevanje celotnega
postopka. Ugotovili smo, da je postavitev večoblačne Kubernetes gruče popol-
noma izvedljiva rešitev, čeprav je tak pristop relativno nov in še ne toliko raziskan
oziroma odkrit s strani IT entuziastov in manǰsih podjetij. Je pa definitivno po-
polnoma drugačna slika v sferi korporacij in večjih podjetij, kjer so take rešitve
že v veliki meri implementirane, vendar to lahko pǐsemo na račun velikosti kadra,
ki jih taka podjetja premorejo, in seveda finančni proračun, namenjen za razvoj
ali plačevanje rešitev, ki temeljijo na naročnini kot npr. Google Anthos.
Platforma, ki sem jo uporabil za vzpostavitev večoblačne gruče – Cast AI,
je bila definitivno v veliko pomoč, saj je poenostavila določene aspekte, kot je
npr. vzpostavitev VPN omrežja, da so lahko vozlǐsča komunicirala med sabo
v zasebnem omrežju ne glede na njihovo lokacijo v oblaku in da sem se lahko
kot razvijalec osredotočil na aspekt postavitve celotne Kubernetes arhitekture na
način, kot bi to postavljal v enem oblaku ali pa na lokalnem računalniku v svojem
omrežju.
Sigurno pa je še več izzivov in izbolǰsav na področju postavitve večoblačnih
gruč: prvič, zagotovitev popolne odpornosti celotne arhitekture, kjer ni točke
odpovedi. Drugič, postavitev več arhitekturne gruče, kjer so lahko Kubernetes
vozlǐsča v oblakih različnih oblačnih ponudnikov in istočasno tudi na lokalnih
računalnikih ali strežnikih ter so povezana skupaj v enotno Kubernetes gručo.
Definitivno pa veliko podjetij, ki ali razvijajo večoblačne rešitve, ali upora-
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bljajo take rešitve, zagovarja in spodbuja napredek podobnih pristopov, ker s
tem celoten IT svet stremi k zelo potrebnemu napredku na področju postavitve
arhitekture in optimizacije delovnih stroškov. Zdi se, da popularnost selitve virov
v oblak le narašča, zato sem definitivno mnenja, da bo takšna rešitev zelo kmalu
ena izmed bolj popularnih in ne le zgolj pri večjih tehnoloških gigantih, ki imajo
neprimerljivo večji proračun za implementacijo takšnih rešitev, ampak tudi pri
manǰsih podjetjih in start-upih.
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