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EXTENDING LINEAR AND QUADRATIC FUNCTIONS FROM HIGH RANK
VARIETIES.
DAVID KAZHDAN AND TAMAR ZIEGLER
Abstract. Let k be a field, V be a k-vector space and X ⊂ V an algebraic irreducible subvariety.
We say that a function f : X(k) → k is weakly linear if its restriction to any two-dimensional
linear subspace W of V contained in X is linear and that it is weakly quadratic if its restriction
to any three-dimensional linear subspace W of V contained in X is quadratic. We say that X is
admissible if any weakly linear function on X is a restriction of a linear function on V and any
weakly quadratic function on X is a restriction of a quadratic function on V .
The main result in the paper concerns the case when the field k is a finite. We show that for
any d, L ≥ 1 there exists r = r(d, L, k) ∈ Z+ such that any homogeneous complete intersection
X ∈ V in a vector space V of codimension L, degree d and rank ≥ r is admissible.
Moreover we show the existence of a function r(d, L) such that one can take r(d, L, k) = r(d, L)
for all finite fields k of characteristic > d.
The proof of the admissibility for finite fields k is based on bounds on the number of k-points
on ancillary varieties E(X). These results allow us to bound the dimension of varieties E(X).
Using these results we were able to prove the admissibility of complex homogeneous varieties of
high rank.
Using the results of [3] one can extend our proofs to show the admissibility of varieties of high
rank over local non-archimedian fields. Also using Corollary 4.3 of [4] one can dispense with the
assumption that X is a complete intersection.
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1. Introduction
Let k be a field. Let V be a k-vector space.
Definition 1.1 (Rank). a) Let P ∈ k[V ∨] be a non-zero polynomial of degree d ≥ 2. We define
the rank r(P ) of P as the minimal number r such that it is possible to write P in the form
P =
∑r
i=1 liRi, where li, Ri are polynomials of positive degrees.
b) Given a family P¯ = {Pi}, i ∈ I of polynomials of degree ≤ d we define the rank of P¯ as the
minimal rank of a non-zero linear combination of polynomials Pi, i ∈ I.
Definition 1.2 (Degree). Let X ⊂ V be an irreducible k-subvariety X ⊂ V of codimension L and
X¯ ⊂ P(V ) be the corresponding projective variety. We define the degree d(X) of X as the number
of k¯-points in the intersection X¯ ∩P(M)(k¯) for generic subspaces M of V of dimension L defined
over over k¯.
Definition 1.3 (Admissible). A subset X ⊂ V is admissible if any weakly linear function f :
X → k is linear.
Fix d, L ≥ 1. Our main theorems are the following:
Theorem 1.4. a) Let k be a finite field. There exists r = r(d, L, k) such that any homogeneous
complete intersection X ⊂ V of degree d, codimension L and of rank > r is admissible.
b) There exists a function r(d, L) such that one can take r(d, L, k) = r(d, L) for all finite fields k
of characteristic > d.
Theorem 1.5. Let k = C. There exists r = r(d, L) such that any homogeneous complete inter-
section X ⊂ V of degree d, codimension L and of rank > r is admissible
Remark 1.6. In all places when a statement is true in the case when the rank r is larger then some
function r(d, L, k) we may assume that the function r(d, L, k) does not depend on k if characteristic
of k is > d.
Definition 1.7 (Quadratically-admissible). A subset X ⊂ V is quadratically-admissible if any
weakly quadratic function f : X → k is quadratic.
Theorem 1.8. For any d ≥ 1 and finite field k there exists r > 0 such that any k-vector space
V , any homogeneous hypersurface X ⊂ V of degree d and rank > r is quadratically admissible.
Remark 1.9. The proof extends without difficulty to the case where X is a homogeneous complete
intersection of a fixed codimension L: Fix L ≥ 1. Let k be a finite field. There exists r = r(L, d)
such that any homogeneous complete intersection X ⊂ V of codimension L and of rank > r is
admissible. In the case when d = 2 the r depends linearly on L.
Theorem 1.10. Let k = C. There exists r such that any homogeneous hypersurface X ⊂ V of
rank > r is quadratically admissible.
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Remark 1.11. [4] implies the existence of a bound on the number and on degrees of polynomials
generating a homogeneous subvariety X of V in terms of the degree and the codimension of X.
We can therefore dispense with the assumption that X is a complete intersection. We are thankful
to Mel Hochster for a reference to [4].
2. Notation and key ingredients
For a finite set X we denote Ex∈X the average |X|
−1
∑
x∈X .
We say that a map p : X → Y between finite sets is C-homogeneous, C ≥ 1 if |Sy|/|Sy′| ≤
C, y, y′ ∈ Y where Sy := p
−1(y).
If Y 0 ⊂ Y are finite sets we say that a property P : {y ∈ Y 0} is satisfied ǫ-a.e if |Y 0| ≥ (1−ǫ)|Y |.
If Y 0 ⊂ Y are algebraic C-variety we say that a property P : {y ∈ Y 0} is satisfied κ-a.e if
Y − Y 0 ⊂ Y is a subvariety of codimension ≥ κ.
Below are some lemmas are finitary analogues of measure theoretic properties.
We say that a map p : X → Y between finite sets is C-homogeneous, C ≥ 1 if |Sy|/|Sy′| ≤
C, y, y′ ∈ Y where Sy := p
−1(y). Let p : Z → Y be a C-homogeneous map and ǫ be a positive
number ≤ C−2.
Let P ⊂ Z be a subset such that |P |/|Z| ≥ 1− ǫ. We define Q ⊂ Y by
Q = {y ∈ Y : |Sy ∩ P |/|Sy| ≥ 1− C
2ǫ/2}
Lemma 2.1 (Fubini). |Q|/|Y | ≥ 1− C2ǫ/2.
Proof. Let A = P c, and let Ay = Sy ∩ P
c. Let B = Qc, and let S = |Sy0 | for some y0 ∈ Y . Then
ǫCS|Y | ≥ ǫ|Z| ≥ |B|S/C + (|Y | − |B|)C2ǫS/2C
so that
ǫC|Y |/2 ≥ |B|(1/C − ǫC/2)
If ǫC < 1/C we get |B| < |Y |C2ǫ/2. 
The next Lemmas are immediate:
Lemma 2.2. Let B ⊂ A with |B| ≥ c|A| suppose a property P holds ǫ a.e. x ∈ A then P holds
for ǫ/c-a.e. x ∈ B.
Lemma 2.3. Let p : X → Z by a map of finite sets. Let Y ⊂ Z be such that |Y |/|Z| ≥ 1− ǫ, the
restriction of p to p−1(Y ) is c-homogeneous , namely there is an s > 0 so that c−1s ≤ |Sy−s| ≤ cs,
for all y ∈ Y , and assume further that for all z ∈ Z |Sz| ≤ Cs for some C > 0. Then for any
Z ′ ⊂ Z with |Z ′| < δ|Z| we have |X ′| = p−1|Z ′| < δ C
c(1−ǫ)
|X|. For any subset A ⊂ X we have
|A ∩X ′|/|A| ≤ δ C
c(1−ǫ)
|X|/|A|.
Lemma 2.3 allows us to pull back good properties of an image of a map to the source.
Definition 2.4. For any m ∈ Z>0 we define 2
m := {0, 1}m. We define |ω| =
∑m
1 ωi, ω ∈ 2
m and
say that ω is even (odd) if |ω| is even (odd). Let k be a field and V be a k-vector space. For any
ω ∈ 2m, v¯ = {v1, . . . , vm} ∈ V
m we define ω · v¯ :=
∑m
1 ωivi ∈ V .
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For any u ∈ V, v¯ = {v1, . . . , vm} ∈ V
m we denote by φ(u|v¯) : 2
m → G the map given by
φ(u|v¯)(ω) := u+ ω · v¯
and denote by (u|v¯) ⊂ V the image of the φ(u|v¯) and (u|v¯)
′ ⊂ V the image of the restriction of
φ(u|v¯) to 2
m \ {0}. We say that the subsets of V of the form (u|v¯) are m-cubes and that subsets V
of the form (u|v¯)′ are almost cubes.
For a cube (u|v¯) we call u the base and v1, . . . , vm the generators.
For a subset X ⊂ V we denote Cm(X) the set of m-cubes in V with all vertices in X and
C ′m(X) the set of almost cubes in V with all vertices in X.
Let H be an abelian group. For any H-valued function f on X we denote by fm the function
on Cm(X) defined by
fm(u|v¯) =
∑
ω∈2m
−1|ω|f(u+ ω · v¯)
and by f ′m the function on C
′
m(X) defined by
f ′m(u|v¯) =
∑
ω∈2m\{0}
−1|ω|f(u+ ω · v¯).
We say that c ∈ Cm(X) is good for f if fm(c) = 0.
Given a function f : X → H we write fm(X) = 0 if all c ∈ Cm(X) are good for f .
Example: For v, v1, v2 ∈ V , (v|v1, v2) is the parallelogram
(v|v1, v2) = (v, v + v1, v + v2, v + v1 + v2).
From now untill Appendix 2 we assume that k = Fq, q = p
l and denote by eq : k → C
⋆ the
additive character
eq(a) := exp(trk/Fp(a))
where exp : Fq → C
⋆ is a non-trivial additive character.
For f : V → k we define the U2 norm of f by
‖f‖4U2 = |Ev,v1,v2∈V eq(f2(v|v1, v2))|.
Lemma 2.5 (Gowers-CS [6]). Let fi : V → k, i = 1, . . . , 4
|Ev,v1,v2∈V eq(f1(v) + f2(v + v1) + f3(v + v2) + f4(v + v1 + v2))| ≤ min ‖fi‖U2.
Definition 2.6 (Bias). The bias of a function f : V → k is defined by
b(f) = bias(f) = |Exeq(f(x))|.
Definition 2.7 (Measurability-Rank). Let P : V → k be a polynomial, and d ≥ 2 an integer.
The d-measurable-rank of P , denoted meas-rd(P ), is the smallest integer r such that there exist
polynomials Q1, . . . , Qr of degree ≤ d − 1 and a function Γ : V → k with P = Γ(Q1, . . . , Qr). If
d = 1 then meas-r1(P ) is defined to be ∞ if P is non constant and 0 otherwise. The rank of a
polynomial P is denoted meas-r(P ) and defined to be meas-rdeg(P )(P ).
Remark 2.8 ([2]). Many results in the literature are stated in terms of the measurable rank (and
it is called rank there). We prefer to use the algebraic notion of rank introduced in 1.1. It is shown
in [[2]] that these definitions are essentially the equivalent for prime fields k: For any d ≥ 2, there
exists a function Rd(r) such that the following hold: for any prime field k = Fp, and k-vector
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space W , any P ∈ k[W∨] of degree d with meas-r(P ) = r has rank ≤ Rd(r). The same holds true
for general fields as long as the characteristic is greater than the degree. The other direction is
obvious.
A key ingredient of our proof is the following relation between the notions of bias and rank.
Theorem 2.9 (Bias implies low rank). Let k be a finite field. For any s > 0 and any d ≥ 1 there
exists r = r(d, s, k) such that the following holds: for any k-vector space V and any polynomial
P : V → k of degree d and rank ≥ r we have b(P ) < q−s. Moreover the function r(d, s, k) is
independent of k if char(k) > d.
Remark 2.10. a) This result was proved in [5] in the case when k is a prime field and deg(P ) < p,
it was generalized to any prime field in [7]. The dependence on the field was clarified in [2].
b) We expect this result to hold with no restriction on the characteristic.
Remark 2.11. For d = 3, 4, an explicit bound on r was worked out in [11].
Corollary 2.12. For any s > 0 and d ≥ 2 there exists r = r(d, s, k) such that ‖P‖U2 < q
−2s for
any k-vector V and a polynomial P : V → k of degree d and rank ≥ r.
Proof. Let r0(d, s) be so that Theorem 2.9 holds. By the inverse theorem for the U2 norm (see
[6]), if ‖P‖U2 > q
−2s then there is a linear polynomial l : V → k with b(P + l) > p−s, thus P + l
is of rank < r0(d, s, k). But since l is linear, r(P ) < r0(d, s, k). 
The second key ingredient is the existence of solutions for various systems of equations in
homogeneous varieties.
Proposition 2.13. For any triple d,m, L ≥ 1 there exists n = n(d,m, L) such that for any k-
vector space V, homogeneous polynomials {Pi : V → k}
L
i=1 of degrees ≤ d and points aj ∈ X, 1 ≤
j ≤ m,X := {x : Pi(x) = 0} we have |Z| ≥ q
−n|V | where
Z = {x ∈ V : Pi(x+ aj) = 0, 1 ≤ i ≤ L, 1 ≤ j ≤ m}.
We prove Proposition 4.5 in the Appendix 6.
Remark 2.14. As follows from [3] the analogue of this proposition is also true for local non-
archimedian fields k.
Corollary 2.15. For any triple d,m, L ≥ 1 there exists n = n(d,m, L) such that for any k-vector
space V, polynomials {Pi : V → k}
L
i=1 of degrees ≤ d and points aj ∈ X, 1 ≤ j ≤ m,X := {x :
Pi(x) = 0} we have if X is not empty then |Z| ≥ q
−n|V | where
Z = {x ∈ V : Pi(x+ aj) = 0, 1 ≤ i ≤ L, 1 ≤ j ≤ m}.
3. Extending weakly linear functions - finite field case
In this section we prove Theorem 1.4.
We outline the proof. Let k is a finite field and V is a k-vector space. Let X ⊂ V be a
complete intersection of degree d and codimension L not contained in a proper linear subspace,
X = {Pi = 0}
L
i=1. Let f : X → k be a weakly linear function. We want to show that for X of
sufficiently high rank we can extend it to a linear function on V . Without loss of generality we
may assume that X is not contained in a proper linear subspace.
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We first show that for any weakly linear function f on X we have f(x + y) = f(x) + f(y) for
all x, y ∈ X such that x+ y ∈ X .(Lemma 3.10).
Next we show that this property implies that f2(u|v, w) = 0 for almost all u, v, w ∈ V such that
u, u+ v, u+ w, u+ v + w ∈ X This step uses the high rank condition (Lemma 3.12)
The next step is a ”linear testing result” for varieties - namely we show that if f2 vanishes on
almost all parallelograms in X then it almost surely agrees with a function that vanishes on all
parallelograms in X (Proposition 3.13). 1; it does not require the high rank condition, but rather
a general result on the abundance of solutions to equations in varieties (Proposition 4.5).
Given a function that vanishes on all parallelograms in X , we extend it to a function h on
X +X, h(x+ y) := f(x) + f(y), x, y ∈ X . Since f2 vanishes on parallelograms in X the function
h is well defined. We show that for sufficiently high rank the function h2 is defined and vanishes
on a.e. parallelograms in V . This implies that it almost surely agrees with a linear function g on
V (Proposition 3.16).
Now g − f vanishes a.e. on X and vanishes on all additive triples in X . From this we can
conclude that (g − f)|X = 0.
Counting Lemmas. We start with Lemmas estimating the sizes of various sets that play an
important role in Theorem 1.4.
Definition 3.1 (Y2(X)). Given a subset X of a k-vector space V we define
Y2(X) = {(x, v1, v2) ∈ X × V
2|(x|v1, v2) ∈ C2(X)}.
Lemma 3.2. For any s > 0 there exists r = r(d, s, L, k) such that for any k-vector space V and a
complete intersection X ⊂ V of codimension L, degree d and rank > r, not contained in a proper
linear subspace we have ||Y2(X)| − q
−4L|V |3| ≤ q−s|V |3.
Proof. We count the number elements in Y2(X):
q−4L
∑
a¯,b¯,c¯,d¯∈k
∑
x,v1,v2∈V
eq(
∑
i
aiQi(x)− biQi(x+ v1)− ciQi(x+ v2) + diQi(x+ v1 + v2)).
For any fixed (a¯, b¯, c¯, d¯) 6= 0¯ we have
|Ex,v1,v2∈V eq(
∑
i
aiQi(x)− biQi(x+ v1)− ciQi(x+ v2)+ diQi(x+ v1+ v2))| ≤ min
a¯ 6=0
‖
∑
i
aiQi(x)‖U2.
Since X is not contained in a proper subspace, if
∑
i aiQi(x) is not constant then it is of degree
≥ 2 for any a¯ 6= 0¯. By Corollary 2.12 for any s > 0 we can choose r = r(d, L, k) (or r(d, L) when
p > d), such that for X of rank > r we have mina¯6=0¯ ‖
∑
i aiQi(x)‖U2 < p
−s−4L, for any a¯ 6= 0¯. It
follows that |Y2(X)| = (q
−4L + q−s)|V |3. 
Remark 3.3. Let Y¯ ⊂ P(V ) be the corresponding projective variety. The previous Lemma suggests
that the cohomology Hd−i(Y¯ , Q¯l), i ≤ s vanishes for odd i and are of dimension 1 for even i.
Definition 3.4 (F). Given a subset X of a V we define a subset F = FX in V
2 as the set of pairs
(v, v′) such there is no x ∈ X with x+ v, x+ v′ ∈ X.
1This is a special case of a more general result on polynomial testing in varieties in the paper [9]. We give the
full argument here for completion.
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Remark 3.5. If X ⊂ V is an algebraic subvariety then F ⊂ V × V a constructible subset.
Proposition 3.6. For any s > 0 there exists r = r(d, s, L, k) such that for any k-vector space V
and a complete intersection X ⊂ V of codimension L, degree d and rank > r, not contained in a
proper linear subspace we have |F (k)|/|q2dim(V )| ≤ q−s.
Proof. For fixed v, v′ we count the number of y so that y, y + v, y + v′ ∈ X . This is given by
q−3L
∑
a¯,c¯,c¯′∈k
∑
y
eq(
∑
i
aiQi(y)− ciQi(y + v)− c
′
iQi(y + v
′)).
Consider the average
Ev,v′ |q
−3L
∑
a¯,c¯,c¯′∈k
Eyeq(
∑
i
aiQi(y)− ciQi(y + v)− c
′
iQi(y + v
′))− q−3L|.
This is equal to
Ev,v′ |q
−3L
∑
(a¯,c¯,c¯′)6=0¯
(Eyeq(
∑
i
aiQi(y)− ciQi(y + v)− c
′
iQi(y + v
′))|,
which by the triangle inequality is
≤ q−3L
∑
(a¯,c¯,c¯′)6=0¯
Ev,v′ |Eyeq(
∑
i
aiQi(y)− ciQi(y + v)− c
′
iQi(y + v
′))|.
Fix (a¯, c¯, c¯′) with c¯′ 6= 0¯. By the Cauchy-Schwarz inequality the inner sum squared is bounded by
Ev,v′ |Eyeq(
∑
i
aiQi(y)− ciQi(y + v)− c
′
iQi(y + v
′))|2
= Ev,v′,y,y′eq(
∑
i
ai(Qi(y)−Qi(y
′))− ci(Qi(y + v)−Qi(y
′ + v))− c′i(Qi(y + v
′)−Qi(y
′ + v′)))
≤ (Ev,y,y′ |Ev′eq(
∑
i
c′i(Qi(y + v
′)−Qi(y
′ + v′)))|2)1/2 = ‖
∑
i
c′iQi(y)‖
2
U2
Similarly when c¯′ or a¯ are 6= 0¯. Thus we get that for (a¯, c¯, c¯′) 6= 0¯
Ev,v′ |Eyeq(
∑
i
aiQi(y)− ciQi(y + v)− c
′
iQi(y + v
′))| ≤ min
a¯ 6=0¯
‖
∑
i
aiQi(y)‖U2
Since X is not contained in a proper subspace, if
∑
i aiQi(x) is not constant then it is of degree
≥ 2. By Corollary 2.12 for any s > 0 we can choose r = r(d, L, k) (or r(d, L) when p > d),
such that for X of rank > r we have mina¯6=0¯ ‖
∑
i aiQi(y)‖U2 < p
−2s−3L, for any a¯ 6= 0¯. Thus the
total contribution summing over all (a¯, b¯, b¯′) 6= 0¯ is bounded by p−2s. It follows that for p−s a.e
(v, v′) ∈ V 2 we have
q−3L
∑
a¯,c¯,c¯′∈k
Eyeq(
∑
i
aiQi(y)− ciQi(y + v)− c
′
iQi(y + v
′)) = q−3L +O(q−s).

Definition 3.7 (E). Given a subset X of a k-vector space V we define
E = EX : {(v, v
′, v′′) ∈ V 3 : there does not exists a y ∈ X such that y + v, y + v + v′,−y + v′′ ∈ X}.
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Remark 3.8. If X ⊂ V is an algebraic subvariety then E ⊂ V × V a constructible subset.
Proposition 3.9. For any s > 0 there exists r = r(d, s, L, k) such that for any k-vector space V
and a complete intersection X ⊂ V of codimension L, degree d and rank > r, not contained in a
proper linear subspace we have |E(k)|/|q3dim(V )| ≤ q−s. Moreover we can find a function r(d, s, L)
such that |E(k)|/|q3dim(V )| ≤ q−s if rank of X ≥ r(d, s, L) for all fields k of characteristic > d.
Proof. Same argument as Proposition 3.6. 
Reduction to functions vanishing on parallelograms in X. Let f : X → k be a weakly
linear function. In the following sequence of lemmas we show that for X of sufficiently high rank
there exists a function h that agree with f a.e. and vanishes on all parallelograms in X .
We first show that f vanishes on additive triples in X (parallelograms through the origin).
Lemma 3.10. Let f : X → k be weakly linear. Then f2(0|z, x − z) = 0 for any x, z ∈ X such
that x− z ∈ X.
Proof. Let x, z, x− z ∈ X . By proposition 4.5 there exists y such that
〈x, y〉, 〈z, y〉, 〈y + x, y + z〉 ∈ L.
Consider the following triples
(x, y, x+ y), (z, y, z + y), (x− z, x+ y, z + y).
These are all in isotropic subspaces, thus
f(x+ y) = f(x) + f(y), f(z + y) = f(z) + f(y), f(x+ y) = f(x− z) + f(z + y)
so that f(x) = f(z) + f(x− z). 
Next we show that f vanishes on parallelograms in X that have a generator in X .
Lemma 3.11. Let f : X → k be weakly linear. Then f2(x|v1, v2) = 0 for any (x|v1, v2) ∈ C2(X)
such that v1 ∈ X.
Proof. Let (x|v1, v2) be a parallelogram in X . If v1 ∈ X then
(x|v1, v2) = (0|x+ v2, v1)− (0|x, v1)
a difference of parallelograms through the origin, so by Lemma 3.10 f2(x|v1, v2) = 0. 
Unfortunately we cannot write all parallelograms in X as a sum of parallelograms with a
generator in X , but we can do this for almost all parallelograms.
Lemma 3.12. Let k be a finite field. For any s > 0 there exists r = r(d, s, L, k) such that for
any k-vector space V and subvariety X ⊂ V which is a complete intersection of codimension L,
degree d, rank > r, and not contained in a proper subspace the following holds: if f : X → k is
weakly linear, then f2(c) = 0 for p
−s a.e. c ∈ C2(X).
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Proof. Let (x|v1, v2) be a parallelogram in X . By Lemma 3.2, Proposition 3.9 and Lemma 2.2
there exists r = r(s, d, L, k) such that if X is of rank > r, then for q−s a.e (x, v1, v2) ∈ Y such
that there exists w ∈ X such that w + x, w + x+ v2,−w + v1 ∈ X . Now
(x|v1, v2) = (x+ w|v1 − w, v2)− (x|w, v2)
a difference of two parallelograms with a generator in X , so by Lemma 3.11 f2(x|v1, v2) = 0. 
Linear testing on algebraic varieties. Below is a general testing result about functions
from X → W where W is an abelian group, which we use later in the case when W = k. This
result is of independent interest, and it does not require X to be of high rank. A generalization
of this result appears in the paper [9].
Proposition 3.13 (Testing on X). Let d, L > 0. There exists an α, β > 0 depending on d, L,
such that the following holds: for any complete intersection X in a vector space V of degree d and
codimension L and any function f : X →W such that f2 vanishes ǫ-a.e on C2(X) where ǫ < q
−α
there exists a function h : X →W such that h2|C2(X) ≡ 0 and h(x) = f(x) for q
βǫ a.e x ∈ X.
Proof. Let X be a variety of degree d and codimension L that is a complete intersection and
f : X →W be a function such that the function f2 on C2(X) vanishes ǫ-a.e.
For x ∈ X define
Yx = {y, z : x+ y, x+ z, x+ y + z ∈ X}
By Proposition 4.5 for any x ∈ X we have |Yx| = q
−Od,L(1)|V |2 2. Define
Fx(y, z) = f(x+ y) + f(x+ y)− f(x+ y + z) = f
′
2(x|y, z)
Lemma 3.14. Fx(y, z) is constant q
−Od,L(1)ǫ a.e.
Proof. Observe that for any x, y, z, w ∈ V we have
(x|y, z) = (x|w, z)− (x− w|y + w, z).
so that for any w,w′ ∈ V we have
(x|y, z)− (x|y′, z′) = (x|w, z)− (x− w|y + w, z)− [(x|w, z′)− (x+ w|y′ − w, z′)]
= (x|w,w′)− (x+ w′|w, z − w′)− (x+ w|y − w, z)
− [(x|w,w′)− (x+ w′|w, z′ − w′)− (x+ w|y′ − w, z′)]
= (x+ w′|w, z′ − w′) + (x+ w|y′ − w, z′)
− (x+ w′|w, z − w′)− (x+ w|y − w, z)
and thus
Fx(y, z)−Fx(y
′, z′) = f2(x+w
′|w, z′−w′)+f2(x+w|y
′−w, z′)−f2(x+w
′|w, z−w′)−f2(x+w|y−w, z).
Consider the map: π1 : Y
2
x × V
2 → V 4 defined by
(y, z, y′, z′, w, w′) 7→ (x+ w′|w, z′ − w′).
2For sufficiently high rank Yx is approximately of size q
−3L|V |2, but in this section we don’t have any rank
assumptions.
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Fix (s|t1, t2) ∈ C2(X), and consider its preimage under π. This is the set of (y, z, y
′, z′, w, w′) such
that
x+ y, x+ z, x+ y + z, x+ y′, x+ z′, x+ y′ + z′ ∈ X ;
x+ w′ = s, w = t1, z
′ − w′ = t2
By Proposition 4.5, this system is solvable and has qOL,d(1)|V |3 many solutions (the constant
independent of (s|t1, t2), and clearly it has at most |V |
3 solutions. Since f2 vanishes ǫ-a.e. on
C2(X) we find that f2(π1(y, z, y
′, z′, w, w′)) vanishes for qOL,d(1)ǫ a.e (y, z, y′, z′, w, w′) ∈ Y 2x × V
2,
such that π1(y, z, y
′, z′, w, w′) ∈ C2(X)
Similarly for the maps, π2, π3, π4 : Y
2
x × V
2 → V 4 defined by
π2 : (y, z, y
′, z′, w, w′) 7→ (x+ w|y′ − w, z′)
π3 : (y, z, y
′, z′, w, w′) 7→ (x+ w′|w, z − w′)
π4 : (y, z, y
′, z′, w, w′) 7→ (x−+w|y − w, z)
So that for i = 1, . . . , 4 we have f2(πi(y, z, y
′, z′, w, w′)) vanishes for qOL,d(1)ǫ a.e (y, z, y′, z′, w, w′) ∈
Y 2x × V
2 such that πi(y, z, y
′, z′, w, w′) ∈ C2(X).
Let S be the set of (y, z, y′, z′, w, w′) ∈ Y 2x × V
2 such that
(x+ w′|w, z′ − w′), (x+ w|y′ − w, z′), (x+ w′|w, z − w′), (x+ w|y − w, z) ∈ C2(X),
By Proposition 4.5 |S| = q−Od,L(1)|V |6. It follows that qOL,d(1)ǫ a.e (y, z, y′, z′, w, w′) ∈ S we have
f2(πi(y, z, y
′, z′, w, w′)) = 0 for i = 1, . . . , 4.
Let Sy,z,y′,z′ be the set of (w,w
′) ∈ V 2 such that (y, z, y′, z′, w, w′) ∈ S, i.e the set of w,w′ so
that
x+ w′, x+ w + w′, w + (x+ z′), w + (x+ z) ∈ X
which by Proposition 4.5 is of size q−OL,d(1)|V |2 (since x + z, x + z′ ∈ X). It follows that for
qOL,d(1)ǫ a.e. (y, z), (y′, z′) we can find w,w′ such that f2(πi(y, z, y
′, z′, w, w′)) = 0, and thus
Fx(y, z)− Fx(y
′, z′) = 0. 
We define h : X → W setting h(x) to be the essential value of Fx(y, z), when (y, z) range over
Yx.
Lemma 3.15. For ǫ sufficiently small in terms of d, L, h2|X ≡ 0.
Proof. Let a, b, c ∈ V . Consider the following array of linear forms {lij}i=1,2,3,4; j=1,2,3.
a+ x a+ y a+ x+ y
b+ x′ b+ y′ b+ x′ + y′
c+ x′′ c+ y′′ c+ x′′ + y′′
−a− b− c− x− x′ − x′′ −a− b− c− y − y′ − y′′ −a− b− c− x− x′ − x′′ − y − y′ − y′′
Consider the set
B = {x¯, y¯ : lij(x¯, y¯) ∈ X}
Then by Proposition 4.5 |B| ≥ qOd,L(1)|V |6.
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Consider also the following maps from V 6 → V 3
πi(x¯, y¯) = (li1(x¯, y¯), li2(x¯, y¯), li3(x¯, y¯))
pj(x¯, y¯) = (l1j(x¯, y¯), l2j(x¯, y¯), l3j(x¯, y¯), l4j(x¯, y¯))
All these maps are linear maps from linear spaces so the fibers are all of the same size: for
πi they are of size |V |
4, and for pi of size |V |
3. Let g1 : V
3 → V be defined by g1(v, v
′, v′′) =
f(v) + f(v′) − f(v′′) − h(a), and similarly g2, g3, g4. We apply Lemma 2.3 for the maps πi and
functions gi and then maps pj with the maps all equal f2. Then we find that q
−OL,d(1) a.e. x¯, y¯ ∈ B
we have gi(πi(x¯, y¯)) = 0 ang f2(pi(x¯, y¯)) = 0. Thus h(a) + h(b) + h(c)− h(a+ b+ c) = 0.

Finally we need to show that qOL,d(1)ǫ a.e. x ∈ X we have h(x) = f(x). Now C2(X) =
⋃
x∈X Yx,
and f2 vanishes q
OL,d(1)ǫ a.e. on C2(X) thus by Lemma 2.1 for q
OL,d(1)ǫ a.e. (u, t) ∈ Yx we have
h(x) = Fx(u, t) and q
OL,d(1)ǫ a.e.x, for (u, t) ∈ Yx we have f(x) = Fx(u, t). 
Constructing the extension. Fix s > 0. By Lemma 3.12 there exists r = r(s, k, d, L) such
that if X is of rank > r then f2(c) = 0 for q
−s a.e. c ∈ C2(X). By Proposition 3.13 we can find
h : X → k such that h2|C2(X) ≡ 0 and h = f for q
Od,L(1)q−s a.e. x ∈ X . It follows that there exists
r = r(s, k, d, L) such that if X is of rank > r then there exists h : X → k such that h2|C2(X) ≡ 0
and h = f for q−s a.e. x ∈ X .
Proposition 3.16. There exists r = r(s, k, d, L) such that for any X of degree d, codimension L
that is not contained in any proper subspace and rank > r, and any h : X → k with h2|C2(X) ≡ 0,
h(0) = 0 there exists a linear function g : V → k such that g = h for q−s-a.e. x ∈ X.
Proof. We extend f to the set A := X −X : given v ∈ A we choose x, y ∈ X such that v = x− y
and define
(3.1) f(v) := f(x)− f(y).
Observe that f(v) does not depend on a choice of a pair x, y. Really for any other pair x′, y′ ∈ X
such that v = x′ − y′ (y, x, y′, x′) is a parallelogram in X and f vanishes on it.
We then extend f to V setting f = 0 on Ac. Let U = F¯ c where F¯ ⊂ V × V is the closure of F
in the Zariski topology. Then U is a Zariski-open subset of V 2.
Lemma 3.17. Let b = (x, x′, x+t, x′+t) be a parallelogram such that (x, x′) ∈ U , and x+t, x′+t ∈
X. Then f2(b) = 0.
Proof. We can find y such that y, y + x, y + x′ ∈ X and thus
f(x) = f(x+ y)− f(y); f(x′) = f(x′ + y)− f(y).
Also (x+ t, x′ + t, x+ y, x′ + y) is a parallelogram in X so
f(x+ t)− f(x′ + t)− f(x+ y) + f(x′ + y) = 0.
It follows that
f(x+ t)− f(x′ + t)− f(x) + f(x′) = 0.
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
Lemma 3.18. Let b = (x1, x2, x
′
1, x
′
2) be a parallelogram such that (x1, x2), (x
′
1, x
′
2) ∈ U . Then
f2(b) = 0.
Proof. We find a y such that y+x1, y+x2 ∈ X . Now apply Lemma 3.17 to (x1, x2, y+x1, y+x2)
and (x′1, x
′
2, y + x1, y + x2) and subtract the equations. 
Lemma 3.19. Let k be a finite fields and let s > 0. There exist r = r(d, s, L, k) such that if X is
of rank > r, then f2 vanishes on q
−s-a.e element in C2(V ). The rank r(d, s, L, k) is independent
of k for all fields k with char(k) > d.
Proof. By Proposition 3.9 there exist r = r(d, s, L) such that for any X for rank > r we have
|F (k)| < q−2s|V |2. Let
Mv = {(y, y + v) : y ∈ V } ∩ F (k); B = {v : |Mv| ≥ q
−s|V |}
Then F (k) =
⋃
vMv, a disjoint union. Then
|F (k)| =
∑
v
|Mv| ≥ q
−s|V ||B|
Since |F (k)| ≤ q−2s|V |2 then |B| ≤ q−s|V |, so that for q−s-a.e. v, we have |Mv| ≤ q
−s|V |. Thus
for q−s-a.e. v for q−s-a.e. y we have (y, y+ v) ∈ U(k). By Lemma 3.18 we obtain that for q−s-a.e.
v for 2q−s-a.e. y, y′, we have
f(y + v)− f(y) = f(y′ + v)− f(y′)
Namely f vanishes on 3q−s-a.e element in C2(V ). 
Proof of Theorem 1.4. We constructed an linear function g that agrees q−s a.e with f on
X . Consider the function f − g. It is weakly linear and vanishes q−s a.e on X . Fix x ∈ X .
By Proposition 4.5 there are q−Od,L(1)|V | many y such that 〈x, y〉 is an isotropic subspace. In
particular for any such y we have x, y, y−x ∈ X . Since f − g vanishes q−s a.e. , if s is sufficiently
large we can find y such that f − g vanishes on y, x− y and 〈x, y〉 is an isotropic subspace. But
then (f − g)(x) = (f − g)(y) + (f − g)(x− y) = 0. 
4. Extending weakly quadratic functions - finite field case
In this section we prove Theorem 1.8.
We outline the proof. Let k be a finite field. Let V be a k-vector space, and X ⊂ V a non
degenerate hypersurface of degree ≥ 2 and rank r. Let f : X → k be a homogeneous weakly
quadratic function.
We first show that f3 vanishes on all cubes in X via the origin, namely that f3(0|x, y, z) = 0
for all x, y, z ∈ X such that (0|x, y, z) ⊂ X (Lemma 3.10).
next we show that this property implies that f3(u|v¯) = 0 for almost all u; v1, v2, v3 ∈ V such
that (u|v¯) ∈ C3(X). In other words, f3 vanishes on almost all 3-cubes in X . This step uses the
high rank condition (Lemma 3.12).
The next step is a ”quadratic testing result” for varieties - when we show that the vanishing of
f3 on almost all 3-cubes in X implies that f almost surely agrees with a homogeneous function
h which vanishes on all 3-cubes in X (Proposition 4.22). This is a special case of a more general
result on polynomial testing in homogeneous varieties in [9]; it does not require the high rank
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condition, but rather a general result on the abundance of solutions to equations in homogeneous
varieties (Proposition 4.5).
The next step is to show that any homogeneous function h on X that vanishes on all 3-cubes
in X can be extended to a homogeneous function g on V which vanishes on all 3-cubes in V . For
X of degree ≥ 3 this is proved in [9]. We focus on the case where X = {v ∈ V |Q(v) = 0} where
Q is of quadratic form of high rank.
It is clear that the function g (if it exists) is defined uniquely up to an addition of a multiple of
Q. To define g uniquely we choose v0 ∈ V \X with Q(v0) = 1, and set g(v0) = 0.
Let (u, v) := Q(u) +Q(v)−Q(u+ v), u, v ∈ V .
Define
V0 := {v : (v, v0) = 0}, Xa = {Q(x) = a
2} ∩ V0, a ∈ k
We first show how to extend h to Xa. For any v ∈ Xa we have v − av0 ∈ X and we can find
many 3-cubes (v|av0−v, v2, v3) with all vertices other than av0, v in X . We show that the function
h3(v|av0 − v, v2, v3) − h(v) on such 3-cubes is a.e. constant and define g(v) to be the essential
value of h3(v|av0 − v, v2, v3)− h(v). In this way we define our function g on Xsq := ∪a∈kXa
Next we show that if the rank of Q is sufficiently high then g3 vanishes on all 3-cubes in Xsq.
To construct an extension of g to V we use the possibility to write any element c ∈ k as a sum
of 2 squares. For any v ∈ V0 we denote by Mv the set of 3-cubes (v|v¯) with all vertivies but v
in Xsq. We show that g3(v|v¯) − g(v) is a.e constant on function on Mv and set g(v) to be the
essential value of g3(v|v¯)− g(v). We then show that g3 vanishes on all 3-cubes in V0 (Proposition
3.16).
Finally we show that any function g is that is quadratic function on V0 and g3 vanishes on all
cubes in X ∩ V0 can be extended uniquely to a quadratic function on V vanishing at v0 (Lemma
4.34).
We constructed a function g so that g− f vanishes a.e. on X and vanishes on all 3-dimensional
subspaces in X . From this we can conclude that (g − f)|X = 0, using the fact that any element
in x ∈ X belongs to many 3-dimensional isotropic subspaces.
Counting Lemmas. In this section we prove some Lemmas on number of points on various
varieties of interest.
Let Q : V → k be a polynomial, X = {v ∈ V |Q(v) = 0}. The number of k-points on X can be
expressed as an exponential sum:
Lemma 4.1. Let {Pi}
M
i=1 be a collection of homogeneous polynomials Pi : V → k. The number of
solutions to the system Pi(x) = ci is given by
q−M
∑
a1,...,aM∈k
∑
v∈V
eq(
∑
i
ai(Pi(v)− ci)).
Proof. Fix v so that Pi(v) 6= ci for some i. Then
∑
ai∈k
eq(ai(Pi(v)− ci)) = 0. 
The following Lemma is classical.
Lemma 4.2. Let Q : V → k be a quadratic form of rank r(Q) then
|Ex∈V eq(Q(x))| = q
−r(Q)/2.
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Proof. Choose coordinates in V such that Q(x1, ..., xn) =
∑r
1 aix
2
i , ai ∈ k
⋆. 
Lemma 4.3. Let Q : V → k be a quadratic form. Then ‖Q‖U2 = q
−Ω(r(Q)).
Lemma 4.4. Let U ⊂ V be a subspace of codimension M , let Q be a homogeneous quadratic
forms and let u0 ∈ V . Then the equation:
u ∈ U : Q(u0 + u) = a
has (q−1 + q−Ω(r(Q¯|U )))|U | solutions.
Proof. The number of solutions is given by
N := q−1
∑
m∈k
∑
v∈V
1U(v)eq(m(Q(v + u0)− a)) = (q
−1 +O(q−Ω(r(Q¯|U ))))|U |.

Lemma 4.5. Let {Pi : V → k}
M
i=1 be homogeneous polynomials and let xj ∈ X, 1 ≤ j ≤ m,X :=
{x : Pi(x) = 0} we have |Zx¯| ≥ q
−Om,M (1))|V | where
Zx¯ = {v ∈ V : Pi(v + xj) = 0, 1 ≤ i ≤ M, 1 ≤ j ≤ m}.
Proof. This follows from the appendix 1. 
Lemma 4.6. Let {Pi}
M
i=1 be a collection of homogeneous polynomials Pi : V → k of degree ≤ d,
such that for ui ∈ V this system of equations Pi(v + ui) = ci has a solution. Then the system has
q−OM,d(1)|V | many solutions.
Proof. Let v0 be a solution, i.e. Pi(v0 + ui) = ci. Observe that
Pi(v + v0 + ui)− Pi(v0 + ui) =
∑
j<d
Qij(v)
Let Z be the set of solution to {Qij(v) = 0}i,j. Then by Proposition 4.5, |Z| = q
−OM,d(1)|V |, and
for any y ∈ Z we have Pi(y + v0 + ui)− Pi(v0 + ui) = 0 so that Pi(y + v0 + ui) = ci. 
We will need the following generalization of Proposition 4.5
Proposition 4.7. For any s > 0 and d ≥ 2 there exists r = r(d, s, k) such for any k-vector V
and a polynomial Q : V → k of degree d ≥ 2 and rank ≥ r, X := {v : Q(v) = 0}, for q−s a.e.
(x¯, y) ∈ Xm × V , we have |Zx¯,y| ≥ q
−O(1)−s|V |. where
Zx¯,y = {v ∈ V : Q(v + xj) = 0, 1 ≤ j ≤ m} ∩ {v ∈ V : Q(v + y) = 0}
In the case where Q is quadratic we can take r = O(s).
Proof. The number of points in Zx¯,y is given by
(∗) q−(m+1)
∑
r¯,t
∑
x∈V
eq(
∑
j
rjQ(x+ xj) + tQ(x+ y))
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Consider the contribution to the sum when t is not 0. We claim that almost surely this contribution
is negligible. Indeed
Ex¯,y′|Ex∈V eq(
∑
j
rjQ(x+ xj) + tQ(x+ y))|
2
≤ Ex¯,y|Ex.x′∈V eq(
∑
j
rjQ(x+ xj)− rjQ(x
′ + xj) + tQ(x
′ + y)− tQ(x+ y))|
≤ Ex¯,y,y′|Ex,x′∈V eq(tQ(x
′ + y)− tQ(x+ y)− tQ(x′ + y′)− tQ(x+ y′))|
≤ min
t6=0
‖tQ(x)‖U2
By Lemma 2.12 we can choose r so that for q−s a.e x¯, y we have that (∗) is q−s|V | close to
q−(m+1)
∑
r¯
∑
x∈V
eq(
∑
j
rjQ(x+ xj)).
But this is now the number of points in
Zx¯ = {x ∈ V : Q(x+ xj) = 0, 1 ≤ j ≤ m}
for which we can apply Proposition 4.5 . 
Definition 4.8 (Y3(X)). Given a subset X of a k-vector space V we define
Y3(X) = {(x, v1, v2, v3) : (x|v¯) ∈ C3(X)}.
Lemma 4.9. For any k-vector space V and X ⊂ V a hypersurface of degree d we have |Y3(X)| =
q−Od(1)|V |4.
Lemma 4.10. For any k-vector space V , hypersurface X ⊂ V degree d any x ∈ X has q−Od(1)|V |3
many completions to a 3-cube in X.
Proof. By Proposition 4.5 the system has q−Od(1)|V |3 many solutions. 
The following lemmas are special to the case where X is a quadratic surface.
Lemma 4.11. Let Q be a quadratic form of rank ≥ 13. Then for any symmetric matrix Dab, 1 ≤
a, b ≤ 6 there exist vectors va ∈ V such that Q(va) = Daa, (va, vb) = Dab.
Proof. It is clear that we can find a subspace V ′ ⊂ V of dimension 13 such that the restriction
Q|V ′ is a non-degenerate. So it is sufficient to consider the case when Q is a non-degenerate for
on a 13-dimensional space.
The matrix Dab, 1 ≤ a, b ≤ 6 defines a quadratic form q
′ on the space L = k6. It is easy
co construct an extension of q′ to a non-degenerate quadratic form q′′ on L ⊕ L∨ and then to a
non-degenerate quadratic form q on L⊕L∨⊕k such that disc(q) = disc(Q) ∈ k⋆/(k⋆)2. Since any
two non-degenerate quadratic forms on an odd-dimensional spaces with the same discreminant
are equivalent.

Lemma 4.12. Let Q be a quadratic form of rank ≥ 8. The system of equations
Q(ω · (z′1, z
′
2, z
′
3)) = −αω
Q(ω · (z′′1 , z
′′
2 , z
′′
3 )) = −βω
Q(ω · (z′1 + z
′′
1 , z
′
2 + z
′′
2 , z
′
3 + z
′′
3 )) = −γω; ω ∈ 2
3
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under the condition α0¯ = β0¯ = γ0¯ = 0 and
∑
ω
αω =
∑
ω
βω =
∑
ω
γω = 0
has qO(1)|V |6 many solutions.
Proof. By Lemma 4.6 it suffices to show that the system is solvable. Let
aij = (z
′
i, z
′
j), bij = (z
′
i, z
′′
j ) + (z
′
j, z
′′
i ), cij = (z
′′
i , z
′′
j ), i < j,
and
Ai = Q(z
′
i), Ci = Q(z
′′
i ), Bi = (z
′
i, z
′′
i ).
The first two equations define aij , Ai, cij, Ci. The third system of equation for ω = (1, 0, 0), (010), (001)
define Bi. The last 3 equations define bij , i < j.
By Lemma 4.11 we can find z′i, z
′′
i such that
aij = (z
′
i, z
′
j), bij = (z
′
i, z
′′
j ) + (z
′
jz
′′
i ), cij = (z
′′
i , z
′′
j ), i < j
Ai = Q(z
′
i), Ci = Q(z
′′
i ), Bi = (z
′
i, z
′′
i ) 
In particular we get:
Lemma 4.13. For any a¯ ∈ k8 such that
∑
−1|ω|aω = 0 then there are O(q
−O(1))|V |4 many 3-cubes
with Q(u+ ω · u¯) = aω.
Lemma 4.14. Let Q be quadratic and let (u|u1, u2) be a non degenerate square and let Q(u+ω·u¯) =
aω. Let b = a00−a01−a10+a11. There exists q
−O(1)|V | many values of y s such that Q(y+u) = b
and Q(y + u+ ω · u¯) = 0 for ω 6= 0¯.
Proof. We seek y such that
Q(y) + (y, u) = −a01 − a10 + a11, Q(y) + (y, u+ u1) = −a10,
Q(y) + (y, u+ u1) = −a01, Q(y) + (y, u+ u1 + u2) = −a11.
Namely
(y, u1) = a01 − a11, (y, u2) = a10 − a11, Q(y) + (y, u) = −a01 − a10 + a11
This system is solvable by Lemma 4.4. 
Lemma 4.15. Let (u|u1, u2) be a non degenerate square and let Q(u + ω · u¯) = aω. Let b =
a00 − a01 − a10 + a11. Let t, s be with t− s = b. There exists q
−O(1)|V | many values of y such that
Q(y + u) = t, Q(y + u+ u1) = s and Q(y + u+ u2) = Q(y + u+ u1 + u2) = 0 .
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Reduction to homogeneous functions vanishing on cubes in X. Let k be a finite
field. Let V be a k-vector space, and X ⊂ V a non degenerate hypersurface of degree ≥ 2. Let
f : X → k be a homogeneous weakly quadratic function.
First we show that we can assume that f is homogeneous:
Lemma 4.16. It is sufficient to prove Theorem 1.8 in the case where f : X → k is homogeneous.
Proof. Let f : X → k be weakly quadratic. Subtracting f(0¯) we may assume that f(0¯) = 0. Write
f = f ′ + f ′′ with f ′(−v) = −f ′(v) ,f ′′(−v) = f ′′(v). It is clear that f ′,f ′′ are weakly quadratic
if f is weakly quadratic. Let L ⊂ V be an isotropic subspace (so L ⊂ X). Then the restriction
f |L of f on L is quadratic. Since f
′(−v) = −f ′(v) we see that f ′|L is linear, so that f
′ is weakly
linear and by Theorem 1.4 it can be extended to a linear function on V . So we can assume that
f(−v) = f(v). In this case f |L is a homogeneous quadratic form on any isotropic subspace L of
V . 
Let f : X → k be a homogeneous weakly quadratic function. We show that for X of sufficiently
high rank there exists a function h that agrees with f a.e. and vanishes on all 3-cubes in X .
Proposition 4.17. For any s > 0 There exist r = r(s, d, k) > 0 such that the following holds:
For any finite field k, any k-vector space V , any degree d hypersurface X of V of rank ≥ r and
any weakly quadratic homogeneous function f : X → k there exists a homogeneous function h on
X such that h3 vanishes on all 3-cubes in X and h(x) = f(x) for q
−s a.e. x ∈ X. If d = 2 we
can take r = O(s).
Proof. Let f : X → k that be homogeneous and weakly quadratic. We first show that f vanishes
on 3-cubes containing 0.
Lemma 4.18. f3(0|x¯) = 0 for any x¯ such that (0|x¯) ∈ C3(X).
Proof. Let x¯ such that (0|x¯) ∈ C3(X). Note that if 〈v1, v2, v3〉 is an isotropic subspace then in
particular (0|v¯) ∈ C3(X), and since f is weakly quadratic f3(0|v¯) = 0. For u¯
i ∈ V 2, i = 1, 2, 3,
consider the array
(ω · (ν · x¯, ν · (u¯1, u¯2, u¯3))ω∈23\0¯,ν∈23\0¯
If we can find u¯1, u¯2, u¯3 so that for any ν ∈ 23 \ 0¯
(ω · (ν · x¯, ν · (u¯1, u¯2, u¯3))ω∈23\0¯
lie in an isotropic subspace and for any ω ∈ 23 \ {0¯, (1, 0, 0)}
(ω · (ν · x¯, ν · (u¯1, u¯2, u¯3))ν∈23\0¯
also lie in an isotropic subspace then
f3(0, ((1, 0, 0) · (ν · x¯, ν · (u¯
1, u¯2, u¯3))ν∈23\0¯) = f3(0|x¯) = 0.
now the existence of such u¯1, u¯2, u¯3 follows from Proposition 4.5. 
Next we show that f vanishes on 3-cubes in X that have two generators in X .
Lemma 4.19. f3(x|v¯) = 0 for any (x|v¯) ∈ C3(X) such that v1, v2 ∈ X.
Proof. Let (x|v¯) ∈ C3(X). If v1, v2 ∈ X then
(x|v1, v2, v3) = (0|v1, v2, x+ v3)− (0|v1, v2, x)
a difference of 3-cubes through the origin, so by Lemma 4.18 f3(x|v1, v2, v3) = 0. 
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Unfortunately we can not write all 3-cubes in X as sums of cubes with 2 generators in X but
this is almost possible.
Lemma 4.20. For r sufficiently large depending on s, k, d we have f3(c) = 0 for q
−s a.e. c ∈
C3(X) with one generator in X.
Proof. Let (x|v1, v2, v3) be a 3-cube in X , with v3 ∈ X . By Lemma 4.9, Proposition 4.7 and
Lemma 2.2 for p−Ω(r) a.e (x, v1, v2, v3) ∈ Y such that v3 ∈ X there exists w ∈ X such that
w + x, w + x+ v2, x+ w + v3, x+ w + v2 + v3,−w + v1 ∈ X.
Now
(x|v1, v2, v3) = (x+ w|v1 − w, v2, v3)− (x|w, v2, v3)
a difference of two cubes with two generators in X , so by Lemma 4.19 f3(x|v1, v2, v3) = 0. 
Finally almost any 3-cube in X is a sum of two 3-cubes with a generator in X :
Lemma 4.21. For r sufficiently large depending on s, k, d we have f3(c) = 0 for p
−s a.e. c ∈
C3(X)
Proof. Let (x|v1, v2, v3) be a 3-cube in X . As in previous Lemma there exists w ∈ X such that
w + x, w + x+ v2, x+ w + v3, x+ w + v2 + v3,−w + v1 ∈ X.
Now
(x|v1, v2, v3) = (x+ w|v1 − w, v2, v3)− (x|w, v2, v3)
a difference of two cubes with one generators in X , so by Lemma 4.19 f3(x|v1, v2, v3) = 0. 
Finally we need a quadratic testing statement about functions from X → k. We proved the
linear version of this in the previous section in Proposition 3.13
Proposition 4.22 (Testing on X [9]). Let d, L > 0. There exists an α, β > 0 depending on d, L,
such that the following holds: for any complete intersection X in a vector space V of degree d
codimension L and a function f : X → k such that f3 vanishes ǫ-a.e on C3(X) where ǫ < q
−α
there exists a function h : X →W such that h3|C3(X) ≡ 0 and h(x) = f(x) for q
βǫ a.e x ∈ X.
Applying Proposition 4.22 we obtain that for r sufficiently large depending on s, k, d there exists
a function h such that h3|C3(X) ≡ 0 and h(x) = f(x) for q
−s a.e. x ∈ X (q−Ω(r) in the case where
X is quadratic). 
Constructing the extension. Let k be a finite field. Let V be a k-vector space, and X ⊂ V
a hypersurface of rank r and degree ≥ 3. Let f : X → k be a homogeneous weakly quadratic
function. By Proposition 4.17 we constructed a homogeneous function h : X → k such that
h(x) = f(x) for q−s a.e x ∈ X , and h3 vanishes on 3 cubes in X . We now wish to extend h to a
function g : V → k vanishing on all cubes in V . In the case where d ≥ 3 this is done in [9].
We henceforth assume that d = 2, and we have a homogeneous function h : X → k such that
h(x) = f(x) for q−Ω(r) a.e x ∈ X , and h3 vanishes on 3 cubes in X .
The main theorem is the following:
EXTENDING LINEAR AND QUADRATIC FUNCTIONS FROM HIGH RANK VARIETIES. 19
Theorem 4.23. There exists r0 > 0 such that the following holds : for any finite filed k, V a
k-vector space, X a quadratic hypersurface of rank r > r0, that is not contained in any proper
subspace, and any h : X → k with h3|C3(X) ≡ 0, and h(0) = 0, there exists a quadratic function
g : V → k extending h.
Proof. Let Q be a quadratic form. Recall that
(v, v′) := Q(v + v′)−Q(v)−Q(v′); X = {v ∈ V |Q(v) = 0}.
Fix v0 ∈ V \X , with Q(v0) = 1. Denote S(k) the set of squares in k.
V0 = {x : (x, v0) = 0} and Xa = {x : Q(x) = a
2, 1 ≤ i ≤ L} ∩ V0.
Observe that if v ∈ Xa then v − av0 ∈ X0. Set g(v0) = 0.
We start by extending h to Xa for a ∈ k. We denote by Za,v the set
Za,v = {(y, z) ∈ V
2
0 : (av0 + ω · (v − av0, y, z))ω∈{0,1}3\{0¯,100} ∈ X0}.
Then (y, z) is in Za,v, if y, z are generators of a cube with an edge (av0, v) and all other vertices
in X0.
For v ∈ Xa we define
Fv(y, z) : = f(av0 + y) + f(av0 + z)− f(av0 + y + z)− f(v + y)− f(v + z) + f(v + y + z)
Lemma 4.24. For all v ∈ Xa we have |Za,v| ≥ q
−O(1)|V |2.
Proof. We need to count the number of z, y such that
v + y, v + z, v + y + z, av0 + y, av0 + z, av0 + y + z ∈ X0.
It suffices to solve:
Q(y) = Q(z) = (y, z) = (y, v0) = (y, v) = (z, v0) = (z, v) = 0.
which is solvable and has many solutions by Lemma 4.5. 
Say that z, z′ are independent if for any a, b ∈ k such that (a, b) 6= 0¯, the linear form (az+bz′, v)
is not trivial. We have that q−Ω(r(X)) a.e. (z, z′) ∈ V 2 are independent.
Lemma 4.25. For all v ∈ Xa for any (y, z), (y
′, z′) ∈ Za,v with z, z
′ independent we have
Fv(y, z) = Fv(y
′, z′).
Proof. Let (y, z), (y′, z′) ∈ Za,v. Observe that
Fv(y, z)− Fv(y
′, z′) = f3(av0|v − av0, y, z)− f3(av0|v − av0, y
′, z′)
= f3(av0|v − av0, w, z)− f3(v0 + w; v − av0, y − w, z)
− [f3(av0|v − av0, w, z
′)− f3(av0 + w|v − av0, y
′ − w, z′)]
We need to show that we can find w ∈ V0 such that
(4.1) av0 + w, av0 + z + w, av0 + z
′ + w, v + z + w, v + z′ + w, v + w ∈ X0
since then we have both cubes (av0 + w|v − av0, y − w, z), (av0 + w|v − av0, y
′ − w, z′) are cubes
in X0 so that
f3(av0 + w|v − av0, y − w, z) = f3(av0 + w|v − av0, y
′ − w, z′) = 0.
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We are given that
Q(av0 + z) = Q(av0 + z
′) = Q(v + z) = Q(v + z′) = 0,
and recall that (x, v0) = 0 for all x, thus the conditions in (4.1) are satisfied if
Q(w) = −a2; (w, z) = (w, z′) = a2, (v, w) = 0.
Let U = {w : (w, z) = (w, z′) = a2}. Then for (z, z′) independent, U has many points, and thus
by Lemma 4.4 the above system of equations has many solutions.
We thus get for z, z′ independent,
Fv(y, z)− Fv(y
′, z′) = f3(av0|v − av0, w, z)− f3(av0|v − av0, w, z
′) = 0
since the cube
(av0|v − av0, w, z)− (av0|v − av0, w, z
′) = (av0 + z; v − av0, w, z
′ − z)
is a cube in X . 
Set Xsq =
⋃
a∈S(k)Xa.
Corollary 4.26 (Definition of the extension on Xsq). Let v ∈ Xsq. By Lemma 4.25 the function
Fv(y, z) is constant q
−Ω(r(X)) a.e. Define g(v) to be this value.
Proposition 4.27. g vanishes on all 3-cubes (u|u¯) in Xsq.
Proof. Let (u|u¯) be a 3-cube with vertices in Xsq. Namely u+ ω · u¯ ∈ Xaω , and
Q(u+ ω · u¯) = a2ω; aω ∈ k, ω ∈ 2
3.
Since (u|u¯) is a 3-cube we have
∑
ω∈23 −1
|ω|a2ω = 0.
Consider the array in the variables z′, z′′, z¯′, z¯′′ ∈ V 3:
(u+ ω · u¯, u+ z′ + ω · (u¯+ z¯′), u+ z′′ + ω · (u¯+ z¯′′), u+ z′ + z′′ + ω · (u¯+ z¯′ + z¯′′),
aωv0, aωv0 + z
′ + ω · z¯′, aωv0 + z
′′ + ω · z¯′′, aωv0 + z
′ + z′′ + ω · (z¯′ + z¯′′))ω∈23\0¯
For any fixed ω this is a 3-cube with an edge (u+ ω · u¯, aωv0). We want to find many z
′, z′′, z¯′, z¯′′
so that all vertices other than u + ω · u¯, aωv0 are in X0. For this we need to solve the system of
equations:
(4.2)
Q(z′ + ω · z¯′) = Q(z′′ + ω · z¯′′) = −Q(z′ + z′′ + ω · (z¯′ + z¯′′)) = −aω
(u+ ω · u¯, z′ + ω · z¯′) = (u+ ω · u¯, z′ + ω · z¯′′) = (v0, z
′ + ω · z¯′) = (v0, z
′′ + ω · z¯′′) = 0.
By Lemma 4.12 the system (4.2) has a solution, and by Lemma 4.6 it has q−O(1)|V |8 many
solutions; denote B the set of solutions.
For ω ∈ 23 \ 0¯, consider the maps πω : V
8 → V 8
(z′, z′′, z¯′, z¯′′) 7→ (u+ z′ + ω · (u¯+ z¯′), u+ z′′ + ω · (u¯+ z¯′′), u+ z′ + z′′ + ω · (u¯+ z¯′ + z¯′′),
aωv0 + z
′ + ω · z¯′, aωv0 + z
′′ + ω · z¯′′, aωv0 + z
′ + z′′ + ω · (z¯′ + z¯′′))
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Let p be a point in the image. The sieve π−1ω (p) is of size ≥ q
−O(1)|V |8. Observe that B ⊂ π−1ω (X
6
0 ).
By Corollary 4.26, and Lemma 2.3 It follows that q−Ω(r) a.e. z′, z′′ ∈ V, z¯′, z¯′′ ∈ V 3 such that
πω(z
′, z′′, z¯′, z¯′′) ∈ X60 we have
g(u+ ω · u¯) = Fu+ω·u¯(z
′ + ω · z¯′, z′′ + ω · z¯′′).
Similarly for ν, ν ′ ∈ 22 \ 0¯ consider the maps τν , σν′ : V
6 → V 6
τν : (z¯
′, z¯′′) 7→ (u+ ω · u¯+ ν · (z′ + ω · z¯′, z′′ + ω · z¯′′))ω∈23\0¯,
σν : (z¯
′, z¯′′) 7→ (aωv0 + ν
′ · (z′ + ω · z¯′, z′′ + ω · z¯′′))ω∈23\0¯,
The sieve over any point p in the image τ−1ν (p) is of size ≥ q
−O(1)|V |8. It follows that q−Ω(r) a.e.
z′, z′′ ∈ V, z¯′, z¯′′ ∈ V 3 such that τν(z
′, z′′, z¯′, z¯′′) ∈ X70 we have
g3((u+ ω · u¯+ ν · (z
′ + ω · z¯′, z′′ + ω · z¯′′))ω∈23) = 0,
and similarly for σν′ .
In particular there exists a point (z′, z′′, z¯′, z¯′′) ∈ V 8 so that for all ω ∈ 23 \ 0¯
g(u+ ω · u¯) = Fu+ω·u¯(z
′ + ω · z¯′, z′′ + ω · z¯′′),
and for all ν, ν ′ ∈ 22 \ 0¯
g3((u+ ω · u¯+ ν · (z
′ + ω · z¯′, z′′ + ω · z¯′′))ω∈23) = g3((aωv0 + ν · (z
′ + ω · z¯′, z′′ + ω · z¯′′))ω∈23) = 0.
But this implies that g3(u|u¯) = 0. 
We now have a function g : Xsq → k, with g3 vanishes on all cubes through in Xsq. We want
to extend g to a quadratic function on V0.
The following result is well known
Claim 4.28. Let k be a finite field. Then any element in k can be written as a sum of two squares.
Recall that V0 = {v : (v, v0) = 0}. Given v ∈ V0 we want to place it in a cube with all other
vertices in Xsq:
Lemma 4.29. Let Q be a quadratic form such that r(Q|V0) > 15. Let v ∈ V0, with Q(v) = s, and
let a, b ∈ k be with a+b = s. Then there exists v1, v2, v3 ∈ V0 such that Q(v+v1) = a,Q(v+v2) = b
and all other vertices of (v|v¯) ∈ X0.
Proof. We need v1, v2, v3 ∈ V0 such that Q(v + v1) = a,Q(v + v2) = b and
Q(v + v1 + v2) = Q(v + v3) = Q(v + v1 + v3) = Q(v + v2 + v3) = Q(v + v1 + v2 + v3) = 0.
This amounts to finding v1, v2, v3 ∈ V0 such that
Q(v1) = a− s = −b, Q(v2) = b− s = −a, (v, v1) = (v, v2) = 0, (v1, v2) = s− a− b = 0,
Q(v3) = −s, (v3, v) = 0, (v2, v3) = s− b = a, (v1, v3) = −b.
which is possible if r(Q|V0) > 15. 
Let v ∈ V0 \ Xsq, then by Lemma 4.28 and Lemma 4.29 and Lemma 4.6 there are q
−O(1)|V |2
cubes (v|v¯) such that all vertices but v are in Xsq. Define
Gv(v¯) := g3(v|v¯)− g(v).
22 DAVID KAZHDAN AND TAMAR ZIEGLER
Lemma 4.30. Fv(v¯) is constant on q
−Ω(r)-a.e on cubes for which all vertices but v are in Xsq.
Proof. Suppose (v|v¯), (v|v¯′) are cubes with all vertices but v are in Xsq. If v1 = v
′
1, and v2 = v
′
2
then (v|v¯), (vv¯′) share a face so that (v + v3|v
′
3 − v3, v1, v2) is a cube in Xsq, thus g3 vanishes on
it, and we get Gv(v¯) = Gv(v¯
′).
Suppose now that If v2 = v
′
2 then (v|v¯), (vv¯
′) share an edge. We find y such that (v+y|v1, v2), (v+
y|v′1, v2) ∈ Xsq. For this we need to find y with
y + v, y + v + v1, y + v + v
′
1, y + v + v2, y + v + v1 + v2, y + v + v
′
1 + v2 ∈ Xsq.
Let z = y + v, we seek y′ such that
z, z + v1, z + v
′
1, z + v2, z + v1 + v2, z + v
′
1 + v2 ∈ Xsq.
Let
α = Q(v1) +Q(v2)−Q(v1 + v2), α
′ = Q(v′1) +Q(v2)−Q(v
′
1 + v2).
Find t1, t2, t
′
1, t
′
2 ∈ k
2 so that
t2 − t1 = α, t
′
2 − t
′
1 = α
′.
We solve:
Q(z) = 0, Q(z + v2) = 0, Q(z + v1) = t1, Q(z + v
′
1) = t
′
1, Q(z + v1 + v2) = t2, Q(z + v
′
1 + v2) = t
′
2,
which is the same as
Q(z) = 0, (z, v2) = −Q(v2), (z, v1) = −t1 −Q(v1), (z, v1 + v2) = −t2 −Q(v1 + v2),
(z, v′1) = −t
′
1 −Q(v
′
1), (y, v
′
1 + v2) = −t
′
2 −Q(v
′
1 + v2),
So really we have
Q(z) = 0, (z, v2) = −Q(v2), (z, v1) = −t1 −Q(v1), (z, v
′
1) = −t
′
1 −Q(v
′
1),
which is solvable so long as v1, v2, v
′
1 are independent.
We then have
Gv(v1, v2, v3) = Gv(v1, v2, y) = Gv(v
′
1, v2, y) = Gv(v
′
1, v2, v3).
Finally if (v|v¯), (v|v¯′) just share the vertex v we once again find y such that (v + y|v1, v
′
2), (v +
y|v′1, v
′
2) ∈ Xsq as above. We then have
Gv(v1, v2, v3) = Gv(v1, v2, y) = Gv(v
′
1, v
′
2, y) = Gv(v
′
1, v
′
2, v3).

Corollary 4.31 (Definition of the extension on V0). Let v ∈ V0. By Lemma 4.25 the function
Gv(v¯) is constant q
−Ω(r(X)) a.e. v¯ such that (v|v¯) has all vertices but v in Xsq. Define g(v) to be
this value.
Observe that g is an extension of h, since for w ∈ Xsq we have Gv(v¯) is constant for all cube
(v|v¯) with all vertices in Xsq. Thus g vanishes on q
−Ω(r(X)) a.e cube in V0 with at most one vertex
outside Xsq.
Proposition 4.32. g vanishes on q−Ω(r(X))a.e. 3-cubes in V0.
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Proof. We prove this in steps, increasing one by one the number of vertices in V0 outside of Xsq.
Suppose (v|v¯) is a non degenerate cube in V0 with all vertices but v, v + v1 in Xsq. Find a y
such that (y + v|v2, v3) has all vertices in in Xsq. By Lemma 4.15, there are q
−O(1) many such
choices. Now
(v|v¯) = (v|y, v2, v3)− (v + v1|y − v1, v2, v3)
a difference of two 3 cubes wth at most one vertex outsideXsq. Thus g3(v|v¯) = 0 for q
−r such cubes.
Now suppose (v|v¯) is a non degenerate cube in V0, with all vertices but v, v+v1, v+v2, v+v1+v2
in Xsq. Find a y such that (y + v|v2, v3) has all vertices in in Xsq, and (v|v¯) = (v|y, v2, v3)− (v +
v1|y−v1, v2, v3) is a difference of two 3 cubes wth at most two vertex outside Xsq. Thus g3(v|v¯) = 0
for q−r such cubes.
Finally suppose (v|v¯) is a non degenerate cube in V0. Find a y such that (y + v|v2, v3) has all
vertices in in Xsq, and then (v|v¯) = (v|y, v2, v3) − (v + v1|y − v1, v2, v3) is a difference of two 3
cubes wth at most a face outside Xsq. Thus g3(v|v¯) = 0 for q
−r such cubes.

Corollary 4.33. There exists a function g˜ : V0 → k such that g˜ vanishes on all 3-cube (u|u¯) in
V0, g˜ agrees with h on X and agrees with g on q
−Ω(r) a.e. v ∈ V0.
Proof. This follows from classical polynomial testing result (or from Proposition 4.22) along with
the observation that the construction of g˜ gives that g˜ = g on Xsq since g vanishes on 3 cubes in
X . 
We now have a funciiton g˜ : V0 → k that is quadratic on V0 and vanishes on all cubes in X . We
wish to extend g˜ to a quadratic function on V .
Proposition 4.34. Let W ⊂ V be a subspace of codimension 1, W = {v ∈ V |(v, v0) = 0} and
such that there exists a quadratic function h : W → k extending f : X ∩W → k. Then h can be
extended to a quadratic function on V that is the common extension of h and of f : X → k.
Proof. Fix x0 ∈ X −W . We can extend h to a quadratic form on V such that h(x0) = f(x0).
Any v ∈ V can be written uniquely as v = c(v)x0 + w(v) , with w(v) ∈ W . Define q(v) =
c(v)2 + h(w(v)), and replace f with f − q. Then f vanishes on cubes in X and f |W∩X = 0, and
f(cx0) = 0, c ∈ k.
Let
M = {v ∈ W |(v, x0) = 0}, N = {v ∈ V |(v, x0) = 0}.
We claim that the restriction of f to (x0 +M) ∩X vanishes on squares: Let
b = (x0 + u0; u1, u2)
be a square in (x0 +M) ∩X . Since f |X∩W = 0 and f vanishes on cubes in X it suffices to show
that we can find an opposite face in X ∩W . The condition that b ∈ (x0 +M) ∩X gives ui ∈ W ,
(u0, x0) = (u1, x0)=(u2, x0) = 0,
and
Q(u0) = Q(u1) + (u1, u0) = Q(u2) + (u2, u0) = Q(u1 + u2) + (u1 + u2, u0) = 0.
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We need to find y such that
y, y + u1, y + u2, y + u1 + u2 ∈ X ∩W.
But this amounts to finding y ∈ W with
Q(y) = Q(u1) + (y, u1) = Q(u2) + (y, u2) = 0.
This could be done by Lemma 4.4
Consider the function f on x0 +M . Then f vanishes on squares in (x0 +M) ∩X and f(x0) = 0
and thus f can thus be extended to an affine function λ0 on x0 +M .
Let λ be a linear function on V whose restriction to x0+M is equal to λ0. We replace f with f−λµ
where µ ∈ V ∨ is such that µ|W = 0 and µ(x0) = 1. We now have f |W∩X = f |((cx0+M)∩X = 0, c ∈ k.
Claim 4.35. f |N∩X = 0.
Proof. Note that x0 ∈ N so that N = x0 + N . It is clear that N = kx0 +M and therefore any
x ∈ N ∩ X is of the form x = cx0 +m, c ∈ k, m ∈ M . Since x ∈ N we have m ∈ M ∩ X and
thererefore f(x) = 0. 
We now have f |N∩X = f |W∩X = 0 and f vanishes on cubes in X . Let
X1 =W ∩X, X2 = N ∩X, W
′ =W ∩N.
Claim 4.36. For any (x, x′) ∈ X2 with x− x′ ∈ W ′ then f(x) = f(x′).
Proof. Consider first the case when y ∈ X ∩W ′. We want to place the edge (x, x′) is a cube in X
with all vertices in one of X1, X2, for then since f vanishes on cubes and on X1, X2 then we will
have f(x) = f(x′). We need to find u so that
u, u+ x− x′, u+ x, u+ x′ ∈ X
and u, u+ x− x′ ∈ W and u+ x, u+ x′ ∈ N . Then the cube (0; u, x′, x− x′) is the cube we seek.
The above conditions amount to :
Q(u) = (u, x) = (u, x′) = 0; (u+ x, x0) = (u+ x
′, x0) = (u, v0) = (u+ x− x
′, v0) = 0.
Since x− x′ ∈ W ′ this is the same as finding u ∈ W such that
Q(u) = (u, x) = (u, x′) = 0; (u+ x, x0) = (u, v0) = 0.
This set of conditions is admissible by Lemma 4.4.
Now for x, x′ ∈ X such that x− x′ ∈ W ′ we can find x′′ ∈ X such that x− x′′, x′ − x′′ ∈ X ∩W :
This amount to finding an x′′ with
Q(x′′) = (x, x′′) = (x′, x′′) = (x′′, x0) = (x
′′, v0) = 0.
which can be done by Lemma 4.4. 
Any v ∈ V can be written in the form v = xv + wv , xv ∈ X , wv ∈ W
′. Thus we can extend f to
a function f on V by f(v) := f(xv), and by claim this f is well defined.
We show that f vanishes on 3-cubes: Let c = (w; v1, v2, v3) be a cube. It suffices to find xi
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such (w; x1, x2, x3) is a cube in X and ω · (v¯ − x¯) ∈ W
′ and for any ω ⊂ 23. This amounts to
finding x1, x2, x3 with
Q(w + xi) = (xj , xk) = 0; (vi − xi, v0) = (vi − xi, x0) = 0.
which is solvable by Lemma 4.4. 
This completer the proof of Theorem 4.23. 
Proof of Theorem 1.8. We constructed a quadratic function g that agrees q−Ω(r(Q)) a.e with f on
X . Consider the function f−g. It is weakly quadratic and vanishes q−Ω(r(Q)) a.e on X . Fix x ∈ X .
By Proposition 4.5 there are q−O(1)|V | many y, z such that 〈x, y, z〉 is an isotropic subspace. In
particular for any such y, z we have (0|x, y, z) ∈ C3(X). Since f − g vanishes q
−Ω(r(Q)) a.e. , if s
is sufficiently large we can find y, z such that f − g vanishes on y, z, x+ y, x+ z, y + z, x+ y + z
and 〈x, y, z〉 is an isotropic subspace. But then (f − g)(x) = 0.
5. Extending weakly linear and weakly quadratic functions - complex case
In this section we show how to modify our arguments in case of complex manifolds, to prove
Theorems 1.5, Theorem 1.10 We will freely use the notation from earlier sections of the paper.
We start with the following standard result (Bezout)
Claim 5.1. Let V be a C-vector space of dimension n, Pi : V → k, 1 ≤ i ≤ L a family of
homogeneous polynomials, X = {v|Pi(v) = 0}. Then dim(X) ≥ n− L.
Corollary 5.2. a) Let Y ⊂ V 3 be as in section 3. Then dim(Y ) ≥ 3n− 4L.
b) Let Yx ⊂ V
3 be as in section 3. Then dim(Yx) ≥ 2n− 3L.
c) Let Y ⊂ V be as in Proposition 4.5. Then dim(Y ) ≥ n−mD,D =
∑L
i=1 di.
Let E ⊂ V 3 be as in section 3.
Claim 5.3. dim(E) ≤ 3n− s if r ≥ r(s).
Proof. Follows from Lemma 4.1 in Appendix 7 
Corollary 5.4. E ∩ Y ⊂ Y is a subvarity of positive codimension if r ≥ r(4L+ 1).
Now all the arguments used in the proof of Theorem 1.4 work in the case of complex varieties.
6. Appendix 1
Let k = Fq, and let V be a k-vector space, N = dim(V ),P(V ) the corresponding projective
space. For any subspace W ⊂ V we have a natural imbedding P(W ) →֒ P(V ).
Definition 6.1. A subset Z ⊂ P(V ) is D-large if Z ∩ P(W ) 6= ∅ for any subspace W of V of
dimension > D.
Lemma 6.2. |Z| ≥ |P(V )|/2qD+1 for any D-large subset Z ⊂ P(V ).
Proof. Let GrDN be the set of D+1-dimensional subspacesW of V . As well known |Gr
D
N | =
(
N
D+1
)
q
.
In particular
|GrDN |/|Gr
D−1
N−1| ≥ q
N − 1/qD+1 − 1 ≥ qN/2qD+1
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For any l ∈ P(V ) we denote Grl ⊂ Gr the set of D + 1-planes W containing l. The size of
Grl does not depend on l and is equal to |Gr
D−1
N−1|. Since Z is D-large we have Gr =
⋃
l∈Z Grl.
Therefore |Z| ≥ |GrDN |/|Gr
D−1
N−1|. 
Let W be a k-vector space, Pi : W → k, 1 ≤ i ≤ s homogeneous polynomials of degrees
di, X = {w|Pi(w) = 0}, D :=
∑
i di.
Claim 6.3 ([1], Corollary to the main theorem in the end section 3). If dim(W ) > D then
X(k) 6= {0}.
Let V be a k-vector space, Pi : W → k, 1 ≤ i ≤ s be homogeneous polynomials of degrees
di ≥ 1 and let D :=
∑
i di. Let Y˜ = {v|Pi(v) = 0}. The subset Y˜ of V is homogeneous. We
denote by Y the corresponding subset of P(V ).
Corollary 6.4. Y is D-large.
Corollary 6.5. |Y (k)| ≥ |P(V )|/2qD+1.
Let P : V → k be a homogeneous polynomial of degree d ≥ 1 and X := {v|P (v) = 0}. Fix
xj ∈ X \ 0 , j = 1, . . . , m and define Y
′ as the set of y ∈ X such that y+ txj ∈ X(k¯) for all t ∈ k¯,
j = 1, . . . , m.
Lemma 6.6. |Y ′(k)| ≥ |P(V )(k)|/2qD+1, D := md(d+ 1)/2.
Proof. We expand
P (txj + y) =
∑
tiPij(y)
where Pij(y) are homonogeneous polynomials of degree d− i. Let Y = {v|Pij(y) = 0}, 0 ≤ i < d,
j = 1, . . . , m. Then Y ⊂ Y ′. By Corollary 6.5 we have |Y | ≥ |V |/2qD+1. 
Let Pt : V → k, with t = 1, . . . , L be homogeneous polynomials of degree 1 ≤ dt ≤ d and
X :=
⋂
t{v|Pt(v) = 0}. Fix xj ∈ X \ 0 , j = 1, . . . , m and define Y
′ as the set of y ∈ X such that
y + txj ∈ X(k¯) for all t ∈ k¯, j = 1, . . . , m.
Lemma 6.7. |Y ′(k)| ≥ |P(V )(k)|/qOd,m,L(1).
7. Appendix 2
Let X be an affine variety defined over Q. In this case X is defined by a system of polynomial
equations {Pi(x1, ..., xR)} in A
R with rational coefficients. Let N ′ be such that N ′a ∈ Z for any
coefficient a of any of polynomials Pi. Then for any field k of characteristic ≥ N
′ we denote by
Xk the k-subvariety of the R-dimensional k-vector space defined by ”the same ” equations where
we consider coefficients of Pi as elements of k.
Claim 7.1. a) dimk(Xk) is equal to the complex dimention of the variety X(C) for all fields of
characteristic ≫ 1.
b) If X is irreducible and smooth then Xk is also irreducible and smooth if char(k)≫ 1.
Let k be a finite field. For any n ≥ 1 we denote by kn/k the extension of degree n.
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Claim 7.2. Let k be a finite field and Y be a k-variety of dimension D.
a) There exists a constant C > 0 such that |Y (kn)| ≤ C|kn|
D for all n ∈ Z+.
b) There exists a constant c > 0 and n0 ≥ 1 such that |Y (kn)| ≥ c|kn|
D for all n ∈ n0Z+.
c) If limn→∞
|Y (kn)|
kDn
= 1 then Y has unique irreducible component of dimension D.
Remark 7.3. This Claim are based on Weil’s estimates ([16]).
Let k be a field, p : T → S be a map of algebraic k-varieties. For any s ∈ S(k) we denote by Ts
the k-variety p−1(s). If p : T → S be a map of algebraic Q- varieties then for field k, char(k)≫ 1
we have the corresponding morphism pk : Tk → Sk.
Claim 7.4. Let p : T → S be a map of algebraic Q-varieties such that for any finite field k,
char(k) ≫ 1, s ∈ Sk(k) there exists a constants C,m such that |Ts(kn)| ≤ C|kn|
m, n ≥ 1. Then
dim(Ts) ≤ m for any s ∈ S(C).
Proof. As well known there exists a constructible Q-subvariety Z ⊂ S such that for any field k,
char(k)≫ 1 we have
Zk(k) = {s ∈ Sk(k)|dimTs > m}
Assume that Z 6= ∅. Then there exists a finite field k, char(k) ≫ 1 such that Zk(k) 6= ∅. Fix
s ∈ Zk. By definition dim(Ts) > m. But on the other hand it follows from Claim 2 that
dim(Ts) ≤ m. This contradiction proves that Z = ∅. 
For any d¯ = ({di}, 1 ≤ i ≤ L and N ≥ 1 we denote by Z = Z(d¯, N) the variety of families
P¯ = {Pi}, Pi : A
N → A of homogeneous polynomials of degrees di. For any r ≥ 1 we denote by
Zr ⊂ Z the open subvariety of families of rank of P¯ is ≥ r.
For any (v′, v′′, v′′′, P¯ ) we define
Q(v′, v′′, v′′′, P¯ ) = {v ∈ AN |Pi(v) = Pi(v + v
′) = Pi(v + v
′ + v′′) = Pi(v
′′ − v) = 0}.
We define
Er ⊂ AN × AN × AN × Zr
as the variety of quadruples (v′, v′′, v′′′, P¯ ) such thatQ(v′, v′′, v′′′, P¯ ) = ∅ and denote by p : Er → Zr
the natural projection.
Lemma 7.5. For any s ≥ 1 there exists r ≥ 1 such that dim(Erz ) ≤ 3N − s for any z ∈ Z
r(C)
Proof. Follows from Proposition 3.9, and the Claim 7.4. 
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