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Abstract— In recent years large amounts of information
have been accumulated in proteomic, genetic and metabolic
databases. Much effort has been dedicated to developing
methods that successfully exploit, organize and structure this
information. However, there is no application, that we know of,
that semantically characterizes the interaction environment in
which a protein exists. A high-throughput software package has
been developed to retrieve information from publicly available
databases, such as the Gene Ontology Annotation (GOA)
database and the Human Proteome Resource Database (HPRD)
and structure their information. This information is presented
to the user as groups of semantically described dense interaction
subnetworks that interact with a target protein.
I. INTRODUCTION
Most of the biological processes need combined and
synchronized activity of protein sets forming metabolic, sig-
naling and regulatory pathways in cells [1]. The experimental
data about proteins and their role in organisms’ functioning
has been compiled and organized in large databases which
are very useful to extract biological relationships [2]. How-
ever, the information about biological systems needs to be or-
ganized and prioritized to attend the special characteristics of
each research performance. To solve this practical problems,
different bioinformatics tools are appearing and are being
evaluated [3], [4]. Ontologies, like the Gene Ontology, have
been defined in order to standardize semantic information
that many different research groups over the world discover
about proteins [5]. At the same time, they allow for semantic
information to be retrieved, processed and even generated by
computer programs.
The great amount of data accumulated over the last years
could be crucial in further developing genetics, proteomics
and metabolomics. Understanding cell processes and the
gene mutations that disrupt them is a major goal in these
disciplines. However, retrieving and exploiting large amounts
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of information can be very challenging. Clustering is a well-
known and widely accepted technique for exploratory data
analysis. Partitioning a large set of data in smaller and more
compact groups helps in understanding the structure of the
data. Spectral clustering is a clustering technique that has
recently become very popular [6], [7]. It has been shown that
some implementations of this technique solve the problem of
partitioning a graph from different points of view at the same
time: graph cut, random walk and perturbation theory [8].
By means of combining protein-protein interaction, spec-
tral clustering and the Gene Ontology it is possible to enrich
the information of protein networks [9] and extract valuable
information about the different clusters in order to explain
the relations between proteins. Once this large amount of
information is organized could be very useful for studying
macroscopic problems such as diseases or physiological
models.
This work proposes a methodology for automatically ex-
tracting information from publicly available databases and
organize it so that useful knowledge can be extracted about
the local interaction environment of a protein. This is accom-
plished by partitioning the environment in dense interaction
subnetworks and find the semantic labels in each subnetwork
that best describe it. This could be useful to researchers that
are beginning to study a protein and need to have background
on it. A software package has been written in the R statistical
programming language that implements the methodology
[10]. This software package characterizes the processes in
which the protein and its immediate interacting neighbors
participate.
II. MATERIALS AND METHODS
A. Methodology
In order to characterize the interaction environment of
a protein we propose a methodology based on partitioning
its local interaction domain [11]. The idea is to find dense
subnetworks in this domain and characterize them using
semantic annotations from the Gene Ontology. Statistical
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tests are performed between the dense subnetworks in order
to find the set of annotations that best describes them.
The methodology was divided in four steps, detailed below.
Throughout this text, the term interaction refers to physical
binary interactions (docking) between two proteins.
1) Interaction mining: In the first step we used the Human
Proteome Resource Database (HPRD) [12] to build a local
interaction environment for the protein under study. This
environment contains all proteins that are less than n inter-
actions away from the protein. This parameter n was defined
in order to control the amount of environment information to
be taken into account. This information was retrieved from
the HPRD database and modeled as an interaction network
using an undirected graph structure, where nodes represent
proteins and edges represent interactions between proteins.
2) Clustering: The graph representing the protein’s inter-
action environment was partitioned using spectral clustering.
Spectral clustering is a technique that uses a graph’s Lapla-
cian matrix to partition the graph.
This is implemented by the software package as follows.
Let D be the degree matrix so that dii is the degree of node
i and dij = 0 for i 6= j. Let W be the weight matrix so
that wij is a measure of similarity between nodes i and j.
In this work we used the graph’s adjacency matrix as weight
matrix:
wij =
{
1 if proteins i and j interact
0 otherwise
(1)
However, other weight matrices could have been used (num-
ber of publications linking the two proteins, semantic sim-
ilarity, etc). Three different Laplacian matrices have been
implemented to create a spectral model, following [8]. The
unnormalized Laplacian matrix is defined as:
Lu = D −W (2)
The symmetric normalized Laplacian matrix:
Lsym = I −D
−1/2 W D−1/2 (3)
And the random-walk normalized Laplacian matrix:
Lrw = I −D
−1 W (4)
The Laplacian matrix to be used can be chosen by the user.
Once the spectral model is built, the user is presented a
plot of the eigenvalues and asked for the number of clusters
k to partition the data. Then the spectral model is used to
partition the interaction network in k clusters.
3) Semantic mining: The Gene Ontology Annotation
(GOA) [13] database was used to enrich the partitioned
interaction network with semantic information regarding
biological process. For each protein a set of semantic an-
notations were retrieved. This yielded a distinct distribution
of semantic annotations within each cluster.
At this step the software gives the user the opportunity to
exclude annotations that have a certain evidence code — usu-
ally electronically inferred annotations (IEA) are discarded.
4) Statistics: Finally, statistical tests were performed in
order to find annotations that were characteristic of each clus-
ter. To do so, the annotations of every cluster were compared
with a null distribution. A null distribution was generated for
each annotation of each cluster as the distribution of the an-
notation in 50 random samples of the same size as the cluster.
Random samples were taken from proteins belonging to the
interaction environment. Empirical p-values were calculated
by modeling the function of the null distribution using a
kernel approach [14]. This yielded a level of significance of
each annotation inside each cluster, indicating how different
was the distribution of the annotation in that particular cluster
from the same annotation in the environment. By selecting
the annotations that were most differentially found in every
cluster the user can obtain a semantic description of every
cluster. This allows for a modular semantic description of
the environment a protein interacts with.
B. Case study
In order to test the methodology a case study was proposed
by a biological expert. The method was applied to human
small heat shock protein (HSP27) in order to study its
environment. The parameter n was set to 3 because this
value yielded a network with a good compromise between
amount of information and handleable size. A random-walk
Laplacian matrix (Lrw) was used to build the spectral model.
The interaction network was partitioned into 8 clusters after
an examination of the spectral model’s eigenvalues because
this value showed a considerable increase in the eigen-
values’ derivative. After the network was partitioned and
semantically enriched, the statistical tests were performed.
For each cluster, the number of significantly differentially
distributed annotations was compared with the total number
of annotations. The results of this case study are presented
in the next section III.
III. RESULTS
The interaction environment obtained for protein HSP27
consisted of 601 proteins and 2840 interactions. Fig. 1
shows the network’s node distribution, which is characterized
by very few highly-connected proteins, and many proteins
with low connectivity. 7 of the 8 partitions had at least
one significantly differentially distributed semantic label that
allowed for an interpretation of the cluster. The other cluster
contained only one semantic annotation that was not found
to be significant. Fig. 2 shows the number of proteins in each
cluster. Clusters 3, 7 and 8 contain most of the proteins of
the interaction environment.
Cluster 3 contains the initial protein, HSP27, and the ma-
jority of the rest of the proteins. This large dense subnetwork
is typical of scale-free networks and indicates that HPS27 has
a role in a very tightly connected set of biological functions.
This group of proteins is semantically characterized by
the highly significantly differentially distributed annotations.
Table I shows the 10 most statistically significant semantic
labels describing biological processes. The results suggest
that this large group of proteins has a major regulating role
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Fig. 1: Degree distribution of the interaction environment
network for protein HSP27 with a maximum of 3 levels of
interaction.
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Fig. 2: Number of proteins in each cluster after applying
spectral clustering.
in several processes, including factor-beta2 production, nitric
oxide biosynthetic process and apoptosis.
Other large dense subnetworks have been found in clusters
8 and 7. This result suggests and indirect relationship of
protein HSP27 with other biological processes. Biological
processes in cluster 8 are best described by the annotations
found in Table III, which suggest that it contains proteins
involved in response to stimulus, virus and correction of
transcription errors. On the other hand, cluster 7 is described
in Table II as a group of proteins highly involved in protein
transport and cell motion.
For space limitations, only the 10 most significant labels
were presented, and similar tables for the rest of the clusters
were omitted. However, the user has the opportunity of
exploring the semantic description of all the clusters inter-
actively.
TABLE I: Semantic description of cluster 3
label pvalue dir
1 activation of JNK activity 4.23e-19 high
2 DNA ligation 5.65e-19 high
3 regulation of transforming growth
factor-beta2 production
5.65e-19 high
4 positive regulation of nitric oxide
biosynthetic process
6.52e-19 high
5 negative regulation of protein kinase
activity
1.27e-18 high
6 nitric oxide biosynthetic process 1.28e-18 high
7 positive regulation of protein binding 1.28e-18 high
8 positive regulation of transcription 1.35e-18 high
9 base-excision repair 1.35e-18 high
10 induction of apoptosis 1.47e-18 high
TABLE II: Semantic description of cluster 7
label pvalue dir
1 actin filament bundle formation 1.34e-18 high
2 actin cytoskeleton organization and bio-
genesis
4.96e-18 high
3 cell motility 1.26e-17 high
4 ovarian follicle development 9.74e-03 high
5 oocyte maturation 9.74e-03 high
6 diacylglycerol biosynthetic process 9.74e-03 high
7 calcium ion-dependent exocytosis 9.74e-03 high
8 actin filament polymerization 9.74e-03 high
9 actin filament-based movement 9.74e-03 high
10 actomyosin structure organization and
biogenesis
9.74e-03 high
Table IV shows the number of significant and non-
significant labels in each cluster. It shows that all clusters
have an important proportion of significant labels. This result
suggests that the network partitioning obtained by using only
the graph structure is also semantically coherent.
IV. DISCUSSION
This work offers a fast method to semantically characterize
the interaction environment of a protein. A case study has
been presented as a demonstration of the methodology. The
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TABLE III: Semantic description of cluster 8
label pvalue dir
1 postreplication repair 8.15e-18 high
2 RNA processing 7.36e-03 high
3 nuclear mRNA splicing, via spliceo-
some
7.54e-03 high
4 alcohol metabolic process 9.74e-03 high
5 inosine catabolic process 9.74e-03 high
6 unknown GO label 9.74e-03 high
7 segment specification 9.74e-03 high
8 response to biotic stimulus 9.74e-03 high
9 response to virus 1.58e-02 high
10 response to unfolded protein 1.64e-02 high
TABLE IV: Number of labels in each cluster
labels significant labels
1 5 1
2 10 4
3 666 337
4 20 9
5 16 8
6 1 0
7 59 31
8 131 33
results show that the partition defines groups of proteins
with a high semantic coherence and meaningful labels. The
method is a high-throughput and automatic tool to retrieve
information from publicly available databases and present a
description to the user using widely accepted semantic labels.
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