Abstract: IT systems have to provide to their users prescribed Quality of Service (QoS) levels, usually defined in terms of application performance, which must hold irrespectively of the significantly timevarying workload. To handle system overload issues, admission control is used as an overload protection mechanism which rejects requests under peak workload conditions in order to provide QoS guarantees to the running applications. For ensuring QoS levels at design time, the performance of such mechanisms should be a priori guaranteed. To this end, this paper proposes an appropriate controller, the closed-loop stability properties pf which are formally assessed.
INTRODUCTION
The complexity of Information Technology (IT) systems is steadily increasing, and this trend will continue in the next years, and it has been recognized as the main obstacle to the further advance of IT. Another emerging problem in this context is related to energy management: the growth in the number of servers has caused an enormous spike in electricity usage. IT analysts predict that, by 2012, up to 40% of an enterprise technology budget will be consumed by energy costs. From an environmental point of view, overall, IT accounts for 2% of global CO 2 emissions, i.e., IT pollutes to the same extent as the global air traffic, Metha (2007) . IBM has proposed the Autonomic Computing paradigm (AC) as a solution to IT complexity, energy consumption, and run-time re-configuration issues, Kephart and Chess (2003) .
Control techniques have been proposed and successfully applied to the design of AC systems (see T. Abdelzaher et al. (2003) ; Kusic et al. (2008) ), especially tailored to devise dynamical model and controllers for the resource allocation mechanisms employed in this field. Specifically, the first controloriented contributions in the Web services context are reported in Abdelzaher et al. (2002) and use feedback control to limit the utilization of bottleneck resources by means of admission control, an overload protection mechanism which operates by rejecting requests under peak workload conditions in order to provide performance guarantees to the running applications.
In the scientific literature, the focus has been on designing PI/PID controllers for regulating admission control systems (see e.g., Abdelzaher et al. (2002) ; Robertsson et al. (2004) ; Kihl et al. (2008) ). Moreover, in Kihl et al. (2008) a preliminary stability analysis of the closed-loop system was provided. The difficulties in formally studying the closed-loop dynamics of such a system are due to two main factors: first of all, the main dynamic component is made of the users waiting in a queue to be served by the Web service application; as such, the underlying dynamical model should be chosen within the class of positive systems, Farina and Rinaldi (2000) , while retaining the time-varying nature that allows one to model workload variations. Furthermore, the admission control system uses as This work has been partially supported by the Green Active Management of Energy in IT Systems (GAME IT) project, funded by the Politecnico di Milano.
control variable the admission probability; as such, the control variable is saturated between zero and one. These facts make a formal analysis challenging even though the designed controller is linear and time invariant (LTI). In the literature, to our best knowledge, the only attempt to analyse the closed-loop admission control system is presented in Kihl et al. (2008) , where, however, the system model is LTI and the positivity constraint is considered only in the problem formulation, but ignored in the analysis phase.
In this paper, to address this control problem, we employ positive state space Linear Parametrically Varying (LPV) models as a basis for controller design, and formally analyse the closedloop system stability properties.
The structure of the paper is as follows. Section 2 provides the necessary background and defines the notation for the problem under study. Section 3 illustrates the employed LPV state space models, whereas Section 4 describes the controller design. Finally, Section 5 is devoted to the closed-loop system stability analysis and to the discussion of the obtained results.
PROBLEM STATEMENT AND NOTATION
In the following, a general Web service system which provides the admission control mechanism will be described. For the sake of simplicity, we assume to deal with applications configured to serve requests according to the FIFO policy and running on a single CPU. Moreover, in the queueing theory context, Kleinrock (1975) , the following quantities are commonly employed to describe the incoming workload over a time interval [k∆t (k + 1)∆t], where ∆t is the sampling interval:
• λ k denotes the average requests arrival rate in the k-th time interval; • s k is the average requests service time, i.e., the overall CPU time needed to process a request in the k-th time interval; • T k is the average server response time, i.e., the overall time a request stays in the system in the k-th time interval; • P k is the probability that a request to the system will be admitted in the k-th time interval.
As already mentioned, we are interested in modelling the admission control mechanism, the effect of which is to reduce the number of requests served by the system by admitting into the system only a certain number of the client requests on the basis of the admission probability P k , which is the control variable. The output used to measure the QoS performance of the system is the server response time T k ; its average value is in fact the object of negotiation between users and Web service providers in the Service Level Agreement (SLAs) contracts. For control purposes, a dynamical model of the server capable of capturing transients must be derived. We recall, in fact, that the aim of the present work is to obtain a control law that can guarantee both closed-loop stability and performance requirements. Remark 1. As incoming requests, independently of the application they may try to access, wait in a queue before accessing the physical server, it is clear that the system dynamics will have a feedthrough term. In fact, the response time T k (i.e., the system output) is given by
where the queueing time ξ k accounts for the time that the request spends in the queue. As such, the real dynamics of the system are to be found in the variable ξ k = T k − s k . In what follows, LPV models will be identified for the dynamics of ξ k only, and the final response times for each application will then be retrieved by means of Equation (1).
LPV MODELS
In the considered application, an LPV modelling formulation has been adopted to handle the effect of workload variations. As shown in e.g., Tanelli et al. (2008 Tanelli et al. ( , 2010 , this choice is essential since a simple LTI model would not be precise enough to capture all the relevant dynamic behaviour of the considered system. LPV systems are linear time-varying plants whose state space matrices are fixed functions of some vector of measurable, time varying parameters. Here, we are interested in identifying statespace LPV models of the form
where p ∈ R t is the parameter vector and x ∈ R n , u ∈ R m , y ∈ R l . It is often necessary to introduce additional assumptions regarding the way in which p k enters the system matrices. In what follows, we focus on LPV-IA models, characterised by constant A and C matrices and B and D of the form
which proved effective for the application at hand, see e.g., Tanelli et al. (2010) , and which can be retrieved relatively easily by using conventional Subspace Model Identification (SMI) algorithms for LTI systems by suitably extending the input vector.
The key point in this work, however, is to enforce the positivity constraint on the resulting LPV model. As a matter of fact, the variables involved in the Web server system are inherently nonnegative (e.g., service time, arrival rate and so on); thus, one would like the identified system to retain such a feature, see e.g., Kihl et al. (2008) . To do this, a constrained optimization problem must be setup, while imposing the positivity constraint on the system matrices. For a given choice p k of the structure of the parameters vector, letting the system matrices of (2) be fully parameterised by vector θ, the identification can be performed by minimizing over the K time instants the cost function
with respect to θ, where
y k denotes the measured output,ŷ k (θ, p k ) denotes the simulated output of the LPV model to be identified and ||a|| 2 indicates the 2-norm of vector a. Thus, the optimal model positive
The minimization of (4) (or all the more so (5)) is a nonlinear, nonconvex optimization problem, the solution of which calls for a reliable initialisation. In this work the MOESP class of SMI algorithms (see Verhaegen (1994) ) has been employed to this purpose. The performance of the resulting positive LPV systems is fully comparable to that of the LPV models without the positivity constraint described in Tanelli et al. (2010) , thus appropriate for control purposes. Finally, it is worth noticing that, in general, it is possible to formulate an LPV-IA model as an equivalent LTI one, by augmenting the input vector u k with the parameter vector p k . This yields
(6) The extended input vectorũ k is used in SMI-LTI identification algorithms to determine the matrices A 0 ,B, C 0 andD. 
CONTROLLER DESIGN
In view of the nature of the SLAs stipulated between users and providers, the control objective is to ensure that the system response time is always less than or equal to the maximum response time, so as to guarantee the negotiated level of QoS irrespectively of the workload-induced variability of the dynamics of the Web server.
In the existing literature, see e.g., Hellerstein and Parekh (2004) ; Kihl et al. (2008) , PI controllers are adopted, as they ensure good performance on average and are easy to implement on the final system. As a matter of fact, however, it can be easily verified that a PI controller is not able to provide better performance than a simple proportional one. Indeed, integral action is not beneficial in the considered context, since the Web server system always operates in "transient conditions", and the low pass action of the integrator will also lead to the saturation of the control variable (i.e., the admission probability). For these reasons, we will hereafter concentrate on proportional controllers.
Fig. 2. Block diagram of the admission control system.
A schematic view of the closed-loop admission control system is shown in Fig. 2 , where the controller input e k is the error between the set-point y * (i.e., the maximum response time T * k agreed between clients and provider) and the LPV model output y k (i.e., the Web server response time T k ). The output of the regulator v k enters the saturation function Φ 1 (·), which forces it to assume values within [0, 1], so that the system control input u k truly represents the admission probability (see Section 2). The positive LPV Web server model has a second input represented by the parameter vector p k .
As stated previously, for QoS purposes, the main control objective is to ensure that y k ≤ y * k . To meet such a goal, one may in principle design a bang-bang controller which, at each time instant, decides whether to accept or reject the received requests, based on the the fact that T k ≤ T * k or T k > T * k , respectively. However, due to the saturation Φ 1 (·), a proportional controller R(z) = G R with large gain values behaves similarly to the bang-bang one, and it is easier to analyse. Fig. 3 shows the closed-loop response time T k , obtained in a simulation in which the load profile is the same shown in Fig. 1 . As can be seen, the system output is always below the set point value T * k , but at a few isolated time instants. This is due to the fact that the control system can only manipulate the queueing time ξ k of the system (see also Remark 1): thus, for all the k time instants in which the service time s k is larger than the set point value T * k , the response time T k cannot but be lower than the set point value T * k , independently of the adopted controller. To see this, consider the bottom plot of Fig. 3 which shows the time history of the control variable u k ; as can be seen, when s k > T * k the control variable u k always assumes its lowest possible values (u k = 0); in other words, in this situation the controller tries to reject all the incoming requests to minimise the response time.
Finally, Fig. 4 shows the distribution of the error in the controlled system. As can be seen, the proposed controller allows one to keep the error e k = T * k − T k almost always positive, and this ensures that the average response time of the server T k is always less than or equal to the desired one T * k . More specifically, note also that the error distribution has a peak close to zero. This means that the controller, besides ensuring the desired performance, makes also an efficient use of the server resources (i.e., the response time is almost always smaller than the specified maximum value, but not needlessly small). Fig. 4 . Distribution of the tracking error e k = T * k − T k in the controlled system.
STABILITY ANALYSIS
In view of the presence of a saturation function, to study closedloop stability one would be tempted to resort to the Jury-Lee's absolute stability criterion, which can be considered as the discrete time counterpart of the Popov criterion (see Premaratne and Jury (1994) ). However, these results assume to have an LTI system connected in feedback with the static nonlinearity, and not an LPV one as in the case considered herein. To recast the problem into a suitable setting, the LPV model must be reformulated appropriately. Once this is done, the stability analysis will be based on the following result. Theorem 1. (See Lee and Chen (2003) ). Let (A, B, C, D) be a discrete time square LTI system with (A, B) controllable and (A, C) observable, such that G(z) = C(zI − A) −1 B + D is strictly positive real (SPR), and let Φ(k, y) be a nonlinear, memory-less, possibly time varying, function matrix of the same dimensions of G(z), restricted to lie in a sector of the first and third quadrants: Φ(k, 0) = 0 and for all y = 0 there exist two constant α, β such that 0 ≤ α < β ≤ ∞ and α ≤ Φ(k,y) y ≤ β.
If the negative feedback of G(z) and Φ(k, y) is well-posed, then the origin of the closed loop system is globally uniformly asymptotically stable.
To check the SPR condition on the system transfer matrix G(z), one can solve the following feasibility LMI problem. Theorem 2. (See Lee and Chen (2003) ). The square transfer matrix G(z) = C(zI − A) −1 B + D is SPR and the system matrix A is asymptotically stable if and only if there exists a matrix P = P T > 0 of appropriate dimensions such that the LMI
is feasible.
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Finally, note that besides the assumptions on the linear part G(z), Theorem 1 also requires that the static nonlinearity Φ(·) (which may be time-varying) has the same dimensions of G(z), and that the closed-loop system given by the feedback connection of G(z) and Φ(·) is well-posed. The well-posedness condition, in this context, requires checking the existence and the uniqueness of the solution of the closed-loop system, and doing this for the considered nonlinear feedback system is not a trivial task.
We now study the closed-loop stability of the admission control system shown in Fig. 2 . To this end, to invoke Theorem 1 some preliminary steps are required to ensure that all the assumptions hold.
Model reformulation First of all, we rewrite the closed-loop system by manipulating its block diagram in order to obtain a system formulation consistent with an absolute stability analysis setting. This can be done, without loss of generality, by considering the modified block diagram shown in Fig. 5 . Furthermore, note that the set-point y * k can be ignored, as the purpose of this analysis is to assess closed-loop stability. Remark 2. Note that the output of the regulatorṽ k in Fig. 5 is opposite in sign with respect to the signal v k in Fig. 2 , whereas the saturation Φ 1 (·) of Fig. 2 is now replaced with Φ 2 (·), which satisfies
so that
(9) In view of (8) it is easy to see that, as Φ 1 (·) belongs to a sector within the first and third quadrant, so does Φ 2 (·).
Further, starting from the block diagram of Fig. 5 and replacing the LPV server model with the corresponding extended LTI part, one obtains the system description shown in Fig. 6 . The closed-loop stability analysis of the system in Fig. 6 can now be carried out considering that the LTI part of the system is given by the series connection of the equivalent LTI model of the Web server and the controller, while the static nonlinearity in feedback expresses the relationship between the controller outputṽ k and the extended input vectorũ k of the LTI Web server model. Thus, the resulting nonlinear function in the feedback path has one input and as many outputs as the inputs of the LTI block and it is still static but is now time varying (due to the product of Φ 2 (ṽ k ) with the system parameters p k ). Note that, as for the considered application the parameters are always positive, the nonlinear function fromṽ k toũ k still belongs to the first and third quadrant.
The LTI part of the system has as many inputs as the system parameters plus one (which corresponds to the real input u k of the LPV-IA model in Fig. 5 ), and has one output (i.e., the control variableṽ k ).
In a general case, i.e., with a dynamic controller R(z), the overall LTI part of the system model can be derived by composing the following sub-systems: Web server (extended LTI part):
Regulator:
where the matrices A w ,B w , C w ,D w in (10) represent the matrices A 0 ,B, C 0 ,D in (6) of the extended LTI Web server model, x w is the state of the Web server model andũ k is the extended input vector as defined in (6). The controller equations (11) are consistent with the notation adopted in (10); in particular, the controller input y w,k corresponds to the Web server output signal, as shown in Fig. 5 . As such, the overall LTI part of the model has the form
where
T is the system state,ũ k is the input and v k is the output (and the control variable) and
Finally, as Theorem 1 asks for the system to be square, one needs to replicate the outputṽ k to match the size of the inputs. This yields
The square LTI part of the regulated closed loop system model is thus described by (A, B,C,D) defined in (13) and (14). It hasũ k as input andỹ k (which is a column vector with all rows equal toṽ k ) as output. Thus, vectorsũ k andỹ k are of the same size.
Similarly, the nonlinear static function can be transformed into a diagonal matrix Φ of the same dimensions of the linear part; in this way, the i-th element of the feedback matrix is a (nonlinear) function of the i-th element of the output only. Specifically, one has
(15) where Φ 2 (·) is as in (9). Based on (13)- (15), the whole discretetime Lur'e system equations are given by
where Φ(·, ·, ·) is such that
Structural properties We need now to show that the linear part of system (16) is fully reachable and observable. To this end, note first that the observability of the pair (A,C) of the square linear model (16) directly follows from the observability of the pair (A, C) of system (12), which, in turn, can be verified as follows.
Letting N be the order of the full LTI system (i.e., the size of the state vector x in (16)), the observability matrix M O con be expressed as
Further, as the controller R(z) is a simple gain G R , the observability matrix can be simplified as
From (19) we can conclude that the observability of the whole system (16), controlled by a proportional regulator (with G R = 0), follows from the observability of the extended LTI model of the Web server, which is in turn ensured from the black-box identification procedure itself. The same is true for the system reachability (note that this result holds only if the regulator R(z) is non-dynamic); in fact, the reachability matrix is given by
To verify that G(z) =C(zI −A) −1 B +D is SPR, we employed Lemma 2 and verified the feasibility of the LMI problem (7) with the system matrices in (13)- (14) and the chosen controller gain G R .
Before invoking Theorem 1 we still have to study the nonlinearity in the feedback path: as already shown in (15), it is possible to obtain a matrix function Φ(k,ỹ k , p k ) that satisfies the dimensionality and sector-location assumptions; thus, to complete the proof we only need to assess the well-posedness of the feedback system.
Well-posedness For well-posedness analysis it is useful to go back and consider the server model in its LPV form, thus referring to the block diagram in Fig. 5 .
Consider now the output equation of the Web server LPV-IA model (for simplicity the time index k is omitted) 
Therefore, the model output equation is a nonlinear implicit relation.
Solving the well-posedness problem for such a system means ensuring the existence and uniqueness of the solutionṽ for Equation (22) . The problem can be split into three parts, according to the model of the nonlinear function Φ 2 (·) given in (9), namely
It is easy to see that to ensure the existence of all the solutions S i in (23), the invertibility of
suffices. For the identified model (24) is a scalar and thus the existence of the solution is always ensured provided that (24) is non-zero. In the (two-dimensional) parameter space, this requirement becomes
where G R = 0 is the controller gain and d i is the i-th element of the matrix D w in (13).
Finally, we have to ensure that the three solutions of (23) are unique; to this end, each solution S i in (23) must not be admissible for values of the outputṽ different for those defined by the first of each equation of (23). If
holds, it is easy to show that the following relationships between the three solutions in (23) also hold: S 1 = S 3 and S 2 = S 3 .
It is also immediate to verify that condition (26) is not enough to ensure that S 1 = S 2 , since for D r t i=0 D wi p i = −(1 + ζ(x r , x w )) the two solutions are still coincident. In this case, however, we have thatṽ = −1 for both S 1 and S 2 . Asṽ = −1 is on the boundary that separates the two solution intervals, we can conclude that, if (26) holds and (24) is invertible, the solutionṽ of (22) exists, it is unique, and it is also continuous inṽ = −1. This implies that the feedback system formed by G(z) and Φ 2 (·) is well-posed.
In the considered admission control system, condition (26) corresponds to the following inequality (G R = 0 is assumed again)
As the identified admission control system has only two parameters, the inequalities (25) and (27) can be represented graphically in the parameters space, as shown in Fig. 7 . Moreover, the two lines represent the (zero-measure) parameters combinations for which the system under study becomes ill-posed, obtained by solving (25) and (27). The figure also shows the region (in the first quadrant) where the parameter values measured in three different experiments were located. As the reader will notice immediately, the problem under study is always well-posed for any admissible physical value of the parameters vector p k (i.e., ∀p i,k > 0). Closed-loop stability In view of the preceding results, all the assumptions of Theorem 1 have been proved to hold. As such, we can state the main result of this work. Proposition 3. The origin of the closed-loop admission control system (16), constituted by the LTI part given in (12)- (14), connected in (negative) unitary feedback with the static timevarying nonlinearity in (15) is globally uniformly asymptotically stable.
CONCLUDING REMARKS
This paper analysed the admission control mechanism for autonomic Web Service systems. Specifically, a positive LPV model identified via constrained black-box subspace methods has been used as a basis for controller design. Based on the identified model a controller has been designed, and the stability analysis of the closed-loop system has been carried out considering the saturation of the control variable by recasting the problem into a Lur'e' one.
