The well known M-P (Moore-Penrose) pseudoinverse is used in several linear-algebra applications -for example, to compute least-squares solutions of inconsistent systems of linear equations. Irrespective of whether a given matrix is sparse, its M-P pseudoinverse can be completely dense, potentially leading to high computational burden and numerical difficulties, especially when we are dealing with high-dimensional matrices. The M-P pseudoinverse is uniquely characterized by four properties, but not all of them need to be satisfied for some applications. In this context, Fampa and Lee (2018) and Xu, Fampa, and Lee (2019) propose local-search procedures to construct sparse block-structured generalized inverses that satisfy only some of the M-P properties. (Vector) 1-norm minimization is used to induce sparsity and to keep the magnitude of the entries under control, and theoretical results limit the distance between the 1-norm of the solution of the local searches and the minimum 1-norm of generalized inverses with corresponding properties. We have implemented several local-search procedures based on results presented in these two papers and make here an experimental analysis of them, considering their application to randomly generated matrices of varied dimensions, ranks, and densities.
Introduction
The M-P (Moore-Penrose) pseudoinverse, independently discovered by E.H. Moore and R. Penrose, is used in several linear-algebra applications -for example, to compute least squares solutions of inconsistent systems of linear equations. If A = U ΣV is the real singular value decomposition of A (see [8] , for example), then the M-P pseudoinverse of A can be defined as A † := V Σ † U , where Σ † has the shape of the transpose of the diagonal matrix Σ, and is derived from Σ by taking reciprocals of the non-zero (diagonal) elements of Σ (i.e., the non-zero singular values of A). The following theorem gives a fundamental characterization of the M-P pseudoinverse. Following [11] , we say that a generalized inverse is any H satisfying P1. The property P1 is particulary important in our context; without it, the allzero matrix -extremely sparse and carrying no information at all about A -would satisfy the other three properties.
A generalized inverse is reflexive if it satisfies P2. Theorem 3.14 in [11] states that: (i) if H is a generalized inverse of A, then rank(H) ≥ rank(A), and (ii) a generalized inverse H of A is reflexive if and only if rank(H) = rank(A). Therefore, enforcing P2 gives us the lowest possible rank of a generalized inverse -a very desirable property.
Finally, following [12] , we say that H is ah-symmetric if it satisfies P3. That is, ah-symmetric means that AH is symmetric. If H is an ah-symmetric generalized inverse, thenx := Hb solves min{ Ax − b 2 : x ∈ R n } (see [6, 1] ). So not all of the M-P properties are required for a generalized inverse to solve a key problem.
Even if a given matrix is sparse, its M-P pseudoinverse can be completely dense, often leading to a high computational burden in its applications, especially when we are dealing with high-dimensional matrices. Therefore, to avoid computations with high-dimensional dense matrices, it is interesting to consider the construction of sparse generalized inverses that satisfy only a proper subset of {P2, P3, P4}. In this context, [5] and [12] propose local-search procedures to construct reflexive generalized inverses, ah-symmetric reflexive generalized inverses, and in case A is symmetric, symmetric reflexive generalized inverses. The purpose of the procedures is the construction of sparser matrices than the M-P pseudoinverse, without losing some of its important properties. In [5, 12] , (vector) 1-norm minimization is used to induce sparsity (leading to less computational burden in applications) and to keep the magnitude of the entries under control (leading to better numerical stability in applications). Therefore, at each iteration of the local-search procedures, the overall goal is to decrease the 1-norm of the constructed matrix H.
The generalized inverses constructed by the procedures have the following very nice features: they have block structure, i.e., they have all non-zero entries confined to a selected choice of columns (and, sometimes, also of rows), they are reflexive, they have a bounded number of non-zero entries, and they have 1-norm within a provable factor of the minimum 1-norm of generalized inverses with corresponding properties.
Our goal in this paper is to develop and analyze through numerical experiments, the performance of local-search procedures based on the ideas presented in [5, 12] , and to see how tight are the bounds presented for the 1-norms of the constructed matrices H, considering randomly generated input matrices A with varied dimensions, ranks, and densities. We have implemented different local-search procedures for each case studied, more specifically, the cases where we construct (i) a reflexive generalized inverse, (ii) an ah-symmetric reflexive generalized inverse, and (iii) a symmetric reflexive generalized inverse. We propose and compare different methods for constructing an initial solution for the local searches and analyze the influence of the initialization on the results; interestingly, this turns out to be a rather difficult numerical task at large scale, even though in theory it is rather trivial. We propose local searches with updates performed with the best improvement ('BI') obtained in the neighborhood of the starting solution, and with updates performed with the first improvement ('FI') obtained. We analyze local searches that consider as the criterion for improvement, the increase in the absolute determinant of an r × r non-singular submatrix of the given rank-r matrix A, which are based on theoretical results presented in [5, 12] . These procedures are identified in the paper with the notation 'det'. We also propose a local search that considers a more natural criterion for improvement, the decrease in the 1-norm of the constructed matrix H, and is identified with 'norm'. Observing the behavior of these local searches leads us to combine the 'det' with the 'norm' searches. Aiming at reaching matrices with smaller norms, we apply hybrid procedures that perform local searches based on the decrease of the 1-norm of H, starting from the output of a local search based on the increase of the absolute determinant of the submatrix of A.
The algorithms proposed were coded in Matlab R2019b.To evaluate the solutions obtained by them, we solve the linear programming (LP) problems described in the next sections, with Gurobi v.8. We ran the experiments on a 16-core machine (running Windows Server 2012 R2): two Intel Xeon CPU E5-2667 v4 processors running at 3.20GHz, with 8 cores each, and 128 GB of memory.
In §2, we present our results for generalized inverses. In §3, we present our results for ah-symmetric generalized inverses. In §4, we present our results for symmetric generalized inverses (applied to symmetric input matrices). In §5, we make some brief concluding remarks.
Before continuing, we wish to mention that an earlier approach to constructing sparse generalized inverses was developed in [7] . Unfortunately those methods, based on solving convex relaxations (LP and convex QP), scale very poorly. The failure of those methods to scale efficiently led to the investigations in [5] and [12] , which in turn motivated our present work. [2, 3, 4] presents an additional prior approach, based also on LP, for constructing sparse left and right pseudoinverses.
In what follows, for succinctness, we use vector-norm notation on matrices: we write H 1 to mean vec(H) 1 , and H max to mean vec(H) max (in both cases, these are not the usual induced/operator matrix norms). We use I for an identity matrix and J for an all-ones matrix. Matrix dot product is indicated by X, Y = trace(X Y ) := ij x ij y ij . We use A[S, T ] for the submatrix of A with row indices S and column indices T ; additionally, we use A[S, :] ( resp., A[:, T ]) for the submatrix of A formed by the rows S (resp., columns T ). Finally, if A is symmetric and S = T , we use A[S] to represent the principal submatrix of A with row/column indices S.
Generalized inverse
The local-search procedures for the reflexive generalized inverse are based on the block construction procedure proposed in [5] . More specifically they are based on Theorem 2, Definition 3, and Theorem 4, presented next.
Theorem 2 ([5])
For A ∈ R m×n , let r := rank(A). LetÃ be any r × r non-singular submatrix of A. Let H ∈ R n×m be such that its submatrix that corresponds in position to that ofÃ in A is equal toÃ −1 , and other positions in H are zero. Then H is a reflexive generalized inverse of A.
Definition 3 ([5])
For A ∈ R m×n , let r := rank(A). For σ an ordered subset of r elements from {1, . . . , m} and τ an ordered subset of r elements from {1, . . . , n}, let A[σ, τ ] be the r × r submatrix of A with row indices σ and column indices τ . For fixed ≥ 0, if | det(A[σ, τ ])| cannot be increased by a factor of more than 1 + by either swapping an element of σ with one from its complement or swapping an element of τ with one from its complement, then we say that A[σ, τ ] is a (1 + )-local maximizer for the absolute determinant on the set of r × r non-singular submatrices of A. Theorem 4 ( [5] ) For A ∈ R m×n , let r := rank(A). Choose ≥ 0, and letÃ be a (1 + )-local maximizer for the absolute determinant on the set of r × r non-singular submatrices of A. Construct H as per Theorem 2. Then H is a (reflexive) generalized inverse (having at most r 2 non-zeros), satisfying
We note that the of Definition 3 and Theorem 4 is used in [5] to gain polynomial running time in 1/ . For the purpose of actual computations, our observation has been that can be chosen to be zero. We further note that in [12] we demonstrated that the bound in Theorem 4 is best possible. However, we will see in our experiments that the bound is overly pessimistic by a wide margin.
The idea of our algorithms is to select an r × r non-singular submatrixÃ of A, and construct the reflexive generalized inverse with the inverse of this submatrix, as described in Theorem 2. The non-zero entries of H will be the non-zero entries ofÃ −1 . Guided by the result in Theorem 4, the 'det' searches aim at selecting a submatrixÃ that is a local maximizer for the absolute determinant on the set of r × r non-singular submatrices of the given matrix A. In an attempt to construct matrices H with smaller 1-norm, the 'norm' searches more directly try to decrease the 1-norm of the matrix constructed at each iteration.
In the following, we discuss how the test matrices A used in our computational experiments were generated, how we select the initial submatrix of A to initialize the local searches, and we give details of the algorithms and present numerical results.
To analyze the local-search procedures proposed, we compare their solutions to the solution of a natural LP problem, identified below as P 1 . Its optimal solution value corresponds to H opt 1 , where as defined in Theorem 4, H opt is a 1-norm minimizing generalized inverse of A.
Our test matrices
To test the local-search procedures that we propose, we randomly generated 462 matrices with varied dimensions, ranks, and densities, with the Matlab function sprand. The function generates a random m × n dimensional matrix A with approximate density d and singular values given by the non-negative input vector rc. The number of non-zero singular values in rc is of course the desired rank r. The matrix is generated by sprand using random plane rotations applied to a diagonal matrix with the given singular values. For our experiments, we selected the r nonzeros of rc as the decreasing vector M × (ρ 1 , ρ 2 , . . . , ρ r ), where M = 2, and ρ = (1/M ) (2/(r+1)) . The shape of this distribution is concave (as is the case for many matrices that one encounters), and moreover, the entries are not extreme (always between 1/2 and 2), and the product is unity, so we can reasonably hope that the numerics may not be terrible.
We divide our instances into the following three categories:
-Small: 90 instances. 5 with each of the 18 combinations of the following parameters: m = n = 50, 80, 100; r = 0.1 × n, 0.5 × n; d = 0.25, 0.50, 1.00.
-Medium: 360 instances. 30 with each of the 12 combinations of the following parameters: m = n = 1000, 2000; r = 0.05 × n, 0.1 × n; d = 0.25, 0.50, 1.00. -Large: 12 instances. 3 with each of the 4 combinations of the following parameters: m = 5000, 10000; n = 1000; r = 0.05 × n, 0.1 × n; d = 1.00.
The numerical experiments with each category had different purposes. The tests with the 'Small' instances have the main purpose of checking how tight are the bounds presented in [5, 12] , for the norms of the constructed matrices H. We note that this analysis requires the solution of the LP P 1 . These are not easy LPs because they are rather dense. The tests with the 'Medium' instances have the main purpose of comparing the different local searches and initialization procedures that we have proposed. Finally, the tests with the 'Large' instances have the main purpose of demonstrating the scalability of our methodology.
Selecting an initial block for the local search
We apply two different algorithms to construct the initial r × r non-singular submatrix of A for our local searches. The algorithms initially select a "good" set S of r rows from A, and then, from the chosen rows, they select a "good" set T of r columns. In Algorithm 1, the Greedy algorithm, each row and column is selected aiming at gaining the greatest increase in the product of the singular values of the partially constructed submatrix. In the lighter version of this algorithm described in Algorithm 2, the Greedy Light algorithm, each row and column selected is the first obtained (with the least indices), which keeps the product of the singular values of the partially constructed submatrix greater than a given positive tolerance τ . In practice, we start with a relatively large value of τ , and then we decrease it whenever we are not able to find sufficient rows/columns. Given the r × r non-singular submatrix of A obtained with one of the algorithms presented above, we perform a local search with the goal of reducing the 1-norm of the matrix H, by replacing rows and columns of the submatrix, as described in the next subsection.
The local-search procedures
In Algorithm 3 and 4, we present the local search procedures that consider as the criterion for improvement of the given solution, the increase in the absolute determinant of the r × r non-singular submatrix of A.
Based on Theorem 4, for a given rank-r matrix A, the procedure starts from a set S of r rows and a set T of r columns of A, such that A[S, T ] is non-singular.
In Use of Cramer's rule greatly improves the performance of these local searches.
Two algorithms, 'FI(det)' and 'FI + (det)', are presented in Algorithm 3. The only differences between them are shown in lines 11 and 23. For 'FI + (det)' ("first improvement plus"), we iteratively select a column (row) that is not in A[S, T ] and exchange it with the column (row) of A[S, T ] that leads to the greatest increase in the absolute determinant of the submatrix. For 'FI(det)' ("first improvement"), the column (row) of A[S, T ] selected for the replacement is the one of least index, that leads to an increase in the absolute determinant. We also present in Algorithm 4, the algorithm 'BI(det)' ("best improvement"), where the pair of rows or columns exchanged at each iteration is selected as the pair that leads to the greatest increase in the absolute determinant, among all possibilities.
Algorithms 'FI(det)', 'FI + (det)', and 'BI(det)' stop when no replacement of a row or column of A[S, T ] would lead to an increase in the absolute determinant, i.e., when we reach a local maximizer for the absolute determinant, according to Definition 3.
Algorithm 5 represents the local search 'FI(norm)'. In this case, we consider as the criterion for improvement of the given solution, the decrease in the 1norm of H, or equivalently, the decrease in the 1-norm of the inverse of the r × r non-singular submatrix of A being considered. To evaluate how much the 1-norm of the inverse of the submatrix changes when each column (row) of A[S, T ] is replaced by a given column
we use the result in Remark 7.
Remark 7 Let γ ∈ R n and A := (a 1 , . . . , a j ,. . . , a n ) ∈ R n×n with det(A) = 0. Let A γ/j be the matrix obtained by replacing the j th column of A by γ,
Then
and e i are the standard unit vectors.
Use of Remark 7 greatly improves the performance of these local searches.
Numerical results
We initially consider the experiments done with the 90 instances in the 'Small' category, which had the main purpose of analyzing the ratios between the the 1-norm of the matrices H computed by the three local searches based on the determinant, with the minimum 1-norm of a generalized inverse given by the solution of the LP problem P 1 ( H 1 /z P1 ). We aim at checking how close these ratios are from the upper bound given by Theorem 4.
In Figure 1 , we present the average ratios for the matrices with the same dimension, rank, and density. From Theorem 4, we know that these ratios cannot be greater than r 2 , and we see from the results, that for the matrices considered in our tests, we stay quite far from this upper bound (even though the upper bound is best possible). In general, the ratios increase with the rank r, the dimension m = n, and the density d of the matrices, but even for r = 50, Algorithm 5: 'FI(norm)' for generalized inverses.
we obtain ratios less than 2. So, our conclusion is that the worst-case bound, while best possible, is extremely pessimistic.
In Table 2 , besides presenting the average ratios depicted in Figure 1 , we also present the average running time to compute the generalized inverses. In case of the local searches, the total time to compute the generalized inverse is 
given by the sum of the time to generate the initial matrix H by the Greedy Light (GL) algorithm (Algorithm 2), and the time of the local search (FI(det), FI + (det), or BI(det)). We see from Figure 1 and Table 2 , that the three local searches converge to solutions of similar quality on most of the experiments. In cases where the ratios have small differences, there is no clear winner between the three local searches.
Finally, we see in Table 2 that the running times to solve the LP P 1 increase quickly with the dimension of the matrix, and are much higher than the times for the local searches. Therefore, we can already see that the LP P 1 is not useful as a computational alternative to our local searches when we consider larger instances (and additionally, as we have mentioned, the solutions produced by the LP do not have the reflexive property nor are they nicely block structured).
Next, we consider the experiments done with the 360 instances in the 'Medium' category, which had the main purpose of analyzing and comparing the different local searches proposed. We initialized all of the procedures with the solution given by the Greedy Light algorithm and present in Table 3 average results for each group of 30 instances with the same configuration, described in the first column. In the next three columns we present statistics for the local searches based on the determinant, and in the last three columns we consider the application of the local search based on the 1-norm of H, starting from the solutions given by the three first local searches. In the first half of the Comparing to the tests with the 'Small' instances, we see that on this larger group of instances of higher dimension, the similarity among the quality of the solutions obtained by the three local searches based on the determinant is even more clear. The searches obtain percentage improvements in the 1-norm of H that approximately goes from 80 to 99%, increasing with all of the parameters measured, dimension, rank, and density. Higher values of these parameters give more room for modifications of the initial matrix. We also can see the standard deviation is always less than 1% of the mean value, and decreases as the rank increases, showing the robustness of the search procedures, which increases as they have more space for movements. Finally, we see that the local searches based on the 1-norm of H lead to a small increase in the improvement already obtained by the determinant searches, but at a relatively high computational cost. The necessity of computing the inverse of the r × r submatrix of A at each iteration, significantly increases the time of these searches. Even though we use the result in Remark 7 to accelerate this computation, it still makes the norm searches slower than the determinant searches.
In Table 4 , we present the number of swaps for each local search. Combining these results with the running time of the procedures, we see that the norm searches perform fewer swaps than the determinant searches, but at a higher computational cost. The relatively small number of swaps of the norm searches, and the small decrease in the norm compared to the determinant searches confirm that the determinant searches are an effective way of constructing a good generalized inverse. Comparing the three procedures, the BI(det) could be discarded. Although it converges to solutions of similar quality, it is much more time consuming. This observation is pointed out in Figure 5 , where we show the relation between the average improvement in the solution of the Greedy Light algorithm and the average running time of the local searches for the larger instances in the 'Medium' category. The hollow circle indicates that the local search had worse average result and longer average running time than another procedure, and therefore, should not be adopted. We note that we use a logarithmic scale for the running time. Once again we see a small increase in the improvement given by the norm searches, but with a high computational cost. Our next experiments aim to demonstrate the robustness of the determinant local searches comparing their solutions when we start them with the solution given by the Greedy algorithm (Algorithm 1), and with the solution given by the Greedy Light algorithm (Algorithm 2). The Greedy algorithm computes a solution of much better quality, leaving not much space for localsearches improvements, however, they are too expensive to be used in a practical way. In Table 6 we present the average ratios between the results obtained with Greedy Light and Greedy.
In the first columns of the umn considers the norms of the initial matrix H constructed by Greedy Light and Greedy, and the next three columns consider the norms given by the determinant local searches starting form the different solutions. From the ratios in the first column, we see the solutions constructed by Greedy are much better. The last row of the table shows that the average norm of H given by Greedy Light is about 98 times the average norm given by Greedy for the larger instances. In the three other columns, on the other hand, we see that, although starting from very different solutions, the local-search procedures converge to solutions of very similar quality, confirming the robustness of the procedures. The four last columns of the table show the ratios for the times. To have a fair comparison, we consider here the time of the local searches added to the time to construct the initial matrix H. The complete time considering the initialization with Greedy Light is less than 50% of the time for Greedy. Finally, our last experiments intend to show the scalability of the procedures, considering matrices with up to 10000 rows, 1000 columns, rank up to 100, and density equal to one. As the BI(det) procedure, was not successful in the previous test, we did not run it on the 'Large' category. In Table 7 we see that the average improvements obtained by the local searches over the solutions given by the Greedy Light algorithm are still around 90%. When the rank increases, we again have more improvement, as the procedures get more space for modification. Although the improvement decreases when the num-ber of rows increases to 10000 (with the other parameters held constant), we always have more than 88% of improvement, with the determinant procedures running in less than 10 seconds for these large instances. The Greedy Light algorithm, which generates the initial matrices for the local searches, is the most expensive part of our procedures, taking about 1500 seconds for the largest instances considered. This is explained by the fact that it computes the singular value decomposition of several submatrices during its execution. As future research, we plan to test other initialization procedures for our determinant local searches. 
ah-symmetric generalized inverse
Recall the key use of an ah-symmetric generalized inverse: if H is an ahsymmetric generalized inverse of A, thenx := Hb solves min{ Ax − b 2 : x ∈ R n }. The local-search procedures for the ah-symmetric reflexive generalized inverse are based on the block construction procedure presented in [12] . More specifically, on Theorem 8, Definition 9, and Theorem 10, presented next. In the context of the least-square problem, such a "column block solution" amounts to choosing a set of r "explanatory variables" in the context of multicolinearity (i.e., dependent columns of A), which is highly desirable in terms of explainability. It remains to choose a good column block solution, by which we mean having entries under control (via approximate 1-norm minimization).
Definition 9 ([12]) Let
A be an arbitrary m × n, rank-r matrix, and let S be an ordered subset of r elements from {1, . . . , m} such that these r rows of A are linearly independent. For T an ordered subset of r elements from {1, . . . , n}, and fixed ≥ 0, if | det(A[S, T ])| cannot be increased by a factor of more than 1 + by swapping an element of T with one from its complement, then we say that A[S, T ] is a (1 + )-local maximizer for the absolute determinant on the set of r × r non-singular submatrices of A[S, :]. Theorem 10 ( [12] ) Let A be an arbitrary m × n, rank-r matrix, and let S be an ordered subset of r elements from {1, . . . , m} such that these r rows of As before, the of Definition 9 and Theorem 10 is used in [5] to gain polynomial running time in 1/ . For the purpose of actual computations, our observation has been that can be chosen to be zero. We further note that in [12] we demonstrated that the bound in Theorem 4 is best possible. However, we will see in our experiments that the bound is overly pessimistic by a wide margin.
The idea of the algorithms considered in this section is to select an m × r rank-r submatrix of A, and construct an ah-symmetric reflexive generalized inverse of A with the M-P pseudoinverse of this submatrix, as described in Theorem 8.
Next, we give details of the algorithms and present numerical results. The test matrices used in the computational experiments are the same 462 matrices considered in the previous section, and the same r × r non-singular submatrices of A constructed by algorithms Greedy and Greedy Light, were used to initialize the local-search procedures discussed in this section.
To analyze the local-search procedures proposed, we compare their solutions to the solutions of LP problem identified below as P 123 . Its solutions corresponds to H ah,r opt 1 . As defined in Theorem 10, H ah,r opt is a 1-norm minimizing ah-symmetric reflexive generalized inverse of A. In order to formulate P 123 as an LP problem, we linearize P2, using the following result. Therefore, if H satisfies P1 and P3, then P2 can be reformulated as the linear equation
Considering (1), we then have
It is important to note that in the case of a generalized inverse, we could only compare the 1-norm quality of our solution to the optimal value of the LP P 1 , ignoring the reflexivity condition P2. Here, we can compare to the optimal value of th LP P 123 because P2 can be linearized when P3 is imposed.
The local-search procedures
In Algorithms 6 and 7, we present the local-search procedures that consider as the criterion for improvement of the given solution, the increase in the absolute determinant of the current r × r non-singular submatrix of A. Based on Theorem 10, the procedures start from a set S of r rows and a set T of r columns of A, such that A[S, T ] is non-singular. We note that unlike what is done in Algorithms 3 and 4, in Algorithms 6 and 7 only columns of A[S, T ] are considered to be exchanged in order to increase the determinant. From the result in Theorem 10, we see that any set S of r linearly-independent rows of A could be used in the search for a local maximizer for the absolute determinant on the set of r × r non-singular submatrices of A[S, :]. The initial submatrix A[S, T ] is obtained by Algorithm Greedy or Greedy Light, described in Section 2.2. Remark 12 (see, for example, [9] ) Let γ = Av ∈ R m and A := (a 1 , . . . , a j , . . . , a r ) ∈ R m×r with rank(A) = r. Let A γ/j be the matrix obtained by replacing the j th column of A by γ.
where Θ = (e 1 , . . . , e j−1 ,v, e j+1 , . . . , e r ), and e i are the standard unit vectors.
Proof Notice that A γ/j = AΘ −1 . We could verify that Algorithm 8: 'FI(norm)' for ah-symmetric generalized inverses.
Numerical results
Similarly to the previous section, we initially consider the experiments done with the 90 instances in the 'Small' category, with the purpose of analyzing the ratios between the the 1-norm of the matrices H computed by the three local searches based on the determinant, with the minimum 1-norm of a ahsymmetric generalized inverse given by the solution of the LP problem P 123 ( H 1 /z P123 ). We now aim at checking how close these ratios are from the upper bound given by Theorem 10.
In Figure 8 , we present the average ratios for the matrices with the same dimension, rank, and density. From Theorem 10, we know that these ratios cannot be greater than r, and we also see from the results, that for the matrices considered in our tests, we stay quite far from this upper bound. In general, the ratios increase with the rank r, the dimension m = n, and the density d of the matrices, but even for r = 50, we obtain ratios smaller than 1.5. In Table 9 , besides presenting the average ratios depicted in Figure 8 , we also present the average running time to compute the generalized inverses. In case of the local searches, the total time to compute the generalized inverse is given by the sum of the time to generate the initial matrix H by the Greedy Light (GL) algorithm (Algorithm 2), and the time of the local search (FI(det), FI + (det), or BI(det)).
We see from Figure 8 and Table 9 , that the three local searches converge to solutions of similar quality on most of the experiments. In cases where the ratios have small differences, there is no clear winner among the three local searches. Table 9 Local Searches for generalized inverse vs. P 123
Finally, we see in Table 9 that the running times to solve P 123 increase quickly with the dimension of the matrix, and are much higher than the times for the local searches.
Next, we consider the experiments done with the 360 instances in the 'Medium' category, which had the main purpose of analyzing and comparing the different local searches. We initialized all the procedures with the solution given by the Greedy Light algorithm and present in Table 10 average results for each group of 30 instances with the same configuration, described in the first column. In the next three columns we present statistics for the local searches based on the determinant, and in the last three columns we consider the application of the local search based on the 1-norm of H, starting from the solutions given by the three first local searches. In the first half of the table, we show the mean and standard deviation of the improvements in the 1-norm of H achieved by each local search. Comparing to the tests with the 'Small' instances, we see that on this larger group of instances of greater dimension, the similarity among the quality of the results given by the three local searches based on the determinant is even more clear. The searches obtain percentage improvements in the 1-norm of H that approximately go from 60 to 91%, increasing with all of the parameters, dimension, rank, and density. The greater are the values of these parameters, the larger is the space for modifications of the initial matrix. We also can see that the standard deviation is always less than 1% of the mean value, and decreases as the rank increases, showing the robustness of the search procedures, which improves as they have more space for movements. Finally, we see that the local searches based on the 1-norm of H lead to a small increase in the improvement already obtained by the determinant searches, but at a high computational cost.
In Table 11 , we present the number of swaps for each local search. Combining these results with the running time of the procedures, we see that the norm searches perform fewer swaps than the determinant searches, but at a higher computational cost. The relatively small number of swaps of the norm searches, and the small decrease in the norm compared to the determinant searches confirm that the determinant searches are an effective way of constructing the generalized inverse. Comparing the three procedures, the BI(det) could be discarded. Although it converges to solutions of similar quality, it is much more time consuming. This observation is pointed out in Figure  12 , where we show the relation between the average improvement in the solution of the Greedy Light algorithm and the average running time of the local searches for the larger instances in the 'Medium' category. The hollow circle indicates that the local search had worse average result and longer average running time than another procedure, and therefore, should not be adopted. We note that we use a logarithmic scale for the running time. Once more we see a small increase in the improvement given by the norm searches, but with a high computational cost. Our next experiments are aimed at demonstrating the robustness of the determinant local searches, comparing their solutions when we start them with the solution given by the Greedy algorithm (Algorithm 1), and with the solution given by the Greedy Light algorithm (Algorithm 2 algorithm computes a solution of much better quality, leaving not much space for the local search to improve; however, they are too expensive to be used in a practical way. In Table 13 , we present the average ratios between the results obtained with Greedy Light and Greedy. In the first columns of the table we see the values of the 1-norm obtained with Greedy Light divided by the 1-norm obtained by Greedy. The first column considers the norms of the initial matrix H constructed by Greedy Light and Greedy, and the next three columns consider the norms given by the determinant local searches starting form the different solutions. From the ratios in the first column, we see that the solutions constructed by Greedy are much better. In the other three columns, we see that the quality of the solutions obtained when starting from the different initial matrices are not as similar as they are in the first case, of generalized inverse, as presented in Table 6 . Here we get average norms when starting from Greedy Light almost twice the norms obtained when starting from Greedy. Nevertheless we see again that the Greedy procedure makes the local searches much more time consuming, and again, the total time considering the initialization with Greedy Light is less than 50% of the time for Greedy.
Finally, our last experiments intend to show the scalability of the procedures, considering matrices with up to 10000 rows, 1000 columns, rank up to 100, and density equal to one. As the BI(det) procedure, was not successful in the previous test, we did not run it on the 'Large' category. In Table 14 we see that the average improvements obtained by the local searches over the solutions given by the Greedy Light algorithm are still around 65%, with the determinant procedures running in less than 1 second for these large instances. 
Symmetric generalized inverse
Now we assume that A is symmetric, and we are interested in finding a good symmetric reflexive generalized inverse. The local-search procedures for the symmetric reflexive generalized inverse are based on the block construction procedure presented in [12] . More specifically, on Theorem 13, Definition 14, and Theorem 15, presented next.
Theorem 13 ( [12] ) For a symmetric matrix A ∈ R n×n , let r := rank(A). Let A := A[S] be any r × r non-singular principal submatrix of A. Let H ∈ R n×n be equal to zero, except its submatrix with row/column indices S is equal tõ A −1 . Then H is a symmetric reflexive generalized inverse of A.
Definition 14 ( [12] ) Let A be an arbitrary n × n, rank-r matrix. For S an ordered subset of r elements from {1, . . . , n} and fixed ≥ 0, if | det(A[S])| > 0 cannot be increased by a factor of more than 1 + by swapping an element of S with one from its complement, then we say that A[S] is a (1 + )-local maximizer for the absolute determinant on the set of r × r non-singular principal submatrices of A.
Theorem 15 ( [12] ) For a symmetric matrix A ∈ R n×n , let r := rank(A). Choose ≥ 0, and letÃ := A[S] be a (1 + )-local maximizer for the absolute determinant on the set of r × r non-singular principal submatrices of A. The n × n matrix H constructed by Theorem 13 overÃ, is a symmetric reflexive generalized inverse (having at most r 2 non-zeros), satisfying
is a 1-norm minimizing symmetric reflexive generalized inverse of A.
The idea of our algorithms in this section is then to select an r × r nonsingular principal submatrixÃ of A, and construct the symmetric reflexive generalized inverse with the inverse of this submatrix, as described in Theorem 13. The non-zero entries of H will be the non-zero entries ofÃ −1 . Guided by the result in Theorem 15, the 'det' searches aim at selecting a principal submatrix A that is a local maximizer for the absolute determinant on the set of r × r non-singular principal submatrices of A. We also apply 'norm' searches, as done in the two previous sections.
In the following, we discuss how the symmetric test matrices A used in our computational experiments were generated, how we select the initial principal submatrix of A to initialize the local searches, we describe the algorithms, and we present numerical results.
To analyze the local-search procedures, we compare their solutions to the solution of LP problem P sym 1 . Its solution corresponds to H sym opt 1 , where H sym opt is a 1-norm minimizing symmetric generalized inverse of A.
We note that the result in Theorem 15 is not related to H sym opt , but to H sym,r opt , a 1-norm minimizing symmetric reflexive generalized inverse of A. However, from the proof in [12] , we can conclude that the result is still valid if we replace H sym,r opt by H sym opt in the theorem. The reason of computing the second in our experiments is that, unlike the first, it can be efficiently computed by the solution of an LP problem, specifically P sym 1 .
Our test matrices
To test the local-search procedures proposed in this section, we randomly generated 360 symmetric matrices A with varied dimensions, ranks, and densities.
The matrices were generated with the Matlab function sprandsym. The function generates a random m × m dimensional symmetric matrix A with approximate density d and eigenvalues rc. The eigenvalues of A are given as the input vector rc,. The number of non-zero elements of rc is of course the desired rank r. For our experiments, we selected the r nonzeros of rc as before, M × (±ρ 1 , ±ρ 2 , . . . , ±ρ r ), where M := 2, and ρ := (1/M ) (2/(r+1)) , and the signs were randomly selected.
-Small: 90 instances. 5 with each of the 18 combinations of the following parameters: m = n = 50, 80, 100; r = 0.1 × n, 0.5 × n; d = 0.25, 0.50, 1.00. -Medium: 360 instances. 30 with each of the 12 combinations of the following parameters: m = n = 1000, 2000; r = 0.05 × n, 0.1 × n; d = 0.25, 0.50, 1.00.
As the matrices are symmetric, we do not have the category of 'Large' instances as in the previous sections, where only m was selected larger.
Selecting an initial block for the local search
To construct an r × r non-singular principal submatrix of A to initialize the local searches when A is symmetric, we consider the following result.
Proposition 16 Let A be a symmetric m × m matrix with rank r. Suppose that the r columns of A indexed by j 1 , j 2 , . . . j r are linear independent. Then the principal submatrix A[j 1 , j 2 , . . . , j r ] has rank r.
Proof Without loss of generality, we assume that j 1 = 1, j 2 = 2, . . . , j r = r, and
withÂ being an r × r symmetric submatrix. Then
This implies that there exists an r × (m − r) matrix X, such that B =ÂX, D = B X, as the r first columns of A form a basis for the column space of A. Therefore,
which implies that rank(Â) = r.
Based on Proposition 16, we apply the same ideas described in Algorithms 1 and 2, but now to just select r linear independent columns of A. We iteratively construct a submatrix of A, appending a column of A at each iteration, selected as the column that either maximizes the product of the singular values of the partially constructed submatrix (Greedy Algorithm), or keeps the product of singular values greater than a tolerance τ (Greedy Light Algorithm).
The local-search procedures
In Algorithm 9 we present the 'first improvement' local-search procedure 'FI(det)', which considers as the criterion for improvement of the given solution, the increase in the absolute determinant of the r×r non-singular principal submatrix of A. Based on Theorem 15, for a given rank-r matrix A, the procedure starts from a set S of r indices, such that A[S] is non-singular.
In the loop of Algorithm 9 (lines 7-18), a column and row of A[S, S] is replaced if the absolute determinant increases with the replacement. To evaluate how much the determinant changes with the replacement, we consider the result in Remark 17. Remark 17 Let γ ∈ R n and A ∈ R n×n with det(A) = 0. Let A γ/j be the matrix obtained by replacing the j th column and row of A by γ and γ , respectively. Ifα ∈ R n solves the linear system of equations Aα = γ, then we have
The result follows from
The algorithm for 'FI + (det)' differs from Algorithm 9, concerning the choice of the index to be replaced in the current set S. For the 'FI + ' local search, instead of considering the first increase in the absolute determinant of A[S], obtained in the loop described in lines 8-18, the algorithm computes the modification in the absolute determinant obtained for each index j, and selects the index that leads to the greatest increase. For the algorithm 'BI(det)', the pair of indices ( , j), in the two loops described in lines 7-18, that leads to the greatest increase in the absolute determinant is considered for the modification in the matrix.
For the 'norm' searches, instead of computing the determinant of B and B + in lines 2 and 11 of Algorithm 9, we compute the 1-norm of their inverses. The update in the index set S occurs when the 1-norm decreases.
Numerical results
We initially consider the experiments done with the 90 instances in the 'Small' category, which had the main purpose of analyzing the ratios between the the 1-norm of the matrices H computed by the three local searches based on the determinant, with the minimum 1-norm of a ah-symmetric generalized inverse given by the solution of the LP problem P sym
). We aim at checking how close these ratios are from the upper bound given by Theorem 15.
In Figure 15 , we present the average ratios for the matrices with the same dimension, rank, and density. From Theorem 15, we know that these ratios cannot be greater than r 2 , and we see from the results, that for the matrices considered in our tests, we stay quite far from this upper bound. In general, the ratios increase with the rank r, the dimension m = n, and the density d of the matrices, but even for r = 50, we obtain ratios smaller than 2.1. In Table 16 , besides presenting the average ratios depicted in Figure 15 , we also present the average running times to compute the generalized inverses. In case of the local searches, the total time to compute the generalized inverse is given by the sum of the time to generate the initial matrix H by the Greedy Light (GL) algorithm (Algorithm 2), and the time of the local search (FI(det), FI + (det), or BI(det)). We see from Figure 15 and Table 16 , that the three local searches converge to solutions of similar quality on most of the experiments. In cases where the ratios have small differences, there is no clear winner among the three local searches.
Finally, we see in Table 16 that the running times to solve P sym 1 increase quickly with the dimension of the matrix, and are much higher than the times for the local searches.
Next, we consider the experiments done with the 360 instances in the 'Medium' category, which had the main purpose of analyzing and comparing the different local searches proposed. We initialized all the procedures with the solution given by the Greedy Light algorithm and present in Table 17 average results for each group of 30 instances with the same configuration, described in the first column. In the next three columns, we present statistics for the local searches based on the determinant, and in the last three columns we consider the application of the local search based on the 1-norm of H, starting from the solutions given by the three first local searches. In the first half of the table, we show the mean and standard deviation of the improvements in the 1-norm of H achieved by each local search.
Comparing to the tests with the 'Small' instances, we see that on this larger group of instances of higher dimension, the similarity among the quality of the results given by the three local searches based on the determinant is even more clear. The searches obtain percentage improvements in the 1-norm of H that approximately go from 82 to 99%, increasing with all the parameters, dimension, rank, and density. The greater are the values of these parameters, the larger is the space for modifications of the initial matrix. We also can see that the standard deviation is always less than 1% of the mean value, and decreases as the rank increases, showing the robustness of the search procedures, which increases as they have more space for movements. Finally, we see that the local searches based on the 1-norm of H lead to a small increase in the improvement already obtained by the determinant searches, but at a relatively high computational cost. Due to these very high computational times for the norm searches, we did not apply them to the instances with rank equal to 200.
In Table 18 , we present the number of swaps for each local search. Combining these results with the running time of the procedures, we see that the norm searches perform less swaps than the determinant searches, but at a higher computational cost. The relatively small number of swaps of the norm searches, and the small decrease in the norm compared to the determinant searches confirm that the determinant searches are an effective way of constructing the generalized inverse. Comparing the three procedures, the BI(det) could be discarded. Although it converges to solutions of similar quality, it is much more time consuming. Our next experiments intend to show the robustness of the determinant local searches, comparing their solutions when we start them with the solution given by the Greedy algorithm (Algorithm 1), and with the solution given by the Greedy Light algorithm (Algorithm 2). The Greedy algorithm computes a solution of much better quality, leaving not much space for the local-search improvements, however, they are too expensive to be used in a practical way. In Table 19 we present the average ratios between the results obtained with Greedy Light and Greedy. In the first columns of the table we see the values of the 1-norm obtained with Greedy Light divided by the 1-norm obtained by Greedy. The first column considers the norms of the initial matrix H constructed by Greedy Light and Greedy and the next three columns consider the norms given by the determinant local searches starting form the different solutions. From the ratios in the first column, we see the solutions constructed by Greedy are much better. The last row of the table shows that the average norm of H given by Greedy Light is about 224 times the average norm given by Greedy for the larger instances. In the three other columns, on the other hand, we see that, although starting from very different solutions, the local-search procedures converge to solutions of very similar quality, confirming the robustness of the procedures. The four last columns of the table show the ratios for the times. To have a fair comparison, we consider here the time of the local searches added to the time to construct the initial matrix H. The complete time considering the initialization with Greedy Light is less than 72% of the time for Greedy. We can see again that the bigger is the rank, the faster is Greedy Light is compared to Greedy.
Concluding remarks
We have demonstrated that the local-search procedures presented in [5, 12] can be successfully implemented to construct sparse, block-structured reflexive generalized inverses with different properties. We find that the performance (1-norm achieved) is much better than tight worst-case guarantees. Overall, we find that the search procedures are very robust in terms of many of the algorithmic choices that need to be made. For scaling purposes, we found that it is necessary to be mindful of the numerics and of economizing when seeking local improvements, and calculating initial solutions efficiently proves to be a surprisingly difficult practical issue. [5, 12] established that the ratios between the norms of the solutions of the local searches and the LP problems P 1 , P 123 , and P sym 1 are bounded by r 2 , r, and r 2 , respectively, when considering generalized inverses, ah-symmetric generalized inverses, and symmetric generalized inverses. We observed in our numerical experiments that the average ratios were much smaller than these worst-case upper bounds, and also that they were smaller for the ah-symmetric case. This can be explained by the fact that the upper bound is smaller for the ah-symmetric generalized inverses (r vs. r 2 ), but also because in this case, we could include the linearized constraints for property P2 in the LP problem P 123 , increasing its optimal objective function value.
Comparing the three local-search procedures based on the determinant, we conclude that they converge to solutions of very similar quality. The best improvement approach ('BI(det)') is too expensive and can be discarded. In general, the procedure 'FI + (det)' had slightly better times than 'FI(det)'.
The computational time to solve the LP problems considered is much larger than the times of the local searches, and increases much faster than the times of the local searches when the dimension, the rank, or the density of the matrices increases. So we conclude that LP is not a competitive alternative to the local searches, even if we only cared about running time. An interesting point is that the most costly LP solution is given for problem P 123 , with more constraints to model ah-symmetric generalized inverses. On the other side, the local-search procedures to construct these matrices are the fastest ones, as the searches are only applied to the columns of the matrices, for a given set of linear independent rows. Comparing the case of ah-symmetric generalized inverses to the two other cases, this simpler local search can also explain the slightly smaller improvement obtained over the initial matrices, and also the fact that we more often converge to different solutions when starting the procedures from different matrices (constructed by the initializations, Greedy and Greedy Light).
The local-search procedures based on the norm were considered with the purpose of verifying if the solutions obtained by the searches based on the determinant could be still easily improved with respect to the 1-norm of the matrices. However, we conclude that the improvement is very small. This confirms the good quality of the solutions obtained with the determinant searches in a much smaller computational time, when comparing to the norm searches.
The running times of the local-search procedures based on the determinants were critically decreased with the use of the results pointed out in our remarks (Remarks 5,6,7,12,17) which indicate how to efficiently update the determinant of the matrices after the rows and columns swaps at each iteration. A naïve implementation, instead recomputing determinants from scratch, would not allow to scale to large instances.
A big overhead for our algorithms is the generation of the initial matrix for the local searches. Greedy Light runs much faster than Greedy, but alternative faster numerically-stable procedures should be investigated.
