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Abstract
This thesis is concered with the graded structure of homogeneous CI-liaison. Given two
homogeneous ideals in the same linkage class, we want to understand the ways in which
you can link from one ideal to the other. We also use homogeneous linkage to study the
socles and Hilbert functions of Artinian monomial ideals.
First, we build off the work of C. Huneke and B. Ulrich on monomial liaison. They
provided an algorithm to check the licci property of Artinian monomial ideals and we use
their method to characterize when two Artinian monomial ideals can be linked by
monomial regular sequences. Furthermore, we use linkage to describe the socle generators
of Artinian monomial ideals. This socle structure, along with techniques of B. Boyle,
resulted in a partial answer to a question about unimodality of pure O-sequences; namely,
we prove that in three variables, the Hilbert function of level Artinian monomial ideals
linked within two steps to a CI is peaked strictly unimodal.
Our main result of this thesis was motivated by the work of C. Huneke and B. Ulrich in
[35], and E. Chong in [14]. Huneke and Ulrich asked if, for any Artinian licci ideal, there
was a coordinate change and monomial order for which the initial ideal would be licci. We
provide a negative answer to this question by addressing a question by Chong about a
weaker property. He introduced a family of homogeneous licci ideals with the property that
the regular sequences linking to a CI yield descending degree sequences, and called them
sequentially bounded licci (SBL) ideals. Chong used this property to provide a large class of
examples satisfying the Eisenbud-Green-Harris conjecture (among them, grade 3
Gorenstein ideals), and asked if all homogeneous licci ideals were SBL. We construct an
infinite family of homogeneous ideals, characterized by the graded Betti numbers, that are
licci but not SBL.
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1 Introduction
Complete intersection (CI)-liaison (which also goes by algebraic linkage or simply
linkage) is a classification theory for unmixed ideals over Gorenstein rings. If R is
Gorenstein, then two R-ideals I and J are directly linked if there is a complete intersection
C ⊆ I ∩ J such that I = C : J and J = C : I, and we write I C∼ J , or more simply I ∼ J .
Several properties are preserved or become dual for linked ideals; for example, the
Cohen-Macaulay property is preserved, and, when homogeneous and perfect, the graded
Betti numbers of J are dual to those of I (with respect to the CI that links them together).
Here lies one of the reasons liaison was developed and continues to be used: To study an
unmixed R-ideal I, find a nicer ideal J that can be linked to I. Allowing multiple links
makes linkage an equivalence relation, distinguishing linkage, or CI-liaison, classes. In
particular, I and J are in the same linkage class if there is a sequence of links
I = I0 ∼ I1 ∼ · · · ∼ It = J.
Since important properties are preserved (or dualized) in a link, the linkage class of a CI is
a class with very rich structure, and the members are called licci ideals. Liaison theory is
interesting in its own right, but is frequently used to study special projective varities in low
codimension, answer structural questions about Hilbert functions and minimal graded free
resolutions of special CM algebras, and to create families of ideals with nice properties or
as counterexamples to interesting questions ([47], Section 11 contains a quick survey of
each of these applications).
The origins of the theory go back to the work of F. Severi, and F.S. Macaulay on
curves in projective space, and we now quickly summarize the more detailed historical
progression of liaison found in the introduction of [42]. The first formal definitions of
liaison appeared in [17], 1935, when P. Dubreil was studying curves in P3 and showed that
if two curves are CI-linked then they have the same projective dimension. As a kind of
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converse to this theorem, Apéry announced in [1] and [2], 1945, that for curves in P3, being
licci was equivalent to the Cohen-Macaulay property. Gaeta provided a formal proof in
[21], 1954. Then, in [49], 1974, Peskine and Szpiro formalized the theory, provided more
rigorous proof of Apéry’s statement, and introduced an algebraic formulation of liaison.
From here liaison became not only a useful classification tool for algebraic geometry, but a
very interesting theory in its own right. Five years later Rao used liaison to completely
characterize curves in P3 by their liaison class [51]. Since then, there has been a split in the
direction of the theory. Although there are many applications of CI-liaison to algebraic
geometry, it seems as though replacing CIs with Gorenstein ideals is a better way to
generalize the results of curves in P3 (where all Gorenstein ideals are CIs). This leads to
G-liaison, which has been an incredibly fruitful study for special projective varieties ([42] or
[47] are surveys of results). In this thesis we remain focused on CI-liaison, where there still
remain advantages over G-liaison (one being that CIs are much easier to construct than
Gorenstein ideals), and where there are still several interesting questions and properties of
licci ideals. A non-exhaustive list of important properties of licci ideals can be found in
[11], [26], [29], [30], [33], [34], [38], [39], [56], [57]. We are particularly interested in
characterizations of the manner in which a licci ideal is linked to a CI.
C. Huneke and B. Ulrich made significant progress in liaison theory for the local case
by introducing universal linkage. They showed that if an ideal is licci, it is possible to use
minimally generated regular sequences for each link down to a CI. This result has powerful
consequences for licci ideals (see [31], Sections 4-5, or [32]). However, homogeneous (CI-)
liaison has remained somewhat mysterious. If a homogeneous ideal is licci, is it possible to
use only homogeneous links? The answer is unknown, but when it is possible, we call that
ideal homogeneously licci. For homogeneously licci ideals, can we use regular sequences
that are minimally generated at each step? This also remains unknown. Even if we assume
that is true, can we assume the forms of the regular sequences can attain the smallest
possible degree sequence? When that is possible, the ideal is said to be minimally licci. C.
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Huneke, J. Migliore, U. Nagel, and B. Ulrich answered this last question in [36], where the
main result is a family of homogeneously licci ideals that are not minimally licci. Since this
answer is no, what about descending degree sequences, instead of minimal degree
sequences? This question was asked by E. Chong in [13], Question 10.3.6, after he related
this property of the links to the Eisenbud-Green-Harris conjecture. Our main result in this
thesis is that the answer is again, no.
From now on we assume S = k[x1, . . . xd] is a polynomial ring over a field k. The last
condition on the degree sequences was dubbed the term sequentially bounded by Chong. If
C = (f1, . . . , fn) and C ′ = (f ′1, . . . , f ′n) are CIs generated by forms with degrees deg fi = ai,
deg f ′i = a
′
i, and such that a1 ≤ · · · ≤ an and a′1 ≤ · · · ≤ a′n, then we compare the degree
sequences (hereafter called CI types) (a1, . . . , an) and (a′1, . . . , a′n) lexicographically (i.e., the
dictionary order). The links from I to J
I
C0∼ I1
C1∼ . . . Ct−1∼ It = J
are sequentially bounded if type(Ci) ≥ type(Ci+1) for all i. If J is a CI, then I is called
sequentially bounded licci (SBL). Recall the Eisenbud-Green-Harris conjecture.
Conjecture 1.1 (EGH, [20]). If a homogeneous S-ideal I contains a complete intersection
of type (a1, . . . , an), then there is a monomial ideal containing (xa11 , . . . , xann ) with the same
Hilbert function as I.
It should be noted that this is one of many equivalent formulations of the conjecture.
Indeed, in [14], the conjecture states that there is a homogeneous ideal containing those
pure powers with the same Hilbert function as I. However, the initial ideal (with respect to
any monomial order) yields the result in the formulation above. The following theorem is
from Chong, and it is the first time linkage is used to study the EGH conjecture.
Theorem 1.2 ([14]). Let I be a homogeneous licci S-ideal. If Is is a CI and there is a
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sequence of homogeneous links
I = I0
C0∼ . . . Cs−1∼ Is,
such that (i.) type(Cj) ≥ type(Cj+1) for j = 0, . . . , s− 1, and (ii.) C0 is generated by a
regular sequence in I with smallest possible degrees, then I satisfies the EGH Conjecture.
SBL ideals shed light on another question raised by Huneke and Ulrich. These authors
showed that, in the correct context, deformations, specializations, and faithfully flat
extensions behave well under CI liaison ([30], Section 2, and [32], Theorem 2.12). In
particular, to check the licci property of a CM S-ideal when k is infinite, it suffices to check
if an Artinian reduction is licci. Their work in [35] makes this especially powerful because
(1) they showed that for Artinian ideals it is sufficient to find a monomial order whose
corresponding initial ideal is licci; and (2) they provided an algorithm to check the licci
property for Artinian monomial ideals (we use this algorithm to characterize when two
Artinian monomial ideals can be linked by monomial regular sequences in Theorem 3.5). In
the same paper, Huneke and Ulrich ask if there was a converse to their theorem.
Question 1.3 ([35], Section 3). If I is an Artinian, licci S-ideal, is there a suitable change
of variables and choice of monomial order > such that in>(I) is licci?
They showed that in>(I) being licci is equivalent to I being linked to a CI by super
regular sequences, which are regular sequences f1, . . . , fn such that in>(f1), . . . , in>(fn) is
also a regular sequence. When such links are possible, I is said to be strongly licci ; and we
modify this definition and say that an Artinian ideal I is strongly* licci if I is
homogeneous and there is a suitable (homogeneous) change of variables and monomial
order > such that in>(I) is licci. We also consider another family of homogeneous licci
ideals, stronger than the SBL property, which we call sequentially nested licci (SNL) ideals.
These are homogeneously licci ideals I with a sequence of links
I
C0∼ I1
C1∼ . . . Ct−1∼ It = CI
4
such that Ci ⊆ Ci+1 for all i. The following diagram summarizes they way these families
relate to each other.
Strongly* Licci
Minimally Licci SBL Hom. Licci Licci
SNL
\
\
\ \
\
Figure 1: Families of Homogeneous Licci Ideals
Blue arrows are from construction in [36];
Red arrows are results of this thesis.
We summarize our main results about this diagram as follows. Firstly, our main
contribution to homogeneous linkage is the following theorem.
Theorem 7.1 (Main Theorem). Fix n ≥ 4 and let S = k[x1, . . . , xd] over a field k and
with d ≥ 3. If J is a grade 3 homogeneous S-ideal with a minimal graded free resolution
0→
S(−(2n+ 4))
⊕
S(−(2n+ 7))
⊕
S(−(3n+ 5))
→
S(−(n+ 2))2
⊕
S(−(n+ 4))
⊕
S(−(2n+ 3))
⊕
S(−(2n+ 6))2
⊕
S(−(3n+ 4))
→
S(−2)
⊕
S(−(n+ 1))2
⊕
S(−(n+ 3))
⊕
S(−(2n+ 4))
→ J → 0,
then J is homogeneously licci, but not sequentially bounded licci.
There exists ideals satisfying the conditions of the Main Theorem for each n ≥ 4.
Indeed, we construct examples as carefully constructed direct links of the non-minimally
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licci ideals of [36]. The proof examines sequentially bounded double links of J . In
particular, we had to closely examine the graded Betti tables of the family of ideals, as well
as the Betti tables of direct and double links. These ideals give a negative answer to
Question 1.3.
Corollary 7.2. Assume d = 3. Then the class of ideals in the Main Theorem consist of
homogeneously licci ideals that are not strongly* licci.
We also introduce the SNL property because SNL double links generalize nice
properties of monomial linkage for Artinian monomial ideals (see Proposition 6.3).
Theorem 6.4 shows that any grade 3 homogeneous Gorenstein ideal generated by 5
quadrics (which are minimally licci by [48]) is not SNL, which shows that this condition is
relatively strong.
On top of investigating the homogeneous regular sequences used to link an ideal to a
CI, we also try to better understand the Hilbert functions of licci ideals. This is motivated
by another question of Huneke and Ulrich in [35], which is weaker than Question 1.3.
Question 1.4 ([35], Section 3). For any Artinian, homogeneously licci S-ideal, is there a
licci monomial ideal with the same Hilbert function?
If I is SBL, then it is easy to construct such a monomial ideal by working from the CI
back to I. For our family of homogeneously licci ideals that are not SBL, it is still possible
to construct such a monomial ideal (see Theorem 8.1; however, the construction is
contrived and does not seem to generalize to get a conclusive answer of Question 1.4). Our
construction uses an interesting connection between Macaulay’s inverse systems and
linkage. In fact, we exploit this connection to find a nice description of the socle of
Artinian monomial ideals, and we use this description, along with similar ideas developed
by B. Boyle in [7] and [8], to prove the following theorem.
Theorem 4.18. If I ⊆ S = k[x1, x2, x3] is a level Artinian monomial ideal linked in two
steps to a CI, then the Hilbert function of S/I is peaked strictly unimodal.
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This thesis is outlined as follows. In Section 2 we provide the background material for
all of the terminology and computations. Sections 3 and 4 investigate monomial liaison and
develops the tools employed to prove Theorem 4.18. Section 5 is a deeper study of graded
Betti tables for grade 3 ideals, including important properties and how they change under
linkage. Lastly, Sections 6 and 7 review, generalize, and develop constructions of families
that distinguish the ways in which a homogeneous licci ideal can be linked to a CI. Many
results from these two sections (including the main result of this thesis) appear in [41].
Section 8 is the conclusion, where we summarize the results and discuss possible future
directions.
2 Background
Let S = k[x1, . . . , xd] be a polyonomial ring in d variables over a field k. Set
m = (x1, . . . , xd). The standard grading on S has deg xi = 1 for all i with a decomposition
S = ⊕iSi, where Si is the k-vector space spanned by all monomials of degree i. Members of
Si are called forms of degree i; these are also known as homogeneous polynomials of degree
i. For an S-module M , we say that M is a graded S-module if there is a decomposition of
abelian groups M = ⊕iMi such that SiMi ⊆Mi+j. An S-ideal is homogeneous if it is a
graded S-module, which is equivalent to the ideal being generated by forms of S. If M is a
graded S-module, M≤s is the submodule of M generated by all f ∈M such that f ∈Mi
for some i ≤ s.
2.1 Regular Sequences
We begin with one way of measuring the size of a finitely generated k-algebra, called
the depth.
Definition 2.1. Let I be a homogeneous S-ideal, R = S/I, and f = f1, . . . , fg a sequence
of forms in S, none of which are units.
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(1.) f is an S-regular sequence if fi+1 is a nonzerodivisor on S/(f1, . . . , fi) for
i = 0, . . . , g − 1. The length of the longest S-regular sequence in I is called the grade
of I.
(2.) f is a regular sequence on R if fi+1 is a nonzerodivisor on R/(f1, . . . , fi)R for
i = 0, . . . , g − 1. The length of the longest regular sequence on R is called the depth of
R.
(3.) Recall dimR = dimS − grade(I). If
dimR = depth(R),
then R is a Cohen-Macaulay (CM) ring.
Remark 1. It should be stressed that the terms above are well-defined only because the
ideal I and the regular sequences are homogeneous. Also, the dimension of R equals
dimS − grade(I) because the polynomial ring S is a CM ring, which is more generally
defined as a ring for which the depth equals the dimension (both terms having more
general definitions than the ones above). Moreover, in our setting, the term grade is
interchangeable with height and codimension. We maintain our choice of using grade since
many results are about finding regular sequences in the ideals, as opposed to minimal
primes (where it makes more sense to use height in the algebra setting and codimension in
the geometry setting). More details can be found in [19].
Example 2.1. Let S = k[x, y, z, w]. We consider the pinched 4-uple and the 3-uple
Veronese embeddings of P1 into P3. These are examples of rational normal curves which
are important objects in Algebraic Geometry. The former is called the rational quartic
curve and the latter is called twisted cubic curve. We use these examples to introduce
linkage in Section 2.5.
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(1.) The rational quartic curve can be described as the k-algebra R = k[s4, s3t, st3, t4].
With the identifications x 7→ s4, y 7→ s3t, z 7→ st3, and w 7→ t4, we have an
isomorphism R ∼= S/I where
I = (xw − yz, y3 − x2z, z3 − yw2, xz2 − y2w).
Since gcd(xw − yz, y3 − x2z) = 1, these two forms generate an S-regular sequence.
Also, y is not contained in the CI ideal (xw − yz, y3 − x2z), and
y(xz2 − y2w) = xz(xz − yz)− w(y3 − x2w),
y2(z3 − yw2) = (xzw + yz2)(xw − yz)− w2(y3 − x2w).
Therefore, grade(I) = 2. To find the depth of R, we kill the nonzerodivisor x on S/I
(since R is a domain). Then m is an associated prime of S/(I, x), so depth(S/I) = 1
and
dimS = 4 > 2 + 1 = grade(I) + depth(S/I).
Therefore, R is not CM.
(2.) The twisted cubic curve is decribed by the k-algebra R = k[s3, s2t, st2, t3]. As before,
identifying x 7→ s3, y 7→ s2t, z 7→ st2, and w 7→ t3, there is an isomorphism R ∼= S/J
where
J = (x2 − yw, xy − zw, y2 − xz).
By the same methods above, it is easily checked that x2 − yw, xy − zw is an S-regular
sequence and that y2 − xz is a zerodivisor on S/(x2 − yw, xy − zw). Hence
grade(J) = 2. Further, x, z − w is a maximal length regular sequence on S/J , so
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depth(S/J) = 2 and
dimS = 4 = 2 + 2 = grade(J) + depth(S/J).
Therefore, the twisted cubic curve is CM.
When studying CM rings of the form S/I, oftentimes one can reduce to the
zero-dimensional case because many properties are preserved or predictable when killing a
regular sequence.
Definition 2.2. Let S and T be polynomials rings with finitely many indeterminates over
a field k, and let I, J be an S-ideal, T -ideal, respectively. We say that (S, I) is a
deformation of (T, J) if there is an S-regular sequence f = f1, . . . , fg that is a regular
sequence on S/I such that there is an isomorphism S/(f) ϕ−→ T with ϕ(I) = J . The pair
(T, J) is also called a specialization of (S, I). When S and T are understood we say that
T/J is a specialization of S/I.
Definition 2.3. If R = S/I with I homogeneous, then R is called Artinian if R is a finite
dimensional k-vector space. If R is CM with dimR = t and k is an infinite field, then there
are linearly independent linear forms `1, . . . , `t ∈ S that form a regular sequence on R. The
specialization R/(`1, . . . , `t)R is called an Artinian reduction of R.
Example 2.2. In the example above, we saw that x, z − w was a maximal length regular
sequence on the twisted cubic curve S/J . Then
S/(J, x, z − w) ∼= k[y, z]/(yz, z2, y2)
is an Artinian reduction of the twisted cubic curve.
Definition 2.4. Let I be a homogeneous S-ideal minimally generated by {f1, . . . , ft} with
deg f1 ≤ · · · ≤ deg ft.
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(1.) The size of a minimal generating set is unique and denoted by µ(I) = t.
(2.) If I is generated by an S-regular sequence, then I is called a complete intersection
(CI) ideal, and the type of I is the t-tuple
type(I) = (deg f1, . . . , deg ft).
(3.) The deviation of I measures "how far" I is from being a complete intersection, and is
denoted by
d(I) = µ(I)− grade(I).
In particular, d(I) = 0 if and only if I is a CI; if d(I) ≤ 1, we say I is an almost
complete intersection.
Recall
J :S I = {f ∈ S | fI ⊆ J}.
The following is a standard exercise in commutative algebra, and we provide a proof
since some concepts and techniques appear in linkage.
Lemma 2.1. Let I be a homogeneous S-ideal and let f1, . . . , fn ∈ I be a homogeneous
regular sequence. Then (f1, . . . , fn) : I is an unmixed ideal.
Proof. Set C = (f1, . . . , fn), and let P be an associated prime of S/(C : I), with
P = annS(h̄) where h̄ ∈ S/C : I. Since C ⊆ C : I ⊆ P , it follows that
grade(P ) ≥ grade(C). Suppose grade(P ) > grade(C), and let f ∈ P be a form that is
regular on S/C. Then fh ∈ C : I by definition of P . Since f is regular on S/C, this
implies h ∈ C : I, which implies P = S. This contradiction proves that
grade(P ) = grade(C). In particular, C : I is unmixed.
For our results in linkage, we are especially interested in finding regular sequence with
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forms of the smallest possible degrees. To compare different degree sequences, we use the
following ordering of n-tuples.
Definition 2.5. Let A,B ∈ Zn≥0. Then A ≥ B if and only if A−B has no negative entries.
If A ≥ B and A 6= B, then we say A > B.
Proposition 2.2. Suppose I is a homogeneous S-ideal of grade n. Then the set
{A ∈ Zn≥0 | A = type(C) for some CI C ⊆ I of grade n}
has a minimal element with respect to the order above.
Proof. We prove this by construction. Let f1 ∈ I be a generator with minimal degree. In
the homogeneous ring S̄ = S/(f1), choose a form
f̄2 ∈ Ī \ (mĪ ∪ (∪P∈Ass(S̄/Ī)P ))
with smallest possible degree. Then f1, f2 ∈ S is a regular sequence, and
grade(I<deg f2) ≤ 1. Proceeding inductively, set C = (f1, . . . , fn), which is a CI with the
desired minimal type. Indeed, if D = (g1, . . . , gn) is a homogeneous CI, then deg g1 ≥ deg f1
by the choice of f1. Since grade(I≤deg g2) ≥ 2 and grade(I<deg f2) ≤ 1, it follows that
deg g2 ≥ deg f2. By a similar argument, we obtain deg gi ≥ deg fi for all i, as desired.
Definition 2.6. The minimal element from Proposition 2.2 is called the minimal type of I.
If C ⊆ I is a CI that achieves the minimal type, we call C a minimal CI of I.
Remark 2. A minimal CI should not be confused with a CI generated by part of a minimal
generating set of I. We call the latter a minimally generated CI. Although the language
could lead to confusion, we chose to stay consistent with other authors.
Example 2.3. Let S = k[x, y, z] and consider the monomial ideal
L = (x4, y4, z4, xy2, yz2, xz).
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Then C1 = (x4, y4, z4), C2 = (xz, y4, x4 − z4), and C3 = (xz, xy2 + yz2, x4 + y4 + z4) are all
(minimally generated) CIs in L with the same grade as L. However,
type(C1) = (4, 4, 4) > type(C2) = (2, 4, 4) > type(C3) = (2, 3, 4).
In fact, C3 is a minimal CI of L. Indeed, L≤2 = (xz) and L≤3 = (xy2, yz2, xz), so the
minimal type must begin as (2, 3,−). However, there are no CIs in L with type (2, 3, 3)
because grade(L≤3) = 2.
Definition 2.7. Let I be a grade n homogeneous S-ideal with minimal type (a1, . . . , an).
The number gj(I) := aj is called the grade j jump of I, for j = 1, . . . , n.
Our main result is proven by using graded Betti numbers to deduce the grade jumps of
an ideal, so we now turn to a quick review of graded free resolutions and graded Betti
numbers.
2.2 Graded Free Resolutions
A complex (C , ϕ) is a sequence of S-module maps
C : . . . Ci
ϕi−→ Ci−1
ϕi−1−−→ · · · → C1
ϕ1−→ C0
such that ϕi(Ci) ⊆ kerϕi−1 for all i. The ϕi are called the differentials of the complex. The
homology modules of C are the S-modules Hi(C ) := kerϕi/ϕi+1(Ci+1). The complex is
exact if ϕi(Ci) = kerϕi−1 for all i ≥ 0, or equivalently, if Hi(C ) = 0 for all i ≥ 0. Lastly,
C (−i) denotes the complex C shifted by i; in particular, Cn(−i) = Cn−i.
An exact sequence of the form
0→M ′ ϕ−→M ψ−→M ′′ → 0
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is called a short exact sequence (SES).
Our main interest is in free resolutions of graded cyclic S-modules; i.e. modules of the
form S/I where I is a homogeneous ideal. These objects contain many important numerical
invariants of an ideal, i.e., numerical data about the ideal that would be unchanged under
certain algebraic operations, such as isomorphisms, change of variables, or deformation.
Definition 2.8. Let M and N be graded S-modules. Then ϕ : M → N is a homogeneous
map if ϕ is a morphism of S-modules and ϕ(Mi) ⊆ Ni for all i.
Let I = (f1, . . . , ft) be a homogeneous S-ideal with deg fi = ai. Further, let
F1 = ⊕ti=1S(−ai) with a basis {e1, . . . , et} where ei is the standard basis element of S(−ai).
The map ϕ1 : F1 → R sending ei 7→ fi is a homogeneous map of free S-modules. The kernel
kerϕ1 is called the module of first syzygies, denoted Syz1(I). Suppose Syz1(I) is generated
by some graded elements σ1, . . . , σs ∈ F1, where σi ∈ (F1)bi . Then there is a natural
homogeneous map ϕ2 : F2 = ⊕si=1S(−bi)→ F1 built from sending the standard basis
element of S(−bi) to σi. The exact complex
s⊕
i=1
S(−bi)
ϕ2−→
t⊕
i=1
S(−ai)
ϕ1−→ I → 0
is called a presentation of I. Continuing in this manner, (computing kernels - or syzygy
modules - and mapping a free S-modules onto them) we obtain a free resolution of R.
Definition 2.9. Let I be a homogeneous S-ideal. A graded free resolution of I is an exact
complex (F , ϕ ) where Fi are free S-modules for i > 0 and F0 = I. If ϕi(Fi) ⊆ mFi−1 for
all i, then (F , d ) is a minimal graded free resolution of I. The projective dimension of I,
denoted pdS(I), is the length of a minimal free resolution.
In this definition of a minimal graded free resolution, there is a choice to be made for
each map. In this sense, there are many ways to write a minimal graded free resolution.
However, it is well-known that the rank and graded shifts of the terms Fi in F are unique.
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Moreover, we recall the famous theorem of Hilbert which bounds the projective dimension
of homogeneous ideals by the number of variables.
Theorem 2.3 ([28], Hilbert’s Syzygy Theorem). If I is an ideal in S = k[x1, . . . , xd], then
pdS(S/I) ≤ d.
Given a graded free resolution F of some ideal I, it is possible to trim F to obtain a
minimal graded free resolution of I. Indeed, if F is not minimal, then some matrix
di : Fi → Fi−1 has a unit entry. If {e1, . . . , en} and {e′1, . . . , e′m} are bases for Fi and Fi−1,
respectively, and if dj(ej) =
∑
fie
′
i with fk a unit, then replace the basis element e′k with
e′′k = di(ei) so that di becomes the identity map ejFi ∼= e′′kFi−1; this now becomes a
redundant part of the resolution and can be trimmed off.
Minimal graded free resolutions provide a lot of numerical information about ideals.
For instance, they detect the CM property.
Definition 2.10. For a Noetherian ring R and an R-ideal I, if pdR(R/I) = grade(I), then
I is called a perfect R-ideal.
Proposition 2.4. If S is a polynomial ring and I homogeneous, then I is perfect if and
only if S/I is CM.
Proof. This follows by the Auslander-Buchsbaum Formula in [3], which states that (for a
polynomial ring S) pdS(S/I) = d− depth(S/I). Indeed, S/I is CM if and only if
depth(S/I) = d− grade(I), which is true if and only if pdS(S/I) = grade(I).
We are very interested in the shifts of S is the terms of F , as well as their ranks. These
data describe how minimal generators of an ideal relate to each other, and how their
immediate relations relate to each other, etc.
Definition 2.11. For a homogeneous S-ideal I with pd(S/I) = n, we write
0→ ⊕jS(−j)βnj → · · · → ⊕jS(−j)β1j → I → 0
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for its minimal graded free resolution. The terms βij = βij(S/I) are called the graded Betti
numbers of S/I. The total Betti numbers βi(S/I) are the ranks of the free modules in the
minimal graded free resolution. In particular, β0(S/I) = 1 and βi(S/I) =
∑
j βij(S/I) for
i > 0. The Betti table of S/I is the table whose columns, i, correspond to the homological
degrees, and whose rows, j, correspond to the degrees of the generators of the syzygy
modules. The entry in position i, j is βi,i+j(S/I).
Definition 2.12. Notice that µ(I) = β1(S/I). If I is perfect and grade(I) = g, then
r(S/I) := βg(S/I) is called the CM type of S/I. If k is an infinite field and A is the
Artinian reduction of S/I, then r(A) = r(S/I). Recall that m = (x1, . . . , xd). The CM type
is the same value as the dimension of the vector space
soc(A) := (0 :A m),
called the socle of A (which is defined for arbitrary local rings).
The following facts are standard exercises in homological algebra and the proofs are
omitted, and they can be found in [19].
Proposition 2.5. Let I be a homogeneous S-ideal.
(i.)
∑
i≥0(−1)iβi(S/I) = 0.
(ii.) If S/I is CM and T/J is an Artinian reduction of S/I, then βij(S/I) = βij(T/J).
Further, if the last term in the minimal graded free resolution is ⊕S(−ai)ri with
ai, ri > 0 and ai distinct, then for all i, any basis of soc(T/J) is generated by ri
forms of degree ai − g, where g = grade(I) = grade(J).
(iii.) ([31]) If (S/I) is a deformation of (T, J), then grade(I) = grade(J), d(I) = d(J),
r(S/I) = r(S/J), and βj(S/I) = βj(T/J) for all j.
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Example 2.4. Consider the twisted cubic, defined by the ideal
I = (x2 − yw, xy − zw, y2 − xz) ⊆ S = k[x, y, z, w].
We start with an exact sequence
S(−2)3
[
x2 − yw xy − zw y2 − xz
]
−−−−−−−−−−−−−−−−−−−−−−→ I → 0
and compute the kernel of the first map. Notice
−y2(x2 − yw) + x(xy − zw)− w(y2 − xz) = 0,
z(x2 − yw)− y(xy − zw) + x(y2 − xz) = 0.
These two relations generate two linearly independent elements of the kernel, and mapping
onto them we obtain the exact sequence
S(−3)2

−y z
x −y
−w x

−−−−−−−−→ S(−2)3
[
x2 − yw xy − zw y2 − xz
]
−−−−−−−−−−−−−−−−−−−−−−→ I → 0.
Recall that S/I is CM and grade(I) = 2. Moreover, since 2− 3 + 1 = 0, we may conclude
that a exact sequence above is a minimal graded free resolution of I. In particular, the
Betti table of S/I is
0 1 2
0 1 − −
1 − 3 2
We also see that r(S/I) = 2, and that if A is an Artinian reduction of S/I, then soc(A) is
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generated by two linear forms.
There are several interesting ways to compute minimal graded free resolutions. For
monomial ideals, the Taylor resolution (see [19], Exercise 17.11) is one possible resolution,
although in most cases it will be far from minimal. Within the past year has there been a
ground-breaking result for resolutions of monomial ideals. In [18], J. Eagon, E. Miller, and
E. Ordog provide a canonical description of the minimal graded free resolution of an
arbitrary monomial ideal (in characteristic zero) combinatorially, with insights from
algebraic topology. The following two constructions are standard for the commutative
algebra settings; they allow for inductive or iterative approaches to computing free
resolutions.
Proposition 2.6. Assume there is a SES of S-modules
0→M ′ →M →M ′′ → 0
and let F ′ be a free resolution of M ′.
(1.) ([12], Horseshoe Lemma) If F ′′ is a free resolution of M ′′, then there is a free
resolution F of M such that Fi = F ′i ⊕ F ′′i for all i.
(2.) If F is a free resolution of M , then there is a free resolution F ′′ of M ′′ that fits into a
short exact sequence of complexes
0→ F → F ′′ → F ′(−1)→ 0,
i.e., for all i there is a SES
0→ Fi → F ′′i → F ′i−1 → 0.
In particular, F ′′i ∼= Fi ⊕ F ′i−1 for all i.
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Remark 3. The previous proposition is true for graded modules with graded free
resolutions. Also, even if the two known free resolutions are minimal, the induced free
resolution given by the proposition may not be minimal.
We apply Proposition 2.6 quite often in later sections, so after reviewing some of the
details we will look at an illustrative example. Further information can be found in [19].
Suppose (F ′, ϕ′), (F , ϕ) are free resolutions of M ′ and M , respectively. Given a map
M ′
ψ−→M , we can extend ψ to a map of resolutions
. . . // F ′i+1 //
ψi+1

F ′i //
ψi

F ′i−1 //
ψi−1

. . . // F ′0 //
ψ0

M ′ //
ψ

0
. . . // Fi+1 // Fi // Fi−1 // . . . // F0 //M // 0
From this map of resolutions we define the mapping cone complex C(ψ) by
C(ψ)i+1 = F ′i ⊕ Fi+1

−ϕ′i 0
ψi ϕi+1

−−−−−−−−−→ C(ψ )i = F ′i−1 ⊕ Fi.
Notice that by definition we have a short exact sequence of complexes
0→ F incl.−−→ C(ϕ)→ F ′(−1)→ 0.
When M ′ ϕ−→M is injective, standard homological algebra arguments show that the
homology modules Hi(C(ψ)) vanish for i > 0, and there is a short exact sequence
0→M ′ →M → H0(C(ψ))→ 0.
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Therefore, if there is a short exact sequence
0→M ′ ϕ−→M →M ′′ → 0
as in Proposition 2.6, there is an isomorphism H0(C(ψ)) ∼= M ′′, which shows that the
mapping cone C(ψ) is a free resolution of M ′′.
Remark 4. In the construction of the mapping cone resolution, notice that the resulting
resolution will be minimal if and only if there are not unit entries in the maps ϕi.
We now illustrate the mapping cone resolution by proving the following theorem.
Recall the definition of the colon operation on ideals.
Theorem 2.7 ([19]). Let C = (f1, . . . , fn) ⊆ S be a homogeneous CI with
type(C) = (a1, . . . , an), where deg fi = ai. Consider the complex
KC : 0→ Kn
δn−→ Kn−1
δn−1−−→ . . . δ2−→ K1
δ1−→ C → 0,
where
Kt =
⊕
1≤i1<···<it≤n
S(−(ai1 + · · ·+ ait))
with the standard basis {ei1...it | 1 ≤ i1 < · · · < it ≤ n}. Moreover,
δt(ei1...it) =
t∑
s=1
(−1)s+1fisei1...îs...it .
Then KC is a minimal graded free resolution of C, called the Koszul resolution.
Proof. We prove this by induction with Proposition 2.6.
If n = 1, then clearly
0→ S(−a1)
·f1−→ C → 0
is a minimal graded free resolution of f1S. For the inductive step, let C ′ = (f1, . . . , fn−1).
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Then KC′ is a minimal graded free resolution of C ′, and there is a SES of homogeneous
maps
0→ S/(C ′ : fn)(−an)
·fn−→ S/C ′ → S/C → 0.
Since fn is a nonzerodivisor on S/C ′, then (C ′ : fn) = C ′. Further, multiplication by fn
induces the homogeneous map of resolutions ϕ : KC′(−an)→ KC′ where
ϕt = (−1)t+1fn · 1K′t . In particular, the mapping cone complex C(fn) is a minimal graded
free resolution of C. By definition, C(fn)t+1 = K ′t(−an)⊕K ′t+1, and it is easily checked by
the definitions of the K ′i that this direct summand yields
C(fn)t+1 =
⊕
1≤i1<···<it+1≤n
S(−(ai1 + · · ·+ ait+1))
Lastly, by the definition of the map C(fn)t+1 → C(fn)t,
ei1...it ∈ K ′t(−an) 7→ −δ′t(ei1...it) + (−1)t+1fnei1...it ,
and the basis element ei1...it+1 ∈ K ′t+1 is sent to δt+1(ei1...it+1). Therefore, if the standard
basis for K ′t(−an) is identified with {ei1...itn | 1 ≤ i1 < · · · < it ≤ n− 1}, which is part of a
standard basis of Kt+1 (defined for C as above), then we obtain the desired differentials.
Remark 5. Theorem 2.7 is not usually proved with Proposition 2.6, although mapping
cones do play a role. Indeed, the Koszul complex can be defined for any ideal in the same
manner, and it is a very important object in Commutative and Homological Algebra. One
key feature of the ideals we study in later sections is the presence of minimal Koszul
relations, whose definition comes from the Koszul complex. If I is an S-ideal containing
f, g, the Koszul relation between them is the relation
f · g = g · f.
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If gcd(f, g) 6= 1, then this relation does not induce a minimal generator of Syz1(I). Even if
gcd(f, g) = 1, the corresponding first syzygy could still lie in mSyz1(I). But when I is a CI
and f, g are part of a minimal generating set, the Koszul relation will be minimal.
The graded Betti numbers are one numerical invariant we study under homogeneous
liaison; the second is the Hilbert function, which we now review.
2.3 The Hilbert Function
Let M be a graded S-module. The function HM : Z→ Z≥0 given by
HM(j) = dimkMj
is called the Hilbert function of R. The Laurant series HSM(t) =
∑
HM(j)t
j is called the
Hilbert series of M . The shift HM(−i) shifts HM by i;
HM(−i)(n) = HM(n− i).
The first difference of HM is the sequence
∆HM = HM −HM(−1).
The ith difference is the sequence
∆iHM = ∆
i−1HM −∆i−1HM(−1).
Proposition 2.8. If
0→M ′ →M →M ′′ → 0
is a homogeneous SES of graded S-modules, then HM = HM ′ +HM ′′ and therefore
HSM(t) = HSM ′(t) +HSM ′′(t).
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Proof. A homogeneous SES as above yields a SES 0→M ′i →Mi →M ′′i → 0 of k-vector
spaces for all i.
Proposition 2.9. Suppose I is a homogeneous S-ideal with R = S/I CM of dimension d′.
If A is an Artinian reduction of S/I, then
HA = ∆
d′HR.
Proof. Suppose d′ = 1 and that ` ∈ S1 is a linear form regular on R. Then there is a SES
0→ R(−1) ·`−→ R→ A→ 0,
which shows HA = HR −HR(−1). Then proceed by induction.
Definition 2.13. If I is a homogeneous S-ideal with R = S/I CM and Artinian reduction
A, we call HA the h-vector of S/I, written hR = (h0, . . . , hr).
Proposition 2.10. Let I be a homogeneous S-ideal and set R = S/I. The Hilbert series is
rational and gives the dimension of R:
HSR(t) =
q(t)
(1− t)d′
where d′ = dimR and q(t) ∈ Z[t] with q(1) 6= 0.
Definition 2.14. If I is a homogeneous S-ideal with dimS/I > 0, then the multiplicity of
S/I is defined as the value e(S/I) = q(1), where q(t) is the polynomial from the numerator
of the Hilbert series as above. If S/I is Artinian, the multiplicity is defined as
e(S/I) = dimk S/I.
Example 2.5. Let S = k[x, y, z] and for an S-ideal I, set R = S/I.
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(1.) Let I = (x2 − y2, y2 − z2, x2y2). For all i, there is a monomial basis of Ri. Indeed,
R2 = 〈xy, xz, yz, z2〉k, R3 = 〈xyz, xz2, yz2, z3〉k, R4 = 〈xyz2, xz3, yz3〉k, and
R5 = 〈xyz3〉k. Therefore, since S/I is Artinian, hR = (1, 3, 4, 4, 3, 1) and e(R/I) = 16.
The symmetry of this Hilbert function is a consequence of I being generated by a
regular sequence. See Proposition 2.16 for a more general statement.
(2.) Let I = (xz, xy, yz). Then Ri = 〈xi, yi, zi〉k for all i. Therefore, HR(i) = 3 for i > 0.
Moreover,
HSR = 1 + 3t(1 + t+ t
2 + . . . ) = 1 +
3t
1− t
=
1 + 2t
1− t
.
Then dimR = 1 and e(R/I) = 3. In particular, I corresponds to the 3 points [1, 0, 0],
[0, 1, 0], and [0, 0, 1] in P2k and the h-vector of R is (1, 2). This shows that the Artinian
reduction is isomorphic to k[x, y]/m2.
The previous two examples were fairly easy to compute by hand, but Proposition 2.6
shows that the Hilbert function can actually be computed from a graded free resolution.
This, however, is inefficient, and Macaulay noticed a much more efficient method was to
reduce to a certain monomial ideal called the initial ideal.
Definition 2.15 ([19], Section 15.1). A monomial order on S is a total order > on the the
monomials such that if xA, xB, and xC are monomials, then xA > xB implies xA+C > xB+C .
Remark 6. A total order means any two monomials are comparable. In particular, given
monomials xA and xB, either xA > xB, xA < xB, or xA = xB. Further, since we have a
total order on elements of a Noetherian ring S, any set of monomials will have a minimal
element (Lemma 15.2 in [19]).
(1.) In the lexicographic order, xA > xB if the leftmost nonzero entry of A−B is positive.
(2.) The degree lexicographic order is similar to the lexicographic order, but we check the
degree of the monomial first. In this order, xA > xB if either |A| > |B| or |A| = |B|
and xA >lex xB. We denote this order be >deglex
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(3.) The reverse lexicographic order reads the monomials from right-to-left until there is a
difference, but here the smallest number wins. In this order, xA > xB if either
|A| > |B| or |A| = |B| and the rightmost nonzero entry of A−B is negative.
Example 2.6. Let S = k[x, y, z] with x >lex y >lex z. Then
x2yz2 >deglex xy
3z
but
x2yz2 <revlex xy
3z.
Definition 2.16. Let I be an S-ideal and let > be a monomial order on S. Given a
polynomial f =
∑
αix
Ai with αi 6= 0, set
in>(f) := max{xAi}.
This is called the initial term of f . The initial ideal of I with respect to > is the monomial
ideal
in>(I) := (in>(f) | f ∈ I).
One useful property of initial ideals is they can be used to check ideal membership. We
also make use of the following handy proposition.
Proposition 2.11. Suppose I and J are homogeneous ideals with I ⊆ J . If HS/I = HS/J
or in>(I) = in>(J) for some monomial order >, then I = J . Moreover, if I and J are
unmixed, have the same grade, and e(S/I) = e(S/J), then I = J .
Example 2.7. Let S = k[x, y, z] with x >lex y >lex z and consider
I = (x3 − yz, y2 − xz, z2 − x2y).
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(1.) Let > = >revlex. Then
in>(x3 − yz) = x3, in>(y2 − xz) = y2, and in>(z2 − x2y) = x2y.
In fact,
in>(I) = (x3, y2, x2y).
(2.) Let > = >deglex. Then
in>(x3 − yz) = x3, in>(y2 − xz) = xz, and in>(z2 − x2y) = x2y.
Further,
f = xy(y2 − xz)− z(z2 − x2y) = xy3 − z3 ∈ I
and
g = y3(y2 − xz) + zf = y5 − z4 ∈ I,
but in>(f) = xy3 and in>(g) = y5 do not lie in (x3, xz, x2y). The polynomials f and g
were constructed by Buchberger’s Algorithm, and it is by the same algorithm that we
can be sure that
in>(I) = (x3, xz, x2y, y5, xy3).
One purpose of this example is to show that by changing the monomial order, the initial
ideals can be very different. In this example, in>revlex(I) is CM while in>deglex(I) is not. For
an arbitrary ideal J , if {f1, . . . , ft} is a set of forms in J such that the initial terms yield a
minimal generating set of in>(J), then the set is called a Gröbner basis of J . For our
example above, the three minimal generators of I formed a Gröbner basis of in>revlex(I),
and the minimal generators together with the polynomials f and g formed a Gröbner basis
of in>deglex(I).
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Remark 7. There are many applications of Gröbner bases to computational algebraic
geometry and commutive algebra. Our interest is especially in the initial ideals, which, as
noted above, reduces many questions to computational questions about monomials ideals.
In liaison theory of homogeneous Artinian k-algebras, Huneke and Ulrich showed that
liaison classes can in certain situations be studied through the liaison classes of monomial
ideals by passing to initial ideals. Indeed, liaison behaves well under specialization, which
reduces some questions to the Artinian case. Further, they provided powerful results for
monomial liaison, which we added to with Theorem 3.5. Passing to the initial ideal
preserves graded invariants like the Hilbert function, and therefore the grade of an ideal.
Moreover, monomial ideals bridge commutative algebra to combinatorics and geometry
through their connection to graph theory, simplicial complexes, multicomplexes (a
generalization of simplicial complexes), and finite projective geometry.
In the following theorem, Macaulay observed that for a given monomial order >, the
set of monomials not in the initial ideal in>(I) is a k-basis for S/I.
Theorem 2.12 (Macaulay). Let I be a homogeneous S-ideal and let > be a monomial
order on R. Then the Hilbert functions of S/I and S/in>(I) are equal.
Although this theorem does make the Hilbert function computation easier, Macaulay
was motivated by a deeper question; namely, Which integer sequences can be realized as
the Hilbert function of some finitely generated k-algebra? He showed the question is really
a combinatorial question. Indeed, Macaulay found a characterization of Hilbert functions
with the following monomial order and representations of integers below.
Definition 2.17. Let > be the lexicographic monomial order above. We say that L is a lex
ideal of S when for any xA ∈ L, if |B| = |A| and xB > xA then xB ∈ L. In particular, if
dimk Li = n, then Li is generated by the greatest n monomials under the lexicographic
monomial order.
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Definition 2.18. Let n ∈ Z≥0. The i-binomial expansion of n is
n =
(
mi
i
)
+
(
mi−1
i− 1
)
+ · · ·+
(
mj
j
)
where mi > mi−1 > · · · > mj ≥ j ≥ 1. It follows that once i is chosen, the integers
mi, . . . ,mj, j are unique, and are referred to as the Macaulay coefficients. With the
i-binomial expansion above, we set
n<i> =
(
mi + 1
i+ 1
)
+
(
mi−1 + 1
i
)
+ · · ·+
(
mj + 1
j + 1
)
Example 2.8. The 6-binomial expansion of 57 is
57 =
(
8
6
)
+
(
7
5
)
+
(
5
4
)
+
(
3
3
)
+
(
2
2
)
+
(
1
1
)
,
so
57<6> =
(
9
7
)
+
(
8
6
)
+
(
6
5
)
+
(
4
4
)
+
(
3
3
)
+
(
2
2
)
= 73
Definition 2.19. Let n = (ni)∞j=0 be a sequence of nonnegative integers. If
n0 = 1 and ni+1 ≤ n<i>i ,
then n is called an O-sequence.
Example 2.9. The sequence (1, 3, 4, 8, . . . ) is not an O-sequence because
8 > 4<2> =
(
4
3
)
+
(
2
2
)
= 5.
This computation also shows that (1, 3, 4, s, . . . ) is the beginning of an O-sequence if and
only if s ≤ 5.
Theorem 2.13 ([46], Macaulay’s Theorem). Let n = (ni)∞i=0 be a sequence of nonnegative
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integers. The following are equivalent.
(i.) There is a homogeneous ideal I with HS/I(j) = nj for all j.
(ii.) There is a lex ideal L with HS/L(j) = nj for all j.
(iii.) n is an O-sequence.
Example 2.10. By this theorem and Example 2.9, the vector (1, 3, 4, 8, 13) is not the
h-vector of any homogeneous S-ideal. Also, as we saw, if the h-vector starts as (1, 3, 4, . . . ),
then next term is at most 5. We can build the h-vector (1, 3, 4, 4, 5) by starting with the
two greatest quadric monomials in the lexicographic order, namely L = (x2, xy). Then
HS/L(3) = 5, so we add the greatest monomial of degree 3 not in L, which is xz2. Then
HS/(L,xz2)(4) = 5, so adding m5 we obtain the lex ideal (L, xz2) + m5 with h-vector
(1, 3, 4, 4, 5).
We end this review with two special classes of examples that will be used in later
sections: level algebras and Gorenstein algebras.
Definition 2.20. Assume k is infinite and let I be a homogeneous ideal with A an Artinian
reduction of S/I. If the socle of A is generated in a single degree, then A is a level algebra.
The literature of level algebras is rich and appears in different contexts, such as
geometry and combinatorics (see [23] for a good survey).
Definition 2.21.
(1.) A simplicial complex on a (finite) vertex set X is a subset ∆ of the power set P(X)
closed under inclusion and that contains {x} for all x ∈ X. The elements of ∆ are
called faces, and the dimension of a face F ∈ ∆ is the value |F | − 1. The maximal
elements of ∆ under inclusion are called facets, and the dimension of ∆ is the
maximum dimension among the facets. We say that ∆ is a pure simplicial complex if
all facets have the same dimension.
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(2.) Let ∆ be a simplicial complex with dimension e− 1. For i = 0, . . . , e− 1, let fi be the
number of faces with dimension i. The vector (f0, . . . , fe−1) is called the f -vector of ∆.
(3.) Let ∆ be a simplicial complex with vertex set X = {x1, . . . , xd}. The Stanley-Reisner
ring associated to ∆ is the ring k[∆] = k[X]/I∆ where I∆ is the squarefree monomial
ideal
I∆ = (xi1 . . . xit | i1 < · · · < it and {xi1 , . . . , xit} /∈ ∆}).
In particular, I∆ is generated by the minimal non-faces of ∆.
Theorem 2.14. There is a bijective correspondence between squarefree monomial ideals
and finite simplicial complexes. A squarefree monomial ideal I in k[x1, . . . , xd] (with no
redundant variables) corresponds to the simplicial complex
∆I = {{xi1 , . . . , xit} | xi1 . . . xit /∈ I}
on the vertex set X = {x1, . . . , xd}. Conversely, a simplicial complex ∆ corresponds to I∆
as defined above.
Theorem 2.15. Let ∆ be a simplicial complex on a vertex set {x1, . . . , xd}.
(i.) If dim ∆ = e− 1 and the f -vector is f = (f0, . . . , fe−1), then dim k[∆] = e and
Hk[∆](j) =
d−1∑
i=0
fi
(
j − 1
i
)
for j > 0 (Chapter II in [55]).
(ii.) Set A∆ = k[∆]/(x21, . . . , x2d). Then A∆ is a level algebra if and only if ∆ is pure (first
shown by Boij in [4]).
Remark 8. The theorem above uses the convention that
(
n
0
)
= 1 and
(
n
m
)
= 0 when m > n
and both are nonzero.
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Example 2.11. Consider the simpicial complex ∆ below on the vertex set
X = {x1, x2, x3, x4, x5} with minimal non-faces are {x1, x4}, {x1, x5}, {x2, x4} and {x2, x5}.
Therefore,
I∆ = (x1x4, x1x5, x2x4, x2x5)
and A∆ is a level algebra with a socle generated by the facets of ∆.
x1
x2
x3
x4
x5
In fact, the Hilbert function of A∆ is the f -vector of ∆: (1, f0 = 5, f1 = 6, f2 = 2). Lastly,
by Theorem 2.15, Hk[∆](2) = 11 and, for j > 2,
Hk[∆](j) = 5 + 6(j − 1) + (j − 1)(j − 2).
Remark 9. When we review Macaulay’s inverse systems in Section 2.4, we will see why the
Hilbert function of A∆ comes from the f -vector of ∆.
In the example above, we saw that the vector (1, 5, 6, 2) described the Hilbert function
of the level (monomial) algebra A∆, which is an example of a pure O-sequence. Pure
O-sequences are a special class of Hilbert functions that we will review in Section 5.1. We
now turn to our last class of examples, which is a special case of a level algebra; namely,
perfect ideal with CM type 1.
Definition 2.22. By Proposition 2.4 and Theorem 2.7, all homogeneous CIs are level
algebras. Since the Hilbert function can be computed from a minimal graded free
resolution, we also know that any two CIs with the same type have the same Hilbert
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function. Therefore, we use the following notation: if C is a CI of type (a1, . . . , an), then
we write
H(a1, . . . , an) := HS/C .
Proposition 2.16 ([45], Section 70). Let I be a perfect homogeneous S-ideal and set
R = S/I. If r(R) = 1, then the h-vector of R is symmetric. In particular, if
h = (1, h1, . . . , ht−1, 1), then hi = ht−i for all i.
Proof. Let A be an Artinian reduction of S/I and assume soc(A) is generated by a form of
degree t. Notice that At ∼= k. Consider the k-bilinear map Ai × At−i → At given by
(f, g) 7→ fg. Suppose f ∈ Ai and fAt−i = 0. Then mt−if = 0, so
mt−i−1f ∈ soc(A) ∩ At−1 = 0. Continuing inductively, we get mf = 0, so f = 0. Therefore,
if {f1, . . . , fn} is a basis for Ai, then for each i there is some gi ∈ At−i for which
0 6= figi ∈ At. In particular, ht−i ≥ hi, and applying the same to At−i we obtain hi = ht−i,
as desired.
This result is one of the many beautiful properties of Gorenstein rings.
Definition 2.23. If I is an S-ideal with S/I CM and r(S/I) = 1, then we say S/I is a
Gorenstein ring. We also call I a Gorenstein ideal.
Example 2.12. For an example of a Gorenstein ideal that is not a CI, consider the
Artinian ideal
I = (x2, y2, z2, xy − yz, xz − yz).
Clearly this is not a CI, and by computing (I : m)/I it is seen that the socle is generated
by the image of any squarefree quadric in S/I.
There is a beautiful theorem by Stanley (Theorem 5.1 in [55]) that characterizes when
k[∆] is Gorenstein, and the characterization can be described combinatorially (via
simplicial complexes and counting), algebraically (via the CM property and CM type), or
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topologically. As an example, if ∆ is homeomorphic to a (e− 1)-sphere, then k[∆] is
Gorenstein.
The last material we review is one method to construct large families of level algebras
and Gorenstein ideals. Moreover, the tool will provide yet another way to compute the
Hilbert function of a homogeneous ideal.
2.4 Macaulay’s Inverse Systems
Set T = k[y1, . . . , yd]. The inverse system of an S-ideal I is the S-module I−1 = 0 :T I,
with contraction defined by
xA ◦ yB = yB−A,
where we set yB−A = 0 if B −A has a negative entry. If I−1 can be generated by g1, . . . , gn,
we use the angle-bracket notation to denote I−1 = 〈g1, . . . , gn〉 as the S-submodule of T .
Conversely, given an S-submodule M of T , we write M⊥ = 0 :S M .
Example 2.13. Let S = k[x1, x2, x3] and T = k[y1, y2, y3].
(1.) Let I = (x31, x42, x53) ⊆ S and suppose f(y1, y2, y3) ∈ I−1. Then x31 ◦ f = 0 implies the
exponents of the y1 in f are less than 3. Likewise, x42 ◦ f = 0 and x53 ◦ f = 0 implies
the exponents of y2, y3 in f are less than 4, 5, respectively. Therefore, I−1 = 〈y21y32y43〉.
Notice that the socle of S/I is generated by x21x32x43.
(2.) Let M = 〈y1y22, y22y23 + y1y2y23〉. Then I = (x1x2x3 − x22x3, x21, x32, x33) ⊆M⊥, and it is
easily checked that dimkMj = HS/I(j) for all j. Then by Proposition 2.11, M⊥ = I.
Notice again that the socle of S/I is generated by x1x22 and x22x23 + x1x2x23.
Theorem 2.17 (Macaulay). Let I is a homogeneous Artinian S-ideal. Then the socle of
R/I has dimension nj in degree j if and only if I−1 has nj generators of degree j.
This result ties in to the end of our review of Hilbert functions with the following
corollary.
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Corollary 2.18. Suppose I is a homogeneous Artinian S-ideal. Then I is level if and only
if I−1 is generated in a single degree. Moreover, S/I is Gorenstein if and only if I−1 is
generated by a single form in T .
The following important facts about Macaulay’s inverse system can be found and are
elaborated upon in [22] and [37].
Proposition 2.19. Suppose I is an S-ideal. Then
(i.) I−1 is a finitely generated if and only if S/I is Artinian.
(ii.) I is monomial if and only if I−1 is generated by monomials in T .
(iii.) dimk(I−1)d = HS/I(d).
Example 2.14. Consider I = (x1x2x3− x22x3, x21, x32, x33) from the example above, where we
found I−1 = 〈y1y22, y22y23 + y1y2y23〉. Starting with I−1j+1, the generators of I−1j are found by
looking at the contractions xi ◦ f where f ∈ I−1j+1. We find here that
I−14 =
〈
y22y
2
3 + y1y2y
2
3
〉
k
I−13 =
〈
y1y
2
2, y2y
2
3, y1y
2
3, y
2
2y3 + y1y2y3
〉
k
I−12 =
〈
y22, y1y2, y
2
3, y2y3, y1y3
〉
k
I−11 = 〈y1, y2, y3〉k
Therefore, hS/I = (1, 3, 5, 4, 1).
When computing the inverse system of an ideal, the following fact is quite useful.
Proposition 2.20. Suppose I, J are Artinian homogeneous S-ideals and I ⊆ J . If
r(S/I) = r(S/J) and their socles are generated in the same degrees, then I = J .
Proof. This follows by observing that J−1 ⊆ I−1, and starting with the top degree s, if
J−1s ⊆ I−1s and their dimensions as k-vector spaces are equal, then J−1s = I−1s . By reverse
induction we get J−1j = I
−1
j for all j.
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In Proposition 2.19 we saw that an Artinian S-ideal I is monomial if and only if I−1 can
be generated by monomials in T . This object appears with several different names, largely
depending on what area of mathematics they are being view through. They are called
order ideals, multicomplexes, or semisimplicial complexes, and the following formulation is
equivalent to any other: a finite collection of monomials Γ such that if xA ∈ Γ and xB
divides xA, then xB ∈ Γ. As seen by Theorem 2.14, the reason these are sometimes called
semisimplicial complexes is that by restricting to squarefree monomial ideals, these objects
are equivalent to simplicial complexes. Several authors have also observed the following.
Theorem 2.21 ([4], [58]). Let ∆ be a simplicial complex on {x1, . . . , xd}. For any face
F = {xi1 , . . . , xit}, let yF = yi1 . . . yit. Then Γ∆ = 〈xF | F ∈ ∆〉 is the inverse system of
A∆.
The authors of [58] push this further by describing the socle generators of
k[∆]/(xa11 , . . . , x
ad
d ), where ai ≥ 2, using Macaulay’s inverse systems. In Section 3.2, we
provide a new way of looking at arbitrary monomial ideals by their socle structure using
Macaulay’s inverse system and linkage.
2.5 Linkage: Definitions and First Properties
In this section we return to an arbitrary local Gorenstein ring R.
Definition 2.24. Two R-ideals I, J are said to be CI-directly linked if there is a complete
intersection C ⊆ I ∩ J such that I = C : J and J = C : I, written I C∼ J . If I ∩ J = C,
then I and J are said to be geometrically linked. If C is instead a Gorenstein ideal, we say
I and J are G-linked; since our focus is on CI-liaison, we say linked instead of CI-directly
linked. We say that I is in the linkage class of J if there is a sequence of direct links
I ∼ I1 ∼ · · · ∼ It = J.
Ideals in the linkage class of a CI are called licci ideals.
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Remark 10. In the introduction, we stated that this theory began as a method to classify
curves in P3. It is not hard to show that if I and J are geometrically linked, then
Ass(R/I) ∩Ass(R/J) = ∅, which clarifies why they are considered geometric; namely, if XI
and XJ are projective varieties that correspond to I and J , respectively, then the minimal
elements of Ass(R/I) under inclusion correspond to the maximal irreducible closed subsets
of XI . Then XI and XJ are geometrically linked if they do not share any maximal
irreducible closed subsets, but the union of their maximal irreducible closed subsets is a CI.
Perhaps the greatest influence in algebraic linkage comes from two papers: [49], Peskine
and Szpiro, 1974; and [31], Huneke and Ulrich, 1987. Most of the following results, with
their proofs, are found in these papers.
Theorem 2.22 ([49], Section 2). Suppose I is an unmixed R-ideal, and let C ⊆ I be a CI
with the same grade as I. Set J = C : I. Then
1. I C∼ J .
2. R/I is CM if and only if R/J is CM.
3. J/C ∼= HomR(R/I,R/C) =: ωR/I , which is an R-module called the canonical module
of R/I.
Basic facts about the canonical module can be found in [19], and we record some useful
properties here. In particular, the following properties explain the dual properties of direct
links.
Proposition 2.23.
(i.) If R/I is CM and F is a minimal free resolution of R/I, then HomR(F , R) is a
minimal free resolution of ωR/I .
(ii.) µ(ωR/I) = r(R/I).
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(iii.) R/I is Gorenstein if and only if R/I ∼= ωR/I .
Example 2.15. We now revisit the rational curves introduced in Section 2, Example 2.1;
the rational quartic and the twisted cubic curves.
1. Recall that the rational quartic curve is realized by the ideal
I = (xw − yz, y3 − x2z, z3 − yw2, xz2 − y2w) ⊆ S = k[x, y, z, w].
Set J = (xz, xw, yz, yw) = (x, y) ∩ (z, w). It is not hard to show that
C := I ∩ J = (xw − yz, xz2 − y2w).
Therefore, I and J are geometrically linked by C. By Dubreil’s result in [17], we see
that
pdS(S/I) = pdS(S/J) = 3.
This is another way of showing that the rational quartic curve is not CM.
2. Recall the twisted cubic curve is realized by the ideal
I = (x2 − yw, xy − zw, y2 − xz).
Then I is geometrically linked to J = (x, y) by the CI C = (x2 − yw, y2 − xz).
Therefore, S/I is CM.
Remark 11. We take a moment to expound on the previous example. If X ⊆ P3 is the
twisted cubic curve and Y is any secant line of X, then X ∪ Y is an intersection of two
quadratic surfaces with no common components. This is visualized in Figure 2. Complete
intersections are perhaps the nicest projective varieties, which is one aspect that makes
CI-liaison so powerful. In the case of the twisted cubic, it is linked to a CI (its secant line)
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Figure 2: Twisted Cubic (black) Linked to Secant Line (red)
by the CI of quadrics. The graded Betti numbers and h-vector of the twisted cubic can be
read off from its secant line and the CI of quadrics by the following two results.
Proposition 2.24 (Ferrand’s Mapping Cone Resolution, [49]). Let S = k[x1, . . . , xd] and
suppose I is a grade n homogeneous ideal such that S/I is CM. Let C ⊆ I be a CI with type
(a1, . . . , an), and set a = a1 + · · ·+ an. If
F : 0→ ⊕jS(−j)βnj → · · · → ⊕jS(−j)β1j → I → 0
is a graded free resolution of I and K is the graded Koszul resolution of S/C, then
0→ ⊕jS(−(a− j))β1,j →
⊕ni=1S(−(a− ai))
⊕
⊕jS(−(a− j))β2,j
· · · →
⊕ni=1S(−ai)
⊕
⊕jS(−(a− j))βn,j
→ C : I → 0
is a graded free resolution of the link C : I.
Proof. Apply Proposition 2.6 to the SES
0→ C → I → I/C → 0
using that I/C ∼= ωS/J by Proposition 2.23.
38
Remark 12. The previous result works in arbitrary local Gorenstein rings when I is perfect.
As a corollary, if R is a local Gorenstein ring and I C∼ J , then r(R/J) = µ(I/C) ≥ d(I).
This shows that if J is a Gorenstein ideal then I is an almost complete intersection. If the
generators of C are part of a minimal generating set of I, then r(R/J) = d(I); in fact, the
converse is true as well. In this case we write I C−→ J , or, when C is not named, simply
I → J .
Proposition 2.25 ([16], Theorem 3). Assume k is infinite, S = k[x1, . . . , xd], and I
C∼ J .
Suppose type(C) = (a1, . . . , an) and set a = a1 + · · ·+ an − n. Then there is an equation
between the h-vectors of I, J , and C:
hR/J(a− i) = hR/C(i)− hR/I(i).
Moreover,
e(R/I) + e(R/J) = e(R/C).
Proposition 2.26. Let I and J be Artinian homogeneous S-ideals linked by C = 〈g(y)〉⊥.
If I = (f1, . . . , ft), then
C : I = 〈f1 ◦ g(y), . . . , ft ◦ g(y)〉⊥ .
Proof.
h ∈ C : I ⇐⇒ h · fi ∈ C for all i
⇐⇒ (h · fi) ◦ g(y) = 0 for all i
⇐⇒ h ◦ (fi ◦ g(y)) = 0 for all i
⇐⇒ h ∈ 〈f1 ◦ g(y), . . . , ft ◦ g(y)〉⊥
Remark 13. The previous proposition has been known to the experts, but we are among
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the first to use this connection between Macaulay’s inverse systems and linkage. We have
found the connection especially useful for Artinian monomial ideals, as seen in the next
section, but also to construct ideals with the same Hilbert function, which is how we prove
Theorem 8.1.
Example 2.16. Let I be the twisted cubic curve from Example 2.15. Recall I is linked to
regular sequence of two linear forms by a regular sequence of two quadrics. This
immediately recovers the graded Betti table from Example 2.4. Further, the h-vector of a
regular sequence of two quadratic forms in S[x, y, z, w] is (1, 2, 1), and the h-vector of a
regular sequence of two linear forms is (1). Then hR/I = (1, 2) by the previous proposition.
We end this review with some of the original main results in liaison as well as some
tools to check the property of being licci.
Theorem 2.27 ([1], [2], [21]). If I is an R-ideal of grade 2, then I is licci if and only if
R/I is perfect.
Since this result has a nice proof with the modern language of linkage theory, we
provide the proof below.
Proof. If I is licci, then I is perfect by Proposition 2.24. Now assume I is perfect. We
induct on d(I), with d(I) = 0 being trivial. If d(I) > 0, choose a regular sequence f1, f2 ∈ I
that is part of a minimal generating set of I. Set J = (f1, f2) : I. Then d(I) = r(R/J).
Since J is perfect of grade 2, there is a minimal free resolution
0→ Rb2 → Rb1 → J → 0.
Therefore,
d(J) = b1 − 2 = b2 − 1 = d(I)− 1,
so J is licci by induction. Since I is linked to a licci ideal, I must be licci as well.
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Theorem 2.28 ([60], Watanabe). If I is a perfect, Gorenstein R-ideal of grade 3, then I is
licci.
Proof. We only provide an outline of this proof as it relates closely with the main ideas in
the proof of our main result. The proof is by induction on d(I). For the inductive step,
create a minimal link I → J . Watanabe cleverly showed that in a minimal graded free
resolution of R/J , one of the minimal relations among the generators is a Koszul relation
between two generators f1, f2 ∈ J . Now there is some f3 ∈ J such that f1, f2, f3 is a regular
sequence that is part of a minimal generating set of J , and the link K = (f1, f2, f3) : J has
deviation d(K) ≤ r(R/J)− 1. Indeed, as we show in Section 5, the minimal Koszul relation
forces a unit entry in the second differential of Ferrand’s mappaing cone resolution of K.
But r(R/J) = d(I), so d(K) < d(I) and we are finished by induction.
We also have the following well-known fact.
Proposition 2.29. If C is a CI ideal in R then C ∼ C and C can be linked to any CI in
R with the same grade.
Proof. If C = (f1, . . . , fn) and grade(C) = n, then C is linked to itself by the regular
sequence (f 21 , f2, . . . , fn). The proof of the second statement is left for the reader.
The following result shows that linkage behaves well under specializations.
Proposition 2.30 ([30], Lemma 2.12). Let I be an R-ideal with grade(I) = n and R/I
CM. Let f = f1, . . . , fn be a regular sequence in I such that I 6= (f). Set J = (f) : I. Let
g = g1, . . . , gm be a regular sequence regular on S/(f), set R = R/(g), and let I, J , and f be
the images of I, f , and J in R. Then J and I are directly linked by f and g is a regular
sequence on R/I and R/J .
Corollary 2.31. If S and T are polynomial rings over k with finitely many
indeterminates, I and J are homogeneous S- and T -ideals, respectively, and (S, I) is a
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deformation of (T, J), then I is licci in S if and only if J is licci in T . In particular, if
S = k[x1, . . . , xd], I is a perfect S-ideal, and R/I ′ is an Artinian reduction of S/I, then Im
is licci in Sm if and only if I ′ is licci in R.
Example 2.17. Suppose I is the 2× 2 minors of the matrix
I = I2
x y z w
w x y z

in S = k[x, y, z, w]. The linear form x is regular on S/I and S/(I, x) ∼= R/m2 where
R = k[x, y, z]. Therefore, Im is licci in Sm if and only if m2 is licci in R. It is not hard to
show that if q = q1, q2, q3 is a regular sequence of quadrics in m2, then (q) : m2 = m2.
Therefore, if m2 were licci, then the first link distinct from m2 would need to be
non-minimal. There are infinitely many such regular sequences to choose from, which
reveals one difficulty of CI-liaison: even though R/m2 is CM, how can we either find a
sequence of links from m2 to CI or show that no such sequence exists? The following
theorem is one of the few known ways to prove that m2 is not licci.
Theorem 2.32 ([31], Corollary 5.13). Let I be a perfect homogeneous ideal in
S = k[x1, . . . , xd] of grade n. If
max{j | βn,j(S/I) > 0} ≤ (n− 1) min{j | β1,j(S/I) > 0},
then Im is not licci in Sm.
Corollary 2.33. The powers of the maximal ideal mt are not licci in Sm when d, t ≥ 3.
Proof. These ideals are level with linear resolutions (i.e., the shifts only increase by 1 at
each step) of length d
0→ S(−(t+ d− 1))βd → · · · → S(−t)β1 → mt → 0,
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and t+ d− 1 ≤ t(d− 1) since t, d ≥ 3.
Many algebraic and homological properties of licci ideals become redundant in the
Artinian case. For example, all Artinian ideals are CM; and there are results about the
vanishing the local cohomology modules and properties of the Koszul homology modules
which also become redundant for Artinian ideals. For homogeneous ideals, most of what
remains to study beyond the Hilbert function and graded Betti numbers of licci ideals is
the way a licci ideal can be linked to a complete intersection.
Example 2.18. Consider the Artinian monomial ideal
L = (x4, y4, z4, xy2, xz2).
There are infinitely many sequences of links from L to a CI. Two of them are as follows:
L
(x4,y4,z4)∼ L1
(x3,y4,z4)∼ L2 = (x3, y2, z2),
or
L
(xy2,x4−y4,z4)∼ J1
(xz2,y2,x4−z4)∼ J2 = (x, y2, z2).
There are a few important observations about this example:
(1.) The first sequence uses only monomial regular sequences, which leads to the question,
If an Artinian licci monomial ideal is licci, is it possible to only use monomial regular
sequences?
(2.) The second sequence of links does not use only monomial regular sequences, but still
linked to a CI in the same number of steps. What is the shortest sequence of links
from a licci Artinian monomial ideal to a CI?
(3.) The second sequence uses minimal CIs at each step, and the first sequence does not.
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Indeed, L1 is not a minimal link of L, whereas J1 is. For Artinian licci monomial
ideals, is there is sequence of links to a CI that uses only minimal CI types?
Huneke and Ulrich gave an answer to the first two questions in [35], which we are
about to review. Together with Migliore and Nagel, they also answered the third question
in the negative in [36]. In Section 6, we review their results and introduce a few other
families of homogeneous licci ideals, distinguished by the way they can be homogeneously
linked to a CI.
3 Artinian Monomial Ideals and Linkage
In this section we study Artinian monomial ideals by monomial liaison; that is, linkage
with monomial regular sequences. In particular, we give a necessary and sufficient
condition for when two Artinian monomial ideals can be linked by monomial regular
sequences (Theorem 3.5). Moreover, we use linkage to provide a kind of structure theorem
for the socle of Artinian monomial ideals (Corollary 3.11).
We write an Artinian monomial ideal in the forms
I = (xa1+11 , . . . , x
ad+1
d ) + I
# = (xa1+11 , . . . , x
ad+1
d ) + x
BK
where I# together with {xa1+11 , . . . , x
ad+1
d } minimally generate I, and either K = 0, K = S,
or grade(K) ≥ 2. We also write
CA = (x
a1+1
1 , . . . , x
ad+1
d )
where A represents the d-tuple (a1, . . . , ad) ∈ Z≥0. This notation is useful in Section 3.2
where we examine a monomial ideal by its generators and inverse system simultaneously.
As in [35], we set
I{1} = CA−B +K
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when I is not an almost complete intersection, and I{1} = S when I is an almost complete
intersection. This ends up being the same as the double link
I
CA∼ CA : I
CA−B∼ I{1}.
Further, once I{n−1} is defined, we set I{n} = (I{n−1}){1}.
Example 3.1. Recall the monomial ideal
L = (x41, x
4
2, x
4
3, x1x
2
2, x1x
2
3).
from Example 2.18. Then
L = (x41, x
4
2, x
4
3) + x1(x
2
2, x
2
3),
and
L{1} = (x31, x
4
2, x
4
3) + (x
2
2, x
2
3) = (x
3
1, x
2
2, x
2
3).
One of the main results in [35] provides an algorithm with the monomial ideals I{n} to
check the licci property for Artinian monomial ideals.
Theorem 3.1 ([35], Theorem 2.6). The following are equivalent for an Artinian monomial
ideal I.
(i.) I can be linked to a monomial complete intersection by monomial regular sequences.
(ii.) I can be linked to a complete intersection by homogeneous regular sequences.
(iii.) Im is licci in Sm.
(iv.) I{n} = S for some n.
(v.) For all n, the grade of (I{n})# is at most one.
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3.1 Monomial Linkage
We now answer the question, "When can two Artinian monomial ideals be linked by
monomial regular sequences?" The answer is very similar to the algorithm Huneke and
Ulrich provide to check the licci property. This motivates the following definition.
Definition 3.1. For an Artinian monomial ideal I, let L#(I) denote the smallest integer n
for which either I{n} = S or grade(I{n})# ≥ 2.
Definition 3.2. Suppose I is an Artinian monomial ideal and C ⊆ I is an Artinian CI
generated by a monomial regular sequence. The link C : I will be called a monomial link of
I, and if C is minimally generated in I, then C : I will be called a minimal monomial link
of I. Notice that minimal monomial links are unique.
Lemma 3.2. Suppose I = CA + xBK where K 6= 0. Let J = CA : I. Then
{xa
′
1+1
1 , . . . , x
a′d+1
d } is part of a minimal generating set of J if and only if B = A− A′.
Proof. This fact comes from Discussion 2.9(3) in [35]. We repeat the argument here. It
suffices to show b1 = a1 − a′1. If x
a′1+1
1 ∈ J , then xBK ∈ (x
a1−a′1
1 , x
a2+1
2 , . . . , x
ad+1
d ). No
minimal generator of xBK lies in (xa2+12 , . . . , x
ad+1
d ), so x
BK ⊆ (xa1−a
′
1
1 ). Recall
grade(K) ≥ 2, which implies xB ∈ (xa1−a
′
1
1 ). Thus, b1 ≥ a1 − a′1; or a′1 ≥ a1 − b1. Since
xa1−b1+11 ∈ J , it follows that a′1 + 1 ≤ a1 − b1 + 1, which gives the equality a′1 = a1 − b1.
Lemma 3.3. Let I = CA + xBK with K 6= 0. Suppose CA′ ⊆ I, and set J = CA′ : I. Then
CA′ is minimally generated in J if and only if exactly one of the following is satisfied: (i)
A′ − A has at least two nonzero components; (ii) ai = a′i for all i 6= j, a′j > aj, and bj = 0;
or (iii) A′ = A and B = 0.
Proof. By definition,
J = CA′ : I
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= (CA′ : CA) ∩ (CA′ : xBK)
= (CA′ , x
A′−A) ∩ (CA′−B : K).
Let J1 = (CA′ , xA
′−A) and J2 = CA′−B : K. Notice that J2 = CA′ : (CA′ + xBK). Therefore,
since a′i ≥ ai > bi, by the previous lemma {x
a′1−b1+1
1 , . . . , x
a′d−bd+1
d } is part of a minimal
generating set of J2.
To prove (⇒), assume CA′ is minimally generated in J , and that A′ − A contains at
most one nonzero component. If A′ = A, then J1 = S and J2 = J , so B = 0. Assume
a′j > aj and a′i = ai for all i 6= j. Then x
a′j−bj+1
j ∈ J1, since bj < aj, and clearly
x
a′j−bj+1
j ∈ J2. Thus x
a′j−bj+1
j ∈ J , which by minimality implies bj = 0.
To prove (⇐), first assume (i) holds. Then a′i + 1 is the smallest powers of xi in J1, and
a′i ≥ a′i − bi, so CA′ ⊆ J2. Hence CA′ is minimally generated in J . If (ii) holds, and a′j > aj,
then J1 = (x
a′1+1
1 , . . . , x
a′j−aj
j , . . . , x
a′d+1
d ). But a
′
j + 1 is the smallest power of xj in J2, so
again CA′ is part of a minimal generating set of J . Lastly, if (iii) holds, then
I = (xa1+11 , . . . , x
ad+1
d ) +K where grade(K) ≥ 2, so the statement follows by the previous
lemma.
Remark 14. Note that in the notation of Lemma 3.3 above, if a link I ∼ J via CA′ is not
minimally generated in either I or J , then there is some j such that ai = a′i for all i 6= j,
a′j > aj, and bj 6= 0. Indeed, that it’s not minimally generated in J implies that neither (i),
(ii), or (iii) hold. But if (i) does not hold, then A′ − A can have at most one nonzero
component. If A′ = A, then the link would be minimally generated in I, so this forces
A′ − A to have exactly one nonzero component. If this nonzero component is in the jth
entry, then since (ii) does not hold, bj > 0.
Proposition 3.4. Let J = CA + xBK be an Artinian monomial ideal that is not licci.
Suppose L ∼ J → I, where the link L ∼ J is a non-minimal monomial link (in neither L or
J) via CA′. Then there exists an integer s such that either L{s} = I{s} or L{s} = I{s−1}.
47
Proof. By the previous remark we may assume a′1 > a1 and a′i = ai for all i > 1. In
particular, we may assume L ∼ J via CA′ = (xa1+n+11 , xa2+12 , . . . , x
ad+1
d ) where n > 0. Then
L = CA′ : J
= (CA′ : CA) ∩ (CA′ : J#)
= (xn1 , x
a2+1
2 , . . . , x
ad+1
d ) ∩ (CA′−B : K). (3.1)
By Lemma 3.2, the monomial CI
CA′−B = (x
a1+n−b1+1
1 , x
a2−b2+1
2 , . . . , x
ad−bd+1
d )
is minimally generated in (CA′−B : K). Therefore, for i = 2, . . . , d, the smallest power of xi
in both parts of the intersection of (3.1) is ai, and the smallest power of x1 in both parts of
the intersection is a1 + n− b1 + 1. Hence {xa1+n−b1+11 , xa2+12 , . . . , x
ad+1
d } is part of a minimal
generating set of L, so we can write L in standard form as
L = (xa1+n−b1+11 , x
a2+1
2 , . . . , x
ad+1
d ) + L
#.
If xE ∈ L with ei ≤ ai for i = 2, . . . , d, then e1 ≥ n, since xE ∈ (xn1 , x
a2+1
2 , . . . , x
ad+1
d ) by
(3.1). Therefore, L# = xn1L′ . Moreover, we have
I = CA−B : K = CA−B + I
#.
We claim I# ⊆ L′ ⊆ I. Indeed, by (3.1),
xn1L
′K ⊆ (xa1+n−b1+11 , xa2−b2+12 , . . . , x
ad−bd+1
d ),
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or
L′K ⊆ CA−B,
which means
L′ ⊆ CA−B : K = I.
Lastly, if xE ∈ I#, then by the same reasoning, xn1xE ⊆ CA′−B : K. Since ei ≤ ai − bi for all
i, it must be that xE ∈ L′.
To prove the result, we consider the following three cases.
(i.) Suppose bi = 0 for all i 6= j. Then L′ = I#. Indeed, if bi = 0 for all i > 1, then
CA′−B : x
n
1 = CA−B.
This equality together with the fact that L′ ⊆ I implies that L# = xn1I#. Then
L{1} = (x
a1+n−b1−n−b′i
1 , x
a2−b′2
2 , . . . , x
ad−b′d
d ) +K1
= CA−B−B′ +K1
= I{1}
since bj = 0 for j > 1.
(ii.) Suppose b2 > 0 and that either bj > 0 for some j > 2 or K does not contain a power
of x2. We claim L{1} = I. The inclusion L{1} ⊆ I is immediate since we known
L′ ⊆ I and that, by (3.1), xn1x
aj−bj+1
j ∈ L# for all j. The latter implies x
aj−bj+1
j ∈ L′
for all j > 1 with bj > 0. To show equality, we will need to show that grade(L′) ≥ 2
to guarantee that xa1−b1+11 , x
a2+1
2 , . . . , x
ad+1
d are the smallest pure powers in the
minimal monomial link L→ L1.
If bj > 0 for some j > 2, then L′ contains a regular sequence of length two (with the
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pure powers of x2 and xj), so grade(L′) ≥ 2. Assume bj = 0 for j > 2 and that K
does not contain a pure power of x2. Then clearly L′ contains the monomial
f = xa1−b11 x
a3−b1
3 . . . x
ad−bd
d , and notice that f is not in the minimal monomial
complete intersection of L. Thus L′ contains the regular sequence f, xa2−b2+12 , so
grade(L′) ≥ 2. Therefore, we have a minimal link L→ L1 by the regular sequence
xa1+n−b1+11 , x
a2+1
2 , . . . , x
ad+1
d , and a minimal link L1 → L{1} by the regular sequence
xa1−b1+11 , x
a2+1
2 , . . . , x
ad+1
d .
We finish the proof of the claim by using Propositions 2.11 and 2.25. We have
e(S/L{1}) = (a1 − b1 + 1)(a2 + 1) . . . (ad + 1)− e(S/L1)
= (a1 − b1 + 1)(a2 + 1) . . . (ad + 1)
− [(a1 + n− b1 + 1)(a2 + 1) . . . (ad + 1)− e(S/L)]
= e(S/L)− n(a2 + 1) . . . (ad + 1)
= [(a1 + n+ 1)(a2 + 1) . . . (ad + 1)− e(S/J)]− n(a2 + 1) . . . (ad + 1)
= (a1 + 1) . . . (ad + 1)− e(S/J)
= a1 . . . ad − [a1 . . . ad − e(S/I)]
= e(S/I).
Hence I = L{1}.
(iii.) The only case we have not considered is when (possibly after reordering variables)
b2 > 0, bj = 0 for j > 2, and K contains a pure power of x2. Assume x
b′2
2 ∈ K with b′2
minimal. If xn1xE ∈ L#, then ej ≤ aj − bj for all j. However, by (3.1), we see that
xEx
b′2
2 ∈ CA′−B, which is only possible if e2 ≥ a2 − b2 − b′2 + 1 =: m. Thus
L# = xn1x
m
2 L
′′ where n,m > 0. Moreover, since I# ⊆ L′, it follows that I# = xm2 I ′.
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We claim that L′′ = (I ′, xb
′
2
2 ). Indeed, from the work above we have I ′ ⊆ L′′, and
xn1x
m+b′2
2 = x
n
1x
a2−b2+1
2 ⊆ L
by (3.1). Conversely, if xE is a minimal generator of L′′, then xn1xm2 xE is a minimal
generator of L#. Assume e2 < b′2. Then
e2 +m = e2 + a2 − b2 − b′2 + 1 < a2 − b2 + 1.
Therefore, ej ≤ aj − bj for all j 6= 2 and m+ e2 ≤ a2 − b2. Thus
xm2 x
E ∈ CA−B : K = I,
which together with the previous sentence implies xm2 xE ∈ I#. Therefore, xE ∈ I ′,
yielding the equality L′′ = (I ′, xb
′
2
2 ), as desired. We have shown that
L = (xa1+n−b1+11 , x
a2+1
2 , . . . , x
ad+1
d ) + x
n
1 (x
a2−b2+1
2 , I
#)
= (xa1+n−b1+11 , x
a2+1
2 , . . . , x
ad+1
d ) + x
n
1x
m
2 (x
b′2
2 , I
′)
In particular,
L{1} = (xa1−b1+11 , x
b′2
2 , x
a3+1
3 , . . . , x
ad+1
d ) + I
′.
Recall J → I = CA−B + xm2 I ′ and m = a2 − b2 − b′2 + 1. Then
J{1} = CA−B : x
m
2 I
′
= (xa1−b1+11 , x
b′2
2 , x
a3+1
3 , . . . , x
ad+1
d ) : I
′
= (xa1−b1+11 , x
b′2
2 , x
a3+1
3 , . . . , x
ad+1
d ) : L
{1}
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which shows that
L{1} ∼ J{1} → I{1}.
If J{1} → L{1}, then L{1} = I{1}. If J{1} ← L{1}, then L{2} = I{1}.
In the last case, if the link J{1} ∼ L{1} is not minimally generated in either J{1} or
L{1}, then we can repeat the argument above to get either L{2} = I{2} (in case (i.)),
L{2} = I{1} (in case (ii.)), or
L{2} ∼ J{2} → I{2}
(in case (iii.)). Since J is not licci, this process must terminate to yield either L{s} = I{s}
or L{s} = I{s−1} for some integer s.
Example 3.2. Let
L = (x41, x
4
2, x
5
3) + x
2
3(x2x
2
3, x
2
1x3, x
3
2, x1x
2
2, x
3
1)
and consider the link
J = (x41, x
4
2, x
6
3) : L = (x
4
1, x
4
2, x
4
3) + x1x2x3(x2x
2
3, x1x2x3, x
2
1x3, x1x
2
2).
Since x41, x42, x63 is not part of a minimal generating set of either L or J , the link L ∼ J is
not the minimal monomial link of either L or J . Let I be the minimal monomial link of J .
Then
I = (x41, x
4
2, x
4
3) : J = (x
3
1, x
3
2, x
3
3) + (x2x
2
3, x
2
1x3, x1x
2
2),
and
L{1} = (x31, x
3
2, x
3
3) + (x2x
2
3, x
2
1x3, x1x
2
2) = I = I
{0}.
Remark 15. For an Artinian monomial ideal I, by the definition of I{n} and Lemma 3.2, it
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follows that there are minimal monomial links
I → I1 → I{1} → · · · → In → I{n}
whenever I{n} 6= S. This observation and the fact that minimal monomial links are unique
(since minimal monomial CIs are unique) help prove the following theorem.
Theorem 3.5. Suppose I, J are Artinian monomial ideals with L#(I) = n and
L#(J) = m. Then I and J can be linked by monomial regular sequences if and only if
either I{n} = J{m} or there is a minimal monomial link between I{n} and J{m}.
Proof. First, (⇐) follows because, by definition, there are monomial links between I and
I{n} and between J and J{m}.
To prove (⇒), if either I or J is licci, then we are done by Theorem 3.1. Assume I is
not licci, and that there is a sequence of monomial links
I ∼ I1 ∼ · · · ∼ Is = J.
We prove the desired result by induction on s, with s = 0 trivial. If s > 0, then by
induction and Remark 15 that there is a sequence of monomial links
I ∼ I1 → L→ L1 → L{1} → · · · → J{m}.
If either I → I1 or I1 → I, then we are done by Remark 15.
If I ∼ I1 is not minimal in either I or I1, then by Proposition 3.4, there is some integer
t such that I{t} equals either L{t} or L{t−1}, both of which, by Remark 15, minimally link
to J{m}. Both J{m} and I{n} are where these minimal monomial links being repeating, so
either J{m} = I{n} or there is a minimal link between the two.
Corollary 3.6. There exist Artinian monomial S-ideals I and J that lie in the same
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linkage class but that cannot by linked by monomial regular sequences.
Proof. Let
I = (x3, y3, z3) + (xy2, x2z2, y2z) ⊆ k[x, y, z],
and consider the link of I with respect to the regular sequence xy2, x3 − y3, z3:
J = (xy2, x3 − y3, z3) : I = (x2, y3, z3) + (xz, xy2, y2z2).
Then grade(I#) = 2, and J contains a smaller power of x than I does. By Theorem 3.5,
there is no way to link I and J by monomial regular sequences.
Remark 16. This result is important in understanding how linkage behaves under certain
gradings. The corollary above shows that in a fine grading, i.e., any monomial order, we
have two ideals in this grading that are linked, but not linked by finely graded regular
sequences. The question then remains: can you have two homogeneous ideals in the same
linkage class, but that cannot be linked by homogeneous regular sequences? Or even more
interesting, can you have a homogeneous, licci ideal that cannot be linked to a CI using
only homogeneous regular sequences? Neither of these questions have an answer yet.
However, by Theorem 3.1, we have a positive answer to the second question for Artinian
monomial ideals.
By Theorem 3.1, if I is an Artinian monomial ideal, then the sequence of minimal
monomial links
I → I1 → I{1} → I2 → · · · → Is → I{s} → . . .
terminates when either In is a CI, I{n} is a CI, grade(I#n ) ≥ 2, or grade(I{n})# ≥ 2, where
n = L#(I). In this next section we use this fact and Macaulay’s inverse systems to create a
structure for the socle of Artinian monomial ideals.
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3.2 A Socle Structure of Artinian Monomial Ideals
Here we show that the inverse system of Artinian licci monomial ideals is a “linear
combination” of almost complete intersections (plus a monomial multiple of the inverse
system of some monomial ideal I with grade(I#) ≥ 2 in the non-licci case).
Proposition 3.7. Suppose I has an inverse system minimally generated by {yA1 , . . . , yAt},
where Ai = (a1i, . . . , adi) and t > 1. Set A = (a1, . . . , ad) where ai = max{ai1, . . . , ait}, so
yA = lcm(yA1 , . . . , yAt). Then grade(I#) = 1 if and only if A− Aj has exactly one nonzero
entry for some j.
Proof. By the definition of A, the pure powers minimally generating CA are part of a
minimal generating set of I. Indeed, aj + 1 is the smallest power of xj in I for all j.
To prove (⇒), assume grade(I#) = 1. Then I# = xBK where B = (b1, . . . , bd) 6= 0 and
either K = S or grade(K) ≥ 2. Assume bi 6= 0 for a fixed i. Then
xBi := xbi−1i ·
xA
xaii
= xa11 . . . x
ai−1
i−1 x
bi−1
i x
ai+1
i+1 . . . x
ad
d /∈ I,
since this is neither a multiple of xB nor in CA. However, for any j we claim that
xjx
Bi ∈ I. Indeed, if j 6= i then xjxBi ∈ (x
aj+1
j ) ⊆ CA; and if j = i then
xix
Bi = xbii ·
xA
xaii
∈ xBS,
since aj ≥ bj for all j. Therefore, if K = S, we are done. Otherwise, grade(K) ≥ 2, so there
is some monomial xE ∈ K with ei = 0 and aj ≥ ej + bj for all j. Then xE+B ∈ I divides
xix
Bi , and the claim is proven. Thus, xBi is a socle generator of S/I, which means Bi = Aj
for some j. Lastly, A−Bi has precisely one nonzero entry, which is ai − bi + 1.
To prove (⇐), assume A− Aj has exactly one nonzero entry, and by re-ordering the
variables if necessary, we may assume this is in the first entry; that is, a1 − a1j > 0. Set
b1 := a1j + 1 and suppose I# is minimally generated by xE1 , . . . , xEs , with
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Ek = (e1k, . . . , edk). Let e′ = min{e11, . . . , e1s}, and consider the monomial
xE = xe
′−1
1 x
a2
2 . . . x
ad
d .
First notice that xE /∈ I by the construction of e′, and since xE /∈ CA. Moreover, if e′ = eik,
then x1xE is divisible by xEk since eik ≤ ai for all i > 1. Therefore, x1xE ∈ I. Then xE is a
socle generator, which implies yE is a minimal generator of I−1. However, yE divides yAj ,
so E = Aj. Then e′ = b1, and by construction xe
′
1 divides xEi for i = 1, . . . , s, so I# = x
bi
1 L
for some monomial ideal L. In particular, grade(I#) = 1.
Theorem 3.8. Assume I = CA + xBK is an Artinian monomial ideal with
B = (b1, . . . , br), K 6= 0, K 6= S, and grade(K) ≥ 2. Then
I−1 = (CA, x
B)−1 + yB(I{1})−1.
Proof. Suppose (I{1})−1 =
〈
yA1 , . . . , yAt
〉
. Recall the sequence of links
I
CA∼ CA−B : K
CA−B∼ I{1}.
Set
J = CA−B : K = CA−B + (x
E1 , . . . , xEk).
Then by Proposition 2.26,
〈
yA1 , . . . , yAt
〉⊥
= I{1} = CA−B : J =
〈
yA−B−E1 , . . . , yA−B−Ek
〉⊥
.
Since CA−B is minimally generated in J , we get immediately that k = t and
{A1, . . . , At} = {A−B − E1, . . . , A−B − Ek}. Thus for each i = 1, . . . , t, there is some j
for which Ai = A−B − Ej. In particular, since the assignment of the Ei was arbitrary, we
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may assume without the loss of generality that Ai = A−B − Ei.
On the other hand, again by Proposition 2.26,
I = CA : J =
〈
xa1−b11 ◦ yA, . . . , xar−brr ◦ yAt , yA−E1 , . . . , yA−Et
〉⊥
.
Note that xai−bii ◦ yA = 0 only when bi 6= 0, and in this case the resulting monomials are
precisely the yBij in the statement of the theorem. Lastly,
Ai +B = (A−B − Ei) +B = A− Ei for i = 1, . . . , t, concluding the proof.
Corollary 3.9. If I = CA + xBK is an Artinian monomial ideal with 0 6= K 6= S and
B 6= 0, then
(I{1})−1 = xB ◦ I−1 = (I : xB)−1.
Corollary 3.10. Let I be an Artinian monomial ideal. If I is level, then I{n} is also level,
for any n.
Example 3.3. Consider the inverse system of monomials
Γ =
〈
y1y
4
3, y
2
2y
3
3, y1y2y
3
3, y
2
1y2y
2
3, y
3
1y
3
2y3
〉
.
It is easy to check that Γ⊥ = L from Example 3.2. The maximal exponents y1, y2, and y3
that appear in Γ are, respectively, 3, 3, and 4. Only one generator of Γ achieves at least two
of those, which is y31y32y3. It must then follow that y
4−1−1
3 = y
2
3 divides the rest of the
generators. Thus, we write
Γ =
〈
y31y
3
2y3
〉
+ y23
〈
y1y
2
3, y
2
2y3, y1y2y3, y
2
1y2
〉
.
Now recall that
L = Γ⊥ = (x41, x
4
2, x
4
3) + x
2
3K,
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which we can read off immediately from Γ. Further,
(L{1})−1 = x23 ◦ Γ =
〈
y1y
2
3, y
2
2y3, y1y2y3, y
2
1y2
〉
,
and here we see that the maximal exponents of y1, y2 and y3 are, respectively, 2, 2, and 2.
No generator of the inverse system achieves at least two of those; therefore, the grade of
(L{1})# must be 2 and L#(L) = 1, which we know to be true by Example 3.2.
Before stating our structure theorem, we introduce one more piece of bookkeeping.
Definition 3.3. If I = (CA, xB) is an almost complete intersection, set
I−1A,B := I
−1.
Remark 17. In the case that B has a single component, I is a CI. However, the notation
above is still useful for the following theorem since, in general, we only know that B 6= 0.
Theorem 3.11. Suppose I is an Artinian monomial ideal and let n = L#(I). Then there
are d-tuples A0, . . . , An−1 and B0, . . . , Bn−1 with |Ai| > |Ai−1| and Ai ≥lex Bi such that
I−1 =
n−1∑
i=0
yBiI−1Ai,Bi + y
BnΓ,
where B0 = 0 and Bi =
∑i−1
j=0Bj for i = 1, . . . , n. Moreover, Γ = 0 if I is licci; otherwise
Γ⊥ = I{n} and grade(I{n})# ≥ 2.
Proof. This is a repeated application of Theorem 3.8.
Example 3.4. For L in Example 3.2, we could instead use Γ from Example 3.3 to
determine that L is not licci by our structure theorem.
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Corollary 3.12. Suppose I is an Artinian monomial ideal and let n = L#(I). Then there
are d-tuples A0, . . . , An−1 and B0, . . . , Bn−1 with |Ai| > |Ai−1| and Ai ≥lex Bi such that
hS/I =
n−1∑
i=0
hAi,Bi(−bi) + hS/I{n}(−bn)
where hAi,Bi := hS/(CAi ,xBi ), b0 = 0, and bi =
∑i−1
j=0 |Bj| for i = 1, . . . , n.
Proof. Suppose I = CA + xBK with grade(K) ≥ 2 and I{1} 6= S. By Corollary 3.9, there is
a SES
0→ S/I{1}(−b)→ S/I → S/(CA, xB)→ 0.
Then
hS/I = hS/(CA,xB) + hS/I{1}(−b),
where b = |B|. The result follows by a continual application of this fact.
Example 3.5. Let
Γ =
〈
y31y
5
2y
3
3, y1y
6
2y
4
3, y
4
1y
2
2y
5
3, y
4
1y
5
2y
2
3
〉
.
By searching for maximal exponents and applying Theorem 3.8 repeatedly, we find
Γ =
〈
y41y
2
2y
5
3
〉
+ y32
〈
y1y
3
2y
4
3
〉
+ y21y
3
2
〈
y1y
2
2y
3
3, y
2
1y
2
2y
2
3
〉
= C−1(4,2,5) + y
3
2C
−1
(1,3,4) + y
2
1y
3
2I
−1
(2,2,3),(2,0,3). (3.2)
Recall from Definition 2.22 that the Hilbert function of a CI with type (a1, a2, a3) is
denoted by H(a1, a2, a3). Then by (3.2),
hS/I = H(3, 5, 6) +H(2, 4, 5)(−3) + h(2,2,3),(2,0,3)(−5)
+ (1, 3, 6, 9, 12, 14, 14, 12, 9, 6, 3, 1)
+ (0, 0, 0, 1, 3, 5, 7, 8, 7, 5, 3, 1)
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+ (0, 0, 0, 0, 0, 1, 3, 6, 8, 8, 5, 2)
= (1, 3, 6, 10, 15, 20, 24, 26, 24, 19, 11, 4).
This example is partly what motivates the structure theorem. Our goal is to use the
structure theorem to answer questions about the Hilbert function of Artinian monomial
ideals. Moreover, in this example Γ was generated in degree 11, so Γ⊥ is an example of a
level Artinian monomial ideal and hS/I is a pure O-sequence. Notice that the h-vector is
strictly increasing up to 26, and then strictly decreases down to 4. This is one property of
pure O-sequences that we investigate further in the next section.
4 A Family of Licci Ideals with Unimodal Hilbert Functions
In this section we define and do a basic review of pure O-sequences, focusing
particularly on understanding when they are unimodal. Our result in this section is that in
three variables, if a level Artinian monomial ideal can be linked within two steps to a CI,
then the Hilbert function is peaked strictly unimodal.
4.1 Pure O-sequences
Recall that a multicomplex is a collection of monomials Γ such that if yA ∈ Γ and yB
divides yA then yB ∈ Γ. We restrict our attention to finite multicomplexes. In this case,
there is a generating set yA1 , . . . , yAr such that yAi does not divide yAj for i 6= j. If
|Ai| = |Aj| for all i, j, then we call Γ a pure multicomplex. Stanley first introduced the
notion of pure O-sequences as the f -vectors of pure multicomplexes; i.e., the Hilbert
function of Γ⊥ ⊆ S. Recall that if Γ is a simplicial complex ∆, then
S/Γ⊥ ∼= A∆ = k[∆]/(x21, . . . , x2d).
Definition 4.1. A finite sequence h = (h0, . . . , he) is called a pure O-sequence if it is the
f -vector of a finite pure multicomplex. Equivalently, h is a pure O-sequence if it is the
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h-vector of an Artinian monomial level algebra.
Pure O-sequences appear in many branches of mathematics. In [5], the authors survey
the different branches which we briefly summarize now.
• In algebraic combinatorics: the f -vectors of pure multicomplexes.
• The more specific f -vectors of pure simplicial complexes is a vast subject on its own.
• In combinatorial commutative algebra: pure order ideals studied as the Hilbert
function of a level Artinian monomial ideal by Macaulay’s inverse systems. It should
be noted that Stanley also was the first to study such ideals in [53] and [54].
• The existence of finite projective planes is equivalent to the existence of certain pure
O-sequences (Chapter 8 in [5]).
• Error-correcting codes [40].
• Understanding the h-vector of matroid simplicial complexes [53]. Matroids as a topic
of its own has been widely studied in many different contexts.
We summarize some of these connections with the following example of the Fano Plane.
Example 4.1. Consider the following simplicial complex. This is the smallest order finite
Figure 3: The Fano Plane
projective plane (which has order 7, the number of lines), which are examples of Steiner
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systems, and more generally block designs (see [5]). The f -vector is (1, 7, 21, 7). Further, if
Γ is the order ideal that corresponds to this simplicial complex, then Γ is generated by the
maximal faces:
Γ = 〈y1y2y3, y1y4y7, y1y5y6, y2y5y7, y2y4y6, y3y4y5, y3y6y7〉 .
The f -vector is the same as the Hilbert function of the monomial ideal Γ⊥ which is
generated by the squares of xi and the triples yiyjyk that do not form a line in the Fano
plane. This example is also the simplest example of an error-correcting code; in fact, this is
the punctured Hadamard code (see [40]).
In an attempt to understand the shape of a pure O-sequence, one important descriptor
is the number of peaks that appear. The f -vector of the Fano Plane peaks at 21. The first
example of a pure O-sequence with more than one peak was found by Stanley in [53];
namely,
(1, 505, 2065, 3395, 3325, 3493).
Examples of pure O-sequences with more than one peak are in the literature very
contrived, although they seem to not be uncommon.
Definition 4.2. Let h = (h0, . . . , he) be a pure O-sequence. We say that h is unimodal if
h0 ≤ · · · ≤ hj−1 ≤ hj ≥ hj+1 ≥ · · · ≥ he
for some j. If
h0 < · · · < hj = · · · = hj′ > · · · > he
for some j ≤ j′, then we say that h is peaked strictly unimodal.
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Theorem 4.1 (Hibi [27]). Let h = (h0, . . . , he) be a pure O-sequence. Then
hi ≤ hj
if 0 ≤ i ≤ j ≤ e− i. Therefore, if k = be/2c, then
hi ≤ he−i
for 0 ≤ i ≤ k and
1 = h0 ≤ h1 ≤ · · · ≤ hk.
The following theorem was proven in different settings by several authors. Stanley
showed in [54] that in characteristic zero, a property now called the Weak-Lefschetz
Property (WLP) holds for Artinian complete intersections. This property guarantees that
the Hilbert function will be unimodal. Later, in [61], Watanabe strengthened this result
and formally introduced the WLP property. Then, in [52], Reid, Roberts, and Roitman
essentially provided a formula for the Hilbert functions of Artinian complete intersections
over any field. All of these authors in their work proved the following theorem.
Theorem 4.2 ([54], [61], [52]). If I is an Artinian CI in S, then the Hilbert function of
S/I is unimodal. In particular, if S/I is an Artinian level monomial algebra with
r(S/I) = 1, then the Hilbert function of S/I is unimodal.
Theorem 4.3. A pure O-sequence h = (h0, . . . , he) is unimodal if any of the following
holds.
(1.) (Macaulay, [46]) h1 = 2.
(2.) (Boij, Migliore, Mirò-Roig, Nagel, Zanello; [5]) h1 = 3 and he = 2.
(3.) (Boyle, [7] and [8]) h1 = 3 and either e ≤ 9 or he = 3; also when h1 = 4 and either
e ≤ 4 or he = 2.
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There are several papers concerned with when unimodality fails as well. In particular,
we have
Theorem 4.4 ([5]). Let M be any positive integer and fix d ≥ 3. Then there exists a pure
O-sequence in d variables having exactly M peaks.
The smallest socle degree of a non-unimodal pure O-sequence constructed with the
previous theorem is 12. In Boyle’s thesis [6], she showed that there exist non-unimodal
pure O-sequences of degree 7 in four or more variables. The lowest known socle degree with
a non-unimodal pure O-sequence is 4, which is (1, 49, 81, 79, 81); this was constructed in [5].
Also, notice that this example requires a high number of variables. There are two natural
questions that appear in the literature: (1) Fixing the number of variables, what is the
smallest socle degree where unimodality fails? or conversely, (2) Fixing the socle degree,
what is the smallest number of variables where unimodality fails?
We build off of the work of Boyle and Cook and Nagel’s results in [15] to get a partial
result for pure O-sequences (h0, . . . , he) with h1 = 3 and he = 4.
4.2 Double Links of CIs in Three Variables
Here we show that if S = k[x1, x2, x3] and I is an Artinian monomial level ideal such
that I can be linked within two steps to a CI, then the Hilbert function of S/I is peaked
strictly unimodal. In this case, the CM type of S/I is at most 4. Therefore, as well as
combining several results in a single statement about licci monomial ideals, we have a
partial result for the smallest unknown case in three variables; namely, when the CM type
is 4.
Our observation that prompted this result was that in the literature, all examples of
non-unimodal pure O-sequences corresponded to Artinian level monomial ideals I with
grade(I#) ≥ 2. Further, recall that by Corollary 3.10, if I is level, then so is I{n} for any n.
This leads to the following question:
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Question 4.5. If I is an Artinian monomial level ideal that is also licci, is hS/I unimodal?
We hope that our result in this section could be the beginning of obtaining an answer
to this question. However, the following example of a non-level licci ideal with a
non-unimodal Hilbert function makes us skeptical of a positive answer.
Example 4.2 ([5], Example 6.10). Let
I = (x3, y7, z7) + x(y2, z2).
Then I{1} = (x2, y2, z2), so I is linked to a CI in two steps. Moreover, the h-vector of S/I is
(1, 3, 6, 7, 6, 6, 7, 6, 5, 4, 3, 2, 1), which is non-unimodal. It is worth noting that r(S/I) = 2,
and the socle is generated in degrees 4 and 12. The fact that the socle degrees are so far
spread apart gives some hope that a positive answer to Question 4.5 is still possible.
We now provide the final definitions and results that allows us to prove our main result
of this section.
Definition 4.3. Let I ⊆ S = k[x1, x2, x3] be a level Artinian monomial ideal. Recall that
hS/I is the h-vector of S/I; if hS/I = (h0, h1, . . . , he), then hi = HS/I(i). Also, the first
difference of HS/I is
∆S/I = HS/I −HS/I(−1).
For aesthetic purposes we simplify the notation and write
∆I := ∆S/I .
Example 4.3. Let
I =
〈
y31y
3
2y
4
3, y
6
1y
2
2y
2
3, y1y
7
2y
2
3, y
5
1y
5
3
〉⊥
= (x71, x
8
2, x
6
3) + (x2x
5
3, x
2
1x
4
2, x
4
2x
3
3, x
4
1x
3
2, x
4
1x2x
3
3, x
6
1x
3
3).
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Then
hS/I = (1, 3, 6, 10, 15, 21, 25, 25, 20, 11, 4),
so
∆I = (1, 2, 3, 4, 5, 6, 4, 0,−5,−9,−7,−4).
Remark 18. Notice how the unimodality of hS/I influences the data of ∆I . The difference
∆I starts as positive, becomes 0 during the peak of hS/I , and from there is negative until
the end.
Lemma 4.6 ([7], Lemma 2.4). The first difference a CI of type (a1, . . . , ad) is
∆H(a1, . . . , ad) = H(a1, . . . , ad−1)−H(a1, . . . , ad−1)(−ad),
where we view the RHS in the polynomial ring over k with d− 1 variables. Moreover, this
holds for any permutation of the ai.
Lemma 4.7. Let J be a grade 3 Artinian monomial ideal. Set s = min{j | β2,j(S/J) > 0}.
Then the sequence HS/J(0), . . . , HS/J(s) is peaked strictly unimodal.
Proof. Suppose J is minimally generated in degrees a1 ≤ · · · ≤ an. Since grade(J) = 3, we
know n ≥ 3. Then J has a presentation
m⊕
i=1
S(−bi)→
n⊕
i=1
S(−ai)→ J → 0,
where m = β2(S/J) and s = min{bi}. We examine the Hilbert function in three
consecutive integers c, c+ 1, c+ 2 with c+ 2 ≤ s.
First, assume c ≥ an. Then, using additivity of the Hilbert function with the
presentation above, we have
∆J(c+ 1) = ∆S(c+ 1)−
n∑
i=1
∆S(c− ai + 1)
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= (c+ 2)−
n∑
i=1
(c− ai + 2)
= (c+ 2)− n(c+ 2) + a1 + · · ·+ an
= (1− n)(c+ 2) + a1 + · · ·+ an.
Similarly, since c+ 2 ≤ s and n ≥ 3,
∆J(c+ 2) = ∆S(c+ 2)−
n∑
i=1
∆S(c− ai + 2) + ∆S(c+ 2− s)
≤ (1− n)(c+ 3) + a1 + · · ·+ an + 1
= ∆J(c+ 1) + 2− n
< ∆J(c+ 1).
Therefore, if ∆J(c+ 1) = 0, then ∆J(c+ 2) ≤ 0, and if ∆J(c+ 1) < 0, then ∆J(c+ 2) < 0.
This proves the case where c ≥ an.
Now assume c < an. Set a0 := 0 and fix j ≤ n− 1 such that aj ≤ c < aj+1. If j = 0,
then ∆J(c+ 1) > 0. If j = 1, then ∆J(c+ 1) = a1 > 0. When j ≥ 2, we show
∆J(c+ 2) < ∆J(c+ 1). There are four cases to consider.
(i.) c + 2 < aj+1. Then, by the same calculation as above,
∆J(c+ 1) = (1− j)(c+ 2) + a1 + · · ·+ aj
and
∆J(c+ 2) ≤ (1− j)(c+ 3) + a1 + · · ·+ aj + 1
= ∆J(c+ 1) + 2− j
< ∆J(c+ 1).
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(ii.) c + 1 = aj+1 = · · · = aj+t and c + 2 < aj+t+1. Then
∆J(c+ 1) = ∆S(c+ 1)−
j∑
i=1
∆S(c+ 1− ai)− t∆S(0)
= (c+ 2)− j(c+ 2) + a1 + · · ·+ aj − t
= (1− j)(c+ 2) + a1 + · · ·+ aj − t,
∆J(c+ 2) = ∆S(c+ 2)−
j∑
i=1
∆S(c+ 2− ai)− t∆S(1)
= (1− j)(c+ 3) + a1 + · · ·+ aj − 2t
= ∆S(c+ 1) + 1− j − t
< ∆S(c+ 1).
(iii.) c + 2 = aj+1 = · · · = aj+t < aj+t+1. Then
∆J(c+ 1) = (1− j)(c+ 2) + a1 + · · ·+ aj
and
∆J(c+ 2) = ∆S(c+ 2)−
j∑
i=1
∆S(c+ 2− ai)− t∆S(0) + ∆S(c+ 2− s)
≤ (1− j)(c+ 3) + a1 + · · ·+ aj − t+ 1
= ∆J(c+ 1) + 2− j − t
< ∆J(c+ 1).
(iv.) c + 1 = aj+1 = · · · = aj+r and c + 2 = aj+r+1 = · · · = aj+r+t.
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Then, by the same logic as above,
∆J(c+ 1) = (1− j)(c+ 2) + a1 + · · ·+ aj − r
and
∆J(c+ 2) ≤ (1− j)(c+ 3) + a1 + · · ·+ aj − 2r − t+ 1
= ∆J(c+ 1) + 2− j − r − t
< ∆J(c+ 1).
In each of these four cases we showed that ∆S(c+ 2) < ∆s(c+ 1). Therefore, by
exhausting all possible cases we have shown that whenever d+ 2 ≤ s, if ∆J(c+ 1) = 0, then
∆J(c+ 2) ≤ 0; and if ∆J(c+ 1) < 0, then ∆J(c+ 2) < 0. This implies that
HS/J(0), . . . , HS/J(s) is peaked strictly unimodal.
Definition 4.4. For a d-tuple B ∈ Zd≥0, set B[t− 1] = (b1 + t− 1, . . . , bd + t− 1).
Lemma 4.8. Suppose I is a level Artinian monomial ideal in k[x1, . . . , xd]. Then I is an
almost CI if and only if
I−1 =
〈
xt1 ◦ yB[t−1], . . . , xtd ◦ yB[t−1]
〉
for some B ∈ Zd≥0 and t > 0.
Proof. If I = CA, there is nothing meaningful to show. Suppose I = (CA, xB) with B 6= 0.
By the proof of Proposition 3.7, we know that
I−1 =
〈
xb1−11 x
a1−1
2 . . . x
ad−1
d , . . . , x
a1−1
1 . . . x
ad−1−1
d−1 x
bd−1
d
〉
.
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Since I is level, we have for any i 6= j,
a1 + · · ·+ ai−1 + bi + ai+1 + · · ·+ ad = a1 + · · ·+ aj−1 + bj + aj+1 + · · ·+ ad,
from which we get
t := ai − bi = aj − bj.
Therefore, ai = bi + t for all i. The converse is an immediate consequence of the proof of
Proposition 3.7.
Example 4.4. The level Artinian monomial ideal with inverse system
I−1 =
〈
y21y
4
2y
4
3, y
4
1y
4
2y
2
3, y
3
1y
3
2y
4
3
〉
,
is not an almost complete intersection. Indeed, the maximum exponent of yi in I−1 is 4 for
all i, but there is no multiple of y41y43 in I−1. This makes the structure described in Lemma
4.8 impossible. However,
J−1 =
〈
y21y
4
2y
4
3, y
4
1y
4
2y
2
3, y
4
1y
2
2y
4
3
〉
=
〈
x2i ◦ y41y42y43 | i = 1, 2, 3
〉
is the almost complete intersection
J = (x51, x
5
2, x
5
3, x
2
1x
2
2x
2
3).
The following theorem collects results that are relevant to Theorem 4.18. Most of these
are special cases of more general results in the cited papers.
Theorem 4.9 ([15], Theorem 5.3). Suppose I ⊆ k[x1, x2, x3] is a level Artinian monomial
ideal. Then the Hilbert function of S/I is peaked strictly unimodal when any of the
following hold.
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(i.) ([52], [54], [61]) I is a CI (i.e., r(S/I) = 1).
(ii.) ([15]) I is an almost CI.
(iii.) ([5]) r(S/I) = 2.
(iv.) ([7]) r(S/I) = 3.
In the paragraph before Theorem 4.2, we noted that Stanley first proved statement (i.)
by investigating what is now known as the Weak Lefshetz Property. The authors of [5]
proved statement (iii.) by showing that such ideals enjoy the Weak Lefschetz Property (in
characteristic zero) as well. However, to illustrate the use of the tools developed in this and
the previous section, we provide a self-contained proof of (iii.), in this case when I is not an
almost CI.
Remark 19. For a CI of type (a1, a2) recall that
H(a1, a2)(i) =

i+ 1 for 0 ≤ i ≤ a1 − 1
a1 for a1 ≤ i ≤ a2 − 1
a1 + a2 − i− 1 for a2 ≤ i ≤ a1 + a2 − 2
Proposition 4.10. Suppose I ⊆ S = k[x1, x2, x3] is a level Artinian monomial ideal such
that d(I) > 1 and r(S/I) = 2. Then the Hilbert function of I is peaked strictly unimodal.
Proof. Let
I−1 =
〈
ya1−11 y
a2−1
2 y
a3−1
3 , y
b1−1
1 y
b2−1
2 y
b3−1
3
〉
.
If yC = lcm(yA, yB), then we may assume that C agrees with A in two components and
with B in only one component. Indeed, if C agrees with both A and B in two components,
then I would be an almost CI by Lemma 4.8. Therefore, after re-ordering the variables if
necessary, we may assume that a1 ≤ a2 ≤ a3 and that a1 > b1, a2 > b2, and a3 < b3. Write
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ai = bi + ti for i = 1, 2, and a3 = b3 − t3. Then, using the structure of Theorem 3.8,
I−1 =
〈
ya1−11 y
a2−1
2 y
a3−1
3
〉
+ ya33
〈
ya1−t1−11 y
a2−t2−1
2 y
t3−1
3
〉
.
Also, since I is level,
t1 + t2 = t3.
By Theorem 3.8, there is monomial double link
I
(x
a1
1 ,x
a2
2 ,x
a3+t3
3 )∼ I ′
(x
a1
1 ,x
a2
2 ,x
t3
3 )∼ (xa1−t11 , xa2−t22 , xt33 ).
We can use Theorem 2.24 to compute a presentation of I as follows:
S(−(a1 + a2 + a3 − t3))
⊕⊕
i<j S(−(ai + aj))
⊕⊕2
i=1 S(−(a3 + ai + t− ti))
−→
⊕2
i=1 S(−ai)
⊕⊕2
i=1 S(−(a3 + ai + ti))
⊕
S(−(a3 + t3))
→ I → 0.
Therefore, by Lemma 4.7, the h-vector of S/I is peaked strictly unimodal up to the
minimum of a1 + a2 + a3 − t3 and a1 + a2. By Corollary 3.12,
HS/I = H(a1, a2, a3) +H(a1 − t1, a2 − t2, t3)(−a3). (4.1)
Set a = a1, a2 and a− t = a1 − t1, a2 − t2. By Lemma 4.6,
∆H(a1, a2, a3) = H(a)−H(a)(−a3); (4.2)
∆H(a1 − t1, a2 − t1, t3) = H(a− t)(−a3)−H(a− t)(−a3 − t3). (4.3)
Notice that the minimum between a1 + a2 + a3− t3 and a1 + a2 depends on whether a3 ≥ t3
or a3 < t3. We study the growth of the Hilbert function in both cases to obtain the desired
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result.
(1.) a3 ≥ t3. Then hS/I is peaked strictly unimodal up to a1 + a2. Assume j ≥ a1 + a2 − 1.
Then H(a)(j) = 0, so by Equations (4.1), (4.2), and (4.3),
∆I(j) = −H(a)(j − a3) +H(a− t)(j − a3)−H(a− t)(j − a3 − t3). (4.4)
Since ai > ai − ti for i = 1, 2, it follows that H(a− t)(i) ≤ H(a)(i) for any i. Further,
by Remark 19, H(a)(i) = H(a− t)(i) if and only if i ≤ a1 − t1 − 1; otherwise
H(a− t)(i) < H(a)(i). Therefore, by Equation (4.4), for j ≥ a1 + a2 − 1,
∆I(j) < −H(a− t)(j − a3 − t3) ≤ 0.
Hence hS/I is peaked strictly unimodal.
(2.) a3 < t3. Then hS/I is peaked strictly unimodal up to a1 + a2 + a3 − t3. If
j ≥ a1 + a2 + a3 − t3 − 1, then
j − a3 ≥ a1 + a2 − t3 − 1 = (a1 − t1) + (a2 − t2)− 1;
hence H(a− t)(−a3) = 0. In particular, by Equations (4.1), (4.2), and (4.3), for
j ≥ a1 + a2 + a3 − t3 − 1,
∆I(j) = H(a)(j)−H(a)(j − a3)−H(a− t)(j − a3 − t3) (4.5)
and ∆I(j + 1) ≤ ∆I(j) if and only if
∆H(a)(j + 1) ≤ ∆H(a)(j + 1− a3) + ∆H(a− t)(j + 1− a3 − t3). (4.6)
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Since
t3 = t1 + t2 < a1 + a2,
it follows that j ≥ a3, which implies that ∆H(a)(j) = −1 as long as j ≤ a1 + a2 − 1.
Furthermore,
∆H(a− t)(j + 1− a3 − t3) = −1 ⇐⇒ a2 − t2 ≤ j + 1− a3 − t3 ≤ a1 + a2 − t3 − 1
⇐⇒ a2 + a3 + t1 − 1 ≤ j ≤ a1 + a2 + a3 − 2
Therefore, on the interval a1 + a2 + a3 − t3 − 1 ≤ j ≤ a1 + a2 − 1, Equation (4.6) is
satisfied; hence ∆I(j + 1) ≤ ∆I(j) on the same interval. If
a1 + a2 − 1 ≤ j ≤ a1 + a2 + a3 − 2, then Equation (4.5) becomes
∆I(j) = −H(a)(j − a3)−H(a− t)(j − a3 − t3) < 0.
In summary, we know that HS/I(j) is peaked strictly unimodal on the interval
0 ≤ j ≤ a1 + a2 + a3 − t3; on the interval a1 + a2 + a3 − t3 − 1 ≤ j ≤ a1 + a2 − 1 we
have ∆I(j + 1) ≤ ∆(j); and HS/I(j) is strictly decreasing from j = a1 + a2 − 1 to the
end. These three facts imply that hS/I is peaked strictly unimodal.
All of the results from Theorem 4.9 imply that if I is a level Artinian monomial ideal
with r(S/I) ≤ 3, then the Hilbert function of S/I is peaked strictly unimodal. The
remainder of this section provides a partial answer for when r(S/I) = 4; in particular, the
partial answer we give is for when r(S/I) = 4 and I is linked in two steps to a CI.
Proposition 4.11 (Structure of Inverse System). Let J be level Artinian monomial ideal
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in k[x1, x2, x3] such that J{1} is a CI. Then, up to re-ordering the variables,
J−1 =
〈
xt1 ◦ yB[t−1], xt2 ◦ yB[t−1], xt3 ◦ yB[t−1]
〉
+ yB
〈
yc1−11 y
c2−1
2 y
c3−1
3
〉
(4.7)
where 1 ≤ b1 ≤ b2 ≤ b3, 1 ≤ ci ≤ t, and c1 + c2 + c3 = 2t. Moreover,
HS/J = H(b1 + t, b2 + t, b3 + t) +H(c
′
1, c
′
2, c
′
3)(−b)−H(t, t, t)(−b), (4.8)
where b = b1 + b2 + b3 and c′1 ≤ c′2 ≤ c′3 denotes c1, c2, c3 in increasing order.
Proof. This is an immediate consequence of Theorem 3.11, Lemma 4.8, and Corollary
3.12.
Lemma 4.12 ([7], [15]). If J is an almost complete intersection, or if J{1} is a CI and in
the structure of Proposition 4.11 we have b1 = 0, then the Hilbert function of S/J is peaked
strictly unimodal.
Proof. Under these conditions, r(S/J) ≤ 3, so the result follows by Theorem 4.9.
Set-up 4.13. For the remainder of the section, we use the following set-up and notation.
Recall the structure of the ideal J we are concerned with from Proposition 4.11.
• Since the case b1 = 0 is proven by the previous lemma, we assume that b1 > 0. Recall
that b1 ≤ b2 ≤ b3.
• The following part of the inverse system
〈
xt1 ◦ yB[t−1], xt2 ◦ yB[t−1], xt3 ◦ yB[t−1]
〉
corresponds to the almost complete intersection
I := (xb1+t1 , x
b2+t
2 , x
b3+t
3 , x
B).
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• The inverse system of J in (4.7) implies that J is linked in two steps to the complete
intersection C := (xc11 , x
c2
2 , x
c3
3 ).
• We also define the complete intersections D = (xb1+t1 , xb2+t2 , xb3+t3 ) and
E = (xt1, x
t
2, x
t
3). Notice that
I
D∼ E.
Therefore, by (4.8) and Proposition 2.25,
HS/J = HS/I +HS/C(−b) = HS/D −HS/E(−b) +HS/C(−b) (4.9)
• Recall that 1 ≤ ci ≤ t and c1 + c2 + c3 = 2t.
• To prove Theorem 4.18, we often consider the difference ∆J , and therefore the
differences ∆D, ∆C, and ∆E. Recall that the formula for the first difference of a CI
in Lemma 4.6 holds for any permutation of the type; therefore, we assume without the
loss of generality that c′i = ci in (4.8).
Remark 20. Applying Theorem 2.24 twice (linking from C to J), we get the following
resolutions of J and I, respectively:
0→ S(−(b+ 2t))4 →
S(−(b+ t))3
⊕⊕3
i=1 S(−(b+ 2t− ci))
⊕⊕3
i=1 S(−(b+ 2t− bi))
→
⊕3
i=1 S(−(bi + t))
⊕⊕3
i=1 S(−(b+ ci))
→ J → 0, (4.10)
0→ S(−(b+ 2t))3 →
S(−(b+ t))3
⊕⊕3
i=1 S(−(b+ 2t− bi))
→
S(−b)
⊕⊕3
i=1 S(−(bi + t))
→ I → 0. (4.11)
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Proposition 4.14. With Set-up 4.13, if b3 ≤ t, then hS/J is peaked strictly unimodal.
Proof. Notice that min{b+ t, b+ 2t− b3} = b+ t when b3 ≤ t. By Lemma 4.7, it follows
that HS/J is peaked strictly unimodal up to b+ t. Using Resolution (4.11), we compute
∆I(b+ t− 1) = ∆S(b+ t− 1)−
3∑
i=1
∆S(b− bi − 1)−∆S(t− 1)
= (b+ t)− t−
3∑
i=1
(b− bi)
= b− 3b+ b1 + b2 + b3
= −b
< 0.
But hS/I is unimodal by Theorem 4.9; therefore, since ∆I(b+ t− 1) < 0, we know that
∆I(b+ t+ j) < 0 for all 0 ≤ j ≤ t− 2. Moreover, since c1 + c2 + c3− 3 is the socle degree of
S/C and
t =
1
2
(c1 + c2 + c3) >
1
2
(c1 + c2 + c3 − 3),
we also know that ∆C(t+ j) ≤ 0 for all j ≥ 0, by Theorem 4.2. Therefore, using formula
(4.9), for any j ≥ 0, we obtain
∆J(b+ t+ j) = ∆I(b+ t+ j) + ∆C(t+ j) < ∆C(t+ j) ≤ 0,
which proves that hS/J is peaked strictly unimodal.
The last statement in the proof actually holds when b3 > t as well.
Proposition 4.15. With Set-up 4.13, it follows that ∆J(b+ t+ j) < 0 for all 0 ≤ j ≤ t− 2.
Proof. The case when b3 ≤ t is proved in Proposition 4.14, so we assume b3 > t. The
following facts are useful.
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(1.) b+ t > b1 + b2 + 2t− 2 since b3 > t.
(2.) Since j ≤ t− 2, it follows by Remark 19 that H(t, t)(j) = j + 1 and
H(t, t)(t+ j) = 2t− (t+ j)− 1 = t− j − 1.
(3.) The socle degree of an Artinian CI of type (c1, c2) is c1 + c2 − 2 = 2t− c3 − 2.
Therefore, if j ≥ t− c3 − 1, then j + t ≥ 2t− c3 − 1, which implies H(c1, c2)(j + t) = 0.
If j < t− c3 − 1, then, since c2 ≤ t, it follows that
H(c1, c2)(j + t) = (c1 + c2)− (j + t)− 1 = (2t− c3)− (j + t)− 1 = t− c3 − j − 1
by Remark 19.
(4.) t− c3 + j = c1 − 1 when j = t− c2 − 1.
(5.) t− c3 + j = c2 − 1 when j = t− c1 − 1.
Using equation (4.9) and Lemma 4.6,
∆J(b+ t+ j) = ∆D(b+ t+ j) + ∆C(t+ j)−∆E(t+ j)
= H(b1 + t, b2 + t)(b+ t+ j)−H(b1 + t, b2 + t)(b1 + b2 + j)
+H(c1, c2)(t+ j)−H(c1, c2)(t− c3 + j)−H(t, t)(t+ j) +H(t, t)(j)
By (1.), we know H(b1 + t, b2 + t)(b+ t+ j) = 0. Set
Hb(j) := H(b1 + t, b2 + t)(b1 + b2 + j);
Hc := H(c1, c2).
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Then for j < t− c3, by (2.) and (3.) above,
∆J(b+ t+ j) = (t− c3 − 1− j) + (j + 1)−Hc(t− c3 + j)− (t− j − 1)−Hb(j)
= −c3 − (t− c3 + j + 1) + j + 1−Hb(j)
= −t−Hb(j)
< 0.
When j ≥ t− c3,
∆J(b+ t+ j) = 2j + 2− t−Hc(t− c3 + j)−Hb(j). (4.12)
We prove the rest by looking at different intervals.
(i.) t− c3 ≤ j ≤ t− c2 − 1. By (4.) above, we know Hc(t− c3 + j) = t− c3 + j + 1.
Thus equation (4.12) becomes
∆J(b+ t+ j) = 2j + 2− t− (t− c3 + j + 1)−Hb(j)
= j + 1− 2t+ c3 −Hb(j)
≤ c3 − c2 − t−Hb(t)
< 0
since t ≥ c3 > c3 − c2.
(ii.) t− c2 ≤ j ≤ t− c1 − 1. On this interval, by (4.) and (5.) above, we get
Hc(t− c3 + j) = c1. Then equation (4.12) becomes
∆J(b+ t+ j) = 2j + 2− t− c1 −Hb(j).
Now Hb(j) ≥ min{b1 + b2 + j + 1, 2t− j − 1}. We check both cases: if
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Hb(j) ≥ b1 + b2 + j + 1, then
∆J(b+ t+ j) = 2j + 2− t− c1 − (b1 + b2 + j + 1)
= j + 1− t− c1 − b1 − b2
≤ (t− c1 − 1) + 1− t− c1 − b1 − b2
= −2c1 − b1 − b2
< 0.
If Hb(j) ≥ 2t− j − 1, then
∆J(b+ t+ j) = 2j + 2− t− c1 − (2t− j − 1)
= 3(j − t+ 1)− c1
≤ 3(t− c1 − 1− t+ 1)− c1
= −4c1
< 0.
(iii.) j ≥ t− c1. By (5.) above, we have Hc(t− c3 + j) = t− 1− j. Thus equation 4.12
becomes
∆J(b+ t+ j) = 3j − 2t+ 3−Hb(j).
Again, Hb(j) ≥ min{b1 + b2 + j + 1, 2t− j − 1}. Recall j ≤ t− 2, so j − t+ 1 < 0.
We check both cases: if Hb(j) ≥ b1 + b2 + j + 1, then
∆J(b+ t+ j) = 3j − 2t+ 3− (b1 + b2 + j + 1)
= 2(j − t+ 1)− b1 − b2 < 0.
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If Hb(j) ≥ 2t− j − 1, then
∆J(b+ t+ j) = 3j − 2t+ 3− (2t− j − 1)
= 4(j − t+ 1)
< 0.
We need the next two results to finish proving the result for the case when b3 > t.
Lemma 4.16. With Set-up 4.13, assume b3 > t and fix j in the interval 0 ≤ j ≤ t− 1 and
that ∆D(b+ j + 1) > 0. Then ∆D(b+ j + 1) < ∆D(b+ j).
Proof. Recall that b3 > t, so b > b2 + t. Then, by Remark 19,
H(b1 + t, b2 + t)(b+ j) = 2t− b3 − 1− j,
as long as b+ j ≤ b1 + b2 + 2t− 2, or, equivalently, when j ≤ 2t− b3 − 2. When
j > 2t− b3 − 2, H(b1 + t, b2 + t)(b+ j) = 0. Also, again by Remark 19,
H(b1 + t, b2 + t)(b1 + b2 − t+ j) =

b1 + b2 + j − t+ 1 if t− b1 − b2 ≤ j ≤ 2t− b2 − 1
b1 + t if 2t− b2 ≤ j ≤ 2t− b1 − 1
3t− j − 1 if 2t− b1 ≤ j ≤ 3t− 2
Therefore, since 2t− b2 − 1 ≥ 2t− b3 − 2,
∆D(b+ j) = H(b1 + t, b2 + t)(b+ j)−H(b1 + t, b2 + t)(b1 + b2 − t+ j)
81
=

2t− b3 − j − 1 if 0 ≤ j ≤ t− b1 − b2 − 1
3t− b− 2j − 2 if t− b1 − b2 ≤ j ≤ 2t− b3 − 2
t− b1 − b2 − j − 1 if 2t− b3 − 1 ≤ j ≤ 2t− b2 − 1
−b1 − t if 2t− b2 ≤ j ≤ 2t− b1 − 1
−3t+ j + 1 if 2t− b1 ≤ j ≤ 3t− 2
Only the first two intervals above yields ∆D(b+ j) > 0. If j + 1 ≤ t− b1 − b2 − 1, then
∆D(b+ j + 1) = 2t− b3 − (j + 1)− 1 < 2t− b3 − j − 1 = ∆D(b+ j).
If t− b1 − b2 ≤ j + 1 ≤ 2t− b3 − 2 and j ≥ t− b1 − b2, then
∆D(b+ j + 1) = 3t− b− 2(j + 1)− 2 < 3t− b− 2j − 2 = ∆D(b+ j).
Lastly, if j = t− b1 − b2 − 1 (when j and j + 1 are on different intervals in which ∆D > 0),
then
∆D(b+ j + 1) = b1 + b2 − b3 + t− 1 < b1 + b2 − b3 + t = ∆D(b+ j).
In each case, we see that ∆D(b+ j + 1) < ∆D(b+ j), as desired.
Proposition 4.17. With Set-up 4.13, assume b3 > t and fix j in the interval 0 ≤ j ≤ t− 1.
If ∆J(b+ j) = 0, then ∆(b+ j + 1) ≤ 0, and if ∆J(b+ j) < 0, then ∆J(b+ j + 1) < 0.
Proof. We divide 0 ≤ j ≤ t− 2 by c1, c2, and c3. Some intervals below may empty, in which
case we just move on to the next. Recall that hS/D is peaked strictly unimodal since D is a
CI.
(i.) 0 ≤ j ≤ c1 − 1. Since ∆C(j) = ∆E(j) when j ≤ c1 − 1, if ∆J(b+ j) = 0 for
j ≤ c1 − 2, then by Equation (4.9), ∆D(b+ j) ≤ 0 and therefore ∆J(b+ j + 1) ≤ 0. If
∆J(b+ j) < 0 for j ≤ c1 − 2, then by the same reasoning ∆D(b+ j) < 0, which
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implies ∆J(b+ j + 1) < 0. Therefore, we only need to consider the endpoint of this
interval. Recall that 1 ≤ ci ≤ t for i = 1, 2, 3 and c1 + c2 + c3 = 2t; in particular,
c1 < t. Then, by Lemma 4.6 and Remark 19, for −1 ≤ i ≤ 0,
∆E(c1 + i) = H(t, t)(c1 + i)−H(t, t)(c1 − t+ i) = c1 + i+ 1 ≥ c1.
Similarly, for −1 ≤ i ≤ 0,
∆C(c1 + i) = H(c1, c2)(c1 + i)−H(c1, c2)(c1 − c3 + i)
=
 c1 if i = −1 or c1 < c2c1 − 1 if i = 0 and c1 = c2
≤ c1.
Therefore, ∆J(b+ c1 − 1) = ∆D(b+ c1 − 1) and ∆J(b+ c1) ≤ ∆D(b+ c1). In
particular, since hS/D is peaked strictly unimodal, if ∆J(b+ c1 − 1) = 0, then
∆D(b+ c1 − 1) = 0 and ∆J(b+ c1) ≤ ∆D(b+ c1) ≤ 0. Lastly, if ∆J(b+ c1 − 1) < 0,
then ∆D(b+ c1 − 1) < 0 and ∆J(b+ c1) ≤ ∆D(b+ c1) < 0.
(ii.) c1 ≤ j ≤ c2 − 2. Fix j′ such that j ≤ j′ ≤ j+ 1. Then j′− c3 ≤ c2− c3− 1 < 0; hence
∆C(j
′) = H(c1, c2)(j
′)−H(c1, c2)(j′ − c3) = c1.
Further, since j′ ≤ c2 − 1 < t and j′ − t ≤ c2 − 1− t < 0,
∆E(j
′) = H(t, t)(j′)−H(t, t)(j′ − t) = j′ + 1.
Therefore,
∆J(b+ j
′) = ∆D(b+ j
′)c1 − j′ − 1 < ∆D(b+ j′).
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If ∆D(b+ j + 1) ≤ 0, then ∆J(b+ j + 1) < 0 and there is nothing to show. If
∆D(b+ j + 1) > 0, then by Lemma 4.16,
∆J(b+ j + 1) = ∆D(b+ j + 1)− j − 2 < ∆D(b+ j)− j − 1 = ∆J(b+ j).
In particular, if ∆J(b+ j) ≤ 0, then ∆J(b+ j + 1) < 0.
(iii.) c2 − 1 ≤ j ≤ c3 − 2. Fix j′ in the interval j ≤ j′ ≤ j + 1. Then by Remark 19, since
c2 − 1 ≤ j′ ≤ c3 − 1 < t,
∆C(j
′) = H(c1, c2)(j
′)−H(c1, c2)(j′ − c3) = c1 + c2 − j′ − 1
and
∆E(j
′) = H(t, t, )(j′)−H(t, t)(j′ − t) = j′ + 1.
Therefore, by Equation (4.9),
∆J(b+ j
′) = ∆D(b+ j
′) + c1 + c2 − 2j′ − 2.
Since j′ ≥ c2 − 1 and c1 ≤ c2
c1 + c2 − 2j′ − 2 ≤ c1 + c2 − 2c2 − 4 < 0;
hence ∆J(b+ j′) < ∆D(b+ j′), so if ∆D(b+ j′) ≤ 0, then ∆J(b+ j′) < 0 and there is
nothing to show. If ∆D(b+ j + 1) > 0, then by Lemma 4.16,
∆J(b+ j + 1) = ∆D(b+ j + 1) + c1 + c2 − 2(j + 1)− 2
< ∆J(b+ j) + ∆D(b+ j) + c1 + c2 − 2j − 2
= ∆J(b+ j).
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In particular, if ∆J(b+ j) ≤ 0, then ∆J(b+ j + 1) < 0.
(iv.) c3 − 1 ≤ j ≤ t− 2. As before, fix j′ in the interval j ≤ j′ ≤ j + 1. Since j′ ≤ t− 1
and j − c3 ≤ t− c3 − 1 < 0, we get
∆C(j
′) = H(c1, c2)(j
′)−H(c1, c2)(j′ − c3) = H(c1, c2)(j′).
By Remark 19, since j′ ≥ c3 − 1 ≥ c2 − 1,
H(c1, c2)(j
′) =
 c1 + c2 − j
′ − 1 if j′ ≤ c1 + c2 − 2
0 if j′ ≥ c1 + c2 − 1
Also, since j′ − t < 0,
∆E(j
′) = H(t, t)(j′)−H(t, t)(j′ − t) = j′ + 1.
Therefore,
∆J(b+ j
′) = ∆D(b+ j
′) +
 c1 + c2 − 2j
′ − 2 if j′ ≤ c1 + c2 − 2
−j′ − 1 if j′ ≥ c1 + c2 − 1
Since j′ ≥ c3 − 1, we have c1 + c2 − 2j′ − 2 < 0; hence ∆J(b+ j′) < ∆D(b+ j′). As
before, we can reduce to the case when ∆D(b+ j + 1) > 0 and show that
∆J(b+ j + 1) < ∆J(b+ j) by applying Lemma 4.16. If j + 1 ≤ c1 + c2 − 2, then
∆J(b+ j + 1) = ∆D(b+ j + 1) + c1 + c2 − 2(j + 1)− 2
< ∆D(b+ j + 1) + c1 + c2 − 2(j + 1)− 2
= ∆j(b+ j).
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If j ≥ c1 + c2 − 1, then
∆J(b+ j + 1) = ∆D(b+ j + 1)− j − 2 < ∆D(b+ j + 1)− j − 1 = ∆j(b+ j).
Lastly, if j = c1 + c2 − 2, then
∆J(b+ j + 1) = ∆D(b+ j + 1)− c1 − c2 < ∆D(b+ j + 1)− c1 − c2 + 2 = ∆J(b+ j).
In particular, if ∆J(b+ j) ≤ 0, then ∆J(b+ j + 1) < 0.
Theorem 4.18. If J is a level, Artinian monomial ideal in k[x1, x2, x3] that can be linked
within two steps to a CI, then the Hilbert function of S/J is peaked strictly unimodal.
Proof. If J is linked in one step to a CI, then J is an almost CI, so the statement follows by
Theorem 4.9. If J is linked in two steps to a CI, then the generators of J−1 are described
by Proposition 4.11. With that structure, if b1 = 0, then the statement follows by Lemma
4.12. If b1 > 0 and b3 ≤ t, then the statement follows by Proposition 4.14. We finish the
proof by showing that Propositions 4.15 and 4.17 handle the case when b1 > 0 and b3 > t.
So assume b1 > 0 and b3 > t. Recall Equation (4.9):
HS/J = HS/D −HS/E(−b) +HS/C(−b).
Also recall that by Lemma 4.7, we know HS/J is peaked strictly unimodal up to degree
b+ 2t− b3 = b1 + b2 + 2t, and that the socle degree of S/J is b+ 2t− 3.
Suppose n is the smallest integer such that ∆J(n) < 0. If n < b, then
n+ 1 < b+ 1 < b1 + b2 + 2t,
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so ∆J(n+ 1) < 0 by Lemma 4.7. If b ≤ n ≤ b+ t− 1, then ∆J(n+ 1) < 0 by Proposition
4.17. Lastly, we know ∆J(j + 1) < 0 whenever b+ t ≤ n+ 1 ≤ b+ 2t− 3 by Proposition
4.15. Therefore, in any case, ∆J(n+ 1) < 0. If n is the smallest integer such that
∆J(n) = 0, then by the same reasoning (using the same lemma and two propositions), we
find that ∆J(n+ 1) ≤ 0. This shows that hS/J is strictly increasing (∆J > 0), possibly
constant (∆J = 0), and as soon as it starts decreasing (∆J < 0), the sequence is strictly
decreasing to the end. In other words, hS/J is peaked strictly unimodal.
The techniques of this section were partly inspired by Boyle’s work in [7] and [8]. It
may be possible to push these techniques further to handle other cases with CM type 4.
For instance, Example 3.5 was a level algebra with CM type 4, and we used our structure
theorem and the Hilbert function calculations of Theorem 3.11 and Corollary 3.12 to
compute the Hilbert function and saw that it was unimodal. However, we now transition to
focus on different numerical invariants under homogeneous linkage.
5 Further Properties of Grade 3 Linkage
In this section we focus mainly on linkage classes of grade 3 perfect ideals. In
particular, we find important data in Ferrand’s mapping cone resolution for direct links,
including the presence of minimal Koszul relations. We also examine how the graded Betti
tables of special grade 3 ideals can provide information regarding the grade jumps of the
ideals. These tools are crucial for the proof of Theorem 7.1.
5.1 Ferrand’s Mapping Cone and Minimal Koszul Relations in Grade 3
Let I be a grade 3 perfect S-ideal containing a grade 3 complete intersection
C = (f1, f2, f3). Assume I 6= C, and set J = C : I. Let (F , d ) be a minimal graded free
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resolution of I and let (K , δ ) be the Koszul resolution of C. Recall the homogeneous SES
0→ C → I → ωS/J → 0.
Let ϕ be the map of resolutions K → F extending C ⊆ I. The mapping cone is
visualized in Figure 4 below.
C I ωS/J 00
K1 F1 F1
K2 F2
K3 F3 K2 F3⊕
K1 F2⊕
0 0 K3
0
Figure 4: Ferrand Mapping Cone - Grade 3
Since F and K are minimal, there are no unit entries in di or δi for any i. Thus all
unit entries in the differentials of the induced resolution of J are unit entries in the
connecting maps ϕi. We examine what these unit entries say about the structure of either
the original ideal I or the complete intersection C.
Definition 5.1. Let I be an S-ideal containing distinct elements f, g1, . . . , gt. We say that
f and g1, . . . , gt are weak associates in I if there exist units ζ1, . . . , ζt ∈ k and h ∈ mI for
which
f = ζ1g1 + · · ·+ ζtgt + h.
When I is understood, we say that f and g1, . . . , gt are weak associates.
• Unit entries in ϕ1: Fix a minimal generating set of I and let {e1, e2, e3} be the
standard basis of K1. If ϕ1(ei) ∈ F1 has a unit entry, then fi and some minimal
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generators of I are weak associates. Thus unit entries of ϕ1 correspond to using part
of a minimal generating set of I for generators of C.
• Unit entries in ϕ3: If ϕ3 had a unit entry, then J = S, which would imply C = I.
However, we started with the assumption that C 6= I, so there cannot be unit entries
in ϕ3.
• Unit entries in ϕ2: Let {e12, e13, e23} be the standard basis of K2. The mapping cone
figure illustrates that there is a unit entry in ϕ2 if and only if fi ∈ mJ for some i
(since ϕ3 cannot have unit entries). We may assume i = 1. Then f1 ∈ mJ if and only
if ϕ2(e23) has a unit entry, which is equivalent to ϕ2(e23) ∈ d2(F2)/md2(F2). By
commutativity of ϕ , this is equivalent to the Koszul relation between f2 and f3
representing a minimal first syzygy of I. Notice that in this case, {f2, f3} must be
part of a minimal generating set of I. These unit entries appear in the red map of
Figure 4.
Definition 5.2. Let I be a perfect homogeneous S-ideal with a minimal graded free
resolution (F , d ).
(1.) If {e1, . . . , et} is a basis of F1 with d1(ei) = fi, and σ = g1e1 + · · ·+ gtet is a
homogeneous element of Syz1(I), then the degree of σ is deg σ = deg gi + deg fi, for
any nonzero gi.
(2.) The R-module Syz1(I)≤d consists of all first syzygies of degree d or less.
(3.) If f, g ∈ I and the Koszul relation between f and g is a minimal syzygy of I, then we
say that f and g yield a minimal Koszul relation in I.
(4.) Set M = d2(F2) and let K be the submodule of M generated by the Koszul relations
on the entries of d1. The number of distinct minimal Koszul relations in I is the value
λ(I) := dimk(K + mM)/mM.
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The value λ(−) was used by A. Kustin and M. Miller in [43] and [44] to distinguish
classes of grade 4 Gorenstein ideals, and was used by A. Brown in [9] to classify all grade 3,
CM type 2 perfect ideals with λ = 1 in Noetherian local rings.
The work above proves the following proposition.
Proposition 5.1. Suppose I is a grade 3 perfect S-ideal containing a grade 3 complete
intersection C with C 6= I. Let (G , ∂ ) be Ferrand’s reduced mapping cone resolution of
J = C : I.
i. There is a unit entry in ∂3 if and only if a subset of a minimal generating set of C is
also part of a minimal generating set of I. In this case, the number of rows with a unit
entry is the size of the largest such subset of C; and
ii. There is a unit entry in ∂2 if and only if some pair of minimal generators of C yield a
minimal Koszul relation in I. In this case, the number of rows with a unit entry is the
number of such pairs of generators for a fixed generating set of C.
Corollary 5.2 ([9], Lemma 2.4). With the same set-up as Proposition 5.1, the minimal
free resolution of I may be obtained by trimming the resolution G , and the trims are
determined by the unit entries in the maps ∂2 and ∂3.
Corollary 5.3. Let I be a grade 3 perfect S-ideal containing the grade 3 complete
intersection C = (f1, f2, f3). If f1 ∈ mI, then f2 and f3 yield a minimal Koszul relation in
C : I.
Our approach to prove the main theorem is to study double links of the proposed
non-SBL ideals. The previous statements about minimal Koszul relations play an
important role in understanding these double links.
Definition 5.3. Assume I is a homogeneous perfect S-ideal, and C and D are
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homogeneous complete intersections such that
I
C∼ I1
D∼ I2.
If type(C) ≥ type(D), then way say that I2 is a sequentially bounded double link of I with
respect to type(C).
The classes of ideals we consider in the next section each have λ = 1. Avoiding the
minimal Koszul relation, double links of these ideals with repeated types has little effect on
the minimal graded free resolution. We formalize this with a definition. Recall that for an
ideal I, the value d(I) = µ(I)− grade(I) is the deviation of I.
Definition 5.4. Let I be a grade 3 homogeneous perfect S-ideal containing a complete
intersection C of type (a1, a2, a3). Consider
I
C∼ I1
D∼ I2,
where type(D) = type(C). If d(I1) = r(S/I) (equivalently, C contains no pair of forms that
yield a minimal Koszul relation in I) and the minimal type of I1 is (a1, a2, a3), then we say
I2 is a ghost double link of I with respect to (a1, a2, a3).
The word ghost is motivated by this observation: if I2 is a ghost double link of I with
respect to (a1, a2, a3), and if F is a minimal free resolution of I, then applying Ferrand’s
mapping cone twice shows that F ′ is a free resolution of I2, where
F ′1 = F1 ⊕ S(−a1)⊕ S(−a2)⊕ S(−a3),
F ′2 = F2 ⊕ S(−a1)⊕ S(−a2)⊕ S(−a3), and
F ′3 = F3.
The terms S(−ai) may or may not trim, and thus are examples of ghost terms. In
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particular, for 1 ≤ j ≤ 3, we have
βi,aj(S/I) ≤ βi,aj(S/I2) ≤ βi,aj(S/I) + 3
for 1 ≤ i ≤ 2, and β3,j(S/I) = β3,j(S/I2) for all j (if a1, a2, a3 are distinct, this inequality
becomes βi,aj(S/I) + 1 on the right). There are, however, common scenarios that guarantee
at least some of the ghost terms do trim.
Lemma 5.4. Assume I2 is a ghost double link of I with respect to (a1, a2, a3). If C and D
are the intermediate complete intersections as above, then write C = (g1, g2, g3) and
D = (f1, f2, f3) where ai = deg fi = deg gi. Then for a fixed j, we have
β1,aj(S/I2) ≤ βi,aj(S/I) + 2 (for i = 1, 2) if either of the following hold:
i. gj a minimal generator of I.
ii. gj ∈ mI, and fi, fk are weak associates of gi, gk in I1, respectively, where j, i, and k are
distinct.
In particular, if a1, a2, a3 are distinct, then β1,aj(S/I2) = βi,aj(S/I) for i = 1, 2.
Proof. Assume j = 1. If f1 is a minimal generator of I, then by Proposition 5.1.i., the term
S(−(a2 + a3)) in steps 2 and 3 of the resolution of I1 can trim. In Ferrand’s mapping cone
resolution of I2 = D : I1, these terms take the form S(−a1) in steps 1 and 2. Since they can
trim, the only possible difference in the Betti tables of I and I2 is from the ghost terms
S(−a2) and S(−a3) in steps 1 and 2 of the resolution of I2.
To prove ii., let K = Syz1(I1). If gj ∈ mI, then by Corollary 5.3, the Koszul relation
between g2 and g3 is a minimal first syzygy in I1, which we denote by σ ∈ K. Since
f2 = ζg2 + h and f3 = ζ ′g3 + h′ for some ζ, ζ ′ ∈ k and h, h′ ∈ mI1, the Koszul relation
between f2 and f3 is of the form ζ ′′σ + σ′ where ζ ′′ ∈ k and σ′ ∈ mK. In particular, f2 and
f3 yield a minimal Koszul relation in I1, which by Proposition 5.1.ii. concludes the
proof.
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We close this section by formulating to what extent we can expect the appearance of
minimal Koszul relations in grade 3 licci ideals. There are examples of grade 3 licci ideals
with λ = 0 (see [9], Example 4.6). However, there are no known examples of grade 3 licci
ideals with λ = 0 that cannot be minimally linked to an ideal with λ > 0. Also, the only
way to link a grade 3 perfect ideal to a complete intersection is to use a sequence of links in
which there are sufficiently many regular sequences with pairs of generators yielding
minimal Koszul relations. Indeed, such regular sequences are the only guarantee that the
total Betti numbers will decrease in double links.
Proposition 5.5. Assume R is a local Gorenstein ring, and let I be a grade 3 perfect ideal
with r(R/I) = r. If I is not licci, then there is a sequence of links
I = I0 ∼ I1 ∼ · · · ∼ In = J
where λ(J) = 0 and n ≤ 2(r − 2).
Proof. If λ(I) > 0, then there is a complete intersection C ⊆ I such that two minimal
generators of C yield a minimal Koszul relation in I. If I1 = C : I, then d(I1) < r(R/I) by
Proposition 5.1.ii. If C1 is a complete intersection generated by part of a minimal
generating set of I1 and I2 = C1 : I1, then r(R/I2) = d(I1) < r(R/I) by Proposition 5.1.i.
Continuing in this manner, if λ(I2t) > 0, we can repeat the steps above to construct an
ideal I2(t+1) linked in two steps to I2t with r(R/I2(t+1)) < r(R/I2t). All grade 3 perfect
R-ideals of CM type 1 are licci, so this process must terminate at or before t = r − 2.
Using deformation theory and Gaeta’s result that all grade 2 perfect ideals are licci, it
can be deduced that all grade 3 perfect ideals containing a linear form are licci. However,
the following lemma provides an alternate proof using minimal Koszul relations.
Lemma 5.6. Let I be a homogeneous S-ideal minimally generated by f1, . . . , fn. If ` is a
linear form regular on S/I, then the Koszul relation between ` and fi is a minimal relation
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in the ideal (I, `) for all i.
Proof. Consider the short exact sequence
0→ R/I : `(−1) ·`−→ R/I → R/(I, `)→ 0.
Since ` is regular on I, it follows that I : ` = I. Thus, constructing the resolution of
R/(I, `) as the mapping cone of R/I : `→ R/I from the short exact sequence above, the
generators of I : ` correspond to minimal Koszul relations in (I, `).
Corollary 5.7. Every grade 3 homogeneous perfect S-ideal containing a linear form is licci.
Proof. If I is a grade 3 perfect R-ideal containing a linear form, then it is possible to
construct a complete intersection C ⊆ I containing the linear form. By Lemma 5.6, the
generators of C yield at least two minimal Koszul relations in I. Since C : I contains the
same linear form, by Lemma 5.6 we have λ(C : I) > 0. From this we see that as long as the
linear form is used to construct links, there is an arbitrarily long sequence of links such
that λ > 0 for any ideal in the sequence. Thus I is licci by Proposition 5.5.
5.2 Betti Numbers and Regular Sequences
Much of our work in later sections uses the Betti table to find regular sequences of
certain degrees. For example, in the monomial ideal I = (x3, y3, z3, xy, xz) the smallest
degree sequence is realized by the regular sequence xy, x3 − y3, z3. In particular, the
quadrics xy and xz do not form a regular sequence. The Betti table of I is
0 1 2 3
0 1 − − −
1 − 2 1 −
2 − 3 4 1
3 − − − −
4 − − 1 1
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and we know from this Betti table that the two quadrics cannot form a regular sequence.
Indeed, the first syzygy of degree 3 shows that there is a linear relation between the two
quadrics. Therefore, the smallest possible degree sequence in I is (2, 3, 3).
Below we record several lemmas that interpolate between the graded Betti numbers
and data about the regular sequences in the polynomial ring S. These are each used quite
often in the proofs leading up to our main result (the last two sections).
Lemma 5.8. Let q be a quadratic form, and let f, g be nonzero, homogeneous polynomials
of degrees n and m, respectively, with n ≥ m > 1 and such that neither f nor g are
multiples of q. Let H = (q, f, g).
i. If grade(H) = 1, then β2,j(S/H) 6= 0 for j ∈ {n+ 1,m+ 1}, and∑
j<n+m β2,j(S/H) ≥ 3.
ii. Assume n = m and that I ′ is an S-ideal with α := min{j : β1,j(S/I ′) 6= 0} > n.
Consider the ideal I = (H, I ′) and set p =
∑
j<2n β2,j(S/I). If p < 3, or if p = 3 and
either max{j | j < 2n and β2,j(S/I) > 0} = α + 1 and β2,α+2(S/I) = 0 or
α + 1 ≤ max{j | j < 2n and β2,j(S/I) > 0} ≤ α + 2 < 2n,
then grade(H) ≥ 2.
Proof. To prove i., write H = `H ′, which is possible because H is a grade 1 ideal
containing a quadric. The result follows by the short exact sequence
0→ S/H ′(−1) ·`−→ S/H → S/(`)→ 0.
Part ii. essentially follows by the Koszul argument (see Definition 6.5). Indeed, if p < 3,
then grade(H) ≥ 2 by the previous part. Assume p = 3. Then, since α > n, we have
β2,n+1(S/I) = 2. Moreover, β2,j(S/I) = 1 for exactly one j with α + 1 ≤ j ≤ α + 2. With
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the conditions of the statement, the Koszul argument implies the corresponding syzygy
must involve the quadric and one of the degree α generators of I, which by part i. implies
grade(H) ≥ 2.
Example 5.1. Suppose I is a grade 3 ideal with the following (partial) Betti table.
0 1 2 3
0 1 − − −
1 − 1 − −
2 − − − −
3 − − − −
4 − 2 2 −
5 − − − −
6 − 1 1 −
7 − − − −
8 − − − −
From the statement of the previous lemma, we have n = 5, α = 7, and p = 3. Also,
max{j | j < 2n and β2,j(S/I) > 0} = 8 = α + 1, and β2,9(S/I) = 0. Therefore, there exists
a CI of type (2, 5,−) in I.
Lemma 5.9. Suppose I is minimally generated by forms f1, . . . , fn ∈ S with
deg f1 ≤ · · · ≤ deg fn. Set I ′ = (f1, . . . , fn−1). Then
grade(I ′) ≤
∑
j>deg fn
β2,j(S/I).
Proof. Let F be the minimal graded free resolution of I, and let K = Syz1(I). Let
{e1, . . . , en} be a basis for F1, and set m =
∑
j>deg fn
β2,j(S/I). Then for i = 1, . . . ,m, there
are syzygies
σi = g1ie1 + · · ·+ gnien ∈ K
which form a minimal generating set of K/(K≤deg fn). The Koszul relations
fnei − fien ∈ K, for i = 1, . . . , n− 1, can be written as R-combinations of the σi and
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syzygies of degree less than deg fn. Since the lower degree relations lie in the span of
{e1, . . . , en−1} (indeed, recall how we define degree in Definition 5.2), it follows that
(f1, . . . , fn−1) ⊆ (gn1, . . . , gnm). Thus the result follows by the Principal Ideal Theorem.
Lemma 5.10 ([36], Remark 3.1). Let I be a perfect, grade n S-ideal with
M = max{j : βn,j(S/I) 6= 0}. If I contains a complete intersection of type (a1, . . . , an),
then a1 + · · ·+ an ≥M , with equality if and only if I is a complete intersection.
These last lemmas are concerned with special cases of linear relations.
Lemma 5.11. Assume g ∈ S is a form of degree n > 0 and ` is a linear form such that
g /∈ (`). Let H ⊆ S be a nonzero, proper ideal, and let H be the minimal graded free
resolution of H.
If the colon ideal (`H) : g contains a linear form, then (`H) : g = `S, and the minimal
graded free resolution of (`H, g) is H′ , where H ′1 = H1(−1)⊕ S(−n),
H ′2 = H2(−1)⊕ S(−(n+ 1)), and H ′i = Hi(−1) for all i > 2. In particular, if pd(H) ≥ 2,
then `H and (`H, g) have the same projective dimension.
Proof. Since g /∈ (`), the sequence g, ` is a regular sequence. Thus for some linear form `′,
`′S ⊆ (`H) : g ⊆ `S : g = `S,
which implies `′S = `S and (`H) : g = `S. The second and third statements are an
immediate consequence of the short exact sequence
0→ S/(`)(−n) ·g−→ S/`H → S/(`H, g)→ 0
and the Horseshoe Lemma.
Lemma 5.12. Let I be an Artinian S-ideal where d ≥ 3. If a minimal generator of degree
n is a linear multiple of a socle generator, then β2,n+1(S/I) ≥ 2.
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Proof. Suppose f is a minimal generator of degree n and let s be a socle generator with
f = `s for some linear form `. Choose two linear forms `1, `2 for which `, `1, and `2 are
linearly independent. Then `(`is) = `i(`s), for i = 1, 2, are distinct linear relations, which
must be minimal by degree reasons and linear independence.
6 Distinct Families of Homogeneously Licci Ideals
In this section we define and study the different families of homogeneous licci ideals in
S = k[x1, . . . , xd] mentioned in the Introduction. More specifically, we define minimally
licci, strongly* licci, sequentially nested licci, and sequentially bounded licci; the last family
being the weakest property of them all. The property of being minimally licci was the
subject of [36], and strongly licci ideals were defined in [35] in connection with monomial
linkage (through looking at initial ideals). In [36], Huneke, Migliore, Nagel, and Ulrich
construct a family of licci ideals that are licci but not minimally licci. We show these
ideals, and their minimal links, are SBL (Propositions 6.10 and 6.12). Theorem 6.14
generalizes the proof of their main result (which is Theorem 3.2 in [36]). Indeed, to prove
their result, they show that the Betti tables are unchanged after minimal double links. We
show that the Betti tables are unchanged after sequentially bounded double links when the
first link uses a quadric. The proof is very technical, and relies heavily on the lemmas of
the previous section. The proof is also a prototype for the proofs in Section 7, where we
prove the main theorem.
6.1 Definitions and Examples
We first recall the definitions from the Introduction that distinguish several ways to
link a homogeneous ideal to a homogeneous complete intersection.
Definition 6.1. Suppose I is a homogeneous S-ideal linked to a complete intersection Is
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by the links
I = I0
C0∼ I1∼ . . .∼ Is−1
Cs−1∼ Is.
If Ci is homogeneous for all i, then I is homogeneously licci. Assume these are all
homogeneous links for the following defintions.
(1.) If Ci has minimal type in Ii for all i = 0, . . . , s− 1, then I is minimally licci.
(2.) If C0 ⊆ C1 ⊆ · · · ⊆ Cs−1, then I is sequentially nested licci (SNL).
(3.) If type(C0) ≥ type(C1) ≥ · · · ≥ type(Cs−1), then I is sequentially bounded licci (SBL).
Remark 21. With the set-up of Definition 6.1, we may only be concerned with the types
used in the links and write
I = I0
type(C0)∼ I1∼ . . .∼ Is−1
type(Cs−1)∼ Is.
Lemma 6.1. From the definitions it is clear that all minimally licci ideals and all SNL
ideals are SBL.
Theorem 6.2. The following is a collection of known results.
(i.) Grade 2 homogeneous perfect ideals are minimally licci (Gaeta, [21]).
(ii.) Grade 3 homogeneous, perfect Gorenstein ideals are minimally licci (Migliore-Nagel,
[48]).
(iii.) Artinian licci monomial ideals are SNL by Theorem 3.1.
We first state our result for SNL ideals. These links have a nice structure but the
property is fairly strong compared to the others.
Proposition 6.3. Suppose I be an Artinian S-ideal. If
I
C∼ J D∼ K
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and C ⊆ D, then there is some form f of degree d′ such that D = (C : f). Moreover,
K = (I : f) = (C : f) +K ′
for some ideal K ′ such that
I = C + fK ′.
Lastly, if I, C, and D are homogeneous, then
hS/I = hS/(C,f) + hS/K(−d′).
Proof. Let C−1 = 〈gc(y)〉 and D−1 = 〈gd(y)〉. Then D−1 ⊆ C−1 implies gd(y) = f(x) ◦ gc(y)
for some f ∈ S; i.e., D = (C : f). Let {f1, . . . , ft} be a generating set for J . Then
K−1 = 〈f1 ◦ gd(y), . . . , ft ◦ gd(y)〉 = f ◦ 〈f1 ◦ gc(y), . . . , ft ◦ gc(y)〉 = f ◦ I−1.
This proves K = (I : f). Since (C : f)f ⊆ C ⊆ I, we can write
K = (I : f) = (C : f) +K ′
for some ideal K ′. Then
C : (C + fK ′) = C : (fK ′) = (C : f) : K ′ = D : K ′ = D : K,
so there is a sequence of links
K
D∼ J ′ C∼ (C + fK ′).
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Reading the links
I
C∼ J D∼ K
from right to left, we see that J ′ = J and therefore C + fK ′ = I, as desired.
Lastly, the SES
0→ S/K(−d′) ·f−→ S/I → S/(I, f)→ 0.
yields the equation of h-vectors since (I, f) = (C, f).
This proposition shows that SNL ideals somewhat generalize the case for Artinian
monomial ideals. However, the next example shows that this property could be relatively
rare.
Theorem 6.4. Suppose I is a grade 3 homogeneous Gorenstein S-ideal generated by five
quadrics. Then I is minimally licci but not SNL.
Proof. If I were SNL, then, after extending the base field if necessary, the Artinian
reduction will be SNL. Hence we may assume I is Artinian. The Betti table of S/I is
0 1 2 3
0 1 − − −
1 − 5 5 −
2 − − − 1
and hS/I = (1, 3, 1). Suppose there is a homogeneous double link
I
C∼ I ′ D∼ I ′′
such that C ⊆ D. Then, by Proposition 6.3, we can write I = C + fK for some nonzero
f ∈ S such that D = (C : f). Since I is generated by quadrics, it follows that f is a linear
form and K is generated by linear forms.
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Suppose µ(K) ≥ 3. Since K is generated by linear forms and I is Artinian with grade
3, it must be that K = m. Then f is a socle generator of S/I. However, by Proposition 2.5,
all socle generators of S/I are quadric, which is a contradiction. Therefore, µ(K) ≤ 2.
Since C is a grade 3 CI, we know µ(C) = 3; and recall that µ(I) = 5. Then µ(K) = 2
and C is generated by quadrics. In particular, hS/C = (1, 3, 3, 1). Therefore, hS/I′ = (1, 2)
by Proposition 2.25. Since C is generated by quadrics, D is a CI, and C ⊆ D, no minimal
generator of D has degree exceeding 2.
Now suppose D contains a linear form. Since HS/I′(1) = 2, there are at most 1 linearly
independent linear forms in D, which we call `. Then ` ∈ D = (C : f) implies that `f is a
part of a minimal generating set of C. Hence
I = C + fK = (q′1, q
′
2) + f(`,K)
for some quadrics q′1, q′2 that together with `f form a minimal generating set of C. Then
µ(`,K) = 3, so (`,K) = m, showing that f is a socle generator of S/I, which we already
saw is a contradiction. Therefore, D = (C : f) is generated by quadrics, which implies
C = D and I ′′ = I. In particular, there are no nontrivial SNL double links of I, which is
enough to conclude that I is not SNL.
There is another family of homogeneous licci ideals introduced by Huneke and Ulrich in
[35] by their connection to monomial linkage.
Definition 6.2. Let I and J be Artinian S-ideals and fix a monomial order >. If I ∼ J by
a regular sequence f1, . . . , fn such that in>(f1), . . . , in>(fn) is also a regular sequence, then
I is said to be strongly linked to J . If I can be strongly linked to a CI, then I is called
strongly licci.
Example 6.1. It is possible that I is strongly licci in one monomial order and not
another. For example, set I = (x2, xy, y2, xz, yz + z2). If > is the deglex monomial order
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with x > z > y, then in>(I) = (x2, xy, y2, xz, yz), and in>(I){1} = (x, y, z), so I is strongly
licci with respect to >. However, if we use the deglex with x > y > z, then
in>(I) = (x2, xy, y2, xz, yz, z3), which is not licci by Theorem 3.1.
Theorem 6.5 ([35]). Fix a monomial order > and suppose I and J are Artinian
monomial ideals. If I is strongly linked to J by f1, . . . , fn, then in>(I) is linked to in>(J)
by in>(f1), . . . , in>(fn). In particular, I is strongly licci if and only if in>(I) is licci.
Remark 22. This result is especially powerful because linkage behaves well under
specialization (recall Theorem 2.31).
We also have a corollary to our Theorem 3.5.
Corollary 6.6. Let I and J be Artinian homogeneous S-ideals. Then I and J are strongly
linked with respect to a monomial order > if and only if in>(I){n} = in>(J){m} or there is a
minimal monomial link between in>(I){n} and in>(J){m}, where n = L#(in>(I)) and
m = L#(in>(J)).
Example 6.2 ([35], Example 3.5). Let S = k[x, y, z] and I = (x2 + y2, y2 + z2, xy, xz, yz).
Then I is a grade 3 Gorenstein ideal, and is therefore licci. If > is the revlex order with
x > y > z, then
in>(I) = (x2, y2, xy, xz, yz, z3),
which is not licci by Theorem 3.1. However, we can write
I = ((x− y)2, (y − z)2, xy, (x− y)z, yz),
and if we change the variables to x′ = x− y, y′ = y − z, and z′ = z, and choose the revlex
monomial order with z′ > y′ > x′, then the initial ideal is
((x′)2, (y′)2, (z′)2, x′z′, y′z′),
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which is a licci monomial ideal. Therefore, I is strongly licci after a homogeneous change of
variables.
This example is what prompted Huneke and Ulrich to ask Question 1.3: For a given
Artinian licci ideal, is there a suitable change of variables and choice of monomial order
such that the initial ideal is licci? Our key observation that helped us answer Question 1.3
is that the property Huneke and Ulrich ask about is a stronger property than the SBL
property.
Definition 6.3. An Artinian homogeneous S-ideal I is said to be strongly* licci if I is
strongly licci after a change of variables and choice of monomial order.
Proposition 6.7. Let I be an Artinian homogeneous S-ideal. If I is strongly* licci, then I
is SBL.
Proof. This follows immediately from the proof of Theorem 3.2 in [35], where they show
the monomial regular sequences linking in>(I) to a CI can be lifted to regular sequences in
I that link I to a complete intersection. Since I is homogeneous, these can be lifted to
homogeneous regular sequences with the same CI types as the monomial regular sequences,
which are sequentially bounded.
Proposition 6.8. Let I be a homogeneous S-ideal. If I is directly linked to a minimally
licci ideal by a homogeneous regular sequence, then I is SBL. Further, if I has grade 3 and
contains a linear form, then I is minimally licci.
Proof. For the first statement, assume J = C : I where C is a homogeneous complete
intersection of maximal grade and J is minimally licci. If D is a complete intersection of
minimal type in J , then type(C) ≥ type(D). Thus the sequence of minimal links from J to
a complete intersection is a sequence of sequentially bounded links from I to a complete
intersection. The second statement is a direct consequence of Corollary 5.7.
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6.2 Licci but not Minimally Licci Ideals
Now we recall the construction of the ideals by Huneke, Migliore, Nagel, and Ulrich
that are homogeneously licci but not minimally licci.
Theorem 6.9 ([36], Theorem 3.2). Let c1, c2, c3, c4 be integers satisfying
4 ≤ c1 + 3 ≤ c2 < c3 < c4, c1 6= 2, and c2 + c3 ≤ min{2, c1}+ c4. Choose homogeneous
polynomials f1, f4 ∈ S of degrees c1, c4, respectively, and a linear form `1 such that f1, f4, `1
is a regular sequence. Define I1 = (`1, f1, f4). Choose homogeneous polynomials f2, f3 ∈ I1
of degrees c2, c3, respectively, such that f2, f3 and `1, f2 form regular sequences, and let `2 be
a linear form such that `2, f2, f3 is a regular sequence. Define I = `2 · I1 + (f2, f3). Then I
is homogeneously licci but not minimally licci.
Remark 23. We make a few comments about these ideals.
• Part of their proof shows that the CM type of these ideals is 2, the minimal type of a
CI in I is (2, c2, c4 + 1), and that there is a sequence of links
I
C∼ I ′ D∼ I1
such that C ⊆ D, type(C) = (c2, c3, c4 + 1), and type(D) = (c2, c3, c4).
• In particular, these ideals are SNL, and therefore SBL.
• The drop from c4 + 1 to c4 in this double link is possible because f2 and f3 yield a
minimal Koszul relation in I.
• Lastly, fix c1 = 1. Then the monomial ideals
I = z(x, y, za4) + (xa2 , ya3)
are Artinian monomial ideals (therefore, strongly* licci) but that are not minimally
licci.
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Proposition 6.10. If I is a homogeneous grade 3 perfect S-ideal with r(S/I) = 2 and
λ(I) ≥ 1, then I is SBL.
Proof. Let C ⊆ I be a homogeneous complete intersection such that two of the minimal
generators yield a minimal Koszul relation in I. By Proposition 5.1, d(C : I) ≤ 1. Such
ideals are minimally linked to Gorenstein ideals (as seen by Ferrand’s mapping cone, for
instance), and Gorenstein ideals are minimally licci ([48]). Thus I is SBL by Proposition
6.8.
If I is an ideal from Theorem 6.9 and L is a minimal link of I, then one possible
sequence of links from L to a complete intersection is
L
(2,c2,c4+1)∼ I (c2,c3,c4+1)∼ I ′ (c2,c3,c4)∼ I1.
Since c2 > 2, the sequence of links from L to the complete intersection I1 are not
sequentially bounded.
Question 6.11. Is there a different sequence of links from L to a complete intersection
which would satisfy the sequentially bounded property?
This question reveals the complexity of trying to show an ideal is not SBL. There are
infinitely many complete intersection types in L to choose as a starting point, and even once
the type is chosen, there are possibly infinitely many complete intersections with that type.
Thus giving any answer to the question must rely on some kind of specific structure of the
ideal or its minimal graded free resolution. In this case, there is more structure to utilize.
Proposition 6.12. Let I be any ideal from Theorem 6.9. If L is any minimal link of I,
then r(S/L) = 2 and λ(L) ≥ 1. In particular, L is SBL.
Proof. Recall the construction of I above in Theorem 6.9. Write f2 = h2`1 + h′2f1 and
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f3 = h3`1 + h
′
3f1. The ideal I fits in to a short exact sequence
0→ S/I1(−1)
·`2−→ S/I → S/(`2, f2, f3)→ 0
(this statement is in the proof of Theorem 6.9). Since both ends are complete intersections,
their Koszul complex is a minimal graded free resolution. Using the Horseshoe Lemma, we
construct a minimal graded free resolution of I: If d1 = [`1`2 f1`2 f4`2 f2 f3],
d2 =

−f1 −f4 0 −h2 −h3 0
`1 0 −f4 −h′2 −h′3 0
0 `1 f1 0 0 0
0 0 0 `2 0 −f3
0 0 0 0 `2 f2

, and d3 =

f4 h
′
2h3 − h2h′3
−f1 0
`1 0
0 f3
0 −f2
0 `2

,
then
FI : 0→ S2
d3−→ S6 d2−→ S5 d1−→ I → 0
is a minimal graded free resolution of I (one could also use the Buchsbaum-Eisenbud
criteria [10] to show these maps yield a minimal free resolution). Let C ⊆ I be a complete
intersection with minimal type. In the proof of Theorem 6.9, the authors prove that
type(C) = (2, c2, c4 + 1). If c1 = 1, then `1`2 and f1`2 are two distinct quadrics in I. If the
quadric in C is of the form `2(`1 + ζf1) for some unit ζ, then we could rewrite the
generators of I by replacing `1 with `′1 to assume the quadric in C is of the form `′1`2.
Therefore, no matter what value c1 takes, and by the conditions on the values c1, . . . , c4 in
Theorem 6.9, we may assume C has the form
C = (`1`2, f2 + g1f1`2, f4`2 + g2f1`2 + g3f3),
107
where gi ∈ S for i = 1, 2, 3.
Set L = C : I and let (K , δ ) be the Koszul resolution of S/C. We show λ(L) ≥ 1 by
constructing the second differential in the minimal graded free resolution of S/L using
Theorem 2.24. To this end, we first construct the map of resolutions u : K → FI induced
by the inclusion C ⊆ I. It suffices to find degree-preserving homogeneous maps u1, u2, and
u3 for which
d1u1 = δ1, d2u2 = u1δ2, and d3u3 = u2δ3.
One solution to these equations is
u1 =

1 0 0
0 g1 g2
0 0 1
0 1 0
0 0 g3

, u2 =

h′2 + g1`2 −g2`2 − g3h′3 g2h2 − g1g3h3
0 −`2 h2
0 0 g1`2 + h
′
2
`1 0 −f4 − g2f1
0 −g3`1 g1g3f1
0 0 g3

,
and
u3 =
`2(`2g1 + h′2)
g3`1
 .
We have two important facts from these connecting morphisms. The first is that
L = C + (`2(`2g1 + h
′
2), g3`1).
The second fact comes from the entries of u2. This map, together with d3 in the resolution
FI , provides the following two minimal generators of K := Syz1(L):
σ = [0 g3`1 g1g3f1 0 −f2]
T , σ′ = [0 0 g3 0 `2]
T
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These show that the Koszul relation between the forms f2 + g2`2f1 and g3`1 in L can be
expressed as σ − g1f1σ′ ∈ K/mK. Therefore, λ(L) ≥ 1, which by Proposition 6.10 implies
L is SBL.
In the construction of Theorem 6.9, let c1 = 1, choose c2 = n > 3, and let c3 = n+ 3
and c4 = 2n+ 3. As shown in the proof of Theorem 6.9, the minimal graded free resolution
of I is as follows.
0→
S(−(2n+ 4))
⊕
S(−(2n+ 6))
→
S(−3)
⊕
S(−(n+ 1))
⊕
S(−(n+ 4))
⊕
S(−(2n+ 3))
⊕
S(−(2n+ 5))2
→
S(−2)2
⊕
S(−n)
⊕
S(−(n+ 3))
⊕
S(−(2n+ 4))
→ I → 0 (6.1)
Figure 5: Resolution of sub-family of ideals in [36]
By Lemma 5.8, it follows that g2(I) = n. Further, g3(I) = 2n+ 4 by Lemma 5.10. Hence
the minimal type of I is (2, n, 2n+ 4), and if L is a direct link of I using this CI type, then
L has the following minimal graded free resolution, which defines our first special class of
ideals.
0→
S(−(2n+ 3))
⊕
S(−(3n+ 4))
→
S(−(n+ 1))2
⊕
S(−(n+ 3))
⊕
S(−(2n+ 2))
⊕
S(−(2n+ 5))
⊕
S(−(3n+ 3))
→
S(−2)
⊕
S(−n)2
⊕
S(−(n+ 2))
⊕
S(−(2n+ 4))
→ L→ 0
Figure 6: Resolution of ideals satisfying (6.4).
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Definition 6.4. We say that a homogeneous S-ideal satisfies (6.4) if, for a fixed n ≥ 4, it
is a grade 3 perfect ideal with the same graded Betti numbers that appear in Figure 6.
The proof of Theorem 6.9 in [36] shows that any ideal satisfying (6.4) is not minimally
licci, and we extend this result in Theorem 6.14 by showing that the quadratic form is an
obstruction to the SBL property. First, in Proposition 6.13, we calculate the minimal type
of a direct link when a quadric is used.
In the remainder of the proofs, one simple observation happens to be quite useful:
Definition 6.5. The Koszul argument is the observation that if I is an S-ideal and {f, g}
is part of a minimal generating set of I with deg f = a ≤ b = deg g, then
Syz1(I)≤b 6= Syz1(I)≤a+b. Indeed, the Koszul syzygy between f and g has degree a+ b, and
since g is part of a minimal generating set, the Koszul syzygy cannot lie in Syz1(I)<b,
which contains Syz1(I)≤b.
Proposition 6.13. Fix n ≥ 4 and let L be an ideal satisfying (6.4). If D ⊆ L is a
complete intersection with type (2, c, d), then the minimal type of the link D : L is (2, c, d).
Proof. First note that λ(L) ≤ 1, the only possible minimal Koszul relation in L being the
Koszul relation between the minimal generators of degree n and n+ 2 (in fact, although
the proof is omitted, one can show this must be a minimal Koszul relation). Thus, by
Proposition 5.1.ii, no direct link of L is a complete intersection. Let D ⊆ L be a complete
intersection of type (2, c, d). Then L1 = D : L has a free resolution P with terms
P1 = S(−2)⊕ S(−c)⊕ S(−d)⊕ S(−(c+ d− 3n− 2))⊕ S(−(c+ d− 2n− 1))
P2 = S(−(c+ d− 3n− 1))⊕ S(−(c+ d− 2n− 3))⊕ S(−(c+ d− 2n))
⊕ S(−(c+ d− n− 1))⊕ S(−(c+ d− n+ 1))2 ⊕ S(−(c+ 2))⊕ S(−(d+ 2))
P3 = S(−(c+ d− 2n− 2))⊕ S(−(c+ d− n))⊕ S(−(c+ d− n+ 2))2
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Now g2(L) ≥ n and g3(L) = 2n+ 4, and the latter is a consequence of Lemma 5.10.
Therefore, c+ d ≥ 3n+ 4, with equality if and only if c = n and d = 2n+ 4, in which case
P has the same terms as resolution (6.1), and the proof of Theorem 6.9 in [36] shows that
D has minimal type in L1 and any link of L1 with respect to type(D) reproduces an ideal
with the same Betti numbers as L. Thus we may exclude this case (when c = n and
d = 2n+ 4) from the rest of the proof. We show that D has minimal type in L1 by proving
the following two claims.
Claim 1: g2(L1) = c.
Since d > 2n+ 1, adding c to both sides we obtain c+ d− 2n− 1 > c. Hence if g2(L1) < c,
then g2(L1) = c+ d− 3n− 2 and c+ d− 3n− 2 < c, which implies d ≤ 3n+ 1. Notice there
is a syzygy in L1 of degree c+ d− 3n− 1, and c+ d− 3n− 1 = c only if d = 3n+ 1. In
particular, if this syzygy is not minimal, then S(−(c+ d− 3n− 1)) in P2 trims with S(−c)
in P1. In this case, by Proposition 5.1, the quadric and degree 3n+ 1 generator of D yield
a minimal Koszul relation in L, which implies that the degree 3n+ 1 generator of D is a
minimal generator of L. However, this is impossible because β1,3n+1(S/L) = 0. Hence the
syzygy of degree c+ d− 3n− 1 is minimal, and it can only describe a nontrivial,
non-Koszul syzygy between the quadratic generator and degree c+ d− 3n− 2 generator of
L1. Thus g2(L1) = c.
Claim 2: g3(L1) = d.
If g3(L1) < d, then either g3(L1) = c+ d− 3n− 2 < d or g3(L1) = c+ d− 2n− 1 < d.
Assume g3(L1) = c+ d− 3n− 2 < d. Since g2(L1) = c, we then have
c ≤ c+ d− 3n− 2 ≤ d− 1. Also, by Lemma 5.10, since L1 is not a complete intersection,
2 + 2c+ d− 3n− 2 ≥ c+ d− n+ 3. These inequalities imply d ≥ 3n+ 2 and
2n+ 3 ≤ c ≤ 3n+ 1. Since β1,j(S/L) = 0 for j ≥ 3n+ 2, the generator of degree d in D is
not a minimal generator of L. Thus, by Corollary 5.3, there is a complete intersection in L1
of type (2, c, c+ d− 3n− 2) such that the quadric and degree c generators yield a minimal
Koszul relation in L1. Let L′ be a link of L1 with respect to such a complete intersection.
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Using Ferrand’s resolution of L′ and the fact that c ≤ 3n+ 1, it is easily checked that
β1,j(S/L
′) = 0 for j > c, and {j : j > c and β2,j(S/L′) 6= 0} has one element. This
contradicts Lemma 5.9.
Now assume g3(L1) = c+ d− 2n− 1 < d. Since g2(L1) = c, Lemma 5.10 yields
inequalities c ≤ c+ d− 2n− 1 ≤ d− 1 and 2 + 2c+ d− 2n− 1 ≥ c+ d− n+ 3. Simplifying,
we have
n+ 2 ≤ c ≤ 2n and d ≥ 2n+ 1. (6.2)
Now, there is a complete intersection of type (2, c, c+ d− 2n− 1) in L1 such that the
quadric and degree c generators are weak associates of the generators of the same degree in
D. Hence by Lemma 5.4.ii, the link L2 of L1 with respect to this complete intersection has
a free resolution P ′ with terms
P ′1 = S(−2)⊕ S(−(c− n− 1))2 ⊕ S(−(c− n+ 1))⊕ S(−c)⊕ S(−(c+ 3))
P ′2 = S(−(c− n))2 ⊕ S(−(c− n+ 2))⊕ S(−(c+ 1))
⊕ S(−(c+ 4))⊕ S(−(c+ n+ 2))⊕ S(−(2c− 2n− 1))
P ′3 = S(−(2c− 2n+ 1))⊕ S(−(c+ n+ 3))
It is easily checked that the conditions of Lemma 5.8.ii are met to deduce
g2(L2) = c− n− 1. Therefore, L2 contains a complete intersection of type
(2, c− n− 1, c+ 3). Applying Lemma 5.10 to this type we have c ≥ 2n, so by (6.2), we
have c = 2n. Let L3 be a link of L2 with respect to (2, c− n− 1, c+ 3) = (2, n− 1, 2n+ 3).
Then L3 has a free resolution P ′′ with terms
P ′′1 = S(−1)⊕ S(−2)⊕ S(−(n− 1))⊕ S(−(n+ 3))⊕ S(−(2n+ 3))
P ′′2 = S(−2)⊕ S(−n)⊕ S(−(n+ 3))⊕ S(−(n+ 5))⊕ S(−(2n+ 2))⊕ S(−(2n+ 4))2
P ′′3 = S(−(n+ 4))⊕ S(−(2n+ 3))⊕ S(−(2n+ 5))
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By Lemma 5.6, the terms S(−2) and S(−(n+ 3)) in steps 1 and 2 trim, implying L3 is
a complete intersection of type (1, n− 1, 2n+ 3), which contradicts Lemma 5.10 since
n ≥ 4. This contradiction finishes the proof of Claim 2.
Theorem 6.14. Fix n ≥ 4 and let L be an ideal satisfying (6.4). Then any sequentially
bounded double link of L with respect to (2, c, d) satisfies (6.4).
Proof. Let D ⊆ L be a complete intersection of type (2, c, d) and set L1 = D : L. Recall
from Proposition 6.13 that c ≥ n, d ≥ 2n+ 4, and D achieves the minimal type in L1. Let
D1 ⊆ L1 be a complete intersection of minimal type and set L2 = D1 : L1. Then L2 is a
ghost double link of L with
βi,j(S/L) ≤ βi,j(S/L2) ≤ βi,j(S/L) + 1 for 1 ≤ i ≤ 2 and j ∈ {c, d},
To show βi,d(S/L2) = βi,d(S/L) for i = 1, 2, by Lemma 5.4.i. we may assume the degree
d generator of D is not minimal in L and the generator of degree c in D1 is not a weak
associate of the degree c generator of D. In particular, since g3(L) = 2n+ 4, we may
assume d ≥ 2n+ 5. Moreover, since g2(L1) = c, we have c = c+ d− 3n− 2 or
c = c+ d− 2n− 1. The latter cannot happen because d > 2n+ 1, so c = c+ d− 3n− 2,
which means d = 3n+ 2. But
∑
j>3n+2 β2,j(S/L2) = 1, so βi,3n+2(S/L2) = 0 by Lemma 5.9.
Thus βi,d(S/L2) = βi,d(S/L) for i = 1, 2.
Assume βi,c(S/L2) 6= βi,c(S/L) for i = 1, 2. Then repeating the argument in the
previous paragraph we see c+ d− 3n− 2 = d or c+ d− 2n− 1 = d, so c = 2n+ 1 or
c = 3n+ 2. The latter case yields a contradiction with Lemma 5.9. If c = 2n+ 1, then L2
contains a complete intersection C2 with type (2, n, 2n+ 4). The link L3 = C2 : L2 has a
free resolution P ′′ with terms
P ′′1 = S(−2)2 ⊕ S(−n)⊕ S(−(n+ 3))⊕ S(−(2n+ 4))
P ′′2 = S(−3)⊕ S(−(n+ 1))⊕ S(−(n+ 4))⊕ S(−(n+ 5))
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⊕ S(−(2n+ 3))⊕ S(−(2n+ 5))2
P ′′3 = S(−(n+ 5))⊕ S(−(2n+ 4))⊕ S(−(2n+ 6))
Since βi,2n+1(S/L2) = 1 for i = 1, we have β3,n+5(S/L3) = 1, so there is a socle generator p
for L3 with degree n+ 2. However, by Lemma 5.11ii., the sub-ideal (L3)≤n is a grade 2
perfect ideal. Thus there is a linear form ` regular on (L3)≤n, and since `p /∈ (L3)≤n, we
may assume that `p is part of a minimal generating set of L. This is impossibe by Lemma
5.12. Thus βi,c(S/L2) = βi,c(S/L) for i = 1, 2, so L2 satisfies (6.4).
7 Licci but not SBL Ideals
In this section we construct a family of ideals that are homogeneously licci but not
SBL. The description of this family depends only on the Betti table, and can be realized as
carefully constructed direct links of the ideals in Theorem 6.9. To prove these are not SBL,
we fully describe the Betti tables of all sequentially bounded double links (recall Definitions
5.3 and 5.4); in particular, there are only two classes of Betti tables: either the Betti table
is unchanged after a sequntially bounded double link (up to certain ghost terms), or it is the
same Betti table as in (6.4).
Recall the ideals of Theorem 6.9 with the chosen values of c1 = 1, c2 = n, c3 = n+ 3,
and c4 = 2n+ 3 that gave resolution (6.1). Instead of constructing a minimal link, like the
ideals in Theorem 6.14, we construct a direct link that has exactly one minimal Koszul
relation, which is between the lowest and highest degree minimal generators.
Let I be an ideal whose resolution is given by (6.1). Recall that g2(I) = n, and let
D ⊆ I be a complete intersection with type (2, n+ 1, 2n+ 4). Notice that the degree n+ 1
generator must lie in mI, so by Corollary 5.3, the link D : I contains a minimal Koszul
relation between the quadric and degree 2n+ 4 generators of D. Further, the link J = D : I
has the following minimal graded free resolution, which defines our Main class of ideals.
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0→
S(−(2n+ 4))
⊕
S(−(2n+ 7))
⊕
S(−(3n+ 5))
→
S(−(n+ 2))2
⊕
S(−(n+ 4))
⊕
S(−(2n+ 3))
⊕
S(−(2n+ 6))2
⊕
S(−(3n+ 4))
→
S(−2)
⊕
S(−(n+ 1))2
⊕
S(−(n+ 3))
⊕
S(−(2n+ 4))
→ J → 0.
Figure 7: Resolution of ideals satisfying (7.1).
Definition 7.1. We say that a homogeneous S-ideal satisfies (7.1) if, for a fixed n ≥ 4, it
is a grade 3 perfect ideal with the same graded Betti numbers that appear in Figure 7.
Definition 7.2. Fix n ≥ 4. Suppose J is an ideal satisfying (7.1). Then we say a
homogeneous S-ideal H satisfies (7.2) if H is a grade 3 perfect ideal such that
βi,j(S/H) =

s; 1 ≤ i ≤ 2, j = 2n+ 2
t; 1 ≤ i ≤ 2, j = 2n+ 5
βi,j(S/J); else
for some nonnegative integers s and t.
Theorem 7.1. Fix n ≥ 4. Then any ideal satisfying (7.1) is homogeneously licci but not
SBL.
Proof. Let J be an ideal satisfying (7.1). We show that J is homogeneously licci and
provide an outline of the proof that J is not SBL.
First, g2(J) = n+ 1 by Lemma 5.8 and g3(J) = 2n+ 4 by Lemma 5.10. Let C be a
complete intersection in J of type (2, n+ 1, 2n+ 4) and set I ′ = C : I. Then I ′ has a free
resolution with the same terms as (6.1), except possibly the extra term S(−(n+ 1)) in
steps 1 and 2. However, these trim as a result of the Koszul argument applied to the
quadric and degree n+ 1 generator of I ′.
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Next, consider any choice of minimal generators of I ′ with degrees n and n+ 3. We
claim these yield a minimal Koszul relation in I ′. Indeed, if not, then all of the Koszul
relations between the degree n+ 3 generator and the minimal generators of I ′ with lower
degree lie in Syz1(I ′)≤n+4. However, β2,n+4(S/I ′) = 1, so in this case, by a similar argument
to the proof of Lemma 5.9, we have grade((I ′)≤n) = 1. Since g2(I ′) = n, this proves our
claim. Therefore, λ(I ′) = 1 and r(S/I ′) = 2. Proposition 6.10 implies I ′, and therefore J , is
homogeneously licci.
Lastly, notice that J is linked to I ′ via a complete intersection of type (2, n+ 1, 2n+ 4).
Further, g3(I ′) = 2n+ 4 by Lemma 5.10, so the smallest complete intersection type in I ′
that uses the minimal Koszul relation found above is (n, n+ 3, 2n+ 4). Since
(n, n+ 3, 2n+ 4) > (2, n+ 1, 2n+ 4), these links from J to a complete intersection will not
be sequentially bounded.
We now provide an outline of the proof that J is not SBL. The remainder of the
section fills in the details. Let C ⊆ J be a complete intersection with type (a1, a2, a3).
(1.) If a1 = 2, then any sequentially bounded double link of J with respect to (a1, a2, a3)
satisfies either (6.4) or (7.2). When a3 ≤ 2n+ 5, this is proved in Theorem 7.9 (since
the conditions of (7.1) meet the conditions of (7.2)). When a3 ≥ 2n+ 6, this is proved
in Theorem 7.12.
(2.) If a1 > 2, then any sequentially bounded double link of J with respect to (a1, a2, a3)
satisfies (7.1). This follows from Proposition 7.13 and Theorem 7.14.
Notice that if J2 is a sequentially bounded double link of J with respect to (a1, a2, a2) that
satisfies (6.4), then a1 = 2. In particular, if the next link maintains the sequentially
bounded property, then the regular sequence used to construct the link must contain a
quadric (since there are no linear forms in an ideal satisfying (6.4)). By Theorem 6.14,
sequentially bounded double links of J2 that use a quadric also satisfy (6.4). Therefore, if
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there is a sequence of sequentially bounded links
J = J0 ∼ · · · ∼ J2s = J ′,
then by this remark with (1.) and (2.) above, J ′ satisfies either (7.2) or (6.4). In paricular
2 ≤ r(S/J ′) ≤ 3 and λ(J ′) ≤ 1, so J ′ is not a complete intersection, and cannot be directly
linked to a complete intersection (otherwise, λ(J ′) ≥ 2). Therefore, J is not SBL.
Corollary 7.2. Question 1.3 has a negative answer; that is, there are zero-dimensional
homogeneously licci ideals that are not strongly* licci.
Proof. The grade and Betti table of an ideal is not affected by a linear change of variables.
In particular, if an ideal satisfies (7.1), then a change of variables yields another ideal
satisfying (7.1). Thus by Proposition 6.7, when N = 3, ideals satisfying (7.1) will not be
strongly licci with respect to any monomial order.
As noted previously, and as will become apparent as this section unfolds, showing that
a homogeneously licci ideal is not SBL is, at least with the tools and techniques we employ,
very involved. The basic concept driving these proofs is that the sequence of links to a
complete intersection must at some point utilize generators that yield minimal Kozsul
relations (recall Proposition 5.5). Therefore, failing to be SBL could be because of the
degrees of the generators that yield minimal Koszul relations, as is the case here. While
this idea is algebraic, it suggests that it is certainly possible that there are reduced
subschemes of codimension 3 in PNk that are homogeneously licci but not SBL. However,
the author could not find a radical ideal that satisfies condition (7.1) or, at this point,
construct another family of licci but not SBL ideals that would consist of some radical
ideals. This leads to the following question.
Question 7.3. With k an infinite field, are there reduced subschemes in PNk that are
homogeneously licci, but not SBL?
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We now provide an outline for the rest of this section. Fix n ≥ 4 and let J be an ideal
satisfying (7.1).
(1.) First we consider sequentially bounded double links of J with respect to (2, a, b),
where b ≤ 2n+ 5. In this case we need to slightly generalize to ideals satisfying (7.2)
(see paragraph below Remark 24 on the next page), so let H be an ideal satisfying
(7.2) and let H1 be a direct link of H with respect to (2, a, b), where b ≤ 2n+ 5.
(a.) Lemma 7.4 gives the Betti table and a few more facts about H1.
(b.) Lemma 7.5 and Proposition 7.6 are about when g2(H1) < a.
(c.) Lemma 7.7 and Proposition 7.8 are about when g3(H1) < b.
(d.) Theorem 7.9 puts these facts together to describe the Betti tables of sequentially
bounded double links of H (and therefore J) with respect to (2, a, b), when
b ≤ 2n+ 5.
(2.) Next we consider sequentially bounded double links of J with respect to (2, a, b), when
b ≥ 2n+ 6.
(a.) Lemmas 7.10 and 7.11 describes what happens when the first link arises from a
complete intersection with generators that yield minimal Koszul relations in J .
(b.) Theorem 7.12 uses these lemmas to describes the Betti tables of sequentially
bounded double links of J with respect to (2, a, b), when b ≥ 2n+ 6.
(3.) Lastly, we consider sequentially bounded double links of J with respect to (a1, a2, a3),
when a1 > 2.
(a.) If J1 is a direct link of J with respect to (a1, a2, a3), with a1 > 2, Proposition 7.13
shows that the minimal type in J1 is (a1, a2, a3). In particular, the double link
under investigation is a ghost double link of J with respect to (a1, a2, a3) (recall
Definition 5.4).
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(b.) Theorem 7.14 uses this proposition to show that in the ghost double link, all
ghost terms trim. In particular, any sequentially bounded double link of J with
respect to (a1, a2, a3), when a1 > 2, will satisfy condition (7.1).
Remark 24. For the remainder of the thesis we assume d = 3, without loss of generality.
Indeed, if d > 3, then to obtain the result we could extend to an infinite base field and
study the Artinian reduction of the ideals via linear forms.
The reason we must consider the class (7.2) is because of the following situation: Fix
an ideal J satisfying (7.1). Let J2 and J ′2 be the following two double links of J :
J
(2,2n+2,2n+4)∼ J1
(2,2n+2,2n+4)∼ J2
J
(2,2n+4,2n+5)∼ J ′1
(2,2n+4,2n+5)∼ J ′2.
We cannot determine if J2 or J ′2 satisfies (?), but both J2 and J ′2 satisfy (??) (in the
definition of (7.2), s ≤ 1, t = 0 for J2 and s = 0, t ≤ 1 for J ′2. When s = t = 0, the ideal
satisfies (7.1)). These are the only double links in which this problem arises, which is
because of these specific graded Betti numbers. In particular, out of all direct links of J ,
the Betti tables of J1 and J ′1 are the most mysterious, which makes the Betti tables of S/J2
and S/J ′2 almost equally mysterious. Starting with an ideal satisfying (7.2) and looking at
similar double links, the mystery is only heightened. Theorem 7.9 describes how this
situation is resolved.
Lemma 7.4. Fix n ≥ 4 and let H be an ideal satisfying (7.2). If C ⊆ H is a complete
intersection of type (2, a, b) and H1 = C : H, then (1) a ≥ n+ 1; (2) b ≥ 2n+ 4; (3) if G
is the resolution H1 induced by applying Ferrand’s mapping cone to the link H1 = C : H,
then G has the following graded terms
G1 = S(−2)⊕ S(−a)⊕ S(−b)⊕ S(−(a+ b− 3n− 3))
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⊕ S(−(a+ b− 2n− 5))⊕ S(−(a+ b− 2n− 2))
G2 = S(−(a+ b− 3n− 2))⊕ S(−(a+ b− 2n− 4))2 ⊕ S(−(a+ b− 2n− 1))
⊕ S(−(a+ b− n− 2))⊕ S(−(a+ b− n))2 ⊕ S(−(a+ 2)) (7.1)
⊕ S(−(b+ 2))⊕ S(−(a+ b− 2n− 3))t ⊕ S(−(a+ b− 2n))s
G3 = S(−(a+ b− 2n− 2))⊕ S(−(a+ b− n− 1))⊕ S(−(a+ b− n+ 1))2
⊕ S(−(a+ b− 2n− 3))t ⊕ S(−(a+ b− 2n))s.
and (4) H1 cannot be a complete intersection.
Proof. Lemmas 5.8 and 5.10 imply (1) and (2). The resolution above is computed directly
by Theorem 2.24, and (4) follows by Proposition 5.1.ii, since r(S/H) = 3 and λ(H) ≤ 1
(the sum of any two degrees of minimal generators in H can be the degree of a minimal
relation only for the generators of degree n and 2n+ 4).
Lemma 7.5. Fix n ≥ 4 and let H be an ideal satisfying (7.2). Let H1 = C : H where
C ⊆ H has type (2, a, b). If g2(H1) < a, then g2(H1) = a− 1 and g3(H1) = b = 2n+ 4.
Further, in this case, any link of H1 with respect to (2, a, b) satisfies (7.2).
Proof. Recall that the terms of a graded free resolution of S/H1 are given by (7.1) above,
and that 2n+ 4 ≤ b ≤ 2n+ 5. Then
a+ b− 2n− 2 ≥ a+ 2 > a ≥ a+ b− 2n− 5 > a+ b− 3n− 2,
so the minimal syzygy of degree a+ b− 3n− 2 is from a linear relation between the quadric
and the degree a+ b− 3n− 3 generator of H1. Since a+ b− 3n− 3 ≥ 2, if g2(H1) < a, then
g2(H1) = a+ b− 2n− 5. In this case, we have b < 2n+ 5, which implies b = 2n+ 4 and
g2(H1) = a− 1.
Since b = 2n+ 4, the minimal generator of C of degree b must be a minimal generator
of H. Hence, by Proposition 5.1.i, the term S(−(a+ 2)) in step 2 trims with
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S(−(a+ b− 2n− 2)) in step 3 in resolution (7.1). Substituting b = 2n+ 4 into the terms of
resolution (7.1), one sees that either Syz(H1)≤a+2 = Syz(H1)≤a or a = 2n+ 4. In the
former case, the Koszul argument implies S(−a) in step 1 trims with S(−(a+ b− 2n− 4))
in step 2. In the case that a = 2n+ 4, since g2(H1) = 2n+ 3 and β1,2n+3(S/H1) = 1, we
have grade((H1)≤b−1) = 2, so g3(H1) = b.
Now assume a < b = 2n+ 4 and g3(H1) < b. The only possibility is that g3(H1) = a+ 2.
The link H ′ of H1 with respect to (2, a− 1, a+ 2) has a resolution G ′ with terms
G′1 = S(−2)⊕ S(−(a− n− 2))2 ⊕ S(−(a− n))⊕ S(−(a− 1))s+1 ⊕ S(−(a+ 2))t+1
G′2 = S(−(a− n− 1))2 ⊕ S(−(a− n+ 1))⊕ S(−a)⊕ S(−(a+ 3))
⊕ S(−(a+ n+ 1))⊕ S(−(2a− 2n− 3))⊕ S(−(a+ 2))t ⊕ S(−(a− 1))s
G′3 = S(−(2a− 2n− 1))⊕ S(−(a+ n+ 2))
It is impossible to trim G ′ down to a resolution which could describe a complete
intersection (there are not enough ghost terms), so H ′ cannot be a complete intersection.
Further, since g3(H1) < b and g3(H1) = a+ 2, we have a ≤ 2n+ 1. Therefore,
2(a− n− 2) ≤ a− 1 and 2(a− n− 2) ≤ 2a− 2n− 3.
Hence Lemma 5.8 implies H ′ contains a complete intersection of type (2, a− n− 2, a+ 2).
But since H ′ is not a complete intersection and a+n+ 2 ≥ 2a− 2n− 1, Lemma 5.10 implies
2a− n+ 2 ≥ a+ n+ 2.
Then 2n+ 1 ≤ a ≤ 2n+ 1, so a = 2n+ 1. The link H ′′ of H ′ with respect to
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(2, a− n− 2, a+ 2) = (2, n− 1, 2n+ 3) has a resolution G ′′ with terms
G′′1 = S(−1)⊕ S(−2)⊕ S(−(n− 1))⊕ S(−(n+ 3))⊕ S(−(2n+ 3))
G′′2 = S(−2)⊕ S(−n)⊕ S(−(n+ 1))t ⊕ S(−(n+ 3))
⊕ S(−(n+ 4))s ⊕ S(−(n+ 5))⊕ S(−(2n+ 2))⊕ S(−(2n+ 4))2
G′′3 = S(−(n+ 1))t ⊕ S(−(n+ 4))s+1 ⊕ S(−(2n+ 3))⊕ S(−(2n+ 5)).
However, there are no ideals with such a graded free resolution. Indeed, since n ≥ 3, the
Koszul argument implies S(−2) trims, and since (H ′′)<n+3 is generated by a regular
sequence of length two, the generators contribute exactly one minimal syzygy to S/H ′′.
Thus S(−(n+ 3)) trims. But then d(H ′′) = 0, so H ′′ is a complete intersection of type
(1, n− 1, 2n+ 3), which contradicts, among other properties, Lemma 5.10. This
contradiction started with the assumption that g3(H1) < b, so g3(H1) = b.
Therefore, the minimal type of H1 is (2, a− 1, b) = (2, a− 1, 2n+ 4). To conclude the
proof, suppose H2 = C1 : H1 where type(C1) = (2, a, 2n+ 4). Then the induced mapping
cone resolution of H2 has the same terms as H, plus S(−a)⊕ S(−(2n+ 4)) in steps 1 and
2. Following the proof of Lemma 5.4.i, since g3(H1) = 2n+ 4, we get that S(−(2n+ 4))
trims, and if S(−a) does not trim, then the degree a generator of C is not minimal in H
and the degree b generator of C1 is not a weak associate of the degree b generator of C.
But g3(H1) = b, so β1,b(S/H1) 6= 0, and the only possibility is that b = a+ 2. In this case,
a = 2n+ 2, so H2 satisfies (7.2).
Proposition 7.6. Fix n ≥ 4 and let H be an ideal satisfying (7.2). If there is a sequence
of links
H
(2,a,b)∼ H1
(2,a−1,b)∼ H2,
then H2 satisfies (6.4).
Proof. Assume H1 = C : H with type(C) = (2, a, b). The proof of Lemma 7.5 shows that
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such a sequence of links implies that b = 2n+ 4 and (2, a− 1, b) is the minimal type of H1.
Recall the Betti table of S/H1 is from resolution (7.1) in Lemma 7.4. It follows that the
graded free resolution of H2 is the same as the resolution in Figure 6 from which (6.4) is
defined, except possibly with S(−(a− 1))⊕ S(−(2n+ 1))s⊕ S(−(2n+ 4))t in steps 1 and 2
of the resolution. We claim these summands trim.
By a similar argument to the proof of Lemma 5.4, we may assume the degree a
generator of C is not a minimal generator of H, and that the degree b form used to define
H2 is not a weak associate of the degree b generator of C. Since b = 2n+ 4 and g3(H1) = b,
we have 2n+ 4 ∈ {a− n+ 1, a+ 2}, so a ∈ {3n+ 3, 2n+ 2}. But a ≤ 2n+ 4 < 3n+ 3, so
a = 2n+ 2. By Lemma 5.8, H2 contains a complete intersection C2 with type (2, n, 2n+ 4).
The link H3 = C2 : H2 has a free resolution G ′′ with terms
G′′1 = S(−2)2 ⊕ S(−n)⊕ S(−(n+ 3))⊕ S(−(2n+ 4))
G′′2 = S(−3)⊕ S(−(n+ 1))⊕ S(−(n+ 4))⊕ S(−(2n+ 3))
⊕ S(−(2n+ 5))2 ⊕ S(−(n+ 2))t ⊕ S(−(n+ 5))s+1
G′′3 = S(−(2n+ 4))⊕ S(−(2n+ 6))⊕ S(−(n+ 2))t ⊕ S(−(n+ 5))s+1.
By Lemma 5.11, the sub-ideal H ′ := (H3)≤n has grade 2 and is perfect. If t > 0, then
β3,n+2(S/H3) > 0, which implies β3,n+2(S/H ′) > 0 (since (H ′)≤n = H ′). Thus t = 0.
Moreover, if β3,n+5(S/H3) > 0, then the degree n+ 3 minimal generator of H3 must be a
linear multiple of a socle generator for H3. But β2,n+4(S/H3) = 1, which contradicts
Lemma 5.12. Therefore, s+ 1 = 0, and tracing the units back to the resolution of H2, we
see that H2 satisfies (6.4).
Lemma 7.7. Fix n ≥ 4 and let H be an ideal satisfying (7.2). Let H1 = C : H where
C ⊆ H has type (2, a, b). If g3(H1) < b, then a = 2n+ 4, b = 2n+ 5, and g3(H1) = 2n+ 4.
Further, in this case, any link of H1 with respect to (2, a, b) satisfies (7.2).
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Proof. Recall that the terms of a graded free resolution of S/H1 are given by resolution
(7.1) above in Lemma 7.4. By Lemma 7.5 we may assume g2(H1) = a.
Suppose g3(H1) < b. Then since b ≤ 2n+ 5 < 3n+ 3, we know a+ b− 3n− 3 < a.
Thus g3(H1) 6= a+ b− 3n− 3, which leaves only two cases: either g3(H1) = a+ b− 2n− 2
or g3(H1) = a+ b− 2n− 5. We show the first case is impossible, and that the second case
only happens under the conditions in the statement of the proposition.
Case 1: g3(H1) = a+ b− 2n− 2 < b.
In this case, a ≤ 2n+ 1. Let C1 ⊆ H1 be a complete intersection of type
(2, a, a+ b− 2n− 2), and let H2 = C1 : H1. Then H2 has a free resolution G ′ with terms
G′1 = S(−2)⊕ S(−(a− n− 1))2 ⊕ S(−(a− n+ 1))
⊕ S(−a)s+1 ⊕ S(−(a+ 2))⊕ S(−(a+ 3))t
G′2 = S(−(a− n))2 ⊕ S(−(a− n+ 2))⊕ S(−(a+ 1))⊕ S(−(a+ 4))2 (7.2)
⊕ S(−(a+ n+ 2))⊕ S(−(2a− 2n− 2))⊕ S(−a)s ⊕ S(−(a+ 3))t
G′3 = S(−(2a− 2n))⊕ S(−(a+ 5))⊕ S(−(a+ n+ 3)).
Notice the absence of S(−(a+ b− 2n− 2)) in steps 1 and 2, since they trim by Lemma
5.4.ii.
Now a ≤ 2n+ 1, so 2(a− n− 1) < a, which by Lemma 5.8 means g2(H2) = a− n− 1.
Then there is a complete intersection C2 ⊆ H2 with type (2, a− n− 1, a+ 3), and applying
Lemma 5.10 to this type, we have a ≥ 2n. Thus either a = 2n or a = 2n+ 1.
If a = 2n, then H3 = C2 : H2 contains a linear form. Lemma 5.6 implies
S(−(n+ 4)) = S(−((2a+ b− 2n)− (2a− 2n)) in steps 1 and 2 trim in the Ferrand’s
resolution of H3. We trace this unit entry back to the resolution of H1. Indeed, By
Proposition 5.1.ii, the terms S(−a) and S(−(2a− 2n)) in steps 3 and 4, respectively, of
(7.2) could trim, and by Proposition 5.1.i, the terms S(−b) and S(−(a+ b− 2n))s in steps
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1 and 2, respectively, of (7.1) could trim. Again by Proposition 5.1.ii, the quadric and
degree a generator of C yield a minimal Koszul relation in H, which in particular implies
the degree a generator of C is a minimal generator of H. However, a = 2n and
β1,2n(S/H) = 0, so we have a contradiction.
If a = 2n+ 1, the link H3 = C2 : H2 has a free resolution G ′′ with graded terms
G′′1 = S(−2)2 ⊕ S(−n)2 ⊕ S(−(n+ 4))⊕ S(−(2n+ 4))
G′′2 = S(−3)⊕ S(−(n+ 1))2 ⊕ S(−(n+ 4))⊕ S(−(2n+ 3)) (7.3)
⊕ S(−(2n+ 5))2 ⊕ S(−(n+ 6))⊕ S(−(n+ 2))t ⊕ S(−(n+ 5))s
G′′3 = S(−(n+ 3))⊕ S(−(2n+ 4))⊕ S(−(2n+ 6))⊕ S(−(n+ 2))t−1 ⊕ S(−(n+ 5))s+1.
First notice that if S(−(n+ 4)) trims, then by the same argument above, we can trace back
the unit entry to (7.1) and conclude that the degree a = 2n+ 1 generator of C is a minimal
generator of H, which is impossible since β1,2n+1(S/H) = 0. This impossibility proves that
if g3(H1) < b, then g3(H1) 6= a+ b− 2n− 2, by the following argument.
Let
A = (H3)≤n = (q1, q2, f1, f2),
where deg qi = 2 and deg fi = n for i = 1, 2, and set
B = (q1, q2, f1)
where f1 is chosen so that grade(B) = 2. The degree 3 syzygy in H3 implies there are three
linear forms `, `1, and `2 such that `1 and `2 are linearly independent and qi = ``i for
i = 1, 2. Notice that (B, `) = (`, f1) is a grade 2 complete intersection. Then using the
Horseshoe lemma on the short exact sequence
0→ S/(B : `)(−1) ·`−→ S/B → S/(B, `)→ 0, (7.4)
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and (7.3) to construct the minimal graded resolution of S/B, we have β1,n(S/(B : `)) = 1.
However, B : ` ⊇ (`1, `2, f1), so B : ` = (`1, `2, f1) is a grade 3 complete intersection.
Now the mapping cone induced by the first map in the short exact sequence
0→ S/(B : f2)(−n)
·f2−→ S/B → S/A→ 0 yields a graded free resolution of S/A. Using
(7.3) above, β2,n+4(S/A) > 0, and we also know β2,n+4(S/B) = 0 by (7.4), so
β1,4(S/(B : f2)) > 0. Since B : f2 also contains two linearly independent linear forms, it
follows that B : f2 is a grade 3 complete intersection with a β3,6(S/B : f2) = 1. But then
β4,n+6(S/A) > 0, which implies pd(S/A) = 4. This is a contradiction (recall Remark 24).
Case 2: g3(H1) = a+ b− 2n− 5 < b.
Then a ≤ a+ b− 2n− 5 < b implies b ≥ 2n+ 5, so b = 2n+ 5. In this case
a+ b− 2n− 5 = a, so the minimal type in H1 is (2, a, a). If H2 is a minimal link of H1,
then H2 has a free resolution G ′′ with terms
G′′1 = S(−2)⊕ S(−(a− n− 4))2 ⊕ S(−(a− n− 2))⊕ S(−(a− 3))s
⊕ S(−(a− 1))⊕ S(−a)t+2
G′′2 = S(−(a− n− 3))2 ⊕ S(−(a− n− 1))⊕ S(−(a− 2))⊕ S(−(a+ 1))2 (7.5)
⊕ S(−(a+ n− 1))⊕ S(−(2a− 2n− 5))⊕ S(−(a− 3))s ⊕ S(−a)t+1
G′′3 = S(−(2a− 2n− 3))⊕ S(−(a− 1))⊕ S(−(a+ n)).
Since a < b = 2n+ 5, we have 2(a− n− 4) ≤ a− 3. Then Lemma 5.8 guarantees there is a
complete intersection in H2 of type (2, a− n− 4, a). Since β2,a−n−3(S/H2) = 2, there are
two linear relations among the generators of H2, and H2 does not contain any linear forms.
Hence H2 is not a complete intersection. Therefore, applying Lemma 5.10 to the type
(2, a− n− 4, a) we have a ≥ 2n+ 3, so either a = 2n+ 3 or a = 2n+ 4. In the former case,
the link of H2 with respect to (2, a− n− 4, a) has a linear form. Using Lemma 5.6 and
Proposition 5.1 to trace back unit entries in the maps of the resolutions above, we get that
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the degree a = 2n+ 3 generator of C is minimal in H, which is impossible since
β1,2n+3(S/H) = 0. Thus a = 2n+ 4.
To summarize, Case 1 is impossible, and Case 2 implies a = 2n+ 4 and b = 2n+ 5.
The proof of Proposition 7.8 shows that s = t = 0 and S(−b) trims in steps 1 and 2 of
(7.1). Then Proposition 5.1.ii implies the quadric and degree a generator of C yield a
minimal Koszul relation in H, so the degree a generator of C is a minimal generator of H.
Thus S(−(a+ b− 2n− 2)) in step 3 trims with S(−(b+ 2)) in step 2 of (7.1). With this
information, if H2 is a link of H1 with respect to (2, a, b) = (2, 2n+ 4, 2n+ 5), then
Ferrand’s mapping cone resolution of H2 shows that H2 satisfies (7.2), with
β1,2n+2(S/H2) = β2,2n+2(S/H2) = 0 and β1,2n+5(S/H2) = β2,2n+5(S/H2) ≤ 1.
Proposition 7.8. Fix n ≥ 4 and let H be an ideal satisfying (7.2). If there is a sequence
of links
H
(2,a,b)∼ H1
(2,a,b−1)∼ H2,
then H2 satisfies (6.4).
Proof. Using the proof of Lemma 7.7, the sequence of links implies a = 2n+ 4, b = 2n+ 5.
Substituting these values into the terms of (7.5), we see that H2 has a free resolution G ′′
with terms
G′′1 = S(−2)⊕ S(−n)2 ⊕ S(−(n+ 2))
⊕ S(−(2n+ 1))s ⊕ S(−(2n+ 3))⊕ S(−(2n+ 4))t+2
G′′2 = S(−(n+ 1))2 ⊕ S(−(n+ 3))⊕ S(−(2n+ 1))s ⊕ S(−(2n+ 2))
⊕ S(−(2n+ 3))⊕ S(−(2n+ 4))t+1 ⊕ S(−(2n+ 5))2 ⊕ S(−(3n+ 3))
G′′3 = S(−(2n+ 3))⊕ S(−(2n+ 5))⊕ S(−(3n+ 4)).
We show βi,2n+5(S/H2) = 0 for i = 2, 3, that βi,2n+1(S/H2) = βi,2n+3(S/H2) = 0 for i = 1, 2,
and that β1,2n+4(S/H2) = 1 and β2,2n+4(S/H2) = 0.
127
By Lemma 5.8, we have g2(H2) = n. So let H3 be the link of H2 with respect to
(2, n, 2n+ 4). Then H3 has a free resolution G ′′′ with terms
G′′′1 = S(−2)2 ⊕ S(−n)⊕ S(−(n+ 1))⊕ S(−(n+ 3))⊕ S(−(2n+ 4))
G′′′2 = S(−3)⊕ S(−(n+ 1))2 ⊕ S(−(n+ 4))⊕ S(−(2n+ 3)) (7.6)
⊕ S(−(2n+ 5))2 ⊕ S(−(n+ 2))t+1 ⊕ S(−(n+ 3))⊕ S(−(n+ 5))s
G′′′3 = S(−(n+ 2))t+1 ⊕ S(−(n+ 3))⊕ S(−(n+ 5))s
⊕ S(−(2n+ 4))⊕ S(−(2n+ 6)).
Lemma 5.11 implies S(−(n+ 1)) in G′′′1 and G′′′2 trim, and that (H3)≤n is a perfect grade 2
ideal. Thus there cannot be socle generators for H3 of degrees n− 1 or n, which implies
S(−(n+ 2))t+1 ⊕ S(−(n+ 3)) in G′′′2 and G′′3 trim. Lastly, as we have seen before, the fact
that (G3)≤n is a grade 2 perfect ideal (by Lemma 5.11) and β2,n+4(S/H3) = 1 implies
β3,n+5(S/H3) = 0. Tracing back the unit entries to (7.6), we have all of the desired trims to
conclude H2 satisfies (6.4).
Theorem 7.9. Fix n ≥ 4 and let H be an ideal satisfying (7.2). With b ≤ 2n+ 5, any
sequentially bounded double link of H with respect to (2, a, b) satisfies either (7.2) or (6.4).
Proof. Let C ⊆ H be a complete intersection of type (2, a, b) and let H1 = C : H. By
Lemma 7.4, we know a ≥ n+ 1, 2n+ 4 ≤ b ≤ 2n+ 5, the Betti table of S/H1 is given by
resolution (7.1), and H1 is not a complete intersection. Lemmas 7.5 and 7.7 show that
there are only three complete intersection types in H1 that do not exceed (2, a, b). The first
is (2, a− 1, b), in which case b = 2n+ 4 and this is the minimal type in H1. The second is
(2, a, b− 1), in which case a = 2n+ 4, b = 2n+ 5, and this is the minimal type in H1. The
third is the repeated type, (2, a, b). Propositions 7.6 and 7.8 show that any link of H1 with
respect to either of the first two types yields an ideal satisfying (6.4).
To finish the proof we need to show that if H2 is a link of H1 with respect to (2, a, b),
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then H2 satisfies (7.2). The next two lemmas prove this when the minimal type is not
(2, a, b). If the minimal type of H1 is (2, a, b), then H2 is a ghost double link of H. Let
H2 = C1 : H1 where type(C1) = (2, a, b). Since the quadric is minimal in H, to show H2
satisfies (7.2), we need to show that for both j = a and j = b, either the ghost terms S(−j)
trim, or j ∈ {2n+ 2, 2n+ 5}. Assume S(−a) does not trim in the induced mapping cone
resolution of H2. Then by Lemma 5.4, the degree a generator of C is not minimal in H,
and the degree b minimal generator of C1 is not a weak associate of the degree b minimal
generator of C. However, since g3(H1) = b, the degree b generator of C1 must be a minimal
generator of H1, so b ∈ {a+ b− 3n− 3, a+ b− 2n− 5, a+ b− 2n− 2}. Therefore,
a ∈ {3n+ 3, 2n+ 5, 2n+ 2}, but a ≤ b < 3n+ 3, so a ∈ {2n+ 5, 2n+ 2}. The same
argument applies with the roles of a and b switched. Hence H2 satisfies (7.2).
In contrast with the previous theorem, the next three results concern when the
sequentially bounded double links of ideals satisfying (7.1) with respect to types of the
form (2, a, b), where b ≥ 2n+ 6.
Lemma 7.10. Fix n ≥ 4 and let J be an ideal satisfying (7.1). Let C ⊆ J be a complete
intersection with type (2, a, b) and b ≥ 2n+ 6, and set J1 = C : J . If g3(J1) < b, then the
quadric and degree a generators of C yield a minimal Koszul relation in J .
Proof. The link J1 = C : J has a free resolution F ′ with graded free modules
F ′1 = S(−2)⊕ S(−a)⊕ S(−b)
⊕ S(−(a+ b− 3n− 3))⊕ S(−(a+ b− 2n− 5))⊕ S(−(a+ b− 2n− 2)) (7.7)
F ′2 = S(−(a+ b− 3n− 2))⊕ S(−(a+ b− 2n− 4))2 ⊕ S(−(a+ b− 2n− 1))
⊕ S(−(a+ b− n− 2))⊕ S(−(a+ b− n))2 ⊕ S(−(a+ 2))⊕ S(−(b+ 2))
F ′3 = S(−(a+ b− 2n− 2))⊕ S(−(a+ b− n− 1))⊕ S(−(a+ b− n+ 1))2.
First notice that by Proposition 5.1.ii, β1,a(S/J1) ≥ 1. Indeed, the quadric and degree b
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generator of C do not yield a minimal Koszul relation in J .
If g2(J1) < a, then since b ≥ 2n+ 6, we must have g2(J1) = a+ b− 3n− 3. In this case,
2n+ 6 ≤ b ≤ 3n+ 2. Then a+ b− 3n− 2 ≤ a, so there is a minimal, non-Koszul syzygy
between the quadric and degree a+ b− 3n− 3 generators, which is a contradiction.
Therefore, g2(J1) = a.
Assume g3(J1) < b. Then g3(J1) ∈ {a+ b− 3n− 3, a+ b− 2n− 5, a+ b− 2n− 2}, and
we proceed to show g3(J1) = a+ b− 2n− 5 is the only option. Let C1 ⊆ J1 have type
(2, a, g3(J1)) and set J2 = C1 : J1.
Case 1: b > g3(J1) = a+ b− 3n− 3 ≥ a.
Then a ≤ 3n+ 2, so 2a− 3n− 3 ≤ a. Therefore, using Ferrand’s induced resolution of J2,
we see that if j > a and β2,j(S/J2) > 0, then j = a+ 1 and β2,a+1(S/J2) = 1. However,
β1,a(S/J2) = 1 and β1,j(S/J2) = 0 for j > a, so grade(J2) = 2 by Lemma 5.9. This is a
contradiction.
Case 2: b > g3(J1) = a+ b− 2n− 2 ≥ a.
Then
a ≤ 2n+ 1, (7.8)
and J2 has a free resolution F ′′ with terms
F ′′1 = S(−2)⊕ S(−(a− n− 1))2 ⊕ S(−(a− n+ 1))
⊕ S(−a)⊕ S(−(a+ 2))
F ′′2 = S(−(a− n))2 ⊕ S(−(a− n+ 2))⊕ S(−(a+ 1)) (7.9)
⊕ S(−(a+ 4))2 ⊕ S(−(a+ n+ 2))⊕ S(−(2(a− n− 1)))
F ′′3 = S(−(a+ 5))⊕ S(−(a+ n+ 3))⊕ S(−(2(a− n))).
Notice that S(−(a+ b− 2n− 2)) does not appear in the resolution, since to get a
contradiction we may apply Lemma 5.4.
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We now claim g2(J2) = a− n− 1. As long as a 6= n+ 5, this is true by Lemma 5.8. If
a = n+ 5 and g2(J2) > a− n− 1 = 4, then after substituting a = n+ 5 into (7.9) we see
that there is a complete intersection C2 ⊆ J2 with type (2, 6, n+ 7) such that the quadric
yields a minimal Koszul relation with the other two generators. Then by Proposition 5.1.ii,
the link J3 = C2 : J2 has a resolution
0→
S(−10)
⊕
S(−(n+ 11))2
→
S(−(8− n))
⊕
S(−6)
⊕
S(−9)
⊕
S(−(n+ 8))
⊕
S(−(n+ 10))2
→
S(−2)
⊕
S(−(7− n))
⊕
S(−5)
⊕
S(−(n+ 5))
→ J3 → 0.
Applying the Koszul argument to the quadric and degree n+ 5 generator of J3, we get
n = 4 and the term S(−(n+ 5)) in step 1 trims with S(−9) in step 2. Then J3 is a
complete intersection of type (2, 7− n = 3, 5), which is impossible by Lemma 5.10 since
β2,15(S/J3) = 0. Therefore, g2(J2) = a− n− 1.
Now let C2 ⊆ J2 be a complete intersection with type (2, a− n− 1, a+ 2). By Lemma
5.10, since J2 cannot be a complete intersection, 2a− n+ 3 ≥ a+ n+ 4, so a ≥ 2n+ 1. By
(7.8), we get a = 2n+ 1. Thus the link J3 = C2 : J2 has a presentation F ′′′2 → F ′′′1 → J3
where
F ′′′1 = S(−1)⊕ S(−2)⊕ S(−(n− 1))⊕ S(−n)⊕ S(−(n+ 3))⊕ S(−(2n+ 3))
F ′′′2 = S(−2)⊕ S(−n)2 ⊕ S(−(n+ 3))⊕ S(−(n+ 5))⊕ S(−(2n+ 2))⊕ S(−(2n+ 4))2.
Since
∑
j<2 β1,j(S/J3) = 1, the term S(−2) in steps 1 and 2 trims. Since the linear form
and degree n− 1 generator contribute only one minimal syzygy to J3, the terms S(−n)
trim. Moreover, the Koszul argument shows that S(−(n+ 3)) trims. Therefore, J3 is a
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complete intersection of type (1, n− 1, 2n+ 3) with β3,3n+3(S/J3) = 0, which is impossible
by Lemma 5.10.
Case 3: b > g3(J1) = a+ b− 2n− 5 ≥ a.
By this inequality and Lemma 5.10,
n+ 5 ≤ a ≤ 2n+ 4, (7.10)
and J2 has a free resolution F ′′ with terms
F ′′1 = S(−2)⊕ S(−(a− n− 4))2 ⊕ S(−(a− n− 2))⊕ S(−(a− 1))
⊕ S(−a)⊕ S(−(a+ b− 2n− 5))
F ′′2 = S(−(a− n− 3))2 ⊕ S(−(a− n− 1))⊕ S(−(a− 2))⊕ S(−(a+ 1))2 (7.11)
⊕ S(−(a+ n− 1))⊕ S(−(2a− 2n− 5))⊕ S(−(a+ b− 2n− 5))
F ′′3 = S(−(2a− 2n− 3))⊕ S(−(a− 1))⊕ S(−(a+ n)).
If S(−(a+ b− 2n− 5)) does not trim, then by Lemma 5.4, the degree a generator of C1 is
not a weak associate of the degree a generator of C. Since b ≥ 2n+ 6 and the degree a
generator of C1 must be a minimal generator of J1, this is only possible if
a+ b− 3n− 3 = a, which means b = 3n+ 3. Substituting b = 3n+ 3 into (7.7), we can
write (J1)≤a = (q, f1, f2) where deg q = 2 and deg fi = a for i = 1, 2. Let {e1, e2, e3} be part
of a basis for F ′1 that corresponds to q, f1, f2, respectively. Since the degree b generator of
C cannot be minimal in J , we may assume q, f1 yield a minimal Koszul relation in J1.
Then Syz1(J1)≤a+2 can be generated by two syzygies σ1 and σ2, where
σ1 = ge1 − `1e2 − `2e3
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and
σ2 = f1e1 − qe2.
Then
Syz1(J1)≤a+2 3 f2e1 − qe3 = `σ1 + ζσ2,
where ` is a linear form and ζ is a unit in R. Then
q = ``2 = −ζ``1,
and g` = f2 − ζ−1f1. Thus if f ′2 = f2 − ζ−1f1, then
(J1)≤a = (q, f1, f
′
2),
and `2 ∈ q : f ′2. Thus we conclude that the degree a generator of C1 is a weak associate of
the degree a generator of C, which implies S(−(a+ b− 2n− 5)) trims in (7.11).
Now if a = n+ 5, then J2 contains two linearly independent linear forms, and therefore
must be a complete intersection. However, (7.11) cannot trim to a resolution describing a
complete intersection. Thus a ≥ n+ 6. We can now apply Lemma 5.8 to get
g2(J2) = a− n− 4, so J2 contains a complete intersection C2 with type (2, a− n− 4, a).
The link J3 = C2 : J2 has a free resolution F ′′′ with terms
F ′′′1 = S(−2)⊕ S(−(a− 2n− 2))⊕ S(−(a− n− 1))
⊕ S(−(n+ 1))⊕ S(−(a− n− 4))⊕ S(−a)
F ′′′2 = S(−(a− 2n− 1))⊕ S(−(a− n− 3))2 ⊕ S(−(a− n))
⊕ S(−(a− 1))⊕ S(−(a+ 1))2 ⊕ S(−(n+ 3))
F ′′′3 = S(−(a− n− 1))⊕ S(−a)⊕ S(−(a+ 2)).
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Applying Lemma 5.10 to type(C2) in J2, we have a ≥ 2n+ 3. If a = 2n+ 3, the Koszul
argument yields a contradiction when considering the generators of degrees a− 2n− 2 = 1
and n+ 1. Thus by inequality (7.10), we have a = 2n+ 4. Lemma 5.11 implies S(−(n+ 1))
trims in steps 1 and 2 of F ′′′, which implies S(−(2a− 2n− 3)) and S(−(a+ 1)) trim in
(7.11), which implies the summand S(−b) trims with S(−(a+ b− 2n− 4)) in (7.7). Thus
the quadric and degree a generator of C yield a minimal Koszul relation in J .
To summarize, Cases 1 and 2 are impossible, and Case 3 only happens when the
quadric and degree a generator of C yield a minimal Koszul relation in J . Moreover, in this
case, a = 2n+ 4, which is treated in the following lemma.
Lemma 7.11. Fix n ≥ 4 and let J be an ideal satisfying (7.1). Further, let C ⊆ J be a
grade 3 complete intersection of type (2, 2n+ 4, b), where b ≥ 2n+ 6, and such that the
quadric and degree 2n+ 4 generators of C yield a minimal Koszul relation in J . Then any
sequentially bounded double link of J with respect to (2, 2n+ 4, b) satisfies (7.1) or (6.4).
Proof. The quadric and degree 2n+ 4 generators of C must form part of a minimal
generating set of J since they yield a minimal Koszul relation in J . Then by Lemma 5.1,
the link J1 = C : J has a free resolution F ′ with terms
F ′1 = S(−2)⊕ S(−(b− n+ 1))⊕ S(−(b− 1))⊕ S(−(b+ 2))⊕ S(−(2n+ 4))
F ′2 = S(−(b− n+ 2))⊕ S(−b)⊕ S(−(b+ 3))⊕ S(−(b+ n+ 2))
⊕ S(−(b+ n+ 4))2 ⊕ S(−(2n+ 6))
F ′3 = S(−(b+ n+ 3))⊕ S(−(b+ n+ 5))2
Note that b− 1 ≥ 2n+ 5. Moreover, if (J1)≤max{b−n+1,2n+4} has grade 3, then J1 contains a
regular sequence of degrees 2, 2n+ 4, and b− n+ 1. In particular, using the quadric and
degree 2n+ 4 generators of C, we may complete this regular sequence with a degree
b− n+ 1 generator of J1. Then by Lemma 5.4, any link of J1 with respect to this regular
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sequence yields a contradiction with Lemma 5.9. Thus (2, 14, b− 1) is the minimal type in
J1.
If J2 is a minimal link of J1, then using Ferrand’s mapping cone resolution of J2, it is
easily checked that the only difference in the Betti table of J2 and the Betti table of an
ideal satisfying (6.4) is the value βi,b−1(S/J2) for i = 1, 2. However, this graded Betti
number is 0 by Lemma 5.9. The same argument applies to show that any link of J1 with
respect to (2, 2n+ 4, b) satisfies (7.1).
Theorem 7.12. Fix n ≥ 4 and let J be an ideal satisfying (7.1). Then any sequentially
bounded double link of J with respect to (2, a, b), with b ≥ 2n+ 6, satisfies (7.1) or (6.4).
Proof. Let C ⊆ J be a complete intersection of type (2, a, b) with b ≥ 2n+ 6, and set
J1 = C : J . Since the only minimal Koszul relation in J is between the quadric and degree
2n+ 4 generator, we may assume by Lemmas 7.10 and 7.11 that (2, a, b) is the minimal
type in J1. Let C1 ⊆ J1 be a complete intersection with type (2, a, b), and set J2 = C1 : J1.
We show J2 satisfies (7.1). Since J2 is a ghost double link of J ,
βi,j(S/J) ≤ βi,j(S/J2) ≤ βi,j(S/J) + 1 for 1 ≤ i ≤ 2 and j ∈ {a, b},
and βi,j(S/J2) = βi,j(S/J) otherwise. However, since b ≥ 2n+ 6, Lemma 5.9 implies
βi,b(S/J2) = βi,b(S/J) = 0 for i = 1, 2. To show the same is true for a, by Lemma 5.4, we
may assume the degree a generator of C is not minimal in J , and the degree b generator of
C1 is not a weak associate of the degree b generator of C in J1. Since g3(J1) = b, this is
only possible if b ∈ {a+ b− 2n− 2, a+ b− 2n− 5, a+ b− 3n− 3}, which implies
a ∈ {2n+ 2, 2n+ 5, 3n+ 3}. If a = 3n+ 3, then again Lemma 5.9 implies
βi,a(S/J2) = βi,a(S/J) for i = 1, 2. Thus we may assume either a = 2n+ 4 or a = 2n+ 2.
Assume a = 2n+ 4 and βi,2n+4(S/J2) = βi,2n+4(S/J) + 1 for i = 1, 2. Then
β1,2n+4(S/J2) = 2 = β2,2n+6(S/J2), and since β2,2n+5(S/J2) = 0, it follows that for any
choice of a minimal generating set of J2, the quadric yields a minimal Koszul relation in J2
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with both minimal generators of degree 2n+ 4. In particular, there is a complete
intersection C2 ⊆ J2 with type (2, 2n+ 4, 2n+ 4) such that both minimal Koszul relations
in J2 appear from the generators of C2. Using Ferrand’s mapping cone resolution of
J3 = C2 : J2 and Proposition 5.1.ii, we have β1,2n+3(S/J3) = 1 and β2,j(S/J3) = 0 for
2n+ 3 ≤ j ≤ 2n+ 5, which is impossible by the Koszul argument (recall Definition 6.5).
Therefore, βi,2n+4(S/J2) = βi,2n+4(S/J) for i = 1, 2, so J2 satisfies (7.1).
Assume a = 2n+ 2 and βi,2n+2(S/J2) = βi,2n+2(S/J) + 1 = 1 for i = 1, 2. Then
g2(J2) = n+ 1 by Lemma 5.8.i, so there is a complete intersection C2 ⊆ J2 with type
(2, n+ 1, 2n+ 4). If J3 = C2 : J2, the only difference between the Betti table of J3 and the
Betti table of an ideal with resolution (6.1) are the values
βi,n+1(S/J3) ≤ 1 for 1 ≤ i ≤ 2
and
βi,n+5(S/J3) ≤ 1 for 2 ≤ i ≤ 3.
The values of these graded Betti numbers for an ideal with resolution (6.1) are all 0.
However, β2,j(S/J3) = 0 for n+ 2 ≤ j ≤ n+ 3, so βi,n+1(S/J3) = 0 for 1 ≤ i ≤ 2 by the
Koszul argument. Now by Lemma 5.11, the sub-ideal (J3)≤n+1 is a grade 2 perfect ideal.
Therefore, if β3,n+5(S/J3) = 1, the degree n+ 3 minimal generator of J3 is a linear multiple
of a socle generator for J3. But β2,n+4(S/J3) = 1, which contradicts Lemma 5.12. Hence
βi,n+5(S/J3) = 0 for 2 ≤ i ≤ 3, which by Proposition 5.1 is only possible if
βi,2n+2(S/J2) = 0 for 1 ≤ i ≤ 2. Therefore, J2 satisfies (7.1).
Proposition 7.13. Fix n ≥ 4 and let J be an ideal satisfying (7.1). If C ⊆ J is a complete
intersection of type (a1, a2, a3) with a1 > 2, then the minimal type of the link C : J is
(a1, a2, a3).
Proof. Let a = a1 + a2 + a3. The link J1 = C : J has a graded free resolution F ′ with
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graded free summands
F ′1 = S(−(a− 3n− 5))⊕ S(−(a− 2n− 7))⊕ S(−(a− 2n− 4))
⊕ S(−a1)⊕ S(−a2)⊕ S(−a3)
F ′2 = S(−(a− 3n− 4))⊕ S(−(a− 2n− 6))2 ⊕ S(−(a− 2n− 3)) (7.12)
⊕ S(−(a− n− 4))⊕ S(−(a− n− 2))2 ⊕ S(−(a1 + a2))
⊕ S(−(a1 + a3))⊕ S(−(a2 + a3))
F ′3 = S(−(a− 2n− 4)⊕ S(−(a− n− 3))⊕ S(−(a− n− 1))2 ⊕ S(−(a− 2)).
Since a1 > 2, the summand S(−(a− 2)) in step 3 cannot trim and is the maximal shift in
the resolution. Assume C1 ⊆ J1 is a complete intersection with type(C1) < type(C). Then
by Lemma 5.10, since a− 3n− 5 ≥ a1, we have type(C1) = (a1, a′2, a′3) where
a2 + a3 = a
′
2 + a
′
3 − 1 and a′i = ai − 1 for either i = 2 or i = 3. The link J2 = C1 : J1 has a
presentation F2 → F1 → J2, where
F1 = S(−1)⊕ S(−n)2 ⊕ S(−(n+ 2))⊕ S(−(2n+ 3))⊕ S(−a1)⊕ S(−a′2)⊕ S(−a′3)
F2 = ⊕S(−(n+ 1))2 ⊕ S(−(n+ 3))⊕ S(−(2n+ 2))⊕ S(−(2n+ 5))2 ⊕ S(−(3n+ 3))
⊕ S(−(a1 − 1))⊕ S(−(a2 − 1))⊕ S(−(a3 − 1))
Assume a′2 = a2 − 1. Then by Lemma 5.4.i., to reach a contradiction, we may assume that
S(−(a2 − 1)) trims. Since C1 is the minimal type of J1, we have β1,a2−1(S/J1) > 0, so
a2 − 1 ∈ {a− 3n− 5, a− 2n− 7, a− 2n− 4}. Therefore,
a1 + a3 ∈ {3n+ 4, 2n+ 6, 2n+ 3} (7.13)
However, the Koszul argument applied to the linear form and degree 2n+ 3 generator of J2
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yields the inequality
2n+ 3 ≤ ai − 1 ≤ 2n+ 4
for either i = 1 or i = 3. By (7.13), since a1 ≤ a3, we must have i = 3. Then
2n+ 4 ≤ a3 ≤ 2n+ 5, and by (7.13) with the fact that a1 > 2, we get n− 1 ≤ a1 ≤ n. Then
β2,a1−1(S/J2) = 1, which is impossible since
∑
j≤n−1 β1,j(S/J2) = 1. The same argument
applies if a′3 = a3 − 1. Hence type(C) = (a1, a2, a3) is the minimal type of J1.
Theorem 7.14. Fix n ≥ 4 and let be an ideal J satisfying (7.1). Then any sequentially
bounded double link of J with respect to (a1, a2, a3), where a1 > 2, satisfies (7.1).
Proof. Let C ⊆ J be a complete intersection with type (a1, a2, a3), where a1 > 2. By
Proposition 7.13, we know that (a1, a2, a3) is the minimal type in J1 = C : J . If C1 ⊆ J1 is
a complete intersection with type (a1, a2, a3) and J2 = C1 : J1, then J2 is a ghost double
link of J . Thus to prove J2 satisfies (7.1), we need to show βi,aj(S/J2) = βi,aj(S/J) for
1 ≤ i ≤ 2 and 1 ≤ j ≤ 3. By Lemma 5.4, we may assume that for {i, j, k} = {1, 2, 3}, the
degree ai generator of C is not minimal in J , and that the degree aj and ak generators of
C1 are not both weak associates of the degree aj and ak generators of C, respectively.
Step 1: Show βi,a1(S/J2) = βi,a1(S/J) for i = 1, 2.
We consider three cases: when a1 ≤ n+ 1, when a1 = n+ 2, and when a1 ≥ n+ 3.
If a1 ≤ n+ 1, then since
∑
j≤n β1,j(S/J2) = 1, we have Syz1(J2)≤n+1 = 0. Thus
βi,a1(S/J2) = 0 = βi,a1(S/J) for 1 ≤ i ≤ 2.
Assume a1 = n+ 2 and that βi,a1(S/J2) = 1 for 1 ≤ i ≤ 2. Write (J2)≤n+1 = (q, f1, f2).
If q, f1 is a regular sequence, then using the mapping cone induced by
0→ S/(q, f1) : f2(−(n+ 1))
·f2−→ S/(q, f1)→ S/(q, f1, f2)→ 0
to resolve S/(q, f1, f2), it follows that (q, f1) : f2 contains three linearly independent linear
forms, which is impossible since one of the linear forms is regular on S/(q, f1) and
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f2 /∈ (q, f1). By the same reasoning, neither q, f2 or f1, f2 can be a regular sequence. In
particular, g2(J2) > n+ 1, so we can write (q, f1, f2) = `(`′, g1, g2) for some linear forms `
and `′ and degree n forms g1 and g2. Further, using the short exact sequence
0→ S/(`′, g1, g2)
·`−→ S/(q, f1, f2)→ S/(`)→ 0,
we see that there are linear forms L and L′ and a degree n− 1 form h for which g1 = Lh
and g2 = L′h. Now Syz1(J2)≤n+2 can be generated by syzygies σ1, σ2, σ3 corresponding to
the relations
g1q = `
′f1, g2q = `
′f2, and L′g1 = Lg2,
respectively. It is easily checked that
L′σ1 − Lσ2 + `′σ3 = 0,
which means that β3,n+3(S/(q, f1, f2)) > 0. This would imply β3,n+3(S/J2) > 0, which is
not true, so we have a contradiction. Thus βi,a1(S/J2) = 0 for 1 ≤ i ≤ 2 when a1 = n+ 2.
Lastly, assume a1 ≥ n+ 3 and that βi,a1(S/J2) > βi,a1(S/J) for i = 1, 2. Recall that
(7.12) gives the graded Betti numbers of J1. Since a1 + a3 ≥ 3n+ 7, we have
a2 < a− 3n− 5, which means the degree a2 generator of C1 must be a weak associate of
the degree a2 generator of C. Thus by Lemma 5.4.ii, we know βi,a3(S/J2) = βi,a3(S/J).
However, g3(J2) = a3, so a3 ∈ {a− 3n− 5, a− 2n− 7, a− 2n− 4}. Since
a1 + a2 ≥ 2a1 ≥ 2n+ 6, either a3 = a− 3n− 5 or a3 = a− 2n− 7.
(i.) a3 = a− 3n− 5. Then a1 + a2 = 3n+ 5, and we may write a1 = n+ c, where
3 ≤ c ≤ n. Thus a3 > 2n+ 3 > a1 + 2, which by the Koszul argument implies
a1 + 1 ≤ a2 ≤ a2 + 2 and βi,a2(S/J2) > βi,a2(S/J) for i = 1, 2. This implies
2c− 4 ≤ n ≤ 2c− 3. If a2 + 1 ≤ 2n+ 4 ≤ a2 + 2, then by the previous inequation, we have
n ≤ 3, which is impossible. Thus by the Koszul argument, a2 + 1 ≤ 2n+ 3 ≤ a2 + 2, which
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implies 4 ≤ n ≤ 5.
• n = 4. In this case it follows that c = 4, a1 = 8, and a2 = 9. Then β2,10(S/J2) = 0,
and for any complete intersection C2 ⊆ J2 with type (2, 9, 12), the quadric yields a
minimal Koszul relation with the degree 9 and degree 12 forms. If J3 = C2 : J2, then
β2, j(S/J3) = 0 for 11 ≤ j ≤ 13, but β1,11(S/J3) = 0, which is a contradiction.
• n = 5. In this case it follows that c = 4, a1 = 9, and a2 = 11. Similar to the previous
case, there is a complete intersection C2 ⊆ J2 with type (2, 9, 14) such that the
quadric yields a minimal Koszul relation with the degree 9 and degree 14 forms.
Then J3 is an almost complete intersection containing a complete intersection C3
with type (2, 8, 11). Set J4 = C3 : J3. The β3,j(S/J4) = 0 unless j = 16. Further
β2,3(S/J4) = 2 and β1,2(S/J4) = 3. Thus the quadrics form a grade 2 ideal, implying
J4 contains a complete intersection of type (2, 2, 11), which contradicts Lemma 5.10.
(ii.) a3 = a− 2n− 7. Then a1 + a2 = 2n+ 7, so a1 = n+ 3 and a2 = n+ 4. Then
β2,j(S/J2) = 0 for n+ 5 ≤ j ≤ n+ 6, so by the Koszul argument we have β1,n+4(S/J2) = 0,
leaving β2,n+4(S/J2) = 1. Further, β1,n+3(S/J2) = 2 and
p :=
∑
n+4≤j≤n+5
β2,j(S/J2) = 1,
but the Koszul argument applied to the quadric and both degree n+ 3 forms would imply
p ≥ 2. Thus we have a contradiction.
Step 2: Show βi,a3(S/J2) = βi,a3(S/J) for i = 1, 2.
Recall g3(J) = 2n+ 4, so we may assume a3 ≥ 2n+ 5. Further, a2 + a3 ≥ 3n+ 6, so
a− 3n− 5 > a1. Thus the degree a2 generator in C1 is not a weak associate in J1 of the
degree a2 generator of C. Since g2(J1) = a2, in (7.12) we see that
a2 ∈ {a− 3n− 5, a− 2n− 7, a− 2n− 4}. But since a1 + a3 ≥ 2n+ 8, it is only possible
that a2 = a− 3n− 5, in which case 3 ≤ a1 ≤ n. Thus the degree a1 generator of C is not a
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minimal generator of J , but we know there was a trim of S(−a1) in the induced resolution
of J2. However, this trim cannot be from the minimal Koszul relation in J1 between a weak
associate of the degree a2 and a3 generators of C. Hence there must be another minimal
Koszul syzygy of degree a2 + a3 in J1, which by (7.12) implies
a2 + a3 ∈ {a− 3n− 4, a− 2n− 6, a− 2n− 3, a− n− 4, a− n− 2}. Then
a1 ∈ {3n+ 4, 2n+ 6, 2n+ 3, n+ 4, n+ 2}, which is a contradiction. Therefore, the degree a2
generator of C1 is a weak associate of the degree a2 generator of C, which by 5.4 concludes
Step 2.
Step 3: Show βi,a2(S/J2) = βi,a2(S/J) for i = 1, 2.
Suppose βi,a2(S/J2) > βi,a2(S/J) for 1 ≤ i ≤ 2. Recall g2(J) = n+ 1, so we may assume
a2 ≥ n+ 2. Then a2 + a+ 3 ≥ 3n+ 6, so a− 3n− 5 > a1. Further, since g3(J1) = a3 and
we assumed that the degree a3 generator of C1 is not a weak associate of the degree a3
generator of C, by (7.12) we see a3 ∈ {a− 3n− 5, a− 2n− 7, a− 2n− 4}, which implies
a1 + a2 ∈ {3n+ 5, 2n+ 7, 2n+ 4}. In particular, n+ 2 ≤ a2 ≤ 3n+ 2. To finish Step 3 we
examine a particular partition of this interval of a2 and show each part yields a
contradiction.
• a2 = n+ 2: Since
∑
n+3≤j≤n+5 β2,j(S/J2) = 1 and
∑
n+2≤j≤n+3 β1,j(S/J2) = 2, the
Koszul argument applied to the quadric and degree n+ 3 generator of J2 implies
βi,n+2(S/J2) = 0, which contradicts our starting assumption.
• n+ 3 ≤ a2 ≤ 2n: The Koszul argument proves this case.
• a2 = 2n+ 1: The quadric and degree a2 form yield a minimal Koszul relation in J2. If
J3 is a link of J2 with respect to (2, a2, 2n+ 4) that uses the minimal Koszul relation,
then applying the Koszul argument to the quadric and degree 2n+ 3 minimal
generator of J3 yields a contradiction.
• 2n+ 2 ≤ a2 ≤ 2n+ 4: Let J3 be a link of J2 with respect to (2, n+ 1, 2n+ 4) (such
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complete intersection exists by Lemma 5.8). Notice that the generators of degree 2
and 2n+ 4 yield a minimal Koszul relation in J2. Then J3 has a free resolution F ′′
with graded free summands
F ′′1 = S(−2)2 ⊕ S(−n)⊕ S(−(n+ 3))⊕ S(−(2n+ 4))
F ′′2 = S(−3)⊕ S(−(n+ 1))⊕ S(−(n+ 4))⊕ S(−(2n+ 3))
⊕ S(−(2n+ 5))2 ⊕ S(−(3n+ 7− a2))
F ′′3 = S(−(3n+ 7− a2))⊕ S(−(2n+ 4))⊕ S(−(2n+ 6))
Since in this case n ≤ 3n+ 7− a2 − 3 ≤ n+ 2, we have β3,j(S/J3) 6= 0 for some j in
the interval n ≤ j ≤ n+ 2. But Lemma 5.11 implies the sub-ideal (J3)≤n is a grade 2
perfect ideal, so j = n+ 2. Then the degree n+ 3 minimal generator of J3 is a linear
multiple of a socle generator, yielding a contradiction with Lemma 5.12.
• a2 = 2n+ 5: Recall a1 > 2 and a1 + a2 ∈ {3n+ 5, 2n+ 7, 2n+ 4}. Thus the only
possibility is that a1 + a2 = 3n+ 5, in which case a1 = n. Since β1,n(S/J) = 0, the
degree a1 generator of C lies in mJ . However, we know that S(−a1) trimmed in
Ferrand’s mapping cone resolution of J2 by Step 1, and we have assumed that the
degree a3 generator of C1 is not a weak associate of the degree a3 generator of C.
Therefore, there must be another minimal Koszul relation in J2 of degree a2 + a3. In
particular, a2 + a3 ∈ {a− 3n− 4, a− 2n− 6, a− 2n− 3, a− n− 4, a− n− 2, a1 + a3},
which implies a1 = a2 or n = a1 ∈ {n+ 2, n+ 4, 2n+ 3, 2n+ 6, 3n+ 4}. Thus a1 = a2,
which implies n = 2n+ 5, which is a contradiction.
• 2n+ 6 ≤ a2 ≤ 3n+ 2: Lemma 5.9 proves this case.
We have now exhausted all possibilities for Step 3, so we may conclude that
βi,aj(S/J2) = βi,aj(S/J) for 1 ≤ i ≤ 2 and 1 ≤ j ≤ 3. Therefore, J2 satisfies (7.1).
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8 Conclusion
To conclude, we summarize some of our main results and provide some open questions
that could possibly lead to future study.
8.1 Regular Sequences in Homogeneous Linkage
We recall the diagram from the Introduction.
Strongly* Licci
Minimally Licci SBL Hom. Licci Licci
SNL
\
\
\ \
\
All but one of the colored arrows are in some way connected to the construction of licci
but not minimally licci ideals in [36] by Huneke, Migliore, Nagel, and Ulrich. The blue
arrows appear because the ideals of this construction are SNL, and therefore SBL, but not
minimally licci. Also, from this construction we can create Artinian licci monomial ideals,
and therefore strongly* licci ideals, that are not minimally licci.
For homogeneously licci ideals that are not SBL, we restricted some parameters in the
construction of Theorem 6.9 (the ideals mentioned in the previous paragraph) and created
a direct link with a carefully constructed regular sequence. We showed that the graded
Betti tables repeated after sequentially bounded double links, none of which can describe a
CI. Therefore, these ideals are not SBL.
Lastly, Theorem 6.4 showed that any grade 3 Gorenstein ideal generated by quadrics
are minimally licci (therefore SBL) ideals that are not SNL.
In conclusion, there are at least four distinct families of homogeneous licci ideals,
distinguished by how their members can be linked to a CI. Indeed, we know the SNL,
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minimally licci, SBL, and homgoeneously licci properties create distinct families of ideals.
This leads to a few questions.
(1.) Are there more natural families/properties to consider?
(2.) Are there certain properties of a licci ideal that would guarantee it lies in one or more
of these families, such as being radical?
(3.) Is strongly* licci equivalent to SBL?
8.2 Linkage and Hilbert Functions
In the introduction we stated that Huneke and Ulrich posed Question 1.4 as a weaker
version of Question 1.3. In particular, they asked if for a given Artinian homogeneous licci
ideal there was a licci monomial ideal with the same Hilbert function. If there is a sequence
of sequentially bounded links
I
C0∼ I1∼ . . .
Cs−1∼ Is = CI,
and type(Is) = (a1, . . . , ad), then set I ′s = (x
a1
1 , . . . , x
ad
d ). Since Cs−1 ⊆ Is, we know
type(Cs−1) = (b1, . . . , bd) ≥ (a1, . . . , ad). Then consider the link
I ′s−1 = (x
b1
1 , . . . , x
bd
d ) : (x
a1
1 , . . . , x
ad
d ),
which has the same Hilbert function as Is−1. The sequentially bounded properties allows
the procedure to continue until we have created I ′0, which is a licci monomial ideal with the
same Hilbert function as I.
Therefore, if I is Artinian and SBL, then it is possible to construct a monomial ideal
with the same Hilbert function. Moreover, for the family of licci ideals that are not SBL,
we can still construct a monomial ideal with the same Hilbert function, which leads to our
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last theorem.
Theorem 8.1. Let S = k[x1, x2, x3] and fix n ≥ 4. Let J be an ideal satisfying (7.1).
Consider the monomial ideal
J ′ = (x21, x
2n+1
2 , x
2n+4
3 , x
n
2x3, x1x
n−1
2 x3, x1x2x
n+1
3 ).
Then J ′ is SBL and has the same Hilbert function as J .
Proof. First, using the construction of Theorem 6.9, let
I = (xn1 , x
n+3
2 , x
2n+4
3 , x1x3, x2x3).
Then the link (x2x3, xn+11 , x
2n+4
2 − x2n+43 ) : I realizes the Hilbert function of an ideal
satisfying (7.1). Indeed, we know that the graded resolution of I has the form of (6.1),
which implies the graded resolution of the link has the form in Figure 7. Therefore, we may
assume J is the link of I above without the loss of generality. Since (J ′){4} = (x, yn−2, zn),
we know that J ′ is licci and therefore SBL.
To show J and J ′ have the same Hilbert function, we use Proposition 2.25 and
Macaulay’s inverse systems.
Let C ′ = (x21, xn2x3, x
2n+4
2 − x2n+43 ) and set I ′ = C ′ : J ′. Since
I
(2,n+1,2n+4)∼ J and I ′ (2,n+1,2n+4)∼ J ′,
by Proposition 2.25 it suffices to show I and I ′ have the same Hilbert function.
It is easily checked that I−1 =
〈
yn−11 y
n+2
2 , y
2n+3
3
〉
. Let
g(y) = y1y
3n+3
2 + y1y
n−1
2 y
2n+4
3
A simple calculation shows C ′ ⊆ 〈g(y)〉⊥, and the socle of both ideals is generated in degree
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3n+ 4. Therefore, by Proposition 2.20, (C ′)−1 = 〈g(y)〉. By Lemma 2.26,
(I ′)−1 = (C ′ : J ′)−1 = (C ′ : (x1x
n−1
2 x3, x1x2x
n+1
3 , x
2n+1
2 ))
−1
=
〈
x1x
n−1
2 x3 ◦ g(y), x1x2xn+13 ◦ g(y), x2n+12 ◦ g(y)
〉
=
〈
y2n+33 , y
n−2
2 y
n+3
3 , y1y
n+2
2
〉
.
Notice that I−1 ∩ (I ′)−1 =
〈
y1y
n+2
2 , y
2n+3
3
〉
. Then for all j,
dimk(I
−1/(I−1 ∩ (I ′)−1))j = #{ya1yb2 : a+ b = j, 2 ≤ a ≤ n− 1, and 0 ≤ b ≤ n+ 2}
= #{yb2yc3 : b+ c = j, 1 ≤ b ≤ n− 2, and 1 ≤ c ≤ n+ 3}
= dimk((I
′)−1/(I−1 ∩ (I ′)−1))j.
Therefore, dimk(I−1)j = dimk(I ′)−1j for all j, which by Proposition 2.19 implies I and I ′
have the same Hilbert function.
Therefore, Question 1.4 remains wide open. We also would like to know if more can be
done with the socle structure of Artinian monomial ideals in Theorem 3.11, specifically
with unimodality questions. In particular, is there an example of a licci level Artinian
monomial algebra with a non-unimodal h-vector?
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