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on how the command and the feedback are supplied, known
as: feedforward, feedback or adaptive control. Alternatively,
the knowledge about biological structures involved in the
generation of movements provided by neuroscience can be ex-
ploited in the form of models and Neuromorphic Engineering
(NE) implementations to develop novel approaches to artiﬁcial
motor control. The NE community has been already quite
active in integrating sensors and computational devices with
several robotic platforms (signiﬁcative examples are [1], [2]).
In comparison, very little work has been carried out so far for
the development of neuromorphic motor controllers.
To our knowledge, the ﬁrst neuromorphic controller was
proposed by Fukuda and colleagues [3]. They proposed a
hierarchical neural network controller applied to a robotic
manipulator. The model was based on the neuron’s ﬁring rates,
therefore ignoring the role of spikes. We propose to use the
spikes to directly drive the motor, therefore removing delays
on the execution and reducing computational load. This ﬁrst
attempt did not trigger much research in the NE community
and only many years later new publications presenting neuro-
morphic motor controllers appeared. For example, a Dynamic
Vision Sensor (DVS) has been used as visual input or as a
feedback provider [4] [5] where the tasks were to balance
a pencil and to generate pointing movements. Further work
introduced the use of Proportional Integral and Derivative
(PID) controllers based on small network of spiking neurons
implemented on Field Programmable Gate Arrays (FPGAs) or
SpiNNaker [6]–[8]. However, this controllers were developed
under industrial constrains that might not ﬁt the neuromorphic
engineering goals. More recent work presented in [9] and [10]
describes the use of neuromorphic hardware to control the
robot motor torques and a small robotic arm, respectively. The
differences between the present work with the former is that
we are considering a single motor instead of a whole system
and with the latter is that we are considering the biological
features of the spinal cord instead of the basal ganglia. In
the latest work in this ﬁeld a brain-like neural controller
including a cerebellum model and a musculoskeletal robot
were presented [11]. Dedicated computational cores were used
to translate the spike trains to motor commands. In our work
this computational stage is replaced with a direct interface of
the spike train with the Direct Current (DC) motor.
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I. INTRODUCTION
Conventional motor controllers range from very simple 
proportional actions to complex fuzzy logic or chaotic con-
trollers. They are designed to work under speciﬁc constraints 
and environments. In contrast, biological motor control ex-
hibits amazing ﬂexibility; for instance, a group of muscles 
can be trained to do any task. In particular, the last stage of 
muscle control, namely local motor control or short-loop, is 
well understood and can be imitated for designing efﬁcient 
control architectures.
The classical approach to motor control focuses on tech-
niques aimed at producing precise movements. These control 
techniques are general and they can be adapted depending
Given our aim of replicating and exploiting biological
strategies, a spike based implementation is a natural choice.
This paper focuses on motor control and speciﬁcally on
how we can use neuromorphic hardware to control a motor
following a biological approach. The objective of the work
presented here is to design a new low level control method
based on biological features that could be used in robotics. Our
long term plan aims at the integration of NE hardware with
DC motors. To this end we simulated Leaky Integrate and Fire
(LIF) neurons interconnected through excitatory and inhibitory
synapses emulating biological dynamic properties such as an
instantaneous rise and single-exponential decay and used the
output of our network model to drive a simulated DC motor
using its transfer function to relate voltage applied versus angle
reached over time.
In this paper we describe the biological background and
the methodology followed II-A, the network model proposed
(II-B), the results for the software simulations of the control
model (III), and ﬁnally discuss current achievements (IV).
II. METHODOLOGY
A. What can we borrow from biology?
Since we want to use the control method for robotics,
we have to focus on motors instead of muscles and that is
the reason why we do not consider key aspects of muscles
such as elastic properties, agonist-antagonist mechanism, etc.
In contrast, motors do not only pull but push just by inverting
the polarity of the voltage applied to its terminals. A key point
in biology is how the proprioceptive information related to the
muscles is transmitted to the central nervous system: using the
spindles (to provide length and velocity data) and the Golgi
tendon organs (to provide tension data) [12]. Our objective is to
control either the position or the speed therefore we are going
to focus on how spindles work. In general terms, spindles are
neurons placed along the intrafusal ﬁbres that respond to the
changes in length of the muscle. Their output is a constant
rate proportional to the muscle length [12]. In a similar way
we are going to use the encoder of a DC motor to generate
a spiking signal proportional to the position or velocity of the
motor to provide feedback to the neural controller. Regarding
the actuation, the stretching of the ﬁbres of a muscle happens
when the central nervous system recruits the neurons called
alpha motoneurons [12]. The amount of strength depends on
the discharge to these motoneurons. Our approach mimics this
behaviour.
B. Network model
The designed network is shown in ﬁgure 1. We propose
four different neuron populations: two populations to drive
the motor in each direction (clockwise and counter clockwise)
and two populations to provide feedback from the motor to
the neural controller. The alpha motoneurons CW and alpha
motoneurons CCW output spikes are directly connected to
the motor and drive CW and CWW movements respectively.
The motor encoder’s output consist of two square signals
which are out of phase (channel A and B) and it is provided
to the spindle populations. The reference is shared by both
alpha motoneurons populations and the input Direction selects
what type of connection is created between the reference and
Fig. 1. Control network diagram. The dotted arrows represent connections
between neuron populations and the motor and the solid arrows connections
between neuron populations. Orange-ﬁlled circles represent dynamic popula-
tions, inhibitory connections in black and excitatory connections in red. The
stimulus to the network is supplied using the reference population and the
input direction selects the type of connection, between the stimulus and the
alpha motoneuron populations, to be created.
the motoneuron populatios: excitation for the clockwise mo-
toneuron and inhibition for the counter-clockwise motoneuron,
whenever there is a clockwise movement and the contrary for
counter-clockwise movements. The spindles populations are
excited with the turn of the motor in each direction (channel
A for clockwise and channel B for counter-clockwise). The
four neuron populations are modelled using the LIF model 1
τm ∗ du
dt
= −(u−R ∗ (I(t) + I0)) (1)
where τm is the neuron membrane time constant, u is the
membrane potential, I(t) is the dynamic injected current and
I0 is a constant current that could be injected. The model
ﬁres a spike whenever the threshold is reached and then the
membrane potential is reset. The reference population provides
input pulses at a rate proportional to the target position (in
degrees) and the direction input speciﬁes the direction of
the turn by determining the sign of the connection from the
reference to the alpha motorneurons. During a clockwise turn
command, the reference excites the CW population and inhibits
the CCW population; the opposite occurs for the counter
clockwise direction. Within this mechanism, we make our
controller ﬂexible since the turn direction can be selected and
changed online. As soon as the motor starts turning, the spindle
populations are stimulated by the encoder signal; eventually
they will start ﬁring and inhibiting the corresponding alpha
motoneuron population, therefore stopping the turning of the
motor. If, due to motor inertia, the position is overreached,
the cross connection between the encoder populations and the
alpha motoneurons will correct the position by exciting the
opposite motoneuron population. Each population comprises
30 neurons with local recurrent random connections. These
connections introduce variability in the response which is
integrated by upstream neurons to produce a smooth response
over time.
C. Motor driver
Our approach uses directly the output rate from the alpha
motoneuron populations to drive the motor, i.e. the information
we are sending to the motor (the spikes) is encoded in the
ﬁring rate. Therefore, we have used a modulation based on
the frequency: PFM. PFM uses a squared waveform to carry
the information. The pulse width is ﬁxed and the analog
information is carried by the frequency. This means that the
frequency of the square wave will be modiﬁed according to
the analog value to transmit. The amount of time when all
the power is supplied to the load is ﬁxed [6]. The idea of
using the frequency as the information carrier links precisely
with using the ﬁring rate of the alpha motoneurons to drive the
motor. If we compare our approach with the well-known Pulse
Width Modulation (PWM), we found that PWM uses a ﬁxed
frequency squared waveform to carry the analog value. The
modulator will spread each pulse according to the analog value,
introducing a delay. Thus, the width of each pulse will have a
relationship with the analog value to transmit. Therefore, the
period of time when all the power is supplied to the load is
variable. The use of PFM is validated by the interest of those
working on neuroprosthetic [13] because it is the most natural
way to interface spikes coming from biological neurons. The
motor we plan to use in the ﬁnal system is a DC Motor from
Maxon (Model 310007). Following the speciﬁcations of the
company, the dynamic properties of the motor can be modelled
using its differential equations 2 [14]. The motor model is
included within the simulator by using a fake neuron that
follows these equations.
Vs = La × dia
dt
+Ra × ia + ke × dθ
dt
(2)
kt × ia = J × d
2θ
dt2
+B × dθ
dt
(3)
where Vs and ia are the voltage and current applied to the
motor terminals, θ is the angle reached by the motor and La,
Ra, ke, kt, J and B are the motor parameters given by the
manufacturer. In the eventual hardware implementation, the
output of the alpha motoneurons will use a dedicated digital
bus to interface the digital circuit that will generate the PFM
signal to drive the motor with the right polarity according to
the turning direction.
D. Feedback
A feed-forward controller relies on the execution of the
motor command assuming that the target was reached after
the predicted time. This approach is not robust to interferences
and cannot be used for moving targets with unpredictable
trajectories. In these cases feedback plays a crucial role. In
our controller, low-level feedback is introduced by using the
output of the encoder included within the DC motor which is
analogous to biological proprioceptive signals. Speciﬁcally, the
encoder currently in use (Maxon MR225778) is an incremental
encoder with three output channels (two quadrature output
channels plus the index channel to detect a full turn). The two
quadrature channels will be interfaced using a digital circuit
(eventually implemented on an FPGA). The circuit could either
generate pulses according to the switching frequency of the
channels (rate proportional to the speed of the motor) or
generate a rate according to the number of pulses received
from channel A or B (rate proportional to the position of the
motor). Depending on how we want to control the motor, one
of these ﬁring rates will excite the encoder neuron population
implemented on the analog chip. In the simulations we present
in this paper, we have designed a position control network.
Therefore the spindle populations (interfaced by the encoder
channels) receive pulses at a rate proportional to the position
of the motor. Equation 1 is a ﬁrst approximation to the analog
neuron circuit implemented in the chips [15] we plan to use
in our hardware implementation. With no input current (no
turn by the motor), the spindle population will not be ﬁring
and with each spike received by the encoder (encoding 0.72
degrees each), an increasing ﬁring rate will be generated at
its output. The ﬁring rate generated by this block follows the
equation 4. This behaviour mimics the response of biological
spindle neurons to muscle length variations. Given a ﬁx set of
parameters (τm, R, I0 and the threshold) the output rate will
depend on the input current. This output rate will inhibit the
corresponding alpha motoneuron population which is receiving
excitation from the reference. This reference stimulus is the
input to our network. Eventually, it will be set by higher
structures in the hierarchy beyond the scope of this work.
III. RESULTS
The network designed has been simulated using the spiking
neural network simulator Brian [16]. The simulations include
all the elements shown in 1: the four neuron populations and
two equation blocks for the motor function and the encoder’s
channels dynamics.Firstly, we tune the connection between the
encoder channels and the spindle populations. To be consistent
with both the biological spindle (which rate ranges from 0
to 100s−1 [17]) and the computational limitation of having a
signiﬁcant rate variation at each reference step, we ﬁxed the
parameters with the values: τm = 25.4ms, R = 10Ω, I0 =
2mA and the uth = 20mV . With these values, the equation 4
is used to compute the equivalent of the ﬁring rate generated
by the spindle population. The encoder has a resolution of 500
pulses per full turn, i.e. one pulse every 0.72 degrees, which
ﬁxes the best achievable resolution of the system. Hence, each
time the motor turns 0.72 degrees, the equation block used to
include the motor in our simulations ﬁres a spike. This spike
excites the corresponding spindle population. Therefore, the
spindle population ﬁring rate is proportional to the encoder
resolution.
fencoder = 1/
⎛
⎜⎜⎝τ × ln
⎛
⎜⎜⎝
R×
(
Angle
1440
+ I(t)
)
R×
(
Angle
1440
+ I(t)
)
− Vth
⎞
⎟⎟⎠
⎞
⎟⎟⎠
(4)
Directly using the highest resolution would lead to a spindles
ﬁring rate much higher than the biological one. Therefore,
we have artiﬁcially increased the step size three times, up
to 2.16 degrees which means 166 steps for a full turn of
the motor. Every time the encoder ﬁres a spike, the current
injected to the spindle population is increased by 50uA. We
run tests to study how the system responds to a range of
pulse width of the PFM signal which drives the motor. The
position reached will depend on both the pulse width and the
amplitude. For this speciﬁc motor, we have ﬁxed the amplitude
to 12 Volts according to the manufacturer datasheet. The tests
show the expected linear relation between the pulse width
and the angle reached: Angle = 0.02 × pulse width with
the angle in degrees and the pulse width in μs. We have
selected a pulse width of 100 μs (3.3 μs for each the 30
neurons in the population) for the PFM signal to drive the
motor. Figure 2a shows the entire controller behaviour. The
reference for this test is set to 100 spikes per second during
3 seconds and then 50 spikes per second during 2 seconds
(a) Test I (b) Test II
Fig. 2. Test I: Evolution over time of the position of the motor in response to an input reference of 100 Hz (turn command of 179.28 degrees) for 3 seconds
and of 50 Hz (turn command of 73.44 degrees) for the following two seconds without changing the direction input. The input PFM signal for the CW alpha
motoneuron population is shown in green and the PFM signal for the CCW alpha motoneuron population is shown in value. Test 2: Angle reached by the motor
(10.16, 35.56, 63.78, 123.19, 106.20, 178.52, 173.53, 194.91, 228.7 and 275.73) for the following set of angle references (7, 32.4, 62.64, 95.04, 125.28, 157.68,
190, 222.48, 259.2 and 289.44) degrees. The experiment lasts ﬁve seconds each.
(5 seconds total); for both, the clockwise direction is active.
The cross connection between the spindle and the opposite
alpha motoneuron population are causing both the oscillation
around the set reference and the possibility of updating the
reaching point when the reference changed. According our
initial calibration procedure, the motor should reach 179.28
degrees (before the reference change) but, as shown in the
ﬁgure, it reaches 172.05 degrees. The error of 4.35% is due to
random variations in the inhibition from the spindle population
to the alpha motor neuron population. To conﬁrm this, we run
10 simulations restarting the network each time for the ﬁrst
three seconds and obtained a mean error of: 17.45 degrees
(10.56%) and a standard deviation of 2.92 degrees. Once the
inhibition starts having effect, it inhibits a random number of
neurons of the motoneuron population while the rest of the
neurons will continue making the motor turn. Figure 2b shows
the behaviour of the motor controller when a set of references
are set.
IV. DISCUSSION AND CONCLUSION
Our simulations show that it is possible to create a network
of LIF neurons to control a DC motor. The proposed network
exploits some of the features present in the biological coun-
terpart and can be applied to robotic platforms with several
degrees of freedom. Our results show that the proposed con-
troller can achieve an accurate behaviour reaching the target
position with an mean percentage error of 10.56%. This work
is an important step towards our long term goal of building a
neuromorphic controlled robotic arm able to perform reliable
and adaptable reach movements. To this end, we designed the
simulation to be compatible with our hardware and we will
use this results to guide the hardware implementation.
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