Numerically optimised microwave pulses are used to increase excitation efficiency and modulation depth in electron spin resonance experiments performed on a spectrometer equipped with an arbitrary waveform generator. The optimisation procedure is sample-specific and reminiscent of the magnet shimming process used in the early days of nuclear magnetic resonance -an objective function (for example, echo integral in a spin echo experiment) is defined and optimised numerically as a function of the pulse waveform vector using noise-resilient gradient-free methods. We found that the resulting shaped microwave pulses achieve higher excitation bandwidth and better echo modulation depth than hard pulses. Although the method is theoretically less sophisticated than quantum optimal control techniques, the rapid electron relaxation means that the optimisation takes only a few seconds, and the knowledge of either the instrument response function or spin system ensemble parameters is not required. This makes the procedure fast, convenient, and easy to use. The performance of the method is illustrated using spin echo and out-of-phase electron spin echo envelope modulation experiments. Interface code between Bruker SpinJet arbitrary waveform generator and Matlab is included in versions 1.10 and later of the Spinach library.
I. INTRODUCTION
A significant current problem in high-field electron spin resonance (ESR) spectroscopy is difficulty of achieving uniform and quantitative signal excitation using microwave pulses [1, 2] . The greatest instrumentally available microwave power, in terms of the electron spin nutation frequency, is about 50 MHz; the shortest realistic π / 2 pulse is therefore 5 ns long [3] , corresponding to the excitation bandwidth of 200 MHz -enough to affect a significant portion of many solid state ESR signals, but insufficient to excite such signals uniformly and quantitatively. The consequences of partial excitation of the spectrum include useful orientation selection effects [4] [5] [6] , but also reduced sensitivity and diminished modulation depth in two-electron dipolar spectroscopy [7] [8] [9] .
The time resolution of the best available microwave pulse shaping equipment is of the order of 30 ps [10] . This work uses Bruker SpinJet AWG with 0.625 ns time resolution -in combination with non-resonant cavities it enables generation of shaped pulses with the bandwidth of about 1 GHz [3] and allows many broadband excitation schemes originally developed for nuclear magnetic resonance (NMR) spectroscopy [11] to be used with only minor modifications [12] [13] [14] [15] [16] . Numerically designed "optimal control" microwave pulses [17] [18] [19] are also possible [20, 21] , but a complication specific to ESR is that the waveforms received by the sample are very different from those sent by the AWG -the response function of the * d.goodwin@soton.ac.uk; spindynamics.org † william.myers@chem.ox.ac.uk; caesr-web.chem.ox.ac.uk ESR instrument cannot be ignored [20] . One way around this is to construct a transfer matrix or a response function that connects, under the linear response approximation, the ideal pulse emitted by the computer to the real pulse seen by the sample. The transfer matrix may be measured either by adding an antenna to the resonator [20] , or by using a sample with a narrow ESR line to pick up the intensity of each spectral component [21] . Quasi-linear responses, such as the phase variation across the excitation bandwidth in nutation frequency experiments, can be described with additional transfer matrices [13] .
The transfer matrix approach is not perfect -different samples alter the dynamical properties of the resonator in different ways, as does the antenna -but the linear and quasi-linear models work well in practice. The standard procedure is to take the desired pulse, reverse-distort it through the transfer matrices, send the result out of the waveform generator and hope that a good rendering of the intended pulse shape arrives at the sample point. It usually does [20, 21] , but the logistical overhead of measuring the transfer matrix is significant. Accurate measurement of the instrument response function in the ways described above is time-consuming (hours), and EPR resonators, particularly at high frequencies, tend to have strongly sample-dependent response functions.
In this communication, we explore a different microwave pulse shape refinement strategy that does not require explicit knowledge of the transfer matrix. It relies instead on the possibility of repeating an ESR experiment hundreds of times per second, and recognises the fact, discussed in detail below, that microwave pulses in ESR need very few discretisation points due to the sig- nificant width of the instrument response function. The method is known as "feedback control" [22] [23] [24] (FIG. 1) ; it was proposed, in the context of laser spectroscopy, by the Rabitz group [25] and demonstrated experimentally a few years later by Bardeen et al. [26] . Its electron spin resonance adaptation is similar in principle to the well known (in the NMR circles) task of maximising the deuterium lock signal during the magnet shimming process [27] -a target variable is chosen and maximised, using a noise-resilient optimisation algorithm, with respect to the variables of interest. In relation to NMR pulse sequence optimisation, the method is known as "direct spectral optimisation" [28, 29] .
In the ESR case, explored in this work, the optimisation variables are amplitudes of the microwave field at each waveform discretisation point. Improvements in excitation efficiency, spin echo amplitude [30] and signal modulation depth in out-of-phase electron spin echo envelope modulation (OOP-ESEEM) [31] experiments are demonstrated, at the instrument time cost not exceeding the time it used to take to auto-shim an NMR magnetminutes.
II. FEEDBACK CONTROL OPTIMISATION
The idea of feedback control [22] [23] [24] is to modify control inputs to the instrument according to the results of repeated experimental measurements. FIG. 1 sets out a block diagram of a closed-loop feedback control procedure using an arbitrary waveform generator.
A. AWG hardware interface
Bruker SpinJet AWG used in this work has a time resolution of 0.625 ns, 14-bit amplitude resolution, 1.6 GS/s sampling rate, and ±400 MHz bandwidth around the carrier frequency. Bruker Elexsys E580 ESR spectrometer has a 2 ns time base and, in combination with the AWG, resolves the time resolution mismatch by downsampling the pulse waveform onto a 1 ns increment time grid.
The software used in this work was written in-house, and has a flow of communication between Spinach [32] and XEPR Python libraries, shown in FIG. 2. The master process runs in Matlab and calls XEPR Python functions as necessary to control the instrument. Experimental data is written by XEPR into plain text files and subsequently parsed by Matlab. Optimisation restart capability is implemented using an MD5 hash table of the previously submitted experimental settings and outcomes [19] -an interrupted optimisation can therefore retrace its steps quickly without re-running previously executed experiments.
Two primary sources of waveform distortions may be identified: the static ones, introduced by the instrument electronics (pulse shape interpolation, hardware response function, etc.), and those associated with transient effects, e.g. electrical noise and sample-specific magnetic susceptibility effects. The presence and the transient nature of these distortions makes common ESR objective functions (signal integral, modulation depth, etc.) impossible to differentiate numerically and necessitates the use of gradient-free noise-resilient optimisation methods.
B. Optimisation method
Numerical optimisation routines attempt to find extrema of an objective function supplied by the user [33] [34] [35] . In ESR spectroscopy, the amplitude of a spin echo is a popular measure of sensitivity [1, 2] -the stronger the echo, measured by the integral of its real part, the better the excitation efficiency. Formally, the echo intensity may be defined as the 1-norm of the real part of the echo signal [24] :
It is convenient to use a scaled objective function value where the 1-norm of the signal produced by the standard hard pulse experiment is used as a normalisation factor:
where Q is the functional to maximise, s (t) is the signal measured after running an experiment, and r (t) is the reference signal measured from the experiment using hard pulses. Q > 1 indicates a "good echo", better than that from hard pulses alone, and 0 < Q < 1 can be considered a "bad echo". Numerical derivatives of noisy experimental data are known to be unstable, and gradient-free optimisation strategies [33] [34] [35] [36] [37] are therefore the only choice for feedback control optimisation. The Nelder-Mead algorithm [38, 39] (shown in FIG. 3) , being a member of a family of direct search methods known as simplex methods [36] , polytope methods [33] and ad hoc methods [34] , has the benefit of a relatively small number of experimental evaluations per iteration compared to other popular techniques, such as genetic algorithms [25, 40] or simulated annealing [41] . However, convergence is not guaranteed and is linear at best [42] . A desirable benefit of the Nelder-Mead algorithm is its tolerance to random noise on a smooth function [43, 44] ; the stagnation problem has also recently been solved [45] .
In practical testing, we have found that a particular modification of the Nelder-Mead simplex algorithm, called the multidirectional search simplex method [46] [47] [48] , performs best. According to its creators, it also has a comparable performance to finite-difference gradient algorithms, and is designed to be tolerant to problems with many local minima [43] . A further useful property of the multidirectional search algorithm is that it has guaranteed convergence [49] . The common algorithmic steps of the Nelder-Mead and the multidirectional search algorithms are shown in FIG. 3 .
Due to the instrument firmware limitations of the AWG, the shape file containing the waveform amplitudes is constrained to values in the range [−1, +1]. This constraint complicates the statement of the optimisation problem because local minima can occur at the boundary. Barrier function methods [50] (also known as interiorpoint methods) using logarithmic or arctangent barriers may produce a well bounded waveform, but there is the problem of distortion of the objective function near the barrier. A function transform constraint [34] does not suffer such distortions, we have therefore used the "folding ruler" transform:
Minimisation Procedure
where x is the unbounded waveform and x − n x/n is the remainder from dividing x by n.
III. EXPERIMENTAL APPLICATIONS A. Feedback optimised Hahn echo
The two-pulse Hahn echo experiment [30, 51] was used as a simple test for the feedback control optimisation. The integral of the echo signal in EQ. 1 was used as the figure of merit to maximise by varying 33 discrete in-phase and quadrature points of a 32 ns shaped π-pulse. The optimisation procedure was started from a random guess. The termination condition for the optimisation algorithm was either reaching a simplex size of less than 0.05, or more than 150 consecutive contraction steps without finding a better solution. Echoes produced at each of the optimisation iterations are shown in FIG. 4 . Although there is a significant increase in the magnitude of the echo signal, the obvious issue is that the integral of the in-phase part of the echo did not improve on that from the hard pulse reference. The optimisation outcome has two interesting characteristics: (a) the echo is not phased into pure absorption, and (b) the pulse shape does not change significantly during the optimisation. The first of these is not a concern: a phase correction can be performed after the optimisation. The second characteristic is indicative of either a local maximum trap (unlikely, given the random initial guess), or of linear dependence in the optimisation parameters (very likely, given the width of the instrument response function [20] ).
Indeed, reducing the number of discretisation points to 21 produces an optimised an echo signal, shown in FIG. 6(d) , that is both superior to hard pulses and has a good phase. However, this optimisation makes too many function evaluations ( see FIG. 5 ) giving a total optimisation time of more than 20 minutes (longer than most users would be prepared to wait). Most function evaluations are from inner contraction steps of the simplex, making smaller and smaller simplices with little gain. The optimisation terminated because the simplex became smaller than the tolerance. Further reducing the number of time discretisation points to 11 (FIG. 7) , produces a well phased echo similar to that in FIG. 6 , and faster convergence (FIG. 5,  6 -7 minutes run time), indicating that there is no longer any significant linear dependence in the variables, and the Nelder-Mead algorithm can function effectively.
This behavior may be rationalised by inspecting the EPR spectrometer response function published recently by the Prisner group [20] -the width of the pulse response function in their Figure 3 is around three nanoseconds -finer details of the pulse waveform would be lost in the convolution process. It is therefore to be expected that the nearby points in the 33-point 32-nanosecond waveform would become strongly linearly dependent, and the correct discretisation that does not confuse the optimiser is about one point every 3 ns -exactly as in our final FIG. 7 , where the optimiser performs well and runs in a reasonable time.
An important conclusion is that the development of the waveform shaping equipment in ESR spectroscopy must at this point focus on improving the instrument response function -there is no point chasing faster arbitrary waveform generators until the width of the convolution kernel is brought down. The convolution of the 11-point optimum pulse from FIG. 7 with the experimentally measured response function for our Elexsys E580 spectrometer is shown in FIG. 8 .
B. Feedback Optimised OOP-ESEEM
The standard measure of sensitivity in an out-of-phase electron spin echo envelope modulation (OOP-ESEEM) experiment [31] is the modulation depth: the difference between the initial amplitude of the echo modulation signal, and its amplitude at the first minimum. The feedback control procedure would therefore need to optimise two echoes -one to a maximum positive amplitude, and another one a maximum negative one, in a similar way to the two point parameters in [52] . The sum of the corresponding norms is the figure of merit:
where s 1 (t) is the echo signal in an experiment with interpulse delay τ 1 (chosen so as to correspond to the first modulation maximum), s 2 (t) is the echo signal in an experiment with inter-pulse delay τ 2 (chosen so as to correspond to the first modulation minimum), and similarly for the hard pulse references r(t). For the TEMPO radical that we have used, the first maximum is at 16 ns and the second is at 144 ns; these values were determined from an experiment with hard pulses. In these feedback control runs, only the initial π / 2 -pulse was optimised; the π-pulse was left as a hard pulse.
The efficiency of the first pulse in ESEEM type sequences is a function of the bandwidth that the pulse is able to excite. Chirp and WURST pulses (WURST stands for "wideband, uniform rate, smooth truncation") [53, 54] have proven successful for broadband excitation in ESR [12] [13] [14] 20] , and it is therefore reasonable to optimise the parameters of those pulses instead of treating the entire waveform as a variable vector. A WURST pulse can be described by its amplitude and phase:
where T is the total pulse duration, ω bw is the pulse excitation bandwidth, a is the sine power used for the amplitude envelope (set to 25% in these experiments), and t is a time grid over the range
+T / 2 . The parameters of the WURST pulse shape, together with the phase offset and the nominal pulse amplitude, were used as the variables of a multidirectional search objective function. The small number of parameters makes the multidirectional search algorithm very efficient and requires very few experiments per iteration -with excellent results: FIG. 9 shows an improvement in the modulation depth by over 50 percent after just five iterations (the run time of less than 3 minutes). The convergence of this feedback optimisation is shown in FIG. 5 , together with a similar feedback optimisation using the standard Nelder-Mead algorithm.
IV. CONCLUSIONS
Simple feedback control methods using gradient-free algorithms to optimise the performance of shaped pulses can lead to significant signal amplitude and modulation depth improvements in ESR experiments. The advantage of feedback control is that sample-specific instrument response functions need not be measured explicitly.
An important consideration for choosing the number of spatial discretisation points in the pulse shape is the width of the pulse response function of the instrument -it is important to ensure that the waveform discretisation points are sufficiently far apart to not become linearly dependent after the convolution with the instrument response. The width of the pulse response function also puts a practical lower bound on the time resolution of arbitrary waveform generators -the performance of any device with the time resolution below the width of the response function is likely to be identical.
Feedback control can be used as a fine-tuning step in the application of more sophisticated optimal control methods [56, 57] because it provides a way to take into account sample-specific variations in the response parameters of the instrument. In that case, the optimal control waveform (from e.g. the GRAPE method [17, 18] ) should be used as the initial guess in the feedback optimisation.
Our interface code between Matlab and the Bruker SpinJet AWG is available in versions 1.10 and later of the Spinach library.
