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1. Introduction
If we consider a two-way contingency table, whose categorical response variables are X with I categories and Y
with J categories, and multinomial sampling, there is only one model of primary interest: Independence between the
two random variables. However if we consider a three-way contingency table whose categorical response variables are
X(I categories), Y (J categories) and Z(K categories) there are at least eight interesting models; see Chapter 3 in [9]. These
models are: (a) Complete independence ((i) X, Y and Z all independent), (b) One variable independent of the other two ((ii) X
independent of Y and Z but Y and Z not necessarily independent, (iii) Y independent of X and Z , (iv) Z independent of X
and Y ), (c) Conditional independence ((v) Given a value k of Z, X and Y are independent, (vi) Given a value j of Y , X and Z
are independent, (vii) Given a value i of X, Y and Z are independent), (d) Further hypotheses of interest in three-way tables
((viii) No second-order interaction).
As a small sample of the interest that it has provoked and provokes in the study of contingency tables in the statistical
literature we can mention the books of Agresti [1], Andersen [3], Everitt [14], Freeman [15], Gokhale and Kullback [16],
Upton [30] or the works of Gilula and Haberman [17], Menéndez et al. [19,20], Quade and Salam [24], Rayner and Best [25],
Beh et al. [5]. The partition of the measure of association of Marcotorchino for a three-way contingency table with one, two
and three ordered categorical variables is explored in the last work mentioned.
The main purpose of this paper is to present a systematic study of the above models based on φ-divergence measures.
We introduce a new family of estimators that contains as a particular case, the maximum likelihood estimator as well as a
new family of test statistics: φ-divergence test statistics that contains as a particular case the likelihood ratio test as well as
the Pearson test statistics. These new families will be obtained on the basis of the results given by Pardo et al. [22] in relation
to the minimum φ-divergence estimator with constraints. These results can be seen in the Appendix. In what follows, we
shall introduce some notation and the definition of our main tool: the φ-divergence.
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Table 1
Some known (h, φ)-divergences.
Divergence h(x) φ(x)
Rényi 1r(r−1) log(r(r − 1)x+ 1); r 6= 0, 1 x
r−r(x−1)−1
r(r−1) ; r 6= 0, 1
Sharma–Mittal 1s−1
{
(1+ r(r − 1)x) s−1r−1 − 1
}
; s, r 6= 1 xr−r(x−1)−1r(r−1) ; r 6= 0, 1
Bhattacharyya − log(−x+ 1) −x1/2 + 12 (x+ 1)
Whenwe classify subjects on three variables, there are IJK possible combinations of classification. The responses (X, Y , Z)
of a subject randomly chosen from some population have a probability distribution. Let
p(θ) = (p111(θ), . . . , pIJK (θ))T = p, θ ∈ Θ
be the joint distribution of X, Y and Z where
Θ = {θ : θ = (pijk, i = 1, . . . , I, j = 1, . . . , J, k = 1, . . . , K and (i, j, k) 6= (I, J, K))T} (1)
being pijk = P(X = i, Y = j, Z = k) with pijk > 0, i = 1, . . . , I, j = 1, . . . , J, k = 1, . . . , K with (i, j, k) 6= (I, J, K)
and pIJK = 1 −∑Ii=1∑Jj=1∑Kk=1
(i,j,k)6=(I,J,K)
pijk. Consider a random sample of size n on (X, Y , Z) and we denote by nijk the observed
frequency in the (i, j, k)th cell for i = 1, . . . , I, j = 1, . . . , J, k = 1, . . . , K in such a way that∑Ii=1∑Jj=1∑Kk=1 nijk = n.
In the following we assume that nijk is the observed value corresponding to a random variable Nijk, i = 1, . . . , I, j =
1, . . . , J, k = 1, . . . , K . In such away that the randomvariable (N111, . . . ,NIJK ) ismultinomially distributedwith parameters
n and p(θ). We denote by p̂ = (̂p111, . . . , p̂IJK )T the vector of relative frequencies, i.e., p̂ijk = nijk/n, i = 1, . . . , I, j =
1, . . . , J, k = 1, . . . , K .
The φ-divergence between two probability vectors r = (r111, . . . , rIJK )T and q = (q111, . . . , qIJK )T was introduced inde-
pendently by Csiszár [11] and Ali and Silvey [2] and is defined as follows
Dφ(r, q) =
I∑
i=1
J∑
j=1
K∑
k=1
qijkφ
(
rijk
qijk
)
, φ ∈ Φ,
where Φ is the set of all convex functions φ : [0,∞)→ R ∪ {∞}, twice continuously differentiable in a neighborhood of
t = 1, with φ(1) = 0, φ′(1) = 0, φ′′(1) > 0, and such that
0φ
(
0
0
)
= 0, qφ
(
0
q
)
= φ(0) , lim
t→0φ(t) and 0φ
( r
0
)
= r lim
t→∞
φ(t)
t
.
For the properties of φ–divergences we refer to [31,23]. This family of divergences contains many important measures
of divergences, but not all. For instance, the important divergence measures given by Bhattacharyya [7], Rényi [26], and
Sharma and Mittal [29] are not φ-divergences. However, such measures can be obtained as particular case of the so called
(h, φ)-divergences defined as
Dφ,h (r, q) = h
(
Dφ (r, q)
)
,
where h is a differentiable increasing function mapping from [0,∞) into [0,∞), with h(0) = 0, h′(0) > 0, and φ ∈ Φ .
In Table 1, we present how to obtain some important divergence measures from the (h, φ)-divergences.
One of the most important families of φ-divergence measures, in statistical problems, is the power divergence family.
This family of divergence measures which was introduced and studied by Cressie and Read [10] can be obtained from Dφ , if
we consider φ(x) = φ(λ)(x) ∈ Φ defined by
φ(λ)(x) =

1
λ(λ+ 1) (x
λ+1 − x+ λ(1− x)) λ 6= 0, λ 6= −1
x log x− x+ 1 λ = 0
− log x+ x− 1 λ = −1.
(2)
Note that the hypotheses of independence in three-way contingency tables given by (ii)–(iv) are similar, so we shall only
study (ii). Similarly, we shall consider (v) as representative of (v)–(vii). Then we shall consider, in this paper, the models (i),
(ii), (v) and (viii). All the classical results appear as particular cases of the results presented below. In Section 6 we present a
simulation study to analyze the behavior of the new families of estimators and test statistics introduced in this paper under
the hypothesis of conditional independence. From it we give some recommendations. Finally, a numerical example is given
in Section 7 to illustrate the proposed results.
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2. Complete independence
The hypothesis of complete independence, i.e. X, Y and Z all independent, is given by
H0 : pijk = pi∗∗p∗j∗p∗∗k, ∀i = 1, . . . , I, j = 1, . . . , J, k = 1, . . . , K (3)
with pi∗∗ =∑Jj=1∑Kk=1 pijk, p∗j∗ =∑Ii=1∑Kk=1 pijk and p∗∗k =∑Ii=1∑Jj=1 pijk. This hypothesis can also be formulated using
the following IJK − I − J − K + 2 constraints about the parameter θ,
hijk(θ) = pijk − pi∗∗p∗j∗p∗∗k = 0, (i, j, k) ∈ D (4)
with
D = {(i, j, k)/i = 1, . . . , I, j = 1, . . . , J, k = 1, . . . , K , (i, j, k) 6= (i1, J, K), i1 = 1, . . . , I − 1,
(i, j, k) 6= (I, j1, K), j1 = 1, . . . , J − 1, (i, j, k) 6= (I, J, k1), k1 = 1, . . . , K − 1} .
Then, the hypothesis of complete independence can be written as
H0 : p = p(θ), θ ∈ Θ0 =
{
θ ∈ Θ: hijk(θ) = 0, (i, j, k) ∈ D
}
. (5)
The most usual way to estimate the unknown parameter is the maximum likelihood estimator restricted to the complete
independence. As a generalization of the restricted maximum likelihood estimator under complete independence, we
consider the restricted minimum φ-divergence estimator under complete independence,
θ̂
I,φ = argmin
θ∈Θ0
Dφ (̂p, p(θ)).
We can observe that for φ(x) = x log x − x + 1 we obtain the restricted maximum likelihood estimator under complete
independence.
As an application of Theorem 2.2 in [22] (see (34) in Appendix) we have that, under regularity conditions of Birch [8], the
asymptotic distribution of θ̂
I,φ
is given by
√
n(̂θ
I,φ − θ0) L→
n→∞N(0,WI(θ0))
where,
WI(θ0) = Σθ0 − Σθ0BI(θ0)T (BI (θ0)Σθ0BI (θ0)T )−1BI(θ0)Σθ0 ,
Σθ0 = diag(θ0)− θ0θT0, θ0 = (θ0111, . . . , θ0IJK−1)T is the true value of the unknown parameter and BI(θ0) is the matrix
BI(θ) =
(
∂hijk(θ)
∂θijk
)
(IJK−I−J−K+2)×(IJK−1)
evaluated at θ0. It is clear that the matrix BI(θ) has rank IJK − I − J − K + 2, because the identity matrix of dimension
IJK − I − J − K + 2 is a submatrix of it.
Remark 2.1. It is important to note that the minimum (h, φ)-divergence estimator under the complete independence,
θ̂
I,φ,h = argminθ∈Θ0 Dφ,h(̂p, p(θ)), coincides with the corresponding φ-divergence estimator because h is an increasing
function.
In the next theorem we shall establish the asymptotic distribution of two new families of test statistics, introduced for
testing the hypothesis of complete independence given in (3).
Theorem 2.1. The asymptotic distribution of the test statistics
T Iφ1 (̂θ
I,φ2
) ≡ 2nDφ1 (̂p, p(̂θ
I,φ2
))
φ1′′(1)
(6)
and
T Iφ1,h(̂θ
I,φ2
) ≡ 2nh(Dφ1 (̂p, p(̂θ
I,φ2
)))
h′(0)φ1′′(1)
, (7)
for testing the hypothesis of complete independence, is a chi-squared with IJK − I − J − K + 2 degrees of freedom, where h is a
differentiable measuring function mapping from [0,∞) into [0,∞) with h(0) = 0, h′(0) > 0 and φ1, φ2 ∈ Φ .
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Proof. In our case we have IJK cells and by (1) IJK − 1 parameters that are necessary to estimate. Using the relation (4), the
number of constraints is IJK − I− J −K + 2. Then by Theorem 3.1 in [22] (see (36) in Appendix) the asymptotic distribution
of the family of statistics (6) is a chi-squared distribution with
IJK − (IJK − 1)+ (IJK − I − J − K + 2)− 1 = IJK − I − J − K + 2
degrees of freedom.
In relation with the family of test statistics given in (7), we have
h(x) = h(0)+ h′(0)x+ o(x).
Then
h(Dφ1 (̂p, p(̂θ
I,φ2
))) = h′(0)Dφ1 (̂p, p(̂θ
I,φ2
))+ op(1)
and we get that the asymptotic distribution of the family of test statistics given in (7) is also a chi-squared distribution with
IJK − I − J − K + 2 degrees of freedom. 
If we use the test statistics T Iφ1 (̂θ
I,φ2
), T Iφ1,h(̂θ
I,φ2
), given in (6) and (7), for testing the null hypothesis (5), we must reject
the null hypothesis, i.e., complete independence, at an asymptotic level α on the basis of Theorem 2.1, if
T Iφ1 (̂θ
I,φ2
) (or T Iφ1,h(̂θ
I,φ2
)) ≥ χ2IJK−I−J−K+2,α,
where P(χ2f ≥ χ2f ,p) = p.
In general, theoretical results for the tests statistics T Iφ1 (̂θ
I,φ2
) ( or T Iφ1,h(̂θ
I,φ2
)), under alternative hypotheses are not
easy to obtain. An exception to this fact is when there is a contiguous sequence of alternatives that approach the null
hypothesis at the rate O(n−1/2). In the following theorem we obtain the asymptotic distribution of the test statistics (6)
and (7), respectively, under the sequence of contiguous alternative hypotheses
H1,n : pn ≡ p(θ0)+
(
d/
√
n
)
, (8)
with θ0 ∈ Θ0 given in (5), where d = (d111, . . . , dIJK )T , is a fixed IJK × 1 vector such as∑Ii=1∑Jj=1∑Kk=1 dijk = 0. As
n→∞, the sequence of probabilities {pn}n∈N converge to the probability vector p(θ0) at the rate of O(n−1/2).
Theorem 2.2. Under H1,n : pn = p(θ)+ d√n , θ ∈ Θ0, the test statistics
T Iφ1 (̂θ
I,φ2
) and T Iφ1,h
(̂
θ
I,φ2
)
, (9)
where h is a differentiable measuring function mapping from [0,∞) into [0,∞) with h(0) = 0, h′(0) > 0 and φ1, φ2 ∈ Φ , are
asymptotically chi-squared distributed with IKJ − I − J − K + 2 degrees of freedom and noncentrality parameter given by
δ =
I∑
i=1
J∑
j=1
K∑
k=1
d2ijk
pi∗∗p∗j∗p∗∗k
−
I∑
i=1
d2i∗∗
pi∗∗
−
J∑
j=1
d2∗j∗
p∗j∗
−
K∑
k=1
d2∗∗k
p∗∗k
with di∗∗ =∑Jj=1∑Kk=1 dijk, d∗j∗ =∑Ii=1∑Kk=1 dijk and d∗∗k =∑Ii=1∑Jj=1 dijk.
Proof. In [22] it was established that for testing (5) versus H1,n, the asymptotic distribution of the test statistic given in (9),
under H1,n, is a noncentral chi-square distribution with IJK − I− J−K + 2 degrees of freedom and noncentrality parameter
given by δ = µTµ, χ2IJK−I−J−K+2(δ), where
µ = diag (p(θ0)−1/2) (I − L(θ0)) d,
with L(θ0) = diag(p(θ0)−1/2)A(θ0)WI(θ0)A(θ0)Tdiag(p(θ0)−1/2), where the matrix A(θ0) is given in the Appendix. In our
case, it is not difficult to establish that
δ = µTµ =
I∑
i=1
J∑
j=1
K∑
k=1
d2ijk
pi∗∗p∗j∗p∗∗k
−
I∑
i=1
d2i∗∗
pi∗∗
−
J∑
j=1
d2∗j∗
p∗j∗
−
K∑
k=1
d2∗∗k
p∗∗k
. 
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The asymptotic power of the test statistics T Iφ1 (̂θ
I,φ2
) and T Iφ1,h(̂θ
I,φ2
) for testing H0 given in (5) against H1,n is given by,
βn (pn) = P
(
T Iφ1
(̂
θ
I,φ2
) (
or T Iφ1,h
(̂
θ
I,φ2
))
> χ2IJK−I−J−K+2,α | H1,n
)
.
Based on the previous theorem, as n→∞
βn (pn)→ P
(
χ2IJK−I−J−K+2 (δ) > χ
2
IJK−I−J−K+2,α
)
. (10)
When complete independence fails, significant associations between all variables may not be necessarily implied. In this
case partial independence or conditional independence are considered.
3. One variable independent of the other two
The hypothesis X independent of Y and Z (but Y and Z not necessarily independent), is given by
H0 : pijk = pi∗∗p∗jk, ∀i = 1, . . . , I, j = 1, . . . , J, k = 1, . . . , K , (11)
with pi∗∗ =∑Jj=1∑Kk=1 pijk and p∗jk =∑Ii=1 pijk. This problemof partial independence canbe formulatedusing the following
(I − 1)(JK − 1) constraints:
hijk(θ) = p11kpij1 − p1j1pi1k = 0, i = 2, . . . , I, j = 1, . . . , J, k = 1, . . . , K . (12)
Then, the hypothesis of partial independence can be written as
H0 : p = p(θ), θ ∈ Θ0 =
{
θ ∈ Θ: hijk(θ) = 0, i = 2, . . . , I, j = 1, . . . , J, k = 1, . . . , K
}
. (13)
As an application of the Theorem 2.2 in [22] (see (34) in Appendix) we have that, under regularity conditions of Birch [8],
the asymptotic distribution of the minimum φ-divergence estimator under partial independence,
θ̂
PI,φ = argmin
θ∈Θ0
Dφ (̂p, p(θ))
is given by
√
n
(̂
θ
PI,φ − θ0
)
L→
n→∞N (0,WPI(θ0))
where,
WPI(θ0) = Σθ0 − Σθ0BPI (θ0)T
(
BPI(θ0)Σθ0BPI (θ0)
T )−1 BPI (θ0)Σθ0 ,
Σθ0 = diag (θ0)− θ0θT0, θ0 =
(
θ0111, . . . , θ
0
IJK−1
)T is the true value of the unknown parameter and BPI (θ0) is the matrix
BPI(θ) =
(
∂hijk(θ)
∂θijk
)
(I−1)(JK−1)×(IJK−1)
.
It is clear that the matrix BPI(θ) has rank (I − 1)(JK − 1), because the identity matrix of dimension (I − 1)(JK − 1) is a
submatrix of it.
In the next theoremwe shall establish the asymptotic distribution of two families of test statistics introduced for testing
the hypothesis of partial independence (11).
Theorem 3.1. The asymptotic distribution of the test statistics
T PIφ1
(̂
θ
PI,φ2
)
≡
2nDφ1
(̂
p, p
(̂
θ
PI,φ2
))
φ′′1 (1)
(14)
and
T PIφ1,h
(̂
θ
PI,φ2
)
≡
2nh
(
Dφ1
(̂
p, p
(̂
θ
PI,φ2
)))
h′(0)φ′′1 (1)
(15)
for testing partial independence is a chi-squared distribution with (I − 1)(JK − 1) degrees of freedom, where h is a differentiable
measuring function mapping from [0,∞) into [0,∞) with h(0) = 0, h′(0) > 0 and φ1, φ2 ∈ Φ .
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Proof. The proof is similar to Theorem 2.1, but in this case we have IJK cells, IJK − 1 parameters that need to be estimated
and the number of constraints is (I − 1)(JK − 1). Then the asymptotic distribution of the family of statistics (14) and the
family of test statistics given in (15) is a chi-squared distribution with
IJK − (IJK − 1)+ (I − 1)(JK − 1)− 1 = (I − 1) (JK − 1)
degrees of freedom. 
If we use the test statistics T PIφ1
(̂
θ
PI,φ2
)
, T PIφ1,h
(̂
θ
PI,φ2
)
, given in (14) and (15), for testing the null hypothesis (11), wemust
reject the null hypothesis, i.e. partial independence, at an asymptotic level α on the basis of Theorem 3.1, if
T PIφ1
(̂
θ
PI,φ2
) (
or T PIφ1,h
(̂
θ
PI,φ2
))
> c
with c = χ2(I−1)(JK−1),α .
In the following theorem we obtain the asymptotic distribution of the test statistics (14) and (15), respectively, under
the sequence of contiguous alternative hypothesis given in (8) with θ0 ∈ Θ0 given in (13).
Theorem 3.2. Under H1,n : pn = p (θ)+ d√n , θ ∈ Θ0, the test statistics
T PIφ1
(̂
θ
PI,φ2
)
and T PIφ1,h
(̂
θ
PI,φ2
)
, (16)
where h is a differentiable measuring function mapping from [0,∞) into [0,∞) with h(0) = 0, h′(0) > 0 and φ1, φ2 ∈ Φ , are
asymptotically chi-squared distributed with (I − 1) (JK − 1) degrees of freedom and noncentrality parameter given by
δ =
I∑
i=1
J∑
j=1
K∑
k=1
d2ijk
pi∗∗p∗jk
−
I∑
i=1
d2i∗∗
pi∗∗
−
J∑
j=1
K∑
k=1
d2∗j∗
p∗jk
.
Proof. The proof is similar to Theorem 2.2. 
The asymptotic power of the test statistics T PIφ1 (̂θ
PI,φ2
) and T PIφ1,h(̂θ
PI,φ2
) for testing H0 given in (11) under H1,n is given by
βn (pn) = P
(
T PIφ1
(̂
θ
PI,φ2
) (
or T PIφ1,h
(̂
θ
PI,φ2
))
> χ2(I−1)(JK−1),α | H1,n
)
. (17)
Using Theorem 3.2, as n→∞
βn (pn)→ P
(
χ2(I−1)(JK−1) (δ) > χ
2
(I−1)(JK−1),α
)
.
4. Conditional independence
The hypothesis to be tested is given by
H0 : pijk = pi∗kp∗jkp∗∗k , ∀i = 1, . . . , I, j = 1, . . . , J, k = 1, . . . , K , (18)
with pi∗k =∑Jj=1, p∗jk =∑Ii=1 pijk and p∗∗k =∑Ii=1∑Jj=1 pijk. The problem of conditional independence can be formulated
using the following (I − 1)(J − 1)K constraints:
hijk(θ) = p11kpijk − p1jkpi1k = 0, i = 2, . . . , I, j = 2, . . . , J, k = 1, . . . , K . (19)
Then, the hypothesis of conditional independence can be written as
H0 : p = p(θ), θ ∈ Θ0 =
{
θ ∈ Θ: hijk(θ) = 0, i = 2, . . . , I, j = 2, . . . , J, k = 1, . . . , K
}
. (20)
From Theorem 2.2 in [22] (see (34) in Appendix) we have that, under regularity conditions of Birch [8], the asymptotic
distribution of the minimum φ-divergence estimator under conditional independence,
θ̂
CI,φ = argmin
θ∈Θ0
Dφ (̂p, p(θ))
is given by
√
n
(̂
θ
CI,φ − θ0
)
L→
n→∞N(0,WCI(θ0))
where
WCI(θ0) = Σθ0 − Σθ0BCI (θ0)T
(
BCI (θ0)Σθ0BCI (θ0)
T )−1 BCI (θ0)Σθ0 ,
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Σθ0 = diag (θ0)− θ0θT0, θ0 =
(
θ0111, . . . , θ
0
IJK−1
)T is the true value of the unknown parameter and BCI (θ0) is the matrix
BCI(θ) =
(
∂hijk(θ)
∂θijk
)
(I−1)(J−1)K×(IJK−1)
(21)
evaluated at θ0. It is clear that the matrix BCI(θ) has rank (I − 1)(J − 1)K , because the identity matrix of dimension
(I − 1)(J − 1)K is a submatrix of it.
In the next theoremwe shall establish the asymptotic distribution of two families of test statistics introduced for testing
the hypothesis of conditional independence.
Theorem 4.1. The asymptotic distribution of the test statistics
T CIφ1
(̂
θ
CI,φ2
)
≡
2nDφ1
(̂
p, p
(̂
θ
CI,φ2
))
φ1′′(1)
(22)
and
T CIφ1,h
(̂
θ
CI,φ2
)
≡
2nh
(
Dφ1
(̂
p, p
(̂
θ
CI,φ2
)))
h′(0)φ1′′(1)
(23)
for testing conditional independence is a chi-squared distributionwith (I−1)(J−1)K degrees of freedom,where h is a differentiable
measuring function mapping from [0,∞) into [0,∞) with h(0) = 0, h′(0) > 0 and φ1, φ2 ∈ Φ .
Proof. The proof is similar to Theorem 2.1, but in this case we have IJK cells, IJK − 1 parameters that need to be estimated
and the number of constraints is (I − 1)(J − 1)K . Then the asymptotic distribution of the family of statistics (22) and the
family of test statistics given in (23) is a chi-squared distribution with
IJK − (IJK − 1)+ (I − 1)(J − 1)K = (I − 1) (J − 1)K
degrees of freedom. 
In the following theorem we obtain the asymptotic distribution of the test statistics (22) and (23), respectively, under
the sequence of contiguous alternative hypotheses (8) with θ0 ∈ Θ0 given in (20).
Theorem 4.2. Under H1,n : pn = p (θ)+ d√n , θ ∈ Θ0, the test statistics
T CIφ1
(̂
θ
CI,φ2
)
and T CIφ1,h
(̂
θ
CI,φ2
)
,
where h is a differentiable measuring function mapping from [0,∞) into [0,∞) with h(0) = 0, h′(0) > 0 and φ1, φ2 ∈ Φ , are
asymptotically chi-squared distributed with (I − 1)(J − 1)K degrees of freedom and noncentrality parameter given by
δ =
I∑
i=1
J∑
j=1
K∑
k=1
p∗∗k
pi∗kp∗jk
d2ijk −
I∑
i=1
K∑
k=1
d2i∗k
pi∗k
−
J∑
j=1
K∑
k=1
d2∗jk
p∗jk
+
K∑
k=1
(
p∗∗k + 2p∗∗k − 2
)
d2∗∗k.
Proof. The proof is similar to Theorem 2.2. 
On the basis of Theorem 4.1, if we use the test statistics T CIφ1 (̂θ
CI,φ2
), T CIφ1,h(̂θ
CI,φ2
), given in (22) and (23), for testing the
null hypothesis (18), we must reject the null hypothesis, i.e. conditional independence at an asymptotic level α, if
T CIφ1
(̂
θ
CI,φ2
) (
or T CIφ1,h
(̂
θ
CI,φ2
))
> c
with c = χ2(I−1)(J−1)K ,α .
On the basis of Theorem 4.2, we obtain an approximation of the power of the test statistics T CIφ1 (̂θ
CI,φ2
) and T CIφ1,h(̂θ
CI,φ2
)
for testing H0 given in (20) against H1,n,
β (pn) = P
(
χ2(I−1)(J−1)K (δ) > χ
2
(I−1)(J−1)K ,α
)
. (24)
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5. Further hypotheses of interest in three-way tables
There exists the possibility of a more complex relationship between variables than those considered up to this point. For
example, in a three-way table an association between two of the variables may differ in degree or in direction in different
categories of the third; consequently a conjoint three-variable relationship would need to be studied. Bartlett [4] defined
the condition for no second-order interaction in a 2 × 2 × 2 table and proposed the likelihood ratio test for testing this
hypothesis. Norton [21] extended the definition to test a 2×2×K table. Roy and Kastenbaum [27] constructed a likelihood
ratio test for testing no second-order interaction in the full table I × J × K , that is to say
H0 : pijk = p111pij1pi1kp1jkpi11p1j1p11k , ∀i = 2, . . . , I, j = 2, . . . , J, k = 2, . . . , K . (25)
Bhapkar and Koch [6] showed that (25) arises naturally when extending the hypothesis of independence between pairs of
variables to that of no three-variable association for higher-order tables.
Note that the problem of no second-order interaction can be formulated using the following (I − 1)(J − 1)(K − 1)
constraints:
hijk(θ) = p111pij1pi1kp1jk − pi11p1j1p11kpijk = 0, i = 2, . . . , I, j = 2, . . . , J, k = 2, . . . , K .
Then, the hypothesis of no second-order interaction can be written as
H0 : p = p(θ), θ ∈ Θ0 =
{
θ ∈ Θ: hijk(θ) = 0, i = 2, . . . , I, j = 2, . . . , J, k = 2, . . . , K
}
(26)
so similar results as those obtained in the previous subsections can be obtained for no second-order interaction.
Remark 5.1. (a) As the normal asymptotic distribution of the restricted minimum φ-divergence estimator for the models
studied in Sections 2–4, does not depend on the function φ considered, all of them have the same asymptotic properties
as the restricted maximum likelihood estimator.
(b) For φ2(x) = x log x− (x− 1) and φ1(x) = 12 (x− 1)2 we get the Pearson chi-squared statistic and for φ1(x) = φ2(x) =
x log x− (x− 1)we get the likelihood ratio statistic [28,13,9] for the models in Sections 2–4.
(c) If we consider a probability vector p∗ 6= p(θ0), it is possible to rewrite
p∗ = p (θ0)+ 1√n
(√
n
(
p∗ − p (θ0)
))
,
and if we define pn ≡ p∗ = p(θ0)+ d√n with d =
√
n (p∗ − p (θ0)), we can get an approximation of the power function
at p∗ for the model of complete independence, the model in which one variable is independent of the other two and the
model of conditional independence, using expressions (10), (17) and (24), respectively.
6. Simulation study
In this sectionwe focus on the family of the power divergencemeasures (Dφ
(λ)
withφ
(λ)
given in (2) for estimation aswell
as testing) and we present a simulation study to show the behavior of the restricted minimum power divergence estimator
under conditional independence, θ̂
CI,φ
(λ2) , as well as the behavior of the family of test statistics T CIφ
(λ1)
(̂θ
CI,φ
(λ2) ).
In our study we consider the following model for a 2× 2× 2 contingency table, given by,
p111 = pi111 − pi111a
p112 = pi112 + pi111a− pi222a
p121 = pi121 + pi222a
p122 = pi122 + pi111a
p211 = pi211 + pi222a− pi111a
p212 = pi212 + pi111a− pi222a
p221 = pi221 + pi222a− pi111a
p222 = pi222 − pi222a
where 0 ≤ a < 1 and piijk = pi∗∗ × p∗j∗ × p∗∗ki, j, k = 1, 2, with
pi111 = 0.036254 pi112 = 0.164994 pi121 = 0.092809 pi122 = 0.133645
pi211 = 0.092809 pi212 = 0.133645 pi221 = 0.237591 pi222 = 0.108253.
This model is analogous to the model considered by Johnson [18] for two-dimensional tables of contingency, especially for
tables 2 × 3. We can observe that the value a = 0 corresponds with the hypothesis of conditional independence and the
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Table 2
Overall mean square errors for p(̂θ
CI,φ
(λ) )with p(θ) = (p111, . . . , p222)T given by (27).
ECMλp(θ) λ = −1/2 λ = 0 λ = 2/3 λ = 1
n = 20 0.04663 0.03285 0.02985 0.02907
n = 25 0.03386 0.02636 0.02429 0.02373
n = 40 0.01866 0.01631 0.01542 0.01515
n = 45 0.01621 0.01447 0.01376 0.01354
values a 6= 0 correspond to the probability vector under the alternative hypothesis. Then under the hypothesis of conditional
independence we have that
pijk = piijk, i, j, k = 1, 2. (27)
We consider small sample sizes (n = 20 and 25) and moderate sample sizes (n = 40 and 45). In order to compare
the different estimators we use the mean squared error criterion and we simulate N samples from a multinomial with
parameters n and p(θ) = (p111, . . . , p222)T . Then, we compute the minimum power divergence estimators, θ̂CI,φ(λ) , for
λ = −1/2, 0, 2/3 and 1 and we compare the relative frequency vector associated to each sample with the true probability
vector. We have restricted ourselves to these values because they correspondwith well-known estimators: Freeman–Tukey
estimator, Maximum likelihood estimator, Cressie–Read estimator and Minimum chi-square estimator, respectively. The
mean squared error for pijk is given by
ECMλpijk =
1
N
N∑
s=1
(̂p
CI,φ
(λ)
i,jk(s) − pijk)2, i = 1, 2, j = 1, 2, k = 1, 2
where p̂
CI,φ
(λ)
i,jk(s) is the minimum power divergence estimator of the component (i, j, k) of p(θ) using the sth sample, i = 1, 2,
j = 1, 2, k = 1, 2 and s = 1, . . . ,N with N = 50 000. The overall mean squared error associated with p(̂θCI,φ(λ) ) is given by
ECMλp(θ) =
2∑
i=1
2∑
j=1
2∑
k=1
ECMλpijk .
In Table 2 we present the overall mean squared errors corresponding to the obtained estimators. In this table, each row
corresponds with the overall mean squared errors obtained for each considered sample size.
From Table 2 we can observe that the two estimators, θ̂
CI,φ
(1) (minimum chi-squared estimator) and θ̂
CI,φ
(2/3) (minimum
power divergence estimator), produce results better than those of the maximum likelihood estimator, θ̂
CI,φ
(0) . We can
observe, as we expected, that when n increases, the overall mean squared errors are smaller for the different values of
λ, that is, for big n the minimum power divergence estimators become better.
Next, through a simulation study, we compare the significance levels as well as the powers of the test statistics
T CIφ
(λ1)
(̂θ
CI,φ
(λ2) ) with λ1 = −2.,−1.5,−1.,−.5, 0, 0.5, 2/3, 1, 1.5, 2, 2.5 and 3 and λ2 = 0, 2/3 and 1. We consider the
estimators corresponding to λ2 = 2/3(̂θCI,φ(2/3) ) and λ2 = 1(̂θCI,φ(1) ) as they are the best according to the previous study,
with the mean squared error criterion. We also consider the maximum likelihood estimator, (̂θ
CI,φ
(0) ), since it is the most
known and used estimator.
First, we simulate the exact significance levels. For each one of the N = 50 000 samples we have computed
T CIφ
(λ1)
,j
(̂
θ
CI,φ
(λ2)
)
, j = 1, . . . ,N,
with λ2 = 0, 2/3, 1 and λ1 = −2,−1.5,−1,−0.5, 0, 0.5, 2/3, 1, 1.5, 2, 2.5 and 3.
The simulated exact significance level, at level α for a population of size n, αn, is given by
αn =
Number of T CIφ
(λ1)
,j
(̂
θ
CI,φ
(λ2)
)
> χ2(I−1)(J−1)K ,α
N
. (28)
These values are shown in Table 3 for n = 20, 25 (small sample size) and in Table 4 for n = 40, 45 (moderate sample size).
To analyze the closeness of the exact size to the nominal size α = 0.05 we use the criterion given by Dale [12] for goodness
of fit. We consider the inequality
|logit(1− αn)− logit(1− α)| ≤ d, (29)
where logit (p) = ln (p/(1− p)) and n is the sample size. The sizes are considered to be ‘‘close’’ if they satisfy (29) with
d = 0.35 and ‘‘fairly close’’ if they satisfy (29) with d = 0.7. Note that for α = 0.05, d = 0.35 corresponds to αn ∈
[0.0357, 0.0695], and d = 0.7 corresponds with αn ∈ [0.0254, 0.0959].
In Tables 3 and 4we can see the values of the ‘‘close’’ simulated significance levels are in bold and the values of the ‘‘fairly
close’’ simulated levels are in italic.
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Table 3
Simulated exact levels of T CIφ
(λ1)
(̂θ
CI,φ
(λ2) ) for n = 20, 25.
λ1 θ̂
CI,φ
(0) θ̂
CI,φ
(2/3) θ̂
CI,φ
(1)
n = 20
−2 0.7409 0.7428 0.7446
−1.5 0.7389 0.7402 0.7406
−1 0.7372 0.7386 0.7388
−0.5 0.1921 0.2398 0.2557
0 0.0867 0.0968 0.1033
0.5 0.0613 0.0534 0.0553
2/3 0.0581 0.0470 0.0473
1 0.0556 0.0379 0.0376
1.5 0.0602 0.0321 0.0303
2 0.0739 0.0308 0.0278
2.5 0.0936 0.0325 0.0274
3 0.1148 0.0366 0.0295
n = 25
−2 0.5903 0.5975 0.6011
−1.5 0.5865 0.5904 0.5930
−1 0.5826 0.5857 0.5870
−0.5 0.1667 0.2065 0.2192
0 0.0786 0.0874 0.0935
0.5 0.0563 0.0504 0.0517
2/3 0.0528 0.0442 0.0450
1 0.0520 0.0361 0.0358
1.5 0.0562 0.0299 0.0280
2 0.0684 0.0283 0.0249
2.5 0.0835 0.0298 0.0248
3 0.1031 0.0338 0.0268
Table 4
Simulated exact levels of T CIφ
(λ1)
(̂θ
CI,φ
(λ2) ) for n = 40, 45.
λ1 θ̂
CI,φ
(0) θ̂
CI,φ
(2/3) θ̂
CI,φ
(1)
n = 40
−2 0.3309 0.3471 0.3543
−1.5 0.3212 0.3338 0.3396
−1 0.3140 0.3223 0.3273
−0.5 0.1318 0.1557 0.1651
0 0.0723 0.0784 0.0831
0.5 0.0560 0.0522 0.0537
2/3 0.0542 0.0477 0.0482
1 0.0525 0.0407 0.0402
1.5 0.0545 0.0358 0.0337
2 0.0606 0.0343 0.0306
2.5 0.0698 0.0354 0.0300
3 0.0812 0.0386 0.0313
n = 45
−2 0.2796 0.2966 0.3054
−1.5 0.2703 0.2826 0.2892
−1 0.2619 0.2712 0.2761
−0.5 0.1256 0.1458 0.1539
0 0.0702 0.0753 0.0799
0.5 0.0555 0.0523 0.0537
2/3 0.0534 0.0479 0.0484
1 0.0519 0.0421 0.0416
1.5 0.0535 0.0379 0.0361
2 0.0587 0.0365 0.0328
2.5 0.0665 0.0374 0.0320
3 0.0772 0.0399 0.0333
In Tables 5–8 we present the powers for the six considered alternatives (a = 0.15, 0.30, 0.45, 0.60, 0.75 and 0.90) for
the samples sizes n = 20, n = 25, n = 40 and n = 45, respectively. But only those corresponding to sizes ‘‘close’’ (bold) or
‘‘fairly close’’ (italic).
Firstly, we focus on test statistics with sizes ‘‘close’’, the test statistics T CIφ
(0.5)
(̂θ
CI,φ
(0) ), T CIφ
(0.5)
(̂θ
CI,φ
(1) ). T CIφ
(0.5)
(̂θ
CI,φ
(2/3) ) and
T CIφ
(2/3)
(̂θ
CI,φ
(0) ) produce the best results.We can observe that estimating bymaximum likelihood, the best test statistic corre-
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Table 5
Powers of the test statistics T CIφ
(λ1)
(̂θ
CI,φ
(λ2) ) for the alternatives a = 0.15, 0.3, 0.45, 0.6, 0.75, and 0.9 with n = 20.
λ2 λ1 0.15 0.3 0.45 0.6 0.75 0.9
0 0 0.0829 0.0936 0.1174 0.1556 0.2188 0.3355
0 0.5 0.0549 0.0595 0.0721 0.0972 0.1429 0.2426
0 2/3 0.0518 0.0550 0.0665 0.0896 0.1325 0.2294
0 1 0.0483 0.0492 0.0589 0.0805 0.1207 0.2149
0 1.5 0.0507 0.0505 0.0596 0.0803 0.1235 0.2204
0 2 0.0616 0.0614 0.0706 0.0923 0.1387 0.2402
0 2.5 0.0774 0.0781 0.0867 0.1115 0.1582 0.2602
2/3 0.5 0.0482 0.0523 0.0635 0.0864 0.1278 0.2236
2/3 2/3 0.0416 0.0438 0.0528 0.0736 0.1084 0.1950
2/3 1 0.0326 0.0324 0.0402 0.0568 0.0897 0.1709
2/3 1.5 0.0265 0.0255 0.0322 0.0460 0.0754 0.1530
2/3 2 0.0251 0.0233 0.0292 0.0418 0.0689 0.1456
2/3 2.5 0.0264 0.0242 0.0296 0.0419 0.0691 0.1450
2/3 3 0.0298 0.0280 0.0331 0.0461 0.0743 0.1513
1 0.5 0.0499 0.0544 0.0661 0.0899 0.1325 0.2293
1 2/3 0.0420 0.0443 0.0538 0.0747 0.1096 0.1963
1 1. 0.0323 0.0321 0.0399 0.0565 0.0891 0.1700
1 1.5 0.0250 0.0234 0.0299 0.0432 0.0715 0.1485
1 2. 0.0220 0.0203 0.0258 0.0372 0.0630 0.1374
1 2.5 0.0217 0.0198 0.0245 0.0355 0.0605 0.1351
1 3. 0.0234 0.0212 0.0264 0.0375 0.0631 0.1379
Table 6
Powers of the test statistics T CIφ
(λ1)
(̂θ
CI,φ
(λ2) ) for the alternatives a = 0.15, 0.3, 0.45, 0.6, 0.75, and 0.9 with n = 25.
λ2 λ1 0.15 0.3 0.45 0.6 0.75 0.9
0 0 0.0813 0.0977 0.1322 0.1859 0.2653 0.3840
0 0.5 0.0531 0.0612 0.0813 0.1157 0.1686 0.2619
0 2/3 0.0485 0.0553 0.0722 0.1039 0.1503 0.2388
0 1 0.0461 0.0513 0.0655 0.0935 0.1368 0.2220
0 1.5 0.0481 0.0513 0.0633 0.0910 0.1352 0.2220
0 2 0.0572 0.0586 0.0702 0.0982 0.1459 0.2373
0 2.5 0.0696 0.0710 0.0844 0.1146 0.1669 0.2650
2/3 0 0.0911 0.1081 0.1459 0.2051 0.2890 0.4100
2/3 0.5 0.0477 0.0555 0.0729 0.1055 0.1526 0.2385
2/3 2/3 0.0409 0.0468 0.0609 0.0878 0.1284 0.2064
2/3 1 0.0328 0.0368 0.0460 0.0676 0.1004 0.1669
2/3 1.5 0.0261 0.0279 0.0336 0.0491 0.0768 0.1351
2/3 2 0.0242 0.0255 0.0296 0.0437 0.0675 0.1196
2/3 2.5 0.0248 0.0256 0.0291 0.0428 0.0664 0.1180
2/3 3 0.0278 0.0283 0.0322 0.0456 0.0705 0.1243
1 0 0.0980 0.1159 0.1560 0.2176 0.3062 0.4309
1 0.5 0.0491 0.0571 0.0754 0.1084 0.1570 0.2449
1 2/3 0.0414 0.0473 0.0617 0.0888 0.1292 0.2081
1 1. 0.0325 0.0364 0.0453 0.0665 0.0985 0.1637
1 1.5 0.0246 0.0263 0.0315 0.0463 0.0720 0.1278
1 3. 0.0223 0.0226 0.0257 0.0378 0.0576 0.1061
sponds to λ1 = 0.5, that is, T CIφ
(0.5)
(̂θ
CI,φ
(0) ). If we consider theminimum chi-squared estimator, the best statistic corresponds
also to λ1 = 0.5, that is, T CIφ
(0.5)
(̂θ
CI,φ
(1) ) and finally, if we consider the minimum power divergence estimator, λ2 = 2/3, the
best test statistic corresponds also to λ1 = 0.5, that is, T CIφ
(0.5)
(̂θ
CI,φ
(2/3) ). That it is to say the test statistic corresponding to
λ1 = 0.5 is preferable independently of the considered estimator. Secondly, if we consider the test statistics with fairly close
sizes in Tables 5–8, the best statistics are T CIφ
(0)
(̂θ
CI,φ
(1) ) and T CIφ
(0)
(̂θ
CI,φ
(2/3) ), except for n = 20 in which case the test statistics
that produce better results are; T CIφ(0) (̂θ
CI,φ
(0) ) and T CIφ(2.5) (̂θ
CI,φ
(0) ). Note that although the power is, in some cases, better, the
size is not (very) close to the nominal size.
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Table 7
Powers of the test statistics T CIφ
(λ1)
(̂θ
CI,φ
(λ2) ) for the alternatives a = 0.15, 0.3, 0.45, 0.6, 0.75, and 0.9 with n = 40.
λ2 λ1 0.15 0.3 0.45 0.6 0.75 0.9
0 0 0.0824 0.1240 0.1981 0.3129 0.4693 0.6580
0 0.5 0.0587 0.0823 0.1342 0.2159 0.3393 0.4967
0 2/3 0.0543 0.0760 0.1224 0.1986 0.3151 0.4643
0 1 0.0495 0.0680 0.1071 0.1744 0.2805 0.4180
0 1.5 0.0489 0.0635 0.0976 0.1592 0.2574 0.3882
0 2 0.0522 0.0646 0.0975 0.1576 0.2564 0.3899
0 2.5 0.0589 0.0700 0.1038 0.1657 0.2672 0.4076
0 3 0.0674 0.0783 0.1143 0.1795 0.2889 0.4353
2/3 0 0.0893 0.1331 0.2113 0.3310 0.4924 0.6830
2/3 0.5 0.0546 0.0773 0.1252 0.2037 0.3221 0.4727
2/3 2/3 0.0477 0.0676 0.1086 0.1773 0.2837 0.4173
2/3 1 0.0390 0.0552 0.0857 0.1414 0.2286 0.3385
2/3 1.5 0.0323 0.0443 0.0673 0.1102 0.1762 0.2644
2/3 2 0.0300 0.0392 0.0592 0.0957 0.1508 0.2287
2/3 2.5 0.0301 0.0381 0.0564 0.0895 0.1407 0.2143
2/3 3 0.0324 0.0390 0.0567 0.0887 0.1397 0.2137
1 0 0.0938 0.1407 0.2215 0.3449 0.5075 0.6980
1 0.5 0.0562 0.0790 0.1282 0.2079 0.3274 0.4791
1 2/3 0.0484 0.0682 0.1098 0.1792 0.2865 0.4215
1 1. 0.0385 0.0543 0.0846 0.1396 0.2247 0.3337
1 1.5 0.0305 0.0418 0.0635 0.1043 0.1662 0.2495
1 2. 0.0273 0.0361 0.0543 0.0866 0.1372 0.2075
1 2.5 0.0259 0.0328 0.0491 0.0779 0.1230 0.1811
1 3. 0.0263 0.0320 0.0476 0.0749 0.1159 0.1736
Table 8
Powers of the test statistics T CIφ
(λ1)
(̂θ
CI,φ
(λ2) ) for the alternatives a = 0.15, 0.3, 0.45, 0.6, 0.75, and 0.9 with n = 45.
λ2 λ1 0.15 0.3 0.45 0.6 0.75 0.9
0 0 0.0841 0.1301 0.2194 0.3540 0.5250 0.7293
0 0.5 0.0598 0.0898 0.1526 0.2543 0.3964 0.5785
0 2/3 0.0555 0.0826 0.1404 0.2346 0.3690 0.5437
0 1 0.0515 0.0733 0.1239 0.2077 0.3314 0.4966
0 1.5 0.0496 0.0676 0.1122 0.1886 0.3020 0.4622
0 2 0.0520 0.0671 0.1095 0.1840 0.2951 0.4556
0 2.5 0.0572 0.0716 0.1141 0.1889 0.3034 0.4689
0 3 0.0644 0.0788 0.1218 0.2013 0.3205 0.4931
2/3 0 0.0907 0.1392 0.2324 0.3719 0.5462 0.7495
2/3 0.5 0.0560 0.0845 0.1441 0.2408 0.3777 0.5541
2/3 2/3 0.0498 0.0742 0.1264 0.2127 0.3380 0.5011
2/3 1 0.0423 0.0601 0.1018 0.1721 0.2761 0.4163
2/3 1.5 0.0356 0.0486 0.0811 0.1370 0.2191 0.3308
2/3 2 0.0331 0.0432 0.0704 0.1192 0.1895 0.2869
2/3 2.5 0.0325 0.0410 0.0656 0.1094 0.1745 0.2662
2/3 3 0.0342 0.0415 0.0649 0.1075 0.1708 0.2612
1 0 0.0956 0.1471 0.2423 0.3842 0.5604 0.7621
1 0.5 0.0576 0.0866 0.1472 0.2454 0.3837 0.5623
1 2/3 0.0504 0.0749 0.1277 0.2145 0.3401 0.5034
1 1. 0.0415 0.0593 0.1005 0.1701 0.2730 0.4123
1 1.5 0.0339 0.0460 0.0767 0.1306 0.2080 0.3153
1 2. 0.0298 0.0393 0.0642 0.1087 0.1723 0.2609
1 2.5 0.0281 0.0359 0.0578 0.0970 0.1520 0.2312
1 3. 0.0283 0.0354 0.0560 0.0929 0.1447 0.2184
7. Numerical example
In this section an example is presented to illustrate the way in which the results obtained in the previous sections can
be applied. The example 3.2.1 of [9, pp. 73], is considered.
Example:
As part of a longitudinal study a sample of 3182 individuals without cardiovascular disease was followed for 4 and
a half years. A whole of 2121 of these individuals did not have physical activity in regular form and did not develop
cardiovascular disease. These individuals were classified in agreement to three factors: Personality type (I, II), Cholesterol
level (normal, high) and Diastolic blood pressure (normal, high). A personality of type I presents signs of stress, worry and
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hyperactivity. An individual with personality of type II is relaxed, slowly and of normal activity. The information appears in
Table 9.
Table 9
Observed values.
Personality Cholesterol Diastolic blood pressure
Normally High
I Normally 716 79High 207 25
II Normally 819 67High 186 22
If we assume a model of conditional independence for the data, in particular that the cholesterol level and the diastolic
blood pressure level are independent given personality type, the procedure given in Section 4 can be used for checking the
fit. Firstly, p(̂θ
CI,φ
(λ2) ) and afterwards T CIφ
(λ1)
(̂θ
CI,φ
(λ2) ) are obtained with λ2 = 0, 2/3, 1 and λ1 = 0. These values are shown
in Tables 10 and 11, respectively.
Table 10
Estimated values of p(̂θ
CI,φ
(λ2) ).
p(̂θ
CI,φ
(0) ) p(̂θ
CI,φ
(2/3) ) p(̂θ
CI,φ
(1) )
p̂111 0.3465 0.3465 0.3466
p̂112 0.0371 0.0342 0.0342
p̂121 0.0887 0.0890 0.0891
p̂122 0.0119 0.0152 0.0153
p̂211 0.3772 0.3773 0.3773
p̂212 0.0317 0.0292 0.0293
p̂221 0.0966 0.0969 0.0970
p̂222 0.0102 0.0130 0.0131
Table 11
Values for the statistic T CIφ
(0)
(̂θ
CI,φ
(λ2) ).
T CIφ(0) (̂θ
CI,φ
(0) ) T CIφ(0) (̂θ
CI,φ
(2/3) ) T CIφ(0) (̂θ
CI,φ
(1) )
4.5519 2.9287 0.3272
The statistics considered are thosewhich produced betters results in the previous section.We also consider the likelihood
ratio test, λ1 = 0 and λ2 = 0, since it is the most known and used statistic (Table 11).
From the values of the T CIφ
(0)
(̂θ
CI,φ
(λ2) ), λ2 = 0, 2/3, 1, in Table 11, there is no statistical evidence to reject the conditional
independence at levelα = 0.05 sinceχ2(I−1)(J−1)K ,α = χ22,0.05 = 5.991 and that is bigger than all the test statistics considered.
Note that the values of T CIφ(0) (̂θ
CI,φ
(2/3) ) and T CIφ(0) (̂θ
CI,φ
(1) ) are smaller than that of the likelihood ratio test, T CIφ(0) (̂θ
CI,φ
(0) ), so the
decision on not rejecting the conditional independence is taken with more confidence.
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Appendix
Let Y1, Y2, . . . , Yn be a sample of size n ≥ 1, with independent realizations in the statistical space X ={1, 2, . . . ,M},
which are identically distributed according to a probability distribution p (θ0). This distribution is assumed to be unknown,
but belonging to a known family
T = {p(θ) = (p1(θ), . . . , pM(θ))T : θ ∈ Θ}
of distributions onXwithΘ ⊆ RM0 (M0 < M − 1). In other words, the true value θ0 of the parameter θ = (θ1, . . . , θM0)T ∈
Θ ⊆ RM0 is assumed to be fixed but unknown. We denote p = (p1, . . . , pM)T and p̂ = (̂p1, . . . , p̂M)T with
p̂j = Njn and Nj =
n∑
i=1
I{j} (Yi) ; j = 1, . . . ,M. (30)
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The statistic (N1, . . . ,NM) is obviously sufficient for the statistical model under consideration and is multinomially
distributed.
We suppose that we have ν (ν < M0) real-valued functions f1(θ), . . . , fν (θ), that constrain the parameter θ ∈ Θ ⊂ RM0 ,
fm (θ) = 0,m = 1, . . . , ν, such that verify the conditions
(i) Every fm(θ) has continuous second partial derivatives.
(ii) The ν ×M0 matrix B (θ) =
(
∂ fm(θ)
∂θk
)
m=1,...,ν
k=1,...,M0
, is of rank ν.
If we denote byΘ0 =
{
θ ∈ Θ ⊆ RM0 : fm(θ) = 0,m = 1, . . . , ν
}
, the restricted minimum φ-divergence estimator of θ0
or the minimum φ-divergence estimator of θ0 inΘ0, θ̂
(r)
φ , is defined by
Dφ (̂p, p(̂θ
(r)
φ )) = min
θ∈Θ0
Dφ (̂p, p(θ)) (31)
and verifies
θ̂
(r)
φ = θ0 + H(θ0)IF (θ0)−1A (θ0)T diag
(
p (θ0)−1/2
)
(̂p− p(θ0))+ o (‖̂p− p(θ0)‖) (32)
where A(θ0) = diag
(
p(θ0)−1/2
)
∂p(θ0)
∂θ0
, theM0 ×M0 matrix H (θ0) is defined by,
H(θ0) = I − IF (θ0)−1B(θ0)T
(
B(θ0)IF (θ0)−1B(θ0)T
)−1 B(θ0), (33)
I denotes theM0 ×M0 identity matrix and also
√
n
(̂
θ
(r)
φ − θ0
)
L→
n→∞N (0,W (θ0)) , (34)
where theM0 ×M0 matrixW (θ0) is given by
IF (θ0)−1
(
I − B(θ0)T
(
B(θ0)IF (θ0)−1B(θ0)T
)−1 B(θ0)IF (θ0)−1)
and IF (θ0) is the Fisher information matrix associated with the multinomial model.
For testing,
H0 : p = p(θ0), for some unknown θ0 ∈ Θ0 ⊂ Θ ⊂ RM0 , (35)
we consider the φ-divergence test statistic
2n
φ′′1 (1)
Dφ1
(̂
p, p(̂θ
(r)
φ2
)
)
L−→
n→∞χ
2
M−M0+ν−1. (36)
(See [22].)
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