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Concrete highway bridges are important elements of our country’s transportation infras-
tructure; however, only few studies that address their seismic behavior using data collected
from instrumented structures are available in the literature. This gap of knowledge impairs
full exploitation of structural health monitoring techniques for seismic damage assessment,
and improvement of design recommendations. This research is particularly concerned with
curved concrete box-girder highway bridges, whose seismic behavior is still widely unex-
plored due to lack of field monitoring data. By taking advantage of vibration records
collected during six earthquake events at the West Street on Ramp, a curved concrete
box-girder highway bridge located in Anaheim, California, this research aims at advancing
knowledge about the seismic behavior of these bridges. Modal identification of the bridge
during the earthquakes is conducted, and sensitivity analysis is carried out to reconcile
the observed dynamic characteristics of the bridge with the behavior of its structural el-
ements. Data collected from an instrumented large-scale bridge specimen during shaking
table tests are also analyzed to gain insight about the response of the bridge bents dur-
ing the earthquakes, and propose a strategy to model their seismic behavior. Information
from modal identification and the shaking table tests analyses are instrumental in devel-
oping a nonlinear finite element model of the bridge, calibrated employing a multistage
finite element model updating strategy. In order to evaluate the significance of using the
structural-health-monitoring-informed structural model obtained, seismic performance as-
sessment through incremental dynamic analysis is conducted, and results are compared
with the predicted performance estimated with a conventional finite element model of the
bridge. By advancing knowledge about the seismic behavior of concrete highway bridges,
this research may ultimately contribute to improve structural health monitoring practices
and design guidelines for this type of structures.
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Structural health monitoring (SHM) has emerged in the last few decades as a powerful
tool for fast, remote, automated, and objective structural integrity assessment of the civil
infrastructure. Particularly, by applying system identification and damage detection tech-
niques to vibration response data collected by sensors installed on the structures, SHM has
been recognized as a promising technology to improve development of emergency plans and
rational prioritization of structural restoration interventions in post-earthquake scenarios.
However, successful application of SHM techniques for seismic damage assessment is sub-
ordinated to full understanding of the behavior of the structures during the earthquakes.
On the other hand, full comprehension of this phenomenon is crucial to the development of
rational design guidelines. In this perspective, analysis of field monitoring seismic data may
advance knowledge about the earthquake behavior of the structures and ultimately reveal
beneficial to improve SHM techniques and design practices. Yet, lack of data collected from
real-life instrumented structures impairs the possibility of conducting this type of analy-
sis. This is particularly true for curved concrete box-girder highway bridges, whose seismic
behavior thus remains largely unexplored. By taking advantage of seismic vibration data
collected by accelerometers installed on the West Street on Ramp (WSOR) bridge, a curved
concrete box-girder highway bridge located in Anaheim, California, and the data from an
instrumented large-scale concrete bridge specimen subjected to shaking table experiments,
this dissertation aims at contributing to enhance knowledge about the seismic behavior of
these structures.
1
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1.1 Problem Statement
As pointed out by Trifunac et al. [1, 2], in earthquake scenarios, the required condition for
SHM to function is the full understanding of the seismic behavior of structures, and the
consequent availability of advanced nonlinear models able to capture all of the sources of
nonlinearity within the systems, and discern between them. Lack of knowledge about the
earthquake behavior of concrete highway bridges thus impairs the successful application of
SHM techniques. Moreover, most of the literature concerned with the earthquake behavior
of concrete highway bridges based on SHM data focuses on the identification of the modal
parameters of the structures using the seismic vibration records, but it often lacks of thor-
ough investigations of all of the sources of nonlinearity within the structural systems, which
ultimately results into insufficient provisions to properly model the response of the bridges
during earthquakes.
In the context outlined above, studies concerned with the seismic behavior of curved concrete
box-girder highway bridges are especially laking [3]. Most of the literature about curved
bridges, in fact, addresses steel structures, such as [4, 5, 6, 7], for which specific design
guidelines have also been provided, for example in [8]. Instead, as pointed out by Tondini
and Stojadinovic [3], the gap of knowledge in the literature concerning curved concrete box-
girder highway bridges reflects into lacking of comprehensive design guidelines in the Bridge
Design Specifications [9] and the Seismic Bridge Design Specifications [10] of the American
Association of State Highway and Transportation Officials (AASHTO) for this type of
structures. An effort to improve design specifications for curved concrete box-girder bridges
was made in 2008 by the Transportation Research Board (TRB) in cooperation with the
Federal Highway Administration (FHWA) [11]; yet, the provided guidelines mainly concern
issues related to the superstructure whereas the seismic behavior of the bridges is not fully
addressed.
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1.2 Motivation and Objectives
The motivation for this research is to contribute to advancing knowledge about the be-
havior of concrete highway bridges during the earthquakes. Specifically, while it has been
recognized that the seismic behavior of curved concrete box-girder highway bridges presents
distinctive characteristics compared to the one of straight bridges, investigations about this
issue are limited in the literature. This is due to dearth of field monitoring data collected
from this type of structures, as well as to the common belief that only records from very
large-amplitude motions are of interest for engineering studies, so that many recorded data
sets have not been processed and disseminated to researchers [1]. Thus, this study aims at
responding to the need emerging from the literature (e.g. [2, 12, 13]) for field-monitoring-
data-informed analysis of the earthquake behavior of curved concrete box-girder highway
bridges, by analyzing records collected at the WSOR during six seismic events. Addition-
ally, recognizing that potential benefits of large-scale shaking table experiments go well
beyond the typical use of the data collected, which is generally limited to validation and
testing of SHM techniques, one further motivation for this research is to suggest a way
to directly incorporate findings from these experimental investigations into the analysis of
real-life structures.
The objectives of this research can be summarized as follows:
 The first objective is to analyze the modal parameters of the the WSOR during the
recorded earthquake motions. Unlike most of the studies available in the literature,
it is herein of interest to not only identify differences in the dynamic behavior of the
structure between different motions but also study variations of the modal parameters
during each ground motion, which may reveal nonlinear behavior of the bridge during
the earthquakes.
 An effort is made in this research to suggest a SHM-informed analytical model of the
bridge, able to predict the structure’ seismic response, properly accounting for the
nonlinearities that the structural system may experience during the earthquakes. The
proposed modeling strategy is developed within the framework of the Pacific Earth-
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quake Engineering Research (PEER) Center guidelines [14] for nonlinear modeling of
highway bridges in California, so that it can be incorporated in the current practice
for nonlinear seismic response analysis of the bridges. Achievement of this broad ob-
jective requires attaining intermediate goals, encompassing recognition of the sources
of nonlinearity in the earthquake behavior of the WSOR, understanding which factors
are specific of curved bridges with respect to straight ones; and studying a modeling
strategy for the behavior of bridge bents during the earthquakes. As for this latter
point, in fact, while it has been recognized in the literature that bents stiffness reduc-
tion may occur during strong motions due to opening of cracks in the concrete (e.g
[12, 15, 16]), no definite modeling solution to account for this phenomenon has been
proposed yet.
 One further objective of this research is to evaluate the consequences of using con-
ventional analytical bridge models, compared to the SHM-informed one proposed in
this research, for seismic performance assessment of the structure. Observing that
it is common belief that neglecting phenomena such as soil-structure interaction is a
conservative choice in the estimation of seismic demand and capacity of the bridges,
the proposed analysis aims at rationally evaluating the accuracy of such assumption,
and highlighting concerns that may rise from it.
1.3 Background
While seismic vibration records collected from instrumented concrete highway bridges are
indispensable to improve knowledge about the behavior of these structures during the earth-
quakes, seismic records are available only for a few bridges in the United States; and even
less bridges have multiple seismic vibration records available, which are of particular value
to identify trends in the seismic behavior of these structures. As a result, in the United
States, most of the research on real-life bridges has been focusing on few extensively in-
strumented structures for which multiple seismic records are available. The Painter Street
Overpass (PSO), located in Rio Dell, California, and the Meloland Road Overpass (MRO),
near El Centro, California are two of the most notable examples. Romstad et al. [17]
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extracted the first few natural frequencies and mode shapes of the PSO from the power
spectral densities of the recorded time histories during six earthquakes, and simulated them
by employing a finite element model of the bridge featuring a transverse linear spring at
the edges of the deck to simulate the abutment-foundation-backfill interaction. Goel [12]
showed that the first natural period of vibration of the PSO elongates and the damping
ratio increases as the amplitude of the shaking enlarges, and attributed these phenomena to
increased participation of the abutments during high-amplitude motions. Recognizing such
effect, Goel and Chopra [18] evaluated the variations of abutment stiffness and capacity
during two earthquakes directly using the recorded earthquake response of the bridge. Lee
et al. [19] found that the equivalent damping ratio of the PSO during the 1992 Cape Men-
docino/Petrolia earthquake was as high as 25%, which is much larger than the conventional
5% assumption for concrete bridges, due to energy dissipation at the abutments. Similar
values of the damping ratio were observed by Arici and Mosalam [20] using a recursive filter
approach to analyze the same data. Modal identification conducted by Werner et al. [21]
on strong motion records collected at the MRO during the 1979 Imperial Valley earthquake
shows that the transverse response of the bridge is dominated by the abutment-embankment
system, whereas the vertical response is mostly influenced by the characteristics of the deck.
Analogous conclusions were later drawn by Kwon and Elnashai [22] in a model-based seis-
mic analysis of the MRO. Wilson and Tan [23] developed a finite element model of the
bridge including a simplified linear abutment model, by which the response time histories
of the bridge were simulated with reasonable accuracy. Zhang and Makris [24] proposed
a procedure to estimate the kinematic response functions and dynamic stiffness of bridge
embankments, and were able to predict the seismic response of the MRO during the 1979 Im-
perial Valley earthquake and PSO during the 1992 Petrolia earthquake. Kinematic response
functions of the embankments were developed starting from the concept of “shear-beam”
model [25], and dynamic stiffness definition is based on the work of Makris and Gazetas
[26], who developed analytical solutions for the wave propagation in a laterally-oscillating
pile embedded in homogeneous soil and loaded at the top. In [24] the authors also observed
high levels of soil strain in bridge embankments during the earthquakes, leading to reduced
soil shear modulus, and increased hysteretic damping coefficients. Investigations based on
CHAPTER 1. INTRODUCTION 6
field data collected from curved concrete box-girder bridges unfortunately are scarce. In one
of the few examples available in the literature, Desroches and Fenves [15] observed changes
of the first four natural periods of vibration of the Northwest Connector at the Interstate
10/215 interchange in Colton, California, between two earthquake events. The structure
is a sixteen-span, curved, concrete box girder bridge, and it was shown that the observed
changes of the natural periods were mainly due to variations of the rotational stiffness of
the piers foundations and the cracking of concrete of the columns, while the characteristics
of the abutment do not significantly impact the response of the bridge. Similar conclusions
were reached by Arici and Mosalam [20] in the earthquake behavior analysis of the Sylmar
Interstate 5/14 interchange, a nine-span concrete box girder bridge located in Sylmar, Cal-
ifornia, during two seismic events.
The studies reviewed above often analyze the seismic behavior of the bridges by identify-
ing the dynamic parameters of the structures during different seismic excitations in order
to identify trends in the bridges’ behavior during earthquakes. Thus, modal identification
techniques need to be applied to the field data collected to extract the modal character-
istics of the bridges during the events. Traditionally, data collected from the structures
are processed in the frequency domain to extract the frequency response functions and fi-
nally identify a modal model of the system. Recently, however, time domain techniques
have gained increasing popularity within the civil engineering research community, and
have established themselves as the state-of-the-art for determining mathematical models of
structures. The basic idea is to select a time domain input-output mathematical descrip-
tion of the system, and take advantage of input-output measurements to identify the model
parameters so that the mathematical model effectively predicts the measured output when
loaded with the input excitation. Several of these system identification techniques have
been reviewed by Shinozuka and Ghanem [27, 28], who also assessed their performances
for structural modal identification purposes. Beck and Jennings [29] proposed a method to
identify linear time-invariant (LTI) models of structures under earthquake excitations by
using an output-error approach applied in the time domain to estimate the optimal value of
the parameters of the mathematical model of a structure. The proposed method was tested
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on a multi-storey building using records from the 1971 San Fernando earthquake. Loh and
Lin [30] used autoregressive models with exogenous input (ARX) and autoregressive moving
average models with exogenous input (ARMAX) to identify the dynamic characteristics of
a seven-storey reinforced concrete building from the records collected during four earth-
quake events. Determination of the model parameters translates into a linear regression
problem, that can be solved by the least square method, given the input and output mea-
surements. Juang and Pappa [31] proposed an eigensystem realization algorithm (ERA) for
modal parameter identification that provides the minimal realization to predict the system
response to unit pulse inputs. In cases when the impulse response is not directly measured,
Juang et al. [32] proposed an Observer/Kalman filter identification (OKID) procedure to
recover system Markov parameters from input-output data. An OKID-based approach was
employed by Lus et al. [33] for the system identification of the finite element model of an
eight-story shear building subjected to the 1994 Northridge earthquake, and the Vincent
Thomas bridge, located in Long Beach, CA, using records from the 1987 Wittier and the
1994 Northridge earthquakes. Ulusoy et al. [34] employed an analogous approach to inves-
tigate the differences in the modal parameters of a four-story building when subjected to
multiple earthquake records. Subspace system identification techniques are another class of
time domain system identification methods for LTI systems that have been gaining increas-
ing attention since the publication of the work of Van Overschee and De Moor [35] in 1996.
Subspace methods describe dynamic systems through state space models, and first estimate
the extended observability matrix and the model order from input-output data using geo-
metric tools such as orthogonal projection, oblique projection, or canonical correlation. The
system matrices are then extracted from the extended observability matrix. Gomez et al.
[36] compared the performance of the subspace system identification techniques, the ERA
with OKID procedure, and ARX models for the modal identification of the WSOR bridge
during six earthquake events.
In SHM applications it is often of interest to construct finite element (FE) models that are
representative of the actual behavior of the structures, so that they can be employed to accu-
rately predict the response to future events, estimate the structural collapse capacity, assess
CHAPTER 1. INTRODUCTION 8
the demand posed by a given ground motion. This goal can be achieved through FE model
updating techniques, whose end is to identify the values of selected structural parameters
of the finite element model of a structure as that set of values that minimizes an objective
function (OF) representing a measure of difference between the dynamic properties of the
structure predicted by the FE model and those identified from the measurements. As FE
model updating allows for reconciling the dynamic characteristics of the system with the
physical parameters of the structure, it has been widely used to quantify and locate seismic
damage within the structures by associating variations of the measured modal parameters
from the pre- to the post-earthquake condition to elemental stiffness losses. A compre-
hensive review of FE model updating methods is presented by Mottershead and Friswell
[37]. A key issue in FE model updating is the performance of the adopted optimization
algorithm for the minimization of the OF. Successful application of the method, in fact,
relies upon the capability of the optimization algorithm to converge to the global minimum
of the OF. Pattern search (PS) algorithms, introduced by Hooke and Jeeves [38], are a class
of widely-used optimization algorithms that do not require information about the gradient
of the OF to seek for the solution of the optimization problem. PS algorithms, in fact, seek
for the solution by investigating a set of points around the current point until it is found
one for which the value of the OF is lower than that at the current point. Feng and Feng
[39] recently used the Nelder-Mead method, an optimization algorithm belonging to the PS
class of methods, to identify the flexural stiffness of a railway bridge based on in-situ dis-
placement measurements collected by a novel vision sensor developed by the same authors
in [40]. Genetic algorithm (GA) has also been widely investigated in the SHM research field.
Introduced by Holland [41], GA is a stochastic search algorithm based on heuristic concepts
of natural evolution. By starting from a set of initial solutions, and employing evolution-
inspired operations to find that solution that minimizes the OF, GA is more likely to reach
the global minimum of the OF, and avoid incurring into local minima, than methods that
develop from a single initial guess of the solution. Chou and Ghaboussi [42] used the GA to
identify structural changes of a truss by minimizing the difference between measured and
predicted response to static loading. Hao and Xia [43] employed the GA for damage detec-
tion of a cantilever beam and a frame structure. The objective function was constructed as
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the weighted difference between experimental and analytical natural frequencies and mode
shapes of the structures. GA was applied to both simulated examples and experimental
data for damage detection of beam structures by Perera and Torres [44], based on vari-
ations of natural frequencies and mode shapes of the structures. Baghaei and Feng [16]
employed the GA to locate and quantify seismic damage in a large-scale concrete bridge
specimen subjected to shaking table tests. Koh et al. [45] combined the GA with local
search operators to improve the computational efficiency of the optimization routine. An
optimization algorithm inspired by natural evolution was proposed by Franco et al. [46] to
overcome typical problems connected with optimization, such as the need for reliable initial
estimates, and the risk of incurring into local minima of the OF. The proposed method is
tested under different conditions including incomplete measurements and noisy signals, and
was shown to outperform the GA as long as the noise-to-signal ratio is not excessive, and
the available input/ouput records are not too limited.
Bridge structural design requires the assessment of seismic demand and local and global
capacity of the structures, and different structural solutions can be assessed based on their
predicted seismic performance. In SHM applications, the consequences of damage needs
to be assessed in terms of the residual collapse capacity of the bridges [47]. A number of
methods have been proposed in the framework of performance-based earthquake engineer-
ing (PBEE) for seismic performance assessment of structures. Nonlinear static analysis
(pushover analysis) originates from the work of Blume et al. [48] in the early sixties, and
has been widely employed for seismic performance assessment ever since. At times when
computer performances were limited, so that full nonlinear dynamic analysis for structural
performance assessment was impractical, pushover analysis had the advantage of meeting
the need for including the system’s nonlinearities into the analysis, without requiring ex-
cessive computational effort [49]. It has been recognized, however, that pushover analysis
has many pitfalls that may lead to gross inaccuracy of the seismic performance assessment
of the structures. For example, Krawinkler and Seneviratna [50] pointed out that pushover
analysis is inherently biased inasmuch as it aims at recovering dynamic characteristics of the
structure based on a static analysis procedure. Thus, some important deformation modes
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that may occur during large earthquakes may be ignored, and others exaggerated; and in-
elastic deformation during seismic loading may be significantly different from predictions
obtained with static or adaptive static load patterns, particularly if the role played by higher
modes becomes important during the motion. Recognizing these flaws, many techniques to
improve the pushover procedure have been proposed. Gupta and Kunnath [51] used site-
specific spectra to define the load characteristics, and proposed an adaptive load pattern
procedure able to follow changes of the dynamic characteristics of the structure during the
analysis, as well as to account for as many modes of vibration as desired. Based on struc-
tural dynamic theory, Chopra and Goel [52] proposed a modal pushover analysis procedure,
where the structural response for a certain mode of the system is determined by pushover
analysis with lateral forces following the inertia force distribution of that mode, then total
demand is recovered by combining the modal demand components. Because concerns per-
sist about the accuracy of these and others improved pushover techniques [53], facilitated
by the fast advances in the computational power of computers, methods based on nonlinear
time history analysis have been gaining increasing attention in the last two decades. As
early as 1977, Bertero [54] formulated the idea of performing nonlinear time history analysis
for scaled versions of a seismic loading, introducing the concept of a “dynamic pushover”
extending the concept of pushover analysis in a dynamic context. From this idea, incremen-
tal dynamic analysis (IDA) was developed, which encompasses performing dynamic analysis
of a nonlinear structural model under a set of input ground motions scaled at several levels
of a certain intensity measure, and recording the corresponding structural response. The
analysis thus allows to study the response of the structure throughout its entire range of
behavior, from elastic, to inelastic, and finally collapse. One of the first applications of the
IDA was proposed in 2000 by Hamburger et al. [55], although the method was formalized
in 2002 by Vamvatsikos and Cornell [56]. Since its introduction and formalization, IDA has
been mostly applied to 2D structural model, thus employing only one horizontal component
of the input ground motion. Recently, however, investigations using 3D structural models
subjected to two horizontal ground motion components have been proposed, such as in [57]
and [58]. While most applications of the IDA deal with the collapse capacity estimations of
buildings, IDA studies of bridge structures have been explored in the literature. For exam-
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ple, Mander et al. [59] used IDA to assess the seismic performance of reinforced concrete
highway piers designed according to the New Zealand, Japan, and Caltrans specifications;
and Baghaei et al. [60] employed IDA to estimate the post-event residual collapse capacity
of a damaged concrete bridge specimen subjected to shaking table tests.
1.4 Organization of Material
Material in this dissertation is organized into consecutive logical steps, in such a way that the
output of each chapter serves as the input for the following one, which leads to achieving
the objectives presented in paragraph 1.2 in a successive fashion. According with such
approach, the dissertation is organized as follows:
 Chapter 2 first presents the WSOR bridge, the monitoring system installed on the
bridge, and the seismic vibration data collected. Then, modal identification of the
bridge during the earthquakes is conducted to investigate the dynamic behavior of
the structure during the events. A sensitivity analysis of the natural frequencies and
mode shapes of the bridge with respect to variations of the structural parameters
is carried out in order to gain insights about the observed dynamic behavior of the
structure. Sensitivity analysis of a straight bridge is also conducted, and results are
compared with those of the WSOR, with the goal of studying the peculiarities of the
seismic response of curved bridges with respect to straight ones.
 Chapter 3 analyzes data from the shaking table tests. The bridge specimen, its in-
strumentation, and the test protocol are described. One of the seismic tests conducted
is selected to perform the proposed research, which aims at suggesting a simple, yet
accurate, methodology to model the behavior of the bridge bents during the earth-
quakes, accounting for the effect of opening and closing of cracks during stages of
a seismic shaking with different intensities. The analysis first identifies the modal
parameters of the bridge specimen during the selected seismic test, then a FE model
updating routine is employed to calibrate models adopting different bents modeling
strategies, and the one that better approximates the experimental behavior of the
bridge specimen is finally identified and selected.
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 Chapter 4 takes advantage of the outcome of the previous chapters to develop a
nonlinear finite element model of the WSOR, able to predict the response of the
bridge during the earthquakes. In order to accomplish this task, a multi-stage FE
model updating strategy is employed. Results of the sensitivity analysis in chapter
2 are functional to the definition of the updating parameters of the optimization
problem; and the modeling strategy developed in chapter 3 is incorporated into the
FE model of the WSOR to properly account for the effect of opening and closing of
cracks within the bridge bents during the earthquakes.
 Chapter 5 considers a conventional analytical model of the WSOR, featuring commonly-
employed modeling assumptions, besides the one calibrated in chapter 4, and assesses
the differences in the predicted seismic performance of the structure resulting from
using the two models. Seismic performance assessment is conducted by using incre-
mental dynamic analysis. The analysis aims at rationally evaluating the adequacy
of conventional modeling assumptions, and the impact of adopting SHM-informed
structural models for bridge seismic performance prediction. Ultimately, the study
may provide useful indications to improve design practices and post-event residual
capacity assessment of the bridges.
 Chapter 6 finally summarizes the main conclusions of the research and suggests top-
ics for future investigations.
All of the FE models developed in this research are constructed employing the Open System
for Earthquake Engineering Simulation (OpenSees) [61], and all of the numerical analysis
are implemented in MATLAB [62].
Chapter 2
Modal Identification of the WSOR
Using Earthquake Vibration Data
and Sensitivity Analysis
2.1 Introduction
Accelerometers installed on the WSOR, a curved concrete box-girder highway bridge lo-
cated in Anaheim, California, have recorded the vibration response of the structure to six
earthquake events between 2005 and 2010, which offers a one-of-a-kind opportunity to ad-
vance the current knowledge about the earthquake behavior of concrete highway bridges.
The objectives of the analysis conducted in this chapter are (1) to extract the modal pa-
rameters of the bridge during the earthquakes, investigate whether they change throughout
a ground motion, and identify trends in the results obtained; (2) provide an interpretation
of the of the observed trends based on a sensitivity analysis of the natural frequencies and
mode shapes of the bridge to variations of the structural parameters of the bridge; (3) com-
pare the behavior of the WSOR with that of a straight bridge to investigate the specific
challenges that curved bridges pose, particularly in the perspective of the structural health
monitoring activity.
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The chapter first describes the bridge, the instrumentation, and the vibration data collected.
Then, modal identification techniques are applied to the earthquake vibration response data
collected at the WSOR to extract the modal parameters of the bridge during the earth-
quakes. Sensitivity analysis of the modal parameters is conducted to interpret the modal
identification results obtained. Additionally, this analysis is beneficial to the selection of
updating parameters for the finite element model updating of the WSOR that is conducted
at chapter 4 of this dissertation. Finally, the analytical model of a straight bridge is con-
sidered, a sensitivity analysis of the natural frequencies and mode shapes of this structure
is performed, and the differences with respect to the case of the WSOR are discussed. Re-
sults of the modal analysis together with the numerical study conducted yields important
conclusions about the behavior of the bridge during the earthquakes.
2.2 Bridge Structure and Instrumentation
Figure 2.1: The West Street on Ramp bridge (from Google Maps [63]).
The WSOR is a three-span curved concrete box-girder highway bridge erected in 2001 and
permanently instrumented right after construction. A picture of the bridge is provided in
Figure 2.1.
The main structural characteristics and dimensions are shown in Figure 2.2 together with
the location and direction of the acceleration channels installed on the bridge.
The superstructure is composed by a single-cell cast-in-place post-tensioned concrete box
girder. The spans measure 45.8 m, 60.1 m, and 45.4 m, running from Abutment 1 to
Abutment 4, for a total length of the bridge of 151.3 m along the W2 line in Figure 2.2.
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Figure 2.2: Main structural characteristics, dimensions, and accelerometers layout of the
WSOR; dimensions in m(ft) (adopted from [36]).
The radius of curvature is 167.6 m, the box girder is aligned at 12% with the horizontal,
and the vertical alignment is slightly curved. At the two edges, the box girder rests on
seat-type abutments, and contact between the two structural elements is mediated by two
reinforced elastomeric bearing pads. The substructure of the bridge includes two cast-in-
place single-column concrete bents with diameter of 2.7 m. The bents are continuous with
the box girder, for the main reinforcement of the bents is anchored to the superstructure by
concrete diaphragms that fill the box void at the bents locations. The bent footings feature
a squared concrete pile cap and sixty nine 406-mm diameter steel pipe piles of approximate
length of 10 m. Footings are oriented normal to the centerline of the bridge. Similarly,
abutment footings are composed of a concrete pile cap and steel pipe piles with diameter
of 356 mm and approximate length of 10 m.
The WSOR is instrumented with a total of eleven acceleration channels, as shown in Fig-
ure 2.2. Accelerometers are either uniaxial, biaxial, or triaxial force-balance servo-type
accelerometers manufactured by the Tokyo Sokushin company, and can measure dynamic
signals in the frequency range 0.5-30 Hz. The structural acceleration response is measured
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by either uniaxial or biaxial accelerometers, installed on the top side of the bottom flange
of the box girder, inside the void of the single-cell box girder, along the centerline of the
bridge. These accelerometers provide a total of eight acceleration response channels. Five
of them measure the transverse vibration response of the bridge (#’s 1, 2, 5, 9, and 11);
two measure the vertical vibration response (#’s 3 and 10); one measures the longitudinal
vibration response (# 4). In addition, a triaxial accelerometer installed at the base of Bent
2, just above the pile cap, provides the input acceleration in transverse (# 7), vertical (# 8),
and longitudinal (# 6) directions. It should be noted that all the longitudinal channels are
oriented along the direction of the superstructure centerline at the point where the sensor
is located, while transverse channels are oriented towards the center of curvature of the su-
perstructure. The monitoring system is set to automatically trigger when the acceleration
at one of the input channels (#’s 6, 7, and 8) exceeds 0.002 g. The monitoring system,
however, can also be triggered manually at any time. Once accelerometers are triggered,
vibration data are collected by a data logger at the sampling frequency of 100 Hz, and
continuously recorded for 60 seconds. The data logger is installed inside the void of the
box girder, and the model originally installed was manufactured by the Tokyo Sokushin
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Figure 2.3: Additional instrumentation installed on the WSOR.
In addition to the accelerometers, instrumentation at the WSOR encompasses ten mi-
crodisplacement sensors, named R1, R2, R3, R4, R5, R6, R7, R8, R9, and R10; a relative
displacement meter, named D1; and a soil pressure sensor, named S1, as shown in Figure
2.3. Although the analysis conducted in this study focuses on the use of accelerometers,
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strain data recorded at the base of Bent 2 by sensor R6 are used to verify results of the
structural parameters identification of the WSOR.
2.3 Earthquake Events Recorded at the WSOR
From the beginning of the monitoring activity in 2002, six earthquakes have triggered the
monitoring system at the WSOR. For each earthquake, Table 2.1 provides the denomi-
nation, moment magnitude, distance between the bridge and the epicenter, and the peak
ground acceleration (PGA) at the bridge location, as recorded by the three input channels
at the base of Bent 2. The trace of these records is plotted in Figure 2.4 to provide the
Event Date Magnitude
Distance PGA (g)
(Km) Longitudinal Transverse Vertical
Anza 6/12/2005 5.2 129 0.005 0.011 0.002
Yucaipa 6/16/2005 4.9 88 0.006 0.018 0.005
Chino Hills 7/29/2008 5.5 21 0.086 0.367 0.045
Inglewood 5/17/2009 4.7 41 0.013 0.029 0.007
Pico Rivera 3/16/2010 4.4 24 0.010 0.019 0.004
Calexico 4/4/2010 7.2 300 0.006 0.007 0.004
Table 2.1: Earthquake events recorded at the WSOR.
reader with a sense of the different intensity of the six ground motions. Table 2.1 and Figure
2.4 indicate that for all of the recorded events, the shaking along the transverse direction
is significantly larger than along the longitudinal and vertical directions of the bridge, with
the latter always the smallest of the three. Figure 2.4 also shows that, unlike the other five
events, it was not possible to record the full trace of the 2010 Calexico earthquake. This is
due to the duration of the earthquake being longer than the 60-seconds maximum storing
capacity of the data recorder installed at the bridge site. Nevertheless, the record can be
still employed for modal identification purposes.
In addition to the earthquake records, approximately 1350 ambient and traffic-induced vi-
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Figure 2.4: Input time histories of the earthquake events recorded at the WSOR.
bration data sets were collected during the monitoring period. These vibration data are
recorded when the acceleration is large enough to trigger the monitoring system; otherwise,
they can be recorded by manually triggering the monitoring system. Modal identification
of the WSOR based on the ambient and traffic-induced response vibration data was con-
ducted by Gomez et al. [64] using output-only modal identification techniques. Although
this dissertation focuses on the analysis of the seismic behavior of the bridge, modal identi-
fication results from ambient and traffic-induced response vibration data are employed for
comparison with modal identification results from seismic response data, as this leads to
useful indications about the seismic behavior of the WSOR.
2.4 Procedure of Modal Identification using Earthquake Vi-
bration Data
One of the objectives of this chapter is to identify the modal parameters of the WSOR using
the earthquake vibration data collected by the accelerometers installed on the structure.
In particular, the analysis focuses on studying whether the modal parameters of the bridge
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may change during every single seismic motion, as the intensity of the shaking changes
throughout the event, hence revealing nonlinear behavior of the structure during the earth-
quakes. In this perspective, the possibility to analyze multiple seismic records offers the
valuable opportunity to verify that observed phenomena are actually consistent trends in
the behavior of the structure. Modal parameters of the WSOR are extracted from the earth-
quake vibration data by using the stochastic subspace identification (SSI) technique, which
applies to LTI dynamic systems. However, as it is considered that the modal parameters
of the bridge may change during a seismic event, the structure may not behave as a LTI
dynamic system throughout the shaking. Thus, a two-steps modal identification procedure
is adopted.
The first step is the identification of time windows within each recorded seismic event during
which the bridge acts as a linear system. This task is accomplished by a time-frequency
analysis of the vibration response records, operated by the continuous wavelet transform
(CWT). The second step of the modal identification procedure consists in applying the SSI
technique to each time window identified to extract the modal parameters of the WSOR
during that portion of the shaking. Due to the longitudinal vibration response of the WSOR
(channel # 4) being significantly smaller than the transverse and vertical response for all
of the seismic events recorded, and to the availability of only one longitudinal channel,
only channels #’s 1, 2, 3, 5, 9, 10, and 11 are employed as output channels for modal
identification purposes. Coherently, only channels #’s 7 and 8 are employed as the input
channels. In the following, details are provided for each of the two steps of the adopted
procedure.
2.4.1 Time-Frequency Analysis by CWT
Before conducting the time-frequency analysis, data were preprocessed by trend removal
and low-pass filtering with a cutoff frequency of 30 Hz. The goal of the time-frequency
analysis is to track the evolution of the dominant frequency of the bridge vibration re-
sponse during each earthquake, and identify time windows during which such frequency is
stable. The CWT technique was select to conduct the analysis due to its superior time and
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frequency resolution properties compared to other time-frequency analysis techniques such
as the short-time Fourier transform.
A wavelet can be defined as a small wave with an oscillatory wavelike characteristic and with
its energy concentrated in time. The main difference between a wave and a wavelet is that
while a wave is generally smooth and regular in shape, and can be everlasting, a wavelet
may be irregular in shape and generally lasts for a limited time [65]. Given a prototype
wavelet, also known as mother wavelet, through the process of dilation and translation a
family of daughter wavelets can be obtained. The dilation operation consists in stretching
or squeezing the mother wavelet by a certain scale factor, whereas the translation operation
refers to shifting the wavelet along the time axis. Calling ψ(t) the mother wavelet, s the










, s > 0, τ ∈ < (2.1)
Many types of mother wavelets with different characteristics have been proposed in the
literature to perform the CWT. In this study the Morlet wavelet [66] is employed. The
CWT analyzes a function f(t) through the family of scaled and translated wavelets in












where ψ∗(·) is the complex conjugate of ψ(·) and c(s, t) is the wavelet coefficient at scale s
and time shift τ . This coefficient can be interpreted as a measure of how close the signal
f(t) is to a wavelet of scale s at the time shift τ [67]. As the scale s dilates the mother
wavelet, it is natural to associate it with the frequency content of a wavelet. If F0 is the
central frequency of the mother wavelet in Hz, then the central frequency of the wavelet at





Equation 2.2 shows that the CWT transforms the signal f(t) into a two-dimensional time-
scale plane, called a scalogram. By using Equation 2.3 the scalogram can be translated
into a time-frequency representation of the signal, which is more familiar to most engineers.
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Recalling the meaning of the wavelet coefficient c(s, τ), the higher the wavelet coefficient
at a certain scale (or frequency) and time shift, the closer the signal f(t) and the wavelet
at that scale (or frequency) and time shift τ . Hence, at each time shift, the frequency for
which the wavelet coefficient is maximized is an estimate of the dominant frequency of the
signal; and the time-frequency representation obtained from the CWT can be used to track
the evolution of the dominant frequency of the signal in time.

































Figure 2.5: Time history collected at channel # 9 during the 2005 Anza earthquake and the
corresponding time-frequency representation. The arrows indicate time windows of stable
dominant frequency.
Figure 2.5 provides an example for the acceleration signal recorded at channel # 9 during the
2005 Anza earthquake. The color in the time-frequency chart indicates the magnitude of the
wavelet coefficient for each time-frequency coordinate pair, according with the grayscale map
in the figure. The black dots locate the maximum wavelet coefficient at each time instant,
identifying the dominant frequency of the signal. The figure shows that such frequency
is stable within the time windows 15.00-20.67 s, 21.23-24.22 s, 26.79-32.00 s, 34.36-39.33
s, 41.75-46.44 s, and 52.39-57.58 s, highlighted with arrows in the figure, which candidate
to be used in the next step of the modal identification procedure. The CWT of all the
vibration response channels considered for modal identification purposes–channels #’s 1,
2, 3, 5, 9, 10, and 11–are examined for the choice of the time windows to be employed
in the extraction of the modal parameters of the WSOR through the SSI technique. The
interested reader can find more details about wavelet analysis for example in [68].
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2.4.2 Modal Identification by SSI
The time windows identified by the time-frequency analysis through the CWT are employed
to extract the modal parameters of the WSOR by using the SSI technique. This system
identification technique takes advantage of a time-domain mathematical model of a multi-
degree-of-freedom (MDOF), linear, time-invariant system. Input-output data are employed
to identify the parameters of the mathematical model, from which modal parameters of the
system are extracted. The identification scheme uses data in a multiple-input and multiple-
output (MIMO) configuration.
In the discrete time-domain, the dynamic behavior of a MDOF, linear, time-invariant system
can be expressed in the state space as
x(k + 1) = Ax(k) + Bu(k) + w(k) (2.4)
y(k) = Cx(k) + Du(k) + v(k) (2.5)
where x ∈ <n×1 is the state vector, u ∈ <m×1 and y ∈ <p×1 are the measured input
and output, respectively, A ∈ <n×n is the state matrix, B ∈ <n×m is the input matrix,
C ∈ <p×n is the output matrix, D ∈ <p×m is the direct transmission matrix, and k is
the discrete time variable. w ∈ <n×1 and v ∈ <p×1 are zero-mean white noise processes
representing the modeling uncertainties and measurement errors, respectively. Once the
mathematical model of the system is established, the system matrices (A, B, C, and D)
need to be estimated. Within the SSI framework, measured input and output data are
used to construct the observability matrix, from which matrices A and C can be estimated
via the singular value decomposition. Successively, because the input-output description of
the system becomes linear in matrices B and D, they can be estimated through the least
square method. Finally, natural frequencies, mode shapes, and modal damping ratios can
be estimated by eigenvalue decomposition of the identified system matrices. Naming µi and
ϕi the i-th complex pole and eigenvector of matrix A, respectively; and recalling that the
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where ∆T is the sampling time of the discrete time system; the natural frequencies of
vibration, fi, modal damping ratio, ξi,and mode shapes, φi, associated with the i-th mode







, φi = Cϕi (2.7)
Further details about the SSI technique can be found in [35]. One important remark on
the SSI implementation is to properly choose the order of the state-space model, which
defines the size of the observability matrix and the number of modes in the system. Hence,
increasing the model order leads to the identification of a larger number of modes, some of
which are structural modes of vibration, whereas others are merely mathematical modes.
In order to discriminate between the two types of mode, stabilization diagrams can be
employed [70]. They are built by running the SSI algorithm for increasing values of the
model order, and collecting the modal parameters associated with the modes identified at
each run. Structural modes can be distinguished from mathematical modes inasmuch as
the former are expected to keep reasonably stable for increasing model orders. This is
accomplished by comparing the modal parameters identified by two models of successive
order, and testing whether they comply with stability criteria, which, in this study, are
established as∣∣∣∣∣f (n) − f (n+1)f (n)
∣∣∣∣∣ < 1%,
∣∣∣∣∣ξ(n) − ξ(n+1)ξ(n)
∣∣∣∣∣ < 5%, MAC(φ(n), φ(n+1)) > 0.98 (2.8)
where n indicates the model order, and MAC refers to the modal assurance criterion, which















MAC can take values from zero–indicating non-consistency between two mode shapes–to
one–when two mode shapes are consistent [71]. Thus, if the modal parameters associated
with a certain mode meet the stability criteria expressed in Equation 2.8, then that mode
is considered to be stable.
As an example, Figure 2.6 provides the stabilization diagram of the time windows identified
during the time window 41.75-46.02 s of the 2005 Anza earthquake, which is one of the
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Figure 2.6: Stabilization diagram for the time window 41.75-46.02 s of the 2005 Anza
earthquake.
time windows identified in Figure 2.5 for channel # 9, and that showed to be stable for all
of the output channels used in the modal identification. Figure 2.6 identifies poles (modes)
of stable frequency, modal damping ratio, and mode shape, according with the definitions
in Equation 2.8. According with the definition of stabilization diagram described above,
physical modes are expected to display in the diagram as a vertical line of stable poles,
i.e. physical modes appears at the same frequency for increasing model order. Hence, from
Figure 2.6 it is possible to discern three stable modes: the first at 2 Hz, the second at 2.5
Hz, and the third at 2.8 Hz, approximately. As for the first mode, it can be seen that all of
its modal parameters (natural frequency, modal damping ratio, and mode shape) are stable
for increasing model order, while for the second and third physical mode, only the natural
frequency and mode shape prove to be stable. It is indeed well-know that reliable identifica-
tion of damping is often difficult in practice [36, 72]. The modal parameters corresponding
to these three modes are selected as those identified by the the model of smallest order at
which the three poles are stable, which, in the case of the example in Figure 2.6, is equal
to 8. A fourth vertical line at around 3.4 Hz can be identified; however, for model orders
larger than 30, this pole is not stable anymore, so it is excluded from the identified modal
parameters of the bridge. The instability of such pole at large model orders indicates that
CHAPTER 2. MODAL IDENTIFICATION OF THE WSOR USING EARTHQUAKE
VIBRATION DATA AND SENSITIVITY ANALYSIS 25
its contribution to the bridge vibration response is marginal.
As a further validation of the identification results, the linear state space models of the
structure generated through the identification procedure described, can be employed to
replicate the recorded response time-histories. Figure 2.7 shows the time history comparison
between the measured and predicted time history at the response channels employed for
identification purposes (channels #’s 1, 2, 3, 5, 9, 10, 11) for the time window 41.75-46.02 s
of the 2005 Anza earthquake, i.e. the same time window for which the stabilization diagram
is provided in Figure 2.6. Figure 2.7 shows a reasonable agreement between measured and
predicted vibration response, which is an indication of the correctness of the identification
results. Discrepancies, however, exist and are unavoidable due to the low order of the state
space model employed.
2.5 Results of Modal Identification using Earthquake Vibra-
tion Data
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Figure 2.7: Comparison between measured and predicted time histories during the time
















































































f1 (Hz) f2 (Hz) f3 (Hz) ξ1 (%) ξ2 (%) ξ3 (%)
Name Time (sec) PGA (g)
2005 Anza
A-1 15.00-20.55 0.0015 2.058 2.465 3.074 1.003 1.922
A-2 26.79-32.00 0.0105 1.971 2.380 2.715
A-3 41.75-46.02 0.0043 1.966 2.433 2.805 1.100
2005 Yucaipa
Y-1 31.20-39.20 0.0034 2.081
Y-2 47.25-50.78 0.0064 1.891 2.489 2.886
Y-3 52.40-56.00 0.0046 2.050 2.421
2008 Chino Hills
CHI-1 13.60-17.64 0.3624 1.506 2.102 6.415 5.022
CHI-2 18.00-26.80 0.0897 1.575 2.160 5.334 4.171
CHI-3 32.22-48.89 0.0124 1.679 2.209 2.301 4.491
CHI-4 50.14-59.53 0.0055 1.847 2.259 1.300
2009 Inglewood
IW-1 28.30-33.20 0.0264 1.714 2.259 2.535 5.445 1.493 5.280
IW-2 33.77-41.92 0.0121 1.817 2.288 2.536 4.002
2010 Pico Rivera
PR-1 13.90-22.00 0.0073 1.944 2.344 2.043
PR-2 39.58-48.54 0.0015 1.937 2.313 2.711 2.450 2.240
PR-3 52.60-60.00 0.0017 1.944 2.336 2.789 4.334 0.989
2010 Calexico
CX-1 0.00-10.00 0.0140 1.783 2.355 3.633
CX-2 17.20-27.33 0.0091 1.834 2.272 3.496
CX-3 30.60-46.30 0.0077 1.834 2.363 2.644 0.897
CX-4 51.30-60.00 0.0048 1.958 2.284 2.782 2.034 0.700 1.321
Table 2.2: Results of modal identification using earthquake vibration data.
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Results of the two-step modal identification procedure are summarized in Table 2.2. For
each of the six earthquake records investigated, the time windows identified by the CWT
analysis, their denomination used throughout the dissertation, and the PGA of the input
excitation in transverse direction (channel # 7) within each time window is indicated. For
each time window, the first three natural frequencies of vibration and modal damping ra-
tios, obtained from the SSI, are reported. It should be observed that for some of the time
windows analyzed, only a few modal parameters, usually corresponding to the first mode
of vibration, could be identified, as higher modes did not prove stable in the stabilization
diagrams; which indicates that higher modes do not significantly contribute to the vibration
response of the WSOR. Gomez et al. [36] reached an analogous conclusion in the analysis
























Plan View Elevation View 3D View
Figure 2.8: First three mode shapes of the WSOR identified for time window A-3.
Figure 2.8 presents the first three mode shapes as identified for time window A-3 and are pre-
sented here with the scope of showing the typical shape of each mode of vibration and make
sense out of the discussion that follows. Detailed analysis of the identified mode shapes is
presented later in the chapter. It should be observed that components of the modal vectors
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can be identified only at the sensor locations, highlighted by a circle in Figure 2.8; however,
these values have been interpolated by cubic splines along the bridge deck in order to pro-
vide the reader with a better understanding of the components of motion activated in each
mode of vibration. Due to the curvature of the bridge, transverse and vertical components
of motion are coupled in every mode shape of vibration. Yet, it is possible to recognize that
the first mode shape mostly activates the bending of the deck in the horizontal plane, the
second mode shape primarily involves the bending of the deck in the vertical plane, and the
third mode shape combines the second bending mode of the deck in the horizontal plane, in
which the bents vibrate out-of-phase, with the bending of the first span in the vertical plane.
In the following, natural frequencies, modal damping ratios, and mode shapes identified for
each time window are presented and the observed variations analyzed and discussed.
2.5.1 Natural Frequencies and Modal Damping Ratios
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Figure 2.9: PGA versus the first three natural frequencies (top plots) and modal damping
ratios (bottom plots) for each time window analyzed.
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Figure 2.9 relates the natural frequencies and modal damping ratios of the WSOR with
the PGA at channel # 7 (i.e. the intensity of the ground motion in transverse direction)
within the time window from which each modal parameter is extracted. The plot of the
first natural frequency of vibration shows a clear decreasing trend as the ground motion
intensity increases. Such frequency drop is as large as 27% between the maximum value
identified–2.081 Hz, during time window Y-1–and the minimum one–1.506 Hz, identified
for time window CHI-1. Also, the frequency reduction trend is less than proportional to
increments of the ground motion intensity for growing levels of shaking. A similar obser-
vation holds for the second natural frequency of vibration of the WSOR. Identification of
the third natural frequency was possible only for some low-amplitude time windows, indi-
cating that its contribution to the seismic response of the bridge is negligible, particularly
at high levels of shaking. Nevertheless, the values identified indicate a certain decreasing
pattern as the ground motion intensity increases. It is interesting to notice that modal
identification results obtained by Gomez et al. [36] analyzing the entire time history of the
seismic response data, show an approximately linear reduction of the natural frequencies of
vibration of the WSOR for increasing PGA of the input excitation. That analysis, however,
does not consider the 2008 Chino Hills earthquake, which has a PGA significantly larger
than the other five seismic events available. Results presented in Figure 2.9 indicate that
such linear trend may be adequate to represent the behavior of the WSOR at low levels
of shaking (approximately PGA<0.03 g), but for larger values of the excitation intensity,
the first two natural frequencies of the bridge soon move away from a linear reduction trend.
The reduction of the natural frequencies with the PGA of the input excitation corresponds
to an increase of the modal damping ratio of the bridge. Figure 2.9 shows that the first
modal damping ratio varies from approximately 1% of the critical damping during time
windows of low-amplitude shaking intensity, to approximately 6.5% during time window
CHI-1, for which the PGA at channel # 7 is maximum. Analogous considerations are valid
for the second modal damping ratio, whereas not much can be concluded for the third, as
only few values could be identified.
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The first three natural frequencies of the bridge were also extracted from ambient and
traffic-induced vibration data collected during a long-term SHM activity in the years from
2002 to 2010, and results are published in [64]. Because input excitations due to ambi-
ent and traffic loading cannot be directly measured, modal identification was carried out
by using the vibration response of the WSOR within an output-only modal identification
framework. It is herein of interest to analyze how the natural frequencies identified from
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Figure 2.10: Comparison between the natural frequencies identified using the earthquake
data and those identified using traffic and ambient-induced vibration data.
In Figure 2.10 the first three natural frequencies of the WSOR identified for each time
window considered, using the earthquake vibration data, are presented in temporal order
together with the average frequency values extracted from the traffic and ambient-induced
vibration data in the years before and after each seismic event. In order to make the compar-
ison more meaningful, it is worthwhile to recall that ambient and traffic-induced vibrations
correspond to input accelerations whose approximate amplitude is 0.002 g, which is the
threshold value for which the monitoring system at the WSOR automatically triggers. The
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first observation is that for each earthquake, the natural frequencies of the bridge in the
year preceding and following the event are substantially the same, which indicates that the
changes in the modal parameters that the bridge experiences during the earthquakes are
transitory, and suggests that no damage affects the bridge as a result of the seismic events.
Furthermore, while natural frequencies sensibly reduce during time windows associated with
high-amplitude input excitations, during time windows of low shaking intensity, generally
corresponding to the final portion of a seismic event, the frequency values are immediately
back to values close to those extracted from ambient and traffic-induces vibrations. This
is particularly evident for the 2008 Chino Hills earthquake, for which an approximate 20%
reduction of the first natural frequency is identified during time window CHI-1 (PGA =
0.3624 g), corresponding to the strong shaking phase of the earthquake, with respect to
the average value extracted from ambient and traffic-induced vibrations during the year
2009, but then it gradually recovers during the following stages of the seismic motion, up
to a value only 0.7% smaller than the average value of the first natural frequency in 2009.
For the same earthquake, focusing on the plot of the second natural frequency, the same
observation holds, although the frequency reduction during time window CHI-1 is only 9%
compared to the average value identified from ambient and traffic-induced vibrations in
2009. Recalling the meaning of the modes of vibration (see Figure 2.8), this indicates that
variations of the level of shaking mostly affect the transverse motion of the WSOR. The
same observations apply to the other earthquakes analyzed; however, this phenomenon is
less emphasizes for ground motions of smaller intensity.
In the next paragraph, the behavior of the first three mode shape of the WSOR throughout
the seismic events is analyzed to investigate how they reflect variations of the natural
frequencies and modal damping ratios of the bridge with the shaking intensity, and gain
additional insights about the seismic behavior of the structure.
2.5.2 Mode Shapes
The analysis of the natural frequencies and modal damping ratios of the WSOR has revealed
that the shaking intensity significantly impacts the vibration properties of the bridge, par-
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ticularly the first natural frequency, which is associated with bending of the deck in the
horizontal plane and the bents vibrating in-phase.
 
 
Undeformed CHI−1 (0.3624g) CHI−2 (0.0897g) CHI−3 (0.0124g) CHI−4 (0.0055g)
 
 


























Undeformed IW−2 (0.0121g) A−1 (0.0015g)
Elevation ViewPlan View
Figure 2.11: First three experimental mode shapes of the WSOR identified during different
time windows. In the legends, the numbers in parentheses are the input PGA of the time
window measured at channel # 7.
In order to explore this matter further, Figure 2.11 presents the plan and elevation views of
the first three natural frequencies of the bridge extracted from different time windows of the
earthquake response data analyzed. Because the time windows identified during the 2008
Chino Hills earthquake span the larger range of PGA amid the six earthquakes available,
the first and second mode shapes identified for such time windows are presented in the
figure. As the third mode of vibration has little contribution to the seismic response of the
bridge, the corresponding modal parameters can be identified only for a few time windows.
In Figure 2.11, the third mode shape for time windows IW-2 and A-1 is presented. These
time windows have been selected among those for which the third mode shape is available,
as they cover a meaningful range of input PGA. It should be observed that in Figure 2.11
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it was decided to emphasize the actual values of the modal vectors at the sensor locations
obtained from the modal identification analysis, so no interpolation of these values was
adopted. It follows that the mode shapes do not extend to the third span of the bridge, as
no sensor is installed on that portion of the WSOR.
Focusing on the first mode shape, the figure shows only little variations as the PGA of
the shaking changes. Indeed, the MAC value between the first mode shape at time win-
dows CHI-1 and CHI-4 is as large as 0.97. Yet, the plan view of the mode shapes shows
larger modal components during time windows of high-amplitude excitation. Assuming
that the stiffness of the superstructure does not change during the seismic motion, such
a behavior suggests that the stiffness of the abutments and the bents deteriorates during
high-amplitude phases of the motion, and then recovers as the shaking intensity reduces,
during the final phases of the seismic event. This idea is bolstered by the change of sign
of the modal component at Abutment 1 from time window CHI-4 and CHI-3 to CHI-2 and
CHI-1, which may suggest modification of the stiffness of the abutments during the seismic
event. Loss of stiffness of the abutments can be induced by softening of the soil-pile system
due to nonlinear behavior of the soil during the seismic event [12]. The same phenomenon
may occur at the foundation of the bents, reducing the rotational stiffness of the bent foot-
ings. Noticing that the soil exhibits nonlinear behavior from very low strain values [73],
these observations are coherent also with the observed drop of the natural frequencies of
the WSOR even for small increments of the shaking intensity, and the corresponding am-
plification of the damping ratios. On the other hand, variations of the modal parameters
with the shaking intensity may also be emphasized by cracking of the bents concrete, or
opening of pre-existing cracks during high-amplitude phases of the shaking, and closure of
the cracks as the shaking intensity attenuates. Regarding the elevation view of the first
mode shape, Figure 2.11 shows that it remains unchanged during the first three time win-
dows; whereas the vertical component of the bridge vibration is accentuated during the
time window CHI-4, i.e. during the final portion of the seismic event. This phenomenon
may be read as a consequence of the curvature of the bridge, for which transverse and
vertical components of motion are coupled in every mode of vibration; hence, stiffness vari-
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ations of the bridge substructure can impact also the vertical component of the mode shape.
As for the second mode shape, the MAC value between the shapes during time windows CHI-
1 and CHI-4 is 0.88, sensibly smaller than the 0.97 value calculated for the first mode shape,
which indicates the second mode shape is more sensitive than the first one to variations
of the shaking intensity. In this regard, it should be observed that Lin [74] demonstrated
that higher modes contribute to the stiffness matrix of a structural system to a greater
extent than lower modes; hence, it is in general well-known that higher modes are more
sensitive than lower ones to changes of the structural parameters [75]. Yet, dynamic testing
of a damaged bridge conducted by Dilena and Morassi [76] has shown that the first natural
frequency of the structure is more sensitive to damage than the higher ones. This is due
to the specific characteristics of each structure and to the type of damage or variation of
structural parameters, which may be due to different causes such as environmental changes
or softening of the soil-pile system, it could be subjected to. Sensitivity analysis conducted
in the next section will delve into the causes of the observed changes of the mode shapes
of the WSOR. It is also interesting to notice that the trend observed for the mode shapes
is opposite than it is for the natural frequencies, whose rate of decrease attenuates for the
higher modes, as the intensity of the shaking enlarges. The sensitivity analysis will help
to clarify also about this experimental observation. While the second mode shapes mostly
activates the bending of the box girder in the vertical plane, the plan view of the identified
shapes shows that the modal coordinate at Abutment 1 is maximum during time window
CHI-1, also, bents vibrate out-of-phase during CHI-1, which confirm that changes of the
substructure stiffness may take place.
Although time windows IW-2 and A-1 have relatively close values of PGA, 0.0121 g and
0.0015 g, respectively, the third mode shape extracted from these time window have a MAC
value of only 0.68, in line with the trend observed for the first two mode shapes. Figure
2.11 shows significant variations of the third mode shape both in the transverse and verti-
cal modal coordinates. Similarly to what observed for the first mode shape, the in-plane
flexural bending of the deck appears accentuated when the shaking intensity drops. Once
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again, this behavior seems coherent with the stiffness degradation of the abutments and
bents with the increment of the ground motion intensity, which causes the constraining
effect these elements exert on the superstructure to attenuate.
A sensitivity analysis of the WSOR is conducted in the next section to better understand
how changes of the structural parameters of the bridge reflect on its natural frequencies and
mode shapes, and gain further insight about the observed dynamic behavior of the bridge.
2.6 Sensitivity Analysis of the Natural Frequencies and Mode
Shapes of the WSOR
In this section, a sensitivity analysis is conducted to analyze how changes of the structural
parameters of the bridge affect the natural frequencies and mode shapes of the WSOR, and
better understand the causes of the observed behavior of the bridge during the earthquakes.
Additionally, attention is placed on understanding how variations of the vibration proper-
ties due to structural damage, expected to occur on the bents [77], can be distinguished
from variations induced by softening of the soil-piles system, which may be regarded as a
physiological phenomenon of the seismic behavior of the bridges, as this may provide useful
indications in the perspective of the SHM practice.
A linear elastic stick FE model of the WSOR, represented in Figure 2.12, has been developed.
The stiffness of the abutments is modeled by three linear springs with stiffness coefficients
Kx, Ky, Kz acting in longitudinal, transverse, and vertical direction, respectively; and three
rotational springs with stiffness coefficients Krx, Kry, Krz, restraining the rotation around
the longitudinal, transverse and vertical directions, respectively. The rotational stiffness
of the soil-pile system at the bent footings is represented by two rotational springs acting
around the two horizontal axis of symmetry–one along the longitudinal direction of the
bridge, the other along the transverse direction–of the pile caps; both of the springs are
assigned with the same stiffness coefficient, Krf , due to the symmetry of the footings. Kc
is the sectional flexural stiffness of the bents. The sensitivity analysis is conducted by
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Figure 2.12: Schematic of the FE model of the WSOR.
progressively reducing, one at a time, the value of each of the eight structural parameters
described above, in eight steps of 10% reduction each, and performing modal analysis at
each step to calculate the first three natural frequencies and mode shapes of the structure.
Thus, the analysis covers a range of reduction of the structural parameters up to 80%
of their initial (baseline) values. Such baseline has been established using results of FE
model updating conducted in [64] to optimize the FE model of the WSOR based on the
experimental modal parameters identified from ambient and traffic-induced vibrations.
Figure 2.13 provides the results of the analysis. The three plots on the top of the figure
show the evolution of the first three natural frequencies associated with the variation of
each structural parameter, and the three plots on the bottom show changes of the corre-
sponding mode shapes. The latter are represented by the MAC value between the mode
shape calculated at each step of the analysis and the mode shape calculated for the baseline
value of the structural parameters, i.e. when the parameter variation is set to 0%. Hence, if
the MAC value associated with the variation of a certain structural parameter keeps close
to 1, it indicates that the parameter considered has little influence on that mode shape; on
the contrary, larger reductions of the MAC value indicate that variations of the structural
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Figure 2.13: Sensitivity of the first three natural frequencies and mode shapes of the WSOR
to changes of the structural parameters.
parameter considered significantly impact the mode shape under investigation. It should be
observed that only the modal components corresponding to the location of the accelerom-
eters used in the modal identification of the WSOR have been employed to calculate the
MAC values in Figure 2.13, in order to maintain consistency between the experimental and
analytical results. In fact, it is important to remember that the MAC value between two
mode shapes may vary depending on the choice of the modal vector components [78].
Perusal of Figure 2.13 shows that the first natural frequency of vibration of the WSOR is
dominated by variations of the stiffness of the bents, Kc; however, a significant role is also
played by reductions of the rotational stiffness of the bent footings, Krf . Reductions of
CHAPTER 2. MODAL IDENTIFICATION OF THE WSOR USING EARTHQUAKE
VIBRATION DATA AND SENSITIVITY ANALYSIS 39
the transverse stiffness of the abutments, Ky, larger than 50% also cause sensible drops of
frequency. The second natural frequency is shown to be highly sensitive to both Kc and
Ky; at a smaller extent, reduction of Krf and the longitudinal stiffness of the abutments,
Kx, also impact the second natural frequency of the bridge. The third natural frequency is
dominated by variations of Kc, although sensible frequency drops occur also in correspon-
dence of reductions of Ky. Similarly to the second natural frequency, Krf and Kx limitedly,
but still perceptibly, affect the third natural frequency.
Focusing on the mode shapes, it is interesting to observe that while Kc strongly impacts
the value of the three natural frequencies, it has substantially no effect on variations of
the mode shapes. Recalling that variations of the mode shapes of the WSOR have been
detected from the modal identification analysis, particularly for the higher modes, it is of
value to underline this observation, as it allows to immediately infer that detected varia-
tions of the modal parameters reveal changes of the boundary conditions, and should not
be interpreted as an indication of seismic damage within the bents. Nevertheless, it should
be noted that stiffness variation of both the bents and the boundary conditions may occur.
For the first mode of vibration, similarly to Kc, decrements of Krf significantly impact
the first natural frequency of the bridge, but have little effect on the corresponding mode
shape. Instead, reductions of Ky larger than approximately 50% lead to relevant variations
of the mode shape. However, recalling that a MAC value as large as 0.97 was calculated
between the first mode shape at time windows CHI-1 and CHI-4, the sensitivity analysis
suggests that a drop of Ky may have occurred, although of limited entity. Figure 2.13
shows that variations of the second mode shape are justified by drops of the transverse
stiffness of the abutments. As the MAC value between the second mode shapes at time
windows CHI-1 and CHI-4 is equal to 0.88, results on the analysis once again indicate that
the reduction of Ky must be relatively limited. Reductions of Krf and Kx impact the
mode shape only when they are larger than approximately 50%. The evolution of the third
mode shape appears mostly affected by Kx, Ky, and Krf . It is also important to observe
that neither the rotational nor the vertical stiffness component of the abutments impact
the modal parameters of the WSOR. It needs to be noticed, however, that this does not
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necessarily imply that these stiffness components have no impact on the response of the
WSOR to earthquake excitations, but rather indicates that they are such that these effects
are not captured by the modal parameters extracted from the available acceleration records.
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Figure 2.14: First three analytical mode shapes of the WSOR for variations of significant
structural parameters.
In order to better understand how the reduction of the structural parameters considered
affect the mode shapes of the WSOR, in Figure 2.14 the first three analytical mode shapes
are plot for reductions of structural parameters relevant to each mode shape, according with
the results of the sensitivity analysis. The two top plots in Figure 2.14 show the baseline
first analytical mode (i.e. the mode shape calculated for all of the parameter variations
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set to 0%), together with the mode shapes obtained for a 60% reduction of Ky and a 70%
reduction of Kc and Krf . The plan view demonstrates that reductions of Kc and Krf has
no effect on the transverse component of the first mode shape, whereas the loss of transverse
stiffness of the abutments enlarges the modal component at Abutment 1 with respect to the
baseline condition. At the contrary, drops of Ky do not impact the vertical component of
the mode shape, but deteriorations of Kc and Krf reduce the vertical modal components.
Hence, the analysis confirms that variations of the in-plane component of the first mode
shape during high-amplitude phases of the seismic motion is due to loss of the transverse
stiffness of the abutments. Figure 2.11 also showed larger vertical modal components during
time window CHI-4 compared with the other three time windows identified during the 2008
Chino Hills earthquake. Figure 2.14 suggests that both softening of the bent footings and
loss of stiffness of the bents may play a role in causing such a phenomenon, as the shaking
intensity enlarges. In this regard, it is interesting to observe that the effect of seismic dam-
age that may be induced within the bridge bents during an earthquake should be expected
to reflect on the vertical components of the first mode shape rather than on its transverse
component, which appears quite counterintuitive. Also, due to the similar effect exerted
by loss of rotational stiffness of the bent footings and seismic damage within the bents,
it appears opportune to suggest using additional instrumentation to distinguish these two
phenomena and facilitate damage detection. For example, installing a couple of vertical
accelerometers atop of the bent footings would allow for measuring rotations at the base of
the bents, improving assessment of the bents condition.
The middle plots in Figure 2.14 depict the second mode shape when the structural parame-
ters are set to their baseline value, as well as for a 60% reduction of Ky, and a 70% reduction
of Krf and Kx, as the sensitivity analysis proved these parameters to be most relevant to
the behavior of the second mode shape of the WSOR. The plan view of the mode shape
shows that reductions of Ky increase the participation of the abutment to the motion of
the bridge and make the bents to vibrate out-of-phase, while they vibrate in-phase for the
baseline value of the structural parameters. Reductions of Krf have the similar effect of
increasing the participation of the abutment to the second mode of vibration of the bridge,
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though at a smaller extent than Ky. Decrements of Kx enlarges the modal coordinates of
the middle span and Bent 2. The elevation view of the second mode shape shows that the
variation given to Ky reduces the vertical component of the vibration, reductions of Kx
make the vertical modal coordinate at the first span larger, while Krf appears to have no
effect on the vertical component of the vibration response. Reading the behavior of the sec-
ond experimental mode shape (Figure 2.11) under the light of these observations, the larger
modal coordinate at Abutment 1 and the transition of the bents from moving in-phase to
out-of-phase as the shaking intensity increases, is consistent with the loss of stiffness of both
the abutment in transverse direction and the bent footings. In vertical direction, increased
participation of the modal component at the first span in the second experimental mode
shape may instead reflect loss of stiffness of the abutments in the longitudinal direction.
The plan view of the third mode shape in Figure 2.14 indicates that reductions of Ky limit
the in-plane component of the mode shape, and the effect of reducing Kx is analogous.
Krf , instead, has little impact on the in-plane behavior of the third mode shape. As for
the vertical component, its participation to the vibration response of the bridge is enlarged
when Ky and Krf reduce. The imposed variation on Kx is such that the vertical modal
coordinate at the middle span flips sign. Reading the behavior of the second and third
mode shapes jointly, it emerges that reductions of Ky causes these two shapes to gradually
get closer to each other, which explains the gradual, but consistent, drop of the MAC of
these two shapes with incremental reductions of Ky. Additionally, while loss of Kx does not
greatly impact the second mode shape, it moves the third one to a new mode that mostly
encompasses the vibration of the girder in the vertical plane. Because the third mode shape
could be extracted from the available vibration response data only for a few time windows,
and all of them corresponding to portions of the seismic motion with low intensity, it is
difficult to clearly identify patterns in the experimental results that can be reconciled with
the analytical ones. Additionally, it must be considered that the third mode shapes in
Figure 2.11 are derived from two different events–the 2005 Anza and the 2009 Inglewood
earthquakes–so that the differences they show may be affected by different environmental
conditions rather than being uniquely caused by stiffness degradation of the boundary con-
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ditions for increasing levels of ground motion intensity.
Reading the results of the sensitivity analysis from a SHM the stand point, it emerges that
it is difficult to pinpoint whether damage has affected the bridge bents as a result of an
earthquake, based on the analysis of the modal parameters extracted from the vibration
response data. Degradation of the bents stiffness, in fact, translates into a reduction of the
first natural frequency of the bridge and increased participation of the vertical component
of the first mode shape to the vibration response of the WSOR, which are the same effects
induced by softening of the rotational stiffness of the bent footings. On the other hand,
reductions of the second and third natural frequencies due to seismic damage can be difficult
to distinguish from variations of frequency caused by loss of stiffness of the abutments in
transverse and longitudinal directions, and decreased stiffness of the bent footings. Analysis
of the second and third mode shapes may help inasmuch as variations of the aforementioned
boundary conditions come with corresponding modifications of the mode shapes, while
reduction of the bents stiffness does not. Yet, it is expected that in order to be able to
reliably detect damage, the frequency drop must be relevant with respect to the change in
the mode shapes, so that only large seismic damage seems likely to get detected.
2.7 Sensitivity Analysis of the Natural Frequencies and Mode
Shapes of a Straight Bridge
In this paragraph the sensitivity of the natural frequencies and mode shapes of a straight
bridge with respect to variations of the structural parameters is analyzed, and compared
to the results obtained for the WSOR. The goal is to focus on the peculiarity of curved
highway bridges and investigate further the specific challenges they raise in the perspective
of the SHM activity. In order to better relate to the WSOR, the analysis is performed on a
FE model obtained just eliminating the horizontal (i.e. in plane) curvature of the WSOR.
In other words, the same FE model presented in Figure 2.12 is employed, with the only
modification that the bridge is turned straight. The spans length, the bents height, the
geometric characteristics of the elements section, and the Young's modulus of concrete are
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unchanged with respect to the original FE model of the WSOR. The sensitivity analysis
is conducted considering the same structural parameters employed in the analysis of the
WSOR. Also the baseline value of the parameters is kept the same, and the same steps of



















































































Figure 2.15: Sensitivity of the first three natural frequencies and mode shapes of a straight
bridge to changes of the structural parameters.
Perusal of the sensitivity of the natural frequencies reveals a strong dependency of these
modal parameters from the bents stiffness, similarly to the case of the WSOR. In addition
to Kc, the first natural frequency is sensitive to variations of Ky and Krf , while the second
natural frequency shows an appreciable sensitivity only to Ky. The third natural frequency,
instead, exhibits a more complex behavior, as it shows to vary depending on Kc, Ky, Kx,
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and Krf . In order to understand the meaning of the first three modes of vibration of the
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Figure 2.16: Mode shapes of a straight bridge.
straight bridge, Figure 2.16 represents the first three mode shapes for the baseline value of
the structural parameters, together with the mode shapes resulting from reduction of rel-
evant structural parameters chosen accordingly with the results of the sensitivity analysis
for the mode shapes. It can be immediately observed one important difference between the
straight bridge and the WSOR: while for the latter transverse and vertical components of
motion are combined within each mode shape, they are well-separated for the former. In
the case of the straight bridge, the first mode shape is the first in-plane transverse bending
of the deck, with no vertical motion involved, the second mode shape only activates the
bending of the deck in the vertical plane, and the third mode shape is the second in-plane
transverse bending mode of the deck, with the bents vibrating out-of-phase. Another signi-
ficative remark is that, unlike what emerged for the WSOR, in the case of a straight bridge
there is no impact of the longitudinal stiffness of the abutments on the natural frequencies
and mode shapes of the structure, with the only exception of the third natural frequency.
This means that while the transverse response of a curved bridge is influenced also by lon-
gitudinal stiffness components, a straight bridge is not–or at a much smaller extent–which
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makes the interpretation of the structural behavior of a curved bridge more challenging.
Nevertheless, Figure 2.15 indicates no dependency of the mode shapes on Kx only until
the MAC value for the second and third mode shapes abruptly drops to zero when Kx is
reduced up to 80%. Figure 2.16 suggests that such an abrupt drop of the MAC is due to
the switching of the second and third mode of vibration. Hence, the second mode shape
becomes the second in-plane transverse bending mode of the deck, with an additional verti-
cal component that is actually absent on the third mode shape of the bridge at the baseline
value of the structural parameters, and the third mode shape uniquely involves the vertical
vibration of the superstructure. The same happens when reductions of Krf reach the 80%
of the baseline value, and when reductions of Ky reach the 30%. Also in the case of the
WSOR reductions of Ky lead to the second and third mode of vibration to switch, yet such
transition appears to be gradual with progressive losses of the transverse stiffness of the
abutments. Another interesting observation from Figure 2.15 is that reductions of Kc and
Krf do not reflect on the first mode shape of the straight bridge. In the case of the WSOR,
instead, they result in increased participation of the vertical components of the first mode
shape.
The analysis conducted allows some important conclusions to be drawn. First, longitudinal
components of stiffness of the abutments substantially do not impact the transverse behavior
of a straight bridge; hence, they could be disregarded in the analysis of the earthquake
behavior of the structure. At the opposite, these stiffness components play a role in the
transverse vibration response of the WSOR, so they need to be included in the analysis
of the structure to fully understand its earthquake behavior. Additionally, the first mode
shape of a straight bridge is solely controlled by variations of Ky. Thus, degradation of
this stiffness component can be detected just from the analysis of the first mode shape. In
a damage detection perspective, whether reductions of the natural frequencies is coherent
with the detected degradation of Ky informs of the presence of damage within the bents; the
second natural frequency, in particular, show little dependency on Krf , so that significant
drop of such modal parameter with respected to the drop predicted due to variations of Ky,
can warn as a sign of damage.
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2.8 Conclusions
Modal identification analysis of the WSOR reveals that the modal parameters of the bridge
change during earthquake events. It is found that the natural frequencies reduce and the
modal damping ratios increase as the amplitude of the ground motion excitation enlarges.
Variations of the corresponding mode shapes are also detected. Yet, results of operational
modal analysis conducted in [64] show that the pre- and post-earthquake natural frequen-
cies of the WSOR are the same, which suggests that the changes of the modal parameters
observed during the earthquakes are temporary and cannot be attributed to seismic damage
introduced in the structure. Such observation is corroborated by the sensitivity analysis
of the natural frequencies and mode shapes of the WSOR. In fact, it shows that the ob-
served variations of the modal parameters are consistent with softening of the boundary
conditions, which take place as the intensity of the ground motion excitation increases.
Nevertheless, it cannot be excluded that a role, perhaps marginal, is played by opening of
cracks in the bridge bents during high-amplitude phases of the seismic motions, and closing
of these cracks when the ground motion intensity reduces. Accurate discernment of such a
phenomenon is a challenging task, particularly for a curved bridge, as its vibration response
to ground motion excitations is more complex than that of a straight bridge, as revealed
by sensitivity analysis of the natural frequencies and mode shapes of a straight bridge. It
has been pointed out that additional instrumentation, consisting of a pair of vertical ac-
celerometers installed at the base of the bents, can be beneficial to improve understanding
of the seismic behavior of the bridge.
Starting from the modal identification and sensitivity analysis results, in the following of
the dissertation FE model updating of the WSOR is conducted to explain further the
behavior of the bridge during the earthquakes. Shaking table experiments data are also
employed with the goal of investigating an optimal technique for modeling the behavior of
the bents during seismic events. Finally, it should be pointed out that while results of this
chapter are functional to the following steps of the study, they are of value in themselves
due to the limited knowledge about the modal response of curved concrete highway bridges
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to earthquake excitations, and the lack of field vibration data collected from this type of
structures.
Chapter 3
Analysis of Large-Scale Shaking
Table Experiments
3.1 Introduction
Results of the modal identification analysis of the WSOR together with the sensitivity
analysis conducted have shown that the modal parameters of the bridge undergo significant
changes throughout the seismic shaking due to stiffness variation of the boundary condi-
tions. Yet, such changes may also be affected by cracks that open during the high-amplitude
phase of an earthquake motion and then close as the shaking intensity reduces, during the
final phase of the earthquake. As discerning this phenomenon is of prominent interest for
the successful application of SHM techniques and the correct assessment of the bridge con-
ditions, employment of additional instrumentation was suggested.
This chapter aims at suggesting an adequate modeling technique for the bridge bents able to
accurately account for possible changes of the lateral-load-resisting structural elements dur-
ing the earthquakes, circumventing the lack of the suggested additional instrumentation.
In order to accomplish this task, results from shaking table experiments of a large-scale
concrete bridge specimen are employed. The key motivation for taking advantage of these
experiments is that the bridge specimen is built without abutments and the bent footings
lay directly on the shaking tables so that no soil-structure interaction effects occur. Hence,
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the shaking table experiments allow setting apart the effect of opening and closing of cracks
on identified variations of the modal parameters of the bridge specimen during the seis-
mic excitations from the influence of variations of the boundary conditions. Shaking table
experiments are conduced for increasing levels of the input motion intensity, and include
a first low-amplitude shaking that does not introduce damage within the structure, thus
setting a case analogous to that of the WSOR during the six earthquake events analyzed.
By investigating this test, the experiments hence offer a unique opportunity to study an
adequate modeling strategy of the behavior of the bents during the earthquakes.
While the shaking table experiments analyzed have been widely studied in the literature to
test modal identification and damage detection techniques–as in references [16, 79, 80, 81,
82]–the research presented in this chapter strives to extend the potential benefits that such
a large experimental effort provides by investigating the behaviour of the bents during the
earthquakes and suggest an adequate modeling technique that can be directly employed in
the analysis of real-life structures.
3.2 Bridge Specimen and Instrumentation
The shaking table experiments analyzed in this chapter were conducted at the Univer-
sity of Nevada, Reno between December 2004 and February 2005, as part of a multi-
university project within the framework of the Network for Earthquake Engineering Sim-
ulation (NEES), sponsored by the National Science Foundation (NSF). The goals of the
project included the development and implementation of an effective technique for experi-
mentally testing bridges on multiple shaking tables, study analytical bridge modeling, and
conduct parametric studies of system effects [83]. Figure 3.1 provides an illustration of the
experimental setup.
The bridge specimen is a quarter-scale two-span concrete bridge specimens designed ac-
cording with the 2002 AASHTO bridge specifications [84]. The total height of the bridge
specimen to the top of the superstructure is 3.28 m, and the total length is 20.5 m. The
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Figure 3.1: Rendering of the experimental setup (adopted from [83]).
two spans, of equal length, measure 9.14 m each. The substructure of the bridge specimen
consists of three bents, each composed by two circular columns of 0.30-m diameter. The
clear heights of the bents are 1.83 m, 2.44 m, and 1.52 m with the tallest bent in the mid-
dle. The height of the columns was determined in proportion to the span length chosen
respecting the average section properties for typical highway bridges built in California.
The three bents were built with different heights to simulate the regular conditions of a
real-life bridge, and were named Bent 1, the 1.83 m height bent, Bent 2, the one in the
middle, and Bent 3, the 1.52 m height one. The bridge deck consists of three post-tensioned
beams, and is divided into two simply supported spans in the vertical bending direction.
However, the presence of post-tensioned tendons in both the transverse and longitudinal
directions warrants a continuous bending moment transmission. The deck is designed to
maintain generally un-cracked stiffness properties throughout the seismic shaking. In order
to resemble the inertia of other parts of the superstructure not built into this model, some
compensative masses are added, as indicated in Figure 3.2. These masses have been selected
in such a way that the axial compressive stress of the columns is representative of that of
real-life bridges.
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Figure 3.2: Schematic views of the bridge specimen.
The bridge specimen is extensively instrumented with accelerometers, strain gauges, and
displacement transducers for a total of 298 working channels. Figure 3.3 provides the layout
of the accelerometers installed on the bridge specimen. The accelerometers employed are
Crossbow high sensitivity LF series with a measurement range of ±2 g, and sampling fre-
quency of 100 Hz [85]. A total of 14 acceleration channels are installed on the superstructure
of the bridge specimen to measure the vibration response of the structure. Superstructure
accelerations are measured at the top of each bent in both longitudinal (north-south) and
transverse (east-west) directions, and at the midpoint of each of the two spans in all of the
three orthogonal directions. One additional accelerometer in vertical direction is installed
at the end of each superstructure cantilever to detect whether they are excited by higher
modes of vibration during the shaking experiments. The input accelerations are measured
by the input accelerometers I1, I2, and I3 installed on the shaking tables, as shown in Figure
3.3.
Strain gauges are installed on the steel reinforcing rebars of the columns and embedded in
the concrete, with the purpose of tracking the damage progression within the bents during
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Figure 3.3: Layout of the accelerometers installed on the bridge specimen.
the shaking experiments, and identify when the rebars yield. Strain sensor instrumenta-
tion encompasses a total of 160 YFLA-2-5L strain gauges manufactured by Tokyo Sokki
Kenkyujo Co., Ltd. of Japan. Strain gauges are located at the column ends, as they are
considered critical flexural locations within the columns. Figure 3.4 provides as an exam-
ple the layout of the strain gauges installed on Bent 1. More details about the design,
construction, and instrumentation of the bridge specimen are provided in [85].
3.3 Shaking Table Experiments Procedure
The bridge specimen is supported and shaken by three identical seismic shaking tables, as
shown in Figure 3.1. The three shaking tables are driven in unison by input acceleration
signals in the transverse direction of the bridge. Opportunely modified and progressively
scaled versions of the ground motion recorded at the Century City station during the 1994
Northridge, California earthquake are used as the driving signals of the shaking tables, and
they are classified into different levels, such as low, moderate, high, severe, and extreme
level, according to the demand they pose to the bridge structure. In order to allow test-
ing vibration-based system identification and damage detection techniques, low-amplitude
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Figure 3.4: Layout of the strain gauges installed on Bent 1 (adopted from [85]).
white noise excitations–of approximate PGA of 0.1 g–with a uniform energy content in the
range 1-30 Hz are employed to shake the bridge specimen in between the seismic tests.
Table 3.1 illustrates the sequence in which the experiments are conducted. Seismic shakings
are indicated as “Test #”, while the white noise motions are indicated as “W.N. #”. The
table also reports the description of the damage affecting the bridge specimen after the
seismic shakings according with the results of both visual inspections and strain gauge
measurements.
3.4 Outline of the Analysis Conducted
Table 3.1 shows that during Test 12 the bridge specimen does not suffer any damage. Ob-
serving that also the earthquakes recorded at the WSOR cause no damage to the structure,
data recorded during Test 12 offer a valuable opportunity to investigate whether variations
of the modal parameters of the bridge may occur due to nonlinear behavior of the bents
during the shaking, due to opening and closing of cracks, despite the absence of visible
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Test
Ground Motion
PGA (g) Damage Description
Description
W.N. 1 White Noise 0.100
Test 12 Low Earthquake 0.075
Test 13 Low Earthquake 0.150 Bent 1 Yields
Test 14 Moderate Earthquake 0.250 Bent 3 Yields
W.N. 2 White Noise 0.100
Test 15 High Earthquake 0.500 Bent 2 Yields
Test 16 High Earthquake 0.750
Test 17 High Earthquake 1.000
W.N. 3 White Noise 0.100
Test 18 Severe Earthquake 1.330
W.N. 4 White Noise 0.100
Test 19 Extreme Earthquake 1.660
W.N. 5 White Noise 0.100
Table 3.1: Test protocol of the shaking table experiments.
damage within the bridge specimen. Furthermore, it is possible to take advantage of the
data collected to study an effective way of modeling the structural behavior of the bents,
able to capture the observed modal parameter variations.
Figure 3.5 provides the flowchart of the analysis conducted in this chapter. The analysis
starts from the experimental modal identification of the bridge specimen from the vibration
data collected during W.N.1, which provides the pre-earthquake modal parameters of the
structure, and during Test 12 to identify changes of the modal parameters during the
seismic motion. Analogously to the procedure adopted to extract the modal parameters
of the WSOR during the recorded seismic events, the experimental modal identification
during Test 12 is carried out by first identifying time windows during which the modal
parameters of the bridge specimen are stable, and then extracting the modal parameters of
the structure during the identified time windows by using the SSI technique. This procedure
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Figure 3.5: Flowchart of the analysis conducted.
allows to identify changes of the modal parameters that may occur during the seismic
motion, similarly to what observed for the WSOR. Two FE models of the bridge specimen
are then constructed, each one considering a different modeling technique to account for
the nonlinear behavior of the bents during the seismic motion. These models are called
Model 1 and Model 2, and are described in detail later in the chapter. The pre-earthquake
experimental modal parameters are employed for calibration of each of the two FE models.
Calibration is conducted by changing the value of selected parameters of the FE model
in such a way that the difference between experimental and analytical characteristics of
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the bridge specimen’s vibration response becomes smaller than a pre-set tolerance. The
two calibrated models are successively fed with the input excitations measured during Test
12 to simulate the response of the bridge specimen and evaluate the capability of the two
models considered to accurately represent the seismic behavior of the structure. The latter
task is accomplished by comparing the experimental modal parameters extracted from the
vibration records collected during Test 12 with the modal parameters extracted from the
time histories simulated with the two FE models. The modeling technique whose associated
results better approximate the experimental data is selected to be incorporated in the FE
modeling of the WSOR. Details of the analysis are provided in the following of the chapter.
3.5 Modal Identification of the Bridge Specimen
3.5.1 Modal Identification from W.N.1
Because the shaking tables excite the bridge specimen solely along the transverse direction,
only the vibration response data recorded by the acceleration channels in transverse direc-
tion are employed in the experimental modal identification. Referring to Figure 3.3 these
channels are T1, T2, T3, T4, and T5.
Since the white noise excitations are designed to maintain the behavior of the bridge spec-
imen within the linear range, it is not necessary to operate a time-frequency analysis to
identify portions of the recorded time histories during which the structure acts as a LTI
system. Rather, the entire length of recorded time histories can be employed to extract the
modal parameters of the structure.
As an example of the recorded signals, Figure 3.6 shows the time history recorded by chan-
nel T3, located at the top of Bent 2, during W.N.1. In order to demonstrate what stated
above, the figure also presents the corresponding scalogram, obtained by CWT analysis,
in the same way operated for the vibration response signals collected at the WSOR. Such
time-frequency description of the recorded motion shows indeed that the black dots cluster
around a constant value of frequency–approximately 3 Hz–throughout the entire shaking
duration, which indicates that the dominant frequency of the response vibration signal
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Figure 3.6: Time history recorded at channel T3 during W.N.1 and corresponding scalo-
gram.
keeps constant during the recorded motion and that the structural behavior of the bridge
specimen maintains within the linear range. Hence, modal parameters during W.N.1 are
extracted by employing the SSI method, using the entire length of the recorded signals.
Only the first five and the last fifteen seconds of the recorded time histories, both of much
lower amplitude compared with the central portion of the record, have been excluded from
the analysis, for Figure 3.6 shows that during those portions of the signal it is not possible
to clearly identify the dominant frequency of the vibration response of the bridge specimen.
The dots locating the peaks of the scalogram, in fact, show a large dispersion from very low
to very high values of frequency during those portions of the signal, which indicates that
they do not carry any information about the vibration response of the structure.
Mode # fi (Hz) ξi(%) φT1,i φT2,i φT3,i φT4,i φT5,i
1 2.926 2.0 0.650 0.546 0.420 0.293 0.130
2 3.862 2.5 0.370 0.039 -0.236 -0.505 -0.742
3 12.702 1.9 0.413 -0.412 -0.617 -0.369 0.378
Table 3.2: Modal identification results from W.N.1.
The SSI method is employed in a MIMO configuration where the input channels are the time
histories recorded by the accelerometers installed on the shaking tables (channels I1, I2, and
I3 in Figure 3.3), and the output signals are the time histories recorded by channels T1,
CHAPTER 3. ANALYSIS OF LARGE-SCALE SHAKING TABLE EXPERIMENTS 59
T2, T3, T4, and T5. The natural frequencies, mode shapes, and damping ratios of the first
three transverse modes of vibration of the bridge specimen could be reliably identified from
the experimental modal identification procedure adopted, and the results are summarized
in Table 3.2. fi is the natural frequency corresponding to the i-th mode of the vibration,
ξi is the modal damping ratio expressed in percentage of critical damping, and φTj,i is the
j-th component of the i-th mode shape vector, corresponding to the location of channel Tj .
3.5.2 Modal Identification from Test 12
Unlike white noise excitations, earthquakes may cause excursion of the structural behavior
of the bridge specimen in the nonlinear range. For this reason, modal identification from
Test 12 employs the same two-steps procedure described for the modal identification of the
WSOR from the six earthquake excitations. The first step of the procedure is the time-
frequency analysis to locate portions of the vibration response during which the structure
acts as a LTI system, and the second step of the procedure is to extract the modal param-
eters of the structure from the time windows identified at the previous step.
































Figure 3.7: Time history recorded at channel T5 during Test 12 and corresponding time-
frequency representation.
The time-frequency analysis of the vibration response records has been conducted through
CWT. Figure 3.7 shows the recorded time history at channel T5 together with the time-
frequency representation obtained from the CWT analysis. It can be observed from the
figure that two time windows, 6.50-9.72 s and 11.80-17.35 s, highlighted by the double ar-
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rows, during which the dominant frequency of the response vibration signal keeps constant
can be identified. Hence, these time windows are candidates for and the second step of
experimental modal identification procedure. Operating the time-frequency analysis for all
of the vibration response time histories collected during Test 12, two time windows, have
been finally selected for the extraction of the modal parameters of the bridge specimen
by employing the SSI technique. The first time window, named TW-1, is from 6.50 s to
9.36 s and, with reference to Figure 3.8, which shows as an example the input time history
recorded by channel I3, corresponds to the high-amplitude phase of the seismic shaking.
The second time window, named TW-2, is from 13.39 s to 17.11 s and corresponds to the
ending segment of the earthquake, during which the vibration amplitude has strongly re-
duced.
















Figure 3.8: Input time history recorded by channel I3.
The two time windows identified are processed through the SSI technique to extract the
modal parameters of the bridge specimen. As in the case of W.N.1, the SSI technique is
employed in a MIMO configuration. Also in this case the natural frequencies, mode shapes,
and damping ratios of the first three transverse modes of vibration of the bridge specimen
could be reliably identified from the experimental modal identification procedure adopted,
and the results are summarized in Table 3.3.
3.5.3 Summary of Modal Identification Results
In this paragraph results of the experimental modal identification from W.N.1 and Test 12,
presented in Tables 3.2 and 3.3 respectively, are summarized and discussed.
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Time Window
Mode # fi (Hz) ξi(%) φT1,i φT2,i φT3,i φT4,i φT5,i
Name Time (sec)
1 2.787 1.42 0.661 0.546 0.412 0.286 0.118
TW-1 6.50 - 9.36 2 3.630 2.16 0.320 -0.012 -0.256 -0.513 -0.754
3 12.476 2.24 0.376 -0.394 -0.631 -0.400 0.380
1 3.033 1.54 0.653 0.580 0.391 0.273 0.103
TW-2 13.39 - 17.11 2 4.056 1.85 0.347 0.066 -0.242 -0.512 -0.745
3 12.717 3.08 0.312 -0.421 -0.705 -0.356 0.320
Table 3.3: Modal identification results from Test 12.
Figure 3.9 compares the first three natural frequencies of vibration extracted from W.N.1
and the two time windows, TW-1 and TW-2, identified during Test 12. Starting from
the values of frequency identified during W.N.1, the figure shows a drop of these values
during TW-1, when the amplitude of the input earthquake is maximum, then the natural
frequencies recover to the pre-earthquake values during TW-2. It is interesting to notice that
the natural frequencies extracted from TW-2, during the final phases of the seismic shaking,
are actually slightly larger than the values identified from W.N.1, as this is associated with a
larger intensity of the input excitation during W.N.1 than the input excitation during TW-
2. This observation may indicate that the columns of the bridge specimen already behave as
cracked during W.N.1. Also, it should be observed that the amplitude of the input excitation
is actually larger during W.N.1 (0.1 g) than during TW-1 (0.075 g), as indicated in Table
3.1; yet, the experimental natural frequencies of the bridge specimen reduce during TW-1
compared with W.N.1. Despite its larger amplitude, in fact, the white noise excitation poses
less severe structural demand on the bridge bents with respect to the seismic input motion
of time window TW-1. This phenomenon has been verified by calculating the drift ratio of
the bents during W.N.1, TW-1, and TW-2. The drift ratio is determined by calculating the
displacement time history at the top and the bottom of each bent by double integration of
the recorded acceleration time histories–channels T1, T3, and T5 for the displacements at
the top of the bents, and channels I1, I2, and I3 for the displacement at the bottom of the






































Figure 3.9: First three experimental natural frequencies of the bridge specimen identified
from W.N.1, TW-1, and TW-2, and the maximum drift ratio within each time window.
bents–and dividing the maximum relative displacement between top and bottom of each
bent by the hight of that bent. The maximum drift ratio determined within the three bents
during W.N.1, TW-1, and TW-2 is also provided in Figure 3.9, and shows that the maximum
value occurs during TW-1, followed by W.N.1, finally TW-2 is the shaking time window that
cause the smallest drift ratio among the motions analyzed. The observed behavior is thus
consistent with the results of the modal identification of the WSOR, inasmuch as it suggests
that the structure softens as the structural demand that the input excitation poses on the
bents becomes larger. Due to the structural characteristics of the bridge specimen that
encompasses no soil-structure interaction effects, the causes of such a softening behavior
can be sought in the cracking of concrete during the shaking. Concrete tensile behavior can
be approximate as linear elastic until the tensile strength, ft, is reached and cracking takes
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place. The Young’s modulus of concrete can be estimated as [86]
Ec = 5700
√
f ′c0 [MPa] (3.1)
where f ′c0 is the nominal compressive strength of unconfined concrete. A reasonable as-
sumption for ft is to estimate it as 0.15f
′
c0, thus it is possible to estimate the tensile strain





Compressive tests performed on concrete samples extracted from the bridge specimen, whose
results are published in [85], yielded f ′c0 = 33.8 MPa, so from Equations 3.1 and 3.2, the
cracking strain of concrete can be estimated into approximately 150 με, where the notation
με is used in this dissertation to indicate microstrain.













Figure 3.10: Strain time history recorded by strain gauge 1WBSL4 during W.N.1.
Figure 3.10 provides as an example the strain measured by strain gauge 1WBSL4 located
at the bottom of the west column of Bent 1 (see Figure 3.4) during W.N.1, and shows that
tensile strain reaches values as high as 350 με. Hence, the figure suggests that concrete
cracking may actually occur during W.N.1. However, this does not necessarily mean that
cracks form during W.N.1; concrete, in fact, may be already cracked, due for example to
shrinkage cracking during hardening. Yet, the figure indicates that during W.N.1, cracks,
no matter whether new or pre-existing, can open during the motion, leading to degraded
sectional stiffness of the bents. And this justifies the observed evolution of the modal pa-
rameters of the structure, particularly the reduced natural frequencies of vibration of the
bridge specimen during W.N.1 with respect to time window TW-2 of Test 12, characterized
by lower demand on the bents, as suggested by the analysis of the bents drift.
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Figure 3.11: Experimental mode shapes of the bridge specimen identified from W.N.1,
TW-1, and TW-2.
The plan view of the first three mode shapes associated with the identified natural frequen-
cies is presented in Figure 3.11. It shows that the first mode shape mostly involves the
in-plane deck translation, with the bents vibrating in-phase, the second mode shape mainly
consists on the in-plane rigid rotation of the deck with Bent 1 vibrating out-of-phase with
respect to Bent 2 and Bent 3, finally the third mode shapes is the first in-plane bending
mode of the deck. It is interesting to observe that unlike the natural frequencies, the mode
shapes do not undergo any significant change throughout the motions analyzed. Results of
the sensitivity analysis conducted on the WSOR and a straight bridge both showed that
while stiffness variations of the bridge bents significantly impact the natural frequencies
of these structure, they have very limited effect on the corresponding mode shapes. The
analogy between these results and the outcome of the modal identification of the bridge
specimen is a further indication of the nonlinear phenomena that the specimen’s columns
experience throughout the motions analyzed.
Results of the modal identification are employed in the following paragraphs to select an
effective FE modeling technique for the bridge columns able to predict the behavior of the
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bridge specimen with sufficient accuracy. As indicated in Figure 3.5, this procedure implies
operating a FE model updating procedure to generate calibrated FE models of the bridge.
Because FE model updating is extensively employed throughout the dissertation, before
engaging with the FE modeling and seismic response prediction of the bridge specimen it
is worthwhile to briefly discuss about this analysis technique.
3.6 FE Model Updating Procedure
FE models inevitably suffer from modeling inaccuracies and lack of full knowledge about
the behavior of materials and structural components of the real-life structural system, such
that their ability to accurately reproduce the response of the physical system to a given
load is often deficient. FE model updating emerged in the nineties as a tool for improving
the performance of FE models [88]. Additionally, in the SHM field it is widely employed to
identify stiffness variations of the elements of structural systems within post-event health
condition assessment routines.
FE model updating can be interpreted as an optimization procedure aimed at determining
the optimal value of a set of model parameters such to minimize a measure of difference
between measured and analytical characteristics of the system’s response, the OF. Within
this framework, a FE model updating procedure can be described as
J(Θ̂) ≤ J(Θ) ∀Θ
Θ = {θ1, θ2, . . . , θn} θli ≤ θi ≤ θui
(3.3)
where J is the OF, Θ is a set of model parameters, Θ̂ is the optimal set of model parameters,
θi is the i-th model parameter of the set considered, n is the total number of model pa-
rameters, and θli and θui are a lower and upper bound value, respectively, of θi, established
in order to ensure that the result of the FE model updating procedure is a set of model
parameter values with physical meaning.
A wide body of literature on the problem of FE model updating has been produced in the
last few decades. Details about the framework of the FE model updating problem can be
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found in [88]. Many types of OF and optimization algorithms have been developed and
tested. In the following, some of these formulations are discussed, with emphasis on those
used within the present study.
3.6.1 Formulation of the Objective Function
The OF is a measure of difference between measured and analytical characteristics of the
system’s response. In the field of structural dynamics, the OF is generally constructed
either in the time domain or in the modal domain. In the first case, the OF is formulated
as the difference between experimental (measured) and analytical acceleration response








where nm is the number of measurement channels to be used for model updating, yk is the
response at the k-th channel, and the superscripts e and a refer to an experimental and an
analytical measurement, respectively. When the OF is formulated in the modal domain,
it is constructed as the difference between natural frequencies and mode shapes of the
physical system extracted from the system vibration response through modal identification





(wfi∆fi + wφi(1−MACi)) (3.5)
where nd is the number of dominant modes of vibration of the structure intended to be used




where fi is the i-th natural frequency of the system and superscripts e and a refer to an
experimental and an analytical value, respectively. MAC is the modal assurance criterion,
already introduced in chapter 2. Here, it measures the similarity between the i-th experi-
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In Equation 3.5, wfi and wφi are weighting coefficients applied to the difference between the
i-th natural frequency and the i-th mode shape of vibration, respectively. Such coefficients
are employed to improve the results of the FE model updating procedure, although there is
no definite method established in the literature to select them [89]. Yet, two main factors
based on which weighting coefficients are determined can be indicated: the first is the
relative importance of each mode of vibration in defining the response of the structure, and
the second is the reliability of the experimental modal parameters. Hence, higher weight is
attributed to those modal parameters that play a major role in the structural response and
whose estimate based on experimental identification techniques is deemed more reliable.
3.6.2 Optimization Algorithms
Similarly to the formulations of the OF, a number of optimization algorithms have been
proposed in the literature for the minimization of the OF, and a comprehensive review can
be found in [90]. Some of the most common optimization algorithm in structural dynamics
include the direct search algorithm [38] and the genetic algorithm [41]. Based on a number
of previous successful applications, documented for example in [16, 42, 43] the latter has
been selected to conduct FE model updating operations in this research.
Introduced by Holland in 1975 [41], the GA consists of a stochastic search algorithm based
on heuristic concepts of natural selection and genetic operations [77]. One of the main
reasons of the effectiveness of GA is that unlike other optimization algorithms, it does not
require a good initial guess of the solution to successfully converge to the optimal value of
the selected set of model parameters. Rather, GA starts from a randomly-generated set
of solutions and converges to the optimal one by a number of bio-inspired genetic opera-
tions, namely selection, crossover, mutation, and elitism. Another advantage of the GA
is that it does not require any information about the derivative of the objective function,
which makes it suitable for high-dimensional, discontinuous, non-differentiable, stochastic,
or highly nonlinear problems [16].
Figure 3.12 represents the basic functioning of the GA. The algorithm starts by randomly
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Figure 3.12: Flowchart of the working principle of the GA.
generating an initial population, i.e. a random set of solutions. The fitness of each individual
of the population is then evaluated and the individuals that will be the parents for the next
generation are selected. In the context of the GA an individual is a single solution of the
set of solutions that constitute the population, and the fitness of an individual is the value
that the OF assumes in correspondence of that solution. The parents of the next generation
are defined through the selection operation, based on the fitness of the individuals of the
initial population, which does not simply mean that the fittest individuals are chosen. Such
an operation, in fact, would result in a very limited search space for the next generation
due to the lack of diversity. Hence, selection algorithms mediate between the need of
using fit individuals as parents and the need of diversity. Many algorithms have been
proposed in the literature to accomplish this task. In this research, a stochastic uniform
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selection algorithm is employed. Parents are then used to produce the children generation
by crossover, mutation, and elitism operations. Crossover randomly selects chromosomes,
i.e. parameter values of an individual, from previously selected parents and recombines
them across these individuals to generate children. Thus, crossover does not introduce new
material, but rather mixes existing material to generate different individuals. Mutation
instead provides genetic diversity by altering one or more chromosomes of the selected
parent individuals, which allows for the algorithm to scan a broader search space for the
optimal solution. With elitism, the fittest parent individuals are maintained to the children
generation without alterations in order to ensure that the minimum fitness never deteriorates
from a generation to the next. The children thus generated become the current population,
and the fitness of the individuals is evaluated. If stopping criteria of the GA are met, the
optimization stops; otherwise, genetic operations are resumed to produce a new generation,
and the procedure described is repeated. Various stopping criteria can be set to terminate
the GA, including a maximum number of generations, a maximum running time of the
algorithm, a fitness limit (i.e. a minimum value of fitness such that if the fitness value of
an individual of a generation is smaller than this limit, that individual is adopted as the
optimal solution) and a function tolerance (i.e. a minimum difference between the best
fitness value of successive generations).
3.7 FE Modeling and Seismic Response Prediction of the
Bridge Specimen
As the modal identification shows that the columns of the bridge specimen exhibit nonlin-
ear behavior during the motions analyzed, an effective yet simple FE modeling technique to
correctly capture this phenomena is studied in this chapter. Two different nonlinear mod-
eling techniques for the bridge columns are considered and their performance is evaluated
based on the ability of predicting the experimental seismic response of the bridge specimen.










Figure 3.13: FE model of the bridge specimen.
3.7.1 Development of Nonlinear FE Models
A 3D FE model of the bridge specimen is developed in OpenSees, and its geometric con-
figuration is provided in Figure 3.13. The deck of the structure is modeled by linear elastic
beam-column elements, and the columns are modeled with fiber beam-columns elements
with distributed plasticity. The latter are stick elements whose section properties are de-
fined by an ensemble of fibers, each of whom is assigned a uniaxial stress-strain relationship.
Together with the geometry of the FE model, Figure 3.13 shows the fiber discretization of
the bridge columns section. The core (confined) concrete, the cover (unconfined) concrete
and the longitudinal steel bars are each assigned a stress-strain relationship that represents
the behavior of that material.
Two different sets of stress-strain relationships are considered and their performance tested
to finally select the more appropriate one to simulate the seismic response of the bridge
specimen. The first set of stress-strain relationships, to which corresponds a first FE model
referred to as Model 1, encompasses the OpenSees’ Steel02 material to model the behavior
of the longitudinal steel reinforcing bars through the Giuffre-Menegotto-Pinto steel material
model [91]. Both core and cover concrete are modeled by the OpenSees’ Concrete02 mate-
rial [92]. The backbone of the stress-strain relationship follows the Kent-Scott-Park model
[93] in compression, and is bilinear in tension. Unloading and reloading are bilinear and
linear, respectively. This concrete model has been chosen because of its widespread usage,
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numerical stability [94], capability to capture the loss of stiffness in monotonic compression
due to cracking in the transition zone between aggregates and cement, and effectiveness in
modeling the loss of stiffness associated with successive unloading-reloading cycles. Hence,
this model appears to have the potential to capture the nonlinearity leading to the observed
changes in the modal parameters of the bridge specimen. The hysteretic behavior of the











Figure 3.14: Hysteretic behavior of the materials used in Model 1.
The second set of stress-strain relationships, to which corresponds a FE model named
Model 2, features the same Giuffre-Menegotto-Pinto steel material model (Steel02) for the
longitudinal steel reinforcing bars. Core concrete is modeled with a simple linear-elastic-
perfectly-plastic stress-strain relationship both in tension and in compression, while the
cover concrete is assumed to be cracked, hence it is modeled with a zero-tension linear-
elastic-perfectly-plastic relationship. Such a modeling approach has been selected to test
whether a simple approach suffices to explain the experimental behavior of the bridge spec-
imen, or a more sophisticated modeling technique is indispensable. The hysteretic behavior
of the materials used in Model 2 is represented in Figure 3.15.
3.7.2 Calibration of the FE Models
The initial values of the parameters defining the material properties of the two FE models
generated are chosen based on the results of compressive strength tests of cylindrical con-
crete specimens collected at the time of pouring, and tensile tests of steel reinforcing bars.















Figure 3.15: Hysteretic behavior of the materials used in Model 2.
Results of these tests are documented in [85]. The models are then calibrated using a FE
model updating strategy. The goal of calibration is to generate two FE models representa-
tive of the behavior of the bridge specimen during W.N.1. The accuracy of the analytical
vibration responses to Test 12, predicted by the two models, will be then evaluated. Cali-
bration is thus operated to match the behavior of the bridge specimen during W.N.1, and
rely on a two-steps procedure. The first step is to implement a FE model updating pro-
cedure in the modal domain, with the goal of obtaining a first approximation of the FE
models. In the second step, the FE models resulting from the first step are refined through
a second FE model updating conducted in the time domain.
In the first step, the OF is constructed in the modal domain, so it has the structure of Equa-
tion 3.5. The first three natural frequencies and mode shapes extracted from experimental
modal identification using the vibration response data collected during W.N.1 are employed
as the measured system response characteristics in the OF. The optimization is conducted
using the GA. This first step of the optimization is meant to provide a first approximation of
the calibrated models. In fact, it cannot be exhaustive of the calibration procedure because
the FE models are nonlinear. In a FE model updating procedure conducted in the modal
domain, the analytical modal parameters are calculated by modal analysis, i.e. by extract-
ing eigenvalues and eigenvectors of the analytical model. In doing so, the model is assumed
to be linear, and the initial stiffness of nonlinear elements is employed in the analysis. As
a result, FE model updating conducted in the modal domain is unable to account for the
nonlinear behavior of the materials assigned to the elements of the model. For this reason,
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a second step of the calibration process is introduced. Within this step, FE model updating
is conducted in the time domain, so that the OF has the structure of Equation 3.4. The
measured system response characteristics are, in this case, the time histories measured by
the transverse response acceleration channels installed on the deck of the bridge specimen
(channels T1, T2, T3, T4, and T5) during W.N.1. In order to minimize the difference
between measured and analytical response time histories, the optimization is operated by
using the GA. Because the analytical time histories reflect the nonlinearity of the analytical
models, this second step of the calibration is able to ultimately provide FE models that
are fully representative of the bridge specimen, including its nonlinearities. It is worthwhile
to underline that, as already mentioned, pre-existing cracks may open even during W.N.1,
although it is a low-amplitude motion, and even new cracks could form, so that the bents of
the bridge specimen do not behave as in their perfectly un-cracked pristine state, but may
rather act as partially-cracked elements. Hence, to correctly calibrate the FE models, it is
necessary to adopt a FE model updating technique that let the nonlinearity of the model
to develop, and is able to capture and account for its effect in the analytical system response.
When the OF is formulated in the modal domain (Equation 3.5) weighting coefficients are
employed to improve the results of the FE model updating procedure. As already observed,
no definitive method to select such coefficients are established in the literature. In this
study two factors are considered to define the weighting coefficients: the relative impact
of the modes of vibration on the vibration response of the bridge, and the reliability of
the identified modal parameters. Following indications from [16], the relative impact of the
first three modes of vibration of the bridge is expressed by coefficients 0.55, 0.35, and 0.1,
attributed to the first, second, and third mode, respectively. As for the reliability of the
modal parameters, identification of the natural frequencies is considered more reliable than
results for the mode shapes, hence a coefficient of 0.67 is attributed to the former, and 0.33
is attributed to the latter.
The final set of weighting coefficients, provided in Table 3.4, is obtained by multiplying the
relative modal impact factor with the reliability factor for each modal characteristic. As an
example, wf1, i.e. the weighting coefficient for the first natural frequency, is equal to 0.55
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Mode 1 Mode 2 Mode 3
Weighting coefficient wf1 wφ1 wf2 wφ2 wf3 wφ3
Value 0.368 0.182 0.234 0.116 0.067 0.033
Table 3.4: Weighting coefficients for the OF formulated in the modal domain.
times 0.67, yielding a coefficient equal to 0.368.
Results of the two-steps calibration for each of the two models considered, Model 1 and
Model 2, are provided in the following. Additionally, the choice of the updating parameters
for the two models are discussed. In fact, due to the differences between the two models,
slightly different choices about the updating parameters had to be made.
Calibration results of Model 1
In Model 1, both the core and cover concrete are modeled by the OpenSees’ Concrete02
material. OpenSees’ Steel02 material model is employed for the longitudinal steel reinforcing
bars. In the first step of the calibration procedure, the updating parameters adopted are
the elastic modulus of concrete of the bents, the elastic modulus of steel of the longitudinal
reinforcing bars, and the in-plane stiffness of the deck. The search space for each updating
parameter is set as ±50% of the design values, with exception of the elastic modulus of
steel, for which a search space of only ±10% of the design value was considered, due to the
low variability of the mechanical properties of steel materials.
Table 3.5 compares the experimental natural frequencies and mode shapes of the first three
transverse vibration modes of the bridge specimen identified from W.N.1 with the corre-
sponding analytical values associated with the optimal set of parameter values obtained
from the FE model updating procedure operated in the modal domain. It is shown that
the natural frequencies are perfectly matched, and the MAC value between analytical and
experimental mode shapes is larger than 0.95 for all of the three modes of vibration, which
indicates very good agreement between the two sets of modal parameters.
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Mode # fi φT1,i φT2,i φT3,i φT4,i φT5,i
1
Experimental 2.926 Hz 0.650 0.546 0.420 0.293 0.130
Analytical 2.926 Hz 0.595 0.525 0.443 0.345 0.234
Difference 0.000% MAC1 = 0.982
2
Experimental 3.862 Hz 0.370 0.039 -0.236 -0.505 -0.742
Analytical 3.862 Hz 0.431 0.122 -0.180 -0.467 -0.741
Difference 0.000% MAC2 = 0.985
3
Experimental 12.702 Hz 0.413 -0.412 -0.617 -0.369 0.378
Analytical 12.702 Hz 0.421 -0.315 -0.632 -0.271 0.500
Difference 0.000% MAC3 = 0.966
Table 3.5: Comparison between experimental modal parameters of the bridge specimen
during W.N.1 and the analytical ones obtained from calibration of Model 1.
The FE model obtained from the first step of the calibration is refined through a FE model
updating procedure operating the optimization in the time domain, which constitutes the
second step of the calibration. Besides the updating parameters employed in the first step
of the calibration, that are fine-tuned in the second step, further updating parameters
are introduced in the second step of the calibration, as they play a role in the nonlinear
response of the analytical model. The first two of these parameters are the coefficients of the
stiffness-proportional and the mass-proportional terms of the Rayleigh damping, through
which structural energy dissipation is modeled. When using Rayleigh damping, the damping
matrix of the dynamic system, C, is modeled as
C = αMM + αKK (3.8)
where αM and αK are the coefficients of the mass-proportional and the stiffness-proportional
portion of the damping matrix, respectively; M is the mass matrix, and K is the stiffness
matrix. Given αM and αK , the damping ratio ξi corresponding to the i-th mode of vibration








where ωi is the natural frequency–in rad/s–of the i-th mode. It follows from Equation 3.9
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that αM and αK can be set to result in any value of damping ratio to any two modes [95].
Therefore, estimation of αM and αK translates into the estimation of the damping ratio of
any two modes of vibration of the structure. As it is customary to assume that these two
values of damping ratio are equal, estimation of the Rayleigh damping coefficients reduces
into estimation of a single value of damping ratio. In this study, the damping ratio of the
first two modes of vibration is used as the updating parameter. Calling ξ such a parameter,
then, writing Equation 3.9 for the first and second mode of the structure, and solving for








In addition to the damping ratio, the tensile strength of the cover concrete, and the tension
softening stiffness of the cover concrete, i.e. the slope of the linear tension softening branch
of the hysteretic behavior of the cover concrete, are selected as updating parameters. The
two latter parameters described, clearly play a role in the seismic response of the analytical
model, as cracking of the cover concrete may occur during the shaking table experiments
under investigation. Yet, they do not influence the eigenvalues and eigenvectors of the
system, which explains why they have been taken into account only in the time domain
optimization of the FE model. Additionally, it needs to be emphasized that not all of the
parameters defining the behavior of the structure have been chosen as updating parameters
for the optimization procedure, as not all of them affect the seismic response of the analytical
model at the level of shaking imposed by W.N.1 and Test 12. For example, the concrete
compressive and crushing strength have not been considered as updating parameters since
concrete is far from reaching its maximum compressive strength or crushing state during
W.N.1 and Test 12. The search space for the parameters employed also at the first step
of the calibration is now reduced to ±10% of the values obtained from the first step of
the calibration. As for the tensile strength, and the tension softening stiffness of the cover
concrete, a search range of ±50% of the design values is considered, as it is well-known
that the tensile properties of concrete are subjected to a high-level of uncertainty. The
damping ratio is searched in the range from 0% to 10%. Figure 3.16 compares the time
histories measured by the five transverse response acceleration channels installed on the
deck of the bridge specimen and the predicted time histories at the corresponding locations
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on the calibrated FE model. In order to make the comparison clearer, only the portion of
the vibration response from 30 to 50 seconds is shown, rather than its entire length. The
good matching between the two sets of responses confirms the accuracy of the calibration
procedure.







































Figure 3.16: Comparison between experimental and analytical response to W.N.1 using
Model 1.
Calibration results of Model 2
Model 2 features a linear-elastic-perfectly-plastic material model for the core concrete and
a zero-tension linear-elastic-perfectly-plastic material model for the cover concrete. In the
first step of the calibration procedure, the updating parameters adopted are the elastic
modulus of concrete of the bents, the elastic modulus of steel of the reinforcing bars, and
the in-plane stiffness of the deck. Just like the case of Model 1, the search space for each up-
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dating parameter is set as ±50% of the design values, with exception of the elastic modulus
of the steel bars, for which a search space of only ±10% of the design value was considered.
Mode # fi φT1,i φT2,i φT3,i φT4,i φT5,i
1
Experimental 2.926 Hz 0.650 0.546 0.420 0.293 0.130
Analytical 2.926 Hz 0.629 0.534 0.430 0.314 0.190
Difference 0.000% MAC1 = 0.995
2
Experimental 3.862 Hz 0.370 0.039 -0.236 -0.505 -0.742
Analytical 3.862 Hz 0.384 0.083 -0.210 -0.488 -0.751
Difference 0.000% MAC2 = 0.997
3
Experimental 12.702 Hz 0.413 -0.412 -0.617 -0.369 0.378
Analytical 12.702 Hz 0.418 -0.318 -0.633 -0.273 0.499
Difference 0.000% MAC3 = 0.967
Table 3.6: Comparison between experimental modal parameters of the bridge specimen
during W.N.1 and the analytical ones obtained from calibration of Model 2.
Table 3.6 provides the comparison between the experimental natural frequencies and mode
shapes of the first three transverse vibration modes of the bridge specimen identified from
W.N.1 and the corresponding analytical values associated with the optimal set of parameter
values obtained from the FE model updating procedure operated in the modal domain. Also
in this case the natural frequencies are perfectly matched and the values of the MAC between
experimental and analytical mode shapes are always larger than 0.95, which demonstrates
the accuracy of the calibration procedure.
The FE model obtained from the first step of the calibration is refined through a FE model
updating procedure operating the optimization in the time domain, which constitutes the
second step of the calibration. The model updating parameters chosen are the same as
the previous step, with the only addition of the modal damping ratio of the first two
modes of vibration of the structure, again assumed to be equal, alike the case of Model
1. The search space for the parameters is now reduced to ±10% of the values obtained
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from the first step of the calibration. Figure 3.17 compares the time histories measured
by the five transverse response acceleration channels installed on the deck of the bridge
specimen and the predicted time histories at the corresponding locations on the calibrated
FE model. Analogously to the case of Model 1, in order to make the comparison clearer,
only the portion of the vibration response from 30 to 50 seconds is shown, rather than its
entire length. The good matching between measured and predicted response confirms the
accuracy of the calibration procedure.







































Figure 3.17: Comparison between experimental and analytical response to W.N.1 using
Model 2.
3.7.3 Prediction of Seismic Response to Test 12
In this paragraph the capability of the two calibrated FE models to accurately predict
the vibration response of the bridge specimen to the input ground motion of Test 12 is
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evaluated. The study encompasses a nonlinear dynamic analysis to obtain the analytical
vibration response time histories predicted by the two FE models. Then, the SSI technique
is applied to each of the two sets of analytical response time histories to extract the ana-
lytical modal parameters of the bridge specimen predicted by the two models. Analytical
modal parameters are identified for the two time windows, TW-1 and TW-2, determined
from the analysis of the experimental vibration data recorded during Test 12, and are com-
pared with the experimental modal parameters to assess the accuracy of the two modeling
techniques considered in reproducing the observed change in the modal parameters between
TW-1 and TW-2 (see Table 3.3).







































Figure 3.18: Comparison between experimental and analytical response to Test 12 using
Model 1.
Figures 3.18 and 3.19 provide the comparison between the measured and the analytical
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Figure 3.19: Comparison between experimental and analytical response to Test 12 using
Model 2.
response time histories predicted by Model 1 and Model 2, respectively. The figures show
that both of the models capture with good accuracy the behavior of the bridge specimen
during the earthquake.
Table 3.7 compares the experimental and analytical natural frequencies associated with
the first three transverse modes of vibration, identified during time windows TW-1 and
TW-2, for both Model 1 and Model 2, and provides the errors between the two sets of
modal parameters both for Model 1 (column ∆fi − 1) and Model 2 (column ∆fi − 2). The
first observation is that both of the models can detect differences in the identified natural
frequencies between the two time windows analyzed. Focusing on the first natural frequency,
during TW-1 Model 1 underestimates the experimental value during TW-1 of approximately
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Time window Mode #
fi (Hz)
∆fi − 1 (%) ∆fi − 2 (%)
Experimental Model 1 Model 2
TW-1
1 2.787 2.577 2.791 -7.541 0.131
2 3.630 3.324 3.558 -5.679 -1.980
3 12.476 12.332 11.547 -1.157 -7.446
TW-2
1 3.033 3.070 3.167 1.220 4.416
2 4.056 3.975 3.866 -2.000 -4.679
3 12.717 13.592 11.633 6.881 -8.524
Table 3.7: Experimental and analytical natural frequencies of the bridge specimen during
time windows TW-1 and TW-2 of Test 12 and error between the analytical and experimental
values.
7.5%, while Model 2 captures almost perfectly the experimental result. During TW-2,
instead, both Model 1 and Model 2 overestimate the first natural frequency of the system,
although Model 1 performs slightly better than Model 2 in this case. Looking now at the
second natural frequencies, the two analytical models investigated perform very similarly.
They both underestimates the experimental value during TW-1 and TW-2. As for the
third natural frequency, Model 1 captures well the experimental value during TW-1, but
overestimates it of approximately 7% during TW-2. Model 2, on the other hand, consistently
underestimates the experimental results of approximately 8% for both of the time windows.
The plots in the first two rows of Figure 3.20 presents graphically results of Table 3.7. The
three plots on the top row show the experimental and analytical natural frequencies of the
bridge specimen identified from TW-1. Analytical values for both Model 1 and Model 2
are provided. The three plots in the middle row present the results identified from TW-2.
Finally, the three plots in the bottom row shows the percentage difference between the
natural frequencies of the bridge specimen during TW-1 and TW-2. Hence, the quantity




where fi,TW−1 is the value of the i-th natural frequency during TW-1 and fi,TW−2 is the









































































































































































Figure 3.20: Experimental and analytical natural frequencies of the bridge specimen during
time windows TW-1 and TW-2 of Test 12, and relative difference between TW-1 and TW-2.
value of the corresponding natural frequency during TW-2. Also in this case, values from
the experimental results are compared with analytical predictions from both Model 1 and
Model 2. It should be observed that the quantity expressed by Equation 3.11 is different
than the parameters ∆fi− 1 and ∆fi− 2 in Table 3.7, which instead just indicate the error
of the analytical prediction of the i-th natural frequency for Model 1 and Model 2, respec-
tively, with respect to the experimental value. Thus, the plots in the last row of Figure
3.20 indicate that Model 2 performs better than Model 1, for all of the first three natural
frequencies, in terms of the predicted difference between the frequency values during TW-1
and TW-2. The differences predicted by Model 2, in fact, are always closer to the exper-
imental results, than the predictions from Model 1. Clearly, this is an important factor
to consider in the choice of a model able to appropriately account for frequency variations
between different stages of the seismic motion.
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Figure 3.21: Experimental and analytical mode shapes of the bridge specimen during time
windows TW-1 and TW-2 of Test 12.
Figure 3.21 compares the experimental and the analytical mode shapes of the bridge speci-
men. It shows that both Model 1 and Model 2 capture with very good accuracy the second
mode shape of the system. The first and third mode shapes, instead, are simulated with less
precision. Analytical first mode shapes appear flatter than the experimental one, indicating
that both of the analytical models tend to underestimate the amplitude of vibration of the
north side of the bridge specimen (i.e. the side of Bent 1). Perusal of the third mode shape
suggests that the analytical models underestimate the in-plane bending of the bridge deck.
Yet, the figure shows that neither of the two analytical models proves substantially superior
than the other in the prediction of the mode shapes of the structure.
Time window f1 (Hz) f2 (Hz) f3 (Hz)
TW-1 3.212 3.878 11.014
TW-2 3.212 3.877 11.002
Table 3.8: Analytical natural frequencies of a linear elastic FE model during TW-1 and
TW-2 of Test 12.
In order to verify whether the different modal parameters identified during TW-1 and TW-
CHAPTER 3. ANALYSIS OF LARGE-SCALE SHAKING TABLE EXPERIMENTS 85







































Figure 3.22: Comparison between experimental and analytical response to Test 12 using a
linear elastic model.
2 using the two nonlinear models, are actually to be imputed to the nonlinearity of the
models, rather than just being a consequence of different vibration amplitude during the
two time windows; Test 12 has been simulated by using a simple linear elastic FE model
of the bridge, and the analytical modal parameters are extracted from time windows TW-1
and TW-2 by employing the SSI technique. Figure 3.22 provides the comparison between
the experimental response time histories and the analytical ones obtained with a FE model
in which all of the elements are modeled with linear elastic elements; Table 3.8 shows the
analytical natural frequencies during TW-1 and TW-2 identified applying the SSI technique
to the simulated response of the bridge. Comparison with the experimental results is not
provided herein because what is of major interest is that the table shows that there is no
difference between the analytical natural frequencies during TW-1 and TW-2 when a linear
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elastic FE model is employed, proving that the differences observed when nonlinear model-
ing techniques are adopted are actually due to the nonlinearity of the analytical models.
As a conclusion, the analysis conducted in this paragraph shows that Model 2 performs bet-
ter than Model 1 at capturing the effect of opening and closing of cracks of the bridge bents
during the seismic event, as highlighted by the good matching between experimental and
analytical natural frequencies of the structure during the two time windows analyzed; and
in particular by its better performance at predicting the relative change of the frequency
values between TW-1 and TW-2. It should be remarked that this is not to say that the con-
crete model employed in Model 1 cannot accurately model the cyclic behavior of concrete.
Rather, the analysis informs that it is less adequate, with respect to the goals of the anal-
ysis conducted in this study, than a linear-elastic-perfectly plastic with zero-tension cover
concrete model.One possible reason is that Opensees’ Concrete02 material is constructed to
simulate the stiffness degradation of concrete, both in tension and in compression, for suc-
cessive loading cycles. However, observing that the relative difference between the natural
frequencies during TW-1 and TW-2 estimated with Model 1 is always quite larger than the
experimental values (see Figure 3.20) it appears that such concrete model overestimates the
concrete stiffness degradation at the shaking intensity level of interest in this study.
3.8 Conclusions
In this chapter data collected from an instrumented large-scale bridge specimen subjected
to shaking table experiments are analyzed. The goal of the analysis is to suggest a modeling
technique of the bridge bents capable of capturing the effect of opening of cracks during
high-amplitude phases of motion, and closing of such cracks as the shaking amplitude re-
duces; and of accurately reproducing the effect that this phenomenon exert on the modal
parameters of the structure. Because abutments and bent foundations are not built in the
bridge specimen, soil-structure interaction effects do not occur, which offers a valuable op-
portunity to set apart and study the effect that the structural behavior of the bridge bents
may exert on the variations of the modal parameters of the system.
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Experimental modal identification applied to the measured vibration data during a low-
amplitude ground motion reveals that the first three natural frequencies of the bridge spec-
imen are larger during low-amplitude phases of the seismic motion, and they reduce when
the shaking amplitude becomes larger. The capability of two FE models adopting differ-
ent modeling techniques of the bridge bents, to predict such experimental observation, is
tested. Both of the two FE models rely on fiber discretization of the bents, but differ on
the type of uniaxial material property attributed to the concrete fibers. One model is con-
structed by using the Kent-Scott-Park backbone in compression and a bilinear backbone
in tension, with unloading and reloading that are bilinear and linear, respectively; while
the other employs a linear-elastic-perfectly-plastic model, both in tension and compression
for the confined concrete, and a zero-tension linear-elastic-perfectly-plastic model for the
unconfined concrete. Results of the analysis show that the latter model performs better
at predicting the behavior of the bridge specimen. Hence, it is selected to be incorporated
in the FE model of the WSOR, to take into account of possible variations of the modal
parameters of the bridge due to opening and closing of cracks during the earthquakes.
Finally, it is interesting to observe that the variation of natural frequencies detected during
the seismic motion analyzed is not announced by the formation of visible cracks on the
structure. For this reason, many studies on damage assessment of the same bridge specimen
have neglected the seismic test analyzed in this research, assuming that the bridge behavior
maintains within the linear elastic range throughout the shaking. The analysis conducted
in this chapter, instead, shows that the modal parameters of the bridge undergo significant
changes during the earthquake. As similar phenomena have been observed in the literature,
such as in [96] during different shaking table experiments, the analysis conducted contributes
to explain these experimental observations, and suggests a simple, yet accurate, modeling
technique to simulate the observed behavior.
Chapter 4
Structural Parameters
Identification of the WSOR
Through Finite Element Model
Updating
4.1 Introduction
Modal identification of the WSOR has revealed that the modal parameters associated with
the first three modes of vibration of the bridge undergo significant changes during the seismic
events that triggered the monitoring system installed on the structure. It has been found
that the natural frequencies of the bridge reduce during high-amplitude phases of the earth-
quakes, and recover to values close to the pre-earthquake ones identified from ambient and
traffic-induced vibrations as the shaking amplitude decreases. Reduction of the natural fre-
quencies is corresponded by larger modal damping ratios of the structure and modifications
of the mode shapes of vibration. While sensitivity analysis suggests that a major role in the
observed evolution of the modal parameters is played by stiffness losses at the abutments
and bent footings, it has been noted that opening and closing of cracks within the bridge
bents during the earthquakes may lead to stiffness variations of these structural elements,
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which translates into changes of the modal parameters–the natural frequencies in particular.
In order to address this latter issue, data collected from an instrumented large-scale bridge
specimen during shaking table experiments have been analysed. As a result of the study,
in order to accurately capture the behavior of the bridge bents during seismic motions, it is
suggested to employ a FE modeling strategy that relies on fiber discretization of the bents
with concrete fibers modeled as a linear-elastic-perfectly-plastic material for confined con-
crete and as a zero-tension linear-elastic-perfectly plastic material for unconfined concrete.
In this chapter, FE model updating is conducted to estimate changes of the structural
parameters of the WSOR during the earthquakes; so that to further explain the behavior
of the bridge during seismic events and ultimately provide a nonlinear model capable of
predicting the seismic behavior of the structure. Updating parameters considered are the
boundary conditions that the sensitivity analysis has shown to play a significant role in the
vibration response of the WSOR. Additionally, damping parameters are included among
the FE model updating parameters. Contextually, the FE modeling strategy suggested by
the shaking table experiments analysis is incorporated in the FE model of the WSOR in
order to account for possible changes of the bridge vibration response due to opening and
closing of cracks within the bents. As a result of the analysis, elastic multilinear springs
representing the behavior of the abutments and the bent footings are proposed, and their
adequacy to predict the seismic response of the bridge is demonstrated.
4.2 FE Model Updating Parameters and Initial FE Model
The preliminary step to the FE model updating procedure is to define the updating pa-
rameters whose value is to be estimated, and establish an initial parametric FE model of
the WSOR. The latter is constructed starting from the model employed in the sensitivity
analysis in chapter 2. That model, in which both the deck and the bents are modeled
with linear elastic beam-column elements, however, is herein modified by adopting a fiber
section discretization of the bents, following the indications derived from the analysis of
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the shaking table experiments in chapter 3. Coherently, concrete fibers are assigned with a
linear-elastic-perfectly-plastic uniaxial material model, both in tension and in compression
for confined concrete fibers, and with a zero-tension linear-elastic-perfectly plastic uniaxial
material model for unconfined concrete fibers. Another modification is the addition of linear
viscous dampers at the abutments along the longitudinal and transverse direction of the
bridge to account for increased energy dissipation at the abutments during high-amplitude
phases of the ground motions [19], as highlighted by modal identification results that show
increased damping values corresponding to reduced natural frequencies of the WSOR dur-
ing these phases of the seismic shaking. Figure 4.1 provides a schematic of the resulting FE
model.
Figure 4.1: FE model of the WSOR employed for model updating purposes. Underlined
structural parameters are used as the updating parameters of the adopted procedure.
The FE model updating parameters considered in the updating procedure are those that
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have shown to significantly impact the modal parameters of the WSOR in the sensitivity
analysis in chapter 2. These parameters are the longitudinal and transverse stiffness of
the abutments and the rotational stiffness of the bent footings. Furthermore, the damping
coefficient of the linear viscous dampers added in the longitudinal and transverse direction
at the abutments, as well as the Rayleigh damping coefficients, are considered among the
updating parameters. Observing that stiffness and viscous damping may vary differently
between the two abutments, and the rotational stiffness of the bent footings may vary dif-
ferently between the two bents, the stiffness and damping coefficients of each abutment and
bent are considered as independent updating parameters. Hence, as indicated in Figure 4.1,
the FE model updating parameters considered are named K1x and K1y the longitudinal and
transverse stiffness, respectively, of Abutment 1; K4x and K4y the corresponding param-
eters of Abutment 4; D1x and D1y the damping coefficient of the linear viscous dampers
in longitudinal and transverse direction, respectively, of Abutment 1; D4x and D4y the
corresponding parameters of Abutment 4; K2rf and K3rf the stiffness coefficients of the
rotational springs at the footing of Bent 2 and Bent 3, respectively. In Figure 4.1, model
parameters employed as FE model updating parameters have been underlined to distinguish
them from the parameters whose effects on the modal properties of the WSOR have been
investigated in the sensitivity analysis, but have proved to not significantly impact them.
These parameters are the rotational and vertical stiffness of the abutments, and their values
are thus set equal to the baseline values adopted in the sensitivity analysis.
While the stiffness of the bents has emerged to strongly influence the natural frequencies
of the WSOR, it is not explicitly considered as a FE model updating parameter, but pos-
sible variations due to cracking are taken into account by adopting the nonlinear modeling
technique of the bents studied in chapter 3. Not only this approach accounts for possible
stiffness variations of the bents but also allows for doing so without the need of introducing
additional updating parameters. And this is of remarkable importance since one of the
problems of FE model updating is the ill-conditioning deriving from having a large num-
ber of unknowns and limited information to estimate them, with the risk of incurring into
solutions corresponding to local minima of the OF rather than the global minimum [88].
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4.3 Outline of the FE Model Updating Procedure
Because the 2008 Chino Hills earthquake has the largest input motion PGA among the six
earthquakes recorded by the monitoring system installed on the WSOR, vibration response
characteristics of the bridge during that seismic event are used as the experimental (mea-
sured) response parameters for the FE model updating procedure. This allows to obtain a
FE model able to accurately reproduce the behavior of the bridge over the largest range of
ground motion intensity allowed by the recorded events.









































Figure 4.2: Experimental response time histories (channels #’s 5, 9, and 11) and transverse
input time history (channel #7) of the 2008 Chino Hills earthquake, and the four time
windows of stable modal parameters identified.
Figure 4.2 shows the response time histories of the WSOR to the 2008 Chino Hills earth-
quake measured at channels #’s 5, 9, and 11, and the transverse input ground motion
recorded at channel # 7, and presents the four time windows CHI-1, CHI-2, CHI-3, and
CHI-4, with stable modal parameters identified during the seismic motion.
Figure 4.3 provides the flowchart of the analysis conducted. Once the FE model updating
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Experimental modal parameters 
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Figure 4.3: Flowchart of the FE model updating procedure of the WSOR.
parameters and the initial parametric FE model of the WSOR have been established, the
proposed structural parameters identification strategy develops into two main stages, indi-
cated as Stage 1 and Stage 2 in Figure 4.3. In the first stage, the springs representing the
boundary conditions selected as updating parameters are modeled as simple linear elastic
springs, and the value of their stiffness is estimated by using a FE model updating proce-
dure in which the modal parameters of the WSOR during the four time windows CHI-1,
CHI-2, CHI-3, and CHI-4 identified during the 2008 Chino Hills earthquake are employed
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as the measured characteristics of the system response. As a result of the analysis, four sets
of stiffness values of the updating parameters are obtained. Additionally, a first assessment
of the damping parameters is conducted through FE model updating operated in the time
domain to minimize the difference between the experimental and analytical response time
histories. Besides of providing the stiffness evolution of the boundary conditions during the
seismic event, this first stage of the analysis is functional to the second one. At Stage 2, the
linear elastic springs used to model the boundary conditions are substituted by elastic mul-
tilinear springs. The goal is to finally obtain a nonlinear model of the bridge able to predict
the vibration response of the WSOR to the earthquakes. The elastic multilinear springs are
composed by four linear segments each, whose characteristics are estimated by conducting
a four-steps FE model updating routine where the OF is constructed as the difference be-
tween measured and predicted vibration response time histories of the WSOR during the
2008 Chino Hills earthquake. More precisely, the OF for each step of the analysis employs
the portion of the response time histories within one of the four time windows identified
for the earthquake. And, each step of the procedure aims at estimating the characteristics
of one of the four segments that compose the elastic multilinear springs. Contextually,
damping parameters estimated at Stage 1 are also fine-tuned at this second stage of the
analysis. All of the optimization problems involved in the proposed structural parameters
identification procedure are solved by employing the GA.
Performance of the model obtained is validated by comparing the measured and predicted
strain at the base of Bent 2, employing measurements from microdisplacement sensor R6 (see
Figure 2.3) and evaluating its ability to predict the response to different events. Moreover,
discrete Fourier transform (DFT) of the measured and analytical time history response of
the bridge during the four time-windows of the 2008 Chino Hills earthquake are compared
to ensure good matching of the two sets of responses in the frequency domain.
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4.4 FE Model Updating of the WSOR: Stage 1
The goal of the first stage of the FE model updating of the WSOR is to estimate the stiffness
parameters K1x, K1y, K4x, K4y, K2rf , and K3rf within each of the four time windows–
CHI-1, CHI-2, CHI-3, and CHI-4–identified during the 2008 Chino Hills earthquake; and
provide a first assessment of the value of the damping parameters of the FE model.
At this first stage of the analysis, the springs representing the stiffness of abutments and
bent footings of the bridge are assigned a linear elastic behavior, so are fully defined by a
single stiffness coefficient. Estimation of these stiffness values is accomplished by performing
a FE model updating routine four times, each time using the modal parameters extracted
from one of the four time windows as the measured information to be matched. Thus, the
OF is constructed in the modal domain, and has the form of Equation 3.5. As a result, four
sets of stiffness values for the updating parameters K1x, K1y, K4x, K4y, K2rf , and K3rf are
computed. In other terms, it can be said that four linear FE models, each representing the
status of the bridge within one of the four time windows considered, are obtained.
Damping parameters to be estimated are the damping coefficients of the Rayleigh damping
and the coefficients of the linear viscous dampers D1x, D1y, D4x, and D4y. Once the stiffness
parameters have been estimated as described above, an OF constructed in the time-domain
(see Equation 3.4) is considered, and a FE model updating procedure to identify values of
the damping parameters that minimize the difference between the experimental and ana-
lytical response time histories is adopted.
Details and results of the identification of the stiffness and damping parameters at Stage 1
of the FE model updating procedure are provided in the following of the paragraph.
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4.4.1 Modal-Domain FE Model Updating for Identification of the Stiff-
ness Parameters
The stiffness values selected as the FE model updating parameters are estimated by mini-
mizing an OF representing the difference between the measured and predicted modal param-
eters of the WSOR within each of the four time windows of the 2008 Chino Hills earthquake.
The modal parameters considered are the first and second natural frequencies and mode
shapes of the WSOR, as these are the modal parameters that could be reliably identified
during the four time windows (see Table 2.2). The weighting coefficients of the OF are
determined with the same rationale exposed in the FE model updating of the large-scale
bridge specimen subjected to shaking table experiments in chapter 3. The relative impact
of the first two modes of vibration is expressed by coefficients 0.6 and 0.4 for the first and
second mode, respectively; because the identification of natural frequencies is considered
more reliable than that of mode shapes, a reliability coefficient of 0.67 is assigned to the for-
mer, and 0.33 to the latter. The final value of the weighting coefficients employed in the OF
are obtained by multiplying the two sets of coefficients above, and are presented in Table 4.1.
Mode 1 Mode 2
Weighting coefficient wf1 wφ1 wf2 wφ2
Value 0.402 0.198 0.268 0.132
Table 4.1: Weighting coefficients for the FE model updating of the WSOR by modal domain
optimization.
It needs to be noted that in this part of the analysis, possible variations of the bents stiff-
ness are not accounted for, due to the modal analysis being linear in nature, as already
discussed in chapter 3. Nevertheless, as suggested by the modal identification and the sen-
sitivity analysis of the WSOR, these variations may be accountable for only limited changes
of the modal parameters. Thus, results of this first stage of the FE model updating of the
WSOR can still provide a meaningful indication of the stiffness reduction of abutments and
bent footings due to softening of the soil-pile system during the earthquakes, and can serve
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as a good baseline for the calibration of a FE model of the bridge featuring multilinear
elastic springs to model the behavior of the boundary conditions.
Results of the stiffness parameters identification are presented in the following. Details
about the modal-domain FE model updating operated for each time window are provided,
and stiffness values identified are finally discussed.
Time Window CHI-4
The analysis was conducted starting from the optimization of the FE model to match the
modal parameters identified during time window CHI-4. This choice was made because the
initial value of the updating parameters is set to match the natural frequencies and mode
shapes of the WSOR extracted from ambient and traffic-induced vibrations, which are close
to those identified during CHI-4, characterized by low-amplitude input excitation. Hence,
it is reasonable to believe that the value of the unknowns that the updating procedure aims
at estimating is close to the baseline values employed in the sensitivity analysis. Yet, a
relatively large search domain of the six unknowns, equal to ±50% of the baseline value of
the updating parameters, was employed, in order to make sure to reach the global minimum
of the OF.
f1 f2
Experimental (Hz) 1.847 2.259
Analytical (Hz) 1.847 2.298
Difference (%) 0.000 1.726
Table 4.2: Comparison between experimental and analytical natural frequencies during time
window CHI-4.
Table 4.2 compares the experimental and analytical value of the first two natural frequencies
of the WSOR during CHI-4, and Figure 4.4 compares the corresponding mode shapes.
The figures shows a good matching between the experimental and analytical sets of modal
parameters, which is an indication of accuracy of the updating procedure.
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Plan View Elevation View
Figure 4.4: Experimental and analytical mode shapes during time window CHI-4.
Time Window CHI-3
Once the value of the updating parameters for time window CHI-4 has been established,
FE model updating for the three remaining time windows is carried out in succession, from
time window CHI-3 to CHI-1. Although the value of the updating parameters during CHI-
3 is supposed to be lower, or at most equal, to the value identified from the FE model
updating of CHI-4, the upper bound of the search domain of each unknown is established
as 20% larger than that. This choice was made as an additional precaution against possible
inconsistencies in the updating results–which may be due to incurring into local minima
of the OF, or overfitting, i.e. the value estimated for a certain unknown may just have a
mathematical justification, in the sense that it actually minimizes the OF, but may not have
physical sense. In this circumstances, the optimization algorithm is revised by adjusting
the boundaries of the search domain of the updating parameters and the settings of the
GA. As for the lower bound of the search domain of the updating parameters, it is set by
reducing of 60% the estimates from time window CHI-4.
Table 4.3 compares the experimental and analytical value of the first two natural frequencies
of the WSOR during CHI-3, and Figure 4.5 compares the corresponding mode shapes. The
good matching between the two sets of modal parameters confirms the accuracy of the
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f1 f2
Experimental (Hz) 1.679 2.209
Analytical (Hz) 1.679 2.241
Difference (%) 0.000 1.449























Figure 4.5: Experimental and analytical mode shapes during time window CHI-3.
updating procedure.
Time Window CHI-2
Identification of the updating parameters during CHI-2 is conducted using the same ratio-
nale of CHI-3. The value of the updating parameters estimated at CHI-3 is used as the
new baseline to define the search domain of the unknowns during time window CHI-2. The
upper bound of the search domain of the updating parameters is again set 20% larger than
the new baseline values, while the lower bound is defined reducing the baseline values by
60%.
Table 4.4 compares the experimental and analytical value of the first two natural frequencies
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f1 f2
Experimental (Hz) 1.575 2.160
Analytical (Hz) 1.575 2.161
Difference (%) 0.000 0.046






















Plan View Elevation View
Figure 4.6: Experimental and analytical mode shapes during time window CHI-2.
of the WSOR during CHI-2, while Figure 4.6 compares the corresponding mode shapes; and
show good matching between the two sets of modal parameters.
Time Window CHI-1
FE model updating based on the modal characteristics of CHI-1 builds upon a new baseline
of updating parameter values formed by the results of time window CHI-2. Alike the two
previous time windows, the search domain of the updating parameters ranges from +20%
to -60% of the new baseline values.
Table 4.5 compares the experimental and analytical value of the first two natural frequencies
of the WSOR during CHI-1, and Figure 4.7 compares the corresponding mode shapes. Once
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f1 f2
Experimental (Hz) 1.506 2.102
Analytical (Hz) 1.505 2.099
Difference (%) 0.066 0.143






















Plan View Elevation View
Figure 4.7: Experimental and analytical mode shapes during time window CHI-1.
again, good matching between the two sets of modal parameters is achieved.
Identified Stiffness of the Abutments and Bent Footings
As a result of FE model updating, the value of the stiffness coefficients K1x, K1y, K4x,
K4y, K2rf , and K3rf during the four time windows of the 2008 Chino Hills earthquake is
estimated. Figure 4.8 shows how the value of each parameter evolves throughout the four
stages of the seismic motion considered. Results are provided with the time windows in
the x-axis presented in temporal order; and two y-axis for each plot: the left hand side
one provides the value of the stiffness coefficient, whereas the right hand side one indicates
the percentage loss of stiffness with respect to the value identified for time window CHI-4,
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Figure 4.8: Identified stiffness of the abutments and bent footings during 2008 Chino Hills
earthquake.
which is the larger one for all of the updating parameters considered. Perusal of the plots
reveals that the stiffness parameters that undergo major variations during the shaking are
the rotational stiffness of the bent footings. Recalling results of the sensitivity analysis (see
Figure 2.13) this is coherent with the observation that only variations of these parameters
can justify the large change of the first natural frequency of the WSOR–approximately a
20% drop from CHI-4 to CHI-1. Because variations of the bents stiffness may also contribute
to the observed variations of the modal parameters of the bridge, but they have not been
considered at this stage of the FE model updating operation, stiffness variations presented
herein may be slightly overestimated. Possible effects of stiffness reduction of the bents
are taken into account at Stage 2 of the FE model updating. It is also interesting to
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observe that K3rf is approximately 45% smaller that K2rf , reflecting larger first mode
shape component at Bent 3 location compared to the one at the location of Bent 2–see
Figure 2.11. As for the stiffness coefficients of the translational springs at the abutments,
the most significative observation is that the longitudinal stiffness components are subjected
to much larger variations than the transverse ones. Both K1x and K4x, in fact, show during
CHI-1 a value that is approximately 50% smaller than during CHI-4; whereas K4y is only
28% smaller during CHI-1 than during CHI-4. This observation is even more emphasized
for K1y, which maintains substantially unchanged during CHI-2, CHI-3, and CHI-4, and
is only 9% smaller during CHI-1. Recalling again the sensitivity analysis, it was expected
to identify only small variations of the transverse component of the abutments stiffness,
as larger degradations would introduce variations of the mode shapes inconsistent with
the experimental observations, especially for the second and the third ones, which would
eventually switch.
4.4.2 Time-Domain FE Model Updating for Identification of the Damp-
ing Parameters
Once the value of the stiffness parameters of the boundary conditions have been estimated,
the first stage of the structural parameters identification is completed by estimating the
value of the model damping parameters. These parameters are the coefficients of the
Rayleigh damping and the coefficients of the linear viscous dampers, D1x, D1y, D4x, and
D4y.
As already discussed in chapter 3 (see Equation 3.8) the Rayleigh damping matrix is con-
structed as a combination of the mass and stiffness matrix, multiplied by the Rayleigh
coefficients αM and αK , respectively. Hence, estimation of the structural energy dissipa-
tion reduces to the estimation of these two coefficients, which in fact translates into the
estimation of the damping ratio of any two modes of vibration of the structural model–see
Equation 3.9. Because it is customary to assume that the two modal damping ratios se-
lected are equal, Rayleigh damping definition reduces to the identification of a single value
of modal damping ratio, named ξ. The unknown modal damping ratio value is assumed
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herein to be the one corresponding to the first and the third modes of vibration of the struc-
ture, so that Rayleigh damping coefficients are defined as in Equation 3.10, but substituting
ω2 with ω3.
Linear viscous dampers can be modelled by the equation [97]:
F = Dv (4.1)
where F is the damper force, D is the damper coefficient, and v is the damper velocity.
Thus, the behavior of a linear viscous damper is completely defined by coefficient D. As
four linear viscous dampers are adopted in the model, estimation of the four damper coef-
ficients D1x, D1y, D4x, and D4y fully defines the energy dissipation at the abutments.
Estimation of the damping parameters described is carried out by searching for the val-
ues of the unknowns that minimize the difference between experimental and analytical
response time histories. Tests conducted to study the effect of the different components
of damping, have shown that during low-amplitude phases of motion Rayleigh damping
has a dominant impact on the system’s response compared with the effect of the viscous
dampers; on the opposite, during high-amplitude phases of motion, the influence exerted
by the viscous dampers is predominant. Thus, it is decided to first search for the value
of the modal damping ratio ξ, which defines the characteristics of the Rayleigh damping,
by using a FE model updating procedure aimed at minimizing the difference between ex-
perimental and analytical response time histories during a low-amplitude time window of
the 2008 Chino Hills earthquake, neglecting the presence of the viscous dampers. Response
time histories recorded during time window CHI-3 are employed to accomplish this task.
Then, the value of the damper coefficients D1x, D1y, D4x, and D4y is estimated through
a second time-domain FE model updating operation employing the response time history
during a high-amplitude time window as the measured structural response characteristic to
match, and including the Rayleigh damping estimated at the previous step of the analysis.
Time window CHI-2 is employed for this part of the analysis. This procedure, additionally,
is coherent with suggestions by Hall [95], according to whom it is reasonable to calibrate
damping in the structure by matching low-amplitude response vibrations, and then using
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appropriate additional energy dissipation mechanisms to calibrate the system’s response to
higher levels of vibration.
Parameter ξ (%) D1x (kN-s/m) D1y (kN-s/m) D4x (kN-s/m) D4y (kN-s/m)
Value 8.72 11025.18 2231.39 6898.41 2756.44
Table 4.6: Identified damping parameters at Stage 1 of the structural parameter identifica-
tion procedure.





































Figure 4.9: Comparison between the experimental and analytical response time histories
during time window CHI-3 of the 2008 Chino Hills earthquake.
Results of the analysis are finally provided in Table 4.6, which shows the estimated values
of the five damping coefficients under investigation. Figures 4.9 and 4.10 compare the ex-
perimental and analytical response time history at channels #’s 5, 9, and 11 during time
windows CHI-3 and CHI-2, respectively, obtained as a result of the damping coefficients es-
timation. They show that good matching between measured and predicted data is achieved;
thus indicating that the stiffness and damping parameters identified at this first stage of the
analysis can serve as a good baseline for the next stage of the FE model updating procedure.
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Figure 4.10: Comparison between the experimental and analytical response time histories
during time window CHI-2 of the 2008 Chino Hills earthquake.
4.5 FE Model Updating of the WSOR: Stage 2
Results of Stage 1 of the structural parameter identification procedure through FE model
updating are functional to the next stage of the analysis, that is one in which the updating
procedure is entirely is carried out with the OF constructed in the time domain. The goal of
the analysis is to calibrate a set of nonlinear springs representing the behavior of the bound-
ary conditions, ultimately obtaining a FE model able to predict the seismic response of the
bridge during the earthquakes. Contextually, damping parameters estimated at Stage 1 of
the analysis are fine-tuned during this second stage of the proposed structural parameters
identification approach. By formulating the OF in the time domain, i.e. as the differ-
ence between measured and predicted vibration response time histories of the bridge, the
proposed approach requires performing nonlinear dynamic analysis to generate predicted
response time histories of the bridge, which allows for taking into account the effect of pos-
sible variations of the bents stiffness due to opening and closing of cracks during the shaking.
The updating parameters considered are the same as those adopted at the previous stage
of the FE model updating procedure. However, the boundary conditions are no longer
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assumed to be linear elastic springs, but rather an elastic multilinear model is considered
in order to account for changes of stiffness during the seismic motion. Coherently with the
framework employed thus far, the elastic multilinear springs are composed by four linear
segments, and each segment is calibrated by matching the experimental and analytical re-
sponse of the bridge during one of the four time windows into which the 2008 Chino Hills




















Figure 4.11: Elastic multilinear spring model.
The elastic multilinear model adopted is presented in Figure 4.11. As shown in the figure,
the stiffness of the linear portions of each spring is assumed to be the same in tension and in
compression; however, the strain (or stress) values that define the different linear segments
of the springs are allowed to be different in tension and in compression. This results in each
spring being fully defined by ten parameters: the four stiffness values K1, K2, K3, and K4,
and the strain coordinates ε1, ε2, ε3, ε4, ε5, and ε6. Hence, considering that the model
consists of six elastic multilinear springs, and including the five damping model parameters,
the total number unknowns of the updating problem is 65. Because such a large number
of variables would yield to ill-conditioning of the problem if it was run in a single step, the
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FE model updating procedure is broken up into four interconnected steps. Each step is
meant to estimate the parameters that define the behavior of one segment of the springs.
With reference to Figure 4.11, it can be observed that if ε1 and ε4 are set equal to the
maximum strain that the spring is subjected to during CHI-4 in tension and compression,
respectively, then the behavior of the bridge during that time window depends only upon
the initial segment of the elastic multilinear springs–i.e. only on the stiffness K1. Similarly,
if ε2 and ε5 are set equal to the maximum tensile and compressive strain, respectively, of the
spring during time window CHI-3, then the seismic vibration response of the bridge would
depend only upon the characteristics of the first two segments of the spring–i.e. those of
stiffness K1 and K2. Analogous observations hold for time windows CHI-2 and CHI-1: dur-
ing CHI-2 the seismic response of the bridge would be defined by the first three segments
of the multilinear springs, while the behavior of the bridge during CHI-1 depends upon the
entire envelope of the spring.
In the light of these observations, a FE model updating strategy as described in Figure 4.12
is adopted to identify the parameters of each spring. The proposed approach takes advan-
tage of four FE model updating steps where the OF is constructed in the time domain–i.e.
it takes the form of Equation 3.4–and at each step the experimental characteristics of the
structural response are the recorded response time histories during successive time win-
dows of the 2008 Chino Hills earthquake. The multi-step approach outlined starts from
time window CHI-4, and the updating parameters of this first step of the procedure are
the parameters that control the first segment of the elastic multilinear springs employed
to model the boundary conditions, which means the stiffness of the first segment of each
spring–parameter K1 with reference to Figure 4.11. Therefore, this first step actually re-
duces to the calibration of linear elastic springs, and as a matter of fact translates into a
fine-tuning of the stiffness coefficients obtained for time window CHI-4 at the first stage of
the FE model updating procedure. The search space of the unknowns is set as equal to
±10% of the value of stiffness during CHI-4 identified at Stage 1 of the analysis. Rayleigh
damping coefficients and linear viscous damper coefficients are set equal to values identified
at Stage 1 of the analysis (see Table 4.6).
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FE model with elastic multilinear 
abutments and bent footings 
Analytical response time history  
- time window CHI-4 
Experimental response time history 
- time window CHI-4 
Difference ≤ Tolerance? 






Analytical response time history  
- time windows CHI-3 & CHI-4 
Experimental response time history 
- time windows CHI-3 & CHI-4 
Difference ≤ Tolerance? 
Calibrated segment 2 of the elastic 
multilinear springs 
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Update K2, ε1, ε4, and 
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Update K3, ε2, and ε5  
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Figure 4.12: Flowchart of Stage 2 of the FE model updating procedure.
The second step of the adopted procedure consists of identifying the parameters controlling
the second segment of the elastic multilinear spring. And this substantially means to cali-
brate a bilinear spring of stiffness coefficients K1 and K2, where the former is known as it
was found from the previous step of the proposed updating procedure. Thus, the updating
parameters are the stiffness K2 of each elastic multilinear spring and the strain level at
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which the spring stiffness changes from K1 to K2, both in tension and in compression, i.e.
the strain levels ε1 and ε4 referring to Figure 4.11. The baseline values of the the stiffness
K2 are the values identified at the first stage of the FE model updating for the linear elas-
tic springs during time window CHI-3. The baseline of the strain values is established as
the maximum tensile and compressive strain that the springs are subjected to during time
window CHI-4. These values are measured at the end of the first step of the analysis, i.e.
once the stiffness values K4 are identified. The upper bound of the search space for each K2
value is established as equal to the K1 value for that spring, and the lower bound is defined
as the 50% of the baseline value. This way of proceeding ensures that the elastic multilinear
springs have monotonically decreasing stiffness for increasing absolute value of the strain.
As for the unknown strain values, the search space is defined as ±20% of the baseline val-
ues. It should be observed that allowing some variability of the strain parameters ε1 and ε4
may result in the final values not being exactly corresponding to the maximum tensile and
compressive strain of the springs during time window CHI-4; yet, this enlarges the solution
search space, which may contribute to improve the solution of the optimization problem.
At this step of the analysis the Rayleigh damping coefficients are also included as unknowns
of the problem. As already explained at Stage 1 of the procedure, this actually reduces to
only one unknown: the modal damping ratio corresponding to two selected modes of vibra-
tion of the bridge, assuming that they have the same damping ratio, ξ. Analogously to the
procedure adopted at Stage 1, the first and third modes are selected; and the baseline value
of this parameter is the value identified at Stage 1 of the structural parameter identification
procedure. The search space is defined as ±20% of the baseline value. One important con-
sideration when using the Rayleigh damping in nonlinear structural models is the selection
of the stiffness matrix used to construct the damping matrix. Different choices, in fact, are
possible. In Equation 3.8, in a nonlinear model, K may be selected as the initial stiffness
matrix of the system, KI, or the tangent stiffness matrix, KT, or a combination of the two
may be considered, in which case the Rayleigh damping matrix becomes:
C = αMM + αKIKI + αKT KT (4.2)
where αKI and αKT are the stiffness-proportional coefficients of the initial and the tangent
stiffness matrix, respectively. Since there is no inherently correct way of proceeding, this
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modeling choice depends upon the characteristics of the model being analyzed. As pointed
out by Charney [98], it may be suggestible to omit the tangent-stiffness-proportional term
in models characterized by abrupt stiffness changes, as this may lead to non convergency of
the analysis. On the other hand, caution needs to be exercised when proportional damping
is defined based on the initial stiffness matrix in cases when the initial stiffness of the ele-
ments is either much larger or much smaller than values it assumes at successive stages of
the analysis, for this may lead to unrealistic energy dissipation within the structure. In this
study all of the three possible definitions of the stiffness matrix, i.e. the initial, tangent,
and a combination of the two as in Equation 4.2, have been investigated. It is found that
the differences between the three methods are rather negligible. Stiffness variations during
the shaking, in fact, are not as large as in cases where structural elements undergo major
stiffness losses, for example due to yielding, and this may explain the relative insensitivity
of the Rayleigh damping to the definition of the stiffness matrix. However, the investigation
conducted still shows that slightly superior results are achieved using the initial stiffness
matrix; hence, such matrix is adopted for the definition of the Rayleigh damping. At this
step of the FE model updating procedure, the OF is constructed as the difference between
the experimental and analytical vibration response time histories during time windows CHI-
3 and CHI-4. The latter time window has been included in the definition of the OF, rather
than just CHI-3, because Rayleigh damping sensibly impacts the system’s response during
both of the time windows; and also because allowing variability to the strain parameters
ε1 and ε4 affects the bridge vibration response not only during time window CHI-3 but
also during CHI-4. One further observation is that at this second step of the analysis, the
linear viscous damper coefficients are kept equal to the values identified at Stage 1 of the
proposed procedure. This is due to time windows CHI-3 and CHI-4 being characterized
by low-amplitude shaking, for it is found that the vibration response of the structure is
much affected by the Rayleigh damping rather than the effect of the linear viscous dampers
during low-amplitude motions, as already pointed out in paragraph 4.4.2.
As shown in Figure 4.12, the third step of the updating procedure deals with the boundary
conditions modeled as trilinear springs, where the elastic constant of the first two segments
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are known from the previous two steps, as well as the strain coordinates ε1 and ε4, and aims
at estimating the elastic constant of the third segment of the elastic multilinear springs,
K3, and the strain coordinate ε2 and ε5. The search space for K3 is set such that the
upper bound is equal to K2 and the lower one is set as a 50% of the elastic constant of the
linear elastic springs identified for time window CHI-2 at the first stage of the structural
parameters identification study. The baseline value of ε2 and ε5 is defined by the maximum
compressive and tensile strains that each spring is subjected to during time window CHI-3
(measured at the end of the previous step of the proposed approach), and the search space
is established as ±20% of these baseline values. The value of the unknowns is sought such
that the solution minimizes the difference between the experimental and analytical vibra-
tion response time histories of the WSOR during time windows CHI-2 and CHI-3. In this
case, time window CHI-3 is included in the definition of the OF for the strain values ε2 and
ε5 may affect the bridge response not only during CHI-2 but also during CHI-3.
Finally, in the last step of the updating procedure, Figure 4.12 shows that the last segment
of the elastic multilinear springs is added. The stiffness constants K1, K2, and K3 are
known, as well as the strain coordinates ε1, ε2, ε4, and ε5. Thus, the unknowns of this
last step of the structural parameters identification procedure are the elastic constant K4
and the strain coordinates ε3 and ε6. In addition, the dampers coefficients D1x, D1y, D4x,
and D4y identified at Stage 1 of the analysis, are fine-tuned at this last step of the FE
model updating procedure. Analogously to the previous two steps, the upper bound of
the search space for K4 is set equal to K3, and the lower bound is determined as 50%
of the elastic constant of the linear elastic springs identified for time window CHI-1 at
the first stage of the updating operation. The baseline values of ε3 and ε6 are defined
by the maximum compressive and tensile strains that each spring is subjected to during
time window CHI-2, as determined at the previous step of the analysis, and the search
space is established as ±20% of these baseline values. The baseline values of the damper
coefficients are the values identified at Stage 1 of the study, provided in Table 4.6; and the
search space of each parameter is defined as ±20% of the baseline values. The unknowns
are estimated as the set of values that minimizes the difference between the experimental
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analytical vibration response time histories during time windows CHI-1 and CHI-2. Energy
dissipation exerted by the linear viscous dampers at the abutments, in fact, are found to
sensibly impact the characteristics of the vibration response of the WSOR during both of
these two time windows; additionally, the strain parameters ε3 and ε6 influence the system’s
response during both CHI-1 and CHI-2.
4.5.1 Structural Parameters Identification Results
As a result of the structural parameters identification procedure described, a set of elastic
multilinear springs to model the behavior of the abutments and the bent footings has been
obtained.












































































Figure 4.13: Force-deformation characteristics of the calibrated elastic multilinear springs.
Figure 4.13 provides the force-deformation relationship for the calibrated springs. Coher-
ently with results of Figure 4.8, that shows the stiffness of the boundary conditions during
the four time windows of the 2008 Chino Hills earthquake, when they are modeled as simple
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linear elastic springs, Figure 4.13 indicates that the stiffness of the abutments in the trans-
verse direction of the bridge–parameters K1y and K4y–do not undergo significant changes for
increasing levels of strain, so the corresponding elastic multilinear springs keep close to the
behavior of a linear elastic one. The elastic multilinear springs representing the behavior of
the abutments in the longitudinal direction of the bridge–parameters K1x and K4x–instead
exhibit more pronounced stiffness reduction as the strain level within the springs enlarges,
both in tension and in compression. This again follows indications from Figure 4.8, and
highlights the importance that longitudinal structural parameters have on the transverse
behavior of curved bridges. Also the rotational stiffness of the bent footings–parameters
K2rf and K3rf–undergoes significant stiffness reductions for increasing levels of rotation.
It is interesting to notice how Figure 4.13 shows that the rotational stiffness of the footing
of Bent 2 maintains generally larger than that of Bent 3. This reflects the larger value of
the in-plane component of the first mode shape vectors at the location of Bent 3 compared
to the location of Bent 2 (see, for example, Figure 2.11) and may be due to different soil
conditions between the two bent locations.
Parameter ξ (%) D1x (kN-s/m) D1y (kN-s/m) D4x (kN-s/m) D4y (kN-s/m)
Value 8.16 9217.30 1881.41 6183.76 2348.07
Table 4.7: Final value of the damping parameters identified by the structural parameters
identification procedure.
In addition to characterization of the elastic multilinear springs, structural parameters iden-
tification yields the values of the five damping parameters–ξ, D1x, D1y, D4x, and D4y–
adopted in the modeling of the WSOR, and their values are provided in Table 4.7. It is
worthwhile to underline that coefficients of the linear viscous dampers along the transverse
direction of the bridge, D1y and D4y, are sensibly smaller than those of the linear viscous
dampers along the longitudinal direction, D1x and D4x. As Figure 4.13 shows that most of
the nonlinearity at the abutments is due to the longitudinal behavior of these structural el-
ements, larger energy dissipation occurring along the longitudinal direction of the structure
is coherent with the stiffness identification results.
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4.6 Validation of the Updated FE Model
Once the structural parameters identification procedure has terminated, the vibration re-
sponse of the WSOR to the 2008 Chino Hills earthquake has been predicted by using the
updated FE model obtained, featuring the elastic multilinear springs to model the behav-
ior of the abutments and the bent footings, the estimated modal damping ratio for the
definition of the Rayleigh damping coefficients, and the linear viscous dampers coefficients.


































Figure 4.14: Experimental and analytical response to the 2008 Chino Hills earthquake.
Figure 4.14 compares the experimental and analytical vibration response of the WSOR to
the ground motion at channels #’s 5, 9, and 11, and shows a good agreement between the
two sets of responses.
Due to the nonlinear modeling approach adopted for the abutments and bent footings,
the analytical model of the WSOR does not behave as a LTI system within the four time
windows of the 2008 Chino Hills earthquake, so that it would not be correct to apply linear
modal identification techniques, such as the SSI, to the predicted response of the bridge to
identify the modal parameters of the structure and compare them with the experimental
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ones. Yet, frequency domain characteristics of the predicted response of the WSOR can
be validated by taking the DFT of the analytical vibration response time histories and
comparing it with the DFT of the experimental ones.














































Figure 4.15: DFT of the experimental and analytical response time histories of the WSOR
during time window CHI-1.














































Figure 4.16: DFT of the experimental and analytical response time histories of the WSOR
during time window CHI-2.
Figures 4.15, 4.16, 4.17, and 4.18 provides such a comparison for the response time history
at channels #’s 5, 9, and 11 during time windows CHI-1, CHI-2, CHI-3, and CHI-4, re-
spectively. In the y-axis of the figures, Fourier amplitude is normalized with respect to the
amplitude of the highest peak. The figures show that the experimental vibration response
of the WSOR is controlled by a dominant frequency that corresponds to the first mode of
vibration of the bridge, especially during time windows CHI-1 and CHI-2, characterized
by larger vibration amplitude. During time windows CHI-3 and CHI-4, instead, significant
vibration components are distributed over a wider frequency band. The figure shows that
the analytical results are able to correctly predict the dominant frequency of the vibration
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Figure 4.17: DFT of the experimental and analytical response time histories of the WSOR
during time window CHI-3.














































Figure 4.18: DFT of the experimental and analytical response time histories of the WSOR
during time window CHI-4.
response of the WSOR, and generally approximate well the frequency content of the exper-
imental records.
Another element for assessing the goodness of the updated FE model in approximating the
seismic behavior of the WSOR is to compare the strain measured by microdisplacement
sensors attached to the longitudinal steel reinforcing bars of the bents of the WSOR, and
embedded in the concreted (see Figure 2.3) with predictions of the analytical model. Because
of the fiber discretization of the bents adopted, where each longitudinal reinforcing bar is
explicitly modeled, these analytical strain values can be directly measured at any bar, and
any location within the bar length. Among the available microdisplacement sensors installed
at the base of Bent 2, only sensor R6 was found to properly function during the 2008 Chino
Hills earthquake; so the strain prediction assessment is based on measurements collected by
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such microdisplacement sensor.

















Figure 4.19: Experimental and analytical strain response time history at the location of
sensor R6 during the 2008 Chino Hills earthquake.
Figure 4.19 compares the strain time history recorded by sensor R6 with the analytical
one recorded at the corresponding location on the updated FE model during the nonlinear
response time history analysis under the 2008 Chino Hills earthquake, and shows very good
agreement between the two measurements.
One more verification that can be made is to employ the updated FE model to predict
the response of the bridge to a different seismic excitation, and see whether it reasonably
replicates the recorded response. Amidst the six events that triggered the monitoring system
installed on the WSOR, the 2009 Inglewood earthquake is selected to perform this task.
This is because it has the largest input ground motion amplitude among the recorded
events, excluding the 2008 Chino Hills earthquake; and also due to the fact that the two
earthquakes are located relatively close in time, so that it is reasonable to assume that the
structural characteristics of the bridge are substantially the same during the two events,
without ageing phenomena having significantly altered them.
Figure 4.20 provides the experimental and analytical response time histories during the 2009
Inglewood earthquake at channels #’s 5, 9, and 11; and shows good agreement between the
two sets of signals.
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Figure 4.20: Experimental and analytical response to the 2009 Inglewood earthquake.
4.7 Discussion About the Effect of Bents Cracking
The FE model of the WSOR developed encompasses fiber-based nonlinear modeling of the
bents in order to model the effect of stiffness variation of the bents due to opening and
closing of cracks during the shaking, as studied in chapter 3. It is now of interest to discuss
whether, and at which extent, this effect yields variations of the modal parameters of the
bridge.
First, it has to be investigated whether cracking of the bents takes place, or at least whether
pre-existing cracks may open during the shaking. In order to so, strain of the bents concrete
fibers during the event can be analyzed. In Figure 4.19, measured and predicted strain time
histories from microdisplacement sensor R6 have been compared. However, the predicted
time history has been detrended to allow comparison with the experimental record, for
which only the detrended trace is available.
The analytical prediction in Figure 4.19 is presented again in Figure 4.21 without detrend-
ing of the signal, so that it allows to analyze the actual values of tensile strain within the
concrete fiber. In order to underline the phases of the shaking during which concrete is
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Figure 4.21: Analytical strain response time history at the location of sensor R6 during the
2008 Chino Hills earthquake.
subjected to tensile strain, the corresponding segments of the strain time history has been
thickened in the figure. It should be observed that because sensor R6 is located at the
base of the bent, in the direction of a diameter of the bent oriented along the transverse
direction of the bridge, i.e. along the direction of maximum shaking intensity, it is found
that the concrete fiber corresponding to the location of such sensor is actually one of those
exposed to the largest level of strain. Thus, Figure 4.21 indicates that concrete is subjected
to a maximum tensile strain of approximately 130 με after 14 seconds from the begin of
the record, then the strain is back to positive values, during the time window from ap-
proximately 19 to 23 seconds, however, the peak tensile strain during this window is only
approximately 50 με. The nominal compressive strength of the concrete used for the bents
of the WSOR is f ′c0 = 38 MPa, corresponding to a Young’s modulus of Ec = 35100 MPa, es-
timated using Equation 3.1 from the American Concrete Institute (ACI) [86]. A reasonable
estimation for the tensile strength of concrete is to assume ft = 0.15f
′
c0, yielding ft = 5.7
MPa. Finally, the cracking tensile strain, εt, can be determined by using Equation 3.2,
which gives εt = 160 με. Hence, based on this information and the strain time history in
Figure 4.21, it appears unlikely that the earthquake leads to formation of tensile cracks in
the concrete. Yet, pre-existing cracks can open when the strain becomes positive, and the
close when concrete strain is back to negative values (compression). Thus, based of Figure
4.21 it emerges that during time windows CHI-1 (13.60-17.64 s) and CHI-2 (18.00-26.80 s)
the bridge bents may experience stiffness reduction due to opening of pre-existing cracks,
which may impact the natural frequencies of the structure.
CHAPTER 4. STRUCTURAL PARAMETERS IDENTIFICATION OF THE WSOR
THROUGH FINITE ELEMENT MODEL UPDATING 121
While it is not possible to directly tell which fraction of the modal parameters variation
during a seismic shaking is due to stiffness loss within the bents, as opposed to stiffness vari-
ations of the boundary conditions, a procedure to estimate an upper limit for such fraction
of modal parameters variation is proposed. Because the sensitivity analysis conducted in
chapter 2 shows that loss of the bents stiffness mostly reflects into reductions of the natural
frequencies of the bridge, rather than variations of the mode shapes, the proposed analysis
focuses on the effect of the bents cracking on the natural frequencies of the system. The
analysis comprises constructing a FE model of the WSOR with the abutments and bent
footings modeled as simple linear elastic springs, and nonlinear modeling of the bents relying
on fiber discretization of the elements, with the concrete fibers modeled as linear elastic-
perfectly plastic material for confined concrete and as zero-tension elastic-perfectly plastic
material for unconfined concrete.The stiffness of the linear elastic springs for the boundary
conditions are set to the values identified for time window CHI-4 in the FE model updating
procedure. Thus, the only possible source of nonlinearity within the model when subjected
to the 2008 Chino Hills earthquake, is the one associated with the nonlinearity of the bents.
So, changes of the natural frequencies of the bridge during the earthquake predicted by such
a model are to be ascribed to stiffness variations of the bents, and are an indication of the
maximum fraction of frequency variation detected during the 2008 Chino Hills earthquake
that can be attributed to opening and closing of cracks within the bents.
In addition, a perfectly linear elastic FE model of the WSOR is considered. Such structural
model is generated just modifying the FE model described above by assigning linear elastic
stress-strain relationships to the fibers into which the bents are discretized. The first pur-
pose of this latter model is to ensure that variations of the natural frequencies of the bridge
during the earthquake, detected by using the model with nonlinear bents, are actually due
to the nonlinearity of the analytical model, rather than to the different amplitude of the
input and response vibration within the time windows of the 2008 Chino Hills earthquake.
Secondly, by comparing the natural frequencies of the structure predicted by the two an-
alytical models, natural frequencies identified by the perfectly linear elastic model of the
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WSOR serve as a reference to assess the effect of the bents nonlinearity. In the following
of the paragraph, the FE model with nonlinear material properties for the bents is named
NLB Model, and the perfectly linear elastic model is called LB Model.






































Figure 4.22: Comparison between measured and simulated response to 2008 Chino Hills
earthquake using the LB Model.
The two Fe models constructed are first employed to predict the response of the WSOR to
the 2008 Chino Hills earthquake. Figures 4.22 and 4.23 show the vibration response time
histories at channels #’s 5, 9, and 11 for the LB Model and the NLB Model, respectively, and
compare them with the experimental time histories recorded by the accelerometers installed
on the structure. As expected, for both of the models, the experimental and analytical time
histories do not compare well, especially in correspondence of the high-amplitude portion
of the vibration response, which offers a further verification of the fact that a simple linear
model of the bridge is not adequate to explain the seismic response of the structure. Also,
Figure 4.23 suggests once more that while nonlinearity of the bents may have an impact on
the vibration response of the WSOR to the earthquake, it appears to be marginal.
The analytical natural frequencies of vibration of the WSOR during the four time win-
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Figure 4.23: Comparison between measured and simulated response to 2008 Chino Hills
earthquake using the NLB Model.
dows of the 2008 Chino Hills earthquake, predicted by the two models, are extracted from
the vibration response time histories and the recorded input motions by applying the SSI
technique, analogously to the modal identification analysis conducted in chapter 2.
Time window
LB Model NLB Model
f1 (Hz) f2 (Hz) f3 (Hz) f1 (Hz) f2 (Hz) f3 (Hz)
CHI-1 1.829 2.319 2.387 1.793 2.286 2.299
CHI-2 1.839 2.301 2.368 1.839 2.290 2.358
CHI-3 1.841 2.309 2.351 1.829 2.284 2.332
CHI-4 1.835 2.317 2.415 1.829 2.298 2.417
Table 4.8: Natural frequencies of the WSOR predicted by the LB Model and NLB Model.
Table 4.8 provides the first three analytical natural frequencies of the WSOR during the
four time windows, extracted from both the LB Model and the NLB Model. Results in the
table are presented graphically in Figure 4.24 in order to have a better understanding of the
differences in the natural frequencies predicted by the two models. The first observation
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Figure 4.24: Comparison between the natural frequencies of the WSOR predicted by the
LB Model and NLB Model.
is that for all of three natural frequencies analyzed, the LB Model provides substantially
the same value of frequency for all of the four time windows, showing that it is legitimate
to ascribe variations of the natural frequencies detected with the NLB Model to opening
and closing of cracks within the bents. Considering now the natural frequencies identified
by the NLB Model, and comparing them with those identified by the NL Model, the most
interesting observation comes from the analysis of the first natural frequency. In fact,
Figure 4.24 shows that while the first natural frequency identified during time windows
CHI-2, CHI-3, and CHI-4 is the same for the two models, with no changes among the
three time windows, the NLB Model clearly predicts a smaller value of the first natural
frequency during CHI-1 with respect to the LB Model. Particularly, the value predicted by
the NLB Model is 1.97% smaller than the one predicted by the LB Model. Although small,
Figure 4.24 indicates that such a difference is a significant indication of the effect of the
nonlinearity of the bents, and can be assumed as an estimate of the maximum reduction of
the first natural frequency of the WSOR during the 2008 Chino Hills earthquake, that can
be attributed to stiffness reduction of the bents due to opening of cracks. Placing attention
on the plots of the other two natural frequencies, a similar indication emerges from the third
natural frequency during time window CHI-1, for which the NLB Model predicts a value
that is 3.68% smaller than that predicted by the LB Model. It should be observed, however,
the the identification results for the second and third natural frequencies show a slightly
higher variability with respect to results for the first natural frequency, both between the
two models and among the four time windows. Hence, while the figure suggest that the
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difference between the two values of the third natural frequency during CHI-1 is larger
that the variability of the other three time windows, the 3.68% reduction estimate may be
slightly biased. The variability of the identification results, however, is in line with the fact
that the second and third modes of the WSOR are lightly excited during the earthquake,
which makes the identification of these modes more difficult, as already observed in chapter
2. Results for the second natural frequency do not show instead marked differences between
the two analytical models; and the reason may reside on the fact that the second mode of
the WSOR mostly concerns the vibration of the box-girder in the vertical plane, which may
be not significantly impacted by small reductions of stiffness of the bents. Finally, Figure
4.24 suggests that while variations in the natural frequencies identified by the two models
can be detected during CHI-1, no variations are observed during CHI-2, albeit Figure 4.21
indicates that opening of cracks occurs during that time window. Recalling that the same
figure shows that the tensile strain of concrete during CHI-2 is rather small, it hence appears
that the consequent stiffness reduction is not large enough to affect the natural frequencies
identified from the bridge acceleration response at the location of the sensors installed on
the bridge.
4.8 Conclusions
In this chapter, structural parameters identification of the WSOR has been conducted by
using a FE model updating strategy. The goal of the analysis is to calibrate a nonlinear FE
model of the bridge able to properly predict the response of the WSOR to the earthquakes.
The updating parameters of the problem are selected based on results of the sensitivity
analysis conducted in chapter 2, and corresponds to the stiffness of the springs modeling
the abutments behavior in the transverse and longitudinal direction of the bridge, and
the the rotational stiffness of the bent footings. Additionally, damping parameters encom-
passing the coefficients of the Rayleigh proportional damping and the coefficients of linear
viscous dampers added at the abutments, along the transverse and longitudinal direction
of the WSOR, are included as updating parameters of the problem. In order to capture
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the nonlinear behavior exhibited by the bridge during the earthquakes, the analysis aims
at ultimately modeling the behavior of the boundary conditions of the WSOR as elastic
multilinear springs.
The FE model updating strategy adopted is articulated into two major stages, and relies
on the modal parameters and response time histories recorded during the 2008 Chino Hills
earthquake as the experimental (measured) characteristics of the bridge response for the
formulation of the OF, whose minimization leads to estimation of the unknowns. All of
the optimization problems are solved by using the GA. In the first stage of the parameters
identification procedure, simple linear elastic springs are adopted to model the boundary
conditions, and their stiffness values are identified during each of the four time windows
identified for the 2008 Chino Hills earthquake. This results into four FE model updating
problems, that are performed by minimizing the difference between the experimental and
analytical modal parameters of the WSOR during each time window. Using the results
obtained, damping parameters are estimated with a further FE model updating step where
the OF is constructed in the time domain. Rayleigh damping coefficients are estimated
by minimizing the difference between experimental and analytical time histories during
a low-amplitude portion of the shaking, whereas a high-amplitude time window is used
to calibrate the linear viscous dampers coefficients. In the second stage of the structural
parameters identification, boundary conditions are finally modeled as elastic multilinear
springs with the baseline values of the stiffness of their linear segments set equal to the
values identified at the first stage of the analysis. These values are then updated using
four FE model updating routines, with the OFs constructed in the time domain. Each OF
represents the difference between the experimental and analytical response time histories of
the WSOR during successive time windows of the 2008 Chino Hills earthquake. Due to the
different shaking amplitude of the time windows, the four FE model updating routines allow
for updating successive segments of the elastic multilinear springs. Contextually, damping
parameters are fine-tuned at this stage of the analysis. By defining the OFs in the time
domain, and adopting the fiber discretization strategy of the bents studied in chapter 3,
effects of bents cracking are automatically taken into account in the analysis.
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The resulting model of the WSOR proves to correctly predict the response of the bridge
during the 2008 Chino Hills earthquake, also DFT of the experimental and analytical re-
sponse time histories shows good agreement during the four time windows identified for the
earthquake. The capability of the model of predicting the bridge response to other events
has also been tested, using the records from the 2009 Inglewood earthquake. Additionally,
strain measurements at the base of Bent 2 during the 2008 Chino Hills earthquake are well
predicted by the calibrated model.
Results of the structural parameters identification indicate that the parameters that un-
dergo major changes during the shaking are the longitudinal stiffness of the abutments and
the rotational stiffness of the bent footings. On the other hand, the transverse stiffness of
the abutments keep close to a simple linear elastic spring throughout the seismic motion.
This underlines the significant impact that the longitudinal behavior of the abutments has
on the response of curved bridges during seismic motions, which cannot be disregarded to
fully understand the earthquake behavior of these bridges, as, instead, is common in the
analysis of straight bridges. Another interesting observation is that the rotational stiff-
ness of the footing of Bent 2 is different than that of Bent 3, which could be attributed
to different soil characteristics at the two bents locations. Coherently with larger stiffness
variations at the abutments along the longitudinal direction of the bridge with respect to
the transverse direction, linear viscous dampers coefficients are found to be larger for the
longitudinal linear viscous dampers than for the transverse ones.
Finally, the effect of bents cracking on the variation of the natural frequencies of the WSOR
is analyzed and discussed. It is found that tensile strain of the bents concrete is unlikely
to yield formation of cracks; however, it may cause opening of pre-existing cracks during
time windows CHI-1 and CHI-2. An upper limit for the frequency reduction produced by
such phenomenon is estimated by comparing the natural frequencies extracted from the
vibration response predicted by a perfectly linear elastic model of the WSOR (LB Model)
and a model with linear elastic boundary conditions and nonlinear modeling of the bents
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(NLB Model). The most significant result of the analysis is that the first natural frequency
of the NLB Model during time window CHI-1 is 1.97% smaller than the corresponding
natural frequency of the LB Model. Hence, recalling that during the 2008 Chino Hills
earthquake the first natural frequency of the WSOR reduces of approximately 20% from
time window CHI-4 to time window CHI-1, it is estimated that a frequency reduction of
not more than 2% can be attributed to opening and closing of cracks within the bents.
Chapter 5




The earthquake behavior analysis of the WSOR has revealed that the modal parameters of
the bridge undergo significant variations during seismic events, mostly caused by stiffness
variations of the boundary conditions due to softening of the soil-piles system. A FE model
updating strategy has been implemented to estimate stiffness variations of these model
parameters and provide a nonlinear elastic FE model of the WSOR able to predict the
experimental behavior of the structure. By relying on a fiber discretization of the bridge
bents, and assigning an appropriate nonlinear uniaxial stress-strain relationship to each
fiber, the proposed approach accounts for the effect of opening and closing of cracks within
the bents during seismic motions.
This chapter investigates the impact of using the FE model generated through FE model
updating in chapter 4 for seismic performance prediction of the WSOR, as opposed to a
commonly-employed simplified modeling strategy. The seismic performance of the bridge
129
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is evaluated within the framework of the PBEE through IDA. While this type of analysis
is generally employed to predict the seismic collapse capacity of a structure, herein it is
instead adopted to evaluate the impact of using different modeling strategies on the pre-
dicted seismic response of the bridge, expressed in terms of the value of relevant engineering
demand parameters (EDPs).
Although it is generally assumed that neglecting soil-structure interaction phenomena in
the analytical models of structures results in conservative design, the analysis conducted
provides a rational framework to verify such assumption and investigate the adequacy of us-
ing conventional modeling strategies for the seismic performance assessment of the bridges.
Indications from the study conducted may be beneficial in the perspective of the structural
bridge design and post-event performance evaluation activities.
5.2 Incremental Dynamic Analysis Approach
Formally introduced by Vamvatsikos and Cornell in 2002 [56], IDA is now considered as one
of the most efficient tools to estimate the seismic capacity of structures [58]. The analysis
consists in subjecting a structural model to a suite of ground motions progressively scaled to
multiple levels of intensity, and recording the structural response in terms of an opportunely
selected EDP. Thus, the analysis results into a suite of IDA curves, one for each ground mo-
tion, of response parameterized with respect to intensity level [56]. This suite of IDA curves
is generally summarized by fractile IDA curves representative of the seismic performance of
the structure. If a nonlinear structural model is used, and the ground motions are scaled
up to levels able to cause structural collapse, then the fractile IDA curves inform about the
seismic performance of the structure throughout its entire range of behavior, from elastic
to nonlinear, and eventually collapse.
Unlike most applications in the literature, in this study IDA is not employed for seismic
collapse capacity evaluation purposes, but it is rather adopted to evaluate how using differ-
ent structural models of the WSOR reflects on the bridge’ seismic performance prediction.
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Such assessment is accomplished by comparing results of the IDA study obtained employ-
ing a conventional structural model with those obtained by using the FE model of the
WSOR generated in chapter 4 through FE model updating. The analysis conducted does
not take the structure all the way to collapse because the latter model, calibrated based
on the seismic response of the WSOR to the 2008 Chino Hills earthquake, is representative
of the seismic behavior of the bridge up to relatively limited shaking intensity levels–it is
recalled that the PGA of the 2008 Chino Hills earthquake is 0.367 g. Hence, the behavior
of the structure during earthquakes of significatively larger intensity may be different than
predictions obtained with the model generated. Yet, the analysis still provides useful in-
dications about the consequences of using a conventional modeling approach with respect
to a SHM-informed one. Details and results of the analysis conducted are provided in the
following.
5.3 FE Models of the WSOR
The IDA study is conducted by using two FE models of the WSOR, whose configuration is
that of Figure 4.1 in chapter 4. The two models, however, differ in the way the longitudinal
and transverse behavior of the abutments are modeled, and in the constraints adopted for
the bent footings.
Figure 5.1: Different modeling assumptions for the conventional and SHM-informed models.
These differences are illustrated in Figure 5.1. The first model, which is referred to as the
“conventional model”, features bents fixed at the footing, and linear-elastic-perfectly-plastic
springs to model the longitudinal and transverse behavior of the abutments. The stiffness
of the linear elastic portion of the springs is selected equal to the initial stiffness of the cor-
responding elastic multilinear springs calibrated in chapter 4–i.e. with reference to Figure
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4.11, the stiffness value K4. The second model, referred to as the “SHM-informed model”,
instead employs the characteristics of the boundary conditions calibrated in chapter 4. The
rotational degrees of freedom of the bent footings around the two horizontal axis are not
assumed to be fixed, but constrained by the elastic multilinear springs K2rf and K3rf for
Bent 2 and Bent 3, respectively. Analogously, the longitudinal and transverse behavior of
the abutments is modeled by using the elastic multilinear springs calibrated in chapter 4.
Also in the SHM-informed model, however, the springs at the abutments are assumed to
plasticize when the force reaches the value Pmax,l in compression within the longitudinal
spring, and Pmax,t either in compression or tension in the transverse springs. This modi-
fication to the elastic multilinear springs is introduced in the transverse spring to account
for breaking of the shear keys, and in the compressive longitudinal direction to account for
rupture of the abutment backwall and yielding of the backfill. The values Pmax,l and Pmax,t
are the same for the conventional and the SHM-informed model, and are calculated follow-
ing the indications of the Caltrans’ seismic design criteria [99], based on results of full-scale
abutment testing conducted in [100] and [101], and adopting the modification from [102],
as suggested in [14]. As for the three rotational and the vertical springs at the abutments,
their stiffness is set equal to the values employed in chapter 4, and is the same for the two
models. The characteristics of the abutments and bent footings behavior of the conventional
model have been selected as described above since they are common choices for structural
models employed for earthquake performance assessment of bridges. For example, fragility
curves for the WSOR have been developed in [103] using the modeling assumptions herein
employed for the conventional model.
Observing that the bents are the structural elements more likely to experience excursions
into the nonlinear range during the earthquakes [77, 104], similarly to the strategy adopted
for the structural parameters identification of the WSOR, bents are discretized by fiber
elements, and each fiber is assigned a uniaxial nonlinear stress-strain relationship descriptive
of the mechanical properties of the material that each fiber represents. While analysis of the
shaking table experiments conducted in chapter 3 shows that using a linear-elastic-perfectly-
plastic relationship for confined concrete and a zero-tension linear-elastic-perfectly-plastic
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one for unconfined concrete performs better than more complex relationships at capturing
modal parameters variations of the bridge during low-amplitude earthquakes due to opening
and closure of cracks, a more sophisticated concrete model is employed for the IDA analysis.
Specifically, concrete is modeled by Opensees’ Concrete02 uniaxial stress-strain relationship,
and fibers corresponding to the reinforcing steel bars are assigned the Opensees’ Steel02
material model, following the Giuffre-Mengotto-Pinto relationship [91]. The behavior of
both of these materials has been discussed in chapter 3. The choice made for the concrete
material is justified by the fact that IDA may pose significant demand on the bents; thus,
using a nonlinear material model able to correctly predict the response of the structure to
large cyclic loading is needed. While the simple linear-elastic-perfectly-plastic model of the
concrete materials proved to successfully represent the behavior of the bridges at low levels
of shaking, it may inaccurately represent the concrete response when the seismic demand
imposed by the earthquakes is larger. The concrete model selected, instead, provides a good
approximation of the response of concrete over its full range of behavior, from elastic, to
nonlinear, up to crushing. In this regard, it should be observed that although it is not herein
intended to push the structure all the way to collapse through the IDA analysis, a ground
motion may pose significant demand on the bents even when it is scaled at low values of
the intensity measure, depending on specific properties of the ground motion, such as its
spectral shape and duration [105]. It is therefore desirable to adopt a structural model that
can accurately predict the structure’s response over a wide range of seismic demand levels.
Figure 5.2 provides the moment-curvature response of the bents cross-section resulting from
the modeling approach selected. The curve is obtained accounting for the compressive load
sustained by the bents, which has been estimated into 3800 kN approximately. As shown in
the figure, the curve presents two points of stiffness variation before yielding, corresponding
to the first cracking and the first yielding within the section. First cracking occurs when
the curvature reaches 0.000223 m−1 and first yielding when it reaches 0.001397 m−1. One
of the goals of the IDA study will be to compare the predicted ground motion intensity
level at which these curvatures are reached by the two structural models considered.
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Figure 5.2: Moment-curvature response of the WSOR’s bents.
5.4 Ground Motion Selection
The suite of ground motions employed in the IDA study can be chosen in different fash-
ions, according with the specific goals of the analysis conducted. For example, one of the
most common approaches is to select ground motions whose response spectrum matches
a uniform hazard spectrum, which provides the spectral accelerations at all periods with
a pre-set rate of exceedance, as calculated by probabilistic seismic hazard analysis. Thus,
this approach provides a site-specific selection of the ground motions. This study, however,
does not aim at investigating a specific location, but rather at providing results of more
general significance; additionally, because it compares the seismic performance of two dif-
ferent structure, the set of ground motions to employ in the analysis is desired not to be
tailored to a specific structure. Thus, a suite of ground motion that is site-independent and
structure-independent is desirable. For these reasons, selection of the ground motions starts
from the ground motion sets proposed by Baker et al. [106] for the PEER Transportation
Research Program in order to provide researchers with standardized sets of ground mo-
tions for PBEE analysis. The PEER ground motions sets proposed in [106] are generated
such that the median and variance of their response spectra match those expected from
certain earthquake scenarios, obtained according with the Boore and Atkinson ground mo-
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tion model proposed in [107]. As a result, the sets of ground motions proposed are suited
to study structures with dominant period from 0 to 3 seconds, under certain earthquake
scenarios that can be experienced by seismic-prone sites. In [106], a total of five sets, each
corresponding to a different scenario earthquake, have been selected, and each set encom-
passes 40 ground motions selected from the 3551 multi-component ground motions of the
Next Generation Attenuation (NGA) database [108]. Further details about the ground
motion selection algorithm are provided in [109]. Among the five ground motion suites
provided, the one determined for a target magnitude 7, strike-slip scenario earthquake with
distance to rupture of 10 km, soil site, and no near-fault directivity effects was selected, as
it is deemed to be representative of high-seismicity sites in California.
Because IDA involves performing a large number of nonlinear dynamic analysis, it is a
computationally expensive operation. Hence, in order to reduce the computational effort of
the analysis, only 20 of the total 40 PEER ground motions have been used to conduct the
analysis. The rationale adopted for selecting the set of 20 ground motions is to maintain
unaltered the response spectra mean and variance with respect to the original set of 40
ground motions. To accomplish this task, 20 out 40 ground motions have been randomly
picked for 500,000 times, thus obtaining 500,000 ground motion sets. Among these sets, the
one whose response spectra mean and variance is closer to the corresponding parameters
of the original 40 ground motions was selected to perform the analysis. The difference
between the response spectrum mean and variance of a set of 20 ground motions and the
















where SSEs is the sum of squared errors of the 20 ground motions set, µlnSa(Ti) is the set
mean logarithmic spectral acceleration at period Ti, σlnSa(Ti) is the set standard deviation
of the logarithmic spectral acceleration at period Ti, and µ
t
lnSa(Ti)
and σtlnSa(Ti) are the
respective target values, i.e. the values calculated for the original 40 ground motions. p is
the number of period values over which the summation is operated, and w is a weighting
coefficient that attributes, if set different than 1, different impact to the errors of the set
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standard deviation than to the errors of the set mean logarithmic spectral acceleration. In
























































Figure 5.3: Comparison between target and selected ground motion set exponential loga-
rithmic mean and standard deviation.





























Figure 5.4: Response spectra of the ground motions selected and corresponding median.
Figure 5.3 compares the exponential logarithmic mean and standard deviation of the 20
selected ground motions with those of the original 40 records (target); and Figure 5.4
shows the response spectra of the 20 ground motions selected and the corresponding mean
spectrum. Finally, Table 5.1 lists the selected ground motions, for each providing the ground
motion number on the NGA database, the year of the earthquake, the recording station,
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No.
NGA
Earthquake Name Year Station Mag.
Hypocent.
No. Dist. (km)
1 231 Mammoth Lakes-01 1980 Long Valley Dam 6.06 15.52
2 169 Imperial Valley-06 1979 Delta 6.53 35.17
3 163 Imperial Valley-06 1979 Calipatria Fire Station 6.53 58.00
4 1158 Kocaeli, Turkey 1999 Duzce 7.51 99.52
5 730 Spitak, Armenia 1988 Gukasian 6.77 36.68
6 266 Victoria, Mexico 1980 Chihuahua 6.33 38.29
7 558 Chalfant Valley-02 1986 Zack Brothers Ranch 6.19 17.47
8 2114 Denali, Alaska 2002 TAPS Pump Sta #10 7.90 84.89
9 931 Big Bear-01 1992 S. Bernardino-E&Hosp. 6.46 47.33
10 900 Landers 1992 Yermo Fire Station 7.28 86.28
11 1084 Northridge-01 1994 Sylmar-Converter Sta 6.69 21.87
12 68 San Fernando 1971 LA-Hollywood Stor FF 6.61 41.57
13 776 Loma Prieta 1989 Hollister-South&Pine 6.93 51.31
14 1495 Chi-Chi, Taiwan 1999 TCU055 7.62 36.74
15 161 Imperial Valley-06 1979 Brawley Airport 6.53 44.29
16 1236 Chi-Chi, Taiwan 1999 CHY088 7.62 69.24
17 1605 Duzce, Turkey 1999 Duzce 7.14 14.09
18 2656 Chi-Chi, Taiwan 1999 TCU123 6.20 39.64
19 754 Loma Prieta 1989 Coyote Lake Dam 6.93 35.49
20 1183 Chi-Chi, Taiwan 1999 CHY008 7.62 69.73
Table 5.1: Selected ground motions.
the earthquake magnitude, and the hypocentral distance.
5.5 Performing the IDA
In this paragraphs details about the execution of the IDA study are provided, including the
IDA algorithm for scaling of the ground motions, the selection of the intensity measure (IM)
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and the EDPs, and the main postprocessing operations such as the results interpolation and
summarization of the IDA curves.
5.5.1 IDA Algorithm and Ground Motion Scaling for 3D Analysis
Performing the IDA involves running nonlinear dynamic analysis for a suite of ground mo-
tions, each scaled at different values of a certain IM. Thus, it is important to decide how
to scale the ground motions and select an appropriate IDA algorithm to define the interval
between the different scaling levels.
As shown by the sensitivity analysis in chapter 2, in order to correctly assess the behavior
of a curved bridge, it is particularly important to employ 3D structural models rather than
simple 2D ones, as the structural response of curved bridges may be influenced by 3D effects
at a much larger extent than the case of straight bridges. A consequence of performing a 3D
analysis is that two horizontal components of the ground motion need to be defined rather
than just one, as in the case of a 2D analysis. While the 20 ground motions selected–Table
5.1–come with two horizontal components each, provided by the NGA database, it needs
to be decided how to operate scaling of these components. Regardless of the choice of the
IM, following indications in [57] and [58], that offer two of the few studies available in the
literature where IDA is applied to 3D structures, it is decided to keep the relative scale of
the two components constant, implying that at each step of the analysis, the two compo-
nents of a certain ground motion are multiplied by the same scaling factor. In other words,
calling IM1 and IM2 the intensity measure of the two components of a record, the ratio
IM1/IM2 is kept constant throughout the IDA. In order to establish the scaling factor, one
of the two components of a ground motion is regarded as the primary component, and it is
scaled at desired incremental values of the IM. The remaining (secondary) ground motion
component is simply scaled by the same factor, maintaining the relative scale between the
two components unaltered. In this study, the two components of the ground motion are
applied along the transverse and longitudinal direction of the bridge, and the former com-
ponent is selected as the primary one. This strategy ultimately leads to the possibility of
representing the results of the IDA in a 2D plot, with the EDP in the x-axis and the IM
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of the primary component of the ground motions in the y-axis. Nevertheless, 3D plots of
the IDA curves, where a vector IM accounting for the IM of both of the two ground motion
components is employed, are presented to discuss the impact of the relative intensity of the
two ground motion components on the seismic demand on the bridge.
Another choice to be made to perform the IDA is the selection of the algorithm that es-
tablishes the IM values at which each ground motion is scaled. In this study, a stepping
algorithm, i.e. one in which the ground motions are scaled to pre-established fixed target
values of the IM, is selected. It has to be said that different algorithms have been proposed
in the literature. A widely-used one is the hunt & fill tracing algorithm proposed in [56].
This algorithm is designed to minimize the number of runs required to obtain the IDA
curves. Initially, analyses are conducted for largely increasing values of the IM, until non-
convergence is reached, signaling global dynamic instability. Successively, the resolution
of the analysis is improved by running nonlinear dynamic analysis for smaller target IM
values. Particularly, attention is placed in refining the analysis in proximity of the IM for
which global instability is reached, as relevant nonlinearities generally affect the structural
behavior in correspondence of those values of the IM, so that large variations of the EDPs
generally occurs for small variations of the IM. Because this study does not focus on bring-
ing the structural model to collapse, an IDA algorithm such as the hunt & fill does not fit
the purposes of the analysis. Hence, a stepping algorithm is preferred. With respect to
hunt & fill, which tends to provide low resolution at small values of the IM, the stepping
algorithm gives the chance to refine the analysis also for small values of the IM, which is
desirable in the context of the goals of the analysis performed in this research. A total of
14 steps is selected for the stepping algorithm, which means that, having two models to be
analyzed with 20 input ground motions each, a total of 560 nonlinear dynamic analysis are
required to complete the IDA study.
5.5.2 Selection of the IM
As a result of the IDA, a suite of curves, one for each ground motion, that pairs an IM
of the scaled ground motion with a scalar value representative of the structural response,
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i.e. an EDP, is produced. Choosing an appropriate IM for the ground motions is a funda-
mental step of an IDA study. In fact, while a nonlinear MDOF structural model responds
differently to different ground motions, which causes a certain variability within the suite of
IDA curves produced, additional variability–i.e. a larger dispersion of EDP given IM–may
be introduced by poor choices of the IM. This is particularly undesirable because it means
that each curve is less representative of the structural response, so that more curves need
to be produced, i.e. more nonlinear dynamic analysis need to be run, increasing the com-
putational effort of the analysis, to obtain meaningful indications from the analysis. Thus,
an optimal IM is one that provides minimum dispersion of EDP given IM, which occurs
when the IM is not only correlated with the characteristics of the ground motion but also
accounts for structural information [110]. For this reason, the most commonly IM employed
to present the results of the IDA is the 5%-damped spectral acceleration at the first period
of the structure, Sa(T1, 5%). Yet, it should be observed that such an IM is adequate if
the structural response is dominated by the first mode of the structure; on the opposite, if
higher modes have significant impact on the structural response, then Sa(T1, 5%) may not
be a particularly efficient IM. In order to overcome this issue, alternative IMs have then
been proposed in the literature, such as in [111] and [112], based on combinations of several
spectral values. Yet, the choice of efficient IMs is still an open research topic.
In this study, in order to compare the IDA curves generated for the two structural models,
the PGA of the scaled ground motions is selected as the IM to present the results. Though
PGA is not as efficient as Sa(T1, 5%) because it bears no relation with the structural re-
sponse characteristics, this choice is made because, due to their different boundary condi-
tions configuration, the two structural models have different natural frequencies. In fact, the
conventional model has a first natural frequency of 1.96 Hz, and the SHM-informed model
has a first natural frequency of 1.84 Hz. Hence, for a given ground motion, the spectral ac-
celeration at the first period of the structure is different for the two models. Consequently,
assuming that it is desired to compare the response of the two structural models to a certain
earthquake at a certain level of the earthquake intensity, and Sa(T1, 5%) is selected as the
IM; then, the value of Sa(T1, 5%) of interest is selected, and the response (i.e. the EDP
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value) of the two models identified at that level of the IM is compared. Such a comparison,
however, would not be meaningful because the selected Sa(T1, 5%) corresponds to earth-
quakes scaled differently for the two structural models. In other words, the response of the
structure would actually be compared in correspondence of two different earthquakes, rather
than the same one. This issue is circumvented by using PGA as the IM since it is merely a
characteristic of a ground motion, and is completely independent from the characteristics
of the structure. The inefficiency of an IM such as PGA is mitigated by the fact that this
study investigates the behavior of the structure at relatively low earthquake intensity levels,
so that even using PGA as the IM is deemed adequate to yield reasonable dispersion of the
EDP values at given levels of the IM.
Despite IDA results for the two structural models are compared with the IDA curves ex-
pressed in terms of PGA, the stepping algorithm defines the incremental target IM values
in terms of Sa(T1, 5%). Due to the superior efficiency of this IM, this choice ultimately
allows a better control of the outcome of the analysis. More specifically, because using
Sa(T1, 5%) minimizes the dispersion of the EDP values at a given IM, then this choice is
such that each ground motion employed in the analysis leads the structure approximately
to the same values of the EDPs. This avoids, or at least limits, having some earthquakes
that cause collapse within the structure, and others that do not allow reaching values of the
structural response that would be of interest to investigate. Thus, IDA curves for the two
structural models, when presented individually, are proposed in the following of the chapter
in terms of Sa(T1, 5%), while results for the two models are compared using PGA as the
IM. It should be finally observed that describing the IDA curves through different IMs is
merely a matter of postprocessing of the results and does not require running the analysis
again.
5.5.3 Selection of the EDPs
The EDPs are scalar variables representative of the structural response to an earthquake
scaled at a certain IM. EDPs can be selected depending on which characteristic of the struc-
tural response is of interest to analyze. In the case of bridges, one typical choice for the
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EDP is the drift ratio of the bents, as it is an effective indicator of local or global collapse.
Although it is of interest in this research to investigate the effect of modeling choices on
the predicted seismic demand that the earthquakes pose on the bridge bents, drift ratio is
not selected as the EDP. This is due to the different boundary conditions of the bents in
the two structural models adopted. In fact, while in the conventional model the bents are
fixed at the base, in the SHM-informed model their rotational degrees of freedom along the
two horizontal axes are constrained by rotational springs. So, in the two cases, the same
value of drift ratio is actually representative of different levels of seismic demand within the
bents. Indeed, in the SHM-informed model, large drift ratios may be caused by rotation
of the bents at the base, i.e. by rigid rotations of the bents, without implying large levels
of deformation within the structural elements. Moreover, it needs to be considered that
additional demand on the bents may be induced by rotations of the deck, which may occur
as a direct consequence of using full 3D models of the structure, and this effect may not
be captured by using the drift ratio as the EDP representative of the seismic demand on
the bents. In many applications in the literature this is not of concern as 2D structural
models are often employed. Thus, instead of the commonly-used drift ratio, curvature is
selected as the EDP representative of the bents response. More precisely, the maximum
curvature within the top and bottom portions of each bent, i.e. at the locations within the
bents where curvature is larger and plastic hinges may form, are employed as EDPs. In the
following, it is referred to these EDPs as the curvature at the top and bottom of each bent.
Unlike the drift ratio, this choice also allows to discern how the predicted relative seismic
demand between the top and bottom portions of the bents changes when using different
modeling strategies of the boundary conditions.
Another important characteristic of the bridge seismic response to investigate is the relative
displacement between the edges of the deck and the abutments. Excessive displacement, in
fact, may cause unseating of the deck leading to structural collapse. Displacements of the
two edges of the deck in the direction away from the abutment are then selected as additional
EDPs. Thus, a total of six EDPs are selected, comprising the maximum curvature at the
top and bottom of each bent and the displacement of the deck away from the abutment at
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the two edges of the deck.
5.5.4 Postprocessing
As a result of the IDA, a set of IM-EDP pairs for each ground motion is determined. The
first postprocessing operation is the interpolation of these points in order to approximate
the entire IDA curve. Different interpolation techniques could be employed to achieve this
result. According with [113], a realistic interpolation that accurately represents the real
IDA curves can be generated using natural, coordinate-transformed, parametric splines
with a centripetal scheme for knot-selection, so this method is adopted to perform the
interpolation. In the context of the parametric spline interpolation, associating the IM
with the x-variable and the EDP with the y-variable, as a result of the IDA, one has n
interpolation points pi = (xi, yi), i = 1, . . . , n where n is the number of IM-EDP pairs
generated by the analysis–i.e. the number of nonlinear dynamic analysis conducted for each
ground motion. The interpolating spline S(t) comes in n cubic polynomial piece and is
parameterized on a single non-negative parameter t. Thus, such cubic polynomial pieces
can be written, for the IM and the EDP variables as
Sxi(t) = axit
3 + bxit
2 + cxit+ dxi
Syi(t) = ayit
3 + byit
2 + cyit+ dyi
t ∈ [ti−1, ti] , i = 1, . . . , n (5.2)
where ti, i = 1, . . . , n are chosen parameter values called the interpolation nodes. Differ-
ent choices can be made to define the nodes. The centripetal scheme proposed by Lee
[114] is chosen herein as it was shown to provide better results than other commonly-used
parametrization schemes such as the uniform and chord length parametrization schemes.
Thus, following [114], in a centripetal parametrization scheme the nodes are chosen as
t0 = 0, and









, 1 ≤ i ≤ n. (5.3)
The spline components Sxi and Syi can be calculated by using Equation (5.2) such that
Sxi(ti) = xi and Syi(ti) = yi, i = 1, . . . , n and opportunely setting the boundary conditions.
In this study, natural boundary conditions are employed. By using the interpolating spline,
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it is possible to approximate the EDP value at arbitrary levels of the IM and vice versa.
Given a value of x, the appropriate polynomial piece Sxi can be employed to find the
corresponding value of the parameter t, which can be entered in the appropriate polynomial











where the superscript −1 indicates the inverse of a function.
Another important postprocessing operation is the summarization of the IDA curves. The
analysis, in fact, generates as many IDA curves as the number of ground motions employed
in the analysis. Hence, summarizing these data into some central and dispersion measures
is needed. This is accomplished by calculating the 16%, 50% and 84% fractile IDA curves.
In general, construction of the fractile IDA curves consists in selecting a set of IM values,
generating for each IM value selected a stripe of corresponding EDP values, one for each
ground motion, that can be calculated using the interpolation splines, and finding the 16%,
50% and 84% fractile for each stripe. In this fashion, pairs of fractile IM-EDP points are
determined, and can be interpolated in the same way exposed for each single IDA curve to
finally generate the 16%, 50% and 84% fractile IDA curves. It should be observed that when
Sa(T1, 5%) is selected as the IM, because a stepping algorithm is chosen to select the target
Sa(T1, 5%) values at which the ground motions are scaled, summarizing the IDA curves is
made easier by the fact that stripes of EDP values at those target Sa(T1, 5%) values are
available as a direct result of the analysis, so that resorting to the interpolation spline to
find stripes of EDP values at given IM values is actually unnecessary. However, fractile IDA
curves expressed in terms of the Sa(T1, 5%) cannot be directly translated in terms of PGA,
but each single IDA curve needs first to be expressed in terms of PGA, which is a quite
straightforward postprocessing operation, then a new summarization routine needs to be
implemented to calculated the fractile IDA curves with PGA as the IM. And in this case,
it is necessary to employ the interpolation spline to first identify stripes of EDP values at
pre-set PGA levels, then fractile values for each stripe can be calculated, and the fractile
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IDA curves can be finally generated by interpolation of the stripes fractile values.
5.6 Results of the IDA Study
IDA curves and their summarization for the conventional and the SHM-informed model are
first presented, then results for the two structural models are compared and discussed based
on their median IDA curves.
5.6.1 Individual Results for the Two Structural Models
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Figure 5.5: Individual IDA curves and the 16, 50, and 84% fractile IDA curves for the bents
curvature of the conventional model.
Starting from the conventional model, Figure 5.5 provides the 20 individual IDA curves
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describing the evolution of the curvature at the bottom and the top of each of the two bents
for increasing intensity levels of the input earthquakes. Additionally, the 16, 50, and 84%
IDA fractile curves are provided for each of the four EDPs considered. It should be observed
that because the figures only presents the results of one of the two structural models, it is
legitimate to use Sa(T1, 5%) as the selected IM. The four plots adopt the same range of IM
and EDP values to facilitate understanding of the behavior of the four characteristics of the
structural response analyzed. Thus, it is evident that the seismic demand at the bottom of
each bent is significantly larger than at the top of the bent. For example, looking at the 50%
fractile IDA curves of Bent 2, when Sa(T1, 5%) is equal to 1.5 g, the curvature at the bottom
of the bent reaches approximately 0.004 m−1, while at the top is only approximately 0.001
m−1. Analogous considerations are valid for Bent 3. It is also interesting to observe that
the plots for the curvature at the bottom of the bents show that a number of earthquakes
leads to flattening of the IDA curves as Sa(T1, 5%) becomes larger than approximately 1.5
g, indicating the generation of plastic hinges; whereas this phenomenon is less emphasized
for the curvature at the top of the columns. Hence, the analysis reveals that plastic hinges
may first occur at the bottom of the bents as a result of the earthquakes, while demand at
the top of the columns is less severe. Additionally, the IDA curves for the curvature at the
bottom of the bents show much larger dispersion than those for the curvature at the top,
which is particularly stressed by the larger range of EDP values identified by the 16 and
84% fractile IDA curves at a given IM value for the curvature at the bottom of the bents
with respect to the range EDP values identified at the same IM value by the corresponding
fractile IDA curves for the curvature at the top of the bents. As this observation is already
valid from small values of Sa(T1, 5%), it indicates that the seismic response at the bottom
of the bents is more sensitive to the specific characteristics of a certain ground motion with
respect to the response at the top of the bents.
Figure 5.6 shows results of the IDA study for the horizontal displacements of the superstruc-
ture at the abutment locations, in the direction away from the abutments; and indicates
that the two edges of the superstructure undergo similar values of displacement. It is also
important to observe that the IDA curves associated with certain ground motions start
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Figure 5.6: Individual IDA curves and the 16, 50, and 84% fractile IDA curves for the
superstructure horizontal displacement at the abutments of the conventional model.
flattening at values of Sa(T1, 5%) around 1.5 g, or even smaller in some cases, indicating
that large relative displacement between the superstructure and the abutments may take
place at that level of shaking, which could undermine the global stability of the bridge as
unseating of the superstructure may occur.
Figure 5.7 presents the 20 individual IDA curves and the 16, 50, and 84% fractile IDA
curves for the curvature of the bents of the SHM-informed model. The curves are provided
in terms of Sa(T1, 5%) as the selected IM. It is worthwhile to recall that due to the different
value of the first natural period of the two structural models, the same value of Sa(T1, 5%)
in Figures 5.7 and 5.5 are actually representative of earthquakes scaled at different scal-
ing factors. Results for the two structural models are later compared adopting PGA as
the IM, which allows to overcome this issue. Yet, some interesting observations can be
framed already at this stage. In particular, it can be observed that the curvature at the
bottom of Bent 3 is much smaller than for the corresponding location within Bent 2, at the
point of having values comparable to the curvature at the top of the bent for given values
of the IM. This behavior appears significantly different than the case of the conventional
model, for which the response of the two bents exhibit substantially the same characteristics.
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Figure 5.7: Individual IDA curves and the 16, 50, and 84% fractile IDA curves for the bents
curvature of the SHM-informed model.
Figure 5.8 provides the results of the IDA study for the horizontal displacement of the
superstructure at the abutment locations for the SHM-informed structural model. Similarly
to the case of the conventional model, displacements at the two edges of the box girder shows
similar values at given levels of the IM.
5.6.2 Comparison of the IDA Results for the Two Structural Models
In order to directly compare results of the IDA study for the two structural models, IDA
curves are described in terms of the PGA as the selected IM, and the comparison is operated
based on the 50% fractile IDA curves. Figure 5.9 compares the 50% fractile IDA curves of
the two structural models for the curvature of the bents. The figure shows that the curva-
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Figure 5.8: Individual IDA curves and the 16, 50, and 84% fractile IDA curves for the
superstructure horizontal displacement at the abutments of the SHM-informed model.
ture at the bottom of Bent 2 is larger when the seismic response of the bridge is predicted
by using the conventional model; in the same way, the predicted curvature response at the
bottom section of Bent 3 is much larger when the conventional model is employed. The
significant difference between the curves in this latter case can be ascribed to the smaller
rotational stiffness of the footing of Bent 3 with respect to Bent 2 in the SHM-informed
structural model, which is such to reduce the seismic demand on Bent 3. Focusing on the
predicted curvature at the top section of the bents, the two models result in essentially the
same 50% fractile IDA curve for the curvature of the top section of Bent 2. The two curves
are very similar also in the case of the top section of Bent 3; however, the SHM-informed
model predicts slightly larger values of curvature than the conventional model at given val-
ues of the IM. Hence, it emerges that using the conventional model leads to substantially
conservative predictions of the bridge seismic response, as far as the demand on the bents
is of concern. Yet, this is not true for the curvature at the top of Bent 3, so that the actual
seismic demand in terms of such EDP may be slightly larger than the prediction obtained
with a structural model that does not fully accounts for soil-structure interaction effects.
This is interpreted as the consequence of different boundary conditions between the two
bents that may result in significant differences between actual and predicted seismic re-
sponse when a simplified structural model is employed. It needs to be remarked that while
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Figure 5.9: Comparison between the 50% fractile IDA curve of the conventional and SHM-
informed models for the curvature of the bents.
such prediction may be overconservative for certain characteristics of the seismic demand,
it could be unconservative for others. Hence, biased predictions of the seismic demand may
lead to design choices that may be not only uneconomical but also unconservative.
In order to gain a better sense of the difference between the seismic performance predicted
by the two structural models, one can consider two limit states corresponding to first crack-
ing and first yielding of the steel reinforcing bars, which occur when the curvature of the
bents reaches 0.000223 m−1 and 0.001397 m−1, respectively, as obtained from the moment-
curvature diagram of the bents in Figure 5.2. When the seismic capacity of structures with
respect to certain limit states is of interest, however, it is customary to employ fragility
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functions that describe the probability of exceeding that limit state as a function of an IM
of the ground motion. Data from the IDA study can be employed to construct analytical
fragility curves. Considering limit states of first cracking and first yielding, parameters of
the fragility curves for these limit states can be estimated based on the values of the IM such
that each one of the 20 ground motions cause onset of those limit states. Despite Figure
5.9 shows that the bottom section of Bent 2 is likely to reach these limit states for ground
motions of lower intensity than the other three locations considered, due to earthquake-to-
earthquake variability there may be ground motions that induce exceedance of the limit
states at locations different than the bottom of Bent 2, which needs to be taken into ac-
count in order to correctly assess the fragility of the bridge with respect to the two limit
states considered. Thus, for each of the two structural models, the IDA curves, expressed
in terms of the PGA, generated for all of the four curvature EDPs investigated need to be
considered. Then, the 20 values of PGA used to estimate the parameters of the fragility
curves are selected by first collecting, for each of the 20 ground motions adopted in the
study, the four corresponding IDA curves–one for each of the four curvature EDPs. Then,
the four curves are entered with the value of curvature corresponding to a limit state, and
the smallest PGA value among the four values identified by the IDA curves is selected as the
IM for which that ground motion cause onset of the limit state. Repeating this operation
for all of the 20 ground motions leads to a collection of 20 PGA values for each of the four
fragility curves to be estimated–first cracking and first yielding for the conventional and the
SHM-informed models.
Figure 5.10 shows the results of the procedure outlined above. Each plot corresponds to the
selection of one of the four sets of 20 PGA values, and shows the 20 IDA curves selected for
the definition of these values. In the figure, the curves are plotted for EDP values from zero
to the value of curvature that define each of the two limit states, 0.000223 m−1 and 0.001397
m−1. Thus, the 20 values of PGA considered are identified by the intercepts of the IDA
curves with the y-axis on the right-hand side of the graph, as highlighted by the circles in
the plots. Although fragility curves can be described by different functional relationships,
the two-parameters (median and log-standard deviation) lognormal cumulative distribution
CHAPTER 5. MODELING IMPLICATIONS ON THE SEISMIC PERFORMANCE
ASSESSMENT OF THE WSOR 152












Conventional model − first cracking












Conventional model − first yielding












SHM−informed model − first cracking












SHM−informed model − first yielding
Figure 5.10: Selection of the PGA values used for estimation of the parameters of the
fragility functions.
function (CDF) is generally employed [115], and is adopted also in this study. The two
parameters of the distribution can be estimated from each set of 20 PGA values selected,
by taking the natural logarithm of each PGA value and calculating their mean and standard



















where n is the number of ground motions considered, PGAi is the PGA for which the i-th
ground motion induce onset of the limit state within the bridge, ln c and ζ are the mean and
CHAPTER 5. MODELING IMPLICATIONS ON THE SEISMIC PERFORMANCE
ASSESSMENT OF THE WSOR 153
standard deviation, respectively, of the normal distribution representing the ln PGAi values.
Table 5.2 provides the estimates of the lognormal distribution parameters. Figure 5.11
Limit state
Conventional model SHM-informed model
c (g) ζ c (g) ζ
First cracking 0.0760 0.2502 0.1012 0.3311
First yielding 0.3752 0.3039 0.4969 0.3626
Table 5.2: Estimated parameters of the fragility curves.





































Figure 5.11: Comparison between the fragility curve for the conventional and SHM-informed
models, for the limit states of first cracking and first yielding within the bents.
finally shows the fragility curves for the first cracking and first yielding limit states, com-
paring the curves estimated by using the conventional model and the SHM-informed model.
Before commenting on the results obtained, it is opportune to verify whether the fragility
functions constructed are acceptable by using a goodness-of-fit test. The Lilliefors test for
normality [117] is employed to this end. Based on the well-known Kolmogorov-Smirnov
goodness-of-fit test, the Lilliefors test for normality is used to test the hypothesis that a
set of observations are from a normally distributed population, but the mean and variance
are not specified. As a lognormal CDF is employed to describe the fragility functions, and
the parameters of the distribution are estimated from the sample of PGAi values derived
CHAPTER 5. MODELING IMPLICATIONS ON THE SEISMIC PERFORMANCE
ASSESSMENT OF THE WSOR 154
from the IDA curves, as described in Figure 5.10, then the case under investigation fits
the requirement for the application of the Lilliefors normality test; which can be employed
to test whether the ln PGAi values are from a normal distribution. The first step of the
analysis is to calculate the frequency associated with each ln PGAi, i.e. the proportion
of ln PGAj , j = 1, . . . , n values smaller or equal than ln PGAi [118], called S(ln PGAi).
In other words S(ln PGAi) is the probability associated with ln PGAi from the sample
cumulative distribution S(ln PGA). Then, the probability of each ln PGAi from a normal
distribution with mean ln c and standard deviation ζ, F(ln PGAi), is computed. Finally,
the maximum difference, called D, between the probability associated with ln PGAi when
it is assumed to be normally distributed, and the frequencies observed, is computed as [118]
D = max
i
{|S(ln PGAi)−F(ln PGAi)|, |S(ln PGAi)−F(ln PGAi−1)|}. (5.8)
The normality hypothesis is rejected at the significance level α if D is greater or equal to
a critical value Dmax. Dmax values for different significance levels and sample sizes are
provided in [117]. In the case under investigation, setting a significance level equal to 0.05,
for a sample size n = 20, [117] provides Dmax = 0.192. Following the procedure exposed
above to calculate the D value for the four sets of 20 PGA values employed to construct
the fragility curves, results in Table 5.3 are obtained. Results from the table show that
Limit state
Conventional model SHM-informed model
first cracking first yielding first cracking first yielding
D 0.214 0.155 0.148 0.189
Table 5.3: Values of the Lilliefors criterion D for the four sets of PGA values employed for
the estimation of the fragility curves.
D < Dmax, so the null hypothesis cannot be rejected at the significance level selected, for
the two fragility functions for the limit state of first yielding, and the fragility function for
first cracking of the SHM-informed model; instead, the fragility function for first cracking of
the conventional model does not pass the test at the significance level established. In order
to further explore this matter, Figure 5.12 compares the lognormal CDF used to describe
the probability of exceeding this limit state, and the empirical CDF corresponding to the
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PGA values that cause onset of first cracking within the bents of the conventional model,
derived from the IDA curves (Figure 5.10). Figure 5.12 shows that the lognormal CDF























Figure 5.12: Empirical and lognormal CDF for the limit state of first cracking for the
conventional model.
approximates quite well the behavior of the empirical one, so that even if the hypothesis of
lognormal distribution of the PGA values is rejected at the 0.05 significance level, employing
the lognormal CDF as the fragility function in no way invalidates the indications that can
be drawn from the fragility curves in Figure 5.11.
Perusal of Figure 5.11 reveals that for both of the limit states investigated, the curve es-
timated with the SHM-informed model appear on the right of the one estimated with the
conventional model, confirming that the latter tends to provide conservative prediction of
the bridge capacity. Nevertheless, the curves associated with the SHM-informed model
have larger dispersion (see the values of standard deviation in Table 5.2) which suggests
that the bridge structural response predicted with the SHM-informed model is character-
ized by larger earthquake-to-earthquake variability than predictions from the conventional
model. This phenomenon may be attributed to the higher degree of nonlinearity of the
SHM-informed model that accounts for stiffness variations of the boundary conditions with
the intensity of the ground motion. Consequently, caution needs to be used in the per-
formance assessment of the bridges using simplified models, as, although they appear to
be generally conservative, they may provide unconservative response estimations to certain
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ground motions. For example, Figure 5.13 provides the IDA curves for the curvature at the

















Figure 5.13: Comparison between the IDA curve of the conventional and SHM-informed
models for the curvature at the bottom of Bent 2, using the 1992 Landers earthquake as
the input ground motion.
bottom of Bent 2 obtained for the 1992 Landers earthquake (earthquake No. 10 in Table
5.1), and shows that using a conventional model yields unconservative predictions of this
characteristic of the seismic response of the bridge when the input ground motion is scaled
to values of PGA larger than approximately 0.65 g. Hence, when the response to a specific
ground motion is of interest, rather than the probabilistic seismic performance assessment
of the structure, using simplified modeling assumptions may reveal particularly detrimental.
Figure 5.14 compares the 50% fractile IDA curves for the superstructure displacement at the
abutment locations, obtained with the two structural models under investigation, and shows
that using the conventional model of the WSOR leads to unconservative predictions of the
box girder displacements. The reason for this phenomenon can be ascribed to softening
of the boundary conditions of the SHM-informed model occurring for increasing intensity
of the ground motions, which is such to allow larger displacements of the superstructure.
Results in Figure 5.14 are of particular relevance considering that excessive displacements
may introduce damages of various degrees, from deterioration of the bearing pads, up to
unseating of the bridge deck, which is often the cause of structural collapse during the
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Figure 5.14: Comparison between the 50% fractile IDA curve of the conventional and SHM-
informed models for the superstructure horizontal displacement at the abutment locations.
earthquakes, as observed, for example, during the 1994 Northridge, California earthquake
[119]. Hence, the analysis suggests that using adequate structural models, accounting for
soil-structure interaction phenomena, for the seismic performance prediction of the bridges
may prevent underestimation of the superstructure displacements, avoiding unseating of
the deck at earthquake intensity levels smaller than expected.
5.7 Discussion About the IDA Curves Described in Terms
of a Vector of Two IMs
IDA curves have been presented so far in 2D plots using a scalar IM, i.e. the IM of the
primary (transverse) component of the ground motions employed to conduct the analysis.
In this section, results of the IDA study are discussed by describing the IDA curves in
terms of a vector of two IMs, which enables to account for the intensity of both of the two
components of the ground motions. The first component of the IMs vector is the spectral
acceleration at the first period of the structure of the primary component of the ground
motion, and is named Say(T1, 5%) for we choose the primary component to be the one along
the transverse direction of the bridge (i.e. the y-direction, for consistency with the conven-
tion adopted throughout this research). De facto, this IM is the Sa(T1, 5%) employed to
describe the 2D IDA curves in Figures 5.5 and 5.6, in the case of the conventional model,
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and Figures 5.7 and 5.8, in the case of the SHM-informed model. The second component
of the IMs vector accounts for the intensity of the secondary component of the ground
motions, and is selected as the quantity Sax(T1, 5%)/Say(T1, 5%), i.e. the ratio between
the spectral acceleration at the first period of the structure of the second ground motion
component–the component acting along the longitudinal direction of the bridge, identified
as the x-direction–and the spectral acceleration of the primary component of the ground
motion at the same period. It is once again recalled that this ratio is maintained constant
for each ground motion throughout the incremental analysis, as the two components of
motion are scaled by the same factor at each incremental step of the IDA. Observing that
the IDA curves presented so far, for both the conventional and the SHM-informed model,
show large dispersion of the EDP values even at relatively small levels of the IM, using a
vector of two IMs to describe the IDA curves may help to explain such variability, inasmuch
as the effect of both of the two components of the ground motions is accounted for. Nev-
ertheless, it needs to be recalled that a certain dispersion of the structural response at a
given value of the IM is physiological, and can be attributed to specif characteristics of the
ground motions, such as their spectral shape and duration. Representing the IDA curves









































































Figure 5.15: Individual IDA curves for the curvature at the bottom section of Bent 2 for
the SHM-informed model, represented for a vector IM.
Figure 5.15 shows the 20 IDA curves for the curvature at the bottom of Bent 2 and for
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the relative displacement between the superstructure and the abutment at the location
of Abutment 1 for the SHM-informed model, represented for a vector of two IMs. The
two IMs appear on the x- and y-axis, and the EDP is now placed on the vertical z-axis.
From perusal of the plots, it can be observed that the curves with large values of the ra-
tio Sax(T1, 5%)/Say(T1, 5%) present rapidly-growing values of the EDP for increments of
Say(T1, 5%), whereas curves characterized by a small value of that ratio tend to keep close
to the x-y plane, indicating smaller increments of the EDP value as the ground motions are
scaled towards larger Say(T1, 5%) values. In order to better understand this phenomenon,
considering as an example the case of the curvature at the bottom of Bent 2, we can consider
a plane normal to the z-axis, fixed at a certain value of the EDP, and identify the points on
the plane where each IDA curve intersects the plane. Figure 5.16 shows the resulting plot for
a plane fixed at the EDP value of 0.001 m−1. The figure thus provides the IM pair values for
which each of the 20 ground motions leads to such value of curvature, and shows that when
Sax(T1, 5%)/Say(T1, 5%) is small (approximately 1 or smaller), it may take large values of
Say(T1, 5%), up to almost 2 g, to reach the target value of curvature, whereas for ground
motions characterized by large values of the spectral acceleration ratio–for example consider
the two ground motions for which it is larger than 2–the target value of curvature is reached
for smaller values of Say(T1, 5%)–around 0.5 g for the two ground motions mentioned above.
It would be now interesting to find a way to summarize the results in Figure 5.16 with
some tool analogous to the IDA fractile curves, so that to provide a curve describing the
median values of the two components of the IM vector for which a certain value of the
EDP is achieved. Reasoning in the same way that led to fractile IDA curves, it would
be argued that the fractile values of Say(T1, 5%) at given values of the non-scalable IM,
i.e. Sax(T1, 5%)/Say(T1, 5%), could be calculated, and then interpolated to produce fractile
curves. However, the problem with this approach is the scarcity of data. Only one value of
Say(T1, 5%) is in fact available at each level of the non-scalable IM, so that it is not possible
to compute the fractiles. Following indications from [57], an alternative solution is using
the symmetric-neighborhood running fractiles proposed by Hastie and Tibishirani [120].
According with this method, for a given value of the non-scalable IM, fractiles can be calcu-
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Figure 5.16: Values of the two components of the vector IM for which the curvature at the
bottom of Bent 2 of the SHM-informed model reaches 0.001 m−1, for the 20 ground motions
considered.
lated by choosing values of Say(T1, 5%) corresponding to values of Sax(T1, 5%)/Say(T1, 5%)
that are close to the one under investigation. Letting these values being the k values on
the left and the k values on the right of the selected non-scalable IM value, for which a
corresponding value of Say(T1, 5%) exists, a symmetric nearest neighborhood is thus con-
structed; and the running fractiles at the selected value of the non-sclable IM variable are
defined as
F (Sax(T1, 5%)/Say(T1, 5%))i = fracj∈N(Sax(T1,5%)/Say(T1,5%))i (Say(T1, 5%))j (5.9)
where F (Sax(T1, 5%)/Say(T1, 5%))i indicates a certain fractile (e.g. 16, 50, or 84%) for the
i-th value of the non-scalable IM, with i = 1, . . . , n where n is the number of ground motions
(20 in our case), frac indicates the fractile function, N (Sax(T1, 5%)/Say(T1, 5%))i is the
the symmetric nearest neighborhood of (Sax(T1, 5%)/Say(T1, 5%))i, defined as described
above, and (Say(T1, 5%))j is the j-th value of the scalable IM, with j = 1, . . . , n. It should
be observed that it is not always possible to identify k values of the non-scalable IM on the
right or the left of the i-th one, thus one can just consider as many values as possible. A
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formal definition of symmetric nearest neighborhood thus becomes [120]
N (Sax(T1, 5%)/Say(T1, 5%))i = {max(i− k, 1), . . . , i− 1, i, i+ 1, . . . ,min(i+ k, n)} .
(5.10)




















































Figure 5.17: Median curves for different levels of curvature at the bottom of Bent 2 of the
SHM-informed model.
Employing the symmetric-neighborhood running fractiles with k = 2, the median curve for
the points identified in Figure 5.16 has been calculated, and is presented in Figure 5.17
together with the median curve calculated for other values of the EDP. Operating in the
same way, the median curves for various levels of the relative displacement between the
superstructure and the abutment at the location of Abutment 1, have been calculated, and
are also presented in Figure 5.17. In the two plots, each curve thus represents the median
values of the two components of the IM vector such that a certain value of the EDP is
achieved. Moving of the curves towards the right of the plot as larger target values of the
EDP are set, suggests that larger scaling factors need to be applied to the ground motions
to reach such target value. The curves also confirm the observation already expressed from
perusal of Figures 5.15 and 5.16: as the relative scale between the two components of the
ground motion increases, smaller values of the IM of the primary component of the ground
motion are required to reach a given value of the selected EDP. And this allows to explain,
at least partially, the large variability observed within the 2D IDA curves. Additionally,
Figure 5.17 reveals that the response of the bridge is sensibly influenced by the ground
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motion intensity not only along the transverse direction of the bridge but also along the
longitudinal one. This does not come as a surprise inasmuch as this observation is dual to
results of the analysis previously conducted in this research, that underline the complexity
of the earthquake behavior of curved bridges, which is affected, at a much larger extent
than it is for straight bridges, by the the behavior of longitudinal stiffness components of
the structural system.
5.8 Conclusions
In this chapter an IDA-based approach is employed to investigate the consequences of adopt-
ing different modeling of the boundary conditions in the structural model of the WSOR, on
the seismic performance assessment of the bridge. Two structural models are investigated.
A conventional model assumes that the bridge bents are fixed at the base, and employs
linear elastic springs to model the abutments behavior. A SHM-informed model configured
according with the results of FE model updating conducted in chapter 4 is used as a ref-
erence to evaluate the implications of adopting common modeling assumptions. A full 3D
IDA study, that uses two components of the input ground motions, is performed on both of
the models and the structural response in terms of six different EDPs is assessed. The EDPs
selected are the curvature at the top and bottom of the bents, and the relative horizontal
displacements between the superstructure edges and the abutments, in the direction away
from the abutment.
Results of the analysis show that the conventional model yields generally conservative re-
sults in terms of the seismic demand on the bents, as confirmed also by fragility curves
developed for the limit states of first cracking and first yielding within the bents. Yet, com-
parison of the median IDA curves for the two models reveals that the seismic performance
predicted by the conventional model is quite different from the performance predicted by
the SHM-informed model, and is actually unconservative with respect the seismic demand
at the top section of Bent 3. Placing attention on the horizontal displacements of the super-
structure at the abutment locations, results of the IDA study show that the conventional
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model underestimates them compared with the SHM-informed model. Observing that seis-
mic events may cause problems ranging from damaging of the bearing pads due to excessive
deformation, to collapse of the bridge due to unseating, it is particularly undesirable having
unconservative predictions of the girder displacements at the abutment locations. Hence,
the analysis discourages using simplified modeling of the boundary condition at least when
the seismic performance of the bridges in terms of these EDPs is of interest.
Taking advantage of the fact that the IDA is performed using two horizontal components
of the ground motions, data generated by the analysis have also been employed to study
the behavior of the structural response depending of the relative intensity between the lon-
gitudinal and transverse component of the ground motions. The analysis shows that when
this ratio is large, it takes significantly smaller values of the IM of the transverse compo-
nent of the ground motions to reach a given value of an EDP, compared to cases in which
the relative intensity between the longitudinal and transverse components is small. This
observation suggests that both of the horizontal components of a ground motion need to
be considered to correctly assess the seismic performance of curved bridges, so that full 3D
analysis is indispensable to proper seismic performance assessment of this type of structures.
The IDA study conducted allows to construct a solid framework for the rational assessment
of modeling choices in the context of the PBEE. While neglecting soil-structure interaction
phenomena is often considered a conservative design choice, analysis performed in this
chapter reveals that commonly-employed simplified modeling of the boundary conditions
needs to be used cautiously as they may lead to unconservative predictions of important
characteristics of the bridge structural response.
Chapter 6
Conclusions and Future Work
6.1 Conclusions
This research analyzes the seismic behavior of the WSOR bridge, a curved concrete box-
girder highway bridge located in Anaheim, California, by taking advantage of vibration data
collected during six earthquake events, and data recorded from a large-scale concrete bridge
specimen during shaking table experiments. This research represents an effort to respond
to the need emerging from the literature for data-informed earthquake behavior analysis
of concrete highway bridges and adequate modeling strategies for seismic analysis of these
structures. By taking on these issues, findings from this study may ultimately contribute
to improve SHM and bridge design practices. The main conclusions of the research can be
summarized as follows:
 Modal identification of the WSOR during the six earthquake events that triggered
the monitoring system installed on the bridge reveals large variations of the natu-
ral frequencies depending on the intensity of the input ground motion. Unlike many
investigations available in the literature, the bridge structure is not assumed to main-
tain within the linear elastic range throughout a single motion, hence variations of the
bridge modal parameters within each seismic event are investigated. It is found that
during the 2008 Chino Hills earthquake, the first natural frequency of the WSOR re-
duces of approximately 20% during the high-amplitude phase of motion, with respect
to the ending portion of the event, characterized by low input ground motion ampli-
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tude. The second and third natural frequencies follow a similar trend, although the
range of variation is smaller. Additionally, reductions of the natural frequencies are
accompanied by increments of the modal damping ratios. Mode shapes of vibration
are also found to undergo limited but meaningful variations during the earthquakes.
 Sensitivity analysis of the natural frequencies and mode shapes of the WSOR with
respect to variations of the bridge structural parameters is conducted in order to in-
vestigate the causes of the observed behavior of the structure during the earthquakes.
The parameters considered are the stiffness of the abutments, the rotational stiffness
of the bents footings, and the stiffness of the bents. It is found that the bents stiffness
has a major impact on the natural frequencies, but does not affect the mode shapes
significantly. At a smaller degree, also the transverse and longitudinal stiffness of the
abutments and the rotational stiffness of the bents footings play a role in determining
variations of the natural frequencies of the WSOR. These structural parameters, ad-
ditionally, can cause sensible modifications of the mode shapes. Corroborated by the
fact that natural frequencies extracted from ambient and traffic-induced vibrations are
the same before and after each earthquake, suggesting that no damage is introduced
within the structure during the seismic motions, it emerges that stiffness variations
of the abutments and bent footings appear to be key factors to explain the observed
dynamic behavior of the bridge during the seismic motions. Natural frequencies ex-
tracted from ambient and traffic-induced vibrations are also found to be substantially
the same than those identified during the ending, low-amplitude, portion of the earth-
quakes, indicating that nonlinear phenomena leading to reduced natural frequencies
during the seismic events completely develop and exhaust within the duration of the
seismic motion. As a result, modal parameters variations observed during the earth-
quake are interpreted as a “physiological” characteristic of the seismic behavior of the
structure rather than an indication of damage.
 The sensitivity analysis yields important remarks from a SHM stand point. While
seismic damage, expected to occur on the bridge bents, is likely to introduce significant
drop of the natural frequencies of the bridge, sensible variations of the mode shapes
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are not awaited. On the other hand, changes of the natural frequencies due to stiffness
losses of the abutments and bents footings are shown to be accompanied by variations
of the mode shapes. Hence, a disproportion between the natural frequencies reduction
and the variation of the mode shapes identified during an earthquake event may raise
concerns as a possible sign of seismic damage.
 In order to gain insight about the peculiarity of the seismic behavior of curved bridges
with respect to straight ones, sensitivity analysis is carried out also for the case of a
straight bridge. Results show that while curved bridges are characterized by modes
of vibration combining different components of motion, in straight bridges they are
instead well-separated. It follows that the dynamic parameters of curved bridges
are influenced by a larger amount of parameters compared to straight ones. This
implies that the SHM activity for a curved bridge is much more challenging than for a
straight bridge, since the effect of a larger number of sources of nonlinearity needs to
be discerned in order to ultimately assess seismic damage correctly. Furthermore, this
observation leads to the conclusion that simplified structural models can be employed
neither in the context of the SHM activity nor for seismic performance evaluation
in the case of curved bridges. While 2D FE models are commonly employed for the
analysis of straight bridges, using full 3D models is indispensable to correctly capture
the seismic behavior of curved bridges.
 Sensitivity analysis of the WSOR also shows that different nonlinear phenomena may
reflect in the same way on variations of the modal parameters of the bridge. For ex-
ample, stiffness reduction of the bents and losses of the rotational stiffness of the bents
footings both result in increased participation of the vertical component of motion on
the first mode of vibration of the WSOR. Thus, additional instrumentation may be
beneficial to properly assess the effect of all of the possible sources of nonlinearity on
the seismic behavior of the bridge. In particular, it is suggested installing a couple of
vertical accelerometers atop of the bents footings to enable evaluation of the rotations
of these elements, which would ultimately facilitate assessment of the bents condition.
 Despite the sensitivity analysis suggests that the dominant phenomena defining the
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observed behavior of the WSOR during the earthquakes are stiffness losses of the
abutments and bents foundations, it is recognized that cracking of the bents, or the
opening of pre-existing cracks during high-amplitude phases of the shaking and clos-
ing during low-amplitude phases of motion, may also contribute to the variation of
the modal parameters of the bridge during seismic events. As the sensitivity analy-
sis reveals that even small variations of the bents stiffness have a significant impact
on the natural frequencies of the WSOR, properly understanding and accounting for
this phenomenon is important to fully comprehend the behavior of the bridge during
the earthquakes. In order to study such a phenomenon, a large-scale concrete bridge
specimen subjected to shaking table tests is considered. Because abutments and bents
foundations are not built in the bridge specimen, variations of the modal parameters
of the structure during the shaking can only be attributed to stiffness variations of
the bents. Hence, shaking table tests offer the opportunity to isolate the latter phe-
nomenon from the effects of other sources of nonlinearity that affect real-life bridges.
Modal identification of the bridge specimen during a low-amplitude ground motion,
selected as it mimics a situation close to that of the WSOR during the six seismic
events recorded, shows that the natural frequencies of the bridge specimen reduce
during the high-amplitude portion of the shaking, and go back to the pre-earthquake
values, extracted from data recorded during low-amplitude white noise motion, when
the amplitude of the input ground motion reduces, during the ending part of the
event. A FE model updating strategy has been employed to study an adequate non-
linear modeling solution for the bridge bents, capable to predict the observed dynamic
behavior of the structure. It is concluded that adopting a fiber discretization of the
bents, and assigning a linear-elastic-perfectly-plastic uniaxial stress-strain relationship
to model confined core concrete fibers, and a zero-tension elastic-perfectly-plastic one
to model the unconfined cover concrete offers a good approximation of the seismic
behavior of the bridge specimen. Steel fibers are assigned with the Giuffre-Menegotto-
Pinto stress-strain relationship, however, it is noted that steel maintains linear at the
shaking level of interest, so that the select steel model does not impact the results
of the analysis. The proposed approach is found to outperform solutions adopting
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well-established stress-strain relationships for the concrete materials accounting for
stiffness degradation during cyclic loading. One possible reason is that such models
are calibrated to predict the behavior of concrete under high-amplitude cyclic loading,
but may not offer excellent performance at lower levels of shaking.
 Modal identification results of the WSOR show that assuming linear elastic behavior of
the bridge during the earthquakes neglects important nonlinear phenomena occurring
during the seismic events. As SHM often relies on detecting modal parameters vari-
ations of the structures to locate and quantify damage, the availability of structural
models able to properly account for all of the sources of nonlinearity within structural
systems is fundamental to ultimately enable correct damage assessment practices [1].
In addition, accurate structural models are required for activities such as design and
post-event seismic performance assessment in order to correctly estimate seismic de-
mand. Hence, an effort is made in this research to develop a nonlinear FE modeling
strategy of the WSOR. A multistage FE model updating procedure is employed to
develop such a model; the updating parameters are selected based on indications from
the sensitivity analysis, and the modeling strategy developed for the bridge bents is
incorporated in the proposed model of the WSOR. As a result of the analysis, elastic
multilinear springs representing the behavior of the abutments in transverse and lon-
gitudinal directions, and the rotational stiffness of the bents footings, are developed.
The nonlinear elastic FE model obtained is found to correctly predict the response
of the WSOR in the time and frequency domain, also strain measurement from a
microdisplacement sensor installed at the base of one of the bridge bents is correctly
predicted. Results of the study indicate that not only a full 3D model of the bridge
is required to adequately simulate the experimental behavior of the system, but the
response of the abutments in the longitudinal direction of the bridge, often neglected
in the case of straight bridges as the transverse response of the structure is generally
of interest, has a major impact on the predicted transverse response of the WSOR.
In fact, large stiffness variations of the springs representing the longitudinal behavior
of the abutments are detected as well as significant energy dissipation phenomena.
Large variations of the rotational stiffness of the bents footing are also found to occur
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during the seismic events. The impact of stiffness losses of the bents due to opening
and closing of cracks is also evaluated. It is concluded that it may cause a reduction of
the first natural frequency of the WSOR during the high-amplitude phase of the 2008
Chino Hills earthquake of not more than 2%, with respect to the ending portion of the
event. Hence, recalling that a total 20% reduction was detected, such phenomenon
has a limited effect on the modal parameters variations of the WSOR.
 The impact of using the developed SHM-informed FE model of the WSOR, as op-
posed to a conventional FE model that employs commonly-used simplified modeling
assumptions for the abutments and bent footings behavior, on the predicted seismic
performance of the bridge is assessed. An IDA approach is adopted to accomplish this
task, and it is found that while neglecting stiffness losses of the boundary conditions
due to soil-structure interaction generally yields conservative predictions in terms of
the seismic demand on the bents, it underestimates the relative horizontal displace-
ments between the ends of the superstructure and the abutments, in the direction
away from the abutments. Because excessive displacements may lead to damages
ranging from bearing pads detriment, to unseating of the deck, which could cause
global structural collapse, underestimating such displacements may be particularly
harmful. It is also noted that albeit simplified models generally offer conservative
predictions of the seismic demand on the bents, such predictions may sensibly differ
from the actual values of demand, which may lead to uneconomical design or retrofit
solutions. As the analysis is conducted employing 3D structural models and two hori-
zontal components of the input ground motions, the impact of the relative intensity of
these components is also analyzed. It is concluded that the intensity of the component
applied in the longitudinal direction of the bridge, often omitted in the analysis of
straight bridges as 2D analysis is frequently employed, has instead a remarkable effect
on the seismic demand within curved bridges. This appears dual to the conclusion
of the sensitivity analysis of the WSOR, which show a significant impact of longitu-
dinal structural stiffness components on the dynamic behavior of the bridge along its
transverse direction.
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6.2 Future Work
Based upon the conclusions of the research conducted, future work is suggested to further
advance knowledge about the seismic behavior of concrete highway bridges, improve SHM
techniques and bridge design standards:
 The WSOR bridge is a one-of-a-kind study case in the SHM research field due to
the large amount of data available. Continuation of the monitoring activity is sug-
gested, new seismic data that will be available can be employed to further verify the
conclusions of this research, and extend them when earthquakes of larger intensity
than those available now will shake the structure. Additionally, future research to
analyze seismic data collected from different structures is suggested, including data
from low-amplitude ground motions, as information of paramount importance for un-
derstanding the seismic behavior of the structures may be acquired.
 Abutments and bent footings are shown to have a complex behavior during the earth-
quakes, and it strongly impacts the response of the bridge to ground motion ex-
citations. Experimental investigations of large-scale specimens of these structural
elements may reveal extremely beneficial to gain more insight about their seismic
behavior, and develop more comprehensive modeling strategies.
 In this research, some of the stiffness parameters employed to define the characteristics
of the abutments have shown not to impact the modal parameters of the bridge
identified from the available vibration records. However, research should be conducted
to investigate whether these structural parameters may affect characteristics of the
bridge seismic response that may not be detectable with the available instrumentation,
and strategies to properly account for these effects should be developed.
 By combining information extracted from field and shaking table tests data, this re-
search makes an effort to track cracking occurring within the bridge bents during
the earthquakes. More research, involving higher amplitude motions, should be con-
ducted in order to improve the common practice for seismic damage characterization,
which often relies on the identification of elemental stiffness reduction coefficients, and
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suggest techniques to better detect and describe the actual status of the structural
elements in seismic scenarios.
 This research shows that modal parameters of the bridges may undergo significant
variations during the earthquakes due to phenomena different than seismic damage,
which makes modal-parameters-based seismic damage detection a challenging task.
Thus, different techniques to take advantage of data collected from the structures to
identify, locate, and quantify seismic damage, not relying on variations of the modal
parameters, should be investigated.
 Seismic performance assessment of the WSOR revealed that the bridge may experi-
ence larger relative displacement between the abutments and the superstructure than
predictions obtained from a model ignoring soil-structure interaction effects; while
seismic demand on the bents appear overestimated by the latter. Based on these
results, the possibility of developing recommendations for more rational design, ulti-
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