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Abstract
Fuel cells and other electrochemical energy storage and conversion technologies are increasingly
being used as clean energy alternatives for mobile and stationary power generation. The
viability of fuel cells as a marketable energy source continues to benefit from improvements in
performance, longevity, and cost. Each of these factors is intimately linked to the performance
of materials which constitute these systems, leading to significant research dedicated to
optimization of underlying fuel cell components and materials. One common fuel cell type is the
polymer electrolyte membrane fuel cell, which is a low temperature device reliant on efficient
ion transport and mechanical stability of a solid polymer electrolyte which separates the cell’s
electrodes. Recent advances in polymer electrolyte fabrication have resulted from the use of a
technique called electrospinning, where ion conducting polymer nanofibers are compacted
together with an inert supporting matrix, leading to highly conductive and durable membranes.
Another common fuel cell type is the solid oxide fuel cell, which utilizes a solid ceramic
electrolyte and high operating temperatures to drive charge transport and electrochemical
reactions. A commonality among these devices is their reliance on effective transport of ions,
electrons, and gases through three-dimensional transport networks that have complex underlying
structures, often on the micro- and nano-scales. The present work is dedicated to aiding in fuel
cell materials design by developing methods which elucidate the role of three-dimensional
microstructure in transport. Digital representations of fuel cell material microstructure are first
obtained by either a) artificially generating ideal structures that mimic the behavior of the real
system or b) imaging real microstructure samples by a three-dimensional imaging technique,
synchrotron-based x-ray nanotomography. An existing charge transport model, called
Electrochemical Fin Theory, based on extended surface fin analysis is then adapted for the study

viii

of three-dimensional structures relevant to solid oxide and electrospun polymer electrolyte
membrane fuel cells. For each case study, existing transport models are also adapted to
determine the applicability and microstructural sensitivity of the new modeling tool. The
application and validation of this electrochemical fin modeling approach showcases the benefits
of using this technique, which include sensitivity to local inhomogeneities, and significantly
reduced computational requirements when compared to traditional mesh-based numerical
simulations. Results from these studies are used to obtain a better understanding of how fuel cell
microstructure affects species transport.

ix

Chapter 1: Introduction
1.1 Fuel Cells
A fuel cell is a type of electrochemical device that generates electricity via chemical reactions.
There are many advantages of fuel cells that make them promising devices for energy storage
and conversion, including: high efficiency, mechanical simplicity (i.e. limited moving parts), low
emissions, and application diversity [1]. The main disadvantages of current fuel cells are their
cost, and the difficulty in storage and accessibility of hydrogen for fuel. One common reason for
the high cost of manufacturing and upkeep of fuel cells is the use of precious materials such as
platinum for catalysts; however different cost issues arise depending on the type of fuel cell that
is being used.

In general, a basic fuel cell consists of an anode, cathode, and electrolyte. The anode typically
takes in a fuel such as hydrogen gas, whereupon its electrons are stripped by a chemical reaction
and travel through an external circuit to the cathode, thus producing power [1]. In a proton
exchange membrane fuel cell (PEMFC), these electrons combine with oxygen that is flowed in
to the cathode to form water. To complete this cycle, the positively charged hydrogen ions (i.e.
protons) produced in the anode flow through the electrolyte, which must only permit the
appropriate ions to flow in order for the cell to operate effectively. If electrons or gas are
allowed to travel through the electrolyte, the chemical reactions in each electrode will be
disrupted and cell performance will decrease.
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The specific reactions that occur in both the anode and cathode are dependent on the type of fuel
cell that is being used. Fuel cells are often classified by their electrolyte; however other factors
such as the transported ion and the cell’s operating temperature may often be applied for
classification. Below, two main classifications of fuel cells will be discussed with regard to
current challenges and ongoing research; solid oxide fuel cells (SOFC) and polymer electrolyte
membrane (PEM) fuel cells. The two types of PEM fuel cells that will be focused on are the
PEMFC and alkaline anion exchange membrane fuel cell (AAEMFC).

1.2 Solid Oxide Fuel Cells
1.2.1 Overview
A simple schematic for a SOFC is shown in Fig. 1.1. The defining component of the SOFC is its
solid oxide electrolyte, which is typically a ceramic such as yttria-stabilized zirconia (YSZ) [2].
At high temperatures (600-1000°C), this electrolyte allows the conduction of oxygen anions,
which are produced by reactions with electrons at its interface with an electron conducting
cathode material, such as lanthanum strontium manganite (LSM), and a pore phase which allows
the flow of oxygen (O2) molecules. These oxygen anions travel through the solid electrolyte into
the porous anode, where they combine with a fuel such as hydrogen to produce water and lose
electrons to an external circuit, thus producing power. Similar to the cathode, the chemical
reaction in the anode requires interfaces between the electrolyte material, an electron conducting
material (typically Ni), and a pore phase that allows the flow of fuel. These reaction sites are
often referred to as triple phase boundaries (TPB), and are critical to SOFC functionality [3].

2

Figure 1.1. A simple diagram of a solid oxide fuel cell and its basic components.

1.2.2* Challenges and Motivation
*Adapted from [4]
Three immediate benefits of SOFCs are the result of its high operating temperatures; high
reaction rates can be achieved without the use of precious catalyst materials, fuel flexibility is
achieved via internal reformation in the cell, and the heat from the cell may be used for cogeneration resulting in improved system efficiencies. However, the SOFC does not come
without its disadvantages. The ceramic materials that are used can be expensive to manufacture
and handle [1], resulting in high costs compared to other available energy technologies. High
operating temperatures result in longer startup times for the cells and often require the use of
more elaborate cooling systems. These high temperatures also can lead to degradation of the
cell, via thermal cycling or material mobility over longer operating cycles.

Because of the issues encountered with manufacturing and operating SOFCs, significant research
has been performed to reduce costs of these systems, by improving efficiencies and optimizing
the use of constituent materials. One growing area of interest is the improvement of the
3

electrodes which drive SOFC functionality. Advanced electrodes have continuously been
developed which combine traditionally-used or new electrode materials with inventive
fabrication techniques, resulting in complex electrodes that often have unique structures on the
micro and nano-scales [5]. SOFC electrodes should always have high ion and electron
conductivities, sufficient porosity for the diffusion of gas, high density of active TPBs for
electrochemical reactions, structural support, and good long-term stability [6]. To achieve these
goals, one commonly studied electrode structure is the composite electrode, which is fabricated
by sintering of ion conducting (YSZ) and electron conducting (LSM or Ni) particles at high
temperatures. This type of structure allows ions to flow through the sintered electrolyte particles
into the porous electrodes, allowing active TPBs to exist beyond the bulk electrode-electrolyte
interfaces [6].

Regardless of the electrode structure studied, the ability of electrode material systems to function
effectively is strongly dependent on their underlying microstructure, specifically the composition
and location of distinct material phases and relevant interfaces at the micro and nano-scales [7],
[8]. In the past few decades, understanding the complex relationship between microstructure and
performance has become a focus in the scientific community, with hopes of enabling more
intelligent design of such systems for next generation devices [8]. As computing systems have
drastically improved, computational modeling tools have also been developed and expanded to
aid in experimental electrode fabrication efforts, due to the wide range of microstructures that
can be studied computationally and the greater understanding of underlying mechanisms that can
be achieved. However, existing modeling tools used to study transport and reactions in complex
material systems are not perfect, and often have characteristics that limit their applicability. A
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number of the models currently being used are presented here, to highlight the benefits and
potential limitations of each with regard to modeling of microstructural transport networks and
the design of advanced SOFC electrodes.

Arguably the most common means of modeling microstructural effects on transport and reaction
site accessibility in SOFC electrodes is via volume averaged or effective structural properties
that describe the behavior of a microstructural network. Effective ionic and electronic
conductivities as well as gas diffusivity are all targeted with this approach, and fuel cell
performance models that are used to determine the behavior of an entire SOFC system are
generally modified via these effective parameters to account for microstructure. To determine
these effective transport properties of a range of electrodes, a host of methods have been
employed. The quickest way to get an estimate for effective properties is with simplified
analytical models such as effective medium theory (EMT) [6], [9] or percolation theory [10].
These types of models typically require describing complex microstructures with a few structural
parameters such as volume fraction or average feature size. The main draw of these models is
their ease of use and minimal computation requirement; an estimate for effective conductivity or
diffusivity of a structure can often be obtained by simply solving a single equation with
knowledge of one or two structural parameters. However, these analytical approaches do not
allow local effects of specific microstructural configurations to be considered and instead rely on
homogeneous, averaged representation of structure.

In the SOFC literature, percolation theory has been adapted by numerous authors [10]–[14] to
study microstructural effects on performance by accounting for the percolation effect; that is
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when an insufficient amount of a phase is present in an electrode, efficient transport may not
occur because of a lack of transport pathways. While some researchers have developed
enhancements to percolation theories to account for additional phases or more complex electrode
sintering mechanisms [15], [16], the structures that percolation theory considers are assumed to
be randomly generated and homogeneously mixed dispersions of spherical particles. In real
electrodes, different fabrication methods and conditions may produce structures which are
heterogeneous and thus not accurately represented by a homogeneous mixture [17], [18]. In
addition, effective properties derived from percolation theory assume an infinitely large domain
and thus are based on statistical approximations, which may deviate from structures with
heterogeneous transport networks on length-scales relevant to SOFC electrodes.

In order to further understand the effects that local microstructural networks may have on
electrode performance, several researchers have numerically generated random lattices and
packings of spherical particles as a basis for resistor network calculations utilizing Kirchhoff’s
circuit laws [19]–[23]. This approach has been used to compute effective transport properties
required for system-level performance models [19], [22], as well as polarization resistances
which take into account the presence of electrochemical reactions [20]. The resistor network
model approach enables discrete structures to be analyzed and local distributions of species and
reactions to be determined, however typical resistor network calculations still make the
assumption of resistive elements being only spherical in shape or having uniform geometrical
features such as inter-particle neck size throughout the entire domain.

6

A recent trend in SOFC research, as well as materials research in a number of other fields, is an
increased interest in studying real three-dimensional microstructures as a means of better
understanding the local morphologies of material systems [24]. Before imaging methods were
capable of discerning microstructural features in three dimensions, researchers would often have
to rely on the aforementioned transport models and were therefore limited to simple
representations of complex microstructures. With the recent advancement of three-dimensional
imaging techniques for energy materials such as focused ion beam-scanning electron microscopy
(FIB-SEM) and x-ray computed nanotomography (XNT) [24], researchers have been able to
generate and analyze microstructures by direct imaging of real material samples. There has been
a significant amount of research dedicated to measuring microstructural parameters directly from
this data such as density of TPB sites, tortuosity, and phase size distributions which can be used
in continuum-level models. Digitized representative domains obtained via imaging have also
been used to estimate effective transport properties with a wide range of methods, including
random-walk [25]–[27], finite volume [28]–[30], and finite element methods [25], [31]–[33].
Representative volume elements (RVE) of SOFC electrodes have also been used as numerical
domains for advanced modeling techniques such as lattice Boltzmann methods [34]–[37], which
eliminate the need for measurement of effective or volume averaged transport properties and
instead model electrochemical performance directly from a given structure. The benefits to
using such detailed numerical approaches are their ability to resolve effects of minute structural
details, as long as a sufficient mesh is used, and their ability to account for more detailed physics.
Electrode structures fabricated via traditional methods such as high-temperature sintering and
compaction often have highly amorphous transport pathways and heterogeneous dispersions of
reaction sites, which make them good candidates for numerical studies. However, while these
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and other related multi-physics simulations with sensitivity to local structure are useful for
studying microstructural effects, the dense grids required to delineate local features often
significantly increase computational requirements and limit the size of the structure that may be
studied. In this regard, promising improvements are being made to mesh-based and particlebased simulations which can reduce the computational requirements of detailed numerical
simulations for future design efforts [38].

1.3 Polymer Electrolyte Membrane Fuel Cells
1.3.1 Overview
PEM fuel cells get their name from the solid polymer electrolyte membranes that are critical to
their functionality. The two types of PEM fuel cells that are discussed in this work are the
PEMFC and the AAEMFC. The basic principles of these two PEM fuel cell types are the same;
however there are some crucial differences between the two, including the ion which conducts
between electrodes. As described in Section 1.1, and shown in Fig. 1.2a, the PEMFC allows
positive hydrogen ions (H+) to form in the cathode and flow to the anode through the PEM [1].
Alkaline anion exchange membrane fuel cells, on the other hand, require hydroxide ions (OH-) to
first be formed in the cathode, whereupon the anion exchange membrane (AEM) carries them to
the anode to be converted into H2O and release electrons. A schematic of the AAEMFC system
is shown in Fig. 1.2b. Another significant difference between PEMFC and AAEMFC is that due
to the alkaline conditions of an AAEMFC, cathodic reactions occur more readily, thus
overcoming the traditionally high activation overpotential found in PEMFCs. This difference
can manifest itself in the use of less expensive metal catalysts than platinum in the electrodes of
AAEMFCs.
8

Figure 1.2. Simple diagrams for the a) proton exchange membrane fuel cell, and b) alkaline
anion exchange membrane fuel cell.

In both types of PEM fuel cell, the anode, cathode, and polymer electrolyte form the membrane
electrode assembly (MEA), which is typically connected in series with additional MEAs between
two current collectors for increased power output. Catalyst layers, gas diffusion layers, and flow
channels are also used in a PEM fuel cell to facilitate reactions, control membrane hydration, and
flow fuel, respectively. In terms of applications, PEM fuel cells run the gamut from portable
power applications to combined heat and power systems and as power sources for cars and buses
[1].
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1.3.2 Challenges and Motivation
In addition to the aforementioned challenges faced with fuel cell design and implementation,
PEM fuel cells offer additional challenges to current researchers. One of the most critical issues
in PEM fuel cell operation is water management [1]. Ion conduction in the PEM can only be
achieved when the electrolyte is hydrated. However, if too much water is present in the MEA,
the pores in the electrodes or the gas diffusion layers can become flooded, therefore blocking the
passage of fuel to catalyst sites. Ensuring a proper balance of water in the MEA remains a
primary design consideration for PEM fuel cell systems. However, in the case of an ideally
hydrated membrane, sufficient ion conduction and mechanical stability of the PEM still remains
an issue, especially for AAEMFCs [39]–[43].

Membranes for PEMFC and AAEMFC applications are consistently being fabricated and tested
to overcome these challenges, ranging from commercial membranes such as Dupont’s Nafion
[44] and GORE-SELECT [45] for PEMFCs to many independently fabricated membranes [46],
[47]. Commercialization of AEMs remains complicated by a number of factors including
stability, CO2 effects, and the lower conductivity of OH- in bulk water than that of H+ largely due
to the lower mobility of OH- ions. To improve ionic conductivities, the ion exchange capacity of
AEMs is often increased during fabrication, which can lead to increased membrane swelling in
the presence of water and decreased mechanical stability. Effective membranes should thus
maintain a balance between having high ionic conductivities while also remaining resilient to
mechanical degradation.
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Recently, a fabrication technique called electrospinning has been used to generate PEMs for fuel
cell applications [47]–[53]. Among the many reasons for the increase in popularity of this
technique are its ease of use, high versatility, and associated control over membrane morphology.
In many of these studies, ion exchange membranes (IEM) are fabricated by spinning a highly
conductive ionomer nanofiber (composed of, e.g., Nafion) with an inert, hydrophobic fiber and
processing the membranes to produce highly inter-connected three-dimensional networks of ion
conducting fibers completely surrounded by a mechanically supportive uncharged matrix [51].
In addition to the wide range of polymeric materials that can be used in the process [54]–[56],
electrospinning offers control over membrane volume fraction [48], [51], [52], nanofiber
diameter [51], [57]–[59], internal fiber morphology [54], [57], and fiber orientation [54].
Electrospun membranes are a unique class of PEMs due to the unique conducting fiber networks
that can result from the fabrication process.

To aid in the development of PEM technologies, significant experimental and computational
modeling efforts have been directed at obtaining a better understanding of the transport processes
involved during PEM fuel cell operation under a wide range of conditions [39], [60]–[68]. The
types of models that are employed to study PEM transport often fall under two categories:
microscopic and macroscopic approaches [60]. In both cases, a range of mechanisms for charge
transport have been proposed and modeled, including the Grotthuss mechanism, convective
processes, bulk diffusion, migration, and surface site hopping [64]. These mechanisms are
assumed to be present in the case of H+ transport in proton exchange membranes as well as OHtransport in AEMs; however, the presence of any CO2 in a real AEM, resulting in the conversion
of OH- to the less mobile carbonate and bicarbonate species [39], can complicate the modeling
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process. The challenging task of modeling all relevant transport processes in PEMs is further
complicated by accurately modeling the effects of microstructure on transport [60], [64].
Microscopic and macroscopic models differ in how they handle microstructural effects.
Microscopic models such as molecular dynamics simulations will often attempt to simulate the
real polymer material microstructure and underlying transport pathways, based on numerical
reconstructions of the polymer structure [69], [70]. On the other hand, macroscopic approaches
generally neglect the exact morphological details of the PEM microstructure and instead rely on
treating the membrane as a homogeneous medium whose microstructure can be described by
simple parameters such as porosity, or by application of macrohomogeneous models such as
EMT [71]–[74] or percolation theory [75]–[77]. In some modeling studies, the role of
microstructure in PEMs is delegated to fitting parameters which are determined by comparing to
experimental data [62], [64].

In the case of electrospun membranes, it is expected that membrane morphologies resulting from
the electrospinning process could exhibit transport behavior that is different from traditionally
fabricated PEMs. In addition to electrospun nanofibers being composed of a polymer material
whose transport behavior may be modeled by the aforementioned approaches, the threedimensional fibrous transport networks that result from the fabrication process may also affect
membrane conductivity. Existing transport models may not be able to properly account for these
fibrous network structures; therefore, it is of interest to model the changes in membrane
conductivity associated with electrospun membrane morphologies.

12

1.4 Characterization Methods
1.4.1 Three-Dimensional Microstructural Imaging
The first method used extensively in this work to characterize fuel cell material microstructures
is three-dimensional microstructural imaging. According to Cocco et al. [24], a host of materials
used in energy conversion and storage technologies such as batteries, fuel cells, solar cells, and
catalysts, have been increasingly studied via numerous three-dimensional imaging techniques to
resolve intricate details of their structure on the micro and nano-scales. Local imaging methods
such as magnetic resonance imaging, x-ray tomography, and FIB-SEM have been used
extensively to study fuel cell materials, and are often accompanied by modeling simulations or
are used in situ to study cell operation and degradation under realistic operating conditions [24].

Synchrotron-based x-ray computed nanotomography (XNT) is used primarily to study SOFC
electrode microstructures in this work. This technique, which utilizes high-brilliance
synchrotron transmission x-ray microscopes, is a non-destructive method to obtain threedimensional digital renderings of a sample material, with spatial resolutions on the order of tens
of nanometers. A more detailed description of the experimental setup and image processing
techniques is discussed in Chapter 2. In addition to the high spatial resolutions that can be
achieved with this technique, other information can be extracted including elemental speciation
and chemical bonding information. Izzo et al. [78] have used XNT to obtain digitally
reconstructed images of the solid and pore phases in a real SOFC anode sample. They were able
to use these three-dimensional renderings in numerical simulations of pore phase tortuosity,
which is a critical parameter for many microstructural transport models. Using a technique
called differential x-ray absorption contrast imaging, Nelson et al. [79] were able to distinguish
13

the two solid phase, LSM and YSZ, of a SOFC cathode sample. Using this distinction, the
locations of TPBs in the structure were able to be tracked and quantified. The XNT procedures
used in these works and others studying SOFC microstructures [31], [80]–[82] are utilized here,
and are critical to exploring the applicability of the transport models developed and employed in
this thesis.

1.4.2* Electrochemical Fin Theory
*Adapted from [4]
After three-dimensional imaging is performed, characterization of fuel cell microstructures is
further carried out by the adaption of an existing charge transport model, electrochemical fin
(ECF) theory, first proposed by Nelson et al. [83] in 2011. The purpose of this section is to give
a brief overview of electrochemical fin theory and its underlying assumptions; a more detailed
description of the theory can be found in Ref. [83]. The initial motivation for the development of
electrochemical fin theory was to provide a preliminary design screening tool for advanced
electrode design, allowing detailed mesh-based numerical simulations and design optimization to
be performed on only the most promising electrode microstructures.

The basic case for an electrochemical fin expands on the work of Tanner et al. [84] and is shown
in Fig. 1.3. Prior to defining the governing equations, a number of key assumptions must be
noted. First, charge transport through a fin is treated as one-dimensional between the base and
tip end areas. This assumption has been shown to maintain accuracy for most axisymmetric
geometries, however in the case of fins that contain exceptionally narrow regions or inter-particle
necks, charge transfer is over-estimated [83], [85]. External gas transport is assumed to be fast,
14

thus the concentration of gas species (i.e., fuel) does not vary along the outer surface of the fin.
This allows electrochemical surface reactions to be represented by a single scalar charge transfer
resistance parameter [83] if the phase of interest is assumed to conduct both ions and electrons
(as is the case for mixed ionic-electronic conducting materials). Furthermore, it has been shown
experimentally that the electron electrochemical potential in the electronic conducting phase of
most composite electrodes or in single solid phase mixed ionic and electronic conducting
materials is nearly constant [10], [12], [84], [86]. Therefore, electrochemical fin theory is only
used here to model ionic conduction, while electronic conduction and the more complicated
mixed-conduction problem are neglected. Finally, space charge effects on ionic transport that
can occur near grain boundaries are ignored in this formulation. Nelson et al. [85] have assessed
the effects of space charge regions and found that they become significant for very small
particles or at highly constrictive inter-particle necks.

Figure 1.3. An electrochemical fin of constant cross-section and associated geometric
parameters. This figure is from Ref. [4].
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Beginning with Ohm’s law to represent current flow and performing a charge balance on a
differential fin element, the governing ODE for charge transport and surface electrochemistry of
an axisymmetric fin is shown by Eq. 1.1.
a 2 z 

d 2
da d 2az 
 da 
 2a  z 

1     0
2
dz
dz dz
R
 dz 
2

Here, the material properties of the fin, intrinsic conductivity

(1.1)

and charge transfer resistance

do not vary along the length of the fin. The boundary conditions that can be specified for each
fin are a fixed potential or fixed current. The fin’s radial profile is defined by the function
where

is the primary transport direction and

,

is the axisymmetric fin radius. A key

component of electrochemical fin theory is the existence of a number of analytical solutions
governing the potential, , for a range of axisymmetric geometries [87]. Details of the
geometries and their corresponding closed-form solutions are given in Chapters 3 and 4, where
applicable.

1.5 Goals and Objectives
The remainder of this thesis is dedicated to presenting and validating a method for the
characterization and modeling of fuel cell material microstructure, and its effects on charge
transport. This begins with Chapter 2, which presents a more detailed description of the XNT
imaging technique mentioned in Section 1.4.1. The imaging procedure and critical image
processing steps such as filtering and segmentation of reconstructed images are discussed. This
type of imaging process is critical to obtaining digitized volumes of real microstructure samples,
which are necessary for validation of the transport models used herein.
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Chapter 3 describes one case study for charge transport modeling that is focused on SOFC
electrode materials. Real microstructures obtained by XNT as well as ideal, artificial structures
are studied with respect to charge transport. A unique tool is presented that performs
discretization of three-dimensional digital volumes into discrete charge-conducting channels,
allowing the direct application of electrochemical fin theory for analysis of ionic conductivity. A
volume-averaged model, percolation theory, as well as mesh-based finite element simulations are
compared to the electrochemical fin approach, highlighting its advantages and drawbacks as a
microstructural modeling tool for both simple and complex structures.

Chapter 4 presents a newly developed model, the Fiber Network (FN) model, which is based on
electrochemical fin theory and utilized for the analysis of charge transport in electrospun PEMs.
This model aims to numerically generate membranes that are representative of those resulting
from a real electrospinning process, whereupon ionic conductivity can be found for the
constructed fibrous networks. The goal of this method is to explain the effects that fiber network
morphologies might have on PEM charge transport, without considering the detailed effects of
transport within each individual fiber. The FN model is compared to published experimental
data and other common transport models for predicting membrane conductivities, including
EMT and Porous Media Theory, showcasing the importance of capturing the unique
microstructural characteristics of electrospun membranes. Results from the FN model are then
used to develop a new analytical conductivity model for electrospun membranes, which only
requires estimation of a few structural parameters and can accurately predict average membrane
conductivity trends considering the effects of fibrous network microstructures.
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Chapter 2*: Synchrotron-Based Transmission X-ray Microscopy
*Adapted from [88]

2.1 Experimental Set-up and Imaging Procedure
In this work, transmission x-ray microscopy (TXM) using a synchrotron x-ray source is used to
obtain three-dimensional digital images of fuel cell material samples. The basic configuration
for the imaging setup is shown in Fig. 2.1, which is adapted from [89]. In this setup,
monochromatic x-rays are directed onto a material sample via a capillary condenser lens, and
unfocused x-rays are blocked via a beam stop and pin hole. X-rays that are transmitted through
the sample are focused by a Fresnel zone plate objective lens and magnified onto a CCD camera
[90] to obtain a transmission image of the sample. This imaging setup is continually benefitted
(a.)

(b.)

(c.)

by hardware improvements such as more advanced optics, and continues to improve by the
implementation of next generation, high-brilliance synchrotron sources. The current spatial
resolutions obtainable by these nano-scale imaging systems are around 17 nm [91].

(d.)

beam stop

capillary condenser
pin hole

tomography

rotation axis
sample

LC

LS-ZP

LC-S

objective ZP

optically-coupled
CCD at image plane

LZP-CCD

Figure 2.1. A typical synchrotron-based TXM configuration, adapted from [89].
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To obtain three-dimensional images of samples, tomographic reconstruction techniques are used.
A more detailed description of tomography is given in Section 2.2.1, however the basic
experimental imaging procedure is as follows. Using the TXM, projection (transmission) images
are taken at a large number of angles that span a 180° sample rotation. After each single
projection image is taken, the sample, which is mounted on a stage capable of translation and
rotation, is rotated by a small angular increment. The exposure time for each projection image is
chosen so that a sufficient amount of x-rays passes through the sample. Once every projection
image is taken, the projections can then be processed further. In order to remove background
noise from the image, a reference image is generally taken before and after acquisition of the
entire imaging data set.

One of the benefits of using a synchrotron x-ray source for TXM is the tunability of the hard xray beam’s energy. Tuning the x-ray energy allows a sample’s constituent phases to be
identified since different material phases will often have different x-ray absorption properties at a
given energy. Elemental absorption edges are particularly useful, since individual material
phases will often exhibit sharp contrast changes across a small x-ray energy range. There are
two common imaging techniques that utilize these contrast changes to identify different material
phases across an absorption edge; these are differential x-ray absorption contrast imaging [82],
and x-ray absorption near-edge structure tomography [89], [92]. A key to these imaging
procedures is that samples are created to suit the imaging setup and tomographic reconstruction
process. The materials that are being studied, and resulting sample dimensions, must be chosen
carefully so that their absorptive properties (i.e. x-ray attenuation lengths) allow sufficiently
many photons to pass through the sample during image acquisition. To fabricate samples, FIB-
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SEM has been increasingly used because of its precision in extracting and mounting small
samples with specific geometries [93]. For the materials studied in this thesis, cylindrical
samples of roughly 10

diameter and 20 m height were created and imaged in the TXM.

2.2 Image Processing
The ultimate goal of synchrotron-based XNT is to obtain digital three-dimensional images of a
material’s interior structure, where each distinguishable material phase is distinctly labeled. To
reach this goal, once images are obtained via the experimental setup and procedure outlined
above, they must be processed further by a number of steps. These steps often include
tomographic reconstruction, filtering, and image segmentation. A brief introduction of these
steps and commonly used processing techniques will be discussed in the following sections.

2.2.1 Tomographic Reconstruction of Projection Images
The first step in processing TXM projection images is tomographic reconstruction. The goal of
this process is to obtain images of the interior of a sample given a sufficient number of projection
images. Each projection image, taken at a certain angle, is said to be composed of a set of line
integrals which represent the attenuation behavior of the sample (i.e. the total attenuation, or
absorption, of the x-rays that passed through the sample at that point). Once tomographic
reconstruction has been performed, what results is a 3-D mapping of the attenuation of the
sample, such that material phases with distinct attenuation lengths can be distinguished in 3-D
(resulting in phase differentiation).
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The goal of tomographic reconstruction is to determine an unknown function (i.e. the interior
image of a sample), by inverting the Radon transform that represents the sample (in this case, the
Radon transform is the set of all line integrals from all projection images obtained in the imaging
procedure). A number of tomographic reconstruction algorithms have been developed and used
to invert the Radon transform, including the iterative Algebraic Reconstruction Technique (iArt), filtered back-projection (FBP), and more recently developed algorithms such as maximum
likelihood with expectation maximization (MLEM) [94]–[99]. A common step in applying these
algorithms is ensuring all projection images of a sample are aligned about a single rotational
axis. In this work, fiducial markers (e.g., gold particles) are attached to cylindrical samples
during preparation to allow manual alignment of projection images after acquisition.

2.2.2 Filtering
Once the interior of a sample is reconstructed by one of the above mentioned methods, a number
of artifacts may be present that are not indicative of the actual material present in the sample.
These artifacts can include pixilation or noise, streaks, and non-uniformity of brightness, among
others [100]. Many factors can cause the presence of these artifacts, including the image
acquisition itself (beam drift, unfocused optics, etc.), or imperfect image alignment prior to
reconstruction. These issues can eventually impact segmentation of the images and result in
inaccurate labeling of a material’s phases. If voxels are inaccurately labeled, transport modeling
and structural property measurements will no longer be indicative of the actual material.

Filtering is the process of digitally removing artifacts in a reconstructed image and enhancing
image quality, which aids the segmentation procedure to yield the most accurate representation
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of the original sample possible. A more detailed discussion on filtering techniques can be found
in [101]; here, only the more common techniques are discussed.

The type of filtering that is applied to an image is dependent on the state of the image once it has
been reconstructed, as well as the obvious presence of artifacts that would affect the
segmentation process. Most of the aforementioned artifacts including streaks, noise, and
pixilation, can be significantly reduced with smoothing filters. Two common smoothing filters
that are used are a Gaussian filter and a median filter. A Gaussian filter, also known as a
Gaussian blur, is a low-pass filter that imposes a voxel-by-voxel transformation according to a
Gaussian function with a specified radius. A median filter, as the name implies, finds the median
gray-scale value within a specified neighborhood of the voxel of interest, and replaces the
voxel’s value with that median. Both of these filter types serve to smooth an image by averaging
the gray-scale values present in an image over a certain distance, and are often applied in
imaging studies [82], [102]–[104]. One of the drawbacks to using smoothing filters is that they
generally do not preserve edges (phase interfaces) from the original image. Smoothing filters do
exist that aim to preserve these important features, including a non-linear diffusion filter and a
shock filter [105]. In addition to the filters mentioned here, widely used image processing
software such as ImageJ [106] and Avizo (Visualization Sciences Group, Burlington, MA) are
continually expanding their libraries of techniques for image enhancement and artifact removal.

2.2.3 Segmentation
Quantitative analysis of a material sample, e.g. modeling and simulation, traditionally relies on
each distinct material phase in a sample being represented by a distinct label. Image
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segmentation is the process of labeling each voxel in an image according to its corresponding
phase. For example, if a porous composite SOFC anode composed of Ni-YSZ were imaged via
XNT, a segmentation procedure would be used to assign each voxel in the reconstructed 3-D
image as either the Ni, YSZ, or pore phase (for instance by labeling them as 1’s, 2’s or 3’s), in
addition to labeling any additional phases that may be present. Numerous algorithms exist for
image segmentation which are generally categorized by their working principles; these include
global thresholding, locally-adaptive thresholding, and region growing methods [107].

Global thresholding segments an image by making use of the image’s histogram to select ranges
of voxel values that correspond to particular phases. Each of the voxels in the image is then
assigned a value based on which gray-scale range contains it. This method has a number of
drawbacks, most notably its sensitivity to noise and pixilation. The presence of noise in a
reconstructed image can result in numerous mislabeled voxels when global thresholding is
applied, especially when contrast differences between phases are small. In addition to the
aforementioned smoothing filters, post-segmentation filters are often used to circumvent these
issues. Two operations, erosion and dilation, are commonly used after global thresholding to
correct for mislabeled voxels, especially when isolated voxels of a certain phase erroneously
appear within broad regions of another.

Global thresholding methods also do not rigorously define the edges and interfaces in a
reconstructed image. For cases where preserving edges and interfaces are important, region
growing techniques such as watershed segmentation are often used [8], [100], [104], [108],
[109]. This technique begins with conservatively thresholding a seed region of a phase,
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whereupon the seed regions are artificially expanded until they contact interfaces and fill the
entire volume with discrete labels [101]. The interfaces of an image may be found by edgefinding techniques such as gradient mapping. A sample application of watershed segmentation,
taken from Ref. [110], is shown in Fig. 2.2. Here, four material phases, including a neodymiumnickelate mixed conducting phase and void space, along with two possible poisoning phases,
were segmented with a watershed algorithm. The application of watershed segmentation here
allowed the authors to see that one of the poisoning phases tended to form on the surface of the
primary conducting phase, which can reduce the surface area available for reactions and lead to
performance degradation.

Figure 2.2. a) A cross-sectional view of Nd-nickelate SOFC cathode material obtained by XNT
and reconstructed by FBP, and b) the image after watershed segmentation. This image is from
Ref. [110].
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While global thresholding and region growing techniques are often used, a large number of
additional methods are available. Additional discussions of such segmentation techniques are
provided in Refs. [105], [107].
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Chapter 3*: Solid Oxide Fuel Cell Microstructure Conductivity Analysis
*Adapted from [4]

3.1 Overview
As was discussed in Section 1.2.2, significant research has been dedicated to developing and
utilizing transport models to aid in advanced SOFC electrode design. In an effort to overcome
some of the limitations of existing models, the ECF theory described in Section 1.4.2 was
developed, allowing complex structures to be represented by a network of axisymmetric charge
conducting fins. Recently, Nelson et al. [102] have applied the ECF theory along with skeletonbased partitioning of a digitized sample volume into individual transport channels to study real
mixed-conducting electrode materials, exhibiting that the model can compute experimentally
validated polarization resistances and potential distributions that compare well to those found
with a detailed finite element model. The advantages of using this new modeling tool were
immediately evident; specifically, the ability of the theory to account for local microstructural
effects such as specific transport channel morphology and network topology without reliance on
averaged structural properties, as well as significantly reduced computational times compared to
detailed finite element simulations.

However, as discussed by the authors, certain limitations of the algorithm used to construct the
fin networks and the application of a non-dimensional form of the fin equation shown in Eq. 1.1
limited the potential accuracy of the approach. More recent developments by Cassenti et al. [87]
have yielded closed-form solutions for charge transfer and surface reactions of electrochemical
fins with well-defined radial profiles, including positive curvature spherical and negative
curvature hyperbolic geometries. In this chapter, the electrode modeling tool of Ref. [102] is
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expanded to include enhanced sensitivity to local transport channel morphology, via the
application of the analytical solutions presented in Ref. [87], and is applied to the study of charge
transport in a wide range of microstructures. Updates to the partitioning tool are described along
with a corresponding algorithm to determine ideal fin shapes that best represent individual
transport channels in the microstructural network. Extensive application and validation of the
updated modeling tool is then presented for simple one-dimensional particle arrays, ideal packed
sphere structures, and real microstructures including SOFC electrode samples imaged via XNT
methods described in Chapter 2. Results from these charge transport analyses are compared to
finite element simulations in Abaqus, as well as percolation theory, to showcase the model’s
applicability and merits as an electrode design tool.

3.2 Digital Microstructure Generation
3.2.1 Ideal Structures
The idealized structures presented here were all generated with in-house MATLAB codes. The
first structures analyzed are simple 1D particle arrays, used to quantify differences in
performance for the different particle types as well as approximate error that may be attributed to
the simplifying assumption of one dimensional transport. These are generated by stacking
spherical, conical, hyperbolic, or exponential fins in a single direction to create a chain of
particles. A sample structure using spherical fins is shown in Fig. 3.1a. In order to quantify the
effect that inter-particle neck size has for the different structures, a range of these arrays is
created for different particle to neck radius ratios using each particle type.
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For further assessment of the modeling approach, packed sphere structures with monosized
particles are generated. These types of structures are commonly used for percolation studies and
also as numerical domains for discrete modeling [18], [19], [22], [26], [27], [30]. Typically,
packed sphere structures are generated by randomly depositing and repositioning spherical
particles of different types into a volume, and then artificially sintering them together. One
example algorithm used for this purpose is the drop-and-roll algorithm [25], [27]. A simpler
method for creating structures is to use a pre-determined lattice to fix the locations of each
particle in the domain [19]–[21]. Thus, the random nature of the structure is only achieved via
random selection of a particle type before it is placed on a lattice point.

Since ideal structures are mainly used for validation of the modeling tool, a simple cubic lattice
is chosen as the basis for the packed sphere structures. By nature of the simple cubic lattice, the
average coordination number for all the structures generated is

, allowing quick

comparison to common percolation studies [10], [111]. The structures are generated by iterating
through a grid of lattice points and randomly selecting either an ionic or electronic conducting
particle to place, thus simulating the microstructure of a composite SOFC electrode. In these
simple structures, every particle is the same size and the volume fraction, contact angles, and
volume size are decided by the user.

In this study, the ECF model is used only to analyze ion conduction through the ionic conducting
phase. Thus, in the packed sphere structures, any deposited electronic conducting particles are
treated as additional void space. This allows each of the voxels in the structures generated to be
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represented by 1’s for the solid ionic conducting phase, and 0’s for the remainder of the volume.
The volume fractions of each structure are then re-cast as a void fraction, i.e. a measure of the
complement to the phase of interest, instead. For proper comparison to percolation theory,
roughly 100 structures of varying void fractions are created. Two of these structures are shown
in Fig. 3.1b and c, respectively. Keeping consistent with the theory of Costamagna et al. [10],
contact angles are chosen as 15° between the spherical particles. The volume sizes are chosen
large enough so as to be statistically representative, but also within a range that allows a detailed
finite element comparison on the structures. A number of studies have been performed to
discuss proper RVE size to accurately characterize electrode microstructures [30], [31], [112]–
[114]. Cai et al. [30] found an electrode to particle size ratio of 7.5 yielded statistically
representative volumes for packed sphere structures. Metcalfe et al. [114] and Laurencin et al.
[31] both found that a ratio of 14 was sufficient for representative volumes. For the packed
sphere structures in this paper, a ratio of 13 was chosen as it approximately meets these
published requirements, but also allows for a dense mesh to be used for finite element studies.
The particle diameter chosen for these structures is
side length of

.
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, resulting in cubic volumes with

Figure 3.1. Artificially generated structures for model validation, including a) 1D array of
spherical particles, b) low porosity (

) packed sphere structure, c) high porosity (

) packed sphere structure. This figure is from Ref. [4].

3.2.2 Real Structures via Synchrotron-Based X-ray Nanotomography
Because of the many simplifications associated with generating packed sphere structures on a
simple cubic lattice, using the ECF modeling tool to analyze real electrode data with complex,
amorphous transport networks gives necessary insight into the accuracy that can be obtained
when capturing microstructural morphology and network topology. Since the goal of studying
real structures is to provide us with a larger number of distinct transport networks than is
possible via artificial structures, specific phase information aside from geometric configuration is
not required. Thus, for any given sample of a composite electrode, for instance a Ni-YSZ (yttriastabilized zirconia) SOFC anode or lanthanum strontium manganite - yttria-stabilized zirconia
(LSM-YSZ) SOFC cathode, up to three connected networks are potentially available for
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analysis; one of the electronic conducting phase, one ionic conducting phase, and a pore phase.
Likewise, for a single phase mixed ionic–electronic conducting (MIEC) material, there are
potentially two connected material networks to analyze, the solid phase and a pore phase. The
modeling tool can be configured to assess theoretical ion transport through any of these
microstructural networks, as long as separate digital volumes are created where the phase of
interest is labeled as 1’s, and the remainder of the volume is 0’s. In this study, a wide range of
SOFC electrode structures have been used including a composite GDC-CFO ceramic membrane
containing a Ce0.8Gd0.2O2 (GDC) oxygen ion conductive phase and a CoFe2O4 (CFO) electronic
conductive phase [115], and composite Ni-YSZ anode material samples. Additional model
validation is performed via modeling of a porous Ce0.8Sm0.2O1.9 (SDC) gas separation membrane
material [116], used to exemplify the model’s applicability to other material systems. A full list
of samples used and the corresponding RVE’s extracted is shown in Table 3.1.

To obtain the real electrode samples studied in this work, a series of XNT imaging experiments
have been performed according to the steps outlined in Chapter 2. For each of the samples
studied, an initial cylinder was extracted from each of the samples using an FEI Strata focused
ion beam-scanning electron microscope. These cylinders are on average 8-10
and 15-20

in diameter

in height. The samples were then imaged via transmission X-ray microscope at

either the Stanford Synchrotron Radiation Lightsource, beamline 6-2c or the National
Synchrotron Light Source, beamline X8C. X-ray nanotomography was performed, yielding a
range of transmission images for each sample which were then reconstructed via filtered back
projection to produce a three dimensional grayscale data set. Image filtering steps such as
median filtering for noise reduction were taken, whereupon watershed segmentation was used to
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discretely label individual material phases. From the resulting segmented three-dimensional
image stacks, a number of RVEs were then extracted using ImageJ software, whereupon each
phase of interest may be isolated in separate digital volumes. The sizes of the RVEs and the
phase of interest are also detailed in Table 3.1, along with the voxel size of the samples. RVE
sizes for real structures are limited in this study to allow proper detailed comparisons to finite
element analyses, inclusive of capturing nano-scale morphological features without reaching
memory limitations of a Dell OptiPlex 980 desktop computer with 16 GB RAM.

Sample
GDC-CFO [115]
GDC-CFO [115]
GDC-CFO [115]
GDC-CFO [115]
GDC-CFO [115]
GDC-CFO [115]
GDC-CFO [115]
GDC-CFO [115]
SDC50 [116]
SDC50 [116]
SDC50 [116]
SDC50 [116]
SDC50 [116]
SDC50 [116]
Ni-YSZ
Ni-YSZ [117]
Ni-YSZ [117]
LSM [118]
SDC40 [116]

RVE Number
1
1
2
2
3
3
4
4
1
1
2
2
3
3
1
1
1
1
1

Phase of
Interest
GDC
CFO
GDC
CFO
GDC
CFO
GDC
CFO
Pore
SDC
Pore
SDC
Pore
SDC
Ni
Ni
Pore
Pore
SDC

Cube Side Length Voxel
Void
(voxels)
Size (nm) Fraction
220
28.5
0.517
220
28.5
0.584
220
28.5
0.485
220
28.5
0.621
185
38.9
0.564
185
38.9
0.562
185
38.9
0.573
185
38.9
0.551
220
19.5
0.422
220
19.5
0.578
220
19.5
0.435
220
19.5
0.565
220
19.5
0.422
220
19.5
0.578
200
38.9
0.632
220
19.5
0.744
220
19.5
0.775
240
19
0.688
200
25
0.397

Table 3.1. Real material microstructures used for this study, including SOFC electrode samples
(GDC-CFO, Ni-YSZ, LSM) and a gas separation membrane material (SDC). This table is from
Ref. [4].
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3.3 Charge Transport Modeling
3.3.1 Electrochemical Fin Model
The ECF model introduced in Section 1.4.2 and utilized in Ref. [102] is expanded in this work to
more effectively account for local microstructural effects, by applying the analytical solutions
developed in Ref. [87] for various fin shapes. These analytical solutions are described briefly in
Section 3.3.1.1, below, followed by descriptions of the updated partitioning tool and
methodology used to apply the ECF model to three-dimensional structures. A measure of
effective ionic conductivity is used to assess charge transport in the absence of electrochemical
reactions for the various structures described in Section 3.2, and compared to predictions from
other commonly used models for validation.

3.3.1.1 Closed-Form Solutions for Axisymmetric Fins
To facilitate studying advanced electrode microstructures, Cassenti et al. [87] provided analytical
solutions for three axisymmetric fin geometries: a neutral curvature conical frustum, a positive
curvature spherical segment, and a negative curvature hyperbolic segment. Additionally, a
fourth geometry is considered in this work, that of a fin with a negative curvature smooth
exponential profile that results from the application of two dimensionless parameters describing
a fin’s morphology: sintering quality and resistivity ratio [102]. In Ref. [102], this exponential
profile was used exclusively to define every fin in their resulting electrochemical fin resistor
networks. For general comparison, the neutral curvature, positive curvature, and negative
curvature fin types are shown in Fig. 3.2a, b and c, respectively. For definitions of charge
transport and geometric properties for each of the fins, the reader is referred to Fig. 1.3.
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Figure 3.2. Electrochemical fins with a) neutral curvature (conical) profile, b) positive curvature
(spherical) profile, and c) negative curvature (hyperbolic or exponential) profile. This figure is
from Ref. [4].

The radius for the conical fin geometry takes the form

a  kz  z 0

(3.1)

The general solution for its variation in potential is then found as





  A1 I1  2

Here,

and

2



21  k 2 
kz  z 0    A2 K1  2 21  k  kz  z 0  
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are modified Bessel functions of the first and second kind, and constants

(3.2)

and

can be found by imposing boundary conditions at the endpoints of the fin. The spherical
segment has a radius governed by
a 2  z  z 0  
2

The solution is
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1
k2

(3.3)

  A1 P 1 k z  z 0   A2 P 2  k z  z 0 
Here,  1,2  1 2 
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and

(3.4)

are determined via boundary

conditions. The negative curvature hyperbolic fin has a radius given by
a z  

1
coshk z  z 0 
k

(3.5)

The resulting governing equation can be solved by setting




az 

(3.6)

This yields as a solution

  A1ek  z  z0   A2 e k  z  z0 
Here,   1 2 Rk and

and

(3.7)

are constants determined by the boundary conditions. The

fourth geometry is determined by casting Eq. 1.1 in terms of dimensionless parameters z*  z L ,

 *    b , Ac*  Ac Ac,b , and As*  As Ac,b . Noting that cross-sectional area is defined as
Ac z   a 2 z 

(3.8)

And surface area is obtained by integrating
2

 da 
dAs z   2az  1    dz
 dz 
Eq. 1.1 can now be rewritten as
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(3.9)

d 2 *
1 dAc* d *
L dAs* *
 * *

 0
dz *2
Ac dz dz * RAc* dz *

(3.10)

From this equation, two dimensionless parameters can be extracted. The first, sintering quality
as defined in Eq. 3.11, describes the variation in the cross-sectional area of a fin. The
second, a resistivity ratio defined in Eq. 3.12, describes the ratio of charge transfer resistance to
conduction resistance within the fin [102].

 L dAc 
SQ  

 Ac dz 

1

 io L2 1 dAs

 ct R Ac dz

(3.11)

(3.12)

Fixing the sintering quality as a constant and integrating Eq. 3.11 for a single segment yields

 A 
SQ  ln 2 
 A1 

1

(3.13)

The radius profile corresponding to this fixed sintering quality is
1 z

a  a0 e SQ 2 L

(3.14)

Nelson et al. [102] have also fixed the resistivity ratio as a constant for application to real
electrode materials. Plugging Eq. 3.14 into Eq. 3.12, we see that the resistivity ratio cannot be
constant. Thus, assuming a fixed value for the resistivity ratio, approximated by Eq. 3.15, results
in an error in approximating Eq. 3.12 which was determined to be acceptable for particles with
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only moderate changes in radius [102]. The resulting solution for the dimensionless potential
distribution, assuming fixed sintering quality and resistivity ratio, is shown in Eq. 3.16.

 io L2 As

 ct R V

(3.15)

 * z *   A1e z  A2 e z
*

1

Where  1, 2 


1 1
1


 4 io
2
2  SQ
SQ
  ct



  and
 

*

2

and

(3.16)

are arbitrary constants.

It is noted here that if no surface reactions are present, the resistivity ratio becomes zero and the
third term of Eq. 3.10 drops out, thus the solution defined by Eq. 3.16 is an exact solution for the
exponential fin profile of Eq. 3.14. If surface reactions are present, the error described in Ref.
[102] in assuming a constant resistivity ratio would exist.

The solutions for the different fin geometries, shown by Eqs. 3.2, 3.4, 3.7, and 3.16, can be
combined to yield a composite solution for networks of electrochemical fins. This approach,
which is comparable to common resistor network approaches in the literature, follows
Kirchhoff’s circuit laws and requires the continuity of current at each node in the structure.
Thus, the potential at each node can then be determined given the network connectivity data,
material properties

and , and the geometry for each fin. The required inputs for each fin

geometry are geometry type, fin length, curvature or slope, and axial offset; for the exponential
segments, the fin length, surface area to volume ratio, and base and tip areas must be specified.
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3.3.1.2 Network Partitioning Tool – A Unique Discretization Approach
The goal of the ECF modeling tool is to approximate real or ideal microstructures as networks of
electrochemical fins in order to compute performance characteristics of the original structure. As
was mentioned above, each fin in the equivalent network must have a defined geometry, material
properties, and network connectivity data. To extract this information, an edge-based
partitioning tool was developed in MATLAB, with calls to Avizo skeletonization, watershed,
and meshing functions [102]. The basic goal of the partitioning tool is to discretize threedimensional microstructures into a series of conduction channels, requiring each channel to have
an entrance area and an exit area available for bulk charge transport along with an external
surface available for electrochemical reactions. The tool is then used to compute necessary
parameters for each partitioned segment, allowing an equivalent fin network to be constructed.
Details about the basic process, including skeletonization and labeling procedures, are discussed
in Ref. [102]. However, it has been noted by the authors that the previously implemented
partitioning approach is limited in its ability to capture and model local transport channel
morphology.

One goal of this study is to enhance the partitioning tool to facilitate more accurate modeling of
the microstructure inclusive of morphological and topological effects, which requires additional
steps in the partitioning process. Two partitioning methods are presented in this work and shown
schematically in Fig. 3.3; the first being the previously implemented approach and the second
includes updates necessary for more accurate capturing of structure morphology. To aid in a
description of these approaches, a consistent verbiage must be adopted. In the following
discussion, the skeleton computed for any given microstructure is composed of ‘edges’, or
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skeleton branches, and ‘nodes’, or vertices. The skeleton information is used to partition the
original microstructure into distinctly labeled ‘segments’, which are essentially three
dimensional conduction channels. Each ‘segment’ contains a skeleton ‘edge’ as a foundation
that dictates the primary transport axis, along with two ‘nodes’ that define the boundaries of the
segment and correspond to end areas available for bulk transport. Relevant parameters including
length, volume, and inter and intra-phase interfacial surface area are then extracted for each
‘segment’, which are then used to construct corresponding axisymmetric electrochemical ‘fins’.
Noting network connectivity obtained from the skeleton information, these ‘fins’ are then
combined to form a resistor network representing the original microstructure.

Figure 3.3. Two partitioning methods are shown that can be used to discretize three-dimensional
microstructures into charge transport channels. Method 1 (a) uses the skeleton as a basis to
partition a structure into segments, and then uses exponential electrochemical fins to build an
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equivalent fin network (c). Method 2 (b) automatically sub-partitions the microstructure at local
minima and maxima and allows fin shapes to be chosen to best represent the actual
microstructure (d). This figure is from Ref. [4].

Partitioning method 1, as shown in Fig. 3.3a and c, was previously utilized in Ref. [102]. As
seen in the figure, microstructural networks are partitioned according to skeleton information
obtained from Avizo, with certain constraints. Each edge of the skeleton initially corresponds to
one resistive component in the equivalent fin network. Edges with a local minimum, or a ‘neck’,
are cut at the neck in order to capture the constrictions and are then represented by two resistive
components. This additional cutting process is referred to as sub-partitioning. In this original
partitioning approach, sub-partitioning is only performed once per segment, at the intersection
between watershed lines in vertex-based partitioning and the skeleton edge point. Thus for edges
with multiple constrictions or bulges, such as that shown in Fig. 3.3a, some features remain
unaccounted for. Each resulting segment after sub-partitioning is then measured for its end
areas, length, and surface area to volume ratio. Edge-based partitioning produces non-flat
surfaces (the diamond-shaped regions of a segment depicted in Fig.3.3). When equating this
area to the flat circular end area of an axisymmetric fin used to represent the segment, the true
cross-sectional area available for conduction would be severely overestimated in most cases.
Instead, a projection end area is calculated by counting material contacting a plane projected
normal to the skeleton edge at both ends of a segment. Thus, the end area computed is
approximated as a flat area, enabling more accurate geometric representation in the equivalent
fin network. Segment length is calculated as the length of the smoothed skeleton, and volume is
simply measured as the amount of material composing each segment. These computed
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geometric parameters are then used to compute the non-dimensional parameters sintering quality
and resistivity ratio, which allows each segment to be approximated with a fin whose radius
varies according to Eq. 3.14, as shown schematically in Fig. 3.3c. The benefits to this approach
are that limited sub-partitioning is used, and the non-dimensional approximation requires only
basic geometric information. However, this method does not capture all major necks and bulges
in a given microstructure especially for longer segments due to limited sub-partitioning, and
representing a structure’s transport channels as only exponentially varying fins can lead to
inaccurate representations of the microstructure in the resulting electrochemical fin network. A
visual example of these potential issues is shown in Fig. 3.3c.

Partitioning method 2, shown in Fig. 3.3b and d, aims to improve the accuracy of the ECF model
by implementation of additional, automatic sub-partitioning steps and application of the
analytical solutions presented in section 3.3.1.1. The additional sub-partitioning steps are
activated and controlled by user-specified minimum and maximum allowable edge lengths. Any
edges that are longer than the maximum value specified are subjected to sub-partitioning at
remaining local minima or maxima in the corresponding segment, according to the value of the
phase distance map at the skeleton points. The minimum edge length is present to ensure
segments are not too thin to extract useful information from them (due to limited voxel
resolution), which combined with the maximum length results in segments entirely within the
specified range of lengths. As shown in Fig. 3.3d, this can result in more accurate capturing of
inter-particle necks and constrictions within microstructural networks. The length, external
surface area and volume are computed as described in the original approach. However, in order
to properly define external surface area available for reactions, each segment’s interface area is
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classified according to amount contacting void space versus amount contacting material of the
same phase. Thus, charge transfer resistance for each equivalent fin in the network can be
adjusted based on area available for reactions. In this study, electrochemical reactions are
neglected, so this effect is not quantified; however this is seen as an issue for future
investigation. The geometric parameters extracted here can then be used as a basis for the shape
fitting algorithm outlined in Section 3.3.1.3.

3.3.1.3 Transport Channel Analysis and Fin Shape-Fitting Approach
The information extracted from the partitioning tool must now be used to construct an
electrochemical fin network representing the microstructure. Thus, each segment must
correspond to an idealized axisymmetric fin shape which best approximates the conductive
properties of the segment and its surface electrochemistry. As mentioned previously, each fin
requires network connectivity information, material properties, and a defined geometry. The
network connectivity information is first determined from the skeleton produced by Avizo. Each
partitioned segment, including those produced via sub-partitioning steps, has a corresponding
skeleton edge label and two skeleton nodes which determine its boundaries. Segments with
shared nodes maintain a physical connection in the microstructure, and thus will connect in the
fin network. Material properties

and

are defined by the user and are set for each fin in the

network. The exception to this would be segments with modified values of charge transfer
resistance

to account for amount of exposed surface area. Lastly, each fin requires a defined

length , curvature or slope , axial offset

, and geometry type, as discussed in Section 3.3.1.1.

These parameters must then be derived from known geometric quantities extracted from each
segment in the microstructure. Based on the partitioning approaches outlined above, the end
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areas

and

, length , surface area

, and volume

can all be measured for each segment.

Due to the amorphous nature of real microstructures, it is not plausible to determine an
axisymmetric curvature or slope directly from the labelled segments.

In order to avoid material discontinuities, end areas computed from the real structure must
remain consistent with the equivalent fin network. Similarly, to avoid adding or removing a
significant amount of material, length is also to remain consistent. Making the assumption that
the end areas are flat and circular, initial radius
can be determined by

√

⁄ and

and final radius

√

⁄ . Therefore

of the corresponding fin
,

and

each fin based on simple geometric measurements. Given any combination of

are known for
,

, and , the

fin geometries described in Section 3.3.1.1 can be defined within certain constraints.

Conical fins, whose profile is defined in Eq. 3.1, can be formed given any combination of the
three parameters. The length of a conical fin is simply equated to segment length, and the slope
and offset

are defined, respectively, as

k

a 2  a1
L

(3.17)

And

z 0  a1

(3.18)

Spherical fins, as defined in Eq. 3.3, can also be defined given any combination of end radii and
length. The curvature

for a spherical fin can be determined by
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is computed as
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Given any combination of
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, there are a range of fin lengths, defined by

a12  a22 , where the resulting spherical fin’s radial profile is either monotonically

increasing or decreasing. However, when L 

a12  a 22 the resulting spherical fins bulge out to

accompany the extra length and the radius is no longer a monotonic function. Thus, if the
lengths of spherical fins are not properly controlled via the maximum length constraint, they may
form undesired bulges and over-estimate the radial dimensions of the corresponding transport
channel in a real structure.

The hyperbolic radius profile defined by Eq. 3.5 forms a negative curvature fin and has an
analytical solution for its potential, shown in Eq. 3.7 [87]. However, given a fin’s end radii and
length, a corresponding hyperbolic geometry and relevant parameters cannot be found
analytically and instead a numerical or graphical approach must be used to determine
Due to the significant computational time and manual intervention this would require,
exponential fins are instead adapted as the negative curvature fin geometry.
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and

.

For the case of an exponential fin, the approach described in Ref. [102] is used. This requires
calculation of sintering quality and resistivity ratio from Eqs. 3.13 and 3.15, respectively. As
mentioned previously, surface reactions are neglected in this work, so approximating the
resistivity ratio with a fixed value is not required and an exact analytical solution for the
exponential geometry exists.

If there is sufficient knowledge of a particular microstructure beforehand, i.e. in the case of ideal
structures composed of well-defined particle shapes, then the relations presented are sufficient to
define the necessary fin geometries. However, complex ideal structures and real amorphous
microstructures require defining axisymmetric fin shapes to best represent charge transport
within the partitioned transport channels. Therefore, an algorithm must be implemented to
automatically determine the best fin shape to represent the morphology of each segment. Noting
that the end radii and the length have all been fixed for the ideal fin, any given initial radius, final
radius, and length combination will correspond to only one spherical geometry, one conical
geometry, and one exponential geometry. Due to the requirement of axisymmetric fins, and the
amorphous nature of segments extracted from real structures, exact fits are not expected.
Instead, a general measure of each segment’s shape is used as the basis for choosing between the
three geometries. For this purpose, the surface area to volume ratio extracted from each segment
is used. With the surface area to volume ratio known for each real partitioned segment, and only
three distinct geometries that can be chosen from, a direct numerical comparison can be made
between the surface area to volume ratio of the real segment and that of the three possible fin
options. The fin shape whose surface area to volume ratio is closest to that of the real segment is
then chosen. This criterion for fin selection can be modified as desired. Once this step has been
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performed and fin geometries are chosen to best represent each segment, a complete
electrochemical fin network may be constructed.

3.3.1.4 Calculating Effective Conductivity
While previous applications of the ECF modeling approach have focused on determining
polarization resistance for different structures, the present work computes effective conductivity
as the primary indicator of microstructural performance in an effort to focus on accurately
capturing the effects of microstructure morphology on charge conduction. For each structure
under consideration, two opposing boundaries are chosen and a fixed potential is applied at each
boundary. The potential at each node in the structure is then solved and the resultant total
current

can be calculated as the sum of currents entering each node contacting one of the

boundary faces where a fixed potential was applied. The effective conductivity of the structure
is determined by

 eff 

itot LV
Ac ,V V

(3.21)

The effective conductivity can then be normalized by the intrinsic material conductivity to yield
more general results, as shown in Eq. 3.22.

 eff 
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(3.22)

3.3.2 Finite Element Model
Two different types of finite element models are used to compare to the ECF modeling tool
conductivity predictions. The Heat Transfer module of Abaqus/CAE 6.9 is used for both of
these models, based on its equivalence to the ECF model (i.e. solution of the steady-state heat
equation).

The first is an axisymmetric two dimensional model used for comparison with ECF solutions of
one dimensional arrays of particles. Within Abaqus, geometries representing the axisymmetric
fins were drawn in a two dimensional plane, and the resulting part was meshed using quadratic
heat transfer mesh elements allowing accurate characterization of curvature and relevant
features. Sample meshes are shown in Fig. 3.4c and d. The material conductivity was defined
and boundary conditions were imposed at the end surfaces of the array, corresponding to
and

. The two sets of boundary conditions applied were a Dirichlet/Neumann combination

for computing local potentials along the array and a Dirichlet/Dirichlet combination for
computing effective conductivities. Since we are only interested in the conduction problem, no
surface flux was imposed for the structures in either case. The application of an axisymmetric
two dimensional model to analyze detailed geometry is similar to that performed in Ref. [85],
except in this case no space charge regions were modeled and surface flux is removed.

The second finite element model developed for validation was used to solve for transport within
three dimensional structures. The inputs for these cases were binary tiff stacks of the phase of
interest for either the real or artificial microstructures. In order to generate a mesh, Avizo 7
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Standard was used. The tiff images were imported into Avizo whereupon the surface was
smoothed and Avizo’s Surface Simplification Editor was run. Surface triangulation was
controlled so as to capture all relevant features of the structure, including inter-particle necks and
small pores. A tetrahedral mesh grid was then generated and imported into Abaqus. The number
of mesh elements used to represent the structure is typically dependent on volume size, volume
fractions, and feature sizes for each RVE analyzed. In the present work, the number of
tetrahedral mesh elements used ranged from 1 million to 5 million, depending on these factors.
A sample mesh for a GDC-CFO structure can be seen in Fig. 3.6b. Once in Abaqus, quadratic
heat transfer mesh elements were chosen for the structures. Intrinsic conductivity was set, and
fixed Dirichlet boundary conditions were applied at two opposing faces of the structure,
corresponding to

and

. Transport through the structure was then solved without

surface flux. Results could then be viewed, including local fluxes and nodal temperatures (i.e.
potentials). The fluxes across the boundaries at

and

were compared as a

verification step and then used to compute effective conductivities via Eq. 3.21. It is important
to note that in both finite element models used, steady state temperature distributions are
equivalent to electrostatic potential fields and may be directly compared to potential distributions
computed by the ECF model.

3.3.3 Percolation Theory
The percolation theory model used to predict effective ionic conductivity was that of
Costamagna et al. [10]. The equation used is shown in Eq. 3.23.

 eff 

 n  nc 

1  nc 
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(3.23)

Here,

is the intrinsic material conductivity,

dimensions,
threshold, and

is a universal exponent that is 2.0 in three

is the number fraction of the ionic conducting particles,

is the percolation

is a fitting parameter of the model taking into account neck size. In order to

compare this model to data from ECF theory analysis of the packed sphere structures,

was first

computed for each structure by dividing the total number of ionic conducting particles placed by
the total number of lattice sites available. This value was then correlated to values of void
fraction

for plotting, based on the packing density of a fully packed structure, which for this

study was 0.63. Next, the percolation threshold

was set to

, which has been

determined as the site percolation threshold for simple cubic lattices by a number of authors
[119], [120]. Lastly, since the contact angle for the packed sphere structures studied was set
universally to 15°, we chose

. Costamagna et al. have reported using this value of

for

structures with a contact angle of 15°. Based on these values, no fitting parameters were used to
compare Eq. 3.23 to data obtained via the ECF model.

3.4 Results and Discussion
3.4.1 Transport in Simple Particle Arrays
For each of the four geometry types introduced in Section 3.3.1.1, a range of simple particle
arrays was created with varying particle to neck radius ratios. In each array, the largest radii
were set to 0.5

and the smaller radii were varied accordingly. These arrays were used as

inputs in a Microsoft Excel version of the ECF code. For each array, fixed potentials were
applied at the inlet and exit, allowing resulting current through the structure to be calculated.
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These currents were used to compute normalized effective conductivities for the structures
according to Eq. 3.21.

Figure 3.4a shows the resulting conductivities plotted as a function of particle type and radius
ratio. When

⁄

, arrays composed of spherical fins yield the highest conductivities,

while arrays of hyperbolic fins have the lowest. Conical and exponential fins produce
intermediate results. This effect can be attributed to the average cross-section area available for
bulk transport within the constituent fins. An interesting result from this study is the fact that
very high radius ratios result in normalized effective conductivities approaching 0 for conical,
exponential, and hyperbolic fins, while conductivities for spherical fin arrays decrease at a much
slower rate. It is theorized this effect is due mainly to the assumption of one dimensional
transport and cross-sectional averaging of the potential in an array.
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Figure 3.4. a) Normalized effective conductivities of simple arrays composed of different
particle types for a range of radius ratios, b) potential difference distributions between
electrochemical fin and finite element analysis results for transport through spherical, conical,
exponential, and hyperbolic particle arrays, axisymmetric lines of equipotential for arrays
composed of c) spherical and d) hyperbolic segments, and e) effective conductivity of onedimensional particle arrays composed of spherical, conical, exponential, and hyperbolic fins
using electrochemical fin (ECF) and finite element analysis (FEA). This figure is from Ref. [4].

To test the effect of the one dimensional transport assumption, arrays with a fixed radius ratio of
⁄

were chosen using each fin type. These structures were analyzed using both ECF
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theory and Abaqus FEA. The boundary conditions used were a fixed Neumann condition at the
array inlet and a fixed Dirichlet condition at the exit. In both cases, a potential distribution was
determined throughout the array. In the ECF model, potentials were found at each of the nodes
of the structure, and in Abaqus, bulk temperature was computed along the length of the
axisymmetric model. This bulk temperature could then be compared directly to the cross-section
averaged potentials computed via ECF theory. The difference in potential between the two
analyses along the array length is shown in Fig. 3.4b.

It is clear from this figure that the ECF model generally over-predicts conduction through
segments, regardless of particle shape. In other words, the assumption of one dimensional
transport causes the model to under-estimate the resistance for any given array of particles.
Interestingly, the peaks and valleys in Fig. 3.4b do not appear to line up for the different
geometry types. Noting the spherical array potential distribution shown in Fig. 3.4c and the
hyperbolic distribution of Fig. 3.4d, it appears that the locations where radial current flow is most
prominent, i.e. near the spherical necks and near the hyperbolic bulges, correspond to the peaks
of greatest error in Fig. 3.4b. These are regions where there is slope discontinuity between
particles, and therefore is where the cross-sectional averaging assumption in the ECF method
deviates most from the finite element solution. For the case of a spherical particle, the greatest
instantaneous change in slope occurs at the neck between adjacent particles, or at the
constrictions. Alternatively, the greatest change in slope for hyperbolic particles occurs at the
particle bulges. Since constrictions will have a greater impact on particle resistance than bulges,
spherical particles generate the greatest difference between the ECF and FEA results; hyperbolic
particles have the least error on average, and the other two particle types are intermediate.
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The effect that these predictions have on effective conductivity is quantified and shown in Fig.
3.4e, for the case of

⁄

. Both the ECF and FEA models predict the highest

conductivities for spherical particle arrays, followed by conical, exponential, and hyperbolic
arrays which maintain the lowest conductivities. However, the performance over-prediction by
the ECF model is clearly visible and is most prominent for spherical particles. For smaller radius
ratios, this effect is predicted to be not as severe; however it may be exacerbated for arrays with
more narrow constrictions.

3.4.2 Conductivity of Ideal Packed Sphere Structures
Fourteen packed sphere structures with varying void fraction were created to analyze the effect
that ECF geometry selection has on performance predictions with respect to FEA results. For
each case, particle diameter was set to

, and the overall dimensions of the volume were

, represented by
were a fixed potential of

. The boundary conditions imposed

at the top face of each volume and a fixed potential of

at the

bottom face. Normalized effective conductivities were computed by both the MATLAB version
of the ECF code and a FE model in Abaqus.

The partitioning method employed for these structures was method 2, enabling all inter-particle
necks to be captured by the partitioning algorithm. Since the structures are idealized structures
composed of a single particle type, geometry selection is reduced to choosing a single geometry
type for every fin in the resulting ECF network. Based on the results of Fig. 3.4a, a range of
effective conductivities is expected depending on which geometry type is chosen.
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The normalized effective conductivities found using a single geometry type for each fin in the
ECF networks, as well as FEA results, are plotted in Fig. 3.5a. Using spherical fins in the ECF
network, the results from the ECF model compare well to those of the FE model, especially
considering the fact that the ECF model will consistently over-predict effective conductivity with
respect to a more detailed FEA on the same geometry. It is noted that using either conical or
exponential fins to represent each resistor in the network would result in under-predicting
performance. This showcases the importance of choosing the correct fin geometry to represent
the actual segments of an artificial microstructure. Ignoring the effects of geometry, it appears
that network topology information is also captured well with the ECF model. In general, the
trend of decreasing conductivity with increasing void fraction as shown by the FEA data is found
accurately with the ECF approach, and corresponds to the effect of fewer, more tortuous
conduction paths being present as void fraction is increased.
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Figure 3.5. a) Normalized effective conductivities computed by finite element analysis (FEA)
and the electrochemical fin (ECF) theory for a range of packed sphere structures.
Electrochemical fins in the ECF resistor network can be represented by spherical, conical, or
exponential fins. b) Normalized effective conductivity of a range of structures as computed by
electrochemical fin (ECF) theory and compared to predictions of percolation theory [10]. Inset
images are examples of packed sphere structures analyzed. This figure is from Ref. [4].
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Regarding computational costs, it has been noted that time and memory required to resolve an
electrochemical fin network scales with the number of fins resulting from the edge-based
partitioning step. Due to the increased number of sub-partitioning steps partitioning method 2
requires compared to method 1, the number of fins in the equivalent ECF network is increased,
thus computational costs are steeper than previous implementations of the model. Using
partitioning method 2, the packed sphere structures analyzed yielded resistor networks ranging
from 212 fins, for the highest void fraction case, to 13,130 fins for the fully packed case. The
solution times for these volumes were 0.24 seconds and 77.87 seconds, respectively; RAM
required for the calculations was 0.99 GB and 3.93 GB, respectively. As noted by Nelson et al.
[102], computational requirements for the finite element simulations are dependent on the
number of mesh elements used to represent a structure. Thus, the improvements in both time and
memory required by the ECF model over the FE model are in part due to fewer building block
elements required to represent a given microstructure. In the present simulations, each spherical
particle was represented by anywhere from 2-6 fins, resulting from the particle’s coordination
number; however, no strict relation is imposed between coordination number and number of fins
used to represent a particle. Regardless of coordination number, each spherical particle would
require on the order of hundreds of mesh elements for accurate FE mesh generation. The result
is that on average, time required to complete a finite element simulation, excluding the mesh
generation step, was roughly 2.5 orders of magnitude greater than the ECF model solution step.
Likewise, approximately 10 times the amount of RAM in GB was required to complete the FE
analyses on average.
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For comparisons with percolation theory, roughly 100 structures were created and analyzed
using the ECF model. In these cases, spherical fins were used exclusively to represent segments
in the structure. The resulting normalized effective conductivities of the structures are shown in
Fig. 3.5b in comparison with predictions of Costamagna’s percolation theory. In general,
percolation theory does a good job of predicting the trend of decreasing effective conductivity
with increasing void fraction. These predictions are especially accurate far away from the
percolation threshold of the structures. However, within roughly 10% of the percolation
threshold, i.e. when

, percolation theory predictions begin to differ from ECF model

results by up to one order of magnitude. In addition to the data points shown, roughly 22% of
the structures created with a void fraction between 0.7 and 0.8 did not contain a percolating
cluster, and thus are not pictured on this graph.

The large differences seen here showcase some of the limitations of percolation type models that
rely on averaged representations of structure. First, it is important to note that the structures
analyzed here contained a single particle size and constant contact angle throughout the volumes.
More complicated artificial structures, such as those having non-uniform particle size
distributions and those with a wide range of neck sizes, are expected to result in even larger
variations in performance near the percolation threshold. For more complicated artificial
structures, it also becomes difficult to determine percolation thresholds and other fitting
parameters used in the prediction of microstructural performance. Percolation thresholds derived
from coordination number theories or numerical studies on different lattices [119], [120] may
still vary greatly from the percolation threshold of a real, sintered electrode [18]. Lastly, while
entire electrodes may be reasonably approximated as infinite domains when considering
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microstructural features, active regions of composite electrodes are often much smaller in
comparison [12], [35], [121], [122]. Thus, finite domain percolation effects may be present in a
real electrode where maintaining fully percolating clusters is most important to overall device
performance. This is especially the case when one or more of the phases of interest in an
electrode are near their percolation threshold.

3.4.3 Conductivity of Real Microstructures
Each of the real three-dimensional microstructures listed in Table 3.1 was analyzed via the ECF
model using partitioning method 2 with shape fitting. Fixed potential boundary conditions were
applied across two opposing faces of the structures, and total resulting current was computed
from the resolved electrochemical fin network. From the results of this calculation, a threedimensional potential distribution within the structure may be obtained. The resulting potential
distribution is shown in Fig. 3.6a and b for the GDC phase of a GDC-CFO sample microstructure
computed using both the ECF model and the FE model described in Section 3.3.2. Normalized
effective conductivities were then computed from ECF theory via Eq. 3.21 and compared to
results of corresponding FEA in Abaqus. A comparison of normalized effective conductivities is
shown in Fig. 3.6c for the two different models for each structure analyzed.
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Figure 3.6. Dimensionless potential distributions computed by (a) electrochemical fin theory and
(b) finite element analysis for the GDC (Ce0.8Gd0.2O2) phase of a GDC-CFO gas separation
membrane material. (c) Normalized effective conductivities of real microstructures as computed
by electrochemical fin (ECF) theory and finite element analysis (FEA). Material phases shown
are GDC (red), CFO (blue), Pore (green), SDC (purple), and Ni (gray). This figure is from Ref.
[4].
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It is apparent that a majority of the structures were under-estimated in terms of their conductivity
by the ECF model when compared to finite element predictions. In fact, the mean percentage
error of ECF predictions compared to the FE model was -12%. One possibility for this underestimation of conductivity is the manner in which surface area to volume ratio was computed for
each of the segments in a structure. While the end areas were measured via projection planes
yielding flat surfaces, the external surface area and volume was measured from the actual
partitioned segments, thus flat end areas were not imposed during these measurements. A
possible result is that segments within material junctions in the structure, where non-flat areas
are prominent, yield surface area to volume ratios that are not entirely representative of the
conduction path morphology through the junction. An illustration of this possible effect is
shown in Fig. 3.7.

Figure 3.7. A schematic of a material junction including partitioning cut planes is shown (a).
The accurate fin network representation of x-direction transport is pictured (b) along with a
schematic of the material being counted for surface area and volume calculations (c). A possible
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resulting fin network after shape fitting with this method is then shown (d). This figure is from
Ref. [4].

The maximum error between the approaches was found to be 30%, which occurred for the
SDC40 sample. This structure in particular required the use of 6792 fins in its equivalent ECF
network, while the remaining volumes analyzed only required on average 1100 fins. This drastic
difference is attributed to the feature sizes of the SDC40 sample compared to the other samples.
Indeed, it appears that structures with very small feature sizes relative to voxel resolution of the
structures result in some loss of information due to the extensive partitioning required. There are
a number of additional approximations made by the ECF model employed that are probable
sources of discrepancies between the approaches. First, approximating real amorphous
microstructures with a series of axisymmetric fins may produce some error attributed to the
complexity of the real conduction channels being analyzed. Second, the assumption of onedimensional transport, as discussed in Section 3.4.1, can result in slightly over-estimated
performance predictions. This effect is more prominent in fins with large changes in crosssectional area along its transport axis. Third, the requirement of conducting channels with no
more than two boundary faces complicates the treatment of material junctions in a structure,
possibly resulting in the effect shown in Fig. 3.7. A more reliable means of computing surface
area to volume ratio for shape fitting could be obtained by measuring the value entirely via
projected planes along the length of a segment’s skeleton. Fourth, mesh generation prior to FE
simulations is no trivial step. It is expected that small errors in characterizing constrictions and
other relevant morphological features of each structure could have a significant impact on the
results [33]. While care was taken in ensuring high mesh quality for each structure, it is
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uncertain what quantitative effects this may have on final calculations. Finally, imposed
boundary conditions differ slightly between the ECF and FEA approaches. In the ECF model,
boundary conditions are imposed at nodes which represent circular end areas for segments
contacting the boundary face; while in the FE model, boundary conditions are imposed on the
real amorphous surfaces contacting the boundary face. Thus, it is possible for the total boundary
surface of the real structure to be improperly represented by fin end areas in the ECF model.

For each of the real microstructures analyzed, time to complete the solution step as well as
computer memory required are shown for the ECF model and FE model in Fig. 3.8a and b,
respectively. From this data it can be seen that on average, finite element solutions require
roughly 3 orders of magnitude additional time and 5 times as much RAM. However, these
differences in computational costs are highly dependent on the number of fins resulting from the
partitioning step, and the number of mesh elements used to represent the structure in the FE
model.
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Figure 3.8. Computational time and memory required to complete solution step for real
structures using a) electrochemcial fin (ECF) model and b) finite element analysis (FEA) model.
This figure is from Ref. [4].

3.4.4 Applicability of the Electrochemical Fin Model
The electrochemical fin model presented herein has been discussed as a complementary
approach to detailed numerical models such as finite element or Lattice-Boltzmann methods for
the design of advanced electrochemical electrodes. Based on the presented results, the
advantages of utilizing such a preliminary design screening tool are three-fold.

First, the analytical solutions for charge transfer that have been developed as part of
electrochemical fin theory allow detailed comparison of performance between charge conducting
structures without confounding morphological effects with numerical error. If such a
comparison were to be made with a mesh-based approach, great care must be taken to ensure
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results are mesh-independent; in this context analytical solutions are simpler to draw conclusions
from keeping in mind that the solution may be less accurate than finite element or LatticeBoltzmann methods. The second benefit to using electrochemical fin theory is the significant
reduction in computational requirements that results from the use of closed-form analytical
solutions and requiring fewer elements to represent a given structure than a more detailed finite
element analysis. This is especially the case for artificial or ideal structures that are composed of
axisymmetric building blocks, i.e. in the case of packed sphere structures, where the analytical
fin solutions are directly representative of the axisymmetric conduction channels being analyzed.
A detailed comparison between the ECF approach and a finite element analysis showing
computational run time and memory requirements along with accuracy trade-offs is shown in
this study and Ref. [102]. The third advantage of the electrochemical fin tool is its underlying
analysis of the network structure of a microstructure. The skeletonization step of the partitioning
tool results in a detailed network mapping of the underlying transport pathways in a structure.
This information may be used for further characterization of connectivity and network topology
that is not readily available from traditional mesh-based modeling tools.

3.5 Conclusions
In this study, an electrochemical fin model has been used to model the transport characteristics of
artificial and real microstructures, with a focus on SOFC electrode materials. The application of
analytical solutions for transport through negative, neutral, and positive curvature fin profiles has
enabled the modeling tool to account more accurately for transport channel morphology,
allowing performance predictions inclusive of geometry effects. Enhanced geometric sensitivity
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has also been obtained by allowing the partitioning tool employed to monitor local variations in
cross-section and sub-partition the microstructure at local minima and maxima in the channels.

The effects of an assumption of one dimensional transport have first been assessed for simple
arrays containing fins of varying geometries. It was found that electrochemical fin theory will
over-estimate the conductivity of a transport channel with respect to more detailed numerical
simulations performed with finite element software due to cross-sectional averaging of the
potential through a fin. The magnitude of this effect differs based on fin shape and is expected to
be more prominent for fins with especially narrow regions.

Effective conductivities of various packed sphere structures were then computed and compared
with finite element predictions and percolation theory. The electrochemical fin model is shown
to agree well with FEA, given that fin geometries are selected to best represent the underlying
structure. Comparing to percolation theory, it is determined that local microstructure effects can
produce discrepancies between discrete and averaged approaches which may be critical to
modeling performance of material phases in the vicinity of their percolation thresholds.

Real structures were then analyzed to validate the use of electrochemical fin theory as a mesoscale design screening tool. Conductivities computed by electrochemical fin theory are found to
be within 30% of finite element calculations for a range of complex microstructures, thus
validating the application of the fin model for rapid performance assessment.
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It is determined from these results that representing complex microstructural networks via
electrochemical fin networks is a viable method of simplifying performance calculations.
However, certain underlying assumptions of the modeling approach limits its potential accuracy,
perhaps most notably the assumption of one dimensional transport but also the requirement of
ideal axisymmetric fins. It is therefore concluded that the ECF model is best used to predict
performance of structures whose building blocks are axisymmetric or nearly axisymmetric. In
this regard, the modeling tool is capable of providing accurate, rapid assessment of
microstructural performance for the directed design of more promising electrodes.
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Chapter 4*: Electrospun Polymer Electrolyte Membrane Conductivity
Analysis
*Adapted from [123]

4.1 Overview
As mentioned in Section 1.3.2, electrospinning has been demonstrated as a promising fabrication
technique for PEMs that result in membranes with high ionic conductivities and mechanical
stability. It is expected that, based on the interplay between charge transport and underlying
membrane structure in traditional polymeric fuel cell membranes [64], membranes fabricated via
electrospinning could exhibit distinct charge transport behavior based on their underlying
microstructural morphologies [124], and therefore react uniquely to adverse conditions such as
the presence of CO2 in AAEMFCs. In order to support further development of advanced
membranes (fabricated by e.g., electrospinning), it is warranted to develop and utilize
computational and theoretical models that are sensitive to these distinct microstructural
morphologies for predicting membrane performance under a wide range of conditions.

In this chapter, numerical and analytical models are developed and presented to predict charge
transport in membranes with fiber network microstructures. The Fiber Network (FN) model was
first created to predict ionic conductivities of polymeric composite membranes produced by
electrospinning. This model relies on the solution of random resistor networks that represent the
conducting fiber morphology of the membrane via application of an existing analytical
electrochemical fin theory [83]. The model can accommodate a wide range of fibrous membrane
morphologies and can be readily combined with more detailed physical models that, for instance,
model the effects of CO2 absorption on OH- conductivity in AEMs [125]. Here, transport of ions
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occurs via simple diffusive mechanism in the case of an applied electrical potential gradient [47].
To aid in development of the model, the works of Park et al. [48] and Ballengee et al. [52] are
used as references for describing the electrospinning approach and resulting membrane
morphologies, and providing conductivity data for, AEMs and PEMs, respectively. The model is
then used to predict membrane ion conductivities for an electrospun AEM composed of
Chloromethylated polysulfone (CMPSF) nanofibers and poly(phenylsulfone) PPSU supporting
matrix and a PEM composed of Nafion nanofibers and PPSU matrix, after calculating fiber
conductivity to match a single experimental conductivity data point for each material. The
model predictions agree well with experimental measurements for ionic conductivities,
showcasing the FN model as a viable means of modeling charge transport behavior in fibrous
ionomeric membranes. Results from a recently developed Effective Medium theory (EMT) are
also presented for comparison to FN model predictions of electrospun AEM conductivity as
additional validation of the approach. Based on insight gained from the FN model, simple
resistor-based closed-form analytical solutions have been developed to predict conductivity of
electrospun membranes given easily obtained structural parameters relevant to the
electrospinning process and fitting a constant (accounting for nanofiber conductivity and fiber
layering) to one experimental data point. To further illustrate the benefits of the models
developed in this work, conductivity predictions using an existing transport model from Porous
Media Theory (PMT) are compared to FN model predictions for an electrospun PEM. To apply
PMT, estimates of tortuosity for various electrospun membranes are obtained via outputs from
the FN model. The application of PMT and EMT to predicting transport in electrospun
membranes is an example of using macrohomogeneous models to account for detailed
microstructural effects that can arise in an actual system.
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4.2 Charge Transport Modeling
4.2.1 Fiber Network Model
The goal of this model is to approximate the 3-D morphology of electrospun nanofiber
composite membranes including membrane swelling in the presence of water, and compute
resulting transport properties such as in-plane and thru-plane ionic conductivities. These
resulting conductivities can be validated with experimental data and/or used to back out fiber
conductivities for additional modeling and validation. The electrospinning processes detailed in
Refs. [48] and [52] are used as the basis for developing this model. A basic picture of the
electrospinning process taken from Ref. [48] is shown in Fig. 4.1a. Here, a syringe filled with
the necessary polymer solutions (i.e. two simultaneously spun nanofibers) is pointing toward a
rotating and laterally oscillating collector drum surface. When the fiber leaves the syringe (due
to a voltage drop between the fiber and the syringe), instabilities in the fiber cause it to whip and
deposit in a random pattern on the collector surface. This process is continued until a sufficient
amount of fiber is deposited, whereupon the resulting composite polymer mat is processed into
compacted membranes consisting of a conducting nanofiber network and a surrounding
uncharged insulating polymer matrix. An SEM image of the resulting conducting fiber network
taken from Ref. [48] is shown in Fig. 4.1b, where the insulating PPSU phase has been removed
from the membrane for a clearer picture.
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Figure 4.1. A simple schematic of the electrospinning process is shown (a), along with an SEM
image of the resulting conducting fiber network after the inert PPSU phase was removed (b). A
digitally constructed electrospun membrane from the FN model (c), and an extracted statistically
representative coupon are also pictured (d). This figure was adapted from Ref. [48].

The Fiber Network model encompasses six steps, which will be listed here and discussed in
detail below, including all relevant assumptions and procedures. They are:

1. Define user inputs to resemble a real system.
2. Generate a digital electrospun membrane by approximating the electrospinning fiber
deposition process. Since a full-scale membrane would require too much time and
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computer memory to analyze, representative coupons are generated and analyzed to
predict the full membrane’s transport properties.
3. Find all relevant contact points between conducting fibers.
4. Determine how the membrane changes during water swelling by approximating the
swelling process.
5. Convert the deposited, swelled fiber network to a resistor network composed of
cylindrical electrochemical fins in order to model the in-plane and thru-plane conduction
cases.
6. Using Kirchhoff’s circuit laws, solve the resistor network problem for both the in-plane
and thru-plane cases, and compute relevant transport properties.

Following these steps, the outputs from the resistor network analysis can be used to generate any
number of relevant plots, including the potential distribution throughout the structures in both the
in-plane and thru-plane cases.

4.2.1.1 Model Input Parameters
The user input parameters for this model fall under four categories: fiber deposition parameters,
coupon definition parameters, swelling parameters, and material properties/boundary conditions.
The fiber deposition parameters of interest are the drum dimensions (width, diameter), drum
rotational speed and lateral oscillation rate and amplitude, the size of the fiber whipping region
as it is deposited, and the conducting fiber flow rate. In order to define the representative coupon
(representing the membrane), the conducting fiber radius and volume fraction, and coupon
dimensions (length, width, thickness) must be defined. The coupon thickness is defined based
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on the thickness of one layer of fiber, , idealized as a 2-D sheet of deposited fiber, and the
number of layers, , that make up the coupon. Additional details on fiber layering will be
provided below. The parameters that define membrane swelling are the density ratio of
conducting fiber to PPSU, the density ratio of PPSU to water, and the fractional weight gain of a
membrane after it is swelled with water. Finally, the material properties of interest are the fiber
ionic conductivity and surface charge transfer resistance, and the boundary conditions that may
be defined are either electrode voltages (Dirichlet type) or currents (Neumann) for both the inplane and thru-plane cases.

4.2.1.2 Digital Structure Generation
The real electrospinning process is complex, and consists of many steps including preparation of
conducting fiber material, electrospinning of two simultaneous polymers via applied voltages on
moving drums, cross-linking of fibers, membrane compaction, vapor exposure, quaternization,
etc. The FN model aims to approximate this process such that it results in a pre-swelled,
compacted membrane composed of layered, geometrically and spatially-defined conducting
fibers, assumed to be completely surrounded by a solid PPSU insulating matrix phase. To do
this, a number of assumptions must be made.

First, only the conducting fiber is modeled as being deposited on the collector surface; the
insulating matrix is assumed to surround the conducting fiber and fill in all void space. Second,
the fiber is assumed to whip randomly within a user-defined region as it is deposited. In the real
deposition process, this fiber whipping occurs because of bending instabilities in the fiber as
charge builds on the fiber surface [126], [127]. Third, the fibers are collected on the surface of a
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drum that is rotating and laterally oscillating. This drum surface is approximated as flat (2-D),
and the fibers are approximated as straight, connected, 2-D, randomly oriented line segments of
varying length simulating electrospinning using a continuous fiber. Any 3-D orientation of the
fiber in the real system is assumed to be small compared to the length of the fiber in the 2-D flat
plane in which it resides, and is only taken into account when a resistor network is constructed.
During the real electrospinning process described by Ref. [48], once all fiber has been deposited
on the collector surface, 1 cm by 1 cm squares of fiber composite are cut out and are then
processed to become membranes. In the FN model, it is assumed that small coupons on the
order of single to tens of microns can be extracted from the 1 cm by 1 cm membranes whose
resultant transport properties are statistically representative of the entire membrane. Thus,
during the modeled deposition process, only fibers that lay within the user-defined coupon region
are of interest and kept for further analysis. For an illustration of this step, see Fig. 4.1c and d.

The steps for the digital deposition process are as follows. Beginning with the fiber instability
region (syringe location) at an arbitrary location on the collector’s surface, a straight randomly
oriented line segment is created, whereupon the position of the instability region with respect to
the collector’s surface is then moved according to the fiber flow rate (or, how much time has
passed). This process is repeated many times with each newly laid fiber being connected to the
previous one. Since we are only interested in the representative coupon, only pieces of fiber that
fully or partially lay inside the coupon or cross the coupon boundaries are kept, and are cut at the
coupon boundaries. Therefore, while the fiber that is laid on the collector’s surface is continuous
and all segments are connected, depending on the coupon size most of the fibers will be
disconnected fibers that span the boundaries of the coupon. No fiber is kept that is laid
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completely outside the coupon during this process. An alternative means of filling a userdefined coupon with fiber is to simply define a 2-D coupon size, such as

by

, and

then continuously fill the coupon with randomly oriented fibers that span the coupon boundaries.
The resulting morphology is effectively the same as that produced by the deposition process
outlined above, and requires much less time to generate.

Regardless of the deposition method chosen, the process is stopped when the total length of fiber
deposited inside the user-defined coupon meets requirements specified by the user. The total
length of fiber inside the coupon is defined according to the definition of volume fraction (total
volume of conducting fiber divided by total coupon volume), and is shown in Eq. 4.1.

Here,

is the user-defined volume fraction of conducting fiber,

and thickness of the coupon, respectively, and

and

are the length, width

is the cross-sectional area of the fiber. This

process can be used to construct coupons that are composed of
length of conducting fiber that composes each layer is

layers, where statistically, the

⁄ .

4.2.1.3 Determine Fiber Contact Points
The coupon resulting from the deposition process now contains a total length of fiber
is distributed between

layers. The number of layers

, which

is user defined, and all the layers are

virtually stacked on top of each other to form a pseudo-three-dimensional volume. However, at
this point, defining a third spatial coordinate (z) for any of the fibers is not necessary, and will
only come into play when constructing the resistor network, thus each of the fibers is only
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defined in 2-D space. Additionally, since a typical coupon is very small compared to the fiber
instability region during deposition, most of the fibers within the coupon traverse the entire
coupon laterally; only rarely does a fiber endpoint fall within the coupon’s interior.

Within each layer, fibers that cross each other in 2-D space are assumed to have ionic contact
between them, that is, ions are allowed to flow between fibers by travelling through their points
of contact. At the contact point between any two fibers, the fibers themselves are assumed to not
deform plastically, thereby maintaining their cross-sectional shape. Every contact point within a
layer is book-kept as a valid contact point, and is referred to as an intra-layer contact point.
Since there are multiple layers within the coupon and they are stacked on top of one another, it is
assumed that there is also ionic contact between adjacent layers. Therefore, contact points
between any two fibers that lay in adjacent layers are also book-kept as valid points, and are
referred to as inter-layer contact points. Any contact points in 2-D space between any two fibers
that have one or more layer separating them, i.e. they are in non-adjacent layers, are not kept as
they are invalid contact points. For an illustration of valid contact points and layering within a
coupon, see Fig. 4.2. In Fig. 4.2, a single layer of conducting fibers is shown (Fig. 4.2a),
whereupon numerous layers are stacked (Fig. 4.2b), and a full coupon is constructed (Fig. 4.2c).
Inter- and intra-layer contact points are shown and the valid contact points for a sample coupon
are marked with red crosses (Fig. 4.2c).
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Figure 4.2. A single layer of fiber (a), stacked with additional layers of fiber (b) to produce a full
coupon (c). Inter and intra-layer contact points are shown qualitatively (b) and marked for a
sample coupon with red crosses (c). The directions of transport and electrode locations for the
in-plane and thru-plane cases are also shown (b). This figure is from Ref. [123].

With all relevant contact points found in a coupon, we can now define the concept of nodes and
segments. Based on the fiber network morphology, a node is defined as any fiber endpoint or
valid contact point in the structure. A segment is defined as any length of fiber that forms a
connection between two nodes. With those defined, the coupon’s boundary conditions may now
be determined. For the in-plane conduction case, within all layers of the coupon, any node that
lies on a coupon boundary that is chosen as an in-plane electrode is considered a boundary node
and is assigned the corresponding boundary condition. An example for the in-plane case is
shown in Fig. 4.2b. In this figure, in the case of Dirichlet-Dirichlet boundary conditions, all
nodes (fiber endpoints or contact points) that lie on the left boundary will be assigned the voltage
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of electrode 1. All of the nodes lying on the right boundary will be assigned the voltage of
electrode 2. For the thru-plane case, in a coupon composed of
endpoints and contact points) that lie in layer 1 and layer

layers, all nodes (fiber

are set as boundary nodes. For the

example shown in Fig. 4.2b, all nodes that exist in layer 1 will be assigned the voltage of
electrode 1, and all nodes that exist in layer 5 will be assigned the voltage of electrode 2.

4.2.1.4 Membrane Swelling Model
In a real IEM system, the membranes are swelled with water to facilitate transport of ions, and
all experimental conductivity measurements taken on the membrane are in its swelled state.
Therefore, beginning with the dry, as-spun coupon as described by the previous steps, it is
desired to compute the amount of swelling that will occur in the presence of water and how the
coupon morphology will change accordingly.

It is first assumed that the PPSU material that forms the insulating matrix phase surrounding the
conducting fiber is completely hydrophobic, thus any water absorbed by the membrane is taken
up entirely by the conducting fiber. The resulting change in volume experienced by the
conducting fiber leads to change in total coupon volume, i.e. the coupon expands when swelled;
therefore it is assumed that the PPSU matrix is amenable to allowing expansion and is not rigid,
but does not change in volume. This swelling also is reflected in a change in volume fraction for
the two phases, which must be accounted for. During swelling, it is assumed that any fiber
contact points that were valid before swelling are still valid. In other words, the connectivity of
the coupon remains the same after the swelling process. The amount of swelling by weight is
also assumed to vary with dry (pre-swelling) volume fraction. Consistent with Refs. [48] and
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[52], in general, the more conducting fiber that is present in the dry membrane, the more the
coupon swells. This occurs because the presence of the supporting PPSU matrix inhibits
swelling, thus lower volume fractions of PPSU allow the conducting fiber to swell with less
restraint.

Finally, the coupon dimensions and fiber dimensions must change when the total coupon volume
changes. In this work, two cases were implemented in the FN model. The first case is that of
isotropic volume expansion. In this case, each of the coupon dimensions expands isotropically
(length, width, thickness), according to a scale factor that is determined by the amount of total
coupon swelling. For this swelling model, since the coupon has experienced areal swelling (i.e.
the planform of the coupon is swelled), the fiber length must also swell proportional to this scale
factor. To accommodate the remaining swelling in the volume, the fiber radius must then
increase. The second case is that of anisotropic, or constrained, volume swelling. This case
assumes that no areal swelling of the coupon occurs, and volume expansion only occurs in the
thickness direction. Accordingly, only the fiber radius is allowed to swell, while the fiber length
remains the same. It is envisioned that a real system will exhibit swelling behavior that falls
somewhere between these two models, depending on the structure of the membrane. According
to Ref. [52], a membrane composed of hydrophobic PPSU nanofibers embedded in an ion
conducting matrix will tend to swell mostly in the thickness direction due to minimal PPSU
connectivity in the thickness direction, resulting in low mechanical resistance to swelling in that
direction. Furthermore, in the case of conducting nanofibers embedded in a PPSU matrix, there
is high 3-D connectivity for both phases; thus there is no preferred swelling direction, resulting
in isotropic coupon swelling.
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For a conceptual picture of isotropic coupon swelling, see Fig. 4.3. In order to compute coupon
and fiber dimensions after swelling, we start with a definition of dry and wet volume fractions of
the conducting fiber, shown by Eqs. 4.2 and 4.3, respectively.

From the definition of gravimetric swelling as proposed by Park et al. [48], swelling parameter
is defined by Eq. 4.4.
(

)

Combining Eqs. 4.2, 4.3, and 4.4, and rearranging leads to the following expression for swelled
volume fraction of the conducting fiber:
(

)[
(

]

)[

]

Similarly, the ratio of the total volume of the coupon when swelled to the total volume of the
coupon pre-swelling is shown by Eq. 4.6.
(

)[

]

In the isotropic swelling case, all three coupon dimensions must scale according to the same
scale factor. The scale factor is defined by Eq. 4.7, below.
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√

From Eq. 4.7, the new coupon dimensions and total conducting fiber length inside the coupon
can be defined by Eqs. 4.8-11.

Since the coupon morphology and connectivity is to remain the same after swelling, the number
of layers in the coupon is kept constant, thus
coupon must scale as

. Accordingly, the layer thickness of the

. Finally, the fiber diameter (or radius) can be determined

after swelling by Eq. 4.12.
√

[(

)
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Figure 4.3. Isotropic swelling of a coupon, where coupon dimensions and fiber dimensions all
expand to accommodate water uptake. This figure is from Ref. [123].

The anisotropic swelling model assumes that all volumetric swelling is manifested in an increase
in coupon thickness, and the fiber only swells radially. Thus, coupon length and width, along
with fiber length, remain the same. However, layer thickness and total coupon thickness can be
computed by:
(

)

(

)

The corresponding increase in fiber diameter can be calculated by Eq. 4.15.
√(

)
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4.2.1.5 Constructing the Electrochemical Fin Network
The fiber network morphology after swelling must now be converted into a resistor network for
transport calculations. For this step, an existing electrochemical fin theory [83], [87] is adapted
to construct and solve the resistor network. Since we are interested in both the in-plane and thruplane cases, two separate resistor networks must be created to reflect the two cases. Within the
resistor networks, the properties of the resistive components are modified depending on which
conduction case is being modeled.

In order to construct resistor networks, we first assume that all valid contact points between
fibers have zero resistance to ion flow. Instead, the length of fiber between nodes provides the
resistance to ion flow; however, the lengths of the resistive components are defined differently in
the in-plane and thru-plane cases (see following discussion). To apply the electrochemical fin
theory, each fiber in the resistor network is assumed to be an axisymmetric, cylindrical
electrochemical fin of constant cross-section. Since we are not interested in electrochemical
reactions, surface charge transfer is neglected, thus only bulk ionic diffusion is being modeled.
In order to define an electrochemical fin, the fiber radius, resistive length, and conductivity are
needed. The fiber radius is simply found by Eq. 4.12 or 4.15 depending on the swelling model
chosen, and the fiber conductivity is a user input. Finally, to construct the resistor network, each
fiber segment in the fiber network is assigned a resistor number, which is then bookended by two
network nodes. This provides a convenient mapping of the network’s connectivity.

To define resistive length for the electrochemical fins, we must first make some assumptions for
the in-plane and thru-plane cases. For a schematic of the swelled coupon, in terms of layer
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location in 3-D and relevant coordinate axes, see Fig. 4.4a. In the case of in-plane ionic
conduction, the major potential gradient is assumed to occur in the x or y-direction. Thus,
choosing any (x,y) coordinate in the coupon will yield, approximately, a constant voltage along
all z. In other words, all layers in a coupon will have approximately the same potential
distribution, therefore negligible transport is assumed to occur between layers. For the thruplane case, the major potential gradient is assumed to be in the z-direction, therefore 3-D
transport becomes important. Thus, for the thru-plane case, z coordinates must be given to each
of the nodes in the structure to approximate z-direction transport. To do this, we return to Fig.
4.4. As shown by Fig. 4.4a, in a coupon of swelled thickness

and composed of

layers, each

layer occupies some 2-D plane in 3-D space. The first (lowest) layer is chosen to occupy
and the final (highest) layer occupies

,

. Intermediate layers occupy intermediate

values of z. The distance between any two consecutive layers is always

, and conceptually,

assuming in the real system the fibers are oriented slightly out of plane, this value of
always be of the same order of magnitude and slightly higher than

should

. All intra-layer contact

points and fiber endpoints must take on the z-value of the layer that contains them (solid lines in
Fig. 4.4a), while all inter-layer contact points take on a z-value that is half way between the two
layers that make up the contact point (dashed lines of Fig. 4.4a).

The resistive length of a fiber is now defined as an approximate length of the flow path that ions
must traverse when traveling through a fiber in a coupon. The geometric length of a fiber, on the
other hand, is simply the 2-D length of any fiber within a layer, which holds true for both inplane and thru-plane cases. For reference, see Fig. 4.4b. As shown in Fig. 4.4b, the in-plane
resistive length is merely defined as the geometric length for a given fiber segment since z83

direction transport is assumed to be negligible. Conversely, thru-plane resistive length is
calculated as the sum (not the vector sum) of the geometric length of a fiber and the difference
between the z-coordinates of the nodes that define that fiber segment, or resistor.

Figure 4.4. The locations of layers in 3-D for a swelled coupon in the FN model (a), and
resistive and geometric fiber length definitions for the FN model (b) for the in-plane and thruplane case. The length that is counted is represented by the bold dashed lines. This figure is
from Ref. [123].

4.2.1.6 Fin Network Solution
To solve the resistor networks described above, an identical approach is taken as discussed in
Refs. [4], [102]. Assuming Kirchhoff’s circuit laws, a set of linear equations is solved, resulting
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in the currents passing through each resistor (fiber segment), and the potential at each node.
These outputs are distinct for the in-plane and thru-plane cases. In order to compute the effective
ionic conductivity of the fiber networks, the total current must first be found by summing all
currents passing through either of the faces where boundary conditions were applied. Effective
conductivity is then computed by Eq. 4.16.

Here,

is the distance between the boundary faces where voltages were applied, is the

resulting total current in the structure,
and

is the potential difference imposed on the structure,

is the cross-section area of the coupon that is perpendicular to the direction of transport.

In the in-plane case,

is the width or length of the coupon (depending on which boundary faces

are selected), and in the thru-plane case

is the coupon thickness. Once effective conductivity

is computed given an input fiber conductivity

,

can be adjusted in order to match

experimental effective conductivity data in the literature. The resulting fiber conductivity is a
backed-out conductivity that can be compared to values of nanofiber conductivity reported in the
literature for different materials.

4.2.2 Effective Medium Theory
The extended EMT of Myles et al. [9], [74] is adapted in this work to estimate the effective
conductivity of electrospun membranes that contain fiber-like inclusions. Typically, EMT relies
on idealizing the morphology of a mixture such that analytical solutions of the electric field are
possible (e.g. Laplace’s equation); then combines these solutions to obtain an estimate for the
effective conductivity of the mixture. This EMT is based on Bruggeman’s unsymmetrical
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theory, and was developed to simulate transport behavior of heterogeneous mixtures composed
of an arbitrary number of inclusion types where each type has a unique shape (within the bounds
of a spheroid), conductivity, and orientation (as specified by the orientation distribution
function). The goals of applying this EMT model to the electrospun membranes was to first
approximate a fiber conductivity that can be compared to the FN model, and then predict
effective conductivity at different volume fractions for additional validation. To apply EMT, the
fiber network morphology of an electrospun AEM [48] shown in Fig. 4.1b is first coarsely
approximated by a collection of rods and spheres, where the rods represent the conducting phase
and the spheres are the insulating material. The spheres have no preferred orientation and are
randomly dispersed in the mixture, while the rods (prolate spheroids) are randomly oriented in a
planar distribution, thereby approximating fiber layering. Based on these mixtures, effective inplane and thru-plane conductivities can then be found and compared to experimental data.

4.2.3 Analytical Conductivity Models
Additional validation of the FN model may be obtained by deriving and applying simple
analytical models to describe the behavior of in-plane and thru-plane effective conductivity with
respect to membrane volume fraction. In this work, analytical models are developed to predict
in-plane and thru-plane conductivity for both the isotropic and anisotropic swelling models
presented above.

The analytical in-plane conductivity model is based on the assumption that in the in-plane case,
charge transport only occurs within each layer. In other words, as stated above, all layers in a
coupon will have approximately the same potential distribution, therefore negligible transport is
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assumed to occur between layers. Following this assumption, a highly simplified coupon
morphology can be created where in a coupon of

layers, each layer is composed of a number of

fibers that run parallel to one another and span both in-plane electrodes. Since each of these
fibers within a layer can be modeled as a simple resistor, the effective resistance of each layer
can be found as:

where

is the number of fibers in a layer, found by Eq. 4.18, below, and

is the resistance of

each fiber, found by Eq. 4.19.

Based on the assumptions used in developing the two swelling models, the number of fibers in a
layer,

, is the same before and after swelling. An effective resistance for the entire coupon

can be determined noting that each of the

layers runs parallel to one another, and noting Eq.

4.17:

The in-plane effective conductivity of the coupon can be found by inserting Eq. 4.20 directly
into Eq. 4.16, noting the resistance of a fiber is found by Eq. 4.19 and
the model, a proportionality constant, , is used, resulting in Eq. 4.21.
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. To simplify

Since we want the conductivity to be a function of swelled volume fraction, the volume fraction
of conducting fiber in the entire coupon after swelling needs to be determined. To do this, we
first assume that the total volume of conducting fiber is found by multiplying the volume of a
single fiber that spans the in-plane electrodes by the total number of fibers in a coupon. The total
number of fibers in the coupon is found simply by multiplying the number of fibers in a layer,
, by the total number of layers, . The total coupon volume is then determined by
multiplying the volume of a single layer by the total number of layers, . Noting that

appears

in both the numerator and denominator, it can be cancelled out resulting in Eq. 4.22, below.

Rearranging Eq. 4.22 and inserting into Eq. 4.21 yields Eq. 4.23, assuming

(each fiber

is the same length as the coupon along the primary transport direction). Here, any constants
(such as ) are collected in the proportionality constant .

Since the fiber conductivity is assumed to be constant, Eq. 4.23 can be adjusted to:

where

is a fitting parameter. Eq. 4.24 is valid for both the isotropic and anisotropic swelling

cases, since swelled volume fraction of conducting fiber does not vary between models. The
result of this model development is that regardless of the swelling model used, the in-plane
effective conductivity for a coupon should vary linearly with the swelled volume fraction of
conducting fiber.
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The analytical thru-plane model assumes that for ions to travel from one layer to the next, they
must pass through a series of resistors that combines in-plane transport in the two layers and
thru-plane transport between layers (through a contact point). A picture of this simple resistor
network is shown in Fig. 4.5a. Similar to the procedure of the in-plane model, an effective thruplane resistance for each layer can be determined as:

Figure 4.5. A simple resistor network schematic depicting the analytical thru-plane conductivity
model between layers (a) and the formation of contact points within a layer (b). This figure is
from Ref. [123].

An effective thru-plane resistance for the entire coupon can be determined by first assuming the
thru-plane resistance of each layer is in series with one another, thus

. Next, it is

assumed that many of these thru-plane resistance paths are present in the coupon and each runs
parallel to one another. The total resistance of the coupon can be found by simply assuming
parallel resistors, and the effective thru-plane conductivity of the coupon is found by Eq. 4.26.
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Here,

is the number of thru-plane resistor paths running parallel to one another in the

coupon, which is determined by considering Fig. 4.5b. Here, all of the fibers in each layer are
assumed to form a grid-like pattern, where each of the contact points represents one thru-plane
flow path. Assuming the number of fibers in a layer is still determined by Eq. 4.18,

is

determined by Eq. 4.27, below. The distance between two neighboring contact points in Fig.
4.5b can then be found by Eq. 4.28. Finally, the in-plane and thru-plane resistor components,
and

respectively, are derived and shown by Eqs. 4.29 and 4.30.
(

)

(

)

Inserting Eqs. 4.29 and 4.30 into Eq. 4.26, and rearranging for total conducting fiber volume
fraction from Eq. 4.22 yields:

(

)

This equation is valid for both the isotropic and anisotropic swelling cases. In both cases, the
number of fibers per layer,

, can be determined from Eq. 4.18. To easily incorporate the

relations governing both swelling models, Eq. 4.31 is modified to Eq. 4.32, below. Finally, the

90

thru-plane conductivity can be determined by Eqs. 4.33 and 4.34 for the isotropic and anisotropic
swelling models, respectively.
(
(

)

) (

(
(

(

)

(

)

)

)

) (
(

)

)

(

)

4.2.4 Porous Media Theory
An insightful comparison between the FN model and an existing model in the literature is
accomplished by applying Porous Media Theory to predict in-plane PEM conductivity. In this
part of the study, transport in the electrospun PEM fibers is assumed to be analogous to transport
in hydrated pores. The equation for effective conductivity is based on an equation commonly
used to predict mass diffusivity [34], and is shown in Eq. 4.35.
( )
Here,

is the bulk conductivity of a given material, and the term in parentheses is the

commonly used porosity-tortuosity factor, where

is the porosity in typical diffusion studies

assumed to be the volume fraction of conducting fiber after swelling,

, in this case. The

parameter is the tortuosity of the structure, which can be estimated with a variety of methods,
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including solution of Laplace’s equation in a 3-D structure or experimental methods such as
mercury intrusion porosimetry.

In this work, in-plane tortuosity is estimated via the simple analytical model for in-plane
conductivity presented above and described by Eq. 4.21. However, instead of assuming
, effective conductivity predictions from the FN model can be used to determine an average
(i.e., an effective length) for the structures by solving Eq. 4.21 for
estimate can be obtained by dividing the effective

, whereupon a tortuosity

by the distance between electrodes,

, as

shown in Eq. 4.36.

Here,

is the number of nodes on the boundary face that forms in-plane electrode 1, which is

an approximate total number of in-plane conducting pathways in the coupon.

Similarly, thru-plane tortuosity can be estimated by assuming all thru-plane transport paths in the
coupon run parallel to each other, and have an effective length, on average, of

. The

resistance of any one of these paths can be calculated simply by Eq. 4.37, and the effective
resistance of the coupon can then be described by Eq. 4.38.

Inserting these equations into Eq. 4.16, rearranging for

, and dividing by the thickness of the

membrane yields the thru-plane tortuosity of the coupon, shown by Eq. 4.39.
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Here,

is the number of thru-plane paths in the coupon, which in this case is estimated as the

number of boundary nodes in the first layer in the thru-plane resistor network. It is important to
note that these definitions of tortuosity, shown by Eqs. 4.36 and 4.39, are largely dependent on
the resistive length that is used to define the fins in the resistor network, which are shown in Fig.
4.4, and other assumptions used in developing the FN model such as fibers being represented by
1-D line segments.

4.3 Results and Discussion
4.3.1 Anion Exchange Membranes
The FN model is first used to predict the conductivity behavior of electrospun AEMs. As a test
case, the membranes fabricated in Ref. [48] are used for reference. In Ref. [48], the authors first
electrospun CMPSF conducting fibers with the inert reinforcing polymer PPSU into a nanofiber
composite mat. Both fiber types exhibited an average fiber diameter, before swelling, of roughly
700 nm, which can be seen from Fig. 4.1b. Processing of the electrospun mats into dense
membranes was achieved by crosslinking some of the chloromethyl groups in the conducting
fibers, softening the PPSU so it would fill the void space, and quaternizing the remaining
chloromethyl groups. Their resulting membranes showcased high ion exchange capacity and
mechanical strength in addition to high ionic conductivity. Two weight fractions of conducting
fiber were fabricated, 55% and 65%, corresponding to conducting fiber volume fractions, before
swelling, of 0.59 and 0.68. The membranes showed a high dependency of ionic conductivity on
crosslinking degree, where a maximum was achieved at roughly 7%. The effective in-plane
93

conductivities at volume fractions of 0.59 and 0.68 and 7% crosslinking were 5.7 S/m and 6.5
S/m, respectively. These conductivity values were measured via a Bekktech test cell
configuration after water swelling, where gravimetric swelling was found to be 108% and 144%
for 0.59 and 0.68 volume fractions, respectively.

The critical input parameters for the FN model are summarized in Table 4.1. Instead of
modeling the motion of the collector drum during fiber deposition, random fibers were simply
deposited into a coupon, whose dimensions were chosen from preliminary tests to be statistically
representative of an entire membrane, i.e. conductivity measurements of coupons had reached an
asymptotic value, on average. Initially, the case of

was chosen to back-out a fiber

conductivity to be used across all trials. For this case, pre-swelling layer thickness was
determined to be 890

, which resulted in the in-plane conductivity being slightly higher than

thru-plane conductivity at that volume fraction. Since the reported membrane morphology is that
of ion conducting, hydrophilic nanofibers embedded in an interconnected hydrophobic matrix,
the isotropic swelling model is chosen initially [52]. Gravimetric swelling was set to 1.44 [48],
whereupon swelled membrane and fiber dimensions could be computed. The density ratios of
the CMPSF fiber (Chloromethylated Udel P-3500 polysulfone) to the PPSU (Radel R-5500
polysulfone) and PPSU to water were provided by Solvay Advanced Polymers, LLC. Fiber
conductivity

was then determined as 14.4

conductivities of, on average, 6.5

in order to result in predicted in-plane

at

. Once this value was known, all parameters

were fixed except for pre-swelled volume fraction
dependent on

and gravimetric swelling , which is

and determined by fitting a polynomial through the three data points provided in

Ref. [48]; that being

at

,

at

94

, and

at

. After

swelling, the swelled layer thickness

is always roughly 10% greater than the swelled fiber

diameter, which verifies that conceptually, fibers within a layer will be aligned slightly out of
plane in a real membrane. For each volume fraction studied, 10 trials were run to illustrate the
spread of conductivity that is measured by the FN model due to randomness in the coupon
morphology after fiber deposition. The results are shown in Fig. 4.6, where effective in-plane
and thru-plane conductivity is plotted against the volume fraction of conducting fibers after
swelling,

. In addition, predictions of the EMT model are shown for the two volume fractions

studied in Ref. [48]. To consolidate the data, all pre-swelling volume fractions were converted to
swelled volume fractions using Eq. 4.5. Thus, the volume fractions of 0.59 and 0.68 that Ref.
[48] record have been modified to

and

swelling.
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, respectively, to take into account

Parameter

Value
700
890
14
20
20
14.4

⁄

0.87

⁄

1.29

Table 4.1. Fiber network model input parameters to predict AEM conductivities [48]. This table
is from Ref. [123].

The first thing to note is that the fiber conductivity calculated from the EMT model was 12.3
, in order to match experimental in-plane conductivity at
conductivity calculated from the FN model was 14.4

(

). The fiber

, which compares reasonably well to

the EMT predictions. Experimental measurements for the conductivity of individual nanofibers
are difficult to obtain in practice, and are not presented for this material. From Fig. 4.6, the FN
model accurately predicts in-plane conductivity of the electrospun AEM at

(

). The experimental measurement of 5.7 S/m falls within the range of FN model predictions
that occurs due to randomness in the coupon morphology. The EMT prediction for in-plane
conductivity at

is lower than the experiment by roughly 9%; however it reasonably
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predicts the trend given the simplifications made in applying the theory, and not accounting for
fiber connectivity.
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Figure 4.6. Fiber network and EMT model predictions for in-plane and thru-plane ionic
conductivity of electrospun AEMs versus swelled volume fraction, and experimental
measurements of in-plane conductivity. Experimental data is provided in Ref. [48]. This figure
is from Ref. [123].

Extending FN model predictions of in-plane conductivity for the remaining volume fractions
yields a linear behavior, which is consistent with the analytical in-plane conductivity model
presented in this work. Thru-plane conductivity, however, appears to vary non-linearly with
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volume fraction. A general trend is observed that low volume fractions yield thru-plane
conductivity that is lower than in-plane conductivity. When the volume fraction is increased past
the experimental volume fraction of

, thru-plane conductivity becomes higher than in-

plane conductivity.

The different trends observed with in-plane and thru-plane conductivity will be discussed
considering the analytical models presented above. Fig. 4.7 is a plot of in-plane and thru-plane
conductivity predictions using both the FN model and the analytical models for both the isotropic
and anisotropic swelling cases. In this graph, the FN model data points are averages of 10 trials
at each volume fraction, thus representing an average coupon behavior over numerous random
network morphologies. The fitting parameters

and

in Eqs. 4.33 and 4.34 have been chosen

to match the FN model data at a swelled volume fraction of 0.88 (

. The excellent

agreement between models indicates that the behavior of conductivity with volume fraction for
the different cases can be explained by considering how the inter-connectivity of the fiber
network structures change with volume fraction. In the case of in-plane conductivity, beginning
with a fiber that spans a coupon between electrodes, adding additional fibers (thus increasing
volume fraction) does not decrease the distance ions must travel between electrodes. Instead,
additional fibers merely act as additional resistors that are roughly in parallel with one another,
and of approximately the same length; resulting in conductivity that varies linearly with volume
fraction. The in-plane analytical model captures this behavior, and is equivalent in the case of
isotropic and anisotropic swelling.
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Figure 4.7. A comparison of developed analytical conductivity models for isotropic and
anisotropic swelling cases to FN model predictions of in-plane and thru-plane conductivity. The
FN model data points are averages over 10 trials at each volume fraction. This figure is from
Ref. [123].

Regarding thru-plane conduction, when relatively few fibers exist in a coupon, few thru-plane
transport paths exist because of a weak presence of intra and inter-layer contact points. Thus, in
a discrete network, ions must travel a significant distance within each layer (in-plane) in addition
to between layers to span electrodes. High volume fractions of conducting fiber result in
additional contact points and thus additional thru-plane transport pathways (note the non-linear
increase in contact points with the number of fibers in a layer). In the analytical model, these
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transport pathways are parallel to each other, whereas in the FN model they form a complex
interconnected network where the dominant transport direction is along the thru-plane paths. In
the discrete FN model, the increased number of transport paths effectively reduces the in-plane
distance ions must travel to traverse the network (effectively reducing

in Fig. 4.5b). The

isotropic and anisotropic swelling models behave differently with volume fraction because an
increase in volume fraction (i.e. the number of fibers in a layer in the simple model) yields
different swelling behaviors of the membrane. As volume fraction is increased, fiber length does
not increase in the anisotropic swelling model; therefore much higher effective conductivities of
the entire coupon at high volume fractions result since only the diameter of conducting fibers is
increasing. In contrast, the increase in fiber length and slightly lower increase in fiber diameter
in the isotropic swelling model yields a more moderate increase in effective conductivity at high
volume fractions. For low volume fractions, the low connectivity of the structures is assumed to
dominate, where dramatically increased z-direction distances that result from anisotropic
swelling are hypothesized to result in lower conductivities than the corresponding isotropic
swelling case.

Returning to Fig. 4.6, the spread of conductivities over the range of volume fractions differs for
the in-plane and thru-plane cases. The spread of conductivities due to randomness remains
relatively constant for the in-plane case, yielding results that span roughly 0.5

. On the other

hand, thru-plane conductivity tends to have a larger spread at higher volume fractions, spanning
roughly 1.5

at the highest volume fraction, indicating a stronger dependence on specific

network morphologies that may arise when randomly depositing more conducting fibers in a
volume (i.e. due to node clustering). This spread highlights the discrete nature of the FN model,
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which can be contrasted with the averaged approach of EMT and the simple analytical models
developed. The FN model is useful for determining the sensitivity of a given fibrous structure to
randomness during the fiber deposition process, which could influence design decisions. In
addition, the FN model gives an absolute prediction of conductivity, given that fiber conductivity
is known a priori, while the analytical models require a fitting parameter and only determine the
trend of how conductivity varies with volume fraction.

These results of the model may have implications on how to design electrospun IEMs, since
thru-plane is the dominant transport direction in operating cells and the membranes appear to
exhibit strong anisotropy in transport behavior. Optimized membranes should thus strike a
balance between having high enough volume fractions of conducting fiber for sufficient thruplane conductivity, while also maintaining good mechanical strength and resistance to
mechanical degradation via the presence of a supporting inert matrix. This balance must also
consider the effects of membrane swelling, as swelling behavior (e.g., isotropic or anisotropic
swelling) will also have a significant impact on both transport and mechanical stability.

4.3.2 Proton Exchange Membranes
To assess the FN model’s capabilities to predict PEM conductivity and membrane swelling, and
compare predictions to PMT, the electrospun membranes of Ref. [52] are targeted. In this work,
the authors dual-spun Nafion and PPSU nanofibers, whereupon processing steps were taken to
produce two distinctly different membrane morphologies. The first morphology was produced
by allowing the PPSU to soften and fill void space around the Nafion fibers; this approach is
similar in principle to that used in Ref. [48]. The second was created by allowing the Nafion
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fibers to soften and fill void space around the PPSU fiber network. Since the FN model currently
accommodates conducting nanofibers and an insulating matrix, we are interested in modeling the
first structure type. A new set of parameters was used to predict conductivities and swelling in
the PEM case, which are summarized in Table 4.2. First, the Nafion nanofiber diameter before
swelling was determined to be 340

on average [52], which is roughly half of the CMPSF

fiber diameters used for AEMs above. The coupon dimensions were scaled accordingly, to
,

, and

, while

was fixed at 14 layers. The density ratio for

PPSU to water was set to 1.29, and the ratio for Nafion to PPSU was found via the specific
gravity of Nafion 212 at 50% RH. The swelling parameter was determined from the
gravimetric swelling measurements provided in Ref. [52] for the range of volume fractions
studied. In Ref. [52], membranes with pre-swelling volume fractions ranging from 0.09 to 0.68
were created, and volumetric, gravimetric, and areal swelling was measured for most of these
cases. A Nafion fiber conductivity was calculated by matching in-plane conductivity data
presented at

. Once fiber conductivity was found, five trials were run at each volume

fraction analyzed with the FN model in order to show the spread attributed to random fiber
deposition.

The fiber conductivity for the Nafion nanofibers was determined by the FN model to be 16.75
, which is slightly higher than that predicted for the CMPSF fibers for AEMs. In Ref. [128],
Nafion nanofibers of 400

diameter were measured as having conductivities of up to 150 S/m

at 90% RH. However, this value is seen to be highly dependent on RH and fiber diameter. A
fiber conductivity of roughly 20 S/m is achieved when RH is 70% at a fiber diameter of 400 nm,
while at 50% RH it is approximately 2

. Though the current fiber network model does not
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explicitly model the effects of RH, the FN model predictions are seen to satisfactorily agree with
these experimental measurements since the FN predictions fall in the published range. A plot of
the in-plane effective ionic conductivity versus pre-swelled volume fraction as predicted by the
FN model and that given by Ref. [52] is shown in Fig. 4.8a. A high level of agreement is
achieved, with all experimental measurements falling within the spread of the FN model in each
case. Fig. 4.8b shows the predicted volumetric and areal swelling in the FN model, assuming
completely isotropic coupon swelling, compared to experimental measurements. Volumetric
swelling with water is accurately predicted in the FN model, however areal swelling shows some
significant discrepancy. This discrepancy arises because the thickness swelling of the
membranes studied in Ref. [52] is more prominent than areal swelling, thus the membranes do
not swell isotropically. If the FN model were modified to the anisotropic swelling case, areal
swelling would be 1.00 (no swelling) for all volume fractions, thus the anisotropic and isotropic
swelling models developed in this work bound the behavior of the real membrane.
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Parameter

Value
340
410
14
10
10
16.75

⁄

1.52

⁄

1.29

Table 4.2. Fiber network model input parameters to predict PEM conductivities [52]. This table
is from Ref. [123].
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Figure 4.8. a) FN model predictions of in-plane conductivity compared to experimental data and
PMT predictions and b) isotropic membrane swelling of electrospun PEMs. Experimental data is
provided in Ref. [52]. c) In-plane and thru-plane tortuosity calculated by the FN model and d)
FN model thru-plane conductivity compared to PMT calculations. This figure is from Ref.
[123].

A final comparison between FN model and PMT conductivity predictions is also shown in Fig.
4.8. For a range of volume fractions, the in-plane and thru-plane tortuosities calculated by the
FN model are shown in Fig. 4.8c. In both the in-plane and thru-plane cases, the tortuosity is
much higher at low volume fractions due to the relatively low number of fibers in the coupon.
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As the volume fraction of conducting fiber is increased, the tortuosity appears to decrease to an
asymptotic value. However, it is clear from Fig. 4.8c that the calculated thru-plane tortuosity is
much higher than in-plane across all volume fractions. The in-plane tortuosity calculated from
the FN model ranges from 1.4 at
should approach 1 as

to 1.2 at

. Conceptually, the in-plane tortuosity

approaches 1 if sufficient transport occurs between fibers and the fibers

meld into a continuum configuration in an actual membrane; therefore Eq. 4.36 is thought to
estimate in-plane tortuosity reasonably well. Thru-plane tortuosity ranges from 16.5 at
to 3 at

. It is thought that these exceptionally high thru-plane tortuosities result because

of the basic assumptions used in the FN model. Individual fibers in the FN model are assumed
to be 1-D line segments whose orientation dictates the direction of transport. Any 3-D transport
within fibers is neglected in this formulation, therefore less tortuous paths that may arise in an
actual electrospun membrane due to 3-D transport within fibers is not taken into account here.
Therefore, the resistive lengths used to construct the in the in-plane and thru-plane resistor
networks may be over-estimating the true length that ions travel in a fiber, especially for high
volume fractions where larger contact areas between fibers are more prominent.

The bulk conductivity used with Eq. 4.35 was chosen as that of bulk Nafion 212, which is 9.5
[52]. Based on Fig. 4.8a, Porous Media Theory predictions of in-plane conductivity
compare fairly well to the experimental data provided in Ref. [52]. At low volume fractions,
these predictions are more accurate than at high volume fractions, while FN model predictions
maintain accuracy throughout the range of volume fractions. Fig. 4.8d shows a comparison of
thru-plane conductivity predictions using both the FN model and PMT, using the tortuosity
values shown in Fig. 4.8c. There is a clear discrepancy between the approaches here, where

106

PMT predictions are significantly lower than FN model predictions especially for higher volume
fractions. In both the in-plane and thru-plane cases, the PMT results are highly dependent on
tortuosity, therefore this discrepancy is assumed to be because of the high tortuosity values
calculated by the FN model.

It is concluded from this comparison that the existing Porous Media Theory, which uses a
volume-averaged approach to describing structure morphology, may be sufficient for predicting
electrospun membrane conductivity given that reasonable estimates of

and can be obtained

and local information is not required. Tortuosity estimates may be obtained from the FN model,
however the assumptions made in developing the model, such as using 1-D line segments to
represent fibers and only maintaining contact at singular contact points, may result in overprediction of tortuosity, especially for the thru-plane case and in general for high volume
fractions of conducting fiber. Conversely, the sensitivity of the presented FN model to the
electrospun morphologies and specific topological effects of a membrane’s network structure
make it highly relevant to electrospun membrane design studies. An additional advantage of the
FN model is its ability to give an absolute prediction of conductivity without the use of a fitting
parameter, given an estimate of layer thickness (based on fiber diameter) and fiber conductivity.
When locally sensitive, absolute conductivity predictions are not warranted, quick estimates of
conductivity trends for electrospun membranes may be found using the simplified analytical
models presented.
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4.4 Conclusions
In this chapter, a computational Fiber Network model was developed to predict charge transport
in membranes with fibrous network morphologies. This model is predicated on approximating
the network morphology that results from the established electrospinning technique, in which
conducting nanofibers are deposited and subsequently processed to form highly inter-connected
membrane structures with a supporting inert matrix phase. The fiber network morphology is
then converted to a resistor network, which is solved via application of an existing
electrochemical fin theory that treats each of the conducting fibers as a charge conducting
electrochemical fin allowing bulk ionic conduction in the presence of a potential gradient.

The FN model has been shown to accurately predict in-plane hydroxide conductivity in
electrospun AEMs and in-plane proton conductivity as well as membrane swelling in electrospun
PEMs for a wide range of volume fractions, after calculating fiber conductivity to match
experimental data at a single volume fraction. The model is also able to predict thru-plane
conductivity for any given structure by implementing thru-plane boundary conditions. It was
shown that thru-plane conductivity behaves differently than in-plane conductivity when volume
fraction is changed, indicating a potential area of concern for fabricating highly efficient
membranes. The trends that arise when different swelling models are used indicate a significant
dependence of performance on a membrane’s swelling directionality. An extended EMT model
and a simplified analytical model have been applied to the fiber network problem to predict inplane and thru-plane conductivity, which also show agreement with the FN model and can be
used to explain the model’s conductivity trends. Lastly, an existing Porous Media Theory was
used in conjunction with tortuosity values calculated by the FN model to predict PEM
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conductivity for a range of structures. Comparisons between the volume-averaged Porous Media
approach and models developed specifically for the fiber network morphologies indicate that
structural information, such as tortuosity, must be accurately characterized for PMT performance
predictions to be acceptable. The analytical models for in-plane and thru-plane conductivity
overcome this issue by relating conductivity to more easily estimated fiber network parameters,
but require fitting at one data point. The excellent agreement between these models and the FN
model predictions highlight these models’ applicability in predicting performance trends of
electrospun membranes when local information is not desired.

The FN model presented currently relies on simplification of ion transport to strictly a bulk
diffusion mechanism; however it may be used with other models to account for more complex
transport scenarios. For instance, accompanying theories such as Dusty Fluid model could be
used to more accurately predict fiber conductivity in the presence of water and additional
transport phenomena. In the case of hydroxide transport in AEMs, predictions from the FN
model accounting for fiber network topology and morphology can be combined with models
accounting for CO2 absorption. In light of the assumptions made in developing the FN model, it
is seen as a useful tool for the prediction of charge transport in systems with a fiber network
microstructure.
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Chapter 5: Conclusions
5.1 Key Findings and Contributions
Solid oxide fuel cells and polymer electrolyte membrane fuel cells are two types of
electrochemical energy conversion and storage devices that are of interest to meet current and
future societal energy demands for portable and stationary power generation. While these
devices have different configurations, both rely on the effective transport of numerous species
including fuel, electrons and ions in order to function. Significant research is underway to
improve these technologies toward commercialization, which includes a better basic
understanding of the underlying transport and electrochemical processes that drive their
performance. Specifically, there has been a focus on understanding how these processes relate to
the structures of materials that constitute fuel cell components on the micro and nano-scales. In
this thesis, a combination of methods is used to further understanding of how microstructure can
play a role in relevant transport processes. These methods include three-dimensional
microstructural imaging, and transport modeling that is sensitive to microstructure encountered
in both SOFC and PEM fuel cell materials. These methods are envisioned to be useful for future
materials design efforts targeting fuel cell and related energy systems.

Chapter 2 details an imaging technique, synchrotron-based TXM, which is used in this thesis and
employed extensively in basic fuel cell research to obtain digital three-dimensional images of a
real material’s underlying microstructure. Critical to this imaging process is a number of
processing steps that must be performed to digital images once they have been obtained via
TXM before the images can be used for accurate modeling and simulation.
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In Chapter 3, this imaging technique, along with a methodology for artificially generating ideal
microstructures, is used to obtain three-dimensional images of representative SOFC electrode
microstructures and related materials. A new microstructural transport model based on an
existing electrochemical fin theory is developed and utilized to study charge transport in these
structures. For validation of the model, existing transport models are used; including a volumeaveraged percolation theory and detailed finite element simulations. The electrochemical fin
model relies on the discretization of a three-dimensional structure into individual charge
conducting transport pathways. These pathways form a transport network structure which may
be represented by a network of resistive elements for transport property calculations. The
sensitivity of this model to local network topology (i.e. the distribution and location of transport
paths) and transport channel morphology (size and shape) enables it to more accurately assess
the effects of microstructure on transport than volume-averaged approaches such as percolation
theory. Structures with conducting phases near their percolation threshold were shown to have
conductivities that could differ an order of magnitude from percolation theory predictions,
indicating a strong reliance of microstructural performance on network topology. Furthermore,
comparisons with mesh-based finite element models showed that the fin model can give good
approximations of conductivity with significantly reduced computational requirements. This
was achieved mainly via the fewer elements needed to construct an electrochemical fin network
than a finite element model. The proximity of the ECF and FE model predictions indicates that
network performance may be more dependent on transport network topology than local
amorphous morphology, assuming transport paths are not too constrictive.
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In Chapter 4, a host of numerical and analytical transport models were applied to study charge
transport in electrospun PEMs. Membranes fabricated by electrospinning showcase distinct
fibrous network microstructures which may significantly impact performance. A Fiber Network
model is developed here which assumes the electrospun PEM microstructure can be represented
by random resistor networks composed of charge conducting electrochemical fins. In-plane and
thru-plane ionic conduction is modeled and compared to experimental data for in-plane
conductivity of both proton-exchange and anion-exchange membranes. The model and
experimental data show excellent agreement in both cases, which lead to the development of a
simplified resistor-based analytical model describing conductivity in electrospun membranes.
The FN model was also used to calculate in-plane and thru-plane tortuosity of the numerically
constructed membranes, allowing a comparison between an existing volume-averaged Porous
Media Theory and the fiber network models. The results from these studies indicate a strong
dependence of electrospun PEM ionic transport on the underlying fiber networks. Ionic transport
is highly dependent on the volume fraction of conducting fiber in the PEM, which dictates the
amount of swelling that occurs in the presence of water and the membranes’ network topology.
Ionic conductivities were also seen to be anisotropic in nature, where thru-plane conductivity
follows a significantly different trend than in-plane, highlighting a potential area of concern for
newly fabricated membranes.

5.2 Opportunities for Future Work
The modeling studies presented here are relatively new and have mainly been applied in
validation studies in this thesis. There are many opportunities going forward to enhance the
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accuracy and applicability of these models, and an infinite number of studies that can be run
utilizing them.

The electrochemical fin model presented in Chapter 3 relies strongly on the partitioning tool that
discretizes the structure into its constituent transport channels. As discussed in Chapter 3, the
calculation of surface area and volume by this tool may not be accurately capturing
microstructural morphology within material junctions. Additionally, a simple surface area to
volume parameter was used to fit electrochemical fin shapes to actual transport channels.
Immediate future work could be carried out to improve the accuracy of this procedure, including
using shape-fitting algorithms that more accurately account for the transport characteristics of a
given channel. Furthermore, in terms of ideal structures, only simple packed sphere structures of
varying volume fractions were studied and compared to finite element simulations. It may be of
interest to determine the ECF model’s sensitivity to varying neck sizes and other axisymmetric
particle shapes, as an intermediate validation step. These studies could be used to gain a better
insight into how transport is affected by structure using well-controlled case studies, as real
microstructures are very complex.

The transport models presented in Chapter 4, including the FN model, are to be combined with
other transport models that take into account more complex transport mechanisms of ions in a
hydrated PEM. In order to study AEM performance degradation, an existing model accounting
for CO2 absorption may be adjusted based on outputs from the FN model, thus studying the
effect of the electrospun membrane morphologies on AEM functionality in adverse operating
conditions. Additional studies could be performed to aid in fabrication of electrospun PEMs,
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including sensitivity of membranes to various topological characteristics such as fiber clustering
(i.e. nanofiber location bias during spinning) or orientation. The use of electrochemical fin
theory in the FN model also allows more complicated fiber morphologies to be studied via
application of the previously developed analytical solutions, which could include beaded fibers
or fibers with distinct curvature. The incorporation of fin shapes aside from cylinders has not yet
been studied, and is a possibility for the near future.
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Nomenclature
Chapter 1:
cross-sectional radius,
cross-sectional area at fin entry,
cross-sectional area at fin exit,
local current,
surface exchange current,
fin or segment length,
charge transfer resistance,
axial coordinate,

Greek
intrinsic ionic conductivity, ⁄
potential,

Chapter 3:
cross-sectional radius,
cross-sectional radius at fin entry,
cross-sectional radius at fin exit,
cross-sectional radius at channel bulges,
cross-sectional radius at channel necks,
cross-sectional area,
cross-sectional area at fin base,
cross-sectional area of overall volume,
cross-sectional area at fin entry,
cross-sectional area at fin exit,
surface area,
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diameter,
local current,
surface exchange current,
total current,
curvature or slope,
fin or segment length,
length of overall volume,
number fraction
critical number fraction
charge transfer resistance,
sintering quality
volume,
axial coordinate,
axial offset,
coordination number

Greek
neck size parameter
void fraction
charge transfer resistivity,
ionic resistivity,
intrinsic ionic conductivity, ⁄
effective ionic conductivity, ⁄
̅

normalized effective ionic conductivity
potential,
potential at fin base,
dimensionless potential
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potential difference across volume,

Chapter 4:
Cross-sectional area,
Distance between electrodes,
Diameter,
Volume fraction of conducting fiber
Total current,
Coupon length,
Individual length of a fiber,
Distance between neighboring contact points,
Total length of fiber in a coupon,
Number of layers in a coupon
Number of fibers in a layer
Number of in-plane conducting paths
Number of thru-plane conducting paths
Resistance,
Swelling scale factor
Total coupon thickness,
Volume,
Coupon width,

Greek
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Potential difference,
Layer thickness,
Porosity
Density, ⁄
Ionic conductivity, ⁄
Tortuosity

Subscripts
Anisotropic swelling
Bulk property
Effective property
Fiber
Isotropic swelling
In-plane
Layer
Supporting matrix
Property of total coupon
Thru-plane
After swelling
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