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Simulation of a Machine Learning Based Controller for a
Fixed-Wing UAV with Distributed Sensors
A. Guerra-Langan∗, S. Araujo-Estrada†, A. Richards‡, and S. Windsor§
Department of Aerospace Engineering, University of Bristol, Bristol, United Kingdom
Recent research suggests that the information obtained from arrays of sensors distributed
on the wing of a fixed-wing small unmanned aerial vehicle (UAV) can provide information not
available to conventional sensor suites. These arrays of sensors are capable of sensing the flow
around the aircraft and it has been indicated that they could be a potential tool to improve
flight control and overall flight performance. However, more work needs to be carried out to
fully exploit the potential of these sensors for flight control. This work presents a 3 degrees-
of-freedom longitudinal flight dynamics and control simulation model of a small fixed-wing
UAV. Experimental readings of an array of pressure and strain sensors distributed across the
wing were integrated in the model. This study investigated the feasibility of using machine
learning to control airspeed of the UAV using the readings from the sensing array, and looked
into the sensor layout and its effect on the performance of the controller. It was found that
an artificial neural network was able to learn to mimic a conventional airspeed controller
using only distributed sensor signals, but showed better performance for controlling changes
in airspeed for a constant altitude than holding airspeed during changes in altitude. The
neural network could control airspeed using either pressure or strain sensor information, but
having both improved robustness to increased levels of turbulence. Results showed that some
strain sensors and many pressure sensors signals were not necessary to achieve good controller
performance, but that the pressure sensors near the leading edge of the wing were required.
Future work will focus on replacing other elements of the flight control system with machine
learning elements and investigate the use of reinforcement learning in place of supervised
learning.
Nomenclature
Roman Symbols
A Ramp signal amplitude
b Wing span, m
Cd Drag coefficient
Clδe Lift coefficient derivative with respect to δe
Cl Lift coefficient
Cm0 Pitching coefficient at zero lift
Cmα ,Cmq ,Cmδe Pitching moment coefficient derivative with respect to α, q and δe
Cm Pitching moment coefficient
Cp Pressure coefficient
Ct Thrust coefficient
CVB Vertical bending moment coefficient
c Wing mean aerodynamic chord, m
D Drag, N
g Gravity, ms−2
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Iyy Moment of inertia about the body y axis, kgm2
Kt Throttle proportionality constant
Lbw Transformation matrix from wind to body reference system
Lib Transformation matrix from body to inertia reference system
Lwi Transformation matrix from inertia to wind reference system
L Lift, N
M Pitch moment, Nm
m Mass of the aircraft, kg
P Pressure, Pa
q Pitch rate, rad s−1
S Wing area, m2
tc Ramp signal duration, s
T Thrust, N
[u, v,w] Airspeed components in body reference frame, ms−1
[uw, vw,ww] Wind speed components in an inertial reference frame, ms−1
Va Airspeed, ms−1
Vm Equilibrium velocity used to estimate aerodynamic coefficients, ms−1
Van Nominal airspeed, ms−1
VB Vertical bending moment, Nm
Greek Symbols
α0 Angle of attack at zero lift, rad
α Angle of attack, rad
δe Elevator deflection angle, rad
δthr Throttle command
γ Flight path angle, rad
ρ Air density, kgm−3
θ Pitch Euler angle, rad
I. Introduction
Conventional sensing systems used in aircraft use Pitot-tubes and wind vanes to attain airflow information and
aerodynamic parameters. These sensing devices are bulky, heavy and expensive and this can make them unsuitable for
small unmanned aerial vehicles (UAVs) [1]. Miniaturised airflow sensor systems based on arrays of distributed sensors
have been designed to overcome these limitations on small and micro UAVs, e.g. [2–5]. These arrays are inspired by the
flow sensor arrays found in birds [6], bats [7] and insects[8]. Flying animals are thought to use the information from
these arrays to help achieve their remarkable level of flight performance [9]. This bio-inspired technology could be very
useful if applied to UAV control, improving their stability, fuel/energy consumption and overall flight performance.
However, the integration of many parallel channels of airflow information into conventional flight control architectures
is not straightforward. The arrays do not give direct measures of the dynamic state like a conventional sensor, so the
exploitation of novel sensors on UAVs requires either the design of new controllers which can directly use the raw
information coming from the sensor system, or the design of new processing algorithms that translate the sensor signals
into the parameters needed for a conventional controller (e.g. [10, 11]).
Arrays of distributed sensors have been used to obtain real-time airflow information. Distributed pressure sensors
in the form of flush air data sensing (FADS) system mounted on the wing of aircraft have been used in several
studies in order to react pro-actively and avoid failures and degradation [12] or to estimate the air data states (static
pressure, airspeed and angle of attack) using artificial neural network (ANN) architectures and look up tables [13, 14].
Pressure-based systems using a small number of sensors on 1m span micro aerial vehicle (MAV) wing has been shown
to be useful to estimate air data states [15] and predict turbulence effects [16, 17]. Other types of distributed sensor
arrays mounted on wings to infer air data states include the use of hot-film flow speed sensors [2, 10], temperature
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sensors [3] and distributed arrays of artificial hairs [18, 19]. ANNs have been used with all of these sensor types
and have proven to be a good approach to estimate variables such as airspeed, angle of attack, angle of sideslip, lift
coefficient and moment coefficient.
The information provided by distributed pressure and strain sensor arrays has been used to better understand the
relationship between the dynamic states and loads of a small UAV and the airflow around it. For instance, two different
UAV platforms were tested in the wind tunnel and free flight, one to measure the force (strain) and the other to measure
the flow (pressure) [4]. Data showed a linear relation between α and both types of sensors up to stall conditions and an
increase in the variance for higher α. In addition, the outputs of the sensors showed that both the controlled and natural
gusts can be detected and that properties which are not encoded by the inertial measurement unit (IMU) can be measured
or calculated. Following this, a wing model was instrumented with both distributed pressure and strain sensors and
the angle of attack, airspeed, drag, lift and pitch moment were estimated using ANNs [5]. Measurements captured
detachment of the flow and non-linear behaviours such as hysteresis and rate dependent effects. Both studies [4, 5]
indicated that the sensor arrays provided very rich information about the airflow around the wing of the vehicle and
its dynamics, and suggested that a non-conventional control architecture may be required to make full use of this
information.
To explore the potential for making direct use of the signals from distributed sensors we investigated using an
ANN to replace part of a conventional control system. This work investigates the viability of using a machine learning
approach to control airspeed of a fixed-wing SUAV using a distributed layout of novel sensors on the wing. This study
used a neural network to mimic the behaviour of a conventional controller by means of the pressure and strain sensor
readings gathered in [5] and analyses the sensor layout and its effect on control performance. This is a first step in
exploring the potential for replacing conventional control systems with machine learning systems that are better able to
make use of the types of signals provided by distributed sensor arrays.
This paper is structures as follows. First, the sensor arrays and their integration in the model are described in Section
2. The conventional flight guidance, navigation and control (GNC) framework and its non-conventional equivalent are
both described in Section 3. Results are shown and discussed in Section 4, and conclusions drawn in Section 6.
II. Wind tunnel dataset
Data from wind tunnel experiments was used to build the simulation model for this work [5]. The experiments
were carried out using a semi-span wing of a WOT 4 Foam-E Mk2+ (Ripmax, Enfield, UK) radio control aircraft,
instrumented with an array of 30 pressure and 4 strain sensors. Figure 1 shows the sensing arrays with the pressure
sensors distributed along two sections of the wing, and the strain sensors located at the same chord distance in different
span-wise sections. The instrumented wing was then tested in the wind tunnel and the sensor readings were recorded
together with the aerodynamic loads given by a load cell at the root of the wing.
The dataset collected was used to estimate pressure and strain sensor readings on the wing of the aircraft and to
improve the lift and drag model by adding information of the non-linear region. ANNs were used to estimate these
parameters given α, Va and q.
A. Data characteristics and correlation
The data recorded corresponds to quasi-static tests performed in the wind tunnel involving α sweeps, from from -15
to 20 degrees, repeated four times, at Va = [8,10,12,14,16,18,20] ms−1 for q = [5,10,20,30,40,50] ° s−1. Pressure
and strain sensor readings were recorded together with the aerodynamic loads given by a load cell at the root of the
wing. Both the pressure and strain sensor readings showed a linear relationship with α for a limited range about α = 0°
for all q values studied. For α values outside the linear region, the sensor data presented different hysteresis for different
q values due to the variation in the timing of separation and reattachment of the flow.
The pressure and strain sensor readings (∆P and VB, respectively) are a function of the angle of attack, airspeed and
pitch rate as shown in Eqs. 1 and 2, where i refers to the section of the wing.
∆Pi = f (α,Va,q), i = A,B (1)
VBi = f (α,Va,q), i = A,B,C,D (2)
Previous work [5] showed that this sensor data could be used to estimate α, airspeed, drag, lift and pitching moment,
and could be beneficial to detect the onset of stall across the wing or to monitor its loading state during flight.
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Fig. 1 Distributed sensing array: a) pressure and strain sensor distribution on wing, b) chord-wise pressure
array distribution and c) span-wise strain array distribution.
In this work, gauge pressure readings were taken with respect to ambient pressure outside the wind tunnel. Because
of this, the pressure reading at the stagnation point is equal to zero, which does not comply with Bernoulli’s principle:
the maximum pressure coefficient must be one at the stagnation point. Equation 3 was used to ensure that the pressure
coefficients used met this condition. The strain readings were transformed into a non-dimensional vertical bending
moment coefficient as per Eq. 4.
Cp =
∆Pi
1
2
ρV2
+ 1 (3)
CVB =
VBi
1
2
ρV2Sc
(4)
B. Pressure and strain estimation
Due to the size of the dataset and its complexity, the relationship between the state parameters and the sensor ouputs
was obtained by fitting the data using ANNs. A neural network was defined for each section of the wing, two for the 30
pressure sensors and four for the 4 strain sensors used (Fig. 2). These networks were trained with the Deep Learning
Toolbox in Matlab (MathWorks, MA, USA), using the scaled conjugate gradient algorithm with a maximum number of
validation failures set to 50 epochs. The strain networks were defined by 5 neurons in the hidden layer and one single
output node while the pressure networks were formed by 10 neurons in the hidden layer and 15 nodes in the output layer.
C. Aerodynamic load estimation
The aerodynamic loads were modelled using two sources of information. Firstly, the loads were measured in the
wind tunnel with a dependency on α, Va and q for a semi-span wing. Secondly, a mathematical model was derived from
free flight data with a dependency on δe and δthr for the full instrumented aircraft. The experimental data obtained from
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Fig. 2 Single hidden layer network used to model sensor output for given α, airspeed and pitch rate.
the wind tunnel testing was significantly richer than the outdoor flight tests, providing a wide range of Va, α and q,
including information of the non-linear region. Because of this, the lift and drag coefficients of the wind tunnel tests
were integrated in the flight dynamics model. However, as the pitching moment given by the semi-span wing was not
representative of the moment experienced by the full aircraft, the model derived from outdoor flight tests was used for
this coefficient.
The lift and drag coefficients were correlated to α, airspeed and pitch rate using a single hidden layer neural network,
following the structure in Fig. 2. It was trained using the same method as above, but with a network of 10 neurons in the
hidden layer and two output neurons: Cl and Cd .
III. Framework
The framework used in this study was comprised of a non-linear flight dynamics model derived from both outdoor
flight tests and wind tunnel experiments. Figure 3 below shows a block diagram of the hybrid framework used in this
study. The pressure and strain sensor readings from the 1 DOF wind tunnel tests was integrated in the framework in the
form of pressure and vertical bending moment coefficients as described in Section II.A.
Fig. 3 Framework block diagram
The simulation framework used in this work was originally developed to study the control effort required by a
powered fixed-wing UAV to exploit orographic soaring [20]. It has been reduced to 3 DOF and modified to include the
pressure and strain sensor readings from [5].
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Fig. 4 Ripmax WOT4 Mk2 UAV
The conventional longitudinal flight control system was used to generate an extensive data set which was then used
to train, validate and test an ANN airspeed controller. The conventional airspeed controller had direct measures of
airspeed, but the signals that would be produced by the distributed sensor array were collected as the conventional
controller went through a defined set of training manoeuvres. The ANN-controller was then designed using a supervised
learning approach to mimic the performance of the conventional control system but using the distributed pressure and
strain information given by the sensor array instead of direct measurements of airspeed.
A. Conventional controller design
The 3 DOF flight guidance, navigation and control framework is described below and the corresponding block
diagrams can be found in Appendix C..
The flight guidance system calculated the changes in pitch angle required to follow a predefined altitude trajectory
based on the SUAVs inertial position. Altitude was controlled by means of a pitch controller adjusting the elevator. The
desired pitch angle was calculated following the block diagram in Figure C.2 in Appendix C..
Following the work of Langelaan et al. [21] and Depenbusch [22], the 3 DOF flight dynamic equations used in this
work are presented in Appendix A.. The model did not account for some of the physical limits of the aircraft or the
environment. Ground effect was not taken into account. The aircraft was modelled as a point mass, with the distribution
of the wind/disturbance across the wing span not being considered in the flight dynamics of the aircraft. As described in
the previous section, the lift and drag coefficients used were obtained from the wind tunnel dataset.
The flight control framework was composed of a series of controllers which allowed the aircraft to maintain
steady-level-flight or change its vertical position and airspeed. Block diagrams of the controllers are presented in
Fig. C.1 and C.3 in Appendix C.. These controllers were designed and hand tuned, following [23]. The conventional
airspeed controller was tuned considering changes in altitude and airspeed and at different Dryden disturbance levels to
increase robustness.
B. Distributed sensor-based controller design
The aim of this work was to develop a machine learning controller that used the information from a distributed
sensor array to control the aircraft in a perturbed environment. The block diagram (Fig. 5) shows the flight dynamics
and control structure used. Both the conventional and the non-conventional controllers used the same flight dynamics
equations of motion and guidance system, while the control was designed differently. In this case, the pressure and
strain sensor readings were estimated at each time-step using α, Va, and q and were then fed into the airspeed ANN
controller together with Vad .
Training and validation datasets were obtained by running two separate batches of simulations with a conventional
controller: first, maintaining altitude constant for changing airspeed and second, changing altitude for a constant airspeed.
These simulations considered different acceleration and climbing rates and were run oﬄine with the conventional
controller. The recorded data was then used to train the neural network.
The training set was defined as a set of data from which the machine learning algorithm ’learns’ relationships
between features and targets. Simulations were run with the conventional controller controlling ’doublet’ signal (Fig. 6a)
demands for Vad and hd . The time-series of the sensor readings and throttle required was then used to train the ANN.
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Fig. 5 Block diagram of the flight dynamics and control framework for the non-conventional controller. The
inputs to the airspeed ANN-controller are the pressure and strain sensor readings, and the reference airspeed.
The validation set was a separate set of data that the machine learning algorithm was not trained on and was used to
evaluate the performance of the algorithm at each iteration and to determine whether the training has reached a local
optima. This dataset was also gathered through simulations with the conventional controller, and the time-series of the
sensor readings and required throttle were used to evaluate the performance of the neural network by means of the
root-mean-square-error (RMSE). In this case, simulations were run for ’3-2-1-1’ (Fig. 6b) demands in Va and h.
Testing was done after the machine learning algorithm has been trained and validated in order to provide a final
estimate of its performance. Two test cases were defined in this work in order to compare different approaches with each
other: firstly, a demand of 3-2-1-1 in altitude for a constant airspeed and secondly, a 3-2-1-1 demand in airspeed for a
constant altitude. Different levels of noise were also studied using the Dryden disturbance model defined in Section
III.C.
A
tc
(a)
tc
A
(b)
Fig. 6 Demanded signals, a) doublet signal used for training the ANN; b) ’3-2-1-1’ signal used for validation
and testing of the ANN.
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The demand signals used for training, validation and testing were based on ramp signals defined by their amplitude
(A) and duration (tc). For ramps in altitude, A represented the fraction of a 15m change in altitude. For ramps in
airspeed, A represented the fraction of a 2m s−1 change in airspeed. The duration (tc) was calculated based on the
maximum climb rate and maximum acceleration of the UAV, 2.14m s−1 and 0.67m s−2 respectively for altitude and
airspeed demands. The tc factor represented a multiplier to the time taken to achieve the ramp (i.e. tc = 2 means the
aircraft was demanded to climb at half its maximum climb rate). Combinations of these values were studied for all
nominal airspeeds (Van ) and Dryden levels in Table 1.
Table 1 Training, validation and testing simulations run to train theANN-controller and check its performance.
Van , ms−1 tc f actor A f actor W20 Dryden parameter, ms−1
Training set [12 13 14 15 16 17 18] [1 1.2 1.5 2] [0.1 0.3 0.5 0.7 0.9 1] 0
Validation set [13 15 17] [1 1.25 1.75] [0.5 1] 0
Test cases 15 1 1 [0, 2, 4, 6]
C. Dryden disturbance model
The Dryden model was used to add a continuous level of perturbation to the steady state simulations. This
mathematical model represented the frequency spectrum of continuous gusts and was integrated into the flight dynamic
equations of motion as an atmospheric disturbance. In this work, the MIL-F-8785C [24] specification was applied
through the "Dryden Wind Turbulence Model (Continuous)" block in Simulink for low-altitude applications. The input
required in each simulation was the nominal wind speed at 20 feet (W20) and the wind angle with respect to North. The
standard deviation of the disturbance added by the Dryden model was up to 20% ofW20 for u and up to 10% ofW20
for w.
IV. Results and Discussion
In this work, an ANN-based airspeed controller was trained to mimic the behaviour of a conventional airspeed
controller by means of distributed strain and pressure sensor readings. The sensor information gathered from wind
tunnel testing was integrated in a 3 DOF longitudinal flight dynamics model in Simulink. In the course of this study,
different sensor layouts were studied in order to get a better understanding of the sensors that are strictly needed for this
task. Two test cases were defined, one with a 3-2-1-1 demand in altitude for constant airspeed and one with a 3-2-1-1
demand in airspeed for constant altitude. These were also run for different Dryden noise levels as per Table 1.
A. Distributed sensor-based controller
An ANN-controller that used an array of pressure and strain sensor readings on the wing to control airspeed was
proposed in this work (Fig. 7). The network was trained to mimic the behaviour of a conventional airspeed controller
given the sensor readings and the desired airspeed. A total of 10 ANNs with different structures were trained with three
different learning algorithms. The root-mean-square-error (RMSE) for the validation set was used as selection criteria
to find the ANN that best fitted the throttle required. The network chosen was trained using the Levenberg-Marquardt
backpropagation function, with a maximum number of 1000 epochs and maximum validation failures set to 50. It
consisted of two hidden layers of 16 neurons each with the tansig activation function and the RMSE obtained for the
validation set was 2.3 × 10−2.
Firstly, both test cases with no Dryden noise were run with the conventional controller, and the time-series data of
Vad, Cp and CVB were then given to the trained neural network to test its ability to track the target throttle. Figure 8
shows the comparison between the throttle required by the conventional controller and the output of the neural network.
The RMSE values of throttle required were 5.3 × 10−2 for an altitude 3-2-1-1 demand with constant airspeed, and
8.6 × 10−3 for an airspeed 3-2-1-1 demand with constant altitude.
Secondly, the response of the ANN-controller was tested by replacing the conventional airspeed controller in the
simulation framework. Figure 9 shows the results obtained by the conventional and the ANN-controller in tracking the
airspeed demanded for the two test cases.
Comparing both test cases, the neural network showed good performance when tracking the required throttle for a
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Fig. 8 Comparison between the target throttle and the ANN output for the two test cases. a) Throttle required
for a demanded 3-2-1-1 signal in h and constant airspeed set to 15m s−1; b) Throttle required for a demanded
3-2-1-1 signal in Va and a constant altitude
3-2-1-1 demand in airspeed (Fig. 8), closely matching the commands of the conventional controller. In the other case,
when changes in altitude were demanded the tracking error of throttle showed an increase when the desired altitude
decreased; the ANN output demanded an increase of throttle instead of a decrease on its value. Because of this, the
response of the ANN-controller when used in simulation showed an increase in airspeed when decreasing height (Fig.
9). The ANN-controller is accelerating the UAV instead of decelerating it to maintain constant airspeed. It is important
to note that the ANN controller does not receive a direct measurement of the airspeed of the vehicle but it infers it from
the pressure and strain sensor information given to it. The error in throttle and airspeed seen in Fig. 8 and 9 could be
due to lack of information and may be corrected if pitching rate or altitude parameters were fed to the network.
B. Sensor Layout
Different sensor layouts were studied in order to get a better understanding of the information that is strictly necessary
for an airspeed ANN-controller and the performance that could be achieved.
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Fig. 9 Performance of conventional controller andANNcontroller in simulation for two test cases. a)Demanded
3-2-1-1 signal in h and constant airspeed set to 15m s−1; b)Demanded 3-2-1-1 signal inVa and a constant altitude.
1. Strain sensor layout
Four different strain sensor layouts were studied, where the ANN was trained to control airspeed using strain
information exclusively. The use of 1 to 4 sensors was investigated by keeping the sensor closer to the root (section
SA of the wing) and adding the remaining sensors one at a time, sequentially towards the tip of the wing. The four
ANNs were trained with the same architecture which consisted of two hidden layers of 16 neurons each with the tansig
activation function. The RMSE values of airspeed for both test cases with no Dryden noise are presented in Fig. 10.
The ANN-S controller (using all strain sensors) showed the best performance tracking the airspeed 3-2-1-1 demand but
was considerably worse than ANN-ABC (using sensors in sections SA, SB, and SC) at maintaining constant airspeed for
changes in altitude. The ANN-ABC controller performed within reasonable limits for both test cases given that the
RMSE values of the conventional controller are 4 × 10−2 ms−1 for altitude 3-2-1-1 demand and 1.1 × 10−2 ms−1 for
airspeed 3-2-1-1 demand. These results suggest that the strain sensor located in section SD may not be strictly necessary
to control airspeed. This could be due to the vibrations of the wing tip during wind tunnel experiments, which increased
the amount of outliers in the data and affected the curve fitting model integrated in the simulation framework. These
outliers may be providing information that is not representative enough for the ANN to learn its relationship/effect in the
airspeed control.
2. Pressure sensor layout
The study of the pressure sensor layout investigated 31 different combinations of pressure sensors. These sensor
layouts were defined by removing one sensor at a time alternating from sections PA to PB, and from the top and the
bottom of the wing starting from the trailing edge. The ANNs were all trained with the same architecture which
consisted of one hidden layer of 16 neurons with the tansig activation function. Figure 11 shows the RMSE of airspeed
for both test cases with no Dryden noise. The results show that having 30 distributed pressure sensors or just 4 next to
the leading edge provides the same performance when controlling airspeed for both test cases. Figures 11c and 11d
show the RMSE value of removing 0 to 26 pressure sensors, with a mean value of 9.1 × 10−2 ± 1.5 × 10−2 ms−1 for
an altitude 3-2-1-1 demand and 5 × 10−2 ± 1.3 × 10−2 ms−1 for an airspeed 3-2-1-1 demand. Based on this study of
pressure sensor layouts, the sensors which are essential for airspeed control are those located in the leading edge and the
next closest sensor on the bottom surface of the wing for sections PA and PB (sensors B01 for sections A and B in Fig.
1b). When the signals from these sensors were removed, the airspeed error increased abruptly two orders of magnitude
in the test case of altitude 3-2-1-1 demand and one order of magnitude for the airspeed 3-2-1-1 demand.
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Fig. 10 RMSE values of airspeed for a) altitude and b) airspeed 3-2-1-1 demand and W20 = 0m s−1, A-D
corresponds to the section of the wing in which the sensors are located and Conv. is the RMSE value of the
conventional controller.
3. In-simulation performance comparison
Three different distributed sensor-based controllers were tested in simulation for the two test cases under three
levels of Dryden noise. ANN-PS, ANN-P and ANN-S (pressure and strain, pressure only, strain only) were tested and
compared with each other and with the conventional controller by means of the RMSE of airspeed. It is important
to note that the ANNs were not trained with Dryden noise, hence the comparison with the conventional controller is
biased. While the conventional controller was tuned accounting for different levels of noise in order to be more robust to
perturbations, the ANNs need to extrapolate from the learnt information when they encounter inputs that are not within
their training range. However, these results helped to get a better idea of the performance of the ANN controllers in
comparison with each other and with the "ideal" RMSE value given by the conventional airspeed controller. Figure 12
shows the RMSE bars for all test cases and the four different controllers. The conventional controller outperformed
the ANN-based controller in all cases and its RMSE value increased as the level of Dryden noise increased, as was
to be expected. The ANN-PS performed better than the other two ANN controllers in most cases, while the ANN-S
showed the worst performances, specially for the altitude 3-2-1-1 demand case where the RMSE is in the order of
1m s−1. Even though the neural networks were not trained with noisy data, their performance showed a similar RMSE
to the conventional controller in some cases.
4. General discussion
The results of this study demonstrate that the readings from distributed pressure and strain sensors on the wing can
be used directly to control airspeed by means of an artificial neural network. The study of the sensor layout suggests that
not all pressure and strain sensors are needed in order to control airspeed. However, the discarded sensors may be useful
for other purposes such as aerodynamic load or dynamic states estimation, or to increase the robustness of the controller.
It is also important to note that this study was realised with a longitudinal 3 DOF model of a UAV and that the discarded
sensors may be more informative for lateral flight control. A more exhaustive study would need to be carried out in
order to draw stronger conclusions.
In the course of this study, the validation performance during training was measured using the validation set.
However, in this case, the validation performance is not representative of the controller’s performance. The validation
performance obtained in this study is a measurement of how well the neural network can track the target value in
different cases/simulations. Nevertheless, as opposed to conventional curve fitting or regression problems, the output of
the ANN-controller affects the dynamic state of the aircraft which then affects the inputs in the following time-step.
Because of this, the ANN-controller may be encountering states that are out of the training range which causes the ANN
to extrapolate from what it has learnt. There are two possible ways to address this in future work:
• By using simulations in the training loop for validation purposes. This would provide a better validation value
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Fig. 11 RMSE values of airspeed for a) altitude and b) airspeed 3-2-1-1 demand and W20 = 0m s−1, 0-30 is
the number of sensors removed from the training. Top figures show the error for 31 configurations while the
bottom two show a zoom from 0-26 removed pressure sensors.
which would give a direct measurement of its control performance.
• By training in simulation using reinforcement learning. This approach would not only provide with a better
measurement of control performance but could also optimise it and outperform the conventional manually-tuned
controller.
V. Concluding Remarks
In this work, a 3 DOF flight dynamic model of an instrumented fixed-wing UAV was derived from wind tunnel
and free-flight tests and integrated in a flight dynamics and control framework. Experimental readings of an array of
pressure and strain sensors distributed across the wing were incorporated in the model. This sensor information was
then used to train an ANN to mimic the behaviour of a conventional airspeed controller. Different sensor layouts were
studied and the performance was measured for two test cases under different Dryden disturbance levels.
Simulations in this study suggest that the readings of distributed pressure and strain sensors can be used to control
airspeed of a fixed-wing UAV. Different sensor layouts were studied and results indicated that using both pressure
and strain information provides a better performance in most cases. Moreover, the sensor layout study suggested that
reducing the number of pressure sensors from 30 to 4, using specific units around the leading edge of the wing, does not
deteriorate the performance of the airspeed controller. In addition, using 3 instead of 4 strain sensors also improved
the overall performance of the airspeed controller. However, the discarded pressure and strain sensors may be useful
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Fig. 12 RMSE values of airspeed for different controllers under different Dryden disturbance levels. a)
corresponds to the test case with 3-2-1-1 demand in altitude for constant airspeed; b) corresponds to the test
case with a 3-2-1-1 demand in airspeed for constant altitude.
to estimate aerodynamic loads and dynamic states or control other parameters. These sensors may also be useful to
estimate or control the lateral flight dynamics states. A more extensive study needs to be carried out in order to get a
better understanding of the relationship between these parameters and each individual sensor.
Future work will seek to improve the performance of the airspeed controller by means of a reinforcement learning
approach. This approach could not only improve the performance of the controller but also potentially allow it to
outperform the manually-tuned conventional controller presented in this work. In addition, the replacement of other
conventional elements of the flight control system with machine learning elements will be explored in order to try to
realise the potential flight performance improvements available from using distributed sensor arrays.
Appendix
A. Flight dynamic equations and parameters
The 3DOF flight dynamic equations used in this work are presented below, expressed in the wind reference
system.
ÛVa = −qwVa +
Tcos(α) − D
m
+ g1 − duwdt d1 −
dww
dt
d3 (5)
Ûα = uq
Va
− Tsin(α) + L
Vam
+
g3 − duwdt d7 − dwwdt d9
Va
(6)
Ûq = M
Iyy
(7)
Ûθ = q (8)
The transformation matrix from body reference system to an inertial North-East-Down (NED) reference system
and the transformation matrix from wind to body reference systems are defined in Equations 9, 10 respectively.
Lib =

cos θ 0 sin θ
0 1 0
− sin θ 0 cos θ
 (9)
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Lbw =

cosα 0 − sinα
0 1 0
sinα 0 cosα
 (10)
The transformation matrix from the NED inertial system to the wind reference frame:
Lwi = LTbw · LTib =

d1 d2 d3
d4 d5 d6
d7 d8 d9
 (11)
Parameters d and g in the flight dynamic equations of motion (Eqs 5 - 6) are defined in Eq 11 and 12.
g1
g2
g3
 = Lwi ·

0
0
g
 (12)
Airspeed expressed in the body reference system:
u
v
w
 = Lbw ·

Va
0
0
 (13)
The longitudinal aerodynamic forces and moment, and thrust are defined as:[
L
D
]
=
1
2
ρV2a S
[
Cl
Cd
]
(14)
M =
1
2
ρV2a ScCm (15)
T =
1
2
ρSCt (16)
The aerodynamic coefficients:
Cl = ANN(α,Va,q) + Clδe δe (17)
Cd = ANN(α,Va,q) (18)
Ct = Ktδ2thr (19)
Cm = Cm0 + Cmαα + Cmq
c
2Vm
q + Cmde δe (20)
B. WOT4 characteristics
The servo and electric motor natural frequencies and damping ratios are in Table B.1 and the simulation
parameters and aerodynamic coefficients used in this work are gathered in this section in Tables B.2 and B.3,
respectively.
• Pitch and control surfaces maximum and minimum angle permitted.
−40° ≤ θ ≤ 40°
−15° ≤ δe ≤ 15°
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Table B.1 Servo and electric motor characteristics
Parameter Frequency, rad s−1 Damping
Elevator servo 23 0.9
Electric motor 15 0.9
Table B.2 WOT 4 simulation parameters
Physical constants
Parameter Value Units
g 9.81 ms−2
ρ 1.225 kgm−3
Aircraft model parameters
Parameter Value Units
Vm 18 ms−1
S 0.3 m2
c 0.254 m
b 1.206 m
m 1.345 kg
Iyy 7.8×10−2 kgm2
Table B.3 WOT 4 aerodynamic coefficients
Parameter Value Parameter Value
Cm0 4.22 ×10−3 Kt 53
Cmα −1.01 ×10−1 Clδe −4.24 ×10−1
Cmq −4.84
Cmδe −3.02 ×10−1
C. Longitudinal flight dynamic controllers
The gains used to control the WOT 4 UAV in this study are gathered in Table C.1 and the block diagrams of the
pitch angle, altitude and airspeed conventional controllers are presented in Fig. C.1-C.3.
Kff
P
P
q
 
required
?
? desired
+
+
+
+
-
Controller
Controller
Fig. C.1 Pitch controller block diagram
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Table C.1 WOT 4 PID gains
Pitch angle controller
Parameter Value
Kpθ −2.5
Kpq 0.65
K f f −0.2
Altitude controller
Parameter Value
Kph 0.5
Kih 0.5
Kp Ûh −0.08
Velocity controller
Parameter Value
KpV 0.9
KiV 1
PI
h
+
+
+
-
h desired ? desired
P
Controller
Controller
Fig. C.2 Altitude controller block diagram
PI
Va
+
+
+
-
Va desired  
required
initial
Controller
Fig. C.3 Airspeed controller block diagram
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