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Abstract
Learning community structures in graphs that
are randomly generated by stochastic block mod-
els (SBMs) has received much attention lately.
In this paper, we focus on the problem of ex-
actly recovering the communities in a binary
symmetric SBM, where a graph of n vertices
is partitioned into two equal-sized communities
and the vertices are connected with probabil-
ity p = α log(n)/n within communities and
q = β log(n)/n across communities for some
α > β > 0. We propose a two-stage itera-
tive algorithm for solving this problem, which
employs the power method with a random start-
ing point in the first-stage and turns to a gener-
alized power method that can identify the com-
munities in a finite number of iterations in the
second-stage. It is shown that for any fixed α and
β such that
√
α −√β > √2, which is known to
be the information-theoretic limit for exact recov-
ery, the proposed algorithm exactly identifies the
underlying communities in O˜(n) running time
with probability tending to one as n → ∞. As
far as we know, this is the first algorithm with
nearly-linear running time that achieves exact re-
covery at the information-theoretic limit. We
also present numerical results of the proposed al-
gorithm to support and complement our theoreti-
cal development.
1. Introduction
Learning community structures in graphs is a fundamen-
tal task in machine learning and computer science. It
has found broad applications in physics (Fortunato, 2010;
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Newman & Girvan, 2004), biology (Cline et al., 2007), and
social science (Girvan & Newman, 2002), to name a few.
In research on community estimation, the stochastic block
model (SBM), which is a generative model for random
graphs that admits community structures, has become in-
creasingly popular as a platform for validating theoretical
ideas and comparing numerical algorithms. In particular,
substantial advances have been made in the past decade
on understanding the statistical limits for detection and
recovery of communities in graphs that are generated by
SBMs, and on developing computationally tractable meth-
ods that can detect and recover the underlying communities
at their corresponding statistical limits; see, for example,
Mossel et al. (2014); Abbe & Sandon (2015); Abbe et al.
(2016; 2017); Chen & Xu (2016); Gao et al. (2017).
In this paper, we focus on the problem of exactly recover-
ing the communities in the binary symmetric SBM (also
known as the planted bisection model). Specifically, given
n nodes that are partitioned into two equal-sized clusters,
a graph on these n nodes is randomly generated such that
each pair of nodes are connected with probability p if they
are in the same cluster and with probability q if not, where
p > q > 0. Then, we aim to recover the underlying clus-
ters using only the adjacency matrix of the generated graph.
For this problem, the regime where p = α log(n)/n and
q = β log(n)/n for some α > β > 0 is of particular
interest as it possesses a sharp threshold for exact recov-
ery. Indeed, from an information-theoretic point of view,
it has been proved that recovering the clusters with high
probability is impossible if
√
α − √β < √2 and is pos-
sible if
√
α − √β > √2 (Abbe et al., 2016; Mossel et al.,
2014). Moreover, a number of computationally tractable
algorithms have been shown to achieve this threshold for
exact recovery (Abbe et al., 2016; 2017; Hajek et al., 2016;
Gao et al., 2017). More precisely, these algorithms have
running time that is polynomial in n and for any fixed α
and β such that
√
α − √β > √2, they successfully iden-
tify the underlying clusters with probability tending to one
as n → ∞. However, these algorithms rely on solving a
semidefinite programming (SDP) or eigenvector computa-
tion, whose time complexities are polynomial but generally
not linear in n. A major goal of this paper is to propose an
algorithm that runs in time nearly linear in n and achieves
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exact recovery at the information-theoretic limit.
1.1. Related Works
For the binary symmetric SBM, whether it is possible to
recover the underlying communities with high probability
depends on the scaling of p, q, and p − q. When p = a/n
and q = b/n for some a > b > 0 (also known as the
sparse regime), it is impossible to recover the communi-
ties because the graph is unconnected with high probability
(Decelle et al., 2011). In the regime where p = α log(n)/n
and q = β log(n)/n for some α > β > 0, Abbe et al.
(2016) and Mossel et al. (2014) independently showed that
there exists a sharp threshold for exact recovery. Specifi-
cally, they proved that from an information-theoretic point
of view, exact recovery is impossible if
√
α − √β < √2,
while it is possible and can be achieved by the maximum
likelihood (ML) estimator if
√
α −√β > √2. Computing
the ML estimator is, however, computationally intractable
in general. Indeed, by encoding the underlying clusters into
a vector x∗ ∈ {±1}n such that x∗i = 1 if node i is in the
first cluster and x∗i = −1 otherwise, the ML estimator of
x∗ is the solution of the following problem:
max
{
xTAx : 1Tnx = 0, xi = ±1, i = 1, . . . , n
}
, (1)
where A is the adjacency matrix of the graph and 1n is
the all-one vector of dimension n. Problem (1) is equiv-
alent to the problem of finding minimum bisection of a
graph, which is known to be NP-hard in the worst case
(Garey et al., 1974). Nevertheless, the above threshold pro-
vides the information-theoretic limit for exact recovery in
the binary symmetric SBM, which is useful for benchmark-
ing recovery algorithms.
Over the past decades, many computationally tractable al-
gorithms have been proposed that can be applied to the
problem of exact community recovery in the binary sym-
metric SBM. Some of them are proposed as heuristic com-
binatorial algorithms for the minimum bisection problem
with an average-case performance guarantee and some oth-
ers tackle the community recovery problem based on con-
vex or non-convex relaxations of the ML estimation prob-
lem (1). In the comparison of these algorithms, of partic-
ular interest are the following two factors: (i) computa-
tional efficiency and (ii) conditions on p and q that guar-
antee exact recovery. Moreover, in light of the above
discussion, a computationally efficient algorithm that can
achieve exact recovery at the information-theoretic limit
would be highly desirable. Prior to the work Abbe et al.
(2016), there were two polynomial-time algorithms that
allow for exact recovery in the regime p = α log(n)/n
and q = β log(n)/n, which are respectively proposed in
Boppana (1987) and McSherry (2001). However, Boppana
(1987) needs (α − β)2/(α + β) > 72 and McSherry
(2001) needs (α − β)2/(α + β) > 64 for exact recov-
ery, both of which do not meet the information-theoretic
limit
√
α −√β > √2. The first computationally tractable
algorithm that can achieve exact recovery at this limit was
given in Abbe et al. (2016), which employs the polynomial-
time algorithm in Massoulie´ (2014) for obtaining a par-
tial recovery, followed by a local improvement procedure.
Later, Hajek et al. (2016) and Bandeira (2018) indepen-
dently proved that the solution of a semidefinite relaxation
of Problem (1) can identify the underlying communities ex-
actly with high probability if
√
α − √β > √2, confirm-
ing a conjecture raised in Abbe et al. (2016). As SDPs can
be solved in polynomial time, this also provides a compu-
tationally tractable algorithm that achieves exact recovery
at the information-theoretic limit. More recently, by con-
ducting an entrywise eigenvector analysis of random ma-
trices with low expected rank, Abbe et al. (2017) proved
that the vanilla eigenvector-based algorithm achieves exact
recovery at the information-theoretic limit. The dominat-
ing computational cost in this algorithm is to compute the
eigenvector associated with the second largest eigenvalue
of the adjacency matrix A, which is known to be polyno-
mial time computable.
We would also like to mention some algorithms for the con-
sidered problem with extremely low computational com-
plexity. Condon & Karp (2001) proposed a simple combi-
natorial algorithm for minimum bisection problem, whose
per iteration cost is linear in n. To achieve exact com-
munity recovery with high probability, it needs p − q ≥
n−1/2+ǫ with some ǫ > 0. Recently, Bandeira et al.
(2016) proposed to apply the Burer-Monteiro decomposi-
tion (Burer & Monteiro, 2003) to the semidefinite relax-
ation of Problem (1), which results in solving an opti-
mization problem defined on a smooth manifold. They
showed that all second-order stationary points of the prob-
lem, which can be computed efficiently by the Riemannian
trust-region method (Boumal et al., 2018), correspond to
the underlying communities with high probability as long
as (p− q)/√p+ q ≥ cn−1/6 for some constant c > 0. De-
spite their low computational complexity, both approaches
require much stronger conditions on p and q for ensur-
ing exact recovery. In particular, they cannot even allow
for exact recovery in the regime p = α log(n)/n and
q = β log(n)/n for some α > β > 0.
1.2. Our Contribution
In this work, we propose a two-stage iterative algorithm for
exact community recovery in the binary symmetric SBM.
Our algorithm is based on the following regularized version
of the ML estimation problem (1):
max
{
xTBx : xi = ±1, i = 1, . . . , n
}
, (2)
where B = A − ρEn and ρ = 1TnA1n/n2. Specifically,
the proposed iterative algorithm starts with a vector that is
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chosen randomly with uniform distribution over the unit
sphere of Rn, employs the standard power method (PM) in
the first stage for approximating the dominant eigenvector
ofB, and then applies a generalized power method (GPM)
to Problem (2) in the second stage that can exactly iden-
tify the underlying communities in a finite number of it-
erations. We show that in the regime p = α log(n)/n
and q = β log(n)/n for some α > β > 0, the pro-
posed algorithm achieves exact recovery at the information-
theoretic limit and enjoys a time complexity that scales
nearly linear in n. More precisely, for any fixed α and β
such that
√
α − √β > √2, we prove that the following
event happens with probability tending to one as n → ∞:
the proposed algorithm terminates at the ground truth x∗
or −x∗1 in O(log n/ log logn) iterations of the PM and
O(log n/ log logn) iterations of the GPM, with O(n log n)
computational complexity in each iteration of the PM and
the GPM. At the heart of our result is a careful analysis on
the performance of the PM and the GPM when applied to
our problem. In particular, we show the following results
hold with high probability:
(i) The sequence of iterates generated by the first stage of
our algorithm converges linearly to a dominant eigen-
vector of B and the ratio in defining the linear rate of
convergence tends to 0 as n→∞.
(ii) The iterates generated by the second stage of our al-
gorithm possess a contraction property once their Eu-
clidean distance to the ground truth is no greater than
a threshold that scales linearly with
√
n/ logn.
(iii) The second stage of our algorithm exhibits finite ter-
mination as it admits a one-step convergence property
once the generated iterate has Euclidean distance no
greater than a constant threshold to the ground truth.
We also conduct experiments on synthetic data sets and
compare the performance of the proposed algorithm to
some existing ones. Numerical results support our theoret-
ical development and also show the advantage of the pro-
posed algorithm in terms of computational efficiency.
The rest of this paper is organized as follows. In section
2, we introduce the proposed two-stage algorithm for exact
community recovery and present the main results of this pa-
per regarding its recovery performance and computational
efficiency. In sections 3 and 4, we respectively analyze the
properties of the power method and the generalized power
method that are respectively used in the two stages of the
proposed algorithm. In section 5, we provide the proofs of
the main results. Numerical results of the proposed algo-
rithm are reported in section 6.
1Note that x∗ and −x∗ represent the same community struc-
ture up to a global flip of the labels.
Notation. Let Rn be the n-dimensional Euclidean space
and ‖ · ‖2 be the Euclidean norm. We write matrices in
capital bold letters like A, vectors in bold lower case like
a, and scalars as plain letters. We denote by aij the (i, j)-
th element of A and xi the i-th element of x. We use 1n
and En to denote the all-one vector and all-one matrix of
dimension n, respectively. Given a vector d, we denote by
Diag(d) the diagonal matrix with d on its diagonal. For
any positive integer n, let [n] denote the set {1, . . . , n}; for
any discrete set T , let |T | denote the number of elements
in T . We use Bern(p) to denote the Bernoulli random
variable with mean p. For any v ∈ Rn, v/|v| denotes the
vector of Rn defined as(
v
|v|
)
i
=
{
1, if vi ≥ 0,
−1, otherwise, i = 1, . . . , n. (3)
2. Main Results
Givenn nodes that are partitioned into two equal-sized clus-
ters, we denote by x∗ the vector that encodes its true com-
munity structure, e.g., for every i ∈ [n], x∗i = 1 if the node
i belongs to the first cluster and x∗i = −1 if it belongs to
the second one. Given x∗, the binary symmetric SBM gen-
erates an undirected graph of n vertices, whose adjacency
matrixA is randomly generated as follows.
Model 1. The elements {aij : 1 ≤ i ≤ j ≤ n} of A are
generated independently by
aij ∼
{
Bern(p), if x∗i x
∗
j = 1,
Bern(q), if x∗i x
∗
j = −1,
where
p =
α logn
n
and q =
β logn
n
for some constants α > β > 0. Besides, we have aij = aji
for all 1 ≤ j < i ≤ n.
Then, the problem of community recovery is to develop ef-
ficient methods that can find x∗ or−x∗ with high probabil-
ity, given the adjacency matrixA generated from Model 1.
Our proposal for tackling this problem is a two-stage algo-
rithm summarized in Algorithm 1. It starts with a vector y0
that is chosen randomly with uniform distribution over the
unit sphere of Rn, employs the standard power iterationN
times in the first stage (lines 4-6 of Algorithm 1), and then
applies a generalized power iteration to Problem (2) in the
second stage until a fixed point of the generalized power
iteration is reached (lines 8–13 of Algorithm 1). We use
the name generalized power iteration due to the fact that
the operation Bxk−1/|Bxk−1| (see (3) for its definition)
is essentially computing a projection of Bxk−1 to the fea-
sible set of Problem (2).
We next present the main result of this paper, which shows
that Algorithm 1 achieves exact recovery at the information-
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Algorithm 1 A Two-Stage Algorithm for Exact Recovery
1: Input: adjacency matrixA, positive integerN
2: set ρ← 1TnA1n/n2 andB ← A− ρEn
3: choose y0 randomly with uniform distribution over the
unit sphere of Rn
4: for k = 1, 2, . . . , N do
5: set yk ← Byk−1/‖Byk−1‖2
6: end for
7: set x0 ← √nyN
8: for k = 1, 2, . . . do
9: set xk ← Bxk−1/|Bxk−1|
10: if xk = xk−1 then
11: terminate and return xk
12: end if
13: end for
theoretic limit and also provides explicit iteration complex-
ity bounds for Algorithm 1 to exactly recover the underly-
ing communities.
Theorem 1. Let A be randomly generated by Model 1.
If
√
α − √β > √2, then the following statement holds
with probability at least 1 − n−Ω(1): Algorithm 1 finds
x∗ or −x∗ in O(log n/ log logn) power iterations and
O(log n/ log logn) generalized power iterations.
Note that the computational cost of both the power iteration
and the generalized power iteration is dominated by the one
for computing the matrix-vector productBv for some v ∈
R
n. Since B = A − ρEn and En = 1n1Tn is a rank-one
matrix, the cost of computing Bv is mainly determined
by the number of non-zero entries in A. Also, as A is
randomly generated by Model 1, one can show by a simple
concentration argument that the number of non-zero entries
inA is, with high probability, in the order of n logn. These,
together with the iteration bounds provided in Theorem 1,
imply that the time complexity of Algorithm 1 is with high
probability nearly linear in n.
Corollary 1. Let A be randomly generated by Model 1. If√
α−√β > √2, then with probability at least 1− n−Ω(1),
Algorithm 1 finds x∗ or −x∗ in O(n log2 n) time complex-
ity.
3. Analysis of the Power Method
In this section, we analyze the performance of the PM with
a random initial point that is employed in the first-stage of
Algorithm 1. In particular, we shall characterize the con-
vergence rate of the iterates generated by the PM to a dom-
inant eigenvector of B. To begin, we present two lemmas
that shall be used in studying the spectral property of B.
The proof of Lemma 1 can be found in the appendix, while
the proof of Lemma 2 is omitted because it follows directly
from Lei et al. (2015, Theorem 5.2).
Lemma 1. Suppose that A is generated by Model 1 and
ρ = 1TnA1n/n
2. Then, it holds with probability at least
1− 2n− 12(α+β+1) that∣∣∣∣ρ− p+ q2
∣∣∣∣ ≤ lognn3/2 . (4)
Lemma 2. Let A be generated by Model 1. Then, there
exist constants c1 ≥ 1 and c2 > 0, whose values depend
on α and β, such that
‖A− E[A]‖2 ≤ c1
√
logn (5)
holds with probability at least 1− c2n−3.
Equipped with Lemmas 1 and 2, and by applying Weyl’s
inequality, it is not hard to obtain the following result re-
garding the magnitudes of eigenvalues of B. The proof of
this result can be found in the appendix.
Lemma 3. Suppose that A is randomly generated by
Model 1 and B = A − ρEn with ρ = 1TnA1n/n2. Let
λ1 ≥ λ2 ≥ · · · ≥ λn be the eigenvalues of B. Then,
for all sufficiently large n, it holds with probability at least
1− 2n− 12(α+β+1) − c2n−3 that
λ1 ≥ α− β
3
logn (6)
and
|λi| ≤ 2c1
√
logn, i = 2, . . . , n, (7)
where c1 and c2 are the constants in Lemma 2.
Recall that the PM in Algorithm 1 starts with a random ini-
tial point. To characterize its convergence rate, we need
the following result on the uniform distribution over the
unit sphere of Rn, whose proof follows similar arguments
as those in Kuczyn´ski & Woz´niakowski (1992) and is pro-
vided in the appendix.
Lemma 4. Suppose that b ∈ Rn is randomly generated
from the uniform distribution over the unit sphere of Rn.
Then, for all n ≥ 8, it holds that
P
(
n∑
i=2
(
bi
b1
)2
≤ n
2
2
)
≥ 1− 2n−1/2. (8)
Now we are ready to characterize the convergence rate of
the PM used in the first-stage of Algorithm 1.
Proposition 1. Suppose that A is randomly generated by
Model 1. Let {yk}k≥0 be the sequence generated in the
first-stage of Algorithm 1. Then, for all sufficiently large n,
it holds with probability at least 1− n−Ω(1) that
min
s∈{±1}
‖yk − su1‖2 ≤ n ·
(
6c1
(α− β)√logn
)k
(9)
for all k ≥ 0, where u1 is an eigenvector of B associated
with the largest eigenvalue and c1 is the constant in Lemma
2.
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Proof. LetB = UΛUT be the eigenvalue decomposition
of B, where Λ = Diag(λ1, . . . , λn) with λ1 ≥ · · · ≥ λn
being the eigenvalues of B and U = [u1, . . . ,un] are the
associated eigenvectors ofB. Suppose that (6) and (7) hold,
which, according to Lemma 3, happens with probability at
least 1 − 2n− 12(α+β+1) − c2n−3 for all sufficiently large n.
Let us define b = UTy0. We claim that if b1 > 0, then
‖yk − u1‖2 ≤
(
6c1
(α− β)√logn
)k
·
√√√√2 n∑
i=2
(
bi
b1
)2
.
(10)
Indeed, since {yk}k≥0 is generated by the power method
andB = UΛUT , we have
〈yk,u1〉 = u
T
1B
ky0
‖Bky0‖2 =
uT1UΛ
kb
‖Λkb‖2 =
λk1b1√∑n
i=1 λ
2k
i b
2
i
.
(11)
Notice that (6) and α > β imply that λ1 > 0. Hence, if
b1 > 0, then λ
k
1b1 > 0 for all k ≥ 0, which yields that
〈yk,u1〉 > 0 for all k ≥ 0. This, together with ‖yk‖2 =
‖u1‖2 = 1, leads to
1 = ‖yk‖2 ≤ ‖yk − 〈yk,u1〉u1‖2 + ‖〈yk,u1〉u1‖2
= ‖yk − 〈yk,u1〉u1‖2 + 〈yk,u1〉,
where the last equality follows from ‖u1‖2 = 1 and
〈yk,u1〉 > 0. In addition, by Cauchy-Schwarz inequality,
we have 〈yk,u1〉 ≤ ‖yk‖2‖u1‖2 = 1. Thus, we obtain
0 ≤ 1− 〈yk,u1〉 = ‖yk − 〈yk,u1〉u1‖2. (12)
It then follows that
‖yk − u1‖22
= ‖yk − 〈yk,u1〉u1 + 〈yk,u1〉u1 − u1‖22
= ‖yk − 〈yk,u1〉u1‖22 + ‖〈yk,u1〉u1 − u1‖22
= ‖yk − 〈yk,u1〉u1‖22 + (1− 〈yk,u1〉)2
≤ 2‖yk − 〈yk,u1〉u1‖22,
where the inequality is due to (12). In addition, by ‖yk‖2 =
‖u1‖2 = 1 and (11), we have
‖yk − 〈yk,u1〉u1‖22 = 1− 〈yk,u1〉2 =
∑n
i=2 λ
2k
i b
2
i∑n
i=1 λ
2k
i b
2
i
≤
∑n
i=2 λ
2k
i b
2
i
λ2k1 b
2
1
≤
(
λ¯
λ1
)2k n∑
i=2
(
bi
b1
)2
,
where λ¯ := max{|λi| : i = 2, . . . , n}. These, together
with (6) and (7), establish the claim in (10). By the same
arguments, one can show that if b1 < 0, then
‖yk + u1‖2 ≤
(
6c1
(α− β)√logn
)k
·
√√√√2 n∑
i=2
(
bi
b1
)2
.
(13)
Since y0 is chosen according to the uniform distribution
over the unit sphere of Rn, which is known to be orthogo-
nally invariant, we have that b = UT y0 also follows the
uniform distribution over the unit sphere of Rn. It then fol-
lows from Lemma 4 that
n∑
i=2
(
bi
b1
)2
≤ n
2
2
(14)
holds with probability at least 1 − 2n−1/2. The desired
result then follows from (10), (13), (14), and the union
bound.
One can observe from Proposition 1 that with high probabil-
ity, the sequence generated in the first-stage of Algorithm
1 converges at least linearly to the eigenvector ofB associ-
ated with its largest eigenvalue. Moreover, for any fixed α
and β, (9) shows that the ratio in the linear rate of conver-
gence tends to 0 as n→∞.
4. Analysis of the Generalized Power Method
In this section, we analyze the performance of the GPM
that is used in the second-stage of Algorithm 1. In particu-
lar, we shall show that with high probability, the sequence
of iterates generated by the GPM converges to the ground
truth x∗ or −x∗ in a finite number of iterations, provided
that its initial iterate is in a suitable neighborhood of x∗ or
−x∗. To begin, we present the following two lemmas that
will be used for establishing the contraction property of the
GPM. Their proofs can be found in the appendix.
Lemma 5. Suppose that A is randomly generated by
Model 1 and B = A − ρEn with ρ = 1TnA1n/n2. For
any x ∈ Rn with ‖x‖2 =
√
n, it holds with probability at
least 1− n−Ω(1) that
‖Bx−Bx∗‖2 ≤
(
logn√
n
+ c1
√
logn
)
‖x− x∗‖2
+
(α− β) log n
4
√
n
‖x− x∗‖22. (15)
Lemma 6. Let δ > 0 be arbitrarily chosen. Then, for
any u, v ∈ Rn with |vi| ≥ δ for all i = 1, 2, . . . , n, the
following inequality holds:∥∥∥∥ u|u| − v|v|
∥∥∥∥
2
≤ 2‖u− v‖2
δ
. (16)
We are now ready to establish the following result, which
implies that the GPM used in the second-stage of Algo-
rithm 1 possesses a contraction property.
Lemma 7. Suppose that A is randomly generated by
Model 1 andB = A−ρEn with ρ = 1TnA1n/n2. For any
fixed α > β > 0 such that
√
α −√β > √2, there exists a
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constant γ > 0 such that the following event happens with
probability at least 1 − n−Ω(1): for all x ∈ Rn such that
‖x‖2 =
√
n and
‖x− x∗‖2 ≤ 6
√
2c1
α− β ·
√
n
logn
, (17)
it holds that∥∥∥∥ Bx|Bx| − x∗
∥∥∥∥
2
≤ 8c1
γ
√
logn
· ‖x− x∗‖2. (18)
Proof. Since B = A − ρEn and Enx∗ = 0, we obtain
Bx∗ = Ax∗. By
√
α − √β > √2, there exists a postive
constant γ such that (
√
α −√β)2/2− γ log(α/β)/2 > 1.
These, together with (Abbe, 2017, Lemma 8), yield that
min {x∗i (Bx∗)i : i = 1, 2, . . . , n} ≥ γ logn (19)
holds with probability at least 1− n−Ω(1). Notice that (19)
impliesBx∗/|Bx∗| = x∗ and
min {|(Bx∗)i| : i = 1, 2, . . . , n} ≥ γ logn. (20)
It then follows from (20), Lemma 5, and Lemma 6 that for
all x ∈ Rn satisfying ‖x‖2 =
√
n and (17),∥∥∥∥ Bx|Bx| − x∗
∥∥∥∥
2
=
∥∥∥∥ Bx|Bx| − Bx
∗
|Bx∗|
∥∥∥∥
2
≤ 2‖Bx−Bx
∗‖2
γ logn
≤
(
(α− β)
2γ
√
n
‖x− x∗‖2 + 2
γ
√
n
+
2c1
γ
√
logn
)
‖x− x∗‖2
≤
(
3
√
2c1
γ
√
logn
+
2
γ
√
n
+
2c1
γ
√
logn
)
· ‖x− x∗‖2
≤ 8c1
γ
√
log n
‖x− x∗‖2
for all n sufficiently large.
From Algorithm 1, we observe that all the iterates {xk}
generated by the GPM satisfy ‖xk‖2 =
√
n. Indeed, we
have from line 7 of Algorithm 1 that ‖x0‖2 =
√
n and
‖xk‖2 =
√
n for all k ≥ 1 due to the fact that xk ∈ {±1}n
for all k ≥ 1. Thus, Lemma 7 implies that for all suffi-
ciently large n, the iterates generated by the GPM possess
a contraction property once their Euclidean distance to the
ground truth is no greater than a threshold that scales lin-
early with
√
n/ logn. This is summarized in the following
proposition.
Proposition 2. Suppose that A is randomly generated by
Model 1. Let α > β > 0 be fixed such that
√
α−√β > √2.
Suppose that the x0 in Algorithm 1 satisfies ‖x0‖2 =
√
n
and
‖x0 − x∗‖2 ≤ 6
√
2c1
α− β
√
n
logn
,
where c1 is the constant in Lemma 2. Then, for all suffi-
ciently large n, it holds with probability at least 1−n−Ω(1)
that
‖xk − x∗‖2 ≤ ‖x0 − x∗‖2
(
8c1
γ
√
logn
)k
, (21)
where γ > 0 is any constant such that (
√
α − √β)2/2 −
γ log(α/β)/2 > 1.
Furthermore, the following result indicates that the GPM
exhibits finite termination. More precisely, it admits a one-
step convergence property once the generated iterate has
Euclidean distance no greater than a constant threshold to
the ground truth.
Lemma 8. Suppose that A is randomly generated by
Model 1 andB = A−ρEn with ρ = 1TnA1n/n2. For any
fixed α > β > 0 such that
√
α −√β > √2, the following
event happens with probability at least 1− n−Ω(1): for all
x ∈ {±1}n such that ‖x− x∗‖2 ≤ 2, it holds that
Bx
|Bx| = x
∗. (22)
Proof. Notice that to prove (22), it suffices to show that
x∗i (Bx)i > 0 for all i = 1, 2, . . . , n. Let x ∈ {±1}n with
‖x−x∗‖2 ≤ 2 be arbitrarily chosen. Then, one can observe
that x = x∗ or x = x∗ ± 2el for some l = 1, 2, . . . , n,
where el is the vector of R
n with all entries being 0 except
the l-th entry being 1. If x = x∗, then it follows from (19)
that x∗i (Bx)i > 0 for all i = 1, 2, . . . , n. If x = x
∗ ± 2el
for some l = 1, 2, . . . , n, then for any i = 1, 2, . . . , n,
x∗i (Bx)i = x
∗
i (Bx
∗ ± 2Bel)i
= x∗i (Bx
∗)i ± 2x∗i (Bel)i
≥ γ logn± 2x∗i (Bel)i,
(23)
where the inequality follows from (19). Notice thatBel =
Ael − ρEnel. Hence, one has (Bel)i = Ail − ρ. It then
follows from Model 1 and (4) that
(Bel)i ≤ 1− (α+ β) logn
2n
+
logn
n3/2
and
(Bel)i ≥ − (α+ β) log n
2n
− logn
n3/2
.
This, together with |x∗i | = 1 and (23), implies that for
all sufficiently large n, x∗i (Bx)i > 0 holds for all i =
1, 2, . . . , n.
5. Proofs of Main Results
In this section, we provide the proofs of our main results
Theorem 1 and Corollary 1. Recall that the iterates of the
Non-Convex Exact Community Recovery
PM converge to the eigenvector u1 of B associated with
its largest eigenvalue, not to the ground truth x∗ or −x∗.
As such, we need the following lemma that bounds the Eu-
clidean distance between these two vectors. The proof of
this lemma can be found in the appendix.
Lemma 9. Suppose that A is randomly generated by
Model 1 andB = A− ρEn with ρ = 1TnA1n/n2. Let u1
be the eigenvector of B associated with its largest eigen-
value. Then, it holds with probability at least 1 − c2n−3
that
min
s∈{±1}
∥∥∥∥u1 − sx∗√n
∥∥∥∥
2
≤ 3
√
2c1
(α− β)√logn, (24)
where c1, c2 are the constants in Lemma 2.
Now we are ready to provide the proof of Theorem 1.
Proof of Theorem 1. Suppose that (9) and (21) hold simul-
taneously, which, according to Propositions 1 and 2, hap-
pens with probability at least 1− n−Ω(1). In the first stage,
we require the power iterations to output a y ∈ Rn such
that ‖y‖2 = 1 and ‖y−u1‖2 ≤ 3
√
2c1/((α− β)
√
logn).
In view of Proposition 1, this can be achieved in Np power
iterations, whereNp is the smallest integer satisfying
n
(
6c1
(α− β)√logn
)Np
≤ 3
√
2c1
(α − β)√logn. (25)
Thus, we have
Np =
⌈
log
(
(α− β)n√logn)− log(3√2c1)
log
(
(α− β)√logn)− log(6c1)
⌉
,
which is roughly O(log n/ log logn). Then, the second-
stage of Algorithm 1 starts with x0 =
√
ny, which satisfies
‖x0 − x∗‖2 ≤ ‖x0 −
√
nu1‖2 + ‖
√
nu1 − x∗‖2
≤ 6
√
2c1
√
n
(α− β)√logn,
where the second inequality follows from (24) and (25).
Thus, in the second stage, according to Proposition 2 and
Lemma 8, we have that the GPM terminates at x or −x∗
in at most Ng iterations, where Ng is the smallest integer
satisfying
6
√
2c1
√
n
(α − β)√logn
(
8c1
γ
√
logn
)Ng
≤ 2.
Thus, we have
Ng =
⌈
log(3
√
2c1
√
n)− log((α − β)√logn)
log(γ
√
logn)− log(8c1)
⌉
,
which is also roughlyO(log n/ log logn).
As for the per-iteration cost of Algorithm 1, it mainly de-
pends on the cost of computing the matrix-vector product
Bv for some v ∈ Rn with B = A − ρ1n1Tn . Note that
the cost of computingBv is determined by the sparsity of
A. As such, we need the following lemma that bounds the
number of non-zero entries in A. The proof of this lemma
can be found in the appendix.
Lemma 10. LetA be randomly generated by Model 1 with
α, β > 0. It holds with probability at least 1 − n−Ω(1)
that the number of non-zero entries inA is less than 2(α+
β)n logn.
Armed with the above results, we can prove Corollary 1.
Proof of Corollary 1. According to Algorithm 1 and
Lemma 10, the time complexity of each iteration is 2(α +
β)n logn. By Theorem 1, we have the total iteration num-
ber of Algorithm 1 is O(log n). Thus, the total time com-
plexity of Algorithm 1 is O(n log2 n) with probability at
least 1− n−Ω(1).
6. Experimental Results
In this section, we conduct numerical experiments on syn-
thetic data sets to test the performance of the proposed two-
stage approach for community recovery in the binary sym-
metric SBM and compare it with several existing methods.
For ease of reference, we denote our two-stage approach
simply by GPM in this section. Our codes are implemented
in MATLAB R2019a. The experiments are conducted on
a PC with 16GB memory and Intel(R) Core(TM) i5-8600
3.10GHz CPU.
6.1. Phase Transition and Computational Efficiency
We first conduct the experiment of phase transition to
test the recovery performance of our approach GPM and
compare it with the SDP-based approach in Amini et al.
(2018), the manifold optimization (MFO) based approach
in Bandeira et al. (2016), and the spectral clustering (SC)
approach in Abbe et al. (2017). In the implementation, we
use alternating direction method of multipliers (ADMM)
to solve the SDP as suggested in Amini et al. (2018), man-
ifold gradient descent (MGD) method to solve the MFO,
and the Matlab function eigs for computing the eigenvec-
tor that is needed in the SC approach. We choose n = 300
in the experiment and let α and β in Model 1 vary from
0 to 30 and 0 to 10, with increments 0.5 and 0.4, respec-
tively. For every pair of α and β, we generate 40 instances
and calculate, for all the tested methods, the ratio of exact
recovery. The simulation results are presented in Figure
1. We can observe that all the methods admit a phase tran-
sition that is close to the information-theoretic limit, with
the recovery performance of the GPM and the SC slightly
Non-Convex Exact Community Recovery
GPM
0 2 4 6 8 10
0
5
10
15
20
25
30
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(a)
SDP
0 2 4 6 8 10
0
5
10
15
20
25
30
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(b)
MGD
0 2 4 6 8 10
0
5
10
15
20
25
30
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(c)
SC
0 2 4 6 8 10
0
5
10
15
20
25
30
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(d)
Figure 1. Phase transition: the x-axis is β, the y-axis is α, and darker pixels represent lower empirical probability of success. The red
curve is the information-theoretic threshold
√
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Figure 2. Convergence performance: the x-axis is number of iterations, the y-axis for GPM is ‖xkxkT − x∗x∗T ‖F , and the y-axis for
MGD is ‖QkQkT − x∗x∗T ‖F , where xk and Qk are the iterates generated in the k-th iteration of GPM and MGD, respectively.
better than the other two. This supports our theoretical de-
velopment that the proposed algorithm can achieve exact
recovery at the information-theoretic limit. Besides, as an
indicator of computational efficiency, we record in Table 1
the total CPU time consumed by every approach for com-
pleting the phase transition experiments. It can be observed
that the GPM slightly outperforms the SC in terms of CPU
time, and both of them are substantially computationally
more efficient than the SDP and the MGD.
Table 1. Total CPU times (in seconds) consumed by the test ap-
proaches in the experiment of phase transition.
Methods GPM SDP MGD SC
Time (s) 28 9193 1063 124
6.2. Convergence Performance
Next we conduct the experiments of convergence perfor-
mance to test the number of iterations needed by our ap-
proach GPM to exactly identify the underlying communi-
ties. For comparison, we also test the convergence perfor-
mance of MGD, which is an iterative algorithm that has
similar per-iteration cost to GPM. In the experiments, we
use α = 10 and β = 2 and generate graphs of dimen-
sions n = 1000, 5000, and 10000 by Model 1. We use
‖xkxkT − x∗x∗T ‖F (resp. ‖QkQkT − x∗x∗T ‖F ) as the
measure of distance from xk (resp. Qk) to the ground truth
x∗ or −x∗, where xk (resp. Qk) is the iterate generated
in the k-th iteration of GPM (resp. MGD). In Figure 2, we
plot this measure of distance to the ground truth against
the iteration number for both GPM and MGD. It is ob-
served that GPM exhibits a finite termination phenomenon
and converges to the ground truth much faster than MGD.
This also corroborates our theoretical development that our
approach identifies the underlying communities in at most
O(log n/ log logn) number of PM and GPM iterations.
7. Concluding remarks
In this work, we consider the problem of exact commu-
nity recovery in the binary symmetric SBM. We propose
a two-stage iterative algorithm to solve it, which employs
the power method firstly and then turns to the generalized
power method. We show that the proposed method can
achieve exact recovery at the information-theoretic limit
within O˜(n) time complexity as n goes to infinity. Numeri-
cal experiments on synthetic data sets demonstrate that the
proposed approach has strong recovery performance and is
highly efficient.
As suggested in our numerical simulations, applying Algo-
rithm 1 to Problem (2) seems to have a significantly larger
one-step convergence region than the constant region in
Lemma 8, which can be further improved in future research.
Also, it is worthy to study whether the proposed approach
can be extended to more general SBMs.
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Appendix
In the appendix, we provide proofs of some technical results presented in Sections 3, 4, and 5. To proceed, we introduce
some further notation. Given two random variablesX and Y , we write X
d
= Y if X and Y are equal in distribution.
A. Proofs of the Technical Results in Section 3
1. Proof of Lemma 1
Proof. Recall that ρ = 1TnA1n/n
2. SinceA is generated by Model 1, one can verify that
n2ρ = 1TnA1n
d
=
m2−m∑
i=1
2Wi +
m2+m∑
i=m2−m+1
Wi +
m2∑
i=1
2Zi, (26)
where m = n/2, {Wi : i = 1, . . . ,m2 + m} are i.i.d. Bern(p), and {Zi : i = 1, . . . ,m2} are i.i.d. Bern(q) and
independent of {Wi : i = 1, . . . ,m2 +m}. Thus, we have
E(n2ρ) =
n2(p+ q)
2
, Var(n2ρ) = (4m2 − 2m)p(1− p) + 4m2q(1− q) ≤ n2(p+ q).
Then, by applying Bernstein’s inequality for bounded distributions (see, e.g., (Vershynin, 2018, Theorem 2.8.4)) to (26),
we obtain
P
(∣∣∣∣n2ρ− n2(p+ q)2
∣∣∣∣ ≥ √n logn
)
≤ 2 exp
(
− n log
2 n/2
n2(p+ q) + 2
√
n logn/3
)
= 2 exp
(
− logn
2(α+ β) + 4/(3
√
n)
)
≤ 2 exp
(
− logn
2(α+ β + 1)
)
= 2n−
1
2(α+β+1) ,
where the second inequality uses 4/(3
√
n) < 2 for n ≥ 1. This implies
P
(∣∣∣∣ρ− p+ q2
∣∣∣∣ ≤ lognn3/2
)
≥ 1− 2n− 12(α+β+1)
as desired.
2. Proof of Lemma 3
Proof. SinceA is generated by Model 1 and ρ = 1TnA1n/n
2, one can verify that
E[A] =
p+ q
2
En +
p− q
2
x∗x∗T , E[ρ] =
1TnE[A]1n
n2
=
p+ q
2
.
This, together with B = A− ρEn, yields
E[B] = E[A]− E[ρ]En = p− q
2
x∗x∗T . (27)
Moreover, by letting∆ = A− E[A], we have
B = A− E[A] + E[A]− E[B] + E[B]− ρEn = ∆+
(
p+ q
2
− ρ
)
En + E[B]. (28)
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Besides, by Lemma 1 and Lemma 2, it holds with probability at least 1− 2n− 12(α+β+1) − c2n−3 that∥∥∥∥∆+
(
p+ q
2
− ρ
)
En
∥∥∥∥
2
≤ ‖∆‖2 +
∣∣∣∣p+ q2 − ρ
∣∣∣∣ · ‖En‖2 ≤ c1√logn+ logn√n ≤ 2c1
√
logn,
where the second inequality is due to Lemma 1, Lemma 2, and ‖En‖2 = n and the last inequality follows from n ≥ logn
and c1 ≥ 1. From (27), one can observe that E[B] is a rank-one matrix with n(p− q)/2 > 0 being its non-zero eigenvalue.
Then, applying Weyl’s inequality to (28) yields that with probability at least 1− 2n− 12(α+β+1) − c2n−3,
λ1 ≥ n(p− q)
2
−
∥∥∥∥∆+
(
p+ q
2
− ρ
)
En
∥∥∥∥
2
≥ α− β
2
logn− 2c1
√
logn, (29)
and for every i = 2, . . . , n,
|λi| ≤
∥∥∥∥∆+
(
p+ q
2
− ρ
)
En
∥∥∥∥
2
≤ 2c1
√
logn. (30)
The desired result then follows from (29), (30), and the fact that
α− β
2
logn− 2c1
√
logn ≥ α− β
3
logn
for all sufficiently large n.
3. Proof of Lemma 4
Proof. The proof of Lemma 4 follows similar arguments as those in (Kuczyn´ski & Woz´niakowski, 1992). We denote by
Bn(r) the n-dimensional Euclidean ball of radius r > 0, i.e., Bn(r) = {x ∈ Rn : ‖x‖2 ≤ r}, and define I : Rn → {0, 1}
as
I(x) =


1, if
n∑
i=2
(
xi
x1
)2
≤ n
2
2
,
0, otherwise,
∀x ∈ Bn(1). (31)
Recall that b ∈ Rn is randomly generated from the uniform distribution over the unit sphere of Rn. It follows that
P
(
n∑
i=2
(
bi
b1
)2
≤ n
2
2
)
=
∫
‖x‖2=1
I(x)µ(dx), (32)
where µ is the probability measure function of the uniform distribution. Notice from (31) that I satisfies I(αx) = I(x) for
all α > 0 and x ∈ Rn, and I does not depend on signs of xi’s, i.e., I(x) = I(s1x1, s2x2, . . . , snxn) for any si = ±1 and
i = 1, 2, . . . , n. It then follows from (Kuczyn´ski & Woz´niakowski, 1992, Remark 7.2) that∫
‖x‖2=1
I(x)µ(dx) =
1
Vn
∫
Bn(1)
I(x)dx, (33)
where Vn is the volume of the n-dimensional unit ball Bn(1). Moreover, by (31), one has∫
Bn(1)
I(x)dx = 2
∫ 1
0
(∫
∑
n
i=2 x
2
i
≤min{1−x21, x21n2/2}
dx2 . . . dxn
)
dx1. (34)
Notice that ∫
∑
n
i=2 x
2
i
≤min{1−x21, x21n2/2}
dx2 . . . dxn
is the volume of the (n − 1)-dimensional ball Bn−1
(
min{1− x21, x21n2/2}1/2
)
and it equals Vn−1 · min{1 −
x21, x
2
1n
2/2}(n−1)/2, where Vn−1 is the volume of the (n − 1)-dimensional unit ball Bn−1(1). This, together with (32),
(33), and (34), implies that
P
(
n∑
i=2
(
bi
b1
)2
≤ n
2
2
)
=
2Vn−1
Vn
∫ 1
0
min{1− x21, x21n2/2}
n−1
2 dx1. (35)
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Since 1− x21 ≤ x21n2/2 for any x1 ≥
√
2/(2 + n2), we have
∫ 1
0
min{1− x21, x21n2/2}
n−1
2 dx1 =
∫ √ 2
2+n2
0
(
x21n
2
2
)n−1
2
dx1 +
∫ 1
√
2
2+n2
(1− x21)
n−1
2 dx1
≥
∫ 1
√
2
2+n2
(1− x21)
n−1
2 dx1
=
∫ 1
0
(1− x21)
n−1
2 dx1 −
∫ √ 2
2+n2
0
(1− x21)
n−1
2 dx1
≥ Vn
2Vn−1
−
√
2
2 + n2
.
In addition, by (Kuczyn´ski & Woz´niakowski, 1992, Eq. (13)), we have
Vn−1
Vn
≤ 192
105π
·
√
n
2
≤ 0.412√n
for all n ≥ 8. It then follows from (35) that for all n ≥ 8,
P
(
n∑
i=2
(
bi
b1
)2
≤ n
2
2
)
≥ 1− 2Vn−1
Vn
·
√
2
2 + n2
≥ 1− 1.165
√
n
2 + n2
≥ 1− 2n−1/2,
which completes the proof.
B. Proofs of the Technical Results in Section 4
The second stage of Algorithm 1 is the generalized power method (GPM), which starts with the point x0 =
√
nyN and
updates as follows
xk =
Bxk−1
|Bxk−1| , where
(
v
|v|
)
j
=
{
1 if vj ≥ 0
−1 otherwise , ∀v ∈ R
n, j = 1, . . . , n. (36)
Recall that
B =
p− q
2
x∗x∗T +
(
p+ q
2
− ρ
)
En +∆, (37)
where x∗ ∈ Rn is the ground truth and∆ = A− E(A).
1. Proof of Lemma 5
Proof. Suppose that (4) and (5) hold simultaneously, which, according to Lemma 1, Lemma 2, and the union bound,
happens with probability at least 1− n−Ω(1). Let x ∈ Rn with ‖x‖2 =
√
n be arbitrarily chosen. Since ‖x‖2 = ‖x∗‖2 =√
n, we have
‖x− x∗‖22 = ‖x‖2 + ‖x∗‖22 − 2xTx∗ = 2x∗Tx∗ − 2xTx∗,
which implies ∣∣∣x∗Tx∗ − xTx∗∣∣∣ = 1
2
‖x− x∗‖22.
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This, together with (4), (5), (37), and ‖En‖2 = n, yields that
‖Bx−Bx∗‖2 =
∥∥∥∥p− q2
(
xTx∗ − x∗Tx∗
)
x∗ +
(
p+ q
2
− ρ
)
En(x− x∗) + ∆(x− x∗)
∥∥∥∥
2
≤ p− q
2
√
n
∣∣∣xTx∗ − x∗Tx∗∣∣∣+
∣∣∣∣p+ q2 − ρ
∣∣∣∣ · ‖En‖2‖x− x∗‖2 + ‖∆‖2‖x− x∗‖2
≤ p− q
4
√
n‖x− x∗‖22 +
logn√
n
· ‖x− x∗‖2 + c1
√
logn · ‖x− x∗‖2
=
(
logn√
n
+ c1
√
logn
)
‖x− x∗‖2 + (α − β) logn
4
√
n
‖x− x∗‖22
as desired.
2. Proof of Lemma 6
Proof. Notice that it suffices to prove that for any x, y ∈ R with |y| ≥ δ, one has∣∣∣∣ x|x| − y|y|
∣∣∣∣ ≤ 2|x− y|δ . (38)
This, together with the property of ‖ · ‖2, would imply the desired result in (16). To prove (38), we assume without loss of
generality that y ≥ δ and consider the two cases x ≥ 0 and x < 0 separately. If x ≥ 0, then by (36) and y ≥ δ, we have
x/|x| = y/|y| = 1 and (38) holds trivially. If x < 0, then by y ≥ δ > 0, we have∣∣∣∣ x|x| − y|y|
∣∣∣∣ = 2 ≤ 2yδ ≤ 2(y − x)δ = 2|x− y|δ .
The proof is then completed.
3. Proof of (19) in Lemma 7
The following lemma is to establish (19), which is used in the proof of Lemma 7.
Lemma 11. LetA be randomly generated by Model 1 andB = A−ρEn with ρ = 1TnA1n/n2. For any fixed α > β > 0
such that
√
α−√β > √2, let γ > 0 be arbitrarily chosen such that
(
√
α−√β)2
2
− γ log(α/β)
2
> 1.
Then, it holds with probability at least 1− n1−(
√
α−√β)2/2+γ log(α/β)/2 that
min {x∗i (Bx∗)i : i = 1, 2, . . . , n} ≥ γ logn. (39)
Proof. SinceA is generated by Model 1, one can verify that for every i = 1, . . . , n,
x∗i (Ax
∗)i
d
=
m∑
i=1
Wi −
m∑
i=1
Zi, (40)
where {Wi}mi=1 are i.i.d. Bern(p), and {Zi}mi=1 are i.i.d. Bern(q), independent of {Wi}mi=1. By p = α logn/n and
q = β logn/n, it follows from Lemma 8 of Abbe et al. (2017) that for any γ ∈ R,
P
(
m∑
i=1
Wi −
m∑
i=1
Zi ≥ γ log n
)
≥ 1− n−(
√
α−√β)2/2+γ log(α/β)/2.
This, together with (40) and the union bound, yields
P (min {x∗i (Ax∗)i : i = 1, 2, . . . , n} ≥ γ logn) ≥ 1− n1−(
√
α−√β)2/2+γ log(α/β)/2.
In addition, since B = A − ρEn and Enx∗ = 0, we have Bx∗ = Ax∗. The desired result in Lemma 11 then follows
from this and the above inequality.
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C. Proofs of the Technical Results in Section 5
1. Proof of Lemma 9
Proof. Suppose that (4) and (5) hold, which, according to Lemma 1, Lemma 2, and the union bound, happens with
probability at least 1 − n−Ω(1). Recall from (28) that B = E[B] + ∆˜, where ∆˜ = ∆ + ((p + q)/2 − ρ)En and
∆ = A− E[A]. Also, u1 is an eigenvector of B associated with the largest eigenvalue of B and ‖u1‖2 = 1. In addition,
recall from (27) that E[B] is a rank-one matrix with n(p− q)/2 > 0 being its non-zero eigenvalue and 1/√nx∗ being the
associated eigenvector. Then, upon applying Davis-Kahan sinΘ theorem, we obtain
min
s∈{±1}
∥∥∥∥u1 − sx∗√n
∥∥∥∥
2
≤
√
2‖∆˜x∗‖2
√
n
(
n(p−q)
2 − ‖∆˜‖2
) ,
provided that ‖∆˜‖2 < n(p− q)/2. By ∆˜ = ∆+ ((p+ q)/2− ρ)En, Enx∗ = 0, and (5), we have
‖∆˜x∗‖2 = ‖∆x∗‖2 ≤ ‖∆‖2‖x∗‖2 ≤ c1
√
n logn.
Besides, by p = α log(n)/n, q = β log(n)/n, (4), (5), and ‖En‖2 = n, we obtain
n(p− q)
2
−‖∆˜‖2 ≥ (α− β) log n
2
−‖∆‖2−n ·
∣∣∣∣p+ q2 − ρ
∣∣∣∣ ≥ (α− β) log n2 − c1
√
logn− logn√
n
≥ (α− β) log n
3
> 0
for all sufficiently large n. Combining the above three inequalities together, we obtain
min
s∈{±1}
∥∥∥∥u1 − sx∗√n
∥∥∥∥
2
≤ 3
√
2c1
(α− β)√logn
as desired.
2. Proof of Lemma 10
Proof. First, let us compute the number of non-zero entries of some column a ∈ Rn ofA. According to Model 1, we have
‖a‖0 d=
m∑
i=1
Wi +
m∑
i=1
Zi,
where {Wi}mi=1 are i.i.d.Bern(p), and {Zi}mi=1 are i.i.d.Bern(q), independent of {Wi}mi=1. It then follows that
E[‖a‖0] = m(p+ q), Var[‖a‖0] = mp(1− p) +mq(1− q) ≤ m(p+ q).
Applying the Bernstein’s inequality for bounded distribution yields that
P (|‖a‖0 −m(p+ q)| ≥ 3m(p+ q)) ≤ 2 exp
(
− 9m
2(p+ q)2/2
m(p+ q) +m(p+ q)
)
= 2 exp
(
−9
4
m(p+ q)
)
= 2 exp
(
−9
8
(α+ β) log n
)
= 2n−
9
8 (α+β).
This implies
P (‖a‖0 < 2n(p+ q)) ≥ 1− 2n− 98 (α+β) ≥ 1− 2n− 94 ,
where the second inequality is due to α + β > 2, which follows from α > β > 0 and
√
α − √β > √2. Finally, upon
applying the union bound to the n columns of A, we can conclude that it holds with probability at least 1 − 2n−5/4 that
the number of non-zero entries in A is less than 2n2(p+ q) = 2(α+ β)n logn.
