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 The purpose of this paper is to determine if any of the four commonly used 
dimensionality reduction techniques are reliable at extracting the same features that 
humans perceive as distinguishable features. The four dimensionality reduction 
techniques that were used in this experiment were Principal Component Analysis 
(PCA), Multi-Dimensional Scaling (MDS), Isomap and Kernel Principal Component 
Analysis (KPCA). These four techniques were applied to a dataset of images that 
consist of five infrared military vehicles. Out of the four techniques three out of the 
five resulting dimensions of PCA matched a human feature. One out of five 
dimensions of MDS matched a human feature. Two out of five dimensions of Isomap 
matched a human feature. Lastly, none of the resulting dimensions of KPCA 
matched any of the features that humans listed. Therefore PCA was the most 
reliable technique for extracting the same features as humans when given a set 
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In the field of computer vision, computer scientists have strived to make a 
computer’s vision similar to human vision using methods such as neural networks 
and dimensionality reduction techniques for image processing. In the case of 
dimensionality reduction the features that are extracted are generally unknown. 
However if these features were determined to be the same features that humans 
perceive when given a set of images it will provide a better understanding of 
dimensionality reduction techniques. This understanding could lead to 
advancements in the field of pattern recognition and tracking that uses these 
dimensionality reduction techniques as a way to analyze and/or process images. 
Human Perspective 
 The human brain takes less than a fraction of a second for a human to 
recognize an object. The part of the brain which is responsible for object recognition 
is the visual cortex, located in the cerebral cortex. There are over 40 areas in the 
primary visual cortex, which could explain why the underlying mechanisms for 
perceiving objects is not well understood [8]. Despite the fact that this area isn’t well 
understood there are different theories on how the brain recognizes objects. The 
most popular theory is the Two Stream Hypothesis. This hypothesis states that there 
are two streams, the ventral and the dorsal streams located inside of the primary 
visual cortex.  
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In the beginning, the two streams were believe to each have their own 
separate functions. The ventral stream was thought to be in charge of visual features 
and identification. While the dorsal stream was thought to be in charge of spatial 
analysis [7] [8]. However, another model, the perception-action model for the two 
streams has been proposed. This model states that there is no real separation for 
the functions of the ventral and the dorsal stream instead, there is a distinct 
difference between the vision for action and the vision for perception which can be 
mapped onto the two streams. Both of these concepts have been contradicted which 
furthers the difficulty in understanding processing of objects in humans. Therefore, 
the only part that is really understand is that during the process of recognition 
neurons are activated along the ventral and dorsal streams [19]. 
Computer Vision 
 Computers do not recognize objects in the same way that humans recognize 
objects. However, the field of computer vision is aiming to produce computers that 
perceive objects similarly to the way humans perceive objects [14]. Therefore, the 
definition of computer vision is not the way that computers recognize objects, but 
instead the automatic extraction, analysis and understanding of useful information 
from images. For grayscale images, computers often view these images as arrays of 
numbers between 0 and 255. The size of the array multiple images of the same size 
is the number of images by the length times the width of the images. For examples 5 
images that are 40 by 70 pixels would result in an array of size 5 by 3000. Therefore 
to the computer an image would be perceived by its pixel values instead of the 




Introduction to Dimensionality reduction 
  
Illustration 1. These pictures, provided by sklearn, show the results of two different dimensionality reduction techniques 
Isomap, shown in the second image, and MDS, shown in the third image given the data set in the first image. 
 
 The main goal of dimensionality reduction techniques is to find a low-
dimensional representation of high-dimensional data. This is done with the 
assumption that in the high-dimensional space there exists a low-dimensional 
manifold embedded in that space which contains all of the important features. These 
lower dimensions can be seen as features that were extracted from the higher 
dimensional space.  
 These techniques can be separated into two different categories, linear or 
nonlinear. Linear techniques are used to find a linear mapping from the higher 
dimension to the lower dimension [4] [5] [6]. How the data is mapped to the lower 
dimensions is often accomplished with the use of eigenvectors and eigenvalues. 
These eigenvectors and eigenvalues are a set of vectors that are associated with a 
system of linear equations, where each vector represents a dimension. For example, 
when the original data is projected onto the first 3 eigenvectors the original high 
dimensional data now exists in a 3 dimensional space. Since there isn’t always a 
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linear mapping, nonlinear techniques were created to help deal with nonlinear 
datasets [15]. Real world datasets are usually nonlinear. However, success with linear 
techniques over nonlinear techniques on real world datasets is possible [4] [5] [6]. Due 
to the probability that linear techniques will be more successful with the real world 
data set than nonlinear techniques there was a comparison between the linear and 
nonlinear results in this experiment.  
Problem Statement 
 The goal of this experiment is to determine if dimensionality reduction 
technique can extract the same features as humans when given a set of images, 
despite the difference in how objects are viewed. There were four different 
dimensionality reduction techniques that were used in this experiment. The four 
techniques included Principal Component Analysis, also known as PCA, Multi-
Dimensional Scaling, also known as MDS, Isomap and Kernel Principal Component 
Analysis, also known as Kernel PCA. The goal was to be achieved without altering 
the techniques in any way. Therefore, no filters or training was used on the dataset 
or the techniques. 
Related Works 
 Dimensionality reduction is often used in the field of computer vision mostly 
for pattern recognition. There are two reasons that dimensionality reduction is used 
in pattern recognition: reducing high dimensional data and most importantly, feature 
extraction. The importance of using dimensionality reduction techniques for feature 
extraction in pattern recognition is investigated in [11].  
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Though feature extraction is important in pattern recognition, the features that 
are extracted are not understood which is why feature templates are used often. In 
[12] the question regarding if the features that are extracted by computers are the 
same features that are extracted by humans is asked but never verified. This 
experiment investigates further into the comparison of computer extracted features 
and human extracted features in order to verify the question asked in [12]   
In [13] they also investigate features that are extracted but only for 
classification purposes by conventional neural networks. The work in [13] is similar 
to this experiment as it is investigating features that are extracted by a computer 
vision method. The difference is the method they used which was trained neural 
networks while this experiment used dimensionality reduction techniques.  
Experiment 
Survey Creation 
In order to determine what features humans would extract from the dataset, a 
number of different opinions from different people were needed. In this experiment 
two surveys were created that were distributed to a number of people from different 
backgrounds. The first survey was used to gather a list of features that humans 
extracted from the different vehicles.  For this survey, two different methods were 
compared to determine the best way to ask humans to extract features. The first 
method was to provide a list of features to be selected in order of initial extraction by 
humans. The second method was to present humans with the images and ask them 
to list features from most distinguishable to least distinguishable. The second 
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method was used because it would contain less bias. The trade-off of not giving 
features was the possibility of having unusable answers.  
Q1.  Which features help you tell the difference between the five vehicles (please list from 
most distinguishable to less distinguishable)? 
Illustration 2: This image is the question that was posed in the first survey. After looking at these images people were to list 
features from most distinguishable to least distinguishable. 
 
After the survey was complete, with the help of Qualtrics [16], a survey tool 
provided by Wright State, it was distributed to twenty people. After gathering the 
responses of the twenty people, the second survey was created. The purpose of the 
second survey was to gather people’s opinion on how present the top five features 
given in the first survey was in each vehicle. For the second survey people were 
presented with questions that asked them to agree or disagree if a feature attribute 





Question 1. For each statement please rate how closely the statement accurately describes each 
image? 
 
Illustration 3: This picture shows the question asked in the second survey. The image only shows the first vehicle 







The dataset that was used in this experiment was the Comanche Dataset, which 
was provided by the United States Army. This dataset consists of images of ten 
different vehicles with IDs 01 through 10. Each image of a vehicle covers a 9 x 4.5 
meter area which is normalized to 75 x 40 pixels. The total number of images for 
each vehicle is made up of a complete 360 degree rotation around the vehicle in five 
degree increments (0 to 360 degrees). Each of these images were taken at various 
ranges (in meters: 2000, 2043, 3000, 3272, 3500) and locations. 
 
Illustration 4. Image taken from the dataset of target 01 from range 2000 at degree 15. 
In all, there are 20,742 images, which were taken using a mixture of long wave 
and forward looking infrared techniques. The Infrared spectrum is a small section in 
the electromagnetic spectrum, which contains short wavelengths (gamma, x-rays, 
and ultraviolet) to longer wavelengths (visible light, infrared, and microwaves), that 
exist after the red end of the visible light spectrum ranging from 0.7 micrometers to 
100 micrometers[1]. The thermal region is the part of the infrared spectrum that is 
used by sensors and ranges from 3 micrometers to 14 micrometers. The area 
between 3 and 5 micrometers is known as mid wave, and the area between 8 to 14 
micrometers is known as long wave and can be detected by sensors [2]. In order to 
produce images of the long wave thermal radiation emitted by the vehicles in the 
dataset, forward looking infrared sensing was used.  
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For this experiment, instead of using all 20,742 only a small portion of these 
images were used. First, instead of using all of the vehicles only five of the ten 
targets were used. Also, instead of using a five degree increment around the 
vehicles only images taken at degrees 10, 15, 20, 25 and 30 were used. Out of the 
20,742 images available for this experiment, approximately 700 were used. The 
targets were chosen based on their diversity in features and vehicle type.  
Using a smaller number of images will help with accuracy, time and storage of 
feature extraction. Better accuracy is achieved by excluding the variance of rotation 
which would affect the results of PCA. Also, with fewer targets the complexity of the 
experiment was lessened saving time and storage.  
PCA 
 Principal Component Analysis, also known as PCA, is one of the most 
popular linear projection dimensionality reduction techniques which was why it was 
chosen for this experiment. PCA finds the lower dimensional representation of the 
original data, by finding a linear mapping from the higher dimensional data to a lower 
dimensional representation. This is accomplished by projecting the original data into 
a linear subspace while losing as little information as possible. In PCA, information is 
interpreted as the total amount of variance in the original input variables. Therefore 
PCA can be seen as a technique that derives a reduced set of linear projection, in 
descending order by variance, from a collection of variables.  
For example, suppose that the input, X is made up of n random vectors of size D. 
This means that X = (x1,…,xn), where xi, a row in X, is of size D and i = 1,2,…n. The 
variance of the data is obtained in this experiment using the covariance matrix. 
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Covariance is the measure of how two random variables change together. This 
means that the covariance matrix of X a (n x D) matrix will be a (D x D) matrix where 
every position contains the covariance value of one point in X by another point in X. 
This means that the (ith, jth) position in the covariance matrix for X was the 
covariance value of xi and xj. Also, it is important to note that the (ith, jth) position will 
equal the (jth, ith) position since the covariance function is a symmetric function. 
Therefore the covariance matrix is a symmetric matrix. Any symmetrical matrix has a 
spectral decomposition.  
The spectral decomposition for the covariance matrix is: cov(X) = UOUT, where 
O is the diagonal matrix and U is an orthogonal matrix because all of the columns in 
U, which will be denoted as ui, where i = 1,2,…D, are orthogonal. Also, the diagonals 
in O represent the eigenvalues of the covariance matrix and the columns of U 
represent the associating eigenvectors of the covariance matrix, which are also 
known as the principal components of the data.  
The eigenvalues also represent the variance in the data. Therefore, in order to 
maximize the variance in the lower dimensional subspace it is important to sort the 
eigenvalues and associated eigenvectors in descending order. After the 
eigenvectors and eigenvalues are sorted, PCA takes the first d principal components 
where d ≤ D. For this experiment only five dimensions were used therefore d equals 
five. These vectors are used to create the linear subspace that the original data is 
projected onto, in order to create a lower dimensional representation.  
To project the data onto the subspace, PCA takes the dot product of the original 
matrix X by the first d principal components, P, which is a (D x d) matrix. This 
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formula mathematically appears as follows: X’ = X ▪ P, where X’ is the result of the 
dimensionality reduction done by PCA. Besides using X, it is possible to use the 
columns of P, which also represent the features/dimensions of the new lower 
dimensional representation, to help determine what features make up the new 
subspace. This is done by visualizing the vector as images the same size as the 
original data images, like in Figures 4.1-4.5 in the appendix. The following is a 
summary of the steps of PCA [4] [5] [6] [17] [18]: 
1. Calculate the cov(X), the covariance matrix of the original data X with number 
of dimensions D 
2. Solve for the eigenvector and eigenvalues of cov(X) 
3. Sort the eigenvector and eigenvalues into descending order to maximize the 
amount of variance 
4. Then project X onto first d eigenvectors where d ≤ D 
MDS 
 Multi-Dimensional Scaling also known as MDS is another popular linear 
dimensionality reduction technique. The goal of MDS is to find an underlying lower 
dimensional manifold that exists within the data with the help of proximities. A 
proximity is any continuous measurement that can be used to tell how close an 
entity is to another which doesn’t have to be a distance. The proximity can be a 
subjective rate of similarity (closeness) or dissimilarity. There are two different types 
of MDS based on which function is used as the proximities.  
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The two types of MDS are metric and nonmetric MDS.  Metric MDS preserves 
the pairwise distance of every point by using Euclidean distance as the proximity 
function. Nonmetric MDS uses any other function besides distance as the proximity 
function. For this experiment metric MDS was used instead of nonmetric MDS. 
 There is only one difference between PCA and metric MDS, even though it is not 
rare for them to produce the same results. The difference is that metric MDS 
preserves the pairwise distance of each point while PCA keeps as much variance as 
possible. Therefore, the steps to MDS and PCA are similar and the only difference is 
the matrix created from the original data. PCA starts by creating a covariance matrix 
while metric MDS starts by creating a distance matrix.  
For example, the distance matrix given a random matrix, X = (x1,…,xn), where xi, 
a row in X, is of size D and i = 1,2,…n, would be a (D x D) matrix where every entry 
is the Euclidean distance of a point in X by another. The Euclidean distance formula 
for one dimension is | x – y |  = √(𝑥 − 𝑦)2. However, since X has D dimensions the 
Euclidean distance formula that would be used is, d(xi,xj) = 
√((𝑥𝑖1 − 𝑥𝑗1)2 + (𝑥𝑖2 − 𝑥𝑗2)2 + ⋯ + (𝑥𝑖𝐷 − 𝑥𝑗𝐷)2) . Therefore, the (ith,jth) position in 
the distance matrix is the Euclidean distance of xi and xj.  
Since the Euclidean distance formula is symmetrica,l the distance matrix would 
also be symmetrical and would therefore have a spectral decomposition. Then just 
as in PCA, the spectral decomposition of the distance matrix, Dis(X) = UOUT, can be 
used to find the eigenvector and eigenvalues of the distance matrix. As stated before 
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the columns of U denoted as ui where i = 1,…,D, are the eigenvectors of the 
distance matrix while the diagonals of O are the eigenvalues.  
Once the eigenvectors and eigenvalues are calculated, metric MDS will take the 
first d eigenvectors, where d ≤ D, which will be used to create the underlying linear 
manifold that metric MDS believes the data lies on. This manifold is created by 
taking the dot product of the original matrix X by the first d eigenvector, P, which is a 
(D x d) matrix. This formula mathematically appears as follows: X’ = X ▪ P, where X’ 
is the results of the dimensionality reduction done by metric MDS. The steps to MDS 
are as followed [4] [5] [6] [17] [18]: 
1. Calculate the pairwise Euclidean distance matrix Dis(X) of the original data 
2. Solve for the eigenvector and eigenvalues of Dis(X) 
3. Then project X onto first d eigenvectors 
Kernel PCA 
 Kernel Principal Component Analysis, also known as Kernel PCA, is one of 
the most popular nonlinear PCA techniques which is why it was used in this 
experiment. Kernel PCA uses linear PCA after first adding a nonlinear filter in the 
form of a heat function. The kernel function is used to map the original data with the 
assumption that it is easier to discover the low dimensional structure in a larger 
space. Therefore, the kernel function should allow a transformation into a higher 
dimensional space such that given a dataset X = (x1,…,xn), where xi, a row in X, is of 
size D and i = 1,2,…n, k(xi) ∈ H and k: Rx  H. This means that results of the kernel 
14 
 
function on X exists in space H such that the kernel function maps the original data 
to the larger space H. 
There are many different kernel functions that can be used on the data by Kernel 
PCA. These functions include polynomial kernel, linear kernel, sigmoid kernel, and 
Gaussian kernel. For this experiment the Gaussian kernel function was used as it is 
the most common kernel function. The Gaussian Kernel function is k(X) = 𝑒−𝑔𝑎𝑚𝑚𝑎∗ 𝑃 
where P is a (D x D) matrix of the square Euclidean distances of every point by each 
other and gamma can be any random number, however it is usually assigned the 
value of 0.5. Therefore the kernel matrix is a matrix where the (ith, jth) position, K(i,j) = 
k(xi,xj), where k is the kernel function. 
Once the kernel matrix is calculated it is important to center the data in the matrix 
because the covariance values span the center of the new dimensional space. After 
the kernel matrix has been centered Kernel PCA then runs the kernel matrix through 
linear PCA. The steps to Kernel PCA are as follows [4] [5] [6] [17]: 
1. Apply kernel function to data set so Kij = k(xi,xj) where k is the kernel function 
2. Center the kernel matrix, K in the new higher dimensional space 
3. Then run the resulting kernel matrix through PCA 
Isomap 
 Isomap is the nonlinear version of MDS which was why it was used in this 
experiment. The difference between Isomap and MDS is that MDS is looking for a 
linear underlying manifold, meaning that if there are any curves or convex regions in 
the manifold MDS wouldn’t find those values. Isomap on the other hand, uses 
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geodesic distance as opposed to Euclidean distance therefore Isomap will find any 
curves or convex regions in the underlying manifold.  
The geodesic distance is the distance between two points over a manifold which 
allows for curves, unlike Euclidean distance which only allows for straight lines. 
Though Isomap will find any curves or convex regions in the manifold, Isomap 
doesn’t do well with any holes in the manifold like metric MDS since distance is a 
continuous function. Despite this difference between Isomap and MDS, the goal of 
Isomap is also to preserve pairwise distances. 
First Isomap will need to calculate the geodesic distance between every point 
such that given X = (x1,…,xn), where xi, a row in X, is of size D and i = 1,2,…n, a 
geodesic distance matrix, Dis(X), is created where Dis(i,j) = the geodesic distance 
between xi and xj. In order to calculate the geodesic distance a nearest neighbor 
graph must be created from the original data X. To create the nearest neighbor 
graph, a nearest neighbor search is conducted by either selecting an N number of 
neighbors or by having the neighbors be within a r radius around a point. The graph 
is constructed by either connecting the K nearest neighbors to each point with 
weights or connecting a point with all points within a ball of radius r with weights, 
depending on which method that is chosen. In this experiment, the nearest neighbor 
graph was created using K nearest neighbors. 
Once the nearest neighbor graph G is created, a shortest path algorithm, which 
will calculate the shortest path between every pair of points of a graph, is used on G 
in order to calculate the geodesic distance of each point. There are two different 
shortest path algorithms that can be used to efficiently calculate the geodesic 
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distances. These algorithms are Floyd’s shortest path algorithm and Dijkstra’s 
shortest path algorithm. After the geodesic distance matrix has been calculated, 
Isomap runs this matrix through metric MDS, while skipping the step of calculating 
the Euclidean distance matrix.  
The steps for Isomap are as follows [4] [5] [6] [17]: 
1. Create a nearest neighbor graph, G 
2. Calculate the geodesic distance matrix using a shortest path algorithm on G 
3. Then run resulting matrix through MDS without calculating the Euclidean 
distance matrix 
Experiment Outline 
For this experiment the following steps were followed to help determine whether 
or not any of the dimensionality reduction techniques were successful in capturing 
the human perspective. The first step was to figure out the human perspective which 
was determined by two different surveys distributed to different people. The next 
step was to run the dataset through the different dimensionality reduction techniques 
in order to produce each of the first five resulting dimensions for each technique. 
After the first five dimensions for each technique were retrieved, the next step was to 
determine which feature each dimension represented. 
In order to determine the features that each dimension represents different 
analyses were used as a means of verification. For this experiment, three different 
verification analyses were used to verify the different dimensions except in the case 
of PCA where the eigenvectors were also taken into account. These three 
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verification analyses included plots of the different dimensions, linear visualization of 
each dimension and 27 different extreme tests on each technique.  
The plots include fifteen different graphs for each technique, where every 
dimension that resulted from a technique was plotted against every other dimension 
of that same technique (To view plots see appendix under plots).  
 
Plot 1.3. Example of the plot for the resulting first and second dimensions of PCA 
The linear visualization analysis was where the first, middle and last 25 images of 
every dimension were placed in order, by their position in the list of images in the 
resulting dimension, in a document to help determine what the dimension 







     
     
     
     
     
Figure 5.2.3.Partial. Last 25 images of the second dimension of PCA 
 
The extreme analysis was 27 different tests where an associated attribute of one 
of the features extracted by humans was represented by two images that were new 
to the techniques. These images represented the extremes of one of the 27 
attributes so if the two images appeared near the extremes of the dimension this 
would prove that the dimension could represent that feature the attribute is 
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After the survey was taken by 20 people a condensed feature list was made 
(the original list of features given by each person can be found in the appendix under 
survey results, figure 1) that combined answers that were similar but worded 
differently. For the experiment there was the assumption that each dimension could 
only be related to one feature, therefore only the first five dimensions from each 
technique would be compared to the human feature list.  The human feature list was 
compiled using the surveyors average feature extraction response using appoint 
system from most distinguishable to least distinguishable.  This was accomplished 
by assigning a number to each position in the list where the first entry would be 
given a value of 10, the second entry would be given a value of 9 and so on. Next, a 
score was given to a feature by summing up the values from every persons’ list (the 
results of this calculation of the rank of each feature can be found in the appendix 
under survey results, figure 2), though if a feature was listed twice only the highest 
value was used.  After the calculations were completed the features that made up 
the top 5 out of 9 included wheels, shape, size, presence of weapon, and windows. 
Once the top five features were determined, the next survey could be created 
and distributed. In this survey people were asked how much they agreed that an 
attribute of one of the top five feature appeared in each vehicle. The results (can 
view in appendix under survey results, figure 3) of the survey aid in picking which 
images would be used as extremes in one of the verification analyses. These 
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extremes were chosen based on which vehicle had the majority of people agreeing 
that the attribute was present and which vehicle had the majority of people 
disagreeing that the attribute was present.  
Therefore, with the three verification analyses in place, in order for a 
dimension to be a confirmed matched with a feature in the human extracted list the 
dimension would have to pass two of the three verification analyses. If the dimension 
were to pass one verification analysis the dimension may appear to be one of the 
features, but it cannot be verified. Therefore, after going through the verification 
process with all four techniques’ results conclusions were drawn on whether any of 
the dimensions matched or appeared to match any of the features from the human 
list.  
PCA Results 
In the case of PCA, the first dimension was represented by window color and 
windows was ranked five on the list of human extracted features. This conclusion 
was drawn from the image of the first dimension eigenvector (Figure 4.1 in 
appendix), the plots of PCA that use the first dimension (In appendix under Plots, 
under PCA), the linear visualization of the first dimension (Figures 5.1.1, 5.1.2, and 
5.1.3 in the appendix) and the results of Window Color test in the Extreme Test 




Results 1.1 The images shown here are a collection of a condense version of the verification analysis that confirm that the first 
dimension of PCA is Window Color. The first image is the eigenvector visualization of the first dimension of PCA. The second 
image is the results of the extreme test for window color where the third column shows the position of the two extreme images, 
shown in the second column, in the result of the PCA reduction for the first dimension. The next image is the plot of the results 
of PCA for the first dimension by itself. The last image shows the first, middle and last five resulting images in the first 
dimension of PCA.  
 
 
Results 1.2 The images shown here are a collection of a condense version of the verification analysis that confirm that the 
second dimension of PCA is Color of Vehicle. The first image is the eigenvector visualization of the second dimension of PCA. 
The second image is the results of the extreme test for color of vehicle where the fourth column shows the position of the two 
extreme images, shown in the second column, in the result of the PCA reduction for the second dimension. The next image is 
the plot of the results of PCA for the second dimension by itself. The last image shows the first, middle and last five resulting 
images in the second dimension of PCA.  
 
The second dimension of PCA was represented by vehicle color and while it was not 
in the top five on the human feature list it was ranked 7th. This conclusion was drawn 
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from the image of the second dimension eigenvector (Figure 4.2 in appendix), the 
plots of PCA, the linear visualization of the second dimension (Figures 5.2.1, 5.2.2. 
and 5.2.3 in the appendix) and the Color of Vehicle as well as Color Background test 
in the Extreme test. The third dimension of PCA was undeterminable based on the 
verification criteria although it appears to represent the ground based on the 
eigenvector imaging (Figure 4.3 in the appendix). The fourth dimension of PCA was 
also undeterminable based on the verification criteria, although this dimension 
appeared to represent the color of the front of the vehicle based on the eigenvector 
imaging (Figure 4.4 found in the appendix).  
 
Result 1.3 These two images show the eigenvector visualization of the third and fourth resulting dimensions of PCA. They 
don’t confirm that the third dimension is color of ground and the fourth dimension is the color of the front of the vehicle since it 
is only one of the verification analysis and not two. 
 
The last dimension of PCA was represented by wheel shape and wheels were 
ranked number one on the list of human extracted features. This conclusion was 
drawn from the image of the fifth dimension eigenvector (Figure 4.5 in appendix), the 
linear visualization of the fifth dimension (Figures 5.5.1, 5.5.2 and 5.2.3 in appendix) 




Results 1.4 The images shown here are a collection of a condense version of the verification analysis that confirm that the fifth 
dimension of PCA is Wheel Shape. The first image is the eigenvector visualization of the fifth dimension of PCA. The second 
image is the results of the extreme test for wheel shape where the last column shows the position of the two extreme images, 
shown in the second column, in the result of the PCA reduction for the fifth dimension. The last image shows the first, middle 
and last five resulting images in the fifth dimension of PCA.  
 
Upon analysis of the verification, the wheel shape test isn’t so much the 
shape of the wheels but the gaps in the wheels based on the color change around 
the wheels. Therefore, the results for PCA are as follows, the first dimension 
represents window color, the second dimension represents color of vehicle, the third 
and fourth dimension are indeterminable and the fifth dimension represents wheel 
gap. PCA is known for using the maximum amount of variance to create the 
resulting dimensions, so the first dimension would represent the feature with the 
most variance and so on. Therefore, these results suggests that the images vary the 
most in window color, followed by the color intensity of the vehicle with gaps in the 





Result 1.5 This chart summarizes the results for PCA. The results with an asterisk in the front are only suggested 
representations of the dimensions that couldn’t be fully determined.   
 
MDS Results 
For MDS the results were remarkably different than PCA’s. The first 
dimension of MDS was undeterminable based on the verification criteria and could 
not be determined through any of the verification tests. The second dimension of 
MDS was represented by the contrast between the color of the vehicle versus the 
color of the background. While this color contrast was not a feature on the list of 
human extracted features, color intensity did place 7th on the list. The conclusion 
drawn about the second dimension was based on the Color Background test in the 
extreme test (Figures 9.2 in appendix), the linear visualization (Figures 6.2.1, 6.2.2 
and 6.2.3 in appendix) and the plots (In appendix under Plots, under MDS).  
 
Results 2.1 The images shown here are a collection of a condense version of the verification analysis that confirm that the 
second dimension of MDS is the contrast between the background color and vehicle color. The first image is the results of the 
extreme test for Color of Background where the fourth column shows the position of the two extreme images, shown in the 
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second column, in the result of the MDS reduction for the second dimension. The next image is the plot of the results of MDS 
for the second dimension by itself. The last image shows the first, middle and last five resulting images in the second 
dimension of MDS.  
 
The third dimension of MDS was undeterminable based on the verification criteria 
but it appeared to represent wheel shape based on the Wheel Shape test in the 
extreme test, which, as mentioned, used the gaps in the wheels based on changes 
in color in the wheel area. Also the fourth and fifth dimension of MDS was 
undeterminable based on the verification criteria but the fourth dimension appeared 
to represent window color, based on the Window Color test in the extreme test, and 
the fifth dimension overall color intensity, based on the linear visualization (Figures 
6.5.1, 6.5.2 and 6.5.3 in appendix). 
 
Results 2.2 The images shown here are a collection of a condense version of the verification analysis that gives a suggestion 
to what the last three dimension of MDS represent though it is not determinable. The first image is the results of the extreme 
test for Wheel Shape where the fifth column shows the position of the two extreme images, shown in the second column, in the 
result of the MDS reduction for the third dimension. The next image is the results of the extreme test for Window Color where 
the sixth column shows the position of the two extreme images, shown in the second column, in the result of the MDS 





 Therefore the results for MDS are as follows: the first dimension was 
indeterminable, the second dimension was the contrast between the color of the 
background and color of the vehicle, and the last three dimensions are 
indeterminable. However, since MDS is known for preserving the pairwise distance 
of each pixel. This brings about a visual representation of the pattern of similarities 
among the dataset. Therefore, these results state that in the dataset, the color 
contrast between the background and the vehicle is one of the similarities between 
the images in the dataset. 
 
Result 2.3 This chart summarizes the results for MDS. The results with an asterisk in the front are only suggested 




For Isomap, the results were more closely aligned with the human extraction 
list of features than MDS, however not as closely aligned as in PCA. The first 
dimension of Isomap was represented by window color. This conclusion was drawn 
from the plots of Isomap that use the first dimension (In appendix under Plots, under 
PCA), the linear visualization of the first dimension (Figures 7.1.1, 7.1.2, and 7.1.3 in 
the appendix) and the results of Window Color test in the Extreme Test (Figure 9.3 




Results 3.1 The images shown here are a collection of a condense version of the verification analysis that confirm that the first 
dimension of Isomap is Window Color. The first image shows the first, middle and last five resulting images in the first 
dimension of Isomap. The next image is the plot of the results of Isomap for the first dimension by itself. The last image is the 
results of the extreme test for window color where the third column shows the position of the two extreme images, shown in the 
second column, in the result of the Isomap reduction for the first dimension. 
 
The second dimension of Isomap also matched a feature from the human extracted 
list as it represented the color of the vehicle. This conclusion was drawn from the 
plots of Isomap and the linear visualization of the second dimension (Figures 7.2.1, 
7.2.2. and 7.2.3 in the appendix).  
 
Results 3.2 The images shown here are a collection of a condense version of the verification analysis that confirm that the 
second dimension of Isomap represents Vehicle Color. The first image shows the first, middle and last five resulting images in 
the second dimension of Isomap. The next image is the plot of the results of Isomap for the second dimension by itself.  
 




 In conclusion, the results for Isomap was as followed, the first dimension 
represents window color, the second dimension represents vehicle color and the last 
three dimensions were indeterminable. Isomap is the non-linear version of MDS, 
where the difference is that instead of preserving the pairwise distances like MDS, 
Isomap preserves the geodesic distances. This suggests that window color could 
exists on a curve in the lower dimensional manifold which would explain why window 
color wasn’t a dimension in MDS and color of vehicle was. Therefore, these results 
state that two similarities in the dataset are window color and vehicle color. 
 
Result 3.3 This chart summarizes the results for Isomap. 
 
Kernel PCA Results 
 
Kernel PCA was the least similar to the human list of extracted features. The 
first two dimensions of Kernel PCA were undeterminable by the verification criteria. 
However, the first dimension appeared to represent overall color intensity, based on 
the linear visualization (Figures 8.1.1, 8.1.2, and 8.1.3 in appendix). The second 
dimension appeared to represent the color of vehicle, based on the linear 




Results 4.1 The images shown here are a collection of a condense version of the verification analysis that gives a suggestion 
to what the first two dimension of MDS represent though it is not determinable. The first image shows the first, middle and last 
five resulting images in the first dimension of Kernel PCA. The next image shows the first, middle and last five resulting images 
in the second dimension of Kernel PCA. 
 
The last three dimensions of Kernel PCA were undeterminable by the verification 
criteria.  
In conclusion, the results for Kernel PCA were that none of the dimensions 
were determinable based on the verification analysis. This means that the 
transformation to the higher dimension by the use of a kernel function, hindered the 
discovery of human extracted feature dimensions, or that the Gaussian kernel 
function was a poor choice of kernel functions for the dataset. 
 
Result 4.2 This chart summarizes the results for Kernel PCA. The results with an asterisk in the front are only suggested 
representations of the dimensions that couldn’t be fully determined.   
 
Summary of Results 
 In summary, PCA extracted three human extracted features. These features 
include window color as the first dimension, vehicle as the second dimension and 
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gaps in wheels based on color intensity as the fifth dimension. MDS only extracted 
one human extracted feature which was the contrast between the color of the 
vehicle and the color of the background as the second dimension. Isomap extracted 
two human extracted features. These features include window color as the first 
dimension and vehicle color as the second dimension. Lastly, Kernel PCA didn’t 
extract any human extracted features.  
In conclusion looking at all of the results the identified dimensions revolve 
around color, which aligns with the computer reading images as an array of pixel 















Vehicle Color No Match No Match Gaps in 
Wheels 
MDS No Match Color of Vehicle 
Compare to 
Background 
No Match No Match No Match 
Isomap Window 
Color 
Vehicle Color No Match No Match No Match 
Kernel PCA No Match No Match No Match No Match No Match 





In the case of the linear techniques, PCA had three out of its five dimensions 
match up with one of the features in the human extracted list, while MDS only had 
one of its five dimensions match one of the features in the human extracted list. 
Therefore PCA clearly matched the closest with human extracted features in the 
case of the linear techniques. 
For the non-linear techniques Isomap had two out of its five dimensions 
match up with one of the features in the human extracted list. While Kernel PCA did 
not have any dimensions that matched up with features in the human extracted list. 
Therefore Isomap matched the closest with human extracted features in the case of 
the non-linear techniques. 
When it comes to linear versus non-linear techniques, comparing the two is 
more difficult. In the case of PCA versus its non-linear version Kernel PCA, PCA was 
able to match three features while Kernel PCA could not match any features. 
Therefore the linear case was more reliable. In the case of MDS verses its non-
linear version Isomap, Isomap was able to match two features while MDS was only 
able to match one. The nonlinear case appears to be more reliable. However, if you 
look at linear versus nonlinear overall, PCA and Isomap match the same features in 
the first two dimensions. PCA was also able to match another feature from the 
human list. This means that overall, PCA, a linear technique was more reliable at 
matching some of the features that humans extracted. These results are surprising 
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since the dataset is nonlinear, so it was believed that the nonlinear techniques would 
do better than the linear techniques. 
In conclusion, it appears that PCA, isomap and MDS are capable of 
extracting the same features as humans but they are not 100% reliable. The most 
reliable at extracting the same features as humans was PCA since three out of the 
five dimensions did match a human extracted feature. In second place came Isomap 
with two out of five dimensions, and lastly MDS with only one of the five dimensions.  
In the future adjustments can be made in order to improve and expand upon this 
experiment. One of the adjustments to be made would be to use a different dataset. 
Humans see the world using the visual light spectrum and the dataset was collected 
using the infrared spectrum which is not the spectrum humans see in. This would 
have had a big influence on the results. Also, the resolution and angle of the images 
made the images difficult to distinguish, which would have also played a significant 
role in the accuracy of the results.  Another adjustment that could be made would be 
to edit the feature extraction survey to ask the people to be more specific on which 
attribute of a feature they are taking from the photo. For example, instead of just 
saying ‘window’ the subjects would have to say ‘window number’ or ‘window shape’. 
This will allow for more accurate results. Another way to expand on the experiment 
is to use different dimensionality reduction techniques to see if any will be more 
reliable at extracting human features than the ones used in this experiment. One of 
the last adjustments that can be made to the experiment is the addition of filters 
which will allow for the extracting of shapes in images, such that the results don’t all 
revolve around pixel values. 
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Therefore, this experiment is only a stepping stone to understanding 
dimensionality reduction techniques and their ability to extract the human’s 
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FIGURE 1. This chart shows the features that all twenty people extracted from the five different vehicles. 














Type of Vehicle 17
Extensions 8
1 2 3 4 5 6 7 8 9 10
size wheels shape cannon headlights
size shape number of wheels head lights barrel
size shape number of wheels headlights presence of barrel 
Size Shape Windows Exhaust Color intensity Presence of Cannon Wheels & Tracks Front Ends Rear Ends Weights
types of vehicles type of wheels types of features attachedlights engine types sizes of vehicles area where they are
size windows shape wheels color
gun turret caterpillar tracks armor
presence of barrel number of windows shape of vehicle vertical exhaust presence of wheels
Headlights Windshield
size of vehicle type wheels shape of front tank or truck lights windows number of wheels shape of back color (more white or black)weapons
Shape of vehicle Window frame shapeExtensions Realtive size of vehicleHead lights visible
Shape Brightness Wheels
shape shading size
type of wheels barrel
shape of the front part presence of turret shape of wheels
width height light versus dark areas size of windshield turret on the tank smokestack on the truck
shape contours wheels lights
Shape Size Color Number of Wheels Which one has an elephant trunkWhich one looks like a tractor
windshields cannons wheels turret treads exhaust pipe lights shading showing depth




Figure 3.1. This is the results for the feature labeling survey for vehicle one after thirty people responded. 
Figure 3.2. This is the results for the feature labeling survey for vehicle two after thirty people responded. 
Figure 3.3. This is the results for the feature labeling survey for vehicle three after thirty people responded. 
Figure 3.4. This is the results for the feature labeling survey for vehicle four after thirty people responded. 
Figure 3.5. This is the results for the feature labeling survey for vehicle five after thirty people responded. 
Question Strongly Agree Agree Not Sure Disagree Strongly Disagree Total Responses Mean
1 The vehicle appears to be on the larger side 3 14 7 6 0 30 2.53
2 The vehicle appears to have a box like shape 9 16 0 4 1 30 2.07
3 The vehicle seems to have a large number of windows 1 8 7 13 1 30 3.17
4 The vehicle appears to have a weapon attached 0 1 7 15 7 30 3.93
5 The vehicle's windows appear to be square shaped 6 10 5 7 2 30 2.63
6 The vehicle appears to have a large number of wheels 2 1 6 16 5 30 3.7
7 The vehicle appears to have a more of an oval shape 2 2 2 15 9 30 3.9
# Question Strongly Agree Agree Not Sure Disagree Strongly Disagree Total Responses Mean
1 The vehicle appears to be on the larger side 10 15 3 1 1 30 1.93
2 The vehicle appears to have a box like shape 3 9 3 12 3 30 3.1
3 The vehicle seems to have a large number of windows 1 0 5 10 14 30 4.2
4 The vehicle appears to have a weapon attached 22 5 1 1 1 30 1.47
5 The vehicle's windows appear to be square shaped 0 3 9 9 9 30 3.8
6 The vehicle appears to have a large number of wheels 7 13 4 1 5 30 2.47
7 The vehicle appears to have a more of an oval shape 2 14 3 8 3 30 2.87
Question Strongly Agree Agree Not Sure Disagree Strongly Disagree Total Responses Mean
1 The vehicle appears to be on the larger side 3 19 4 3 1 30 2.33
2 The vehicle appears to have a box like shape 4 14 3 7 2 30 2.63
3 The vehicle seems to have a large number of windows 1 10 5 12 2 30 3.13
4 The vehicle appears to have a weapon attached 1 1 8 15 5 30 3.73
5 The vehicle's windows appear to be square shaped 4 23 0 3 0 30 2.07
6 The vehicle appears to have a large number of wheels 5 16 4 5 0 30 2.3
7 The vehicle appears to have a more of an oval shape 0 1 1 18 10 30 4.23
# Question Strongly Agree Agree Not Sure Disagree Strongly Disagree Total Responses Mean
1 The vehicle appears to be on the larger side 10 14 5 1 0 30 1.9
2 The vehicle appears to have a box like shape 3 10 5 9 3 30 2.97
3 The vehicle seems to have a large number of windows 1 3 6 10 10 30 3.83
4 The vehicle appears to have a weapon attached 2 10 9 8 1 30 2.87
5 The vehicle's windows appear to be square shaped 0 5 11 10 4 30 3.43
6 The vehicle appears to have a large number of wheels 2 5 7 6 10 30 3.57
7 The vehicle appears to have a more of an oval shape 3 7 5 12 3 30 3.17
# Question Strongly Agree Agree Not Sure Disagree Strongly Disagree Total Responses Mean
1 The vehicle appears to be on the larger side 4 17 4 5 0 30 2.33
2 The vehicle appears to have a box like shape 16 12 1 1 0 30 1.57
3 The vehicle seems to have a large number of windows 0 4 5 16 5 30 3.73
4 The vehicle appears to have a weapon attached 0 7 8 12 3 30 3.37
5 The vehicle's windows appear to be square shaped 7 20 3 0 0 30 1.87
6 The vehicle appears to have a large number of wheels 3 11 10 6 0 30 2.63





Figure 4.1. The eigenvector image of the resulting first dimension of PCA 
 
Figure 4.2. The eigenvector image of the resulting second dimension of PCA 
 
Figure 4.3. The eigenvector image of the resulting third dimension of PCA 
 
Figure 4.4. The eigenvector image of the resulting fourth dimension of PCA 
 







Plot 1.1: Is the plot of the first resulting of PCA dimension by the first resulting of PCA dimension 
 





Plot 1.3: Is the plot of the first resulting of PCA dimension by the third resulting of PCA dimension 
 





Plot 1.5: Is the plot of the first resulting of PCA dimension by the fifth resulting of PCA dimension 
 





Plot 1.7: Is the plot of the second resulting of PCA dimension by the third resulting of PCA dimension 
 





Plot 1.9: Is the plot of the second resulting of PCA dimension by the fifth resulting of PCA dimension 
 





Plot 1.11: Is the plot of the third resulting of PCA dimension by the fourth resulting of PCA dimension 
 





Plot 1.13: Is the plot of the fourth resulting of PCA dimension by the fourth resulting of PCA dimension 
 





Plot 1.15: Is the plot of the fifth resulting of PCA dimension by the fifth resulting of PCA dimension 
MDS 
 





Plot 2.2: Is the plot of the first resulting of MDS dimension by the second resulting of MDS dimension 
 





Plot 2.4: Is the plot of the first resulting of MDS dimension by the fourth resulting of MDS dimension 
 
 






Plot 2.6: Is the plot of the second resulting of MDS dimension by the second resulting of MDS dimension 
 
 





Plot 2.8: Is the plot of the second resulting of MDS dimension by the fourth resulting of MDS dimension 
 
 





Plot 2.10: Is the plot of the third resulting of MDS dimension by the third resulting of MDS dimension 
 





Plot 2.12: Is the plot of the third resulting of MDS dimension by the fifth resulting of MDS dimension 
 
 




Plot 2.14: Is the plot of the fourth resulting of MDS dimension by the fifth resulting of MDS dimension 
 








Plot 3.1: Is the plot of the first resulting of Isomap dimension by the first resulting of Isomap dimension 
 





Plot 3.3: Is the plot of the first resulting of Isomap dimension by the third resulting of Isomap dimension 
 
 





Plot 3.5: Is the plot of the first resulting of Isomap dimension by the fifth resulting of Isomap dimension 
 
 





Plot 3.7: Is the plot of the second resulting of Isomap dimension by the third resulting of Isomap dimension 
 
 





Plot 3.9: Is the plot of the second resulting of Isomap dimension by the fifth resulting of Isomap dimension 
 
 





Plot 3.11: Is the plot of the third resulting of Isomap dimension by the fourth resulting of Isomap dimension 
 
 





Plot 3.13: Is the plot of the fourth resulting of Isomap dimension by the fourth resulting of Isomap dimension 
 
 





Plot 3.15: Is the plot of the fifth resulting of Isomap dimension by the fifth resulting of Isomap dimension 
Kernel PCA 
 




Plot 4.2: Is the plot of the first resulting of Kernel PCA dimension by the second resulting of Kernel PCA dimension 
 
 





Plot 4.4: Is the plot of the first resulting of Kernel PCA dimension by the fourth resulting of Kernel PCA dimension 
 





Plot 4.6: Is the plot of the second resulting of Kernel PCA dimension by the second resulting of Kernel PCA dimension 
 





Plot 4.8: Is the plot of the second resulting of Kernel PCA dimension by the fourth resulting of Kernel PCA dimension 
 
 





Plot 4.10: Is the plot of the third resulting of Kernel PCA dimension by the third resulting of Kernel PCA dimension 
 
 





Plot 4.12: Is the plot of the third resulting of Kernel PCA dimension by the third resulting of Kernel PCA dimension 
 
 





Plot 4.14: Is the plot of the fourth resulting of Kernel PCA dimension by the fifth resulting of Kernel PCA dimension 
 
 





Linear Imaging Results 
PCA 
     
     
     
     
      
Figure 5.1.1. First 25 images of the first dimension of PCA 
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Figure 5.1.2. Middle 25 images of the first dimension of PCA 
 
     
     
     
     
     
Figure 5.1.3. Last 25 images of the first dimension of PCA 
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Figure 5.2.1. First 25 images of the second dimension of PCA 
 
     
     
     
     
     
Figure 5.2.2. Middle 25 images of the second dimension of PCA 
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Figure 5.2.3. Last 25 images of the second dimension of PCA 
 
     
     
     
     
     
Figure 5.3.1. First 25 images of the third dimension of PCA 
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Figure 5.3.2. Middle 25 images of the third dimension of PCA 
 
     
     
     
     
     
Figure 5.3.3. Last 25 images of the third dimension of PCA 
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Figure 5.4.1. First 25 images of the fourth dimension of PCA 
 
     
     
     
     
     
Figure 5.4.2. Middle 25 images of the fourth dimension of PCA 
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Figure 5.4.3. Last 25 images of the fourth dimension of PCA 
 
     
     
     
     
     
Figure 5.5.1. First 25 images of the fifth dimension of PCA 
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Figure 5.5.2. Middle 25 images of the fifth dimension of PCA 
 
     
     
     
     
     
Figure 5.5.3. Last 25 images of the fifth dimension of PCA 
 
MDS 
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Figure 6.1.1. First 25 images of the first dimension of MDS 
 
       
        
       
       
       
Figure 6.1.1. Middle 25 images of the first dimension of MDS 
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Figure 6.1.1. Last 25 images of the first dimension of MDS 
 
      
     
     
     
      




     
       
     
     
      
Figure 6.2.2. Middle 25 images of the second dimension of MDS 
 
     
     
     
      
     
Figure 6.2.3. Last 25 images of the second dimension of MDS 
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Figure 6.3.1. First 25 images of the third dimension of MDS 
 
     
     
     
     
       




      
      
     
     
     
Figure 6.3.3. Last 25 images of the third dimension of MDS 
 
      
     
     
        
     




      
     
      
     
     
Figure 6.4.2. Middle 25 images of the fourth dimension of MDS 
 
     
     
     
     
     




     
     
     
     
     
Figure 6.5.1. First 25 images of the fifth dimension of MDS 
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Figure 6.5.2. Middle 25 images of the fifth dimension of MDS 
 
     
     
      
     
     
Figure 6.5.3. Last 25 images of the fifth dimension of MDS 
 
Isomap 
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Figure 7.1.1. First 25 images of the first dimension of Isomap 
 
     
     
     
     
     
Figure 7.1.2. Middle 25 images of the first dimension of Isomap 
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Figure 7.1.3. Last 25 images of the first dimension of Isomap 
 
     
     
     
     
     
Figure 7.2.1. First 25 images of the second dimension of Isomap 
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Figure 7.2.2. Middle 25 images of the second dimension of Isomap 
 
     
     
     
     
     
Figure 7.2.3. Last 25 images of the second dimension of Isomap 
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Figure 7.3.1. First 25 images of the third dimension of Isomap 
 
     
     
     
     
     
Figure 7.3.2. Middle 25 images of the third dimension of Isomap 
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Figure 7.3.3. Last 25 images of the third dimension of Isomap 
 
 
     
     
     
     
     
Figure 7.4.1. First 25 images of the fourth dimension of Isomap 
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Figure 7.4.2. Middle 25 images of the fourth dimension of Isomap 
 
     
     
     
     
     
Figure 7.4.3. Last 25 images of the fourth dimension of Isomap 
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Figure 7.5.1. First 25 images of the fifth dimension of Isomap 
 
     
     
     
     
     
Figure 7.5.2. Middle 25 images of the fifth dimension of Isomap 
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Figure 7.5.3. Last 25 images of the fifth dimension of Isomap 
 
Kernel PCA 
     
     
     
     
     
Figure 8.1.1. First 25 images of the first dimension of Kernel PCA 
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Figure 8.1.2. Middle 25 images of the first dimension of Kernel PCA 
 
     
     
     
     
     
Figure 8.1.3. Last 25 images of the first dimension of Kernel PCA 
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Figure 8.2.1. First 25 images of the second dimension of Kernel PCA 
 
     
     
     
     
     
Figure 8.2.2. Middle 25 images of the second dimension of Kernel PCA 
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Figure 8.2.3. Last 25 images of the second dimension of Kernel PCA 
 
     
     
     
     
     
Figure 8.3.1. First 25 images of the third dimension of Kernel PCA 
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Figure 8.3.2. Middle 25 images of the third dimension of Kernel PCA 
 
     
     
     
     
     
Figure 8.3.3. Last 25 images of the third dimension of Kernel PCA 
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Figure 8.4.1. First 25 images of the fourth dimension of Kernel PCA 
 
     
     
     
     
     
Figure 8.4.2. Middle 25 images of the fourth dimension of Kernel PCA 
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Figure 8.4.3. Last 25 images of the fourth dimension of Kernel PCA 
 
     
     
     
     
     
Figure 8.5.1. First 25 images of the fifth dimension of Kernel PCA 
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Figure 8.5.2. Middle 25 images of the fifth dimension of Kernel PCA 
 
     
     
     
     
     
Figure 8.5.3. Last 25 images of the fifth dimension of Kernel PCA 
 
Extreme Testing Results 
PCA 


















36 0 128 241 683 
 






69 1 30 578 344 
 




418 320 349 531 181 
 




1 214 684 680 34 
 




94 257 614 455 411 
 




187 22 284 103 204 
 




527 326 222 251 111 
 




352 333 51 503 157 
 





92 158 649 135 447 
 
204 562 385 226 415 
Shape of 
Back  
167 660 684 605 624 
 
371 566 126 274 645 
Shape of 
Front  
69 253 662 37 403 
 
171 300 369 632 408 
Size 
 
43 493 18 11 10 
 
153 61 654 71 188 
Size Length 
 
161 679 640 650 407 
 
366 626 565 193 473 
Size Width 
 
43 493 17 11 10 
 
92 176 180 515 52 
 





462 153 492 292 657 
Weapon 
Number  
37 322 581 233 78 
 
194 454 111 557 522 
Weapon 
Presents  
37 326 578 239 76 
 
93 158 647 136 455 
Weapon 
Shape  
320 319 550 271 611 
 
193 454 116 556 525 
Weapon 
Size  
168 488 453 555 631 
 
462 154 493 299 658 
Wheel 
Color  
591 362 185 283 156 
 





15 248 685 520 16 
 




15 247 685 547 18 
 
68 541 43 6 666 
Wheel Size 
 
75 278 57 154 12 
 




18 98 279 457 50 
 
688 216 344 155 135 
Window 
Number  
85 276 437 326 202 
 






282 533 486 536 299 
 




94 257 614 455 411 
 
446 420 434 114 258 
Figure 9.1: Extreme test for PCA. The table contains the title of all 27 test followed by the two images that were used for the extremes. 
Then the next five numbers were the positions these images appeared in each dimension. 
 
MDS 


















399 32 9 409 4 
 




487 28 32 377 31 
 
375 377 587 539 47 
 










680 42 49 659 0 
 




623 159 109 541 54 
 




615 53 90 381 228 
 




207 457 147 62 255 
 




179 339 197 75 103 
 
410 520 188 2 354 
Shape 
 
634 88 56 539 74 
 
264 412 333 290 66 
 





290 359 535 28 152 
Shape of 
Front  
649 122 91 582 48 
 
275 230 146 411 85 
Size 
 
634 99 574 491 9 
 
474 101 10 499 175 
Size Length 
 
125 635 321 456 34 
 
493 636 260 192 140 
Size Width 
 
631 102 558 486 9 
 
243 75 146 481 55 
Weapon 
Color  
602 268 256 184 199 
 
541 199 174 108 340 
 





314 180 451 154 84 
Weapon 
Presents  
570 87 297 632 35 
 
486 93 40 488 57 
Weapon 
Shape  
466 240 166 190 181 
 
553 201 484 183 80 
Weapon 
Size  
579 344 390 434 80 
 
536 190 175 107 360 
Wheel 
Color  
145 478 223 25 332 
 
641 90 578 511 8 
Wheel 
Number  
654 65 23 654 3 
 






234 99 22 640 0 
 
664 128 627 468 35 
Wheel Size 
 
562 65 424 491 33 
 




654 34 261 651 18 
 
229 584 105 6 575 
Window 
Number  
338 118 171 552 50 
 




495 518 241 207 114 
 






404 163 98 532 48 
 
551 522 164 255 299 
Figure 9.2: Extreme test for MDS. The table contains the title of all 27 test followed by the two images that were used for the extremes. 
Then the next five numbers were the positions these images appeared in each dimension. 
 
Isomap 


















23 538 262 667 290 
 




47 217 280 664 58 
 




548 556 67 352 222 
 
683 342 73 671 362 
 










106 391 405 282 203 
 




170 42 499 339 447 
 




595 451 269 676 533 
 




495 354 142 633 205 
 
683 340 69 669 369 
Shape 
 
81 348 630 412 576 
 
500 509 674 10 188 
Shape of 
Back  
202 637 552 0 190 
 





51 457 246 287 666 
 
132 315 202 240 301 
Size 
 
73 653 658 613 30 
 
119 162 437 413 667 
Size Length 
 
488 14 179 606 224 
 
83 101 80 221 115 
Size Width 
 
73 533 77 415 54 
 
74 653 654 614 26 
Weapon 
Color  
351 232 669 288 315 
 
295 101 601 346 256 
Weapon 
Number  
34 370 298 429 503 
 





33 370 295 431 503 
 
87 311 636 408 594 
Weapon 
Shape  
350 235 669 289 316 
 
224 384 326 36 40 
Weapon 
Size  
148 389 382 87 125 
 
294 104 602 345 253 
Wheel 
Color  
651 406 206 642 566 
 
73 653 654 614 29 
Wheel 
Number  
17 280 230 179 542 
 








99 539 13 389 32 
Wheel Size 
 
50 581 291 409 54 
 




672 343 212 663 589 
 
8 191 153 341 447 
Window 
Number  
71 358 337 517 487 
 




252 405 537 318 451 
 








134 293 134 365 166 
Figure 9.3: Extreme test for Isomap. The table contains the title of all 27 test followed by the two images that were used for the extremes. 
Then the next five numbers were the positions these images appeared in each dimension. 
 
Kernel PCA 


















516 578 155 230 251 
 




545 609 200 173 324 
 




264 184 357 120 339 
 




516 569 108 202 501 
 
240 59 53 512 566 
 










452 577 497 440 33 
 




188 207 53 538 47 
 




354 233 147 181 37 
 
210 413 33 129 241 
Shape 
 
609 538 322 458 298 
 
487 270 489 314 441 
Shape of 
Back  
544 369 269 437 74 
 
385 142 410 323 327 
Shape of 
Front  
666 572 241 426 359 
 





640 603 133 172 407 
 
489 569 475 542 138 
Size Length 
 
580 339 251 237 62 
 
402 73 264 616 84 
Size Width 
 
639 605 137 174 410 
 
641 518 293 160 195 
Weapon 
Color  
321 271 655 546 274 
 
128 440 684 553 201 
Weapon 
Number  
688 630 168 236 418 
 
476 284 492 132 178 
Weapon 
Presents  
688 630 167 235 415 
 





321 263 652 547 392 
 
477 285 489 132 179 
Weapon 
Size  
519 262 563 437 331 
 
129 442 684 552 478 
Wheel 
Color  
143 227 42 341 55 
 
640 604 130 172 409 
Wheel 
Number  
545 609 108 191 508 
 




544 612 116 192 506 
 
654 539 223 282 361 
Wheel Size 
 








625 637 127 148 482 
 
144 561 20 604 235 
Window 
Number  
670 523 290 323 255 
 




417 152 397 329 493 
 




633 495 330 404 308 
 
227 169 454 581 439 
Figure 9.4: Extreme test for Kernel PCA. The table contains the title of all 27 test followed by the two images that were used for the 
extremes. Then the next five numbers were the positions these images appeared in each dimension. 
 
