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ABSTRACT 
Let A, B be m X n complex matrices and A ,, B denote the Hadamard 
(entrywise) product of A and B. It is known that 
k 
C ai(A o B) I i ci(A)gi(B), k = l,..., min{m,n), (*) 
i= 1 i=l 
where ui( A) denotes the ith largest singular value of A. Furthermore, those pairs of 
A and B which satisfy (*> with equality when k = 1 have been characterized. In this 
note, we extend the characterization to those pairs A and B which satisfy (*) with one 
of the inequalities becoming equality. 
1. INTIJODUCTION 
Let wll~, (M, = M, ,,) denote th e inear space of all m X n matrices 1’ 
over the complex field C. The Hadamard (entrywise) product of two matrices 
A = (aij) and B = (bij) in M, n is defined and denoted by 
*The author wishes to express his thanks to Dr. Yik-Hoi Au-Yeung for his valuable advice 
and encouragement. 
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For any X E M,,. we use c,(X) > -*- > urnin{,,, “,(X> to denote the singu- 
lar values of X arranged in decreasing order and let a(X) = ( (T~( X), . . . , 
Vmin(m, . (X1>. In 16, 15, 173, it h as b een shown (and it can be deduced from 
some general results in [l-3]) that for any A, B E M, n, 
i=l 
k = l,.. . , min{ m, 72). (1) 
In [8], those pairs of matrices A, B E M, n which satisfy 
u1( A0 B) = Ul( A) (+I( B) (2) 
have been characterized. In this note, we continue the investigation of 
equality in (1). We shall characterize those pairs A, B E M, which satisfy 
5 vi,(~o~) = i aJA)q(B) (3) 
i=l i=l 
forsomel <k<n. 
It should be remarked that although we restrict our attention to the case 
of n x n matrices, the result for general m X n matrices follows immediately 
if we append a suitable number of zero rows or zero columns to the 
rectangular matrices to make them square and then apply our results. 
In Section 2 we introduce some lemmas, and our main result is contained 
in Section 3 (Theorem 4). In our discussion, we adopt the following notation: 
R”, @” = the sets of all rown-vectors with entries in R, the real 
field, or in C, the complex field; 
At, & A* = the transpose, conjugate, and conjugate transpose of A, 
respectively; 
tr A = trace of A; 
?Yn = group of all n X n unitary matrices; 
A, @ A, = direct sum of square matrices A, and A,; 
diag(x,, . . , x,) = diagonal matrix with diagonal entries x1,. . . , x,; 
I, = the n X n identity matrix; 
0 (0,) = the zero matrix (of order n). 
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2. SOME LEMMAS 
We begin with the following simple observation. 
LEMMA 1. Let A, B, C, D E M,, and suppose that there exist nonzero 
numbers a, P, n x n permutation matrices P, Q, and diagonal unitary 
matrices D,, D,, D,, D4 such that 
C = LYPD,AD,Q and D = PPD,BD,Q. 
Then, for 1 d k < n, 
i gi(~o~) = i a,( A)ai(B) 
i=l i=l 
if and only if 
i$luiCCoD) = 5 ai(C ai(D>. 
i=l 
In view of Lemma 1, we make the following definition. 
DEFINITION 1. Let A, B, C, D E M,. We say that (A, B) is equivalent 
to (c, D), and write (A, B) - (C, D), if A, B, C, D satisfy the hypothesis of 
Lemma 1. 
REMARKS. 
1. It is easy to verify that N is an equivalence relation on M, x M,. 
2. We shall also write {A, B} N {C, D} to mean (A, B) N (C, D) or 
(A,B) - (D, cl. 
We need the result of Johnson and Nylen [B]: 
LEMMA 2. Let ,A, ,B be nonzero matrices in M,. Then (2) holds if and 
only if (A, B) N (A, B), where 
for some U E ?YS, 1 < s =G n, C,,C, E M,_,S with a,(C,) d 1, ai C 1. 
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Following [8], we adopt the following terminology. A matrix A E M, is 
said to be t-reducible if there exist n X n permutation matrices P, Q such 
that 
PAQ =A, @A,, 
where A, E M,,,, A, E M,_,, 1 Q m < n. If A is not t-reducible, then we 
say that A is t-irreducible. 
An n X n real nonnegative matrix is said to be duubly stochastic if all the 
row sums and column sums are 1. It is well known that the first singular value 
of a doubly stochastic matrix is 1. In view of Lemma 2, since UoU is doubly 
stochastic, we need to know some information about the other singular values 
of a doubly stochastic matrix. To this point, we have: 
LEMMAQ. Let A be an n X n doubly stochastic matrix. Then a,( A) = 1 
if and only if A is t-reducible. 
Proof. * : If AA’ is reducible (in the usual nonnegative matrix sense; 
see, for example [13]) then the result follows from [8, Lemma 2.31. If AAt is 
irreducible, then by a result of Marcus, Mint, and Moyls [ll] (or see [13, 
Chapter 5, Theorem 1.4]), there exist a permutation matrix P and h > 1 
such that 
PAAfP’ = 
0 A,, 0 . . . . 0 
0 A, 0 
0 * * 
. . . 
. . . 
. . 0 
0 o Ah-l,h 
Ah,l 0 . . . . . 0 
However, since PAAtP’ is symmetric and positive semidefinite, we have a 
contradiction. 
* : Let PAQ = A, 8 A,, where P, Q are permutation matrices. Since A 
is doubly stochastic, so are A, and A,. The result follows easily. n 
We need the notion of majorization. Let x, y E R”. We say that x is 
weakly mujorized by y, and denote it by x <w y, if the sum of the k largest 
entries of x is not greater than the sum of the k largest entries of y for 
k = l,..., n. In addition, if equality holds for k = n, we say that x is 
mjorized by y and write r < y. For more details of the theory, one may 
refer to the book by Marshall and Olkin [12]. 
The following lemma can be found in [lo]. 
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LEMMA 4. Let ri, si, ti, i = 1, . . . , m, be nonnegative numbers such that 
C{=,si < CizIti, j = 1,. . . , m, and rl > *-- > r,. Then Cyzn=risi < 
Ck lri ti, with equality if and only if 
(rj-rj+J( iti- iSi) =o, j=l,...,m-1, 
i=l i=l 
and 
For 1 < k < n, let 
9 n.k = {X E M, : crl( X) = -0. = crk( X) = 1, 
ak+l(X) = *** = un( X) = o}. 
LEMMA 5. Let A, B E M,, 1 < k < n, and suppose (3) holds. If there 
exists 1 < j < n such that aj( A) > uj+ 1( A), or if j = n and u~( A) > 0, then 
there exists W E9,, k such that 
i$lciCBow) = 6 ai(B)uii(W). 
i==l 
Proof. By a result of Fan [4] (or see [5, p. 471) and using the identity 





= max{(tr A(BtoW)I: W Eydn,k). 
bt Wt Ep,, k , satisfy C~=,mii(AoB) = Itr A(BtoWt)l. Then 
&u~~ADB) =ItrA(BfoW’)( 
< 2 q( A)q( B’oW’) 
i=l 
(4 
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= k u,( A)gi( BOW) 
i=l 
(5) 
= 6 uj( A)u~(B). 
i=l 
The inequality (4) f o 11 ows from the fact that (see [4] or [12, p. 5141) 
ItrXYl < 5 Cj(x)ai(y), 
i=l 
and the inequality (5) f o 11 ows from (1) and Lemma 4 with si = a,(B 0 W), 
ti = ~~(B)(r,(w), and ri = U&A), i = 1,. . . , n. By the assumption, the 
inequality (5) must hold in equality. The result follows from Lemma 4. n 
COROLLARY~. Let A, B E M,, and suppose for some 1 < 1 < n, 
ul( A) = .*a = gl( A) > 0 and or(B) = *-. = vl( B) > 0. 
(a) If 1 G k G I, then (3) holds if and only if (A, B) N <A, I?), where 
fi=U,@ **a G3 v, @ c,, Uj E Z$,, n, > 1, i = 1,. ., k, gl(C1) < 1, 
and 
(b) Suppose I < k < n, al(A) > u~+JA), and (3) holds. If I < k < n, 
or if k = n and crl( B) > q(B), then there are permutation matrices P, Q, 
such that 
PBQ = nl( B)(U @ C), 
where U E ?Ym, 1 < m < n, and c+,(C) < 1. 
Proof. (a> * : Suppose A, B, and k satisfy the hypotheses. By (11, we 
deduce from (3) that cri( A0 B) = a,( A)a,(B), iz 1,. . . , k. By Lemma 2 
and Lemma 3, noting that if u is unitary then U 0 U is doubly stochastic, the 
result can be deduced easily. 
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C= : By the fact that the first singular value of a doubly stochastic matrix is 
1, the result follows. 
(b): By Lemma 5, there exists W E 9,. k such that 
ijIlui(BOw) = i ui(B)uii(W)' (6) 
i=l 
If 1 = 1, then by Lemma 2 and the fact that according as k < n or k = n, W 
or B is not a scalar multiple of a unitary matrix, the result follows. If 1 > 1, 
the result follows from (6) and the result of part (a). n 
From Corollary 1, we readily have the following two corollaries. 
COROLLARY 2. Let A, C E M,, (T@) = ..a = a,(C) > a,+&), 1 < q 
< n, and suppose there do not exist permutation matrices P, Q such that 
PCQ = q(C)(u @ Cl), 
where U is unitary. Suppose for some 1 < k < n, (3) holds for the pair A and 
C. Then 
(a) ifk < q then A = 0,; 
(b) ifk > q then o,(A) = 0.. = a$+,(A). 
COROLLARY 3. Let U be a t-irreducible unitary matrix in M, and 
1 < k < n. Then there is no nonzero matrix A E M, such that (3) holds for ,. 
the pair U and A. 
Finally, we include here the following two lemmas which 
PI. 
are due to Li 
LEMMA 6. Let A = (aii> E M, and 1 < m < n. Zf A, = 
has singular values a,( A], . . . , u~( A), then A = A, @ A,, 
(ai,)i,j=l,...,m 
i w ere A, = 
(aij)i,j=m+l,...,n. 
LEMMA 7. Let A = (aij) E M, and 1 < m < n. Then 
i=l i=l 
if and only if A = A, @ A, (A, E M,,,) and there exists an m X m diagonal 
unitary matrix D such that DA, is a positive semidefinite matrix with singular 
values a,( A), . . . , u~( A). 
216 CHE-MAN CHENG 
3. RESULTS 
Let J,, denote the n x n matrix with all its entries 1. 
THEOREM 1. Let A be an n X n t-irreducible unitary matrix and B a 
rank 1 matrix in M,. Then 
IfI ui(A”B) = fclq(A)q(B) (7) 
i=l 
if and only if there exist a nonzero number (Y and n X n diagonal unitary 
m&rices D,, D, such that B = CXD,J,,D,. 
Proof. * : Suppose A and B satisfy the hypotheses. Without loss of 
generality, assume a,(B) = 1, and let B = x’y, where x, y E C”, llxll = 
11 yll = 1. Here, II * 11 is the usual Euclidean norm on C”. By Lemma 1, we 
may further assume that xl > a-* > x, 2 0 and y1 > **a > yn > 0. Now, 
A0 B = diag(x) Adiag( y>, and by the fact that (see [5, p. 49-501) 
u(xYZ) </(x)+Y)~U(z) 
we have 









By the assumption, (9) must hold in equality. Hence we have x = y. We 
claim that x1 = *** = x,. Once this is shown, the result follows. Now, 
assume the contrary: that there exists 1 < p < n such that x1 = *** = xP > 
Xp+l > '*- p x,. By the polar decomposition theorem (or see [7, Theorem 
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7.&I]), let W E %,, such that 
i$l q(dhd x) A dag( x)) = tr[diag( x) Adiag( x) W] 
= (diag( x) A, W* diag( x)) 
slid% A~~~llW*~ag(~)~lF (10) 
= 1. 
Here ( * , . > is the usual inner product on M, defined by <X, Y > = tr XY *, 
and 11. JIF is the Frobenius norm induced by ( . , * >. Again, by (7) we deduce 
that (lo), which follows from the Cauchy-Schwarz inequality, must hold in 
equality. So there exists y E @ such that 
diag( r) A = yW* diag( x). 
By considering the norms of the two matrices, we have l-y1 = 1. Then by 
comparing the Euclidean norms of the first p rows and p columns of the two 
matrices, we deduce that A = U, $ U,, where Vi E gP. This contradicts the 
assumption that A is t-irreducible. 
* : By Lemma 1, the result follows easily. n 
THEOREM 2. Let A be an n X ,n u$tay matrix. Then for any B E M,, 
(7) holds ijand only if (A, B) N (A, B), where 
Ui E ?l,,i is t-irreducible, i = 1,. . . , s, 
B^ i: positivc semidejnite, and if I? = (sijji, j= 1,, , s is partitioned according 
to A, then Bii = pi],, for some pi >, 0, i = 1, . . . , s. 
Proof. * : Suppose A and B satisfy the hypothesis. Assume n > 1 and 
B # 0,. We divide the proof into two cases: 
Case 1. A is t-irreducible. If there exists 2 < j < n - 1 such that 
aj(B) > cj+JB), or if j = n and a,(B) > 0, then by Lemma 5, there exists 
W E %,, such that 
.i 
c q( AoW) = i oi( A)v~(W) =j > 1. 
i=l i=l 
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By Corollary l(a), A is t-reducible, and this gives a contradiction. So 
rank B = 1 and the result follows from Theorem 1. 
Case 2. A is t-reducible. We may assume A = U, @ **. @ U,, q E ‘%,,a, 
i = l,..., s, and each q is t-irreducible. Let B = (BijIi, j= 1,, , s be parti- 
tioned according to A. Since (see [5, p. 521) 
‘T(B11 @ *** fB B,,) -c,u(B) 
and by (1) 
U(UiOBii) -c wu( Bii), i=l ). . .) s, 
we have 
5 ~i( AoB) = f, 2 Uj(UiOBii) 
i=l i=l .j=l 
i=l 
= 2 q( A)q(B). 
i=l 
By (7), we deduce from (11) that 
2 @pBii) = 2 aj(Bii), i = l,...,s, 
j=l j=l 
and hence by case 1, we conclude that 
(11) 
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where pi > 0 and Dy), D!$ are diagonal unitary matrices, i = 1, . . , s. Now 
consider the diagonal elements of B = (bijji, j= i,, , “, 
5 lbiil = 2 ni Pj 
i=l i=l 
s *I 




The last equality follows from our assumption (7) and oi( A) = 1. By Lemma 
7, there exists a diagonal unitary matrix D such that DB is positive semidefl- 
nite. The result follows. 
(= : By Lemma 1, it suffices to show that the result holds for A, B^. Now, 
as crj(fi> = 1, i = l,..., 
. 
12, and B is positive semidefinite, 
~ui(8)ui(B1) = trB^ 
i=l 
= k ni pi 
i=l 
= L 2 a,(Ui4,J 
i=l j=l 
= k a,( Sd). 
i=l 
The result follows. n 
In Theorem 2, we characterize B by means of a positive semidefinite 
matrix B with prescribed submatrices ( &Jn,, i = i, . . . , s). In order to find 
all such B, we need to know what exactly the B may be. The following 
theorem deals with this issue. Before the theorem, we introduce some 
notation. Let A[i,, . . . , i,] denote the s x s principal submatrix of A formed 
by the intersection of rows and columns i,, . . . , i,. With s, n,, . . . , n, as in 
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Theorem 2 and given an s X s matrix H, we shall use a(H) to denote the 
n X n matrix which satisfies 
@( H)[l, n1 + 1,. . . , n, -I- --- +n,_, + l] = H 
and all other entries of G(H) being 0. Let K,,{ be an orthogonal matrix 
which satisfies K+ J,,, KA, = diag(n,, 0,. . . ,O> and K = K,l $ 0.. @ K,,*. 
THEOREM 3. 
nal (n, PI,. . . , 
Let H be an ,s X s positive semidefinite matrix with diago- 
nS &>. Then B = Kt@(H)K is positive semiokjkite and, 
when partitioned according to <he ni’s, has diagonal blocks being pi J,,. 
i = l,..., s. Conversely, eve y B (as in Theorem 2) can be constructed in 
the above way by a suitable choice of H. 
Proof. * : qbvious. 
e= : Suppose B is positive semidefinite and has diagonal block iii = pi Jni, 
i = 1,. . . , s. It suffices to show that other than those apEearing in 
Z&K’[l, ni + 1,. . . , n1 + a** +n,_ I +hl], alI the entries of KBKt are 0 
(once this is don?, we can take H = KBK “[l, n, + 1, . . . , n1 + *+* +n, _ I + 
11). Now, since B is positive semidefinite, 
121 Pl + **- +n,& = tr BI = k a,( 5). (12) 
i=l 
On the other hand, KI?K’[l, n1 + 1,. . . , n1 + -** +p,_ I + 11 has diagonal 
(n, PI,. . . , n, /3,> and all other diagonal entries of KBK t are 0. By (12) and a 
result of Schur (e.g., see [12, p. ZlS]), 
(diagonal of KB”K’) -C a( &Kt), 
we deduce that 
tr KI?Kt[l, n1 + 1,. . . , n1 + 
and 
q+@Kt) = 
By Lemma 7, the result follows. 
+n,_, + l] = i ai(eK’) 
i=l 
= u~(KB^K’) = 0. 
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In terms of the singular values of B^ and the pi’s, the existence of B^ is 
given by 
COROLLAR; 4. -Let y1 > *** > y, 2 0. Thfn there exists a positive 
s~midefinite B = (Bij)i,j,l ,,,,, s such that ai = yi, i = 1,. . . , n, and 
Bjj=~j]ni,j=l,...,~,ifandonlyifyS+,= *** = y,,=Oand 
Proof. By a result of Mirsky [14] ( or see [12, p. ZZO]), the necessary and 
suffkient condition for the existence of H in Theorem 3 is 
(nl 4,. . .,n,P,) -c (q(H),...,q(H)). 
Combining with Theorem 3, the result follows. n 
We are now in a position to have out main result. 
THEOREM 4. and 1 < k < n. Then (3) holds if 
and only if{ A, B} 
LetpAl, A, BEM, 
_ {A, B}, where A, BI:k and n satisfy one of the following: 
(a) A = 0,. 
(b) n = 1, (A, & = ([ll, ill). 
(c) 1 < k < n, 
where 
6) r&O, &,B^i~M,,,Ai=l ,..., r, n,+***+n,dk, andforeach 
pair of matrices Ai, Bi, one is a positive multiple of I,+ and the other 
one @ positiveA&fanite; 
(ii) q,(A,) > wl(Ai+l), a,$&) 2 a,(&+,), i = l,..., r - 1; 
(iii) Vi k-unitary, i = 1,. . . , k - n2 - *** -n,; and 
(iv> u,,(A,) 2 1 > cr,(C,), o,$i,.) > 1 > a,(C,). 
(d) 1 < k < n, 
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where 
(i) &, Bli, i = 1,. . , r, are as in (c)(i> and (c)(ii); 
(ii) U = U, @ *.. @ US, V, E Z$,, and is t-irreducible, i = 1,. . ,2, BI,+I 
and is positive semi&finite, and if B,,, = 
is partitioned according to U, then lZi(ir+l) = Pi Jm, 
= 1, . . , s; 
(iii) m,, yi > 0 and n, + *-a +n, + y-1 + **- +m, < k; and 
(iv) q(A,.) z 1 2 (TJC~) and q,jB,) > cr,(i,+,). 
Proof. 3 : We prove it by induction on n. When n = 1, the result 
holds trivially. Assume the result holds for all 1 < n < p ( p 2 1). Now 
consider n = p + 1. If A or B is the zero matrix, the result follows. If both 
A and B are scalar multiples of unitary matrices, the result follows from 
Corollary l(a). Let 
1 = ar( A) = +.. = cl(A) > gl+r(A), l<Z,<n-1, 
and 
1 = (+r(B) = **. = q(B) = .** = a,(B) > q+r(B), l<Z<r<n 
[if r = n, the final a;+r(B) d oes not appear]. We divide the proof into three 
cases. 
Case 1. k < 1. By Corollary I(a), the result follows. 
Case 2. 1 < k < r. If k = n, then B is a unitary matrix and the result 
follows from Theorem 2. Assume k < n. We shall prove the case when B is 
not a unitary matrix. When B is a unitary matrix, the proof is similar. By 
Corollary I(b), we may assume 
where Vi E ‘&,, and is t-irreducible, i = 1,. . , s (s > 11, C E M,S+l (n,+l 
> l), c+,(C) < 1, u,,+l(C> < 1, and there do not exist permutation matrices 
P, Q such that PCQ = W @ C’ where W is unitary. Let A = 
(Aij)i,j=l,...,s+l be partitioned according to B. By choosing suitable permu- 
tation matrix P and considering PAPt and PBP’ if necessary, we suppose 
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that among the k largest entries of a( A0 B), 
k, are chosen from (T(A~~cJU~), 
ic, are chosen from u.( A,, 0 Vi>, 
k t+l are chosen from (T(A,+~,,+~oC), 
k, >O, 
k, > 0: 
k t+1 2 0, 
where 0 < t 6 s, k, + *** +k,+ 1 = k. Making use of the fact that (see [S, p. 
521) 
and (0, we have 
i=l j=l j=l 
< i uj(A). 
i=l 
Since k < r, by (3) we deduce that 
1 
;: C$ AiioUi) = 5 q( Ail), i = 1,. 
j=l j=l 
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We first show that if k,, 1 > 0, then A,+i t+l = 0. Suppose 1 = a,(C) = 
. . . ad if q = 0, it means 1 > a,(C)]. If 
k 
= a,(C) > g +,(C) ro Q q < nt+1, 
t+1 Q 49 then &y (14) and Corollary 2(a), we have A,, l,t+ 1 = 0. If 
k t+1 > q, then (15) would imply that rank A,, I, t+ 1 G q. If q = 0, the 
A t+1,t+1 = 0. If q > 0, then the result that A,, 1, t+ 1 = 0 follows from (14) 





t+l if k,+l>O. 
With the above fact, and by (131, Corollary 3, Lemma 2~, Theorem 2, and 
Lemma 1, we may assume that each of the A,*, i = 1,. . . , T, satisfies one of 
the following: 
(I) ni = 1 and Ai, > 0; 
(II) 1 < ki = ni and Aii = ai]%, (Y~ > 0; 
(III) 1 = ki < ni and Aii = y&J, -yi > 0; 
(IV) Aii = 0. 
Suppose among these T blocks Aii, d, are of type (I), d, are of type (II), d, 
are of type (III), and d, are of type (IV), where d, + d, + d, + d, = T. By 
choosing suitable permutation matrix P and considering PAP’ and PBPf if 
necessary, we may assume 
Aii = 
A d,+j,d,+j = 
A d,+d,+j,d,+d,+j = 
A d,td,+d,+j,d,+dp+d,+j = 
and now (3) becomes 
aii i = l,...,d,, 
LYjJndl+, j = l,...,d,, 
yj’d,+d,+j j = l,...,d,, 
0 
ndl+d2+d3+j 
j = l,...,d,, 
+Yd, + o + --. +0 = i ai( (16) 
i=l 
CLAIM. If there mists an Aii (1 ,< i Q T) which is singular, then no Aii 
(1 < i Q T) i.s of type (III). 
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Proof. Assume the contrary. Then, there exist V,, V, E Z!,, such that 
V, AV, has diagonal 
a,, , . . 1 > ad,d,p ~d,+la!l,O,...,O,...,nd,+d,‘Yd,.o~”’~O~ 
“d,+l “d,+d, 
‘)tl ,..., 71 ,... , yd,,...>Yds~ 0 Y...) o,* ,..., * . 
1 
nd,+d,+l “d,+dp+ds 
By (16) we have 
a11 + 
**. +Q~, + ,td,+l(Yl + “* +nd,+d,“d, + 71 + *” +yd, + y1 
> i crj( A). (17) 
i=l 
This gives a contradiction, as the left hand side of (17) contains at most k 
diagonal entries of V, AV, (see Thompson [16, Theorem 11). Hence the claim 
is valid. n 
Subcase 2.1. d, = d, = 0. Then (16) becomes 
k 
%l + *‘* +ad,d, + 71 + yz + “- + yd3 = c a,( A). (18) 
i=l 
As before, there exist V,, V, E %,, such that V, AV, has diagonal 
(a,,, *. . > adId,, yl, . . , 71, . . . 3 Yd,> . . ’ yd,p *> ’ ’ ’ ’ *I* 
Using (18) and the fact that (see [16, Theorem 11) 
k+l 
a11 + ‘*’ +ad,d, + 71 + ‘** +yd, + Yj G C uii( A), j = l,...,d,, 
i=l 
and 
a11 + *‘* +a&& + 5 ‘yi < ‘2’ qi( A), j = l,...,d,, 
i=l i=l 
i#j 
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we deduce that yi = *a. = ydS = uk( A) and hence 
a11 + -.. +u~,~, = ; q(A) 
i=l 
and 
Yl = -** = %3 = %,+1(A). 
By Lemma 6 and Lemma 7 we conclude that 
where A, E Md, and is positive definite, a,{ A,) > 1, and cr,(As) Q 1. 
Subcase 2.2. d, = 0. If d, > 0 or if d, > 0 and d, > 0, then as before, 
by considering the diagonal entries of V, AV,, we have 
d,+d, 
a11 + -.- +u~,~, + nd,+lal + a.- +nd,+d,ari, G c q(A). (1% 
i=l 
By (16), with d, = 0 and d, + d, < k, we deduce from (19) that 
Us, + d, + i( A) = 0. Then (16) can be written as 
%I + 0.. +ud,d, + cry1 + *** +a, + a.* + a& + .a* +(Ynz 
ndl+l 
d,+“d,+,+ ‘.’ +nd,+d, 
“d, +d, 
= 
c gii( A). 
i=l 
By Lemma 7, A = A, G+ 0, where A, E Md, +nd + , + _ +n,l,+dz and is positive 
semidefinite. The result follows. If only d, > 0, the result is seen in subcase 
2.1. If only d, > 0, then A = O,,, which will not happen, as we assume 
A # 0,. The proof of case 2 is completed. 
Case 3. r < k (then U,(B) > v,,(B)). By Corollary I(b), we may as- 
sume 
where U E %,, 1 6 m < r, c,(C) < 1, o,_,(C) < 1, and there do not exist 
permutation matrices P, Q such that PCQ = W @ C’ where W is unitary. 
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Let 1 = a,(C) = 0.. = We > a,+r(C), 4 > 0, and 
A= 
A,, A,, }m 
H-1 A,, A,, k-m 
Suppose among the k largest entries of o(Ao B), 
k, are chosen from (r(Arr”U), 
k, are chosen from (T( As, o C ), 
k, >/ 0, 
k, > qp 
k, + k, = k. Notice that m + q = r and so k, > q. Then 
i oj(AoB) = $ ai( A,,oU) + 2 ai(A,,oC) 
i=l i=l i=l 
k, 9 k, 
G C ui( All) + C uii(A,,) + C ui(A22)uii(C) (20) 
i=l i=l i=q+ 1 
k,+q k,+k, 
~&T(A)+ c gi( A)q-k,(C) (21) 
i=l i=k,+q+l 
m+q k,+k, 




= c uj( A)cri( B). 
i=l 
The inequality (20) follows from (l), and the inequality (21) follows from the 
fact that cr( A,, @ A,,) <W (T(A) and Lemma 4. For (3) to hold, we deduce 
that (2O), (20, (22) must hold in equality. 
Subcase 3.1. u k, +4 + r( A) = 0. For (21) to hold in equality, by Lemma 4, 
we have 
5 u~(A,,) + 2 cri(A,,) = ‘rcri(A). (23) 
i=l i=l i=l 
Since crk,+q+l(A) = 0, 
q = 0, we have that 
we deduce from (23) that Us+ r( A,,) = 0. So, if 
cr k,+l(A) = 0 and A,, = 0. Suppose q it 0. As equality 
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in (20) implies 
by Corollary 2(b), A, = 0. Then we deduce from (23) that akl + 1( A) = 0. 
Consequently, for 4 > 0, we may deduce from (23) that 
jglq(A~~) = IF ai( 
i=l 
Hence, by Lemma 6, A = A,, ~3 0. As a consequence of equality in (201, we 
have 
If k, = m, the result follows from Theorem 2. If k, < m then, since 
G~,+~(A) = 0, we have gk +1 1 (A,,) = 0 and hence deduce from (24) that 
ak,+&AlloU) = 0 and 
ifYl qi( AlloU) = IL 5( All). 
i=l 
The result follows from Theorem 2. Notice that in fact we may further 
deduce that (A,,, U> - (A;, @ 0, U, Q U,) where A;, E Mk,, U, E ek., 
and A;,, LJ, satisfy condition (dxii) of Theorem 4. 
Subcase 3.2. a,, + 9 + 1( A) > 0. Then for (22) to hold in equality, we de- 
duce that k, = m. By the equality in (20) and (21), we have 
k-m 
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We are going to show that A = A,, @ A,, and om( A,,) > a,( A,,). If this is 
done, then by (25), (26), Theorem 2, and the induction hypothesis, we are 
through. If c+,(C) < 1, then since o(A,, 63 A,,) <W o(A), by (27) and 
Lemma 4 we conclude that 
__ 
E oJA,i) = 2 o-i( 
i=l i=l 
A). 
The result follows from Lemma 6. If a,(C) = 1, i.e., q > 1, then by (26) and 
Corollary 2(b) (as k - m > q), we have 
‘+i(A,,) = 0.. = q+i(Azz). (23) 
By singular value decomposition (e.g., 16, Theorem 7.3.511, let Vi, V, E ‘?Ym, 
V,,V, E gn-, satisfy V, Ai,V, = diag(a( A,,)) and V, A,,V, = 
diag(cT( A,,)). Then 
0’1 * V,)W, * “4) 
i 
n-m-q 
We are going to shown that Z,, Z,, Z,, Z, are zero matrices. Again, since 
(T( An @ A,,) <W a( A), by (27) and Lemma 4 we have 
m+q 
= i5 ui(( V, @ V,>A(V, @ v4)). 
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By Lemma 7, Z, = 0, Z, = 0, and 
is positive semidefinite with singular values a,(A) > a*. > a;, + (A). As 
Z, = 0 and Z, = 0, we have u~+~+,(A> = u~$+~ ( A,,). By (28) andI the fact 
that (see [la] or [12, p. 2201) 
we deduce that 
i=l i=l 
Hence, by Lemma 7, Z, = 0 and Z, = 0. The proof of case 3 is completed. 
= : By Theorem 2, the result can be verified easily. n 
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