of CFR performance are model dependent, indicating that CFR methods must be evaluated across multiple models and that conclusions from PPEs should be carefully connected to the spatial statistics of real-world climatic fields.
Introduction
The increasing availability of forced-transient simulations of the last millennium (e.g., Fernández-Donado et al. 2013; Masson-Delmotte et al. 2013; Otto-Bliesner et al. 2015) from fully-coupled General Circulation Models (GCMs) has greatly improved the potential for investigating multidecadal-to-centennial-scale climate dynamics (e.g. Coats et al. 2013a Coats et al. , b, 2015a and for comparing paleoclimate reconstructions with model output (e.g. Phipps et al. 2013; Schmidt et al. 2014; Hind et al. 2012 Hind et al. , 2013 Coats et al. 2013a Coats et al. , b, 2015a Anchukaitis et al. 2010; Seager et al. 2008; Fernández-Donado et al. 2013; Ault et al. 2013a, b; Lehner et al. 2012; Goosse et al. 2010 Goosse et al. , 2012 Sundberg et al. 2012; Berdahl and Robock 2013; Bothe et al. 2015) . Among the currently available collection of simulations, the Coupled and Paleo Model Intercomparison Projects Phases 5 and 3 (CMIP5/PMIP3) have, for the first time, produced multiple last-millennium (LM), historical, and future simulations using the same model configurations and resolutions (Taylor et al. 2012) . This development makes possible a wide range of model analyses and comparisons between paleoclimatic data and LM simulations, with direct quantitative applicability to historical simulations and future projections.
One important application of the LM simulations in the CMIP5/PMIP3 database is their use in pseudoproxy Abstract The spatial skill of four climate field reconstruction (CFR) methods is investigated using pseudoproxy experiments (PPEs) based on five last millennium and historical simulations from the Coupled and Paleo Model Intercomparison Projects Phases 5 and 3 (CMIP5/ PMIP3) data archives. These simulations are used for the first time in a PPE context, the frameworks of which are constructed to test a recently assembled multiproxy network and multiple CFR techniques. The experiments confirm earlier findings demonstrating consistent methodological performance across the employed methods and spatially dependent reconstruction errors in all of the derived CFRs. Spectral biases in the reconstructed fields demonstrate that CFR methods can alone alter the ratio of spectral power at all locations in the field, independent of whether there are any spectral biases inherent in the underlying pseudoproxy series. The patterns of spectral biases are model dependent and indicate the potential for regions in the derived CFRs to be biased by changes in either low or high-frequency spectral power. CFR methods are also shown to alter the pattern of mean differences in the tropical Pacific during the Medieval Climate Anomaly and the Little Ice Age, with some model experiments indicating that CFR methodologies enhance the statistical likelihood of achieving larger mean differences between independent 300-year periods in the region. All of the characteristics experiments (PPEs). Over the last decade, PPEs have emerged as an important tool for evaluating the performance of methods used to reconstruct the climate of the Common Era and the dependence of reconstruction fidelity on various characteristics of proxy networks, calibration data and proxy noise (for a review see Smerdon (2012) ). Despite a considerable amount of research employing PPE frameworks, these efforts have overwhelmingly relied on only two fully-coupled forced transient simulations of the last millennium that have been available for a decade or more. The first simulation, called ERIK1, was completed with the GKSS ECHO-G model (González-Rouco et al. 2003) and initially used in PPEs by von Storch et al. (2004) . Similarly, the NCAR CCSM1.4 model was used by Ammann et al. (2007) to perform a last-millennium simulation that was originally employed by Mann et al. (2005) in a PPE framework. Although some control simulations and shorter forced-transient simulations also have been used for PPEs, the ECHO-G and CCSM1.4 simulations, in addition to an updated ERIK2 LM simulation using the same ECHO-G model , have formed the basis of almost all PPEs to date (Smerdon 2012) .
Herein, for the first time, five of the newly available CMIP5/PMIP3 LM simulations are used to derive a comprehensive set of PPEs, testing four widely applied climate field reconstruction (CFR) methods. Two categories of reconstruction techniques are often discussed in the literature, the first of which involves index methods that target indices such as Northern Hemisphere (NH; e.g. Moberg et al. 2005; Hegerl et al. 2007; Mann et al. 2008; Christiansen and Ljungqvist 2012) or global mean temperatures (Mann et al. 2008) . CFR methods comprise the second category, which target spatial maps of reconstructed temperatures typically expressed on a regular latitude-longitude grid (e.g. Mann et al. 2009a; hereinafter M09) . While both approaches have their merit, the promise of CFR methods is in their ability to estimate spatial patterns of temperature variability and change, thus providing more detailed dynamical insights. Our focus is therefore specifically on the field performance of derived CFRs, an emphasis that has only recently received attention in the pseudoproxy literature (Smerdon et al. 2008a (Smerdon et al. , 2010a (Smerdon et al. , 2011 Li and Smerdon 2012; Annan and Hargreaves 2012; Dannenberg and Wise 2013; Steiger et al. 2014; Wang et al. 2014; Evans et al. 2014) . Note also that our discussion herein is specific to global and hemispheric temperature reconstructions and PPEs, in contrast to the many regional CFRs and PPEs that have targeted multiple climatic variables (e.g. Evans et al. 2002; Cook and Krusic 2004; Luterbacher et al. 2002 Luterbacher et al. , 2004 Pauling et al. 2003; Cook et al. 2010; Neukom et al. 2010; Riedwyl et al. 2009; Werner et al. 2013 ; PAGES 2k Consortium 2013; Anchukaitis et al. 2013; Tingley and Huybers 2010) .
Given the importance of the spatial information estimated in CFRs, assessments of the field skill associated with applied CFR methods are critical for evaluating the robustness of the derived spatiotemporal information. There nevertheless are relatively few assessments that have used PPEs to test the spatial skill of CFR methods. While some studies have reported summaries of field statistics or provided spatial plots of limited assessment metrics (e.g. Mann et al. 2005 Mann et al. , 2007 Rutherford et al. 2003) , most evaluations of CFR methods using PPEs have focused primarily on their ability to derive skillful NH or global mean indices. Such evaluations are insufficient for assessing CFR spatial performance (Smerdon et al. 2011; Smerdon 2012) . In the last several years, however, a growing number of studies have used PPEs to explicitly evaluate the spatial performance of hemispheric or global CFRs (Smerdon et al. 2008a (Smerdon et al. , 2010a (Smerdon et al. , 2011 Li and Smerdon 2012; Annan and Hargreaves 2012; Dannenberg and Wise 2013; Steiger et al. 2014; Wang et al. 2014; Evans et al. 2014; Guillot et al. 2015) . Among the various conclusions of these studies, important spatial errors have been demonstrated in CFRs derived from a range of state-of-the-art methods and these errors are expressed relatively consistently across all techniques. The magnitude of error has been shown to be dependent on the character and level of noise in pseudoproxy networks, the pseudoproxy distributions and availability back in time, whether the pseudoproxies sample univariate or multivariate climate characteristics, and method-specific parameter choices such as the degree of regularization in multivariate regression formulations. This collection of studies therefore has pointed to the need to vet the spatial performance of currently applied CFR techniques using more realistic PPE designs, while more directly connecting outcomes of PPEs to interpretations of real-world reconstruction products.
Despite the growing body of work that focuses on the spatial performance of CFR methods, an underappreciated influence on these assessments is the spatiotemporal character of the modeled climate field that forms the basis of the PPE. An early-articulated (e.g. Mann et al. 2005 ) and fundamental assumption of PPE designs based on GCM simulations is that the models reasonably represent the spatiotemporal characteristics of the actual climate. With regard to the most common simulations used in PPE frameworks, namely forced-transient simulations that adopt plausible historical forcing scenarios, it is not necessary that the simulated trajectory or internal variability follow the exact historical trajectory of climate over the last millennium. Nevertheless, the relevance of PPE findings to interpretations of real-world reconstructions is dependent on the ability of models to reasonably capture the spatiotemporal characteristics of the targeted climate field. These characteristics include, inter alia, teleconnection patterns and their temporal variability, the character of spectral power in the field and its spatial distribution, and the magnitude of simulated differences between the mean climate in the modern period (~1850-present), i.e. the typical calibration interval used in CFRs, and earlier periods during the last millennium. While it is impossible to perfectly characterize each of these climatic attributes-indeed a central pursuit of paleoclimatology is an attempt to provide estimates of these unknown quantities from proxy information-it is also true that state-of-the-art GCMs are variable in terms of how they simulate these various climate characteristics. For example, the spatial pattern and temporal stationarity of teleconnections between the tropical Pacific and regions of the global climate field can vary widely across the CMIP5/ PMIP3 ensemble (Coats et al. 2013b (Coats et al. , 2015a Lewis and LeGrande 2015) . In lieu of an ability to define with certainty the true spatiotemporal characteristics of the climate on multi-decadal-to-centennial timescales, the best option is therefore to test the dependence of PPE results over an ensemble of model simulations. Such a multi-model approach can highlight how the spatiotemporal characteristics of a given target field may influence the magnitude and spatial characteristics of the errors in CFRs as quantified by PPEs.
Multi-model approaches have not yet been widely applied in PPEs, particularly in attempts to assess the spatial performance of CFRs. Mann et al. (2007) presented PPE results using the ECHO-G ERIK1 and CCSM1.4 simulations and Christiansen et al. (2009) sampled a single simulation using a phase-randomizing procedure to create an ensemble of test climates characterized by the same spatiotemporal structures of the original simulation. Both of these studies noted the potential for PPE results to vary based on the simulation or ensemble member employed, but the studies focused primarily on the ability of CFRs to estimate robust hemispheric mean temperatures. Smerdon et al. (2011) first reported differences in the spatial performance of CFR methods that were dependent on the underlying model field using the ECHO-G ERIK2 and CCSM1.4 LM simulations. This preliminary result sets the stage for the current study in which an ensemble of CMIP5/PMIP3 simulations are used to construct a collection of PPEs in a homogenous framework to test four CFR methods. Similarities and differences in the performance of each CFR method are tracked across the model ensemble as a demonstration of how the underlying spatiotemporal characteristics of the target field may influence PPE assessments. We later focus specifically on the spectral fidelity of derived reconstructions and the model-dependent tendency for CFRs to enhance the mean difference between the Medieval Climate Anomaly (MCA) and the Little Ice Age (LIA). We conclude by providing recommendations on how to further test the influence of specific spatiotemporal characteristics in the target field on CFR performance and how our findings should be interpreted in terms of realworld reconstructions.
Data and methods

Model data and PPE design
The PPEs performed in this study use LM (note that we use LM as the acronym for the last millennium simulations used herein, but the CMIP5/PMIP3 designation for this particular modeling experiment is 'past1000') and historical simulations from five modeling centers as configured and implemented in CMIP5/PMIP3: the Beijing Climate Center CSM1.1 model (hereinafter BCC), the National Center for Atmospheric Research Community Climate System version 4 model (hereinafter CCSM), the Goddard Institute for Space Studies E2-R model (hereinafter GISS), the Institute Pierre-Simon Laplace CM5A-LR model (hereinafter IPSL) and the Max-Plank Institute ESM-LR model (hereinafter MPI). The LM simulations span the period 850-1850 C.E. and are forced with reconstructed time-varying exogenous forcings (Schmidt et al. 2011) ; the first ensemble member of the CMIP5 historical runs spanning the period 1850-2005 C.E. are appended to the LM simulations to produce model results from 850 to 2005 C.E. Although the appended simulations are not continuous, both the historical and LM simulations are generated using the same model configurations and resolutions. If the simulations have no drift, the discontinuity at 1850 C.E. should fall within the range of simulated climate variability, although all modes of variability will not be in phase across the discontinuity, particularily low-frequency modes such as the Atlantic Multidecadal Oscillation. A drift in the early centuries of the GISS LM simulation (Bothe et al. 2013) does not impact the discontinuity at 1850 C.E. and the uncorrected GISS LM simulation has been included in the collection of analyzed model output. The annual means of the modeled surface temperature fields are interpolated to even 5° latitude-longitude grids from which all samplings are performed (Smerdon et al. 2008b) . For the reconstruction target field, each modeled temperature field is subsampled to approximate available instrumental temperature grids in the Brohan et al. (2006) surface temperature dataset resulting in a total of 1732 grid cells in the global field (Mann et al. 2008) .
Pseudoproxies are sampled once from the 283 grid points that contain at least one proxy in the most populated nest of the M09 multiproxy network; all pseudoproxies are taken as available for the entire reconstruction interval and all are constructed from the mean annual surface temperature field of each simulation. This framework updates previous PPEs that have tested CFR performance using the Mann et al. (1998) multi-proxy network as the basis for pseudoproxy sampling (e.g. von Storch et al. 2004 Mann et al. 2005 Mann et al. , 2007 Smerdon and Kaplan 2007; Smerdon et al. 2008a Smerdon et al. , 2010a Smerdon et al. , b, 2011 Christiansen et al. 2009 ), while complementing more recent work that either included preliminary results using pseudoproxy sampling approximating the M09 network (Smerdon et al. 2011) or used more comprehensive and realistic PPE designs that emulate the M09 network within the older CCSM1.4 (Wang et al. 2014 ) and ECHO-G ERIK2 (Evans et al. 2014 ) LM simulations.
The sampled pseudoproxies are perturbed at four whitenoise levels to construct the pseudoproxy networks: signalto-noise ratios (SNRs) of infinity (no noise), 1.0, 0.5 and 0.25, by standard deviation. Typical proxy records are estimated to have SNRs in the range of 0.5-0.25 (e.g. Mann et al. 2007; Wang et al. 2014 ). In all model cases, the same realization of 283 Gaussian white-noise series are used to perturb the pseudoproxy network and each noise level is achieved by rescaling the variance of the noise matrix to produce the desired SNR (Smerdon 2012) . All tested methods are calibrated from 1850 to 1995 C.E., in keeping with the calibration interval employed by M09. Note that this again is an updated convention relative to many previous PPE frameworks that used a shorter calibration interval from 1856 to 1980 C.E.; all validation statistics are calculated during the reconstruction interval from 850 to 1849 C.E.
The above conventions are simplifications of realworld conditions. The noise in real proxies is typically multivariate (i.e. sensitive to climate variables in addition to temperature), non-stationary, and autocorrelated (e.g., Jacoby and D'Arrigo 1995; Briffa et al. 1998; Esper et al. 2005; Evans et al. 2002; Anchukaitis et al. 2006; Franke et al. 2013) , while proxy sensitivity is typically seasonally dependent (e.g. Pauling et al. 2003; St. George et al. 2010) . The modeled climates are considered to reasonably mimic real-world field statistics, but important features such as the strength and character of teleconnections vary across simulations and can be different from observations (e.g. Coats et al. 2013b ). The adopted experimental setup therefore can be considered a best-case scenario for real-world conditions, whereas additional modifications to the PPE framework to more fully mimic real-world proxies will only degrade the CFR skill (e.g. von Storch et al. 2004 Mann et al. 2007; Wang et al. 2014; Evans et al. 2014 ).
CFR methods
Multivariate linear regression is the underlying formalism of most CFR methods used to date, although the last several years have seen important applications of newly emerging techniques (e.g. Tingley and Huybers 2010; Tingley et al. 2012; Steiger et al. 2014; Guillot et al. 2015) . The basic approach of these linear regression methods relates a matrix of climate proxies to a matrix of climate data during a common time interval (generally termed the calibration interval) using a linear model. While this formalism is straightforward and well documented, it works best when the problem is overdetermined; that is, the time dimension is much larger than the spatial dimension, which allows the covariances to be more reliably estimated. This is typically not the case for most CFR scenarios, however, in which the number of target variables usually exceeds the time dimension, yielding a rank-deficient problem. For most global or NH CFRs, the number of grid cells in the climate field is typically on the order of many hundreds or a few thousands, while the observational record usually contains 150 annual fields or less. These conditions thus warrant some form of regularization. Published linear regression methods for large-scale temperature CFRs vary primarily in the form of this regularization and the manner in which the amount of regularization is chosen. We employ herein several of 35, 35, 50 (21, 33, 33) 36, 45, 50 (21, 27, 38) 29, 35, 49 (29, 35, 49) 34, 37, 50 (34, 37, 50) 37, 42, 50 (21, 22, 49) 1.0 37, 38, 50 (29, 38, 50) 41, 48, 50 (26, 48, 34) 31, 31, 50 (26, 26, 34) 40, 50, 50 (30, 50, 33) 27, 27, 49 (25, 27, 49) 0.5 32, 40, 33 (24, 42, 29) 34, 48, 34 (10, 48, 11) 29, 50, 35 (11, 50, 14) 25, 39, 38 (18, 49, 20) 29, 41, 32 (10, 50, 11) 0.25 10, 45, 10 (7, 45, 7) 11, 40, 12 (5, 44, 5) 14, 48, 14 (3, 48, 3) 12, 44, 16 (2, 47, 2) 10, 41, 11 (7, 41, 9) the most commonly applied regularized linear regression techniques and describe their basic approaches in the following subsections.
RegEM-TTLS
We perform CFRs using two versions of regularized expectation maximization (RegEM) that both employ truncated total least squares (RegEM-TTLS) for regularization (Schneider 2001; Mann et al. 2007 ). The first is a standard version of RegEM-TTLS as originally described by Schneider (2001) and the second is the hybrid version applied by M09. The hybrid convention calibrates the multiproxy network on the target temperature field in split spectral domains by first separating the target field and the multiproxy (or pseudoproxy) network into high and low-frequency components. We follow the M09 convention by splitting these two domains at the 20-year period using a ten-point butterworth filter. The hybrid reconstruction is then derived by calibrating the pseudoproxy network in the two frequency domains using the RegEM-TTLS algorithm and subsequently combining the reconstructions from each domain to derive a complete field [see Mann et al. (2005 Mann et al. ( , 2007 for further description of the hybrid method]. Throughout the remainder of this study, the standard RegEM-TTLS approach will be referred to as the RegEM-TTLS method and the hybrid approach as the M09 method. Note also that differences between reconstructions derived from the hybrid and standard versions of the RegEM method have been reported to be minimal Mann et al. 2005 Mann et al. , 2007 Smerdon et al. 2011) , although the importance of hybrid calibrations on the skill of the derived reconstructions has been debated (Rutherford et al. 2010; Christiansen et al. 2010) . A linear fit to the log-eigenvalue spectrum is used to determine the truncation parameter for the RegEM-TTLS CFRs in the same manner that was advocated by Mann et al. (2007) for the high-frequency component of their derived hybrid reconstructions. For the M09 CFRs, a linear fit to the log-eigenvalue spectrum was again used to determine the truncation parameter for the high-frequency component of the reconstructions, while the low-frequency truncation was determined by selecting the eigenvalue rank yielding 33 % of the cumulative variance in the low-frequency field. This percentage of retained cumulative variance is reduced from 50 %, as originally adopted by Mann et al. (2007) ; the value of 33 % has since been advanced by Rutherford et al. (2010) and M09 as more appropriate. A value of 10 −4 was used for the stagnation tolerance and the inflation parameter was set to one for all versions of the RegEM CFRs.
Ridge regression
We apply standard ridge regressions (Hoerl and Kennard 1970) for the ridge regression CFRs in this study. The application of a single ridge regression was used by Smerdon et al. (2011) , but is otherwise a break from earlier studies that have used ridge regression as the form of regularization in the iterative RegEM algorithm (RegEMRidge). The application of RegEM-Ridge for the purpose of CFRs for the Common Era has been discussed in detail in various publications (Schneider 2001; Mann et al. 2005; Smerdon and Kaplan 2007; Lee et al. 2007; Smerdon et al. 2008a Smerdon et al. , 2010a Christiansen et al. 2009 ). We use standard ridge regression instead of RegEM-Ridge herein, because the iterative RegEM result converges to the single ridge regression result in the special case of our PPE design, namely when missing values comprise a single and regular block in the data matrix. Again in keeping with Smerdon et al. (2011) , we determine the value of the ridge parameter for the single ridge regressions in the same manner applied by Schneider (2001) in RegEM-Ridge, that is, by minimization of the generalized cross validation (GCV) function (Golub et al. 1979) . GCV selections of the ridge parameter in the ridge regression CFRs at all SNRs are provided in Table 1 .
Canonical correlation analysis
Canonical correlation analysis (CCA) was applied as described in Smerdon et al. (2010a) . Dimensions of the proxy and instrumental fields were both reduced by eigenvalue truncation, as were the number of retained canonical coefficients. These dimensional reductions were selected based on 'leave-half-out' cross-validation statistics, as described by Smerdon et al. (2010a) . The CCA dimensional selections are given in Table 2 for the minimum cross-validation root mean squared error (RMSE), as well as those achieved for preferred dimensions taken as the first local minimum of the cross-validation RMSE to guard against artificial skill (Smerdon et al. 2010a ). The preferred dimensions are used in all of the CCA CFRs in this study. For those cases in which the preferred dimensional selections were different from those of the absolute minimum RMSE, the mean RMSE is increased by only several thousandths of a Kelvin degree.
Evaluations of reconstruction performance 3.1 Correlation coefficients
Maps of the correlation coefficients (Pearson's r) calculated during the reconstruction interval (850-1849 C.E.) between the derived CFRs and the true model targets are plotted in Table 3 Mean local correlation coefficient during the verification interval for all reconstructions and models in this study Numbers given in bold correspond to the best performance within each model experiment for each noise level Numbers shown in parenthesis are from Smerdon et al. (2011) for a CCA PPE that used the older CCSM1.4 LM simulation, the same spatial sampling convention used herein for the pseudoproxy network and target field, and a shorter calibration interval Table 3 for all noise levels. The spatial patterns in the derived correlation fields are relatively consistent across all four methods within each model experiment and share many similarities with the patterns presented by Smerdon et al. (2011) using earlier LM simulations, a comparable collection of methods, and a sparser pseudoproxy network approximating the Mann et al. (1998) multiproxy distribution. One exception is that in all but the BCC model experiment, the correlation patterns reveal significant skill in tropical regions where limited pseudoproxy sampling exists. This skill throughout the tropics is in contrast to the more limited reconstruction skill in the same regions presented by Smerdon et al. (2011) , indicating either improved sampling of the tropical teleconnections in the newer M09 network or stronger teleconnections between the tropics and pseudoproxy sampling locations in the new generation of models. The BCC experiments, and to some extent those from the GISS model, nevertheless indicate that the enhanced tropical skill is model dependent and therefore not solely a product of the spatial sampling of the pseudoproxy network or CFR method. Additional features of the correlation maps in Fig. 1 include the now well-noted tendency for all methods to yield the largest correlation coefficients in regions of dense pseudoproxy sampling (Smerdon et al. 2011; Annan and Hargreaves 2012; Dannenberg and Wise 2013; Steiger et al. 2014; Wang et al. 2014; Evans et al. 2014 ). This robust performance feature is not only consistent across all methods, it is observed for all model experiments in this study. The regions containing the lowest correlation coefficient values are again in keeping with the earlier Smerdon et al. (2011) results and occur over the sparsely sampled Southern Hemisphere, while some experiments yield low values in the extratropical oceans as well. These reconstruction deficiencies occur despite a broader spatial sampling in the emulated M09 pseudoproxy network and highlight the continued need for improved proxy sampling of the Southern Hemisphere and oceans. Overall methodological performance, as represented by the mean of the global correlation coefficient fields (Table 3) , is consistent across all of the model experiments. CCA and ridge regression modestly outperform the RegEM methods, but the latter methods collectively return the largest mean correlations across all models for the highest noise level. Interestingly, Smerdon et al. (2011) performed one CCA PPE with exactly the same pseudoproxy sampling used herein, but employed a shorter calibration interval (1856 ( -1990 and the older CCSM1.4 simulation. The mean results for this experiment are reported in Table 3 and indicate consistently less skill than Fig. 1 , but for biases, that is, the mean differences between the CFRs and the true model fields during the reconstruction interval. The additional left column is the true mean difference between the calibration and validation intervals in each model derived in the newer CCSM PPE, providing another example of the differences that arise based on the underlying spatiotemporal characteristics of the model simulation (although some reductions are likely due to a calibration interval that was shorter by 11 years).
Mean biases
Mean biases during the reconstruction interval are present in all CFRs (Fig. 2) , but the magnitude and patterns of these biases are variable across methods and model experiments. CCA and ridge regression CFRs tend to be most consistently biased warm, while the two RegEM methods tend to generate CFRs that are more balanced by warm and cold biased regions. The GISS PPEs are an exception to the former rule, and to a lesser extent the IPSL results, in which CCA and ridge regression also tend to produce more balanced warm and cold biases in the CFRs. It was argued in Smerdon et al. (2011) that mean biases generally reflect the differences between the calibration and reconstruction interval means, which are also provided in Fig. 2 . This observation is consistent with the results presented herein, although the tendency of the mean biases in the CFRs to reflect calibration-reconstruction interval mean differences is somewhat model dependent. For instance, there is a clear relationship between the patterns in the GISS model, while the relationship is much less evident in the BCC PPEs. Note that in some cases the mean bias patterns in the CFR appear to reflect a centered version of the calibration-reconstruction interval mean differences in the models, many of which present overall warmer conditions in the calibration interval relative to the reconstruction interval. The globally averaged mean biases (Table 4) indicate that the RegEM-TTLS and M09 methods are generally least biased at smaller SNR levels, while CCA and ridge regression have similar or smaller average mean biases at higher SNRs; all methods nevertheless yield regional and aggregate CFRs with means different from the target. Notably, these biases are one statistic of the M09 CFRs that show a marked improvement over the RegEM-TTLS method, even though the overall errors in the M09 CFRs are not necessarily reduced relative to other methods (Table 5) ; this finding is consistent with Smerdon et al. (2011) who demonstrated the same result in PPEs derived from earlier model simulations. As we discuss in Sect. 3.6, the important implication of the mean bias patterns is the possibility that large biases exist in dynamically important regions, examples of which can be seen across multiple methods and model experiments in Fig. 2. 
Changes in reconstructed spectral power
Variance losses are expected for linear CFR methods that blend signal and error variances as a characteristic of formulation (e.g. von Storch et al. 2004 ). All derived CFRs suffer variance losses (Table 6) , the patterns of which vary appreciably between methods and models (Fig. 3) . Ridge regression and CCA display similar patterns within each model experiment (Fig. 3) , although variance losses are larger for ridge regression. These two methods generally exhibit the wellbehaved characteristic of preserving more variance in regions where correlation coefficients are largest, but this is not as clearly the case across all models as was reported in Smerdon et al. (2011) . For instance, the pattern of standard deviation ratios in BCC is maximized through the tropics, and is less pronounced through the dense pseudoproxy sampling regions of North America and Europe. This is in contrast to the patterns of correlation coefficients, which are all maximized in the dense pseudoproxy sampling regions in the BCC experiments. The RegEM-TTLS and M09 CFRs exhibit the largest standard deviation ratios throughout all of the model experiments, but more consistently enhance variance in areas where correlation coefficients are small. This is particularly true through the tropics and subtropics across almost all of the models, indicating that much of the variance in the RegEM-TTLS and M09 experiments is associated with noise. The standard deviation ratios in Fig. 3 do not indicate which part of the spectral domain preserves the targeted variance. We quantify the proportion of preserved high and low-frequency variance by plotting the standard deviation ratios between the CFRs and model truth in high and low-frequency domains split at the 20-year period using a ten-point butterworth filter (Figs. 4, 5, respectively) . A comparison between Figs. 3, 4 and 5 indicates that all of the methods preserve or enhance low-frequency variability in regions where variance preservation is maximized (Fig. 3, e. g. the tropics and subtropics), while reducing highfrequency variability in those regions (see also Tables 6, 7). This uneven influence on variability in the CFRs changes the ratio of spectral power in the estimated climate field, such that the power spectra of the time series in the affected grid cells is reddened relative to the true model field. This is further illustrated in Fig. 6 , which plots the difference between the scaling exponent, β, of the spectral density in the CFRs and target model field (e.g. Huybers and Curry 2006; Franke et al. 2013) . Red regions of the maps in Fig. 6 are those areas where the reconstruction methodologies and/or the spectral sampling biases of the pseudoproxy network cause the derived CFR to be redder than the true model field; blue regions are the areas where the CFR is bluer than truth. These results indicate that the estimated spectral biases of a derived CFR are expressed in complicated spatial patterns and that a simple rule-of-thumb characterization about how reconstruction methodologies influence the spectral characteristics of a climate field may be difficult. For instance, Franke et al. (2013) use previous literature to argue that reconstruction methods bias reconstruction spectra blue, but such a characterization is clearly not the case for the global CFRs considered herein. Specifically, the widespread reddening of the tropics in the derived CFRs argue that methodologies or spatial sampling can in fact redden the reconstructed field, thereby enhancing the red biases that Franke et al. (2013) argue to be inherent in tree-ring proxies. In this context, it should be noted that all of the pseudoproxies in this study have used only Gaussian white-noise perturbations. The overall impact on the spectral power of each pseudoproxy should therefore be minimal, but any effect would tend to make the pseudoproxies more blue. The red biases evident in Fig. 6 therefore must be a product of either the CFR methodology or spatial sampling biases, and not because of any biases inherent in the pseudoproxies themselves, i.e. the kinds of biases that were most directly investigated by Franke et al. (2013) . 
RMSE
Total CFR RMSE tends to be a trade off between the preserved signal variance and biases (Wang et al. 2014) . Despite the relative performance across the evaluated methods in preserved variance, standard deviation ratios and biases, the total error across CFRs within a given model are all quite similar (Table 5) , as are the spatial patterns (Fig. 7) . Additionally, the mean RMSE for a given method and SNR across all of the model experiments is typically very similar in magnitude, and by consequence the relative increase in RMSE with pseudoproxy noise is also consistent across models (Table 5) . Despite the relative consistency in RMSE, the CCA and ridge regression methods generate CFRs with the smallest total errors at low and intermediate noise levels, while the two RegEM methods yield the smallest total error for the highest noise case (SNR = 0.25). These results indicate that no single CFR method can be considered to have universally beneficial characteristics, and more generally that the choice of CFR method will involve a trade off in respective errors.
Global Mean Index performance
The timeseries of area-weighted global mean temperature for the reconstruction methodologies are plotted in Fig. 8 . While each method is largely successful at reconstructing global temperature at low noise levels (mean correlations across all models and methods of ~0.9 for the infinite and 1.0 SNRs in Table 8 ), there are inter-model and methodological differences particularly at high noise levels. For instance, global temperature appears more difficult to reconstruct in models with weak global temperature variability such as BCC and to a lesser degree GISS and IPSL (right panels of Fig. 8 ). At high noise levels, however, the RegEM-based CFR methodologies in all models capture better the timing and magnitude of global temperature variability, with the M09 framework being particularly successful ( Fig. 8 ; Table 8 ). These results suggest that while no single reconstruction methodology is best able to capture the characteristics of the full climate field, the RegEMbased methods are most skillful at reconstructing the features of global temperature indices at realistic noise levels.
MCA and LIA mean differences in the tropical Pacific
Herein we evaluate the implications of regional errors in the derived CFRs in the context of a prominent dynamical interpretation of the M09 CFR: a cold tropical Pacific during the MCA (950-1250) relative to the LIA (1400-1700), which is evident in the full temperature field reconstruction and in the mean Niño3 (2.5°S-2.5°N, 92.5°W-147.5°W) index extracted from the CFR. This result has buoyed hypotheses that a La Niña-like (or anomalously cool) tropical Pacific was the dominant driver of megadroughts in the southwest of North America, all of which occurred during the MCA (e.g. Cook et al. 2007; Herweijer et al. 2007) . It is important to note that the current generation of GCMs does not simulate a forced radiative response in the tropical Pacific during the MCA and differences between MCA and LIA periods in LM simulations do not match the pattern in the M09 CFR (e.g. M09; González-Rouco et al. 2011 ).
It is difficult to determine, however, whether this disagreement between models and the reconstruction is because models do not capture a forced response in the tropical Pacific, the forcing used to drive the model simulations is unrealistic, the MCA La-Niña conditions suggested by Fig. 1 , but for the ratio between the high-frequency (<20-year periods) sample standard deviations estimated in the reconstruction interval for each CFR and the true model fields.
The spectral separation of the high-frequency domain in each of the model fields was done using a ten-point butterworth filter the reconstruction are in error, or the La-Niña conditions during the MCA were the product of internal variability. In the case of the latter, it has been shown that some models simulate megadroughts that are consistently associated with cold-states in the tropical Pacific arising from internal variability (Coats et al. 2013a (Coats et al. , 2015a .
Despite the ambiguity of the causes of megadroughts in the past, the present pseudoproxy results can be used to evaluate the robustness of MCA-LIA mean differences from the perspective of whether or not spatial errors in derived CFRs may increase or decrease the probability of estimating MCA-LIA differences that are of the same Fig. 1 , but for the ratio between the low-frequency (>20-year periods) sample standard deviations estimated in the reconstruction interval for each CFR and the true model fields. The spectral separation of the low-frequency domain in each of the model fields was done using a ten-point butterworth filter Table 7 Mean low (high)-frequency standard deviation ratios during the verification interval for all reconstructions and models using pseudoproxies with an SNR of 0. magnitude as estimated by M09. Toward such ends, we ask three questions in our subsequent analyses: (1) Do models simulate paired 300-year periods (the length of the MCA and LIA defined in M09) with temperature differences in the tropical Pacific that are as large as those between the MCA and LIA in the M09 reconstructed Niño3 SST index? (2) If these periods exist in the simulations, are they altered significantly by the errors introduced by the CFR methodologies? and (3) Are the spatial patterns of the full temperature field for these periods indicative of a La Niña-like tropical Pacific? Figure 9 plots the MCA-LIA mean differences in the true model simulations and the CFRs derived in each PPE across all methods and models. The true model differences further confirm what has been demonstrated elsewhere (e.g. M09; González-Rouco et al. 2011) , namely that the employed GCMs do not simulate a colder tropical Pacific during the MCA, relative to the LIA. Similarly, the derived CFRs do not generate estimates of MCA tropical Pacific temperature that are colder than the LIA. More subtle differences are noted, however, in the patterns of MCA-LIA mean differences in all of the CFRs relative to the model truths. The GISS-based PPEs, for instance, all generate CFRs with a pronounced cold region of the northern Pacific that is not present in the true model field, while underestimating the warm differences in the northern Atlantic. One caveat for the GISS results is that the MCA is the period most affected by the drift in the simulation (Bothe et al. 2013) , and the MCA-LIA difference patterns therefore may be a product of the drift. It is less likely, however, that the drift is relevant for dissimilarities between the true model MCA-LIA difference pattern and those in the CFRs, in light of the fact that each of the CFR methods reproduce the early period of the GISS simulation in the global mean (Fig. 8) . Regardless of the particular details Fig. 1 , but for the difference between the scaling exponent, β, of the spectral density values estimated in the reconstructions and target model fields of each simulation, the collective implication of Fig. 9 is that errors in derived CFRs can alter the estimated mean differences between various temporal periods and should be interpreted cautiously.
To focus more specifically on the tropical Pacific, we evaluate the difference between the MCA and LIA in the Niño3 SST index derived from M09, the value of which is 0.21 °C. For comparison, we randomly choose two independent 300-year periods between 850 and 1850 C.E., repeated 1000 times, from both the true model simulations and the associated M09 pseudoproxy CFRs from the SNR = 0.5 experiments. Figure 10 plots the fraction of the time that the squared difference between the two randomly drawn periods in the mean Niño3 SST indices is as large as the difference in M09 (differences are squared to avoid the arbitrary distinction of which period is warmer or colder in this experiment). Only the IPSL model contains any paired periods in which the true simulation has a mean Niño3 temperature difference that is equal or greater than the MCA-LIA difference in M09. More remarkably, however, the CCSM and GISS experiments both yield pseudoproxy CFRs using the M09 method that generate periods in which the differences in the Niño3 SST index are above the value of the MCA-LIA difference in M09, even when the true model simulations contain no such periods. For the IPSL model, the number of these periods in the CFR is reduced relative to the true model field, while the BCC and MPI experiments include no periods with differences that exceeded the M09 MCA-LIA value in either the true model simulations or the M09 pseudoproxy CFRs. Figure 11 shows the squared difference in the mean Niño3 SST index from the true model output for all randomly selected 300-year pairs in which the CFR derived from the M09 method has a squared difference of at least 0.044°C 2 (the actual value of the MCA-LIA squared difference from the M09 reconstructed Niño3 SST index). The figure clearly illustrates that the squared difference in the true model output from the CCSM and GISS simulations is smaller than the squared difference in the associated M09 pseudoproxy CFR in every case. This is particularly stark in the GISS simulation, in which the value of the true model output doesn't reach half the value of even the smallest difference in the associated M09 pseudoproxy CFR. The IPSL simulation exhibits the opposite behavior, with the squared difference being larger for the true model output than the M09 pseudoproxy CFR. Importantly, this result indicates that the M09 methodology can itself produce large temperature differences in the tropical Pacific between 300-year periods. While the direction of this behavior is model dependent, these results indicate the potential for CFRs to produce temperature differences in the tropical Pacific that are in excess of the model truth. Figure 12 shows the composite of the difference in the average temperature field for all paired 300-year periods in which the M09 pseudoproxy CFRs produced a squared difference in the Niño3 SST index that is as large as the MCA-LIA value in M09. To maintain consistency with M09, the temperature difference was calculated by subtracting the average reconstructed grid point temperature for the 300-year period with the warmer Niño3 index mean from the period with the colder Niño3 index mean. While M09 suggests a La Niña-like tropical Pacific and positive temperatures (relative to the LIA) outside of the tropical Pacific, none of the models reproduce these characteristics in the true difference composites shown in Fig. 12 . This is also the case for the M09 pseudoproxy CFRs, with the exception of GISS, which does have a warm extratropical Pacific in the pseudoproxy CFR difference composite, despite the fact that the feature is not present in the true model output. For the tropics, the pseudoproxy CFR difference composite is weakly La Niña-like for every model, but this is not the case for the actual CCSM and GISS output and the magnitude is less pronounced in the true model output for IPSL. These results indicate that the M09 CFR method can itself produce a La Niña-like spatial footprint, when in fact the Niño3 temperature difference is the consequence of globally cooler temperatures that are not La Niña-like in character.
Collectively, these results further imply what was suggested by Wang et al. (2014) : the M09 CFR method and associated proxy sampling distribution, while likely successful at capturing global and hemispheric temperature variability, generates errors on regional spatial scales that complicate interpretations of the actual M09 CFR. Specifically, the M09 CFR method has been shown herein to produce unrealistically large centennial-scale tropical Pacific temperature changes and a spatial footprint of temperature variability that is erroneously La Niña-like in character in some models. While these results are indeed synthetic and model dependent, they suggest that regionally and dynamically specific features of current CFRs must be interpreted carefully and definitive statements about MCA-LIA dynamical conditions derived from these CFRs are currently difficult to justify.
Conclusions
The spatial performance of four CFR methods identifies some limits on the ability of currently employed multivariate linear techniques to extract information from sparse and noisy observations. No single method produced CFRs with universally advantageous characteristics, and it is difficult to advocate for the singular benefit of one method over another. Hybrid CFR methodologies also do not appear to circumvent the noted deficiencies, despite the fact that these methods are the most successful in reproducing global and hemispheric mean temperature indices. Global means are nevertheless insufficient for evaluating the spatial performance of CFR methods given that skillful global mean reconstructions do not generally track success in various spatial assessment metrics. Smerdon et al. (2011) also noted that correlation coefficients are largest in regions of densest pseudoproxy sampling, an observation that is supported by our results, but specific model dependencies indicate the importance of evaluating CFR methods with multiple model-based PPEs. Specifically, comparison between the spatiotemporal characteristics in employed model fields and observed climate fields appears essential for determining the applicability of PPEs to assessments of real-world CFRs. A comprehensive PPE using multiple last millennium simulations (as has been completed herein) combined with instrumental and paleoclimate information on the true climate system is therefore necessary to ascertain the likelihood of the model-specific spatial errors occurring in actual CFRs.
There are nevertheless general conclusions that can be made from the PPEs derived herein about the likely errors inherent to CFRs. Firstly, the tested CFR methods can alter the ratio of spectral power at all locations in the field. While the patterns of these biases are largely model dependent, large negative and positive biases in the ratio of spectral power are both possible. This contradicts the Franke et al. (2013) regarding the likelihood that blue spectral biases are imposed specifically by CFR methods and suggests that they can in fact redden climate signals, independent of any biases inherent to the employed proxy network. This is especially important to emphasize because it raises the possibility that strong, natural low-frequency variability in the Pacific (e.g., Emile-Geay et al. 2013a, b; Ault et al. 2013a ) arises solely as an artifact of reconstruction methodology, and does not reflect true variations in decadal to centennial variability in the climate system. This possibility needs to be investigated further because it would consequently provide more confidence in the performance of current LM climate model simulations and hence allow more confidence in model projections of climate change in the future.
Secondly, all of the methods tested herein yield regional and aggregate CFRs with means different from the target field, often in regions of considerable dynamical importance. The clear implication of these results is that regionally specific features of CFRs must to be interpreted carefully, especially with regard to their dynamic implications (e.g. Mann et al. 2009a, b; Rahmstorf et al. 2015) . More explicitly, however, the impact of biases in CFRs was tested herein with regard to a prominent dynamical conclusion derived from the M09 CFR associated with a La Niña-like tropical Pacific during the MCA. For some models, we have demonstrated the potential for the M09 CFR methodology to alter the magnitude and pattern of temperature differences in the tropical Pacific within PPEs. These impacts can increase the likelihood that temperature differences between 300-year periods in the Niño3 index will be on the order of the differences observed in the actual M09 CFR, even in models that do not inherently simulate such differences. These differences are nevertheless very unlikely in the native model simulations, and still relatively unlikely in the biased CFRs derived from the M09 method. Our PPE observations are, however, cause for caution and indicate that more uncertainty assessments are necessary before definitive dynamic statements can be derived from the current generation of global CFRs and their characterization of MCA-LIA differences. Thirdly, it should be underscored that all of the results presented herein are based on PPE designs that are arguably best-case scenarios. We have used white noise perturbations to temperature-only pseudoproxies that span the entire reconstruction interval. We also have used a calibration interval that matches the period used by M09, but invariably would need to be shortened for most methods that reserve a portion of the instrumental data to calculate cross-validation statistics. PPEs that have adopted more complicated and realistic frameworks, such as multivariate pseudoproxies (Evans et al. 2014) , heterogeneously declining sampling density in pseudoproxy networks (Wang et al. 2014) , and pseudoproxy noise perturbations with frequency-dependent spectral densities (e.g. von Storch et al. 2004) , have all shown additional skill reductions relative to the simpler PPE design used herein. One exception has been noted by Wang et al. (2014) who found that a few pseudoproxies with high SNRs, in an otherwise noisy network, could improve skill throughout much of the reconstructed field; the application of uniform SNRs within our pseudoproxy networks therefore may be one element of our design that is overly pessimistic. On balance, however, our PPE design likely lends itself to the most optimistic assessment of CFR performance. For instance, pseudoproxies constructed with noise perturbations that have frequency-dependent spectral densities, such as red noise models, are likely to worsen and complicate the patterns of spectral biases characterized in Figs. 4, 5 and 6. It therefore is imperative to further test our results, particularly in a multi-model context, for their dependence on these various PPE design choices, despite the fact that our findings, even under a best-case scenario, already indicate important spatial errors in CFRs derived with the evaluated methods.
In conclusion, we have shown the importance of multimodel evaluations of CFR spatial skill, which ultimately has implications for how PPEs are interpreted in real-world contexts. The now large and growing ensemble of multicentury (and longer) forced and control simulations from models with diverse dynamic characteristics allows for a wide range of PPE assessments of CFRs and their uncertainties. In particular, one approach will involve defining a regional or dynamically specific hypothesis about pre-instrumental climate based on a real-world CFR, the robustness of which could then be evaluated using multiple LM simulations in a PPE framework to assess the potential impact of model-based features and proxy characteristics. Important model features include teleconnection stationarity, forcing sensitivity, forcing uncertainty, the magnitudes of forced and internal variability, and the simulated expressions of atmospheric variability. When coupled with more traditional methodological evaluations and dependencies on proxy features such as inherent noise, network distributions and temporal density, the expanded collection of LM simulations will therefore enhance the ability of PPEs to test the impacts of dynamical uncertainties, and their connections to other reconstruction uncertainties, on hypotheses that arise from real-world CFRs.
