A statistical setup based on the mixed distribution of rain rate provides the quadratic relationship between the rain rate variance and the probability that rain rate exceeds a fixed threshold level.
Introduction
Indirect estimation of rain rate through satellite observations gives a great challenge to the field of statistics.
Stimulation has been brought by the Tropical Rainfall Measuring Mission (TRMM) project.
Among recent studies on the statistical estimation of rain characteristics, Kedem, Chiu and Karni (1990, hereafter KCK) , Kedem, Chiu and North (1990, hereafter KCN) and Kedem and Pavlopoulos (1991, hereafter KP) have provided a statistical explanation of Chiu's (1988) remarkable empirical fact, which is the basis of the threshold method, that there is a high correlation between the areaaverage rain rate and the fractional area covered by rain rate exceeding a fixed threshold level.
Chiu's approach is closely connected with that of the area-time integral (Doneaud et al., 1984) and a study by Atlas et al. (1990) and Rosenfeld et al. (1990) . The Height-Area Rainfall Threshold (HART) method includes the stratification of the data and utilizes the effective efficiency, defined by using the water vapor mixing ratios at the base and top of the storm.
The statistical setup of KCK, KCN and KP is based on the mixed distribution of rain rate, which is a mixture of the discrete distribution taking 0 (no rain) with positive probability and the positive continuous distribution, conditional on rain. KP have introduced the maximum likelihood approach to choose the optimal threshold. An application of KP's second procedure to the case of the area rain 1993 , Meteorological Society of Japan rate lath moment has been given by Short, Shimizu and Kedem (1993, hereafter 55K) . Using the Global Atmospheric Research Program, Atlantic Tropical Experiment (GATE), Phase I data set, SSK show the agreement between theoretically and empirically determined optimal thresholds for estimating the first and second moments. The lognormal distribution as the continuous part was most representative between gamma, inverse Gaussian and lognormal distributions. The present paper focuses on the statistical estimation of another characteristic measure, the variance of area rain rate, by the threshold method. It mainly aims to present theoretical aspects. The measure represents the dispersion of a rain rate distribution and may be significant on a realization of rain fields. From a meteorological point of view, some knowledge of the variance of rain rate within an area can be useful to modelers and analysts. For example, a low area-average rain rate with low variance suggests a stratiform rain regime, while the same area average with a high variance suggests a convective environment. The convective and stratiform conditions may be associated with distinctly different vertical profiles of latent heating, a quantity of significance to model initialization and forecasting. The degree to which thresholding methods can distinguish between convective and stratiform regimes is beyond the scope of the present paper, but may be worthy of future investigation.
Under the statistical setup that rain rate follows a mixed-type non-negative distribution, Section 2 briefly describes the linear relationship between the lath moment of a rain rate distribution and the probability that rain rate exceeds a fixed threshold level T (>0). This expression leads to the quadratic relationship, shown in Section 3, between the variance and the probability that rain rate exceeds T. Choosing optimal threshold levels is important for estimating rain characteristics by the threshold method. In fact, in Chiu's finding for the GATE I data set, the right choice of the threshold level T=5(mm/hr) leads to a squared correlation of 98 %, but the squared correlation for T=0 drops to 78 %. Section 4 shows an example of empirically determined single optimal thresholds for the GATE I and Darwin data sets. Section 5 provides a theoretical basis for choosing optimal thresholds and proposes single-and double-threshold methods for estimating the area rain rate variance. Section 6 compares theoretically determined optimal thresholds for the twoparameter lognormal, gamma and inverse Gaussian distributions with those empirically determined. In Section 7 we summarize the paper and state conclusions with discussions.
The linear relationship
The statistical setup of the present paper follows KP. Let A represent a given region, where rain rate is observed, and [0, T] a specific period. The set A x [0, T] constitutes the sample space. The random variable X(w), w-(a, t), a E A, t E [0, T], over SZ represents an instantaneous rain rate measurement which takes the value in [0, oc). Thus, X is a nonnegative random variable. Fix t, and let Xt (a) be the non-negative random variable representing rain rate over the region A at time t. We suppose that Xt is of a mixed type. This means that Xt takes the value 0 (no rain) with positive probability 1-pt (0 <pt<1), i.e., Pr (Xt=0)=1-Pt, which is equivalent to the fact that Pt denotes the probability of rain, and, conditional on rain, it has a positive continuous distribution whose distribution function is Ft (x, 9t), i. e.,
where 9t is a (vector) parameter. Thus, the distribution function, G(x), of Xt is represented by
where H(x) stands for a step function such that H(x) =1ifx>0 and 0 ifx<0. It is clear that G(x) vanishes for x<0. The density function of Ft (x, 9t) is denoted by f t (x, 9t)=Ft (x, 9t), x>0. KP have introduced the homogeneity assumption, which states that the continuous part of the distribution of Xt is homogeneous in time and space: Ft(x, 9t)-F(x, 9) or ft(x, 9t)-f (x, 9) for all tE [0, T], but no similar assumption is made on pt. The assumption is supported by KCN's discussion. Thus, conditional on rain, Xt has the positive continuous distribution function F (x, 9) with density function f (x, 9).
KP have shown that the expected value of Xt is linearly dependent on the probability that the rain rate exceeds a fixed threshold level r (>0): 
provided that Xt admits the population kth moment, where, under the homogeneity assumption, E(XtXt>0) ( T, ( t(t) xf(x, 9)dx f(x, 9)dx T for all t E [0, T]. Note that, 3(k, T, 9) is an increasing function of T>0. Equation (2) includes Eq. (1) as a special case (k=1) and can be used to explain the linear estimation of the area-average rain rate kth moment from the fraction of the area covered by rain rate exceeding a given threshold T:
where/3(k, T, 9) is a constant for each given r and <I [Xt>r] >denotes the fractional area. Here 9 is considered to be a known (vector) parameter. We note that the result is along the line of Kedem and Short (1989) . Under the homogeneity assumption, they have derived simple linear relationships between the area-average rain rate and the area average of any function of rain rate.
The quadratic relationship
It may be useful for further characterization of rain fields to introduce the variance, a measure of dispersion, of a rain rate distribution in addition to the kth moment. Since the variance of Xt can be represented by Var(Xt)=E(X2)-{E(X)}2 t and the kth moment of Xt is linearly expressible with respect to Pr(Xt>r) as seen in Eq. (2), we have
where E(XtIXt>0). 31(T, 9)=T, 9)=P r(Xt>TfXt>0 and 32(T,9)=[3(1,r,9)]2 E(XtIXt>0)2 Pr(Xt>rXt>0)
Here iii (r, 9) and, Q2 (T, 9) are independent of pt, the probability of rain at time t; these depend only on the continuous part of the distribution and the threshold level T. Equation (3) implies that the rain rate variance is quadratically expressed by the probability that rain rate exceeds r, Eq. (3) forms a striking contrast to Eq. (2). Since the sign of/32(r, 0) is minus, Var(Xt) is a concave function with respect to Pr(Xt>r).
It may be noteworthy to point out that the quadratic relationship above is naturally derived from the mixed distributional modeling of rain rate. The quadratic relationship does not contradict the linear relationships of Kedem and Short (1989) . Equation (3) can be interpreted as a linear relationship with respect to the variables Pr(Xt>T) and {Pr(Xt>r)}2. However, we do not take this interpretation in the present paper.
It has already been firmly established by SSK that theoretically determined optimal thresholds (k =1, 2) by the maximum likelihood approach of KP agree with empirically determined optimal thresholds for the GATE I data set. Even when we choose optimal thresholds for the variance estimation, we expect that the theory sufficiently explains observations.
Empirical study
An empirical example of the single-threshold method (Eq. (5)), whose theoretical aspects will be described in Section 5, is shown in Fig. 1 . The fractional coverage of rain rates exceeding 31mm/hr, which is a single optimal threshold level as shown below, is plotted versus area-average rain rate variance for the GATE I data set. The estimated quadratic regression curve is concave; the observation agrees with the theory. The theoretical quadratic curve, Fig. 1 . Area-average rain rate variance versus fractional coverage of rain rates exceeding 31mm/hr with an estimated quadratic regression curve for the GATE I data set.
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Journal of the Meteorological Society of Japan Vol. 71, No. 6 Eq. (3), includes no intercept term, but the fitted curve contains a small intercept term. From the scatter diagram some curvature is evident by eye, which is in contrast to the linear relationship of the area-average rain rate first and second moments, empirically observed in Section 2 of SSK. Figure 2 shows the root-mean-square (RMS) error, determined from quadratic regression, versus threshold for the GATE I (diamonds) and Darwin (boxes) data sets. The Darwin rain gauge data set is described in detail in Short et al. (1993b) . The optimal thresholds are 31 (GATE I) and 47 (Darwin) mm/hr. The optimal threshold at Darwin is quite high but is not surprising because the conditional mean rain rate there is about 7.65mm/hr with a second moment of about 307 (mm/hr) 2 while the statistics from the GATE I data have a conditional first moment of 4mm/hr and a second moment of 65 (mm/hr)2.
5. An optimal choice of the threshold level
Preliminaries
This section provides a theoretical approach for choosing optimal threshold levels for the quadratic estimation of the area rain rate variance. To introduce the double-threshold method as well as the single, we consider two thresholds, ri and T2, and two terms, 31 (T1, 8) and 92 (T2, 8), shown in Section 3. Noting that t1 (T1, 8) and/32(r2, 8) are dependent on the continuous part of the distribution and independent of the probability of rain, we shall consider a sequence of independent and identically distributed positive continuous random variables, Y1, Yn, whose distribution function is F(x, 8), conditional on rain. Let 8 be the maximum likelihood estimator (MLE) of O from Y1, Y. Then /31 (rl, 8) and /32 (T2, 8) are the MLEs of 31 (T1, 8) and /32 (r2, 8), respectively, because of the invariance property of the MLE. They may most likely be mutually statistically dependent.
To evaluate the asymptotic variance-covariance matrix between, Qi (Ti, 8) and, Q2 (r2 8), we use the following Proposition (Multivariate 6 method; cf. Bishop et al., 1980, p. 492) .
Let 8=(81, 9T) be a T-dimensional vector parameter and 8n=(8n1, 0 T)a T-dimensional random vector. Assume that 8n has an asymptotic T-dimensional normal distribution in the sense that We assume that g has a differential at 8 and write ag/a8, the RxT matrix whose elements consist (8) LNR (0, (ag/aO)E(6)(ag/ae)), n--oo. (4) We shall deal with the case where the continuous part of the mixed rain rate distribution is one of the two-parameter lognormal, gamma and inverse Gaussian distributions. Thus, 9 is two-dimensional and denoted by 9=(Oi, 92). Let I(9) denote the Fisher information matrix, which is a 2x2 positive definite symmetric matrix. The inverse matrix of I (9) is denoted by I-1(9). Since the MLE, 9, of 9 has an asymptotic normal distribution in the sense that 99L N2 (0,I-1(o.)), n--*00, the asymptotic distribution of (3 (r1, 9), /32(T2, 9))' is, from Eq. (4), n t1(Tl, e)t1(Tl, 9) 2(T2, 9) $2 (T2, 9) L N2 (o, V (T1, T2, 8)), n->00 with asymptotic variance-covariance matrix a3l (Tl, 9) ai3l (T1, e) V(e) T1, T2, -5/3 2(r2, 9) ai32 (T2, e) 12 at Tl, 9 ai32 T2, 8) xI-1(e) a T, e a 2T2 9 1(1) i3 392 2
The single-threshold method
In Section 4 we have already shown an empirical quadratic estimation of the area-average rain rate variance by using a single optimal threshold level. This is the basis of the proposed single-threshold method. The following maximum likelihood approach for selecting optimal thresholds gives a theoretical explanation.
Set T1=T2(=T). By analogy with the choice of an optimal threshold for the area-average rain rate kth moment, we select a threshold level which minimizes the asymptotic generalized variance, V (T, T, 9), or which minimizes the normalized asymptotic generalized variance, IV(r, T, 9) I /{/31(T, 9)i32 (T, 9)}2, with respect to T. When Topt denotes a single optimal threshold level, the rain rate variance is, under the homogeneity assumption, approximated by
where<I [Xt>Topt] >stands for the fraction of the area covered by rain rate exceeding Topt for fixed timet, and 8 the known vector parameter of a positive continuous distribution which is assumed to fit rain rate-conditional on rain-over the area investigated.
The double-threshold method
The double-threshold method uses a pair, (ri,opt, T2, opt), of optimal thresholds. The problem is how to select these. The following gives a theoretical explanation. We select thresholds that minimize the asymptotic generalized variance, V(T1, T2, 9), the determinant of the asymptotic variance-covariance matrix of (i3i (r1, 9), 32 (T2, 9)) or the normalized asymptotic generalized variance, V(T1, r2, 9) /{i31('rl,O)j32(r2,9)}2, with respect to Ti and T2. The former is a bivariate version of KP's Procedure I, minimizing the asymptotic variance for the MLE of the slope; the latter would correspond to Procedure II, minimizing the asymptotic normalized variance, of KP.
Let Tl,opt and T2,opt be the determined optimal threshold levels. Then the rain rate variance can be approximated by For the actual use of the single-and doublethreshold methods, we study further their statistical aspects in the next section. Kedem and Chiu (1987) model rain rate by using a stochastic regression model and show that rain rate is asymptotically distributed according to a lognormal distribution under some conditions. In fact, it is known that the GATE I data set shows a good agreement between theory and observations. Lognormal, gamma and inverse Gaussian distributions are positive, continuous and skewed to the right, and their density functions resemble each other after the adjustment of the parameters by using the method of moment matching. Tail behaviors of the distributions, however, are much different, so that the distributions can represent different rain patterns. Some evidence shows that the frequency distribution of non-zero rainfall per experimental unit such as a day or a storm tend to be J-shaped, with a long tail. For instance, Neyman and Scott (1967) report that, whether seeded or not seeded in the Swiss, Whitetop, and Arizona weather modification experiments, the non-zero precipitation amounts follow a J-shaped gamma distribution. Thus, this section compares empirically determined optimal thresholds with theoretically determined optimal thresholds derived from the statistical modeling based on lognormal, gamma and inverse Gaussian distributions of rain rate.
Comparison between theory and observations

The lognormal case
The probability density function of the twoparameter lognormal distribution is defined by 1 (logx-u)2 f (x, e)=exp-2Q2,x>0, 0'x with 6=(ii, o-), -oo<u<oc, a>0. Since the shape factors are functions of a, a is commonly called the shape parameter, while exp (u) is the scale parameter. SSK have shown that the mixed lognormal distribution is most representative between the gamma, inverse Gaussian and lognormal distributions in comparing empirical results from the GATE I data with theoretical predictions of optimal thresholds for the area rain rate first and second moments. If Xt is distributed as the mixed lognormal distribution, the variance of Xt is represented by Var(Xt)=Pt exp (2u+2x72)-pt exp (2u+a2). These parameter values are the same as those used in SSK, which are chosen by the method of moments to match conditional first and second rain rate moments, 4 mm/hr and 65 (mm/hr)2, empirically obtained from the GATE I data.
First consider the single-threshold method. Figures 3a and 3b respectively show the behavior of IV(T,T,a)I and IVfr,T,e)I /{i3i(r, o)t32(T, O)}2i a minimum occurs at about 1.98mm/hr with a local minimum near 42.4mm/hr and a minimum at about 42.4mm/hr with a local minimum near 1.92 mm/hr. The minimal values are considerably different depending on the criteria. However, we should adopt the second criterion because it would correspond to a bivariate version of Procedure II by KP and an empirical study in Section 4 shows an optimal threshold of 31mm/hr. The optimal threshold level for the lognormal case is rather higher than one empirically determined. Second consider the double-threshold method. We take the case when T1=26 and T2 =5.5(mm/hr), which are respectively the optimal thresholds determined by SSK for estimating the area rain rate second and first moments for the GATE-like rain. Figure 4a (Fig. 4a) and about 26mm/hr (Fig. 4b) . This means that when T1=26, an optimal r2 is 5.5 and that when T2=5.5, an optimal Tl is 26. Figures 3a, 3b and 4a, 4b also show that a single threshold r=42.4 is as effective as a pair of double thresholds T1=26 and T2=5.5 because the values of IV(TI, T2,0)I/{'81(Tl, 0)/32(72,0)}2 at (T1, T2) _(26,5.5) and at (42.4, 42.4) are about the same. However, the above fact does not yet mean that a single threshold T=42.4 or a pair of double thresholds (Tl , T2)=(26, 5.5) is optimal among all of Tl and T2. Figure 5 shows the values of the normalized asymptotic generalized variance, I V (Tl, T2, 0)1 /{l31(T1i 0) 02 (T2i 0)}2; darker pixels mean small values. We see that there are many combinations of (T1, T2) which are optimal or near optimal, roughly equivalent to (42.4, 42.4) and (26, 5.5).
The gamma case
The two-parameter gamma distribution has the probability density function defined by xa-le-atex>0, f (x,0)=F(a) with 0=(ca, A), a, A>0, which forms the continuous part of the mixed distribution. Here a and 1/A respectively represent the shape and scale parameters. If Xt follows the mixed gamma distribution, the variance of Xt is where W'(denotes the tri-gamma function, and the derivatives of/3 (r1, 9) and 132('r2, 0) with respect to a and A should give the asymptotic variancecovariance matrix, V (T1, r2, 0), for the MLEs of t1(T1, 9) and /32(T2, 9).
Figures 6a and 6b respectively show the asymptotic generalized variance, IV(r, r, 9) I, and the normalized asymptotic generalized variance, IV(, TT, 9) I {i31(T, 9)i32 (T, 9)}2, with gamma parameters a= 0.33 (J-shaped frequency distribution) and 1/A= 12.25 for the GATE-like rain. Figure 6a shows that the optimal threshold is approximately 2.2mm/hr with a local minimum about 24.8mm/hr; Figure 6b shows a minimum at about 24.8mm/hr, while it also shows a local minimum near 2.3 mm/hr. From the same reason as in Subsection 6.1, an optimal threshold level for the single-threshold method is 24.8mm/hr, a little bit smaller than 31mm/hr, the empirical optimal threshold. Under the criterion minimizing the normalized asymptotic generalized variance, performance of the single optimal threshold is equal to that of a combination (18.8, 7.8) , the optimal thresholds determined by SSK for estimating the rain rate second and first moments.
The inverse Gaussian case
The inverse Gaussian distribution has the probability density function Figure 7a shows a minimum at about 1.2mm/hr with a local minimum near 27.4 mm/hr and Fig. 7b shows a minimum at about 27.4 mm/hr with a local minimum near 1.2mm/hr. We get 27.4mm/hr as a single optimal threshold, which has equal performance to (24, 7.2) determined by SSK for estimating the rain rate second and first moments. The tendency is similar to those of the lognormal and gamma cases.
Summary and conclusions
Since Chiu's (1988) systematic empirical study on the linear relationship between the area-average rain rate and the fractional area covered by rain rate exceeding a fixed threshold level, Kedem et al. (1990a, b) and Kedem and Pavlopoulos (1991) have developed statistical aspects of the threshold method. More recently, Short et al. (1993a) pointed out the fact that the lath moment of a mixed-type rain rate distribution is linearly expressed by the probability that the rain rate exceeds a fixed threshold level and applied the theory to the GATE I data.
The present paper discusses some practical applications of second-moment information. The rain rate variance, a dispersion measure of the distribution, is expressible by using the first and second moments. As a result, it is shown that the variance is quadratically expressed by the probabilty that the rain rate exceeds a fixed threshold level. This is a great contrast to the case of the lath moment. The paper asserts that the variance is an important measure for characterizing rain fields, proposes the single-and double-threshold methods for estimating the variance of area rain rate, and determines theoretical optimal thresholds for lognormal, gamma and inverse Gaussian distributions as the theoretical distribution of rain rate. Optimal thresholds for other distributions such as the hyper-gamma distribution (Suzuki, 1964) and a parametric family (Pavlopoulos and Kedem, 1992) including the left shifted and truncated lognormal distribution as a special case should be studied in the future.
The following is observed in the paper. The theoretical optimal threshold for the quadratic singlethreshold method increases from the gamma (G) to lognormal (LN) via inverse Gaussian (IG) distribu- An illustration shows that, for the quadratic estimation of the area rain rate variance, a single optimal threshold is, at least theoretically, as effective as a combination of the optimal thresholds for estimating the area rain rate first and second moments and that there are many combinations of optimal or near optimal thresholds. For the actual use of the double-threshold method, however, we recommend to utilize the optimal thresholds, T1, opt and T2, opt, for linearly estimating the area-average rain rate second and first moments by the threshold method. This means that/3i (r1, opt, 8) and/32 ('r2,opt, 8) are, respectively, replaced by, Q(2,ri,opt) and-{3(1,T2,opt)}2 in Eq. (6), where X3(2, Ti,opt) denotes the slope for estimating the area rain rate second moment and Q(1, T2,opt) the slope for the first moment.
