Abstract In earlier studies involving simulation of the Fergus River flows in Ireland, the conceptual Soil Moisture Accounting and Routing (SMAR) model had been found to consistently outperform a number of black-box models. Subsequently, in investigating any loss of flow through this catchment's subsurface karstic features, it was verified from the overall long-term water balance that such losses were substantial. This raised the awkward question of why the volume-conservative SMAR model had performed so well on this considerably non-conservative catchment. Further analyses revealed that, to compensate for the excess volume of total runoff generated by the model's conservative water balance component, the memory length of the surface runoff response function had been unrealistically curtailed in the optimization process, effectively truncating that function and thereby violating the conservation property of the routing process. This embarrassing revelation called for reconsideration of the model structure to account more sensibly for actual losses, while still achieving high model efficiency. This paper highlights not only the discovery of the karstic Fergus catchment as a "hydrological monster", in the context of the SMAR model, but also why conservative models perform poorly in such cases. In an attempt to "tame the monster", better simulation of the observed flows was achieved by conceptually adapting the SMAR model, in a pragmatic empirical manner, by simply modifying its water balance component.
INTRODUCTION
This study, involving the karstic Fergus catchment in Ireland, was motivated by an earlier investigation (O'Connor et al., 2001 ) on the problems of flooding of the town of Ennis, in County Clare, through which the Fergus River flows before discharging into its estuary. In that investigation of the deterministic hydrological behaviour of this catchment, involving the application of the conceptual Soil Moisture Accounting and Routing (SMAR) model, it was reported that, amongst all models tested, the best performance in simulation was achieved by the SMAR model, which displayed a high degree of matching of the hydrograph and of the longterm recorded volumes. However, a subsequent analysis revealed that the model was seriously deficient in handling the losses from the Fergus catchment, where the subsurface karstic features accounted for the major component of these losses. This deficiency had originally escaped detection because it was coupled with a complementary distortion in the structure of the surface runoff routing component of the SMAR model, whereby, to compensate for the substantial excess volume of generated runoff produced by its water balance component (through neglect of unrecorded losses), the memory length associated with the linear surface runoff routing component of the model, i.e. the effective duration of its unit-pulse response function, was inadvertently curtailed in the automatic optimization process. This curtailment, which effectively violated the volume conservation property of that routing component arising from the truncation of its unit-pulse response function and resulting in a substantially lower output volume than that of its input, had facilitated the high degree of matching of the total SMAR model output to the corresponding streamflow data. As the water balance component of the SMAR model is designed to provide estimates of the un-routed generated runoff components at each time step, the corresponding routing elements should, for consistency, be conservative so as to preserve volume through the routing process. When initially discovered, the truncation was puzzling, as, despite its severity, the model R 2 efficiency (see Appendix for definition) was still quite high. Indeed, its existence was not even suspected by O'Connor et al. (2001) because, if present, it would have been expected to significantly reduce, rather than enhance, the efficiency value. Hence, this was a classic example of "a model being right (i.e. achieving a high value of R 2 and good matching of long-term volumes) for the wrong reasons" (O'Connor, 1997) . As "the Court of Miracles of Hydrology" Workshop, held in Paris, 18-20 June 2008, focused on "hydrological monsters", defined as "catchments, hydrometerological situations and extreme events (flood and low flows) that somehow caused unexpected or apparently unsolvable problems in terms of measuring and observing, behaviour understanding and modelling, uncertainty quantification and decision making in an operational context" (http://www.cemagref.fr/ hydro-miracles/ev/context.htm) (see also the Editorial by Andréassian et al., 2010, introducing this Special Issue) , it seemed an appropriate forum in which to present the present study, treating the non-conservative Fergus catchment as a "hydrological monster" in the context of the SMAR model. Indeed, this study has wider implications in that, as most soil-moisture accounting and routing conceptual models are conservative, such models cannot be expected to perform well on "monster" catchments unless specially adapted to do so.
With the objective of achieving high model efficiency while providing a more sensible accounting of the runoff component processes, two simple alternative non-conservative variants of the SMAR model, called SMAR-NC1 and SMAR-NC2, with the term NC indicating "non-conservative", were investigated. Although simple in concept, these empirical SMAR-NC forms produced very high values of the efficiency indices, while maintaining a realistic representation of the conservative routing response function, thereby extending the range of successful application of the SMAR model to include non-conservative catchments. The physical interpretation and justification of these structural changes in the water balance component are admittedly debatable. However, we suggest that it is more reasonable in the case of a nonconservative catchment system to modify the water balance component, by relaxing the conservation principle, in order to reduce the total volume of generated runoff while still preserving conservation in the routing process, thereby making the model "right for lesswrong reasons".
It may be noted here that, although in the context of the predictive capability of the SMAR model, the term "verification" was used by O'Connor et al. (2001) , the term "validation" is used here in accordance with the terminological distinction between "validation" and "verification" originally presented in Oreskes et al. (1994) and advocated by Refsgaard & Henriksen (2004) . In accordance with this distinction, a comparison of a numerical solution produced by a model with those of other analytical or numerical solution(s) is considered as "verification", whereas the procedure of demonstrating that the accuracy and predictive capability of a site-specific model lie within predefined acceptable limits of errors is considered as "validation". Thus, while O'Connor et al. (2001) obtained high model efficiency in "validation" in the context of the application of the SMAR model to the Fergus catchment, it was in the "verification" of the unit-pulse response function of its surface runoff routing component that the inapplicability of the model for flow simulation in non-conservative catchment systems was revealed. Thus the "hydrological monster" was exposed by the "verification" exercise of the SMAR model on the data of Fergus catchment in one of our later investigations, rather than by the "validation" exercise reported in the original study.
By conceptually adapting the SMAR model in a pragmatic empirical manner, as routinely done in the case of black-box models, we were better able to simulate the observed flows in the Fergus catchment. So, the SMAR variants proposed here are simply an attempt to "tame the monster" discovered in modelling the Fergus catchment system. In this paper, the logical steps from the discovery of the "monster" to its eventual taming are described. The performances of the two SMAR model variants are compared with those of the naïve Simple Linear Model (SLM), this being considered a baseline model, the quasi-linear Linear Perturbation Model (LPM) applicable to catchments exhibiting strong seasonality and the standard (conservative) SMAR model. These results show that the two proposed SMAR variants considerably outperform the other three models in simulating the flows in the karstic Fergus catchment.
In the context of integrating surface water and groundwater components within the conceptual modelling framework, there has been significant research on catchments characterized by karstic features and on areas having ephemeral or losing streams involving intensive groundwater extractions. For example, Nascimento (1995) applied a loss function to a conceptual rainfall-runoff model for simulating the flow of an ephemeral catchment in southern France. More recently, Le Moine et al. (2007) examined the applicability of a rainfall-runoff model to account for unknown inter-catchment groundwater flow over a catchment in their study of 1040 French catchments, and Le Moine et al. (2008) investigated the flow characteristics in La Rochefoucauld-Touvre karstic system in France. Ivkovic et al. (2009) introduced a groundwater store and groundwater loss terms into the dynamic spatially lumped IHACRES rainfall-runoff model (Jakeman & Hornberger, 1993) to better represent streamflow behaviour in the ephemeral Coxs Creek system of the Namoi River Basin in Australia. Herron & Croke (2009) modelled the switching off-on behaviour, evident in the observed flow record of the same Coxs Creek system, by coupling a streamflowgroundwater model to the IHACRES model. Gilfedder et al. (2009) applied a groundwater module to the WaterCAST whole-of-catchment modelling system of Cook et al. (2009) to improve the predictive capacity of surface flow models, with special emphasis on low flows, and demonstrated its usefulness in modelling low flows of the Tarcutta catchment in Australia.
CATCHMENT AND DATA CHARACTERISTICS
The River Fergus, which runs through County Clare in the west of Ireland, has a total catchment area of 1043 km 2 and a length of approx. 27 km. The catchment area, at the Ballycorey Bridge gauging site, just upstream of Ennis town, is 562 km 2 . The catchment is predominantly flat with stream networks and lakes concentrated mainly in the lower half of the catchment. Lying in the western lowlands of Ireland, the underlying karstic limestone bedrock and thin subsoil combine to produce caves, a shallow network of swallow-holes, springs, scattered ponds, and turloughs (seasonal lakes). The direction of the regional groundwater flow in the limestone is towards the River Fergus. There are a number of important groundwater features, such as streams flowing underground for part of their course through natural conduits formed in limestone, springs, etc. most of which drain into the River Fergus at Ennis town. It is therefore not surprising that part of the flow, which is unaccounted for at the Ballycorey Bridge gauging site, appears further downstream, joining the main stream at the town of Ennis. The location of the Fergus catchment, on a map of Ireland displaying the limestone regions (Geological Survey of Ireland, 2000) , is shown in Fig. 1 .
Six years (1994) (1995) (1996) (1997) (1998) (1999) of mean daily flow data at Ballycorey Bridge gauging site on the Fergus River, evapotranspiration data at Shannon Airport and rainfall data from five raingauge stations, namely Carron, Corofin, Crusheen, Kilmaley and Carheeny Bog, were used in the study. Although Shannon Airport is not within the catchment boundaries, the evapotranspiration data from the meteorological synoptic station at this airport were used because of the very small variation of daily evapotranspiration values, especially in that part of Ireland, which is very wet, and also because it is the closest site for which the daily potential evapotranspiration series calculated by the Penman formula is available (http://www.met.ie/ climate/data02.asp). The seasonal mean variations of evapotranspiration, rainfall and flow, smoothed by Fourier harmonic analysis (4 harmonics), are also shown in Fig. 1 . It is evident from Fig. 1 that the Fergus catchment exhibits strong seasonality.
A summary of the daily hydrological data of the Fergus catchment is given in Table 1 . The ratio of the difference between the mean annual values of rainfall (R m ) and flow (Q m ) to the corresponding value of mean annual evapotranspiration (E m ) is found to be 1.43, i.e. considerably larger than unity. This suggests that, in the transformation of rainfall to outflow, it is very likely that, apart from evapotranspiration losses, there is a substantial unaccounted-for loss in the case of the Fergus catchment.
THE SMAR MODEL
Before describing the logical steps from the discovery of the "monster" to its eventual "taming", as indicated in the Introduction, a brief description of the SMAR model is provided below, although details of the structure, operation and applications of this widely-tested lumped conceptual rainfall-evaporation-runoff model can be found elsewhere (Kachroo, 1992b; Gan et al., 1997; Shamseldin et al., 1997; Shamseldin & O'Connor, 1999; O'Connor et al., 2001; Goswami et al., 2002; Fazal et al., 2005) . A schematic diagram showing the structure of the standard SMAR model, incorporating the modifications suggested by Khan (1986) and Liang (1992) , is presented in Fig. 2 . In the SMAR model, it is assumed that the basin structure is analogous to a vertical stack of horizontal soil layers, each of which can contain a certain amount of moisture. The capacity of each layer is taken as 25 mm, as a default value for use with daily data, except for the bottom layer which may be less. The total water holding capacity layer depth, Z (in mm), is a parameter of the model. The observed pan (or Penman-estimated) evaporation is multiplied by a factor, T, which cannot exceed unity, this being the model parameter designed to reduce pan evaporation to potential evapotranspiration.
On rainy days, provided the rainfall exceeds the potential evapotranspiration, some runoff takes place. A fraction, H 0 , of the excess rainfall, i.e. of the rainfall minus the potential evapotranspiration, is taken as the direct generated runoff component, r 1 . H 0 is considered as being proportional either to the ratio of the available water content in the top five layers only to their capacity depth of 125 mm when the number of layers is .5, or to the ratio of the corresponding quantities in the complete stack of depth Z mm when the number of layers is 5. The constant of proportionality, denoted by H, is another parameter of the model. Of the remainder of the excess rainfall, after subtraction of the fraction H 0 , anything exceeding a threshold value Y, the model parameter conceptualized as the maximum infiltration capacity depth, becomes the second component, r 2 , of the generated surface runoff. The remaining water depth ( Y), which infiltrates into the soil layers, either reduces or eliminates any storage deficits in the layers, from the top layer downwards. Any soil moisture excess, i.e. the "spill depth" or the "layer-overflow depth" (S) still remaining after the soil layers have already been filled to their total combined capacity depth (Z), also becomes generated runoff. However, this spill depth is split into two parts by a model weighting parameter, G, with 0 G 1. One part, i.e. S Â G, constitutes the generated groundwater runoff, r g . The other part, S(1 -G), becomes the third component, r 3, of the generated surface runoff for that time step. The three components r 1 , r 2 , and r 3 are added up to produce the total generated surface runoff component, r s . For any time step in which the potential evapotranspiration exceeds the rainfall, no surface runoff is generated, i.e. r s ¼ 0. Instead, the water contained in the soil layers is depleted by evapotranspiration, in a roughly exponential pattern, from the top layer downwards. Such evapotranspiration from the first (i.e. top) layer occurs at the potential rate, and from the second layer, only on the exhaustion of the first, at the potential rate multiplied by a parameter C, where C is less than unity. On exhaustion of the second layer, the evapotranspiration demand from the third layer, if any, occurs at the potential rate multiplied by C 2 , etc.
Of the routing components r s and r g , the component r s is routed using the instantaneous unit hydrograph of the classic incomplete gamma function form (Nash, 1960) , having the shape parameter N and the lag parameter NK, to produce the outflow component, Q s. The component r g is simultaneously routed through a single linear reservoir, having the lag parameter K, to produce the corresponding outflow component, Q g . For each time step, the combined output of these two routing elements, i.e. the sum (Q s + Q g ) ¼ Q e , becomes the simulated outflow of the SMAR model.
In total, the SMAR model has nine parameters, namely Z, T, H, Y, C, G, N, NK and K g . Some of these parameters may be fixed at appropriately chosen values, while the values of the rest are usually estimated empirically by optimization to minimize the objective function in the form of the sum of the squares of the errors between the observed and estimated flows. As the potential evapotranspiration estimates available from the synoptic station at Shannon airport, rather than pan evaporation data, are used in the study, the value of the parameter T is taken as 1.0 and not subsequently optimized. Total estimated outflow, Q Layer 1 
INVESTIGATIONS LEADING TO THE SMAR MODEL ADAPTATION
For determining a priori the appropriateness of a model for application to a gauged catchment, the balance between the inputs and the output may be readily assessed from preliminary calculations based on longterm averages of rainfall, flow and evapotranspiration, and thereby the nature of the system may be investigated. O'Connor et al. (2001) had unfortunately neglected this check because the standard SMAR model appeared to work well.
Since, by definition, the mean actual evapotranspiration (as estimated by the model) is less than or equal to the corresponding mean potential evapotranspiration, and because, for the Fergus catchment data, the mean rainfall minus the mean potential evapotranspiration is found to be considerably higher than the corresponding mean flow, the model-estimated actual evapotranspiration would clearly be insufficient to reduce the model-estimated outflow volume to that of the observed flow, resulting in low model efficiency. However, the desired reduction of the mean of the SMAR-estimated flow to a value close to that of the observed flow could be achieved by the adoption of one (or a combination) of the following modifications of the model: or both routing elements by allowing their respective gain factors (i.e. runoff coefficients) to take values less than unity, these gain factors becoming additional parameters to be calibrated. (c) Allow the model-estimated evapotranspiration to exceed the mean potential evapotranspiration by removing the upper conceptual threshold value of unity in the calibration of the model parameter T, the number of parameters remaining unchanged. (d) Reduce the amount of actual rainfall, by a factor to be optimized, so that the volume produced by the model will more closely match that of the observed flow, thereby introducing an extra parameter. (e) Modify the water balance component, e.g. by allowing a fraction of its output to exit directly from the system, this fraction being an additional model parameter to be optimized, such that the mean of the remainder of its output (which is unchanged by the conservative routing component of the model), would more closely match the mean of the observed flow.
Although the first four of the above modifications are physically "unrealistic", these may still be useful as "black-box" (as distinct from conceptual) type formulations for flow simulation in non-conservative "leaky" catchments in which measuring the "reality", i.e. the leaking flux, may be extremely difficult or even impractical. In this context, it may be noted that Le Moine et al. (2008) did manage to identify a single karstic case study in France where an assessment of "reality" was possible because of a well-placed measurable karstic exsurgence. For compatibility with the conceptual modelling framework, however, only the fifth modification was chosen for further consideration in the present study. This choice, having the objective of achieving high model efficiency while providing a more sensible description of the component processes involved, resulted in a structural modification in the groundwater component of the SMAR model, called the SMAR-NC1 model. Subsequently, we tested another variant of the SMAR model, the SMAR-NC2, in an attempt to better simulate the flows in a physically more meaningful way. Although a description of these model variants in the context of modelling the Fergus and other catchments has been published in the proceedings of a conference in India (Goswami & O'Connor, 2005) , the focus in this paper is on: (i) showing in detail how the "monster" underlying the high SMAR model efficiency obtained by O'Connor et al. (2001) was exposed, thereby highlighting the value of carrying out a preliminary long-term water balance check on the data of a catchment prior to modelling; and (ii) explaining the steps taken to "tame the monster" by means of the SMAR-NC1 and SMAR-NC2 model forms, recognizing that other conceptual models can be similarly modified in application to "leaky" catchments. See, for example, the detailed study on Leaking Catchments by Le Moine et al. (2007) in which variants of both the SMAR and GR4J conceptual models were applied on 1040 French catchments.
THE SMAR-NC VARIANTS OF THE SMAR MODEL
The SMAR-NC1 and the SMAR-NC2 model forms incorporate an additional parameter F 1 to replicate, in different ways, the gain to, or loss from, a nonconservative storage system. Both variants therefore have 10 parameters, but not all need be optimized. The structure of the SMAR-NC1 model is shown in Fig. 3 . In this SMAR variant, the parameter F comes into play just in advance of the application of the G parameter of the SMAR model. Thus, in the case of the SMAR-NC1 model, the product (F Â S) constitutes the loss function, L, where S is the moisture depth in the layers in excess of the soil capacity, whereas {(1 -F) Â S Â G} and {(1 -F) Â S Â (1 -G)} become the groundwater component, r g , and the third surface runoff component, r 3 , respectively. The other parameters of the model are essentially similar in operation to those of the SMAR model. The loss component (L) defines the part of the rainfall that does not evaporate and yet does not subsequently contribute to the estimated outflow (Q e ) of the model.
For 0 , F , 1 and S . 0, there is a positive loss function (L) from the system which is not available as input to the routing component of the model. For F ¼ 1 and S . 0, we have L ¼ S and, hence, r g ¼ r 3 ¼ 0, in which case the linear reservoir routing process (and the parameter K g ) becomes redundant, so that Q e is produced solely by the routing of the surface component, r s , where r s ¼ (r 1 + r 2 ). For F ¼ 0 and S . 0, the SMAR-NC1 version reverts to the standard SMAR model and the parameter F is redundant, i.e. just prior to the routing process there is neither loss from, nor gain to, the layer-overflow depth (S). An optimized value of F , 0 for S . 0 suggests a contribution to the estimated flow (Q e ) from adjoining basins or groundwater reserves, with (r g + r 3 )
In the SMAR-NC1 model, only a fraction of S, i.e. the moisture in excess of the storage capacity Z of the soil layers, can become the loss function (L), a scenario that might not be applicable to many "leaky" catchments. As an intuitively more physical alternative, provision is made in the SMAR-NC2 model for a continuous loss function, regardless of whether the soil layers are full or only partially full, by allowing a fraction (F) of the storage content in the layers immediately following infiltration ( Y), if any (which content may be either greater than, equal to, or less than the capacity depth, Z, but may not take the value of zero), to become the loss function (L). In the structure of the SMAR-NC2 model (Fig. 4) , the operation of the parameter F in producing a positive loss function (for loss from the system) or a negative loss function (for gain to the system) is similar to that in the SMAR-NC1 form. 
Deep groundwater reserve/neighbouring groundwater basins The routing mechanisms, the objective function for optimizing the parameter values and the automatic optimization scheme of the two SMAR-NC forms are the same as those for the standard SMAR model.
MODEL APPLICATIONS
The standard "split-record evaluation procedure" was used for the calibration of each model variant, whereby a fraction of the total data record was used to calibrate the model, this period being the "calibration period". The remaining fraction of record, called the "validation period", was used for checking the consistency of performance of the calibrated model. In the context of the "split-record evaluation procedure", it may be noted that, while there appears to be no universally adopted criterion for splitting the total data set into respective calibration and validation periods, the length of record selected for calibration is generally considerably longer than that used for validation. In the present study, the whole data set is split into two-thirds and one-third parts for calibration and validation, respectively. Initially this involved considering data of the first four out of the total of six years of recorded data for calibration, with the remaining two years for validation. However, in addition, at the suggestion of one of the reviewers, with the objective of further investigating the applicability of the model to data which are not used in calibration, the last four years of data were considered for calibration with the first two years of data for validation. For brevity, as the results obtained in the present study from the application of both SMAR model variants by considering both calibration scenarios were found to be generally similar, the results involving both calibration scenarios are only presented in the case of the SMAR-NC1 model.
Having decided on the lengths of data for calibration and validation, the data starting from the first data point in the record were used for calibration. However, in order to compare "like with like" and also to allow for an arbitrarily chosen warm-up period of two months (during which time the model can reasonably be expected to diffuse the effects of any departures from the appropriate outputs arising from assumptions on the initial conditions), the model efficiency indices were evaluated, ignoring the first 95 data values of the respective calibration period. These 95 data include 59 data (31 days of January 1994 + 28 days of February 1994) for the warm-up period and 36 data for the longest of the six pre-selected memory lengths (6, 12, 18, 24, 30 and 36) considered in the study. Automatic optimisation is achieved using Genetic Algorithm (Holland, 1975; Goldberg, 1989; Wang 1991; Duan, 2003; Anctil et al. 2006) , using the least squares objective function. The standard non-dimensional Nash-Sutcliffe efficiency index, R 2 (Nash & Sutcliffe, 1970 ) is adopted for model performance evaluation. Values of the index of volumetric fit (IVF) are also provided for model efficiency comparisons. Definitions of these two efficiency indices, i.e. R 2 and IVF, and brief descriptions of the SLM and LPM are provided in the Appendix.
RESULTS AND DISCUSSION
The pulse response functions for the six pre-selected memory lengths and the corresponding values of R 2 and IVF obtained by the application of the SMAR model are shown in Fig. 5 . These results correspond to the calibration (indicated by "calib") and validation (indicated by "valid") periods comprising of the first four and the last two years of data, respectively.
In the case of the SMAR-NC1 model, the shape of the pulse response function and the graph showing the variation in the values of R 2 and IVF, as m is increased from 6 to 36 days, are shown in Fig. 6 . As in the case of the SMAR model, these results also correspond to the calibration and validation periods comprising the first four and the last two years of data, respectively. It can be seen from this figure that very high values of R 2 and values of IVF close to unity were obtained as the values of m approached 36 days, and also that the shape of the pulse response function for m ¼ 36 days was realistic. For m ¼ 36, the values of R 2 in calibration and validation were found to be 0.978 and 0.979, respectively, which are considered as being indicative of a very good model fit. The value of the parameter F of this model was positive for each of the selected values of m, with F ¼ 0.774 for m ¼ 36 days. This indicates that, for each of these values, loss from the catchment system was accounted for by the model.
For the SMAR-NC1 model, in Fig. 7 the estimated outflow (Q e ) and estimated loss (L) from the catchment system are shown plotted with the observed rainfall (R), the observed flow (Q o ) and observed evapotranspiration (E o ), each aggregated over 3-monthly periods starting from the beginning of the record of data used, are shown. The choice of the 3-monthly period instead of a smaller time interval is made only to make the plot sufficiently intelligible. It can be seen from this figure that the SMAR-NC1 model overestimated flow in 14 out of the 24 3-monthly periods, i.e. over about 58% of the period of record used, the flow in the remaining 42% of the time being underestimated. The figure also shows that the amount of loss from the catchment could be assessed in each 3-monthly period.
To investigate the performance of the SMAR-NC1 model in simulating very high flows, the observed and simulated flows around the day of occurrence of the highest and second-highest floods in the record used are shown in Fig. 8 . The plots of the observed rainfall and the flow estimated by the SMAR-NC2 model are also included. It may be observed from this figure that the SMAR-NC1 model could generally simulate the rise and fall of the hydrographs of the highest and secondhighest floods, but underestimated the peak of these two floods by 4.00% and 7.89%, respectively. Given that no model is perfect, that there is no significant over-or under-estimation in modelling these high floods, and that very high values of R 2 were obtained using the SMAR-NC1 model, its performance is considered as being satisfactory.
As described in the subsection on Model applications, the SMAR-NC1 model was also applied to the same data set, but considering the last four years of data for calibration with the first two years of data for validation. For comparison, the values of efficiency indices for each of the six pre-selected memory lengths corresponding to both sets of computations, i.e. one considering the first four years and the other considering the last four years of data for calibration, are given in Table 2 .
It can be seen from this table that, although marginal differences exist in the values of efficiency indices, these values are generally of a similar order of magnitude for both sets of tests. This observation demonstrates the robustness of the SMAR-NC1 model in the sense of its applicability in estimating flow of the Fergus catchment using input data which are not used in calibrating the model.
In Fig. 9 , for the SMAR-NC2 model, the variation of the R 2 and IVF indices with the memory length (m) and the pulse response function of the surface runoff routing component for m ¼ 36 days, are shown. These results are produced by considering the first four and the last two years of data for calibration and validation, respectively, i.e. the original split-sample scenario. Comparing Fig. 9 with Fig. 6 , it can be seen that the overall performance of the SMAR-NC2 model, while rather similar to that of the SMAR-NC1 model, is generally lower, and that the performance levels achieved in calibration and validation are considerably closer for the SMAR-NC1 model than for the SMAR-NC2 model. The latter observation also indicates the robustness of the SMAR-NC1 model in simulating flows using input data which were not used in calibrating the model.
The values of R 2 and IVF obtained from the application of the SLM, LPM, SMAR, SMAR-NC1 and SMAR-NC2 models, and some explanatory remarks, are provided in Table 3 . It may be seen from this table that, as expected, the naïve baseline SLM model has the poorest performance amongst all tested models. This is attributed to the very crude and simplified SLM representation of the outflow series as the convolution summation of the response function with the inflow series. Because of the considerable seasonality exhibited by the hydrological data series (Fig. 1) , the performance of the quasi-linear LPM is considerably higher than that of the SLM.
Although the performance of the SMAR model, with an unintentionally truncated and non-conservative surface routing pulse response function having a memory length of 12 days (the version used by O'Connor et al., 2001) , is found to be higher than that of the SMAR model constrained to having a conservative routing component with a memory length of 36 days, this higher performance is still inferior to that of the LPM. This is attributed to the failure of the standard SMAR model, designed for conservative systems, to simulate the major hydrological processes involved in the non-conservative Fergus catchment characterized by significant loss from the system despite unintentionally relaxing the conservative constraint in the surface routing process. In comparison with the performances of the SMAR-NC1 and SMAR-NC2 models, the performance of the conservative SMAR Table 3 , it is observed that the performance of the SMAR-NC1 model is best amongst all the tested models.
Overall, therefore, the SMAR-NC1 model is deemed the best amongst the tested models for simulating flows in the Fergus catchment and the attempt to tame the "hydrological monster" in the Fergus catchment through a simple adaptation of the water balance component of the SMAR model, by incorporating a loss function, is considered successful. Clearly, subsequent to the derivation of ad-hoc solutions to sitespecific problems, such as those discussed above for the karstic Fergus catchment, the next step would be to investigate the validity/generality of the considered model variants on larger data sets (see the discussion by Andréassian et al., 2009 ). In the case of the SMAR-NC model forms, it was subsequently found in a study by Goswami et al. (2007) involving regionalization procedures that these model forms were very useful for flow simulation in the "apparently non-conservative" French catchment at La Lauch à Guebwiller Station (Station code A1522020).
Another example of the progressive development of a model and its application to a larger data set following the formulation of a catchment-specific solution, similar to the development of the SMAR-NC model forms considered here, is that of Nascimento (1995) in which the GR3J model (modèle du Génie Rural à 3 paramètres au pas de temps Journalier) (Edijatno et al., 1999) was applied to an ephemeral catchment in southern France and, in order to simulate zero flows, a loss function was introduced in the routing component of the model. Subsequently, in tests on a larger catchment set under various conditions, the modified model, i.e. GR4J (modèle du Génie Rural à 4 paramètres au pas de temps Journalier), was found to be very useful in most of the catchments, yielding considerable improvements in overall performance. This loss function was therefore retained in subsequent versions of the model as it was considered to make the model more general. In the case of the SMAR-NC1 and SMAR-NC2 models, it is anticipated that, apart from being useful in a non-conservative karstic catchment such as the Fergus, these model forms may also be useful in modelling flows in catchments having physiographical peculiarities which cause a component of the flow to remain unaccounted for at the gauging site. An example of such a peculiarity would be the existence of sand and boulder formations in the riverbed just upstream of the flow-gauging site in a river which may cause water to be transported through such formations to downstream locations away from the gauging site.
CONCLUSIONS
In earlier studies, the SMAR model, applicable to conservative catchment systems, was found to simulate flows in the Fergus catchment quite satisfactorily, but subsequent analysis of the data suggested the likelihood of an unrecorded component of outflow, i.e. loss, from the catchment. Such loss of flow renders the catchment system, as defined by the observed data records, non-conservative. A review of the SMAR model structure in simulating flow of the nonconservative Fergus catchment revealed that, during optimization, the pulse response function of the surface runoff routing component was inadvertently truncated to compensate for the loss function. Thus, violating the volume conservation constraint of the routing component resulted in a reduced output from the model which more closely matched the observed flows, causing the R 2 efficiency index to attain a high value and the IVF a value close to unity. Discovery of this conceptually implausible function of the apparently highly efficient SMAR model resulted in the Fergus catchment system being classified as a "hydrological monster". With the objective of simulating the unrecorded loss from this catchment system by modifying the SMAR conceptual model, while simultaneously ensuring high model performance, the SMAR-NC1 and the SMAR-NC2 model forms were developed by simple adaptations of the water balance component of the SMAR model. These two SMAR variants, by design applicable to non-conservative systems, were found to be highly efficient in comparison with the conservative form of the SMAR model, the SLM and the LPM. Amongst the two SMAR variants, the SMAR-NC1 was found to be the best for flow simulation in the Fergus catchment. As an additional outcome of the application of the SMAR-NC1 and SMAR-NC2 models, it was possible to estimate the quantities of flow lost from such a catchment. Overall, the discovery of the "monster" led to its ultimate taming in the form of the development of these two SMAR model variants applicable for flow simulation in non-conservative catchment systems using simple concepts that can easily be applied to other conceptual models. Finally, we re-learnt the forgotten lesson to always do a preliminary water balance check for unrecorded losses and also check for catchment peculiarities such as seasonality.
APPENDIX Naïve non-parametric Simple Linear Model (SLM)
In the naïve SLM (Nash & Foley, 1981) , a linear timeinvariant relationship between the total rainfall, R i , and the total flow, Q i , is assumed. In discrete nonparametric form (Kachroo & Liang, 1992) , the SLM is expressed by the convolution summation relationship: Q i ¼ ΣR i-j+1 h j 0 + e i , in which the summation extends from i ¼ 1 to i ¼ m, m being the memory length; h j 0 is the jth discrete pulse response ordinate, to be estimated by the method of ordinary least squares (OLS); and e i the model error at the ith time instant.
Non-parametric Linear Perturbation Model (LPM)
In the seasonal-based LPM (Nash & Barsi, 1983; Kachroo et al., 1988; Kachroo & Liang, 1992) , it is presumed that, during a year in which rainfall is identical to its seasonal expectation, the outflow is also identical to its seasonal expectation; in all other years, when rainfall and flow values depart from their respective seasonal expectations, these respective departures are related by a linear time invariant system. The relationship between the input and the output departure series is expressed as: Q The Nash-Sutcliffe efficiency index (Nash & Sutcliffe, 1970) in calibration (R c 2 ) and validation (R v 2 ) are given, respectively, by:
where
Q o ð Þ i is the constant long-term average of the flow data of the calibration period of length N c ; and (Q o ) i is the observed flow at the ith data point. For each of the calibration and validation periods, the summation extends over the number of data in that period indicated by N c for calibration and N v for validation, respectively. Values of R c 2 and R v 2 are usually expressed in percentage by multiplying the above expressions by 100. This index has an upper limit of 100%, but has no lower limit. The higher the value of this index, the better is the simulation. Some researchers prefer to indicate this index by Coefficient of Efficiency (CE) rather than R 2 because of the possibility of its value being negative, and because a square term cannot be negative. However, for consistency with the symbolic representation of this index in our earlier work referenced in this paper, i.e. O'Connor et al., (2001) , we decided to retain the commonly used form of this index, i.e. R 2 , in the present paper.
Whereas the use of Q c in the expressions of R c 2 is obvious, the choice of the same Q c in the expression of R v 2 is made to facilitate a comparison of the sum of squares of model errors in validation with that which would occur when, in the absence of any model, the only forecast which could be made for the validation period would be the baseline "no-model" output given by the average value of the flow in the calibration period (Kachroo, 1992a) .
Index of volumetric fit (IVF)
The index of volumetric fit (IVF) is given by:
A value of unity of IVF indicates a perfect volumetric match of the observed flows with the estimated flow in a certain period, i.e. it indicates that the model has achieved water balance in the period of test considered.
