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THE MOTIVIC GALOIS GROUP OF MIXED TATE MOTIVES OVER Z[1/2] AND ITS
ACTION ON THE FUNDAMENTAL GROUP OF P1 \ {0,±1,∞}
MINORU HIROSE AND NOBUO SATO
Abstract. In this paper we introduce confluence relations for motivic Euler sums (also called alternating
multiple zeta values) and show that all linear relations among motivic Euler sums are exhausted by our confluence
relations. This determines all automorphisms of the de Rham fundamental torsor of P1 \ {0,±1,∞} coming
from the action of the motivic Galois group of mixed Tate motives over Z[1/2]. Moreover, we also discuss other
applications of our confluence relations such as an explicit Q-linear expansion of a given motivic Euler sum by
their basis and 2-adic integrality of the coefficients in the expansion.
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1. Introduction
1.1. Basic idea of confluence relations. The purpose of this paper is to introduce the confluence relations
for Euler sums and show their significance. First let us sketch the idea of the confluence relations. Consider the
complex function of z defined by
I(p0(z); p1(z), . . . , pk(z); pk+1(z))
where I is the iterated integral symbol and p0, . . . , pk+1 are polynomials in z. Let x be a complex number. By
making use of the differential formula
d
dz
I(p0(z); p1(z), . . . , pk(z); pk+1(z))
=
∑
ε∈{1,−1}
ε
∑
1≤i≤k
pi 6=pi+ε
d log(pi(z)− pi+ε(z))
dz
I(p0(z); p1(z), . . . , pi−1(z), pi+1(z), . . . , pk(z); pk+1(z)),
we can expand I(p0(z); p1(z), . . . , pk(z); pk+1(z)) as a C-linear sums of the functions of the forms
I(x; a1, . . . , al; z) (a1, . . . , al ∈ C)
in a certain canonical way. Then, by taking the limit z (in some generalized sense) as z goes to some point
y ∈ C of this expansion, we obtain the relations among iterated integrals which we call the confluence relations
(of general type). The simplest case of the confluence relations where x = 0, y = 1, p0, . . . , pk+1 ∈ {0, 1, z} with
p0 = 0, pk+1 = 1 gives relations among multiple zeta values, which was discussed in the authors’ previous paper
[11], which was later proved to be equivalent to Drinfeld’s pentagon equation of the KZ-associator by Furusho
[8]. In this paper, we focus on another case where x = 0, y = 1, p0, . . . , pk+1 ∈ {0,−1, z,−z2} and p0 = 0,
pk+1 = z, which yields relations among Euler sums. Then we show that the confluence relations thus obtained
has a great significance. Our main result can be viewed on the following three different levels.
1.2. Confluence relations for real-valued Euler sums and their consequences. We define the set of
indices I by
I := {(k1, . . . , kd) ∈ (Z \ {0})d | d = 0 or kd 6= 1},
and an Euler sum ζ(k) as well as its modified version ζ˜(k) by
ζ(k) :=
∑
0<m1<···<md
d∏
j=1
sgn(kj)
mj
m
|kj |
j
and ζ˜(k) := (−2)dζ(k) for k = (k1, . . . , kd) ∈ I. We call wt(k) = |k1|+ · · ·+ |kd| the weight and dep(k) = d the
depth of k. Moreover, we put
I(k, d) := {k ∈ I | wt(k) = k, dep(k) ≤ d},
ID(k, d) := {(k1, . . . , kr) ∈ I(k, d) | k1, . . . , kr−1 > 0, kr < 0, k2 ≡ · · · ≡ kr ≡ 1 (mod 2)}.
Fix k, d ≥ 0. In Part 1 of this paper, by an elementary argument using the confluence relations for Euler sums,
we prove
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Theorem (see Theorem 3.10). For any k ∈ I(k, d) \ ID(k, d), we have
ζ˜(k) =
∑
k′∈ID(k,d)
αk,k′ ζ˜(k′)
where αk,k′ are explicitly given rational numbers with odd denominators.
The above theorem is significant by the following three reasons. First, the theorem gives the upper bound
dim 〈ζ(k) | k ∈ I(k, d)〉Q ≤ #ID(k, d),
which was already shown by Deligne [6] (see also [4] where the author considers a closely related alternative for
{ζ(k) ∣∣k ∈ ID(k, d)}) by using the motivic framework, but up to now no elementary proof (=does not depend
on the theory of mixed Tate motives, Borel’s calculation of the K-groups modulo torsion, etc.) has been given.
Thus our result gives the first elementary proof of the above dimension upper bound. Second, by the method in
[6], the existence of the rational numbers αk,k′ can be proved, while the above theorem tells us more precisely
that the denominators of αk,k′ are odd. Third, the coefficients αk,k′ are given in a completely explicit way,
which enables us to obtain lots of new information about αk,k′ such as an upper bound of their denominators.
It should be emphasized that such precise results (oddness of the denominators of the coefficients and explicit
formula for the coefficients, bounding the denominator of the coefficients) seem to be unreachable by simply
extending the method in [6].
1.3. Confluence relations for motivic Euler sums and their consequences. In part 2 of this paper, we
prove that the confluence relations are also satisfied by motivic Euler sums. Here we state three remarkable
applications of the confluence relations for motivic Euler sums. For k ∈ I, ζm(k) denote the motivic Euler sum
and ζ˜m(k) := (−2)dep(k)ζm(k) its modified version. As the first application, we have the following.
Theorem (see Theorem 7.3). For any k ∈ I(k, d) \ ID(k, d), we have
ζ˜m(k) =
∑
k′∈ID(k,d)
αk,k′ ζ˜
m(k′)
where αk,k′ are the same rational numbers as in Theorem 1.2.
The second application is to fill the missing final piece of Brown’s decomposition algorithm for motivic
multiple zeta values (which also works for motivic Euler sums). In [3], Brown gives an algorithm to decompose
a motivic multiple zeta value in terms of a given basis. In [3, p54], he remarked that
“This is only an algorithm in the true sense of the word in so far as it is possible to compute
the coefficients cξ and this is the only transcendental input.”
The determination of cξ is an inevitable part of Brown’s algorithm. By computing cξ as a real number to many
digits, one can guess the numerator and denominator of cξ, but since a guess is a guess, its correctness can not
be mathematically proved, no matter how many digits one calculates. Our theorem gives the first successful
method to determine the numerator and denominator of cξ definitely. Suppose that we know the existence of
cξ such that
∑
k qkζ
m(k) = cξζm(k) for some Q-linear combination
∑
k qkζ
m(k) of motivic Euler sums. Then,
we find ∑
k
qkζ
m(k) =
∑
k
(−2)−dep(k)qkαk,(−k)ζ˜m(−k) =
∑
k
(−2)1−dep(k)(21−k − 1)qkαk,(−k)ζm(k),
and thus we get the following formula for cξ.
Theorem. If
∑
k qkζ
m(k) = c · ζm(k) for some c ∈ Q then
c =
∑
k
(−2)1−dep(k)(21−k − 1)qkαk,(−k).
Furthermore, as the third application, we shall show
Theorem. The set of relations among motivic Euler sums coincides with the set of confluence relations.
This theorem together with the Grothendieck-Teichmüller theoretical viewpoint leads us to the striking
results stated in the next section.
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1.4. Actions of the motivic Galois groups on the fundamental groups. The action of the (various types
of) Galois group to the (various types of) fundamental group of P1 \ {0, 1,∞} is one of the most important
topic in the Grothendieck–Teichmüller theory. For example, it is known that the absolute Galois group acts on
the geometric fundamental torsor of P1 \ {0, 1,∞}:
φabs : Gal(Q/Q)→ Aut(πgeom1 (P1 \ {0, 1,∞},
−→
1 0,−−→1 1)).
Belyi [1] showed that φabs is injective. However, no concrete description (e.g. via generators, defining equations
etc.) of the image φabs is known. It has been shown by Drinfeld [7] that the image φabs(Gal(Q/Q)) is contained
in the profinite Grothendieck-Teichmüller group
ĜT ⊂ Aut(πgeom1 (P1 \ {0, 1,∞},
−→
1 0,−−→1 1))
closely related to Grothendieck’s idea in [10]. However, it is not known whether φabs(Gal(Q/Q)) coincides with
ĜT or not. As another example, it is known that the motivic Galois group GMT (Z) of mixed Tate motives over
Z acts on the de Rham fundamental torsor of P1 \ {0, 1,∞}:
φ1 : GMT (Z) → Aut(πdR1 (P1 \ {0, 1,∞},
−→
1 0,−−→1 1)).
Brown [2] showed that φ1 is injective. However, again for this case, no concrete description (e.g. via generators,
defining equations etc.) of the image φ1(GMT (Z)) is known. The graded version of the Grothendieck–Teichmüller
group
GRT ⊂ Aut(πdR1 (P1 \ {0, 1,∞},
−→
1 0,−−→1 1))
is one of the most famous conjectural combinatorial description of φ1(GMT (Z)), and it is known that
φ1(GMT (Z)) ⊂ GRT.
Our main result gives a combinatorial description of φ1(GMT (Z)). More strongly, we give an exact combina-
torial description of the image of
φ2 : GMT (Z[1/2]) → Aut(πdR1 (P1 \ {0,±1,∞},
−→
1 0,−−→1 1))
where GMT (Z[1/2]) is the motivic Galois group of mixed Tate motives over Z[1/2]1. Let us explain about our
description of φ2(GMT (Z[1/2])) here. Since it is more natural to consider the Galois action on the fundamental
groupoids rather than just considering that on each fundamental torsor, we describe the former in what follows.
Let N be either 1 or 2. Then the fundamental groupoids are defined as
⊔
a,b∈B(N) aΠb
(N) with
aΠb
(N) := πdR1 (P
1 \
(
B(N) ∪ {∞}
)
, a′, b′) ≃ Spec(H(N))
(
a, b ∈ B(N)
)
where B(1) = {0, 1}, B(2) = {0, 1,−1} and 0′, 1′, −1’ denote tangential base points −→1 0, −−→1 1 and −→1 −1
respectively, and H(1) := (Q 〈e0, e1〉 ,), (resp. H(2) := (Q 〈e0, e1, e−1〉 ,)) is the commutative ring consisting
of non-commutative polynomials in two (resp. three) indeterminates equipped with the shuffle product. Then
GMT (Z[1/N ]) acts on the fundamental groupoid
⊔
a,b∈B(N) aΠb
(N), and we denote this action by
φ̂N : GMT (Z[1/N ]) → Γ(N) := Aut(
⊔
a,b∈B(N)
aΠb
(N)).
The set of Q-rational points of aΠb
(N) can be canonically identified with the set of group-like elements in R(N)
where R(1) := Q
〈〈
e0, e1
〉〉
and R(2) := Q
〈〈
e0, e1, e−1
〉〉
. For a group-like element p ∈ R(N), we write apb for
the corresponding element of aΠb
(N). Then an automorphism σ ∈ Γ(N) (with respect to the groupoid scheme
structure [g; a, b][h; b, c] = [gh; a, c]) is completely determined by its action to the elements
t0, t1 and 011 for N = 1
t0, t1, t−1, 011, and 01−1 for N = 2
where ta := a exp(e
a)a. Then the image of GMT (Z[1/N ]) in Γ(N) under φ̂N is equal to{
σ(N)m,p ∈ Γ(N)
∣∣∣(m, p) ∈ Q× × Spec(H(N)/(e1e0, ker(Lm) ∩ H(N)))}
with
σ(1)m,p(ta) = t
m
a (a ∈ {0, 1}) , σ(1)m,p(011) = 0p1
1The injectivity of φ2 was proved by Deligne [6].
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and
σ(2)m,p(ta) = t
m
a (a ∈ {0,±1}) , σ(2)m,p(011) = 0p1, σ(2)m,p(01−1) = 0τ(p)−1,
where tma = a exp(me
a)a, τ is an automorphism of H
(2) defined by τ(ea) = e−a for a ∈ {0,±1}, and Lm is a
linear map from H(2) to the set H2 of motivic Euler sums defined by
Lm(ea1 · · · eak) = Im(
−→
1 0; a1, . . . , ak;−−→1 1).
Thus φ̂N (GMT (Z[1/N ])) is completely determined by the information of ker(Lm). In this paper, we introduce
a submodule ÎCF ⊂ H(2) with explicit generators, namely, “(the non-admissible extension of) the confluence
relations of level two”, and show the following theorem.
Theorem (See Theorem 7.2). We have
ÎCF = ker(Lm).
As corollaries of this Theorem, we obtain the following descriptions of the images of the motivic Galois
groups.
Theorem 1.1. The image φ̂2(GMT (Z[1/2])) is given by
φ̂2(GMT (Z[1/2])) =
{
σ(2)m,p ∈ Γ(2)
∣∣∣(m, p) ∈ Q× × Spec(H(2)/(e1e0, ÎCF)} .
Theorem 1.2. The image φ̂1(GMT (Z)) is given by
φ̂1(GMT (Z)) =
{
σ(1)m,p ∈ Γ(1)
∣∣∣(m, p) ∈ Q× × Spec (H(1)/(e1e0, ÎCF ∩H(1))} .
Remark 1.3. The above theorems also determine the images of φ1 and φ2 since
φN (GMT (Z[1/N ])) =
{
σ |
0Π1
∣∣∣σ ∈ φ̂N (GMT (Z[1/N ]))}
where |
0Π1 means the restriction to 0Π1.
1.5. Structure of the paper. This paper is organized into two different parts. In Part 1, we specify ourselves
to (real-valued) Euler sums and their confluence relations, while Part 2 except for its last section is devoted to
prove the motivicity of confluence relations. In contrast to Part 1 where we deal with a very specific type of
hyperlogarithms and their limits, in Part 2 we work with the motivic counterpart of “limits of hyperlogarithms”
in a vast generality, thereby generalize the notion of confluence relations in a certain ultimate form and prove
their motivicity in general. Part 2 contains bunch of “reasonable” (but not trivial) lemmas and propositions
whose proofs require long calculations just to prove one “motivicity” theorem, but that is a necessary piece
to associate the results in Part 1 to their motivic counterpart, and moreover to the Grothendieck-Teichmüller
theoretic viewpoint explained above. The two parts use slightly different set-ups in accordance with their
convenience.
Part 1 consists of two sections, Sections 2 and 3. In Section 2, we give an algebraic set-up analogous to that
by Hoffman [12], and make use of the differential formula for hyperlogarithms together with a suitable limiting
process called regularized limit to define a class of (Q-linear) relations satisfied by Euler sums denote by ICF,
which we call the confluence relations of level two. Then, in Section 3, we prove Theorems 3.1 and 3.10 as goals
of Part 1.
Part 2 consists of four sections, Sections 4, 5, 6 and 7. Section 4 is devoted to preliminaries to the following
sections. In Section 5, we define motivic counterpart of “regularized limits of hyperlogarithms” and prove basic
desirable properties satisfied by those “limits”. Then in Section 6, we generalize the notion of the confluence
relation to a very general setting, and prove the motivicity of the generalized confluence relations using the
properties shown in Section 5. Finally in Section 7, we shall prove our main theorems stated above.
Part 1. Confluence relations for Euler sums
In this part, we define confluence relations for Euler sums and study their consequences.
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2. Definition of confluence relations
2.1. Iterated integrals. First of all we give an algebraic and analytic set-up for iterated integrals.
Definition 2.1. For a subset S ⊂ C, we denote by V(S) the Z-module generated by the formal symbols
{ea | a ∈ S}.
Definition 2.2. For u ∈ V(S), we define a rational 1-form ωu on P1(C) by the linearity on u and
ωea(t) =
dt
t− a .
Definition 2.3. For a ∈ P1(C) = C ∪ {∞}, we define V(a)(S) ⊂ V(S) by
V(a)(S) =
{⊕
t∈S\{a} Z · et a ∈ C∑
t,u∈S Z · (et − eu) a =∞.
Note that ωu is regular at a ∈ P1(C) if u ∈ V(a)(S).
Definition 2.4. For a subset S ⊂ C, we denote by A(S) the free non-commutative polynomial ring over Z
generated by the formal symbols {ea | a ∈ S}. In other words,
A(S) =
∞⊕
k=0
V(S)⊗k.
Definition 2.5. For a subset S ⊂ C and x, y ∈ P1(C), we set
A(x,y)(S) = Z⊕ (V(x)(S) ∩ V(y)(S))⊕ V(x)(S)A(S)V(y)(S).
Definition 2.6. Let x and y be usual or tangential base points of P1(C). We denote by πx,yS the set of homotopy
class of paths γ : [0, 1]→ P1(C) from x to y such that γ((0, 1)) ⊂ C \ S.
Definition 2.7 (Iterated integral). For x, y ∈ P1(C), γ ∈ πx,yS and u ∈ A(x,y)(S), define Iγ(x;u; y) by the
linearity for u and
Iγ(x; v1 · · · vk; y) =
∫
0<t1<···<tk<1
ωv1(γ(t1)) · · ·ωvk(γ(tk))
for v1 ∈ V(x)(S), v2, . . . , vk−1 ∈ V(S), and vk ∈ V(y)(S). Furthermore, we extend the definition of Iγ(x;u; y)
for tangential base points x and y on P1(C) and u ∈ A(S) in the usual way (see, for example, [5]).
We simply write Iγ(−) as I(−) if the choice of γ is obvious from the context.
2.2. Iterated integral expression of Euler sums and the distribution relation.
Definition 2.8. For x > 0, define a linear map
Lx : A(0,x)(R \ (0, x)) −→ R
by
Lx(ea1 · · · eak) := I(0; ea1 · · · eak ;x)
=
∫
0<t1<···<tk<x
dt1
t1 − a1 · · ·
dtk
tk − ak .
Definition 2.9. For S ⊂ {0, 1,−1}, k ∈ Z≥0 and d ∈ Z≥0 ∪ {∞}, we put A0(S) := A(0,1)(S) and
Ak,d(S) :=
⊕
a1,...,ak∈S
#{i|ai 6=0}≤d
Zea1 · · · eak ⊂ A(S)
A0k,d(S) :=
⊕
a1,...,ak∈S
#{i|ai 6=0}≤d
a1 6=0,ak 6=1
Zea1 · · · eak ⊂ A0(S).
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Definition 2.10. For S ⊂ {0, 1,−1}, define reg

: A(S)→ A0(S) as the unique linear map such that
reg

(en0  e
m
1  u) =
{
u n = m = 0
0 otherwise
for all u ∈ A0(S).
Definition 2.11. For k = (k1, . . . , kd) ∈ I, we define w(k) ∈ A0({0, 1,−1}) and w˜(k) ∈ A0({0, 1,−1}) by
w(k) := eǫ1e
|k1|−1
0 · · · eǫde|kd|−10
and w˜(k) := 2dw(k) where eǫi = sgn(ki)eǫi+1 and eǫd+1 = 1.
Now we can express an Euler sum by L1:
ζ(k) = (−1)dL1(w(k)), ζ˜(k) = L1(w˜(k)).
Definition 2.12. We define a dist : Ak,d({0, 1})→ Ak,d({0, 1,−1}) as the ring homorphism such that
dist(e0) = 2e0, dist(e1) = e1 + e−1.
Then the following equation is well-known.
Lemma 2.13 (Distribution relation). For u ∈ A0({0, 1}),
L1(u) = L1(dist(u)).
Proof. It follows from the change of variables t = s2 since dtt =
2ds
s and
dt
t−1 =
ds
s−1 +
ds
s+1 . 
2.3. Evaluation at z = 0. Let z be a real variable such that 0 < z < 1. We put
Bk,d :=
⊕
a1,...,ak∈{0,−1,z,−z
2}
a1 6=0,ak 6=z
#{i|ai 6=0}≤d
Zea1 · · · eak
and
B :=
∞⊕
k=0
Bk,∞.
Then for u ∈ B, we can regard Lz(u) as a function on 0 < z < 1. The limit limz→0 Lz(u) does not necessarily
exist, but the following regularized limit exists.
Definition 2.14 (Regularized limit). Fix a ∈ R. Suppose that f(z) behaves as
f(a± ǫ) = c0 + c1 log(ǫ) + · · ·+ cM logM (ǫ) +O(ǫ logM ǫ)
around a. Then we define the regularized limit Regz→a±0 f(z) by
Reg
z→a±0
f(z) := c0.
Note that Regz→a±0 extends the notion of the limit in the usual sense, since Regz→a±0 f(z) = limz→a±0 f(z)
if limz→a±0 f(z) exists. In this subsection, we shall define regz→0 : Bk,d → A0k,d({0, 1}) which naturally satisfies
Reg
z→+0
Lz(u) = L1( reg
z→0
u)
for u ∈ Bk,d.
Let u = ea1 · · · eak ∈ B. Note that limz→0 Lz(u) = 0 if aj = −1 for some j. Assume that aj 6= −1 for all j,
i.e.,
u ∈ B′ := B ∩ Z 〈e0, ez, e−z2〉 .
Put
B′′ := B′ ∩ (Z⊕ ezZ 〈e0, ez, e−z2〉) ,
B′′′ := B′ ∩ Z 〈e0, e−z2〉 .
Then we have
B′′ ⊗ B′′′ ≃ B′ ; u1 ⊗ u2 7→ u1 u2.
THE MOTIVIC GALOIS GROUP OF MIXED TATE MOTIVES OVER Z[1/2] 8
0 1 ∞
γ(0,1)
γ(1,1)
γ(1,∞)
Figure 2.1. The paths γ(0,1), γ(1,1) and γ(1,∞)
Then for u ∈ B′′, we have
lim
z→0
Lz(u) = lim
z→0
L1(e a1
z
· · · e ak
z
)
= L1( reg
z→0
(u))
where regz→0 is the ring homorphism determined by regz→0(e0) = regz→0(e−z2) = e0 and regz→0(ez) = e1.
Assume that u ∈ B′′′. Put w = eb1 · · · ebk ∈ C := Z⊕ e1Z 〈e0, e1〉 where bj = −ajz2 for 1 ≤ j ≤ k. Then
Lz(u) = Iγz (0;w;−
1
z
)
where γz is the straight path from 0 to −1/z. Put
C′ = Z 〈e1〉
and
C′′ = A(0,∞)({0, 1}) = Z⊕ e1 · Z 〈e0, e1〉 · (e1 − e0).
Then we have
C′ ⊗ C′′ ≃ C ; w1 ⊗ w2 7→ w1  w2.
For w = en1 ∈ C′, we have
Reg
z→+0
Iγz (0;w;−
1
z
) = Reg
z→+0
1
n!
logn
(
z + 1
z
)
=
{
1 n = 0
0 n > 0.
Assume that w ∈ C′′. Then the limit limz→0 Iγz (0;w;− 1z ) exists and equals to Iγ(0;w;−∞) where γ is the
straight path from 0 to −∞ running along −R. Let
dec : C′′ → C(0,1) ⊗ C(1,1) ⊗ C(1,∞)
be the deconcatenation map
dec(eb1 · · · ebk) :=
∑
0≤i≤j≤k
eb1 · · · ebi ⊗ ebi+1 · · · ebj ⊗ ebj+1 · · · ebk
where
C(0,1) := Z⊕ e1Z 〈e0, e1〉
C(1,1) := Z 〈e0, e1〉
C(1,∞) := Z⊕ Z 〈e0, e1〉 (e1 − e0).
Then by path decomposition formula, we have
Iγ(0;w;−∞) = Iγ(0,1)γ(1,1)γ(1,∞)(0;w; +∞) =
(
I(0,1) ⊗ I(1,1) ⊗ I(1,∞)
)
(dec(u))
where
I(0,1)(v) = Iγ(0,1)(0; v; 1
′)
I(1,1)(v) = Iγ(1,1)(1
′; v; 1′′)
I(1,∞)(v) = Iγ(1,∞)(1
′′; v;∞)
where 1′ = −−→1 1 and 1′′ = −→1 1 are tangential base points and Iγ(0,1) is the straight line from 0 to 1′, γ(1,1)→ 1
is a path from 1′ to 1′′ running on the lower half plane, and γ(1,∞) is the straight line from 1′ to ∞ (see Figure
2.1).
We have
I(0,1) = L1 ◦ reg

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on A({0, 1}). Since I(1,1)(en1 ) = (πi)
n
n! = (n+ 1)L1((e1e0)
n/2) for n: even, we have
ℜ ◦ I(1,1) = L1 ◦ τ (1,1)
where τ (1,1) : Z 〈e0, e1〉 → Z 〈e0, e1〉 is a linear map defined by
τ (1,1)(ea1 · · · eak) =
{
(k + 1)(e1e0)
k/2 a1 = · · · = ak = 1 and k is even
0 otherwise.
By the linear fractional transformation t 7→ t−1, we have
I(1,∞) = L1 ◦ reg

◦ τ (1,∞)
where τ (1,∞) : Z 〈e0, e1〉 → Z 〈e0, e1〉 is the anti-automorphism defined by τ (1,∞)(e0) = e0 and τ (1,∞)(e1) =
e0 − e1. Combining the arguments above, we can construct a map regz→0 : B → A0({0, 1}) with desirable
properties as follows.
Definition 2.15. Define regz→0 : B → A0({0, 1}) as the composite map
B e−1 7→0−−−−→ B′ uv 7→u⊗v−−−−−−−→
≃
B′′ ⊗ B′′′ regz→0⊗(ea 7→e−a/z2)−−−−−−−−−−−−−−→ A0({0, 1})⊗ C u⊗(vw) 7→u⊗v⊗w−−−−−−−−−−−−→
A0({0, 1})⊗C′⊗C′′ id⊗(e1 7→0)⊗id−−−−−−−−−→ A0({0, 1})⊗Z⊗C′′ = A0({0, 1})⊗C′′ id⊗dec−−−−→ A0({0, 1})⊗C(0,1)⊗C(1,1)⊗C(1,∞)
id⊗reg

⊗τ (1,1)⊗(reg

◦τ (1,∞))−−−−−−−−−−−−−−−−−−−−→ A0({0, 1})⊗A0({0, 1})⊗A0({0, 1})⊗A0({0, 1}) −→ A0({0, 1}).
Here, e−1 7→ 0 in the first arrow (resp. e1 7→ 0 in the fifth arrow) denotes the ring homomorphism that
annihilates the monomials containing e−1 (resp. e1), and ea 7→ e−a/z2 in the third map denotes the ring
homomorphism that maps ea to e−a/z2 for a ∈ {0,−z2}. By definition and the arguments above, we have
(2.1) Reg
z→+0
Lz(u) = L1( reg
z→0
u)
for u ∈ B. Furthermore, by the construction, we can check that
(2.2) reg
z→0
(Bk,d) ⊂ A0k,d({0, 1})
for any k, d.
2.4. Confluence relations.
Definition 2.16. Note that any monomial u = eb1 · · · ebk ∈ B can be uniquely expressed in the form
u = el1a1 · · · elrar (a1 6=a2 6=···6=arl1,l2,...,lr>0 ).
For c ∈ {0, 1,−1}, we define a linear map ∂c : B → B by
∂c(e
l1
a1 · · · elrar ) =
r∑
i=1
ordz=c
(
ai − ai+1
ai − ai−1
)
el1a1 · · · eli−1ai−1eli−1ai eli+1ai+1 · · · elrar
with a0 = 0 and ar+1 = z.
As a special case of the differential formula for a general iterated integral ([14, Lemma 3.3.30]), we obtain
(2.3)
d
dz
Lz(u) =
∑
c∈{0,1,−1}
1
z − cLz(∂cu)
for u ∈ B. It should be noted that ∂c maps Bk,d to Bk−1,d−|c| for c ∈ {0, 1,−1}.
We define a linear map Lz : A({0, 1,−1})→ R by
Lz (u) = I(0
′;u; z)
where 0′ =
−→
1 0. Note that
(2.4) Reg
z→+0
Lz (ea1 · · · eak) = δk,0,
(2.5)
d
dz
Lz (uea) =
1
z − aL

z (u).
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Definition 2.17. We define ϕ⊗ : B → A0({0, 1})⊗A({0, 1,−1}) by
ϕ⊗(u) =
∞∑
l=0
∑
c1,...,cl∈{0,1,−1}
reg
z→0
(∂c1 · · ·∂clu)⊗ ec1 · · · ecl .
Lemma 2.18. For u ∈ B, we have
Lz(u) = (L1 ⊗ Lz ) ◦ ϕ⊗(u).
Proof. We prove the claim by induction on the degree of u. By (2.4) and (2.1), we have
(2.6) Reg
z→+0
(L1 ⊗ Lz ) ◦ ϕ⊗(u) = L1( reg
z→0
u) = Reg
z→+0
Lz(u).
By (2.5), we have
d
dz
(L1 ⊗ Lz ) ◦ ϕ⊗(u) =
∞∑
l=1
∑
c1,...,cl∈{0,1,−1}
1
z − cl (L1 ⊗ L

z )
(
reg
z→0
(∂c1 · · · ∂clu)⊗ ec1 · · · ecl−1
)
=
∑
c∈{0,1,−1}
1
z − c (L1 ⊗ L

z ) ◦ ϕ⊗(∂cu).(2.7)
Thus by (2.7), induction hypothesis, and (2.3), we have
d
dz
(L1 ⊗ Lz ) ◦ ϕ⊗(u) =
∑
c∈{0,1,−1}
1
z − cLz(∂cu)
=
d
dz
Lz(u).(2.8)
Now the lemma readily follows from (2.6) and (2.8). 
Definition 2.19. Define ϕ : B → A0({0, 1,−1}) as the composite map
B ϕ⊗−−→ A0({0, 1})⊗A({0, 1,−1}) dist⊗reg−−−−−−→ A0({0, 1,−1})⊗A0({0, 1,−1}) −→ A0({0, 1,−1}).
Since
ϕ⊗(Bk,d) ⊂
∑
k′+k′′=k
d′+d′′=d
A0k′,d′({0, 1})⊗Ak′′,d′′({0, 1,−1})
we have
(2.9) ϕ(Bk,d) ⊂ A0k,d({0, 1,−1})
for any k, d ≥ 0.
Definition 2.20 (Confluence relations of level two). We put
ICF := {u|z→1 − ϕ(u) | u ∈ Q⊗ B} ⊂ Q⊗A0({0, 1,−1})
where u|z→1 is an element of Q⊗A({0, 1,−1}) obtained by replacing all ep(z) in u with ep(1).
Theorem 2.21. We have
ICF ⊂ ker
(
L1 : Q⊗A0({0, 1,−1})→ R
)
.
Proof. Let u ∈ B. We prove the theorem by taking the regularized limit Regz→1−0 of Lemma 2.18:
(2.10) Reg
z→1−0
Lz(u) = Reg
z→1−0
(L1 ⊗ Lz ) ◦ ϕ⊗(u).
For the left-hand side, we have
(2.11) Reg
z→1−0
Lz(u) = lim
z→1−0
Lz(u) = L1(u|z→1)
by definition.
Now we compute the right-hand side. By Lemma 2.13, we have
(2.12) L1(w) = L1 ◦ dist(w) (w ∈ A0({0, 1})).
Furthermore, we obtain
(2.13) Reg
z→1−0
Lz (w) = L1 ◦ reg(w) (w ∈ A({0, 1,−1}))
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by the following properties of f(w) := Regz→1−0 L

z (w):
f(w1  w2) = f(w1)× f(w2), f(e0) = f(e1) = 0, f |A0({0,1,−1}) = L1.
Here, the first and the third properties are obvious while the second property follows from the expressions
Lz (e0) = log z and L

z (e1) = log(1− z). By (2.12) and (2.13), we have
Reg
z→1−0
(L1 ⊗ Lz ) ◦ ϕ⊗(u) = ((L1 ◦ dist)⊗ (L1 ◦ reg)) ◦ ϕ⊗(u)
= L1 ◦ ϕ(u).(2.14)
By (2.10), (2.11) and (2.14), we have
L1(u|z→1) = L1 ◦ ϕ(u).
This completes the proof. 
3. Main theorem
3.1. Statement of the main theorem. We put
HCF :=
(
Q⊗A0({0, 1,−1}))/ICF,
and
ID(k, d) := {(k1, . . . , kr) ∈ I(k, d) | k1, . . . , kr−1 > 0, kr < 0, k2 ≡ · · · ≡ kr ≡ 1 (mod 2)}
X•(k, d) := spanZ(2){w(k) mod ICF | k ∈ I•(k, d)} ⊂ HCF (• = ∅ or D)
X˜•(k, d) := spanZ(2){w˜(k) mod ICF | k ∈ I•(k, d)} ⊂ HCF (• = ∅ or D)
where Z(2) := {p/q ∈ Q | p ∈ Z, q ∈ 1 + 2Z}. The purpose of this section is to prove the following theorem.
Theorem 3.1. For any k ≥ 0 and d ≥ 0,
X˜(k, d) = X˜D(k, d).
As a restatement of this Theorem, we obtain the following.
Theorem 3.2. Let k, d ≥ 0, R a Q-vector space, and Z : A0k,d({0, 1,−1}) → R a linear map such that
Z(ICF) = {0}. Then for k ∈ I(k, d), Z(w˜(k)) is a Z(2)-linear combination of {Z(w˜(k′)) | k′ ∈ ID(k, d)}.
Especially, for any k ∈ I(k, d), ζ˜(k) is a Z(2)-linear combination of {ζ˜(k′) | k′ ∈ ID(k, d)}.
3.2. Proof of the main theorem. We put
Y (k, d) := spanZ(2){w(k1, . . . , kr) mod ICF | (k1, . . . , kr) ∈ I(k, d), k1, . . . , kr−1 > 0, kr < 0}
= spanZ(2){u mod ICF | u ∈ A0k,d({0,−1})}.
Note that spanZ{w(k) | k ∈ I(k, d)} = A0k,d({0, 1,−1}).
Lemma 3.3. We have
X(k, d) ⊂ Y (k, d) + 2X(k, d).
Proof. It suffices to prove
(3.1) (u mod ICF) ∈ Y (k, d) + 2X(k, d)
for u := ea1 · · · eak ∈ A0k,d({0, 1,−1}). We will prove (3.1) using the element u′|z→1 − ϕ(u′) ∈ ICF for
u′ := eb1 · · · ebk ∈ B(k, d) ∩ Z 〈e0, e−1, ez〉
where
bj :=
{
aj aj = 0,−1
z aj = 1.
By definition, we have
(3.2) u′|z→1 = u.
Recall that ϕ = () ◦ (dist⊗ reg

) ◦ ϕ⊗. By definition, we can write
ϕ⊗(u
′) =
k∑
l=0
wl
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where
wl ∈
∑
d′+d′′=d
A0l,d′({0, 1})⊗Ak−l,d′′({0,−1}).
Note that the right side of the tensor symbol is Ak−l,d′′({0,−1}) rather than Ak−l,d′′ ({0, 1,−1}) since u′ ∈
Z 〈e0, e−1, ez〉. For w0, we have
(3.3) () ◦ (dist⊗ reg

)(w0) ∈ A0k,d({0,−1})
by definition, while for wl (l > 0), we have
(3.4) () ◦ (dist⊗ reg

)(wl) ∈ 2A0k,d({0, 1,−1}) (l > 0)
since dist(A0l,d′({0, 1})) ⊂ 2A0l,d′({0, 1,−1})) for l > 0. Therefore, by (3.3) and (3.4), we find that
(3.5) ϕ(u′) ∈ A0k,d({0,−1}) + 2A0k,d({0, 1,−1}).
By (3.2) and (3.5), we have
(u mod ICF) = (u′|z→1 mod ICF)
= (ϕ(u′) mod ICF)
∈ Y (k, d) + 2X(k, d),
which proves (3.1). 
Definition 3.4. For k ≥ 0 and d ≥ 0, we define subspaces Mk,d and Nk,d of A0({0, 1})⊗A({0, 1,−1}) by
Mk,d :=
∑
k′+k′′=k
d′+d′′=d
A0k′,d′({0, 1})⊗Ak′′,d′′({0, 1,−1})
Nk,d :=
∑
k′+k′′=k
d′+d′′=d
k′>0
A0k′,d′({0, 1})⊗Ak′′,d′′({0, 1,−1}).
We introduce “cutting-off lower depth version” ∂¯c (resp. ϕ¯⊗) and “mod 2 version” ∂¯c (resp. ϕ¯⊗) of ∂c (resp.
ϕ⊗) as follows. Note that ∂c can also be written as
∂c(ea1 · · · eak) :=
k∑
i=1
ea1 · · · eai−1eai+1 · · · eak ×
∑
p∈{1,−1}
p · ordz−c(ai+p − ai),
where we have put ordz−c(0) := 0.
Definition 3.5. For c ∈ {0, 1,−1}, we define linear maps ∂¯c, ∂¯c : B → B by
∂¯c(ea1 · · · eak) :=
k∑
i=1
ea1 · · · eai−1eai+1 · · · eak ×
∑
p∈{1,−1}
{
0 c = 0 and ai 6= 0
p · ordz−c(ai+p − ai) c 6= 0 or ai = 0
∂¯c(ea1 · · · eak) :=
k∑
i=1
ea1 · · · eai−1eai+1 · · · eak ×
∑
p∈{1,−1}
{
0 c = 0 and ai 6= 0
p · (ordz−c(ai+p − ai) mod 2) c 6= 0 or ai = 0
with a0 = 0 and ak+1 = z. Here, (x mod 2) is considered to be an element of {0, 1}. By definition, ∂c = ∂¯c = ∂¯c
if |c| = 1.
Definition 3.6. We define ϕ¯⊗, ϕ¯⊗ : B → A0({0, 1})⊗A({0, 1,−1}) by
ϕ¯⊗(u) =
∞∑
l=0
∑
c1,...,cl∈{0,1,−1}
reg
z→0
(∂¯c1 · · · ∂¯clu)⊗ ec1 . . . ecl ,
ϕ¯⊗(u) =
∞∑
l=0
∑
c1,...,cl∈{0,1,−1}
reg
z→0
(∂¯c1 · · · ∂¯clu)⊗ ec1 . . . ecl .
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By definition,
∂¯c(u) ≡ ∂c(u) (mod Bk−1,d−1−|c|)
∂¯c(u) ≡ ∂c(u) (mod Bk−1,d−1−|c| + 2Bk−1,d−|c|)
for u ∈ Bk,d. Thus we have
ϕ¯⊗(u) ≡ ϕ⊗(u) (mod Mk,d−1)(3.6)
ϕ¯⊗(u) ≡ ϕ⊗(u) (mod 2Mk,d +Mk,d−1)(3.7)
for u ∈ Bk,d.
Lemma 3.7. For all u ∈ Bk,d ∩ Z 〈e0, e−1, e−z2〉, we have
ϕ⊗(u) ≡ 1⊗ u|z→1 (mod Nk,d + 2Mk,d +Mk,d−1).
Proof. Since
ϕ⊗(u) ≡ ϕ¯⊗(u) (mod 2Mk,d +Mk,d−1)
by (3.7) and
ϕ¯⊗(u) ≡
∑
c1,...,ck∈{0,1,−1}
∂¯c1 · · · ∂¯cku⊗ ec1 · · · eck (mod Nk,d)
by definition of Nk,d and ϕ¯⊗, the claim is equivalent to∑
c1,...,ck∈{0,1,−1}
∂¯c1 · · · ∂¯cku⊗ ec1 · · · eck ≡ 1⊗ u|z→1 (mod Nk,d + 2Mk,d +Mk,d−1)
for u ∈ Bk,d ∩ Z 〈e0, e−1, e−z2〉. In fact, we shall prove a more precise equality
(3.8)
∑
c1,...,ck∈{0,1,−1}
∂¯c1 · · · ∂¯cku⊗ ec1 · · · eck = 1⊗ u|z→1
by induction on k. The k = 0 case is obvious. Assume that k > 0. It is sufficient to consider the case where u
is a monomial. Define a1, . . . , ak ∈ {0,−1,−z2} and a′1, . . . , a′k ∈ {0,−1} by
ea1 · · · eak = u,
ea′1 · · · ea′k = u|z→1.
By definition of ∂¯c, we have
∂¯cu = |c| · u′ + δc,a′
k
ea1 · · · eak−1
where
u′ =
∑
1≤i≤k−1
{ai,ai+1}={−1,−z
2}
ea1 · · · eai−1(eai+1 − eai)eai+2 · · · eak .
Thus, by induction hypothesis,∑
c1,...,ck∈{0,1,−1}
∂¯c1 · · · ∂¯cku⊗ ec1 · · · eck
=
∑
c∈{0,1,−1}
∑
c1,...,ck−1∈{0,1,−1}
∂¯c1 · · · ∂¯ck−1
(
|c| · u′ + δc,a′kea1 · · · eak−1
)
⊗ ec1 · · · eck−1ec
=
∑
c∈{0,1,−1}
1⊗
(
|c| · u′ + δc,a′kea1 · · · eak−1
)∣∣∣
z→1
ec
=
∑
c∈{0,1,−1}
1⊗ δc,a′kea′1 · · · ea′k−1ec
= 1⊗ u|z→1,
which proves (3.8). 
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Lemma 3.8. Let d ≥ 1, k1, . . . , kd ≥ 1, and b1, . . . , bd ∈ {−1,−z2} with b1 = −1. Put
u := eb1e
k1−1
0 · · · ebdekd−10 ∈ Bk,d
where k := k1 + · · · + kd. Assume that e−1 and e−z2 are not adjacent in u, i.e., ki > 1 for all i such that
bi 6= bi+1. Then we have
ϕ⊗(u) ≡ 1⊗
(
2
∑
1≤i<j≤d
bi 6=bi+1
kj∈1+2Z
w−(k(i,j)) +
(
1 + 2
∑
1≤j≤d
bj=−z
2
kj∈2Z
1
)
w−(k)
)
(mod 2Nk,d + 4Mk,d +Mk,d−1)
where we put
k := (k1, . . . , kd),
k(i,j) := (k1, . . . , ki−1, ki − 1, ki+1, . . . , kj−1, kj + 1, kj+1, . . . , kd),
and
w−(l1, . . . , ld) := w(l1, . . . , ld−1,−ld) = e−1el1−10 · · · e−1eld−10
for positive integers l1, . . . , ld.
Proof. Define a1, . . . , ak ∈ {0,−1,−z2} and a′1, . . . , a′k ∈ {0,−1} by
ea1 · · · eak = u,
ea′1 · · · ea′k = u|z→1.
By (3.6), we have
(3.9) ϕ⊗(u) ≡ ϕ¯⊗(u) (mod Mk,d−1).
The difference of ∂¯c and ∂¯c is expressed as
∂¯c − ∂¯c = 2Dc
where Dc is a linear map defined by D±1 := 0 and
D0(ex1 · · · exl) :=
l∑
i=1
ex1 · · · exi−1exi+1 · · · exl ×
∑
p∈{1,−1}
p ·
{
1 (xi, xi+p) = (0,−z2)
0 otherwise.
Thus
ϕ¯⊗(u) =
k∑
l=0
∑
c1,...,cl∈{0,1,−1}
reg
z→0
(∂¯c1 · · · ∂¯clu)⊗ ec1 . . . ecl
=
k∑
s=0
∑
cs+1,...,ck∈{0,1,−1}
reg
z→0
(∂¯cs+1 · · · ∂¯cku)⊗ ecs+1 . . . eck (s = k − l)
= 2F1 + F2(3.10)
where
F1 =
∑
0≤s<t≤k
∑
cs+1,...,ck∈{0,1,−1}
reg
z→0
(∂¯cs+1 · · · ∂¯ct−1Dct ∂¯ct+1 · · · ∂¯cku)⊗ ecs+1 . . . eck
and
F2 =
k∑
s=0
∑
cs+1,...,ck∈{0,1,−1}
reg
z→0
(∂¯cs+1 · · · ∂¯cku)⊗ ecs+1 . . . eck ,
which is obtained by expanding as
∂¯cs+1 · · · ∂¯ck = 2∂¯cs+1 · · · ∂¯ck−1Dck + ∂¯cs+1 · · · ∂¯ck−1 ∂¯ck
= 2∂¯cs+1 · · · ∂¯ck−1Dck + 2∂¯cs+1 · · · ∂¯ck−2Dck−1 ∂¯ck + ∂¯cs+1 · · · ∂¯ck−2 ∂¯ck−1 ∂¯ck
= · · · .
Here, we can easily check that
∂¯ct+1 · · · ∂¯cku =
{
ea1 · · · eat cj = a′j for all t+ 1 ≤ j ≤ k
0 otherwise
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by the assumption that e−1 and e−z2 are not adjacent in u. Thus we have
F1 =
∑
0≤s<t≤k
∑
cs+1,...,ct∈{0,1,−1}
reg
z→0
(∂¯cs+1 · · · ∂¯ct−1Dct(ea1 · · · eat))⊗ ecs+1 . . . ectea′t+1 · · · ea′k
=
∑
0≤s<t≤k
 ∑
cs+1,...,ct−1∈{0,1,−1}
reg
z→0
(∂¯cs+1 · · · ∂¯ct−1D0(ea1 · · · eat))⊗ ecs+1 . . . ect−1
× (1⊗ e0ea′t+1 · · · ea′k)
=
∑
0<t≤k
ϕ¯⊗(D0(ea1 · · · eat))×
(
1⊗ e0ea′t+1 · · · ea′k
)
=
∑
u=u′u′′
u′,u′′:monomial
ϕ¯⊗(D0(u
′))× (1⊗ e0u′′|z→1) .
(3.11)
By Lemma 3.7, we have
∑
u=u′u′′
u′,u′′:monomial
ϕ¯⊗(D0u
′)× (1⊗ e0u′′|z→1) ≡ 1⊗
( ∑
u=u′u′′
u′,u′′:monomial
(D0(u
′)e0u
′′)|z→1
)
(mod Nk,d + 2Mk,d +Mk,d−1).
(3.12)
Furthermore,
∑
u=u′u′′
u′,u′′:monomial
(D0(u
′)e0u
′′)|z→1 =
∑
1≤j≤dGj where
Gj =
kj−1∑
s=0
(
D0(eb1e
k1−1
0 · · · ebj−1ekj−1−10 ebjes0)
)∣∣∣
z→1
e0(e
kj−1−s
0 e−1e
kj+1−1
0 · · · e−1ekd−10 )
=
kj−1∑
s=0
∑
1≤i<j
ki 6=1
(
δbi+1,−z2 − δbi,−z2
)
×
(
eb1e
k1−1
0 · · · ebieki−20 · · · ebj−1ekj−1−10 ebjes0
)∣∣∣
z→1
e
kj−s
0 e−1e
kj+1−1
0 · · · e−1ekd−10
−
kj−1∑
s=1
δbj ,−z2
(
eb1e
k1−1
0 · · · ebj−1ekj−1−10 ebjes−10
)∣∣∣
z→1
e
kj−s
0 e−1e
kj+1−1
0 · · · e−1ekd−10
= kj
∑
1≤i<j
ki 6=1
(
δbi+1,−z2 − δbi,−z2
)
w−(k(i,j))− (kj − 1)δbj ,−z2w−(k).
It follows that∑
u=u′u′′
u′,u′′:monomial
(D0(u
′)e0u
′′)|z→1 ≡
∑
1≤i<j≤d
bi 6=bi+1
kj∈1+2Z
w−(k(i,j)) +
( ∑
1≤j≤d
bj=−z
2
kj∈2Z
1
)
w−(k) mod 2Ak,d({0, 1,−1}).(3.13)
By (3.11), (3.12) and (3.13), we have
(3.14) F1 ≡ 1⊗
( ∑
1≤i<j≤d
bi 6=bi+1
kj∈1+2Z
w−(k(i,j)) +
∑
1≤j≤d
bj=−z
2
kj∈2Z
w−(k)
)
(mod Nk,d + 2Mk,d +Mk,d−1).
Similarly, we have
F2 =
k∑
s=0
∑
cs+1,...,ck∈{0,1,−1}
reg
z→0
(∂¯cs+1 · · · ∂¯cku)⊗ ecs+1 . . . eck
=
k∑
s=0
reg
z→0
(ea1 · · · eas)⊗ ea′s+1 . . . ea′k .
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Here, regz→0(ea1 · · · eas) = 0 for s > 0 since a1 (= b1) = −1, and hence
(3.15) F2 = 1⊗ ea′1 · · · ea′k = 1⊗ w−(k).
Finally, putting together (3.9), (3.10), (3.14) and (3.15), we have
ϕ⊗(u) ≡ 1⊗
(
2
∑
1≤i<j≤d
bi 6=bi+1
kj∈1+2Z
w−(k(i,j)) + (1 + 2
∑
1≤j≤d
bj=−z
2
kj∈2Z
1)w−(k)
)
(mod 2Nk,d + 4Mk,d +Mk,d−1),
which completes the proof. 
Lemma 3.9. We have
Y (k, d) ⊂ XD(k, d) + 2X(k, d) + 1
2
X(k, d− 1).
Proof. It suffices to show
(3.16) (w−(k1, . . . , kd) mod ICF) ∈ XD(k, d) + 2X(k, d) + 1
2
X(k, d− 1)
for positive integers k1, . . . , kd such that k1 + · · ·+ kd = k where w−(k1, . . . , kd) is the notation used in Lemma
3.8. Put k = (k1, . . . , kd). If kj is odd for all 2 ≤ j ≤ d, then w−(k) ∈ XD(k, d) by definition of XD. Therefore,
we may assume that kj is even for some 2 ≤ j ≤ d. Put
i := max{2 ≤ i ≤ d | ki ∈ 2Z}
and
u := e−1e
k1−1
0 · · · e−1eki−1−10 e−z2eki−10 · · · e−z2ekd−10 .
Now, let us calculate the element u|z→1 − ϕ(u) ∈ ICF. By definition,
(3.17) u|z→1 = w−(k).
For ϕ(u), we have
ϕ⊗(u) ≡ 1⊗
(
2
d∑
j=i+1
w−(k(i−1,j)) + 3w−(k)
)
(mod 2Nk,d + 4Mk,d +Mk,d−1)
by Lemma 3.8 and thus
(3.18) ϕ(u) ≡ 2
d∑
j=i+1
w−(k(i−1,j))− w−(k) (mod 4Ak,d +Ak,d−1).
By (3.17) and (3.18), we have
w−(k) ≡ 2
d∑
j=i+1
w−(k(i−1,j))− w−(k) (mod ICF + 4Ak,d +Ak,d−1),
by which we find that
(3.19)
(
w−(k) mod ICF
)− d∑
j=i+1
(
w−(k(i−1,j)) mod ICF
)
∈ 2X(k, d) + 1
2
X(k, d− 1).
Since k(i−1,j) is always smaller than k in lexicographic order, (3.16) now follows by using (3.19) repeatedly
2. 
Proof of Theorem 3.1. By Lemmas 3.3 and 3.9, we have
X(k, d) ⊂ XD(k, d) + 2X(k, d) + 1
2
X(k, d− 1).
Equivalently,
X˜(k, d) ⊂ X˜D(k, d) + X˜(k, d− 1) + 2X˜(k, d).
2More precisely, by putting µ(l1, . . . , ld) := max{2 ≤ i ≤ d | li ∈ 2Z}, µ(k(i−1,j)) = j > i = µ(k), and thus the reduction process
terminates within d− µ(k) steps.
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Therefore by Nakayama’s Lemma, we have
(3.20) X˜(k, d) ⊂ X˜D(k, d) + X˜(k, d− 1).
By using (3.20) repeatedly, we obtain
X˜(k, d) ⊂ X˜D(k, d),
which is the desired conclusion. 
3.3. A minimal family of relations and explicit expansion of an Euler sum by the basis. By the proof
of Theorem 3.1, we can obtain the explicit version of Corollary 3.2. Put IY (k, d) = {(k1, . . . , kr) ∈ I(k, d) |
k1, . . . , kr−1 > 0, kr < 0}. Fix k, d ≥ 0. Define the total order structure ≺ of I(k, d) by
(1) If k ∈ ID(k, d) and k′ /∈ ID(k, d), then k ≺ k′.
(2) If k, k′ /∈ ID(k, d) and dep(k) ≺ dep(k′), then k ≺ k′.
(3) If k, k′ /∈ ID(k, d), dep(k) = dep(k′), k ∈ IY (k, d), and k′ /∈ IY (k, d) then k ≺ k′.
(4) For the pair of indices k, k′ whose order can not be determined by (1), (2) and (3) above, we define
their order according to their lexicographical order.
For each k = (k1, . . . , kr) ∈ I(k, d) \ ID(k, d), define f(k) ∈ Bk,d by
f(k) :=
{
w˜(k)|1→z k ∈ I(k, d) \ IY (k, d)
2d−1e−1e
|k1|−1
0 · · · e−1e|ki−1|−10 e−z2e|ki|−10 · · · e−z2e|kd|−10 k ∈ IY (k, d) \ ID(k, d)
where the map u 7→ u|1→z is the ring homomorphism defined by e0|1→z := e0, e−1|1→z := e−1, e1|1→z := ez
and i := max{2 ≤ i ≤ d | ki ∈ 2Z}. For k ∈ I(k, d) \ ID(k, d) and k′ ∈ I(k, d), define ck,k′ ∈ Z as the coefficient
of w˜(k′) in f(k)|z→1 − ϕ(f(k)) ∈ ICF, i.e.,
f(k)|z→1 − ϕ(f(k)) =
∑
k′∈I(k,d)
ck,k′w˜(k′).
Then we have ck,k ≡ 1 (mod 2) and ck,k′ ≡ 0 (mod 2) if k < k′ (see the explicit reduction process in the proof
of Lemmas 3.3 and 3.9). Therefore the matrix C := (ck,k′)k,k′∈I(k,d)\ID(k,d) is congruent to lower unitriangular
matrix modulo 2, and hence invertible. Put C′ := (ck,k′)k∈I(k,d)\ID(k,d),k′∈ID(k,d). Then we get the following
theorem.
Theorem 3.10. Let k, d ≥ 0, R a Q-vector space, and Z : A0k,d({0, 1,−1}) → R a linear map such that
Z(ICF) = {0}. Let α = (αk,k′)k∈I(k,d)\ID(k,d),k′∈ID(k,d) be a matrix defined by
α = −C−1C′.
Then, for k ∈ I(k, d) \ ID(k, d), we have
Z(w˜(k)) =
∑
k′∈ID(k,d)
αk,k′Z(w˜(k
′)).
In particular,
ζ˜(k) =
∑
k′∈ID(k,d)
αk,k′ ζ˜(k′).
Remark 3.11. Furthermore, by the motivicity of the confluence relations proved in later sections and by the
dimensional bound given by the motivic theory, we can show that
∞⋃
k=0
{f(k)|z→1 − ϕ(f(k)) | k ∈ I(k,∞) \ ID(k,∞)}
forms a Q-basis of ICF. Nevertheless, the authors are not sure if this fact may be derived without the motivic
theory at the moment.
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Part 2. Motivicity of confluence relations
In this part, we will prove the motivicity of the confluence relations i.e., ICF ⊂ kerLm. Basically, there are
two possible approaches to this problem.
The first approach is the following. The confluence relations for (real-valued) Euler sums are proved by using
the differential formula for iterated integrals. These differential formula can be proved by the combination of
simple properties, and so the confluence relations can be proved by a combination of the rules in [13]; additivity,
change of variables, Newton-Leibniz formula. Thus one can possibly prove the lift of confluence relations to the
identity between the periods of Nori motives. However, in the proof of confluence relations, very complicated
integrals of the rational functions whose poles lie in the boundaries of the domains of integration appear, so
it does not fit to the definition of formal periods which requires the regularity of the differential forms. One
might be able to avoid such “singular” integrals by blowing-up the singular locus, however, the authors are not
successful in this approach so far.
The second approach is to use Brown’s lemma. We employ this approach in this paper.
First, we generalize the confluence relations to a more general setting. Recall that the confluence relations
are relations by considering the limit of the expansion of iterated integrals I(p0(z); p1(z), . . . , pk(z); pk+1(z))
where p1(z), . . . , pk(z) ∈ {0,−1, z,−z2}, p0(z) = 0, pk+1(z) = z. In this section, we will treat a more general
case where p0(z), . . . , pk+1(z) ∈ Q(z) with some additional conditions. To define the confluence relation, we
need a map which we call the evaluation map. The proof proceeds by the following steps:
(1) Define the general evaluation map.
(a) Introduce the notions of motivic iterated integrals with tangential vectors containing an indeter-
minate, and prove their fundamental properties.
(b) Calculate limits of (complex-valued) iterated integrals for simple case.
(c) Construct the “evaluation map” which is a motivic lift of the limiting map in (b)
(d) Extend the definition of the evaluation map to general case.
(2) Prove fundamental properties of the general evaluation map.
(3) Calculate the motivic coproduct of confluence relations combinatorially with the help of the fundamental
properties of general evaluation map, by which we prove the motivicity of confluence relations.
Except for the very last section, the contents of Part 2 is completely independent of Part 1 where the theorems
are stated in a very general framework. For this reason, we employ slightly different setup from that in Part
1, which is closely related to Goncharov’s setup. Also, the notations used in Part 2 except in Section 7 are
completely unrelated from those in Part 1 and we do not care about possible overlaps.
4. Preliminaries
4.1. Tangential base points. Let F = Q or C, and t be a standard coordinate of P1(F ). For x ∈ P1(F ) and
v ∈ Q×, we denote by −→v x the tangential base point at x with the tangential vector
−→v :=
{
v ddt x 6=∞
v d
d( 1t )
x =∞.
For X ⊂ P1(Q), let
T×X := {−→v a | v ∈ Q×, a ∈ X},
be the set of tangential base points. For tangential base point x = −→v a, we put x¯ = a and vec(x) = v.
4.2. Motivic iterated integrals and Goncharov’s coaction formula. Let H :=⊕k≥0Hk be the graded
ring of effective motivic periods of mixed Tate motives over Q. For k ≥ 0, a0, ak+1 ∈ T×P1(Q), a1, . . . , ak ∈
P1(Q), and a path γ from a0 to ak+1 on P1(Q) \ {∞, a1, . . . , ak}, we denote by
Imγ (a0; a1, . . . , ak; ak+1) ∈ Hk
the associated motivic iterated integral. Here we understand Imγ (a0; a1, . . . , ak; ak+1) = 0 if one of a1, . . . , ak is
∞. We define A = ⊕∞k=0 Ak by A := H/µH where µ ∈ H1 is the motivic 2π√−1., i.e., µ = Imγ (1; 0; 1) where
γ : [0, 1]→ C×; t 7→ exp(2πit) is a unit circle. Furthermore, define L =⊕∞k=1 Lk by L := A>0/ (A>0 · A>0). We
denote by
Ia(a0; a1, . . . , ak; ak+1) ∈ Ak
and
I l(a0; a1, . . . , ak; ak+1) ∈ Lk
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the images of Imγ (a0; a1, . . . , ak; ak+1) in Ak and Lk respectively, which are independent of the choice of γ. It is
known that A is equipped with the graded Hopf algebra structure, whose coproduct is denoted by
∆ : A→ A⊗ A,
and H becomes a graded A-comodule, whose coaction is also denoted by
∆ : H → A⊗H.
If the tangential base points appear in the central argument (= not as the endpoints) of iterated integral symbol,
we interpret them by the obvious way, e.g., for a0, . . . , ak+1 ∈ T×P1(Q), the symbol I(a0; a1, . . . , ak; ak+1)means
I(a0; a1, . . . , ak; ak+1). We give a coproduct formula for the motivic iterated integral which slightly generalizes
3
a formula given by Goncharov [9] and Brown [2].
Proposition 4.1. Let k ≥ 0, a0, ak+1 ∈ T×P1(Q), a1, . . . , ak ∈ T×Q, and γ a path from a0 to ak+1. If
#{a1, . . . , ak} = #{a1, . . . , ak} (i.e., the same point has the same tangential vector) then we have
∆Imγ (a0; a1, . . . , ak; ak+1)
:=
k∑
r=0
∑
0=i0<i1<···<ir<ir+1=k+1
r∏
j=0
Ia(aij ; aij+1, . . . , aij+1−1; aij+1 )⊗ Imγ (ai0 ; ai1 , . . . , air ; air+1).
Proof. For any x, y ∈ T×P1(Q), we denote by xΠy the de Rham fundamental torsor of paths on X = P1(Q) \
{∞, a1, . . . , ak} from x to y. Then the affine ring O(xΠy) is identified with the free non-commutative ring
Q 〈es | s ∈ {a1, . . . , ak}〉 equipped with the shuffle product. Here each es corresponds to the 1-form dtt−s . Let U
be the prounipotent part of the motivic Galois group of mixed Tate motives over Q. Then A can be identified
with O(U). For each x, y ∈ T×P1(Q) and a path γ from x to y on X , we denote by Lγ : O(xΠy)→ H the linear
map defined by Lγ(eb1 · · · ebn) = Imγ (x; b1, . . . , bn; y). The action of the motivic Galois group
U × xΠy → xΠy
gives rise to the coaction
δx,y : O(xΠy)→ A⊗O(xΠy).
Let us recall the following properties of δx,y:
(1) For any x, y ∈ T×P1(Q) and a path γ from x to y on X , the following diagram is commutative.
O(xΠy)
δx,y
//
Lγ

A⊗O(xΠy)
id⊗Lγ

H ∆ // A⊗H
(2) The action of U preserves the groupoid structure of (xΠy)x,y∈T×P1(Q), i.e., for any x, y, z ∈ T×P1(Q),
the following diagram commutes.
O(xΠz)
δx,y
//
dec

A⊗O(xΠz)
id⊗dec
**❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱
O(xΠy)⊗O(yΠz)
δx,y⊗δy,z
// A⊗O(xΠy)⊗ A⊗O(yΠz)
λ
// A⊗O(xΠy)⊗O(yΠz)
Here, dec is the deconcatenation map and λ is the linear map given by λ(a⊗ b⊗ c⊗ d) = ac⊗ b⊗ d
(3) Let const : O(xΠy) = Q 〈es | s ∈ {a1, . . . , ak}〉 → Q be the map which sends u to the constant term of
u. Then
(id⊗ const) ◦ δx,y(es1 · · · esn) = Ia(x; s1, . . . , sn; y)
for any es1 · · · esn ∈ O(xΠy).
3In our formula, ∞ is allowed to be the endpoints of the integral. The authors have not checked in detail, but probably our
proof of Proposition 4.1 is essentially just a trace of known proof for the case of non-infinite endpoints.
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(4) Let x ∈ {a1, . . . , ak} and p : O(xΠx)→ Q 〈ex〉 be the projection map which sends ex to ex and es to 0
for s 6= x. Then the following diagram commutes.
O(xΠx)
δx,x
//
p

A⊗O(xΠx)
id⊗p

Q 〈ex〉
v 7→1⊗v
// A⊗Q 〈ex〉
Put w = ea1 · · · eak . Then by (1), we have
∆Imγ (a0; a1, . . . , ak; ak+1) = ∆Lγ(w) =
∑
u∈O(a0Πak+1 )
u:word
c(u)⊗ Lγ(u)
where c(u) is given by
δa0,ak+1(w) =
∑
u∈O(a0Πak+1 )
u:word
c(u)⊗ u.
Let us calculate c(u). Put u = eb1 · · · ebn . By using (2) repeatedly, we have the commutative diagram:
O(a0Πak+1)
δa0,ak+1
//
dec

A⊗O(a0Πak+1)
id⊗dec

R
δ′ // A⊗R
where
R =
2n⊗
j=0
O(xjΠxj+1),
(x0, . . . , x2n+1) = (a0, {b1}2, {b2}2, · · · , {bn}2, ak+1), dec is the deconcatenation coproduct, and δ′ is the map
induced from δx0,x1 , . . . , δx2n,x2n+1. Furthermore, let f : O(a0Πak+1)→ Q be the map which takes the coefficient
of u of the element ofO(a0Πak+1), and f ′ : R→ Q be the map which takes the coefficient of 1⊗eb1⊗· · ·⊗1⊗ebn⊗1
of the element of R. Then we have f = f ′ ◦ dec. Thus we get the following commutative diagram.
O(a0Πak+1)
δa0,ak+1
//
dec

A⊗O(a0Πak+1)
id⊗dec

id⊗f
// A
R
δ′ // A⊗R
id⊗f ′
88
q
q
q
q
q
q
q
q
q
q
q
q
Thus we have
c(u) = (id⊗ f) ◦ δa0,ak+1(ea1 · · · eak)
= (g0 ⊗ g1 ⊗ · · · ⊗ g2n) ◦ dec(ea1 · · · eak)
where gj : O(xjΠxj+1)→ A is the composite map
O(xjΠxj+1)
δxj,xj+1−−−−−→ A⊗O(xjΠxj+1)
id⊗fj−−−−→ A
where fj is the map which takes the coefficient of 1 (resp. eb(j+1)/2 ) of the element of O(xjΠxj+1) for an even
(resp. odd) j. Then we have
g2j(es1 · · · esm) = Ia(x2j ; s1, . . . , sm;x2j+1)
by (3) and
g2j−1(es1 · · · esm) =
{
1 es1 · · · esm = ebj
0 es1 · · · esm 6= ebj
by (4). Thus we have
c(u) =
∑
0=i0<i1<···<in<in+1=k+1
ai1=b1,...,ain=bn
n∏
j=0
Ia(aij ; aij+1, . . . , aij+1−1; aij+1 ).
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This completes the proof of the proposition. 
For r > 0, Brown’s infinitesimal coaction
Dr : H → Lr ⊗H
is defined as the composite map
H ∆−→ A⊗H → Ar ⊗H → Lr ⊗H.
We put D =
⊕∞
r=1Dr. Let per : H −→ C be the period map. The following criterion is well-known (see [2,
Lemma 2.7]).
Lemma 4.2. Let u ∈ Hk. If per(u) = 0 and Dr(u) = 0 for all r < k then u = 0.
As a corollary of Proposition 4.1, we obtain the following explicit formula for Dr of motivic iterated integrals.
Corollary 4.3. Let k ≥ 0, a0, ak+1 ∈ T×P1(Q), a1, . . . , ak ∈ T×Q, and γ a path from a0 to ak+1. If
#{a1, . . . , ak} = #{a1, . . . , ak} then we have
Dr(I
m
γ (a0; a1, . . . , ak; ak+1)) =
k−r∑
i=0
I l(ai; ai+1, . . . , ai+r; ai+r+1)⊗ Imγ (a0; a1, . . . , ai, ai+r+1, . . . , ak; ak+1).
4.3. Motivic iterated integrals with extended tangential base points. For a subset X ⊂ P1(C) of P1(C)
such that #(P1(C) \ X) < ∞, a, a′ ∈ P1(C), v, v′ ∈ R× and c, c′ ∈ R>0, there exists a canonical one-to-one
correspondence
Φ : π1(X,
−→v a,
−→
v′ a′) ≃ π1(X,−→cva,
−→
c′v′a′).
If there is no risk of confusion, we identify π1(X,
−→v a,
−→
v′ a′) with π1(X,
−→cva,
−→
c′v′a′), and we simply write Φ(γ) as
γ. Let T be an indeterminate and Q̂× := {v exp(mT )| v ∈ Q×,m ∈ Z}. For X ⊂ P1(C), we define the set of
extended tangential base points by
T̂×X := {(x, v) | v ∈ Q̂×, x ∈ X}
and denote its element (x, v) as −→v x just like a usual tangential base point. For s ∈ Q>0, we define
ιs : T̂×X → T×X
by
ιs(
−−−−−−−→
v exp(mT )a) =
−−→
vsma.
We define a path from x ∈ T̂×P1(C) to y ∈ T̂×P1(C) to be the path from ι1(x) to ι1(y). Note that this
is equivalent to the path from ιs(x) to ιs′(y) with arbitrary choice of s, s
′ ∈ Q>0 by the aforementioned
identification Φ of the fundamental torsors. We put logm(x) := Imdch(1; 0;x) for x ∈ Q>0 where the dch is the
straight path,
Definition 4.4. For k ≥ 0 and a0, ak+1 ∈ T̂×P1(Q), a1, . . . , ak ∈ Q, and a path γ from a0 to ak+1 on
P1(Q) \ {∞, a1, . . . , ak}, we denote by
Imγ (a0; a1, . . . , ak; ak+1)
the unique polynomial p(T ) ∈ H[T ] such that
p(logm(s)) = Imγ (ιs(a0); a1, . . . , ak; ιs(ak+1))
for s ∈ Q>0.
The definition above requires the existence as well as the uniqueness of p(T ), which can be proved as follows.
Proof of the existence and the uniqueness of p(T ). The uniqueness is obvious since H is an integral domain. So
let us prove the existence by an explicit construction. We put
−−−−−−−→
v exp(mT )x = a0 and
−−−−−−−−→
v′ exp(m′T )y = ak+1. Then
ιs(a0) =
−−→
vsmx and ιs(ak+1) =
−−−→
v′sm
′
y. The path composition formula gives
Imγ (
−−→
vsmx; a1, . . . , ak;
−−−→
v′sm
′
y) :=
∑
0≤i≤j≤k
cic
′
jI
m
γ (
−→v x; ai+1, . . . , aj ;
−→
v′ y)
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for s, s′ ∈ Q>0 where
ci = I
m
triv(
−−→
vsmx; a1, . . . , ai;
−→v x) = log
m(1/sm)i
i!
i∏
l=1
res(al, x)
c′j = I
m
triv(
−→
v′ y; aj+1, . . . , ak;
−−−→
v′sm
′
y) =
logm(sm
′
)k−j
(k − j)!
k∏
l=j+1
res(al, y)
where triv is the trivial path, and
res(a, b) :=
(
residue of
dt
t− a at t = b
)
=

−1 b =∞
1 a = b ∈ Q
0 a 6= b ∈ Q.
Thus
p(T ) =
∑
0≤i≤j≤k
c˜ic˜j
′Imγ (
−→v x; ai+1, . . . , aj ;
−→
v′ y) ∈ H[T ]
with
c˜i :=
(−mT )i
i!
i∏
l=1
res(al, x), c˜j
′ :=
(m′T )k−j
(k − j)!
k∏
l=j+1
res(al, y)
satisfies the condition
p(logm(s)) = Imγ (ιs(a0); a1, . . . , ak; ιs(ak+1)). 
Note that the shuffle product formula, the path decomposition formula, and the coproduct formula are
naturally generalized to the motivic iterated integrals with extended tangential base-points above. By regarding
the weight of T as 1 and defining
∆(T ) := 1⊗ T + T ⊗ 1,
one can equip A(T ) := A[T ] with a structure of graded Hopf algebra, and H[T ] with a structure of graded
A(T )-comodule. We thus extend Dr to
H[T ]→ L(T )r ⊗H[T ]
by the composite map
H[T ] ∆−→ A(T ) ⊗H[T ]→ A(T )r ⊗H[T ]→ L(T )r ⊗H[T ]
where L(T ) = A
(T )
>0 /
(
A
(T )
>0 · A(T )>0
)
≃ L⊕QT .
Proposition 4.5. Let k ≥ 0, a0, ak+1 ∈ T̂×P1(Q), a1, . . . , ak ∈ T̂×Q, and γ a path from a0 to ak+1. If
#{a1, . . . , ak} = #{a1, . . . , ak} then we have
∆Imγ (a0; a1, . . . , ak; ak+1) :=
k∑
r=0
∑
0=i0<i1<···<ir<ir+1=k+1
r∏
j=0
Ia(aij ; aij+1, . . . , aij+1−1; aij+1)⊗Imγ (ai0 ; ai1 , . . . , air ; air+1).
In particular,
Dr(I
m
γ (a0; a1, . . . , ak; ak+1)) =
k−r∑
i=0
I l(ai; ai+1, . . . , ai+r; ai+r+1)⊗ Imγ (a0; a1, . . . , ai, ai+r+1, . . . , ak; ak+1).
Proof. It follows from Proposition 4.1 and the definition of the motivic iterated integrals with extended tan-
gential base-points. 
4.4. Goncharov’s Hopf algebra of formal iterated integrals. Let S be a set. In this section we review the
Hopf algebra I•(S) of formal iterated integrals introduced by Goncharov [9]. Following Goncharov, we define
the commutative graded Hopf algebra I•(S) over Q as follows. As a commutative algebra, I•(S) is generated
by the formal symbols
I(s0; s1, . . . , sm; sm+1) (m ≥ 0, s0, . . . , sm+1 ∈ S)
whose degree is defined to be homogeneous of deg I(s0; s1, . . . , sm; sm+1) := m, with the following relations
among the generators:
(1) The unit: for a, b ∈ S, I(a; b) := I(a; ∅; b) := 1.
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(2) The shuffle product formula: for m,n ≥ 0 and a, b, s1, . . . , sm+n ∈ S,
I(a; s1, . . . , sm; b)I(a; sm+1, . . . , sm+n; b) = I(a; (s1, . . . , sm) (sm+1, . . . , sm+n); b)
:=
∑
σ∈
∑
n,m
I(a; sσ(1), . . . , sσ(n+m); b)
where
∑
n,m ⊂ Sn+m denotes the set of all shuffles of (1, . . . ,m) and (m+ 1, . . . ,m+ n).
(3) The path composition formula: for m ≥ 0 and a, b, c, s1, . . . , sm ∈ S,
I(a; s1, . . . , sm; c) =
m∑
i=0
I(a; s1, . . . , si; b)I(b; si+1, . . . , sm; c).
(4) For m > 0 and a, s1, . . . , sm ∈ S, I(a; s1, . . . , sm; a) = 0.
Next, define the Q-linear map ∆(S) : I•(S)→ I•(S)⊗ I•(S) by
∆(S)I(s0; s1, . . . , sm; sm+1) :=
∑
k≥0
0=i0<···<ik+1=m+1
I(s0; si1 , . . . , sik ; sm+1)⊗
k∏
p=0
I(sip ; sip+1, . . . , sip+1−1; sip+1)
Then, ∆(S) is co-associative. Moreover, Goncharov proved the following.
Theorem 4.6 ([9, Proposition 2.2]). ∆(S) is a well-defined coproduct on I•(S), which provides I•(S) with the
structure of a commutative, graded Hopf algebra.
For a graded algebra A, we denote by Ar its homogeneous degree r part, and define the “linearized version”
Al to be
Al := A>0/(A>0 ×A>0)
where A>0 :=
⊕
r>0Ar. Under these notations, we denote by x
l ∈ Al the image of x ∈ A>0 under the quotient
map, and for r > 0, define the infinitesimal version D
(S)
r : I•(S)→ I•(S)lr ⊗ I•(S) of ∆(S) by the composition
I•(S) ∆
(S)
−−−→ I•(S)⊗ I•(S) prr⊗id−−−−→ I•(S)r ⊗ I•(S) (x 7→x
l)⊗id−−−−−−−→ I•(S)lr ⊗ I•(S)
where prr is the projection to the degree r part.
For a graded Q-algebra homomorphism ϕ : I•(S) → H[T ] and a sequence s = (s0; s1, . . . , sm; sm+1) of the
elements of S, the condition
Dr(ϕ(I(s0; s1, . . . , sm; sm+1)) =
m−r∑
i=0
ϕl(I(si; si+1, . . . , si+r; si+r+1))⊗ ϕ(I(s0; s1, . . . , si, si+r+1, . . . , sm; sm+1))
where ϕl is the composite map I•(S) ϕ−→ H[T ]→ L(T ), is equivalent to
Dr(ϕ(x)) = (ϕ
l ⊗ ϕ) ◦D(S)r (x)
where x := I(s).
Lemma 4.7. Let ϕ : I•(S) → H[T ] be a homomorphism of graded Q-algebras and x, y elements of I•(S). If
Dr(ϕ(x)) = (ϕ
l ⊗ ϕ) ◦D(S)r (x) and Dr(ϕ(y)) = (ϕl ⊗ ϕ) ◦D(S)r (y) then
Dr(ϕ(xy)) = (ϕ
l ⊗ ϕ) ◦D(S)r (xy).
Proof. It follows from the following calculation.
Dr(ϕ(xy)) = Dr(ϕ(x) · ϕ(y))
= Dr(ϕ(x)) · (1⊗ ϕ(y)) +Dr(ϕ(y)) · (1⊗ ϕ(x))
=
(
(ϕl ⊗ ϕ) ◦D(S)r (x)
)
· (1⊗ ϕ(y)) +
(
(ϕl ⊗ ϕ) ◦D(S)r (y)
)
· (1⊗ ϕ(x))
=
(
ϕl ⊗ ϕ) (D(S)r (x) · (1⊗ y)) + (ϕl ⊗ ϕ) (D(S)r (x) · (1⊗ y))
=
(
ϕl ⊗ ϕ) ◦D(S)r (xy). 
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5. Motivic counterpart of regularized limit of iterated integrals
For X ⊂ Q(z) we define the set of tangential base points with a variable z by
T×z X := {(x, v) | v ∈ Q(z)×, x ∈ X},
and denote its element (x, v) as −→v x just like a usual tangential base point. For p = −→v x ∈ T×z X , we continue to
use the notations p¯ = x and vec(p) = v.
Let z > 0 be a real variable which is assumed to be sufficiently small. For a(z), b(z) ∈ T×z Q(z) and X ⊂ Q(z),
a “path γ(z) from a(z) to b(z) on C \X” is defined as follows. For a fixed z, γ(z) is a homotopy class of paths
from a(z) to b(z) on C \ {p(z) | p ∈ X} and when z varies z 7→ γ(z) is a continuous function.
Now, let k ≥ 0, p0 = p0(z), . . . , pk+1 = pk+1(z) ∈ T×z Q(z) and γ = γ(z) be a path from p0(z) to pk+1(z) on
C \ {p1(z), . . . , pk(z)}. Then,
ρ(z) = Iγ(z)(p0(z);p1(z),. . . ,pk(z);pk+1(z))
becomes a function of z. Then, we can show that there exists a polynomial P (T ) ∈ C[T ] such that
ρ(z) = P (log z) +O(z(log z)M ) (z → +0)
for sufficiently large M > 0. Such a P (T ) is denoted as
(T )
Reg
z→+0
(
Iγ(z)(p0(z); p1(z), . . . , pk(z); pk+1(z))
)
.
The purpose of this section is to construct an element of H[T ] denote by
(5.1) Jγ(z)(p0(z); p1(z), . . . , pk(z); pk+1(z))
such that
per
(
Jγ(z)(p0(z); p1(z), . . . , pk(z); pk+1(z))
)
= P (T )
where per : H[T ] −→ R[T ] is the natural extension of the period map per : H −→ C, based on the idea ex-
plained in [14, Section 3.3.3], and investigate its properties. As the quantity Jγ(p0; p1, . . . , pk; pk+1) is the mo-
tivic counterpart of the regularized limit Reg
(T )
z→+0
(
Iγ(z)(p0(z); p1(z), . . . , pk(z); pk+1(z))
)
of a complex-valued
iterated integral, those objects should satisfy the same algebraic properties. From this perspective, we define
Jγ(p0; p1, . . . , pk; pk+1) by reducing it to special cases. First of all, we introduce the simplest path called the
upper path as follows.
Definition 5.1. We call γ the upper path if γ lies on the set {s ∈ C | ℑ(s) ≥ 0}, i.e., the upper half plane
including the real axis. Note that once two points p, q ∈ R and Y ⊂ R are given, the upper path from p to q on
C \ Y is unique up to the homotopy equivalence and so we denote it by “up”.
The most general definition of Jγ(p0; p1, . . . , pk; pk+1) (for a general sequence p0, p1, . . . , , pk+1 ∈ T×z Q(z)
and a general path γ) is not given by a simple formula, and so we break down the definition into sev-
eral steps. Here we give an overview of the contents of this Section. Throughout (sub-)sections 5.1–5.6,
we specify ourselves to the case where γ is the upper path. In Section 5.1, we discuss the behavior of the
complex-valued iterated integral Iup with a tangential point at infinity, and in Section 5.2, we show that
Reg
(T )
z→+0
(
Iγ(z)(p0(z); p1(z), . . . , pk(z); pk+1(z))
)
can be calculated simply by “substitution of z = 0” if the se-
quence (p0, p1, . . . , , pk+1) satisfy a certain regularity condition, and thus define Jup(p0; p1, . . . , pk; pk+1) for a
regular sequence (p0, p1, . . . , , pk+1). Then by certain decomposition techniques using the shuffle product for-
mula, we define Jup(p0; p1, . . . , pk; pk+1) for a general admissible sequence with different endpoints (Section 5.3),
a general sequence with different endpoints (Section 5.4), and a general sequence with the same endpoints (Sec-
tion 5.5). We then prove that the quantity Jup(p0; p1, . . . , pk; pk+1) that we have defined satisfy the path com-
position formula (Section 5.6), and by extending this property for general path we define Jγ(p0; p1, . . . , pk; pk+1)
for arbitrary path γ (Section 5.7). Furthermore, we shall prove that Jγ(p0; p1, . . . , pk; pk+1) thus defined enjoys
the infinitesimal coaction just as the motivic iterated integrals do (Section 5.8).
5.1. Behavior of iterated integrals at infinity.
Proposition 5.2. For a1, . . . , ak+1 ∈ T×Q,
Iup(y
−1; a1, . . . , ak; ak+1) = Iup(
−→y ∞; a1, . . . , ak; ak+1) +O(y(log y)k+1)
as y goes to +0.
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Proof. Let P (T ) be a polynomial such that Iup((yǫ)
−1; a1, . . . , ak; ak+1) = P (log ǫ)+O(ǫ(log ǫ)
k+1) for ǫ→ +0.
By definition
Iup(
−→y ∞; a1, . . . , ak; ak+1) = P (0).
Let Q(T ) be a polynomial such that Iup(s
−1; a1, . . . , ak; ak+1) = Q(log s) + O(s(log s)
k+1) for s → +0. Then,
by putting s = yǫ,
Q(log y + log ǫ) = Iup((yǫ)
−1, a1, . . . , ak; ak+1) +O(ǫ(log ǫ)
k+1)
= P (log ǫ) +O(ǫ(log ǫ)k+1)
for ǫ→ +0. Thus as a polynomial P (T ) = Q(T+log y). Now that Q(log y) = P (0) = Iup(−→y ∞, a1, . . . , ak; ak+1),
it readily follows that
Iup(y
−1; a1, . . . , ak; ak+1) = Iup(
−→y ∞; a1, . . . , ak; ak+1) +O(y(log y)k+1). 
Now consider the case where y = y(z) = czm(1+ p(z)) with c ∈ Q×, m ∈ Z>0 and p(z) ∈ Q(z) with p(0) = 0
in Proposition 5.2. In this case, we have
Iup(y(z)
−1; a1, . . . , ak; ak+1) = Iup(
−−→
y(z)∞; a1, . . . , ak; ak+1) +O(z(log z)
k+1)
= Iup(
−−→
czm∞; a1, . . . , ak; ak+1) +O(z(log z)
k+1)
= Iup(
−−−→
cemT∞; a1, . . . , ak; ak+1)
∣∣∣∣
T=log z
+O(z(log z)k+1).
Thus we find that Reg
(T )
z→+0 Iup(y(z)
−1; a1, . . . , ak; ak+1) = Iup(
−−−→
cemT∞; a1, . . . , ak; ak+1), which leads us to the
following definition of the limit as z → +0 of a tangential base point with a variable.
Definition 5.3. For p = −→v x ∈ T×z Q(z), we define p[0] ∈ T̂×P1(Q) by p[0] := x(0) and
vec(p[0]) :=
{
vˆ if x(0) 6=∞
xˆ−1 if x(0) =∞.
Here, for x ∈ Q(z), we set xˆ := x′(0)emT ∈ Q[[T ]] if x = x′zm with m = ordzx ∈ Z.
By this notation, the above identity can be written simply as
(T )
Reg
z→+0
Iup(p(z); a1, . . . , ak; ak+1) = Iup(p[0]; a1, . . . , ak; ak+1)
if p(0) =∞ and a1, . . . , ak+1 ∈ T×Q. In fact, we can show more generally that
(5.2)
(T )
Reg
z→+0
Iup(p(z); a1, . . . , ak; q(z)) = Iup(p[0]; a1, . . . , ak; q[0])
for a1, . . . , ak ∈ Q (here, we don’t even need the conditions p(0) 6= a1 and q(0) 6= ak).
5.2. The calculation of the limit for regular sequence. For k ≥ 0, the sequence (p0, . . . , pk+1) ∈ Q(z)k+2
of length k + 2 is called empty if k = 0 and admissible if k = 0 or p0 6= p1 and pk 6= pk+1.
Definition 5.4. Let k > 0 and p0, . . . , pk+1 ∈ Q(z). We say that the admissible sequence (p0, . . . , pk+1) is very
regular if and only if p0 6= pk+1, p0(0) 6= p1(0), pk(0) 6= pk+1(0), and for t ∈ {1, . . . , k} neither p0(0) = pt(0) =∞
nor pk+1(0) = pt(0) =∞ occurs.
We say that (p0, . . . , pk+1) ∈ (T×z Q(z))k+2 is very regular (resp. admissible) if (p0, . . . , pk+1) ∈ Q(z)k+2 is
very regular (resp. admissible).
Lemma 5.5. Let k > 0 and p0, . . . , pk+1 ∈ T×z Q(z). If (p0, . . . , pk+1) is very regular then
(T )
Reg
z→+0
(Iup(p0(z); p1(z), . . . , pk(z); pk+1(z))) = Iup(p0[0]; p1[0], . . . , pk[0], pk+1[0]).
The proof easily follows from equation (5.2) and the theorem of dominated convergence (c.f. [14, Lemma
3.3.35]).
Now, let us consider the affine transformation of an iterated integral. For p = (x, v) ∈ T×z Q(z), we define a
multiplication by α ∈ Q(z)× by α ·p := (αx, αv) ∈ T×z Q(z) and an addition by y ∈ Q(z) by p+ y := (x+ y, v) ∈
T×z Q(z).
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Definition 5.6. Let k ≥ 0 and p0, . . . , pk+1, q0, . . . , qk+1 ∈ M where M = T×z Q(z) or Q(z). We say that
(p0, . . . , pk+1) and (q0, . . . , qk+1) are affine-equivalent if there existsm ∈ Z and y ∈ Q(z) such that qi = zm ·pi+y
for all 0 ≤ i ≤ k + 1.
Note that
Iup(p0; p1, . . . , pk; pk+1) = Iup(q0; q1, . . . , qk; qk+1)
if (p0, . . . , pk+1) and (q0, . . . , qk+1) are affine-equivalent.
Definition 5.7. Let k ≥ 0 and p0, . . . , pk+1 ∈ Q(z). We say that the admissible sequence (p0, . . . , pk+1) is
regular if it is affine-equivalent to a very regular sequence.
Here again, we say that (p0, . . . , pk+1) ∈ (T×z Q(z))k+2 is regular if (p0, . . . , pk+1) ∈ Q(z)k+2 is regular.
For p, q ∈ Q(z), define a distance4 of p and q by
d(p, q) =
{
2−ordz=0(p−q) p 6= q
0 p = q.
Now we can classify all regular sequences to three patterns. For m ≥ 1, we denote by Rm the set of non-empty
admissible sequences (p0, . . . , pk+1) of rational functions such that d(p0, pi) ≤ d(p0, p1) = 2−md(p0, pk+1) 6= 0
for 1 ≤ i ≤ k. For m ≥ 1, we denote by R−m the set of non-empty admissible sequences (p0, . . . , pk+1) of
rational functions such that d(pk+1, pi) ≤ d(pk+1, pk) = 2−md(p0, pk+1) 6= 0 for 1 ≤ i ≤ k. We denote by R0
the set of non-empty admissible sequences (p0, . . . , pk+1) of rational functions such that d(p0, p1), d(pk, pk+1) ≥
d(p0, pk+1) 6= 0.
Lemma 5.8. The set of regular sequences of rational functions can be decomposed as
⊔
n∈ZRn.
Proof. First let us check disjointness of (Rn)n∈Z. Put p = (p0; p1, . . . , pk; pk+1). Then (Rn)n∈Z are disjoint
since
• if p ∈ ⊔∞m=1Rm then d(p0, p1) < d(p0, pk+1) and d(pk, pk+1) = d(p0, pk+1);
• if p ∈ ⊔∞m=1R−m then d(p0, p1) = d(p0, pk+1) and d(pk, pk+1) < d(p0, pk+1);
• if p ∈ R0 then d(p0, p1) ≥ d(p0, pk+1) and d(pk, pk+1) ≥ d(p0, pk+1).
Let us show p ∈ ⊔n∈ZRn for all regular sequence p = (p0; p1, . . . , pk; pk+1). Since each Rn is invariant under
the affine transformation, we can assume that p is very regular. Note that if p0(0) = pk+1(0) = ∞ then
(zp0; zp1, . . . , zpk; zpk+1) is also very regular. Thus, by multiplying z
m with some positive m, we can assume,
without loss of generality, that at least one of p0(0) or pk+1(0) is finite. If p0(0) 6= ∞ and pk+1(0) = ∞ then
we have d(p0, pk+1) > 1, d(p0, p1) = 1, and d(p0, pi) ≤ 1 for 1 ≤ i ≤ k, and thus p ∈
⊔∞
m=1Rm. Similarly,
if p0(0) = ∞ and pk+1(0) 6= ∞ then p ∈
⊔∞
m=1R−m. If p0(0) 6= ∞ and pk+1(0) 6= ∞ then d(p0, pk+1) ≤ 1,
d(p0, p1) ≥ 1 and d(pk, pk+1) ≥ 1, and thus p ∈ R0.
Conversely, let us show that any p ∈ ⊔n∈ZRn is a regular sequence. Let m > 0. Let us show p ∈ Rm is
a regular sequence. Since p0 6= p1, we may assume without loss of generality that p0 = 0 and d(p0, p1) = 1.
Then, by definition, d(p0, pk+1) = 2
m and d(p0, pi) ≤ 1 for all 1 ≤ i ≤ k. Thus p0(0) = 0, p1(0) 6= 0, and
pi(0) 6= ∞ for all 1 ≤ i ≤ k and pk+1(0) = ∞. Thus p is very regular. Similarly, p ∈ R−m is also a regular
sequence. Now, assume that p ∈ R0. Since p0 6= pk+1, we may assume without loss of generality that p0 = 0 and
d(p0, pk+1) = 1. Since p ∈ R0, we have d(p0, p1) ≥ 1 and d(pk, pk+1) ≥ 1. Thus p0(0) = 0 6= ∞, pk+1(0) 6= ∞,
p0(0) 6= p1(0), and pk(0) 6= pk+1(0), and hence p is very regular. This completes the proof of the lemma. 
Definition 5.9. Let k > 0 and p0, . . . , pk+1 ∈ T×z Q(z). Assume that (p0, . . . , pk+1) is regular. Then we define
Jup(p0; p1, . . . , pk; pk+1) ∈ H[T ] by
Jup(p0; p1, . . . , pk; pk+1) := I
m
up(p
′
0[0]; p
′
1[0], . . . , p
′
k[0]; p
′
k+1[0])
where (p′0, . . . , p
′
k+1) is a very regular sequence which is affine-equivalent to (p0, . . . , pk+1).
Let us check well-definedness of Definition 5.9. i.e.,
Imup(p0[0]; p1[0], . . . , pk[0]; pk+1[0]) = I
m
up(p
′
0[0]; p
′
1[0], . . . , p
′
k[0]; p
′
k+1[0])
for affine-equivalent very regular sequences (p0, . . . , pk+1), (p
′
0, . . . , p
′
k+1) ∈ (T×z Q(z))k+2 for k > 0.
4The number “2” in the definition of d(p, q) is not important. One may use any distance function where 2 is replace by some
real number ε > 1, and the following argument goes just parallelly.
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Lemma 5.10. Let k > 0, p0, . . . , pk+1 ∈ T×z Q(z), and y ∈ Q(z). Put p′i = pi + y for 0 ≤ i ≤ k + 1. If
(p0, . . . , pk+1) and (p
′
0, . . . , p
′
k+1) are very regular sequences then
Imup(p0[0]; p1[0], . . . , pk[0]; pk+1[0]) = I
m
up(p
′
0[0]; p
′
1[0], . . . , p
′
k[0]; p
′
k+1[0]).
Proof. The case y(0) 6=∞ is obvious since
Imup(p
′
0[0]; p
′
1[0], . . . , p
′
k[0]; p
′
k+1[0]) = I
m
up(p0[0] + y(0), p1[0] + y(0), . . . , pk[0] + y(0); pk+1[0] + y(0)).
Assume that y(0) = ∞. Then p0(0) = ∞ or p′0(0) = ∞. By symmetry, we can assume that p0(0) = ∞. Since
(p0, . . . , pk+1) is very regular, pi(0) 6=∞ for all 1 ≤ i ≤ k. Thus p′i(0) =∞ for all 1 ≤ i ≤ k. Since (p′0, . . . , p′k+1)
is very regular, we have
p′0(0) 6=∞, p′k+1(0) 6=∞.
By p′0(0) 6=∞, p′k+1(0) 6=∞, we can easily check p0[0] = pk+1[0]. Therefore,
Imup(p
′
0[0]; p
′
1[0], . . . , p
′
k[0]; p
′
k+1[0]) = I
m
up(p
′
0[0];∞, . . . ,∞; p′k+1[0]) = 0
Imup(p0[0]; p1[0], . . . , pk[0]; pk+1[0]) = I
m
up(p0[0]; p1[0], . . . , pk[0]; p0[0]) = 0.

Lemma 5.11. Definition 5.9 does not depend on the choice of very regular sequences.
Proof. Recall that the affine-equivalence of two sequence (p0, . . . , pk+1), (p
′
0, . . . , p
′
k+1) ∈ T×z Q(z) means that
there existsm ∈ Z, y ∈ Q(z) such that p′i = zmpi+y for 0 ≤ i ≤ k+1. By symmetry, we may assume thatm ≥ 0.
As we have already treated the case for m = 0, we assume that m > 0. So let (p0, . . . , pk+1), (p
′
0, . . . , p
′
k+1) ∈
T×z Q(z) be two very-regular sequences such that p
′
i = z
mpi+y for 0 ≤ i ≤ k+1 with some m > 0 and y ∈ Q(z).
If suffices to prove that
Imup(p0[0]; p1[0], . . . , pk[0]; pk+1[0]) = I
m
up(p
′
0[0]; p
′
1[0], . . . , p
′
k[0]; p
′
k+1[0]).
Let us first consider the case p0(0) 6= ∞ and pk+1(0) 6= ∞. Then p′0[0] = p′k+1[0]. Since p′0(0) 6= p′1(0),
p1(0) =∞. Thus
Imup(p0[0]; p1[0], . . . , pk[0]; pk+1[0]) = 0 = I
m
up(p
′
0[0]; p
′
1[0], . . . , p
′
k[0]; p
′
k+1[0]).
Next, let us consider the case p0(0) 6= ∞ and pk+1(0) = ∞. Then p1(0) 6= ∞ by the very-regularity of
(p0, . . . , pk+1). Thus p
′
0[0] = p
′
1[0], which contradicts with the very-regularity of (p
′
0, . . . , p
′
k+1). By the same
reasoning, p0(0) =∞ and pk+1(0) 6=∞ contradicts with the assumption.
Finally, let us consider the case p0(0) = ∞ and pk+1(0) = ∞. Since (p0, . . . , pk+1) is very regular,
p1(0), . . . , pk(0) ∈ Q. Thus if (zmp0, . . . , zmpk+1) is not very regular then (zmp0, . . . , zmpk+1)|z=0 = (0, . . . , 0)
and thus (zmp0 + y, . . . , z
mpk+1 + y) is also not very regular. This in turn says that if (p
′
0, . . . , p
′
k+1) is very
regular, (zmp0, . . . , z
mpk+1) is already very regular and so by Lemma 5.10, it is sufficient to consider the case
y = 0. Put n1 := −ordz=0(p0), a1 := limz→0(p0zn1), n2 := −ordz=0(pk+1), a2 := limz→0(pk+1zn2). Then
(zmp0, . . . , z
mpk+1) is very regular iff m ≤ min(n1, n2). For example, if n1 = m < n2 and a2/a1 > 0, then
Imup(p0[0]; p1[0], . . . , pk[0]; pk+1[0]) = I
m
up(
−−−−−−→
a−11 e
−mT
∞; p1(0), . . . , pk(0);
−−−−−−→
a−12 e
−n2T
∞)
=
(
logm(a2a1 ) + (n2 −m)T
)k
k!
since the residue of dtt−pi at ∞ is −1, and
Imup(p
′
0[0]; p
′
1[0], . . . , p
′
k[0]; p
′
k+1[0]) = I
m
up(a1; {0}k;
−−−−−−−−−−→
a−12 e
−(n2−m)T
∞)
= (−1)kImup(a−11 ; {0}k;
−−−−−−−−−−→
a−12 e
−(n2−m)T
0)
= (−1)kImup((a2/a1)e(n2−m)T ; {0}k;
−→
1 0)
= Imup(
−→
1 0; {0}k; (a2/a1)e(n2−m)T )
=
(
logm(a2a1 ) + (n2 −m)T
)k
k!
.
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Here, we use Möbius transformation t 7→ t−1 for the second equality. The other cases also follow from similar
calculations. 
5.3. The calculation of the limit for any admissible sequence. Put Σ :=
⊔
k≥0 T
×
z Q(z)
k and for a subset
I of Σ, we define QI to be the formal Q-span of I. Fix p, q ∈ T×z Q(z) such that p 6= q. We put
I
(p,q)
adm = Iadm := {(p1, . . . , pk) ∈ Σ | (p, p1, . . . , pk, q) is admissible}.
For n ∈ Z, we put
In := {(p1, . . . , pk) ∈ Σ | k = 0 or (p, p1, . . . , pk, q) ∈ Rn}.
Then the map
(5.3)  :
⊗
n∈Z
QIn → QIadm
is isomorphic. Thus, we can calculate
(T )
Reg
z→+0
(Iup(p0(z); p1(z), . . . , pk(z); pk+1(z)))
for any admissible sequence (p0, . . . , pk+1).
Example 5.12. Let us calculate
(T )
Reg
z→+0
(Iup(0; z, 1; 2)) .
Then sequence (0; z, 1; 2) is not regular, but by (5.3), we can write
(z, 1) = (z) (1)− (1, z).
Thus
Iup(0; z, 1; 2) = Iup(0; z; 2)Iup(0; 1; 2)− Iup(0; 1, z; 2)
where the sequences
(0, z, 2) ∈ R1, (0, 1, 2) ∈ R0, (0, 1, z, 2) ∈ R0
are all regular. Since
(T )
Reg
z→+0
Iup(0; z; 2) =
(T )
Reg
z→+0
Iup(0; 1;
2
z
) = Iup(0; 1;
−−−−−−→
exp(T )/2∞)
(T )
Reg
z→+0
Iup(0; 1; 2) = Iup(0; 1; 2)
(T )
Reg
z→+0
Iup(0; 1, z; 2) = Iup(0; 1, 0; 2),
we obtain
(T )
Reg
z→+0
(Iup(0; z, 1; 2)) = Iup(0; 1;
−−−−−−→
exp(T )/2∞)Iup(0; 1; 2)− Iup(0; 1, 0; 2).
Based on this calculation, we define Jup(; ; ) for admissible sequences as follows.
Definition 5.13. We define a map Fp,q : QIadm → H[T ] by the composition
QIadm
()−1−−−−→
⊗
n∈Z
QIn
(p1⊗···⊗pr) 7→
∏r
i=1 Jup(p;pi;q)−−−−−−−−−−−−−−−−−−−−→ H[T ]
where Jup(p;pi; q) is defined in Definition 5.9 since (p,pi, q)’s are regular sequences.
Definition 5.14. For (p1, . . . , pk) ∈ Iadm, we define
Jup(p; p1, . . . , pk; q) := Fp,q((p1, . . . , pk)) ∈ H[T ].
Example 5.15. Jup(0; z, 1; 2) is obtained by replacing (complex-valued) iterated integrals with the correspond-
ing motivic iterated integral in the result of Example 5.12, i.e.,
Jup(0; z, 1; 2) = I
m
up(0; 1;
−−−−−−→
exp(T )/2∞)I
m
up(0; 1; 2)− Imup(0; 1, 0; 2).
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5.4. The calculation of the limit for non-admissible sequences. Fix p, q ∈ T×z Q(z) such that p 6= q. For
r ∈ T×z Q(z), we put Ir := {(r1, . . . , rk) ∈ (T×z Q(z))k | k ≥ 0, r1 = · · · = rk = r}. Then
(5.4)  : QIp ⊗QIq ⊗QI(p,q)adm ≃ QΣ.
Now for (p1, . . . , pk) ∈ Ip ∪ Iq, we have
(T )
Reg
z→+0
(Iup(p(z); p1(z), . . . , pk(z); q(z))) = Iup(p
′[0]; p′1[0], . . . , p
′
k[0]; q
′[0])
where (p′, p′1, . . . , p
′
k, q
′) is a sequence which is affine-equivalent to (p, p1, . . . , pk, q) satisfying {p(0), q(0),∞} = 3.
Therefore, by the isomorphism (5.4) we can calculateReg
(T )
z→+0 (Iup(p(z); p1(z), . . . , pk(z); q(z))) for (p1, . . . , pk) ∈
Σ.
Keeping this calculation in mind, we define
Jup(p; p1, . . . , pk; q) ∈ H[T ]
for (p1, . . . , pk) ∈ Σ as follows. For (p1, . . . , pk) ∈ Ip ∪ Iq, we set
Jup(p; p1, . . . , pk; q) := I
m
up(p
′[0]; p′1[0], . . . , p
′
k[0]; q
′[0])
where (p′, p′1, . . . , p
′
k, q
′) is a sequence which is affine-equivalent to (p, p1, . . . , pk, q) satisfying {p(0), q(0),∞} = 3.
Hence, by (5.4), we employ the following definition.
Definition 5.16. We define Jup(p; p1, . . . , pk; q) for (p1, . . . , pk) ∈ Σ as the composed map
QΣ
()−1−−−−→ QIp ⊗QIq ⊗QI(p,q)adm
(p1⊗p2⊗p3) 7→
∏3
i=1 Jup(p;pi;q)−−−−−−−−−−−−−−−−−−−−→ H[T ].
5.5. The case where the endpoints coincides. Fix p, q ∈ T×z Q(z) such that p = q. In this case, one can
show for (p1, . . . , pk) ∈ Σ that
(T )
Reg
z→+0
(Iup(p(z); p1(z), . . . , pk(z); q(z))) :=
{
Iup(p
′[0]; p′1[0], . . . , p
′
k[0]; q
′[0]) p = p1 = · · · = pk (= q)
0 otherwise.
where (p′, p′1, . . . , p
′
k, q
′) is a sequence which is affine-equivalent to (p, p1, . . . , pk, q) satisfying p′(0) 6=∞. Noting
this, we define the value of Jup with the same endpoints as follows.
Definition 5.17. With the same (p′, p′1, . . . , p
′
k, q
′) as above, we define
Jup(p; p1, . . . , pk; q) :=
{
Imup(p
′[0]; p′1[0], . . . , p
′
k[0]; q
′[0]) p = p1 = · · · = pk (= q)
0 otherwise.
5.6. The path composition formula for Jup. In this section we will show that the ring-homomorphism
I•(T×z Q(z)) −→ H[T ] which maps I(p0; p1, . . . , pk; pk+1) to Jup(p0; p1, . . . , pk; pk+1) is well-defined. In other
words, J satisfies the same relations as the defining relations (1)–(4) of I stated in Section 4.4. Out of the four
relations, (1), (2) and (4) are trivial by definition. Therefore, we shall prove the property (3) for J . Firstly, we
state the following two lemmas which are straightforward by definition.
Lemma 5.18. Jup(p0; p1, . . . , pk; pk+1) = 0 if there exists 1 ≤ i ≤ k such that d(p0, pk+1) < d(p0, pi).
Lemma 5.19. If d(q, q′) < d(q, p1) then
Jup(q; p1, . . . , pk; pk+1) = Jup(q
′; p1, . . . , pk; pk+1).
Proposition 5.20. We have
k∑
i=0
Jup(p0; p1, . . . , pi; q)Jup(q; pi+1, . . . , pk; pk+1) = Jup(p0; p1, . . . , pk; pk+1).
Proof. We prove the claim by induction on k. Since the case k = 0 is obvious, we can assume that k > 0. There
are two possibilities about the configurations of p0, pk+1, q: the case d(p0, pk+1) < d(p0, q) and d(p0, pk+1) ≥
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d(p0, q). In fact, the first case follows from the second case since if we assume that the claim holds for all second
cases then
k∑
i=0
Jup(p0; p1, . . . , pi; q)Jup(q; pi+1, . . . , pk; pk+1)
=
k∑
i=0
k∑
j=i
Jup(p0; p1, . . . , pi; q)Jup(q; pi+1, . . . , pj; p0)Jup(p0; pj+1, . . . , pk; pk+1)
=
k∑
j=0
(
j∑
i=0
(−1)j−iJup(p0; (p1, . . . , pi) (pj , . . . , pi+1); q)
)
Jup(p0; pj+1, . . . , pk; pk+1)
=
k∑
j=0
δj,0Jup(p0; pj+1, . . . , pk; pk+1)
= Jup(p0; p1, . . . , pk; pk+1).
Thus it is enough to only consider the case d(p0, pk+1) ≥ d(p0, q). Without loss of generality, we may assume
that the sequence (p0, . . . , , pk+1) is very regular since the general case follows from these special cases, the shuffle
product formula for Jup(; ; ), and the compatibility of the shuffle product and the deconcatenation coproduct.
If pi(0) =∞ for some 1 ≤ i ≤ k then p0(0) 6=∞ and pk+1(0) 6=∞. Furthermore, by assumption d(p0, pk+1) ≥
d(p0, q), q(0) 6=∞. Thus both hand sides of the claim vanish.
Thus we can assume that pi(0) 6= ∞ for 1 ≤ i ≤ k. If p0(0) = ∞, d(p0, pi) = d(p0, p1) and if p0(0) 6= ∞,
d(p0, pi) ≤ d(p0, p1) = 1 for 1 ≤ i ≤ k. Therefore, d(p0, pi) ≤ d(p0, p1) and by the same argument d(pk+1, pi) ≤
d(pk+1, pk) for 1 ≤ i ≤ k. If d(p0, q) < d(p0, p1) then the claim holds since we have
k∑
i=0
Jup(p0; p1, . . . , pi; q)Jup(q; pi+1, . . . , pk; pk+1)
=
k∑
i=0
δi,0Jup(q; pi+1, . . . , pk; pk+1)
= Jup(q; p1, . . . , pk; pk+1)
= Jup(p0; p1, . . . , pk; pk+1)
by Lemmas 5.18 (the first equality) and 5.19 (the last equality). Thus we can assume that
d(p0, p1) ≤ d(p0, q).
Similarly, we can also assume that
d(pk+1, pk) ≤ d(q, pk+1).
Now recall that the conditions d(p0, pi) ≤ d(p0, p1) ≤ d(p0, q) ≤ d(p0, pk+1) and d(pk+1, pi) ≤ d(pk+1, pk) ≤
d(pk+1, q) ≤ d(p0, pk+1) are invariant under affine-equivalence. Our proof uses only these conditions and does
not use the very-regularity condition on the sequence (p0, . . . , pk+1), and thus we pass from one sequence to
another affine-equivalent sequence at our convenience hereafter in the proof. Put a := min{d(p0, p1), d(pk, pk+1)}
and U := {p ∈ T×z Q(z) | d(p, p1) ≤ a}. Then p1, . . . , pk ∈ U . If p1 = · · · = pk then the claim follows by a
straight forward calculation. Thus, hereafter we assume that {p1, . . . , pk} > 1. Note that this condition implies
a 6= 0 and max{d(q, pj) | 1 ≤ j ≤ k} 6= 0. Now we split the case into two cases, the case q /∈ U and the case
q ∈ U .
Let us first discuss the case q /∈ U . By affine-equivalence we may pass to the case where 0 ∈ U and a = 1
without loss of generality. Now that p1, . . . , pk ∈ U we have p1(0), . . . , pk(0) ∈ Q, and by definition of a, we
also have p0(0) 6= p1(0), pk(0) 6= pk+1(0). Moreover, since q /∈ U we have q(0) = ∞. Thus, by definition of J
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for a very regular sequence and the path composition formula for extended motivic iterated integral,
k∑
i=0
Jup(p0; p1, . . . , pi; q)Jup(q; pi+1, . . . , pk; pk+1)
=
k∑
i=0
Imup(p0[0]; p1(0), . . . , pi(0); q[0])I
m
up(q[0]; pi+1(0), . . . , pk(0); pk+1[0])
= Imup(p0[0]; p1(0), . . . , pk(0); pk+1[0])
= Jup(p0; p1, . . . , pk; pk+1),
which proves the claim for the case q /∈ U .
To discuss the case q ∈ U , we introduce the quantity denoted by Θ as follows. For a set X , we denote
by ΣX the set of (possibly empty) sequences of the elements of X , and for I ⊂ ΣX , we define QI to be the
formal Q-span of the elements in I. For Q = (Q1, . . . , Qr),Q′ = (Q′1, . . . , Q
′
s),Q
′′ = (Q′′1 , . . . , Q
′′
t ) ∈ ΣX , define
Θ(Q;Q′′;Q′) as the unique element of QΣX satisfying the property
r∑
i=0
s∑
j=0
(Q1, . . . , Qi)Θ(Qi+1, . . . , Qr;Q
′′;Q′1, . . . , Q
′
j) (Q
′
j+1, . . . , Q
′
s) = (Q,Q
′′,Q′).
We can check that Θ(Q;Q′′;Q′) is an element of QI where I ⊂ ΣX is the set of the sequences (R1, . . . , Rm)
such that
• (R1, . . . , Rm) is a permutation of (Q1, . . .Qr, Q′′1 , . . . , Q′′t , Q′1, . . . , Q′s),
• R1 ∈ {Q′′1 , Q′1, . . . , Q′s} if t > 0 and R1 ∈ {Q′1, . . . , Q′s} if t = 0,
• Rm ∈ {Q′′t , Q1, . . . , Qr} if t > 0 and Rm ∈ {Q1, . . . , Qr} if t = 0.
Now let us discuss the case q ∈ U . By an affine transformation, we can pass to the case where max{d(q, pj) | 1 ≤
j ≤ k} = 1 and q(0) ∈ Q without loss of generality. Note that a ≥ 1 since a ≥ max{d(q, pj) | 1 ≤ j ≤ k} = 1.
Recall that by assumption, p1(0), . . . , pk(0) ∈ Q and p0(0) 6= p1(0), pk(0) 6= pk+1(0). Thus the sequence
(p0, . . . , pk+1) is very regular, but the sequences (p0, . . . , pi, q) or (q, pi+1, . . . , pk+1) may not be very regular
because d(q, pi) or d(q, pi+1) may be smaller than 1. Put
Γ := {1 ≤ j ≤ k | d(q, pj) < 1}.
For each i ∈ {0, . . . , k}, let l(i) be the minimum integer between 0 and i such that {l(i) + 1, . . . , i} ⊂ Γ, and
r(i) be the maximal integer between i and k such that {i+ 1, . . . , r(i)} ⊂ Γ. By definition of Θ and the shuffle
product formula for Jup, we have
Jup(p0; p1, . . . , pi; q) =
∑
l(i)≤i′≤i
Jup
(
p0; Θ(∅; p1, . . . , pl(i); pl(i)+1, . . . , pi′); q
)
Jup(p0; pi′+1, . . . , pi; q)
and
Jup(q; pi+1, . . . , pk; pk+1) =
∑
i≤i′′≤r(i)
Jup
(
q; Θ(pi′′+1, . . . , pr(i); pr(i)+1, . . . , pi′′ ; ∅); pk+1
)
Jup(q; pi+1, . . . , pi′′ ; pk+1).
Thus, we have
k∑
i=0
Jup(p0; p1, . . . , pi; q)Jup(q; pi+1, . . . , pk; pk+1)
=
∑
0≤i′≤i≤i′′≤k
{i′+1,...,i′′}⊂Γ
Ai′Bi′′Jup(p0; pi′+1, . . . , pi; q)Jup(q; pi+1, . . . , pi′′ ; pk+1)(5.5)
where
Ai′ := Jup
(
p0; Θ(∅; p1, . . . , pl(i′); pl(i′)+1, . . . , pi′); q
)
Bi′′ := Jup
(
q; Θ(pi′′+1, . . . , pr(i′′); pr(i′′)+1, . . . , pk; ∅); pk+1
)
.
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Since max{d(q, pj) | 1 ≤ j ≤ k} = 1, there exists 1 ≤ j ≤ k such that j /∈ Γ and so the term (i′, i′′) = (0, k)
cannot happen. Thus, we may apply the induction hypothesis and (5.5) equals∑
0≤i′≤i′′≤k
{i′+1,...,i′′}⊂Γ
Ai′Bi′′Ci′,i′′
where Ci′,i′′ := Jup(p0; pi′+1, . . . , pi′′ ; pk+1). Then for any j ∈ Γ, we have
d(p0, pj) ≥ 1
since d(p0, q) ≥ d(p0, p1) ≥ a ≥ 1 and d(q, pj) < 1. Hence p0(0) 6= pj(0) for l(i′) + 1 ≤ j ≤ i′. Note that we also
have p0(0) 6= p1(0), p1(0), . . . , pi′(0) ∈ Q and pl(i′)(0) 6= q(0). Thus for any sequence (R1, . . . , Rm) ∈ ΣT×z Q(z)
that appear in Θ(∅; p1, . . . , pl(i′); pl(i′)+1, . . . , pi′), the sequence (p0, R1, . . . , Rm, q) is very regular. Therefore,
Ai′ = I
m
up(p0[0]; Θ(∅; p1(0), . . . , pl(i′)(0); pl(i′)+1(0), . . . , pi′(0)); q[0]).
Similarly, we have
Bi′′ = I
m
(
q[0]; Θ(pi′′+1(0), . . . , pr(i′′)(0); pr(i′′)+1(0), . . . , pk(0); ∅); pk+1[0]
)
.
Furthermore, since i′ + 1, i′′ ∈ Γ we have d(p0, pi′+1), d(pi′′ , pk+1) ≥ 1 and thus (p0, pi′+1, . . . , pi′′ , pk+1) is very
regular. Therefore we have
Ci′,i′′ = I
m
up(p0[0]; pi′+1(0), . . . , pi′′(0); pk+1[0])
=
∑
i′≤i≤i′′
Imup(p0[0]; pi′+1(0), . . . , pi(0); q[0]) · Imup(q[0]; pi+1(0), . . . , pi′′(0); pk+1[0]).
It now readily follows that∑
0≤i′≤i′′≤k
{i′+1,...,i′′}⊂Γ
Ai′Bi′′Ci′,i′′
=
k∑
i=0
Imup(p0[0]; p1(0), . . . , pi(0); q[0]) · Imup(q[0]; pi+1(0), . . . , pk(0); pk+1[0])
= Imup(p0[0]; p1(0), . . . , pk(0); pk+1[0])
= Jup(p0; p1, . . . , pk; pk+1),
which proves the claim for the case q ∈ U . 
By Proposition 5.20, we arrive at our desired consequence:
Lemma 5.21. The ring homomorphism from I•(T×z Q(z)) to H[T ] which maps I(p0; p1, . . . , pk; pk+1) to Jup(p0; p1, . . . , pk; pk+1)
is well-defined.
5.7. The limit for arbitrary path. Now we define Jγ(p0; p1, . . . , pk; pk+1) for a general path γ. For a path γ
from p0(z) to pk+1(z), we define Jγ(p0; p1, . . . , pk; pk+1) ∈ H[T ] to be the unique element satisfying the following
properties.
(1) If γ is the upper path, Jγ(p0; p1, . . . , pk; pk+1) := Jup(p0; p1, . . . , pk; pk+1).
(2) If p0(z) = pk+1(z) (= p(z)) and γ is a path that encircles the point p(z) counter-clockwisely r ∈ Z
times, then
Jγ(p; p1, . . . , pk; p) :=
{
(rµ)k
k! if p1 = · · · = pk = p
0 otherwise.
(3) For any paths γ from p0(z) to q(z) and γ
′ from q(z) to pk+1(z),
Jγγ′(p0; p1, . . . , pk; pk+1) =
k∑
i=0
Jγ(p0; p1, . . . , pi; q)Jγ′(q; pi+1, . . . , pk; pk+1)
where γγ′ denotes the composed path of γ and γ′ from p0(z) to pk+1(z).
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Note that the existence and the uniqueness of such Jγ follows from the path composition formula for upper
paths (Proposition 5.20) because any path can be decomposed into upper paths and the paths that encircle a
point (the paths of the type (2) above).
Finally, let us check that the Jγ thus defined can also be related with Goncharov’s Hopf algebra I•(S). Let
X be a finite subset of T×z Q(z) and put X := {p | p ∈ X} ⊂ Q(z). Fix an element q of T×z Q(z) and let S be the
set of pair (p, γ) of an element of p ∈ X and a path γ from q to p on C \X. For p = (p, γ) ∈ S, we denote by pˇ
its first component p and by path(p) its second component γ. Then, by Lemma 5.21, we obtain the following
proposition.
Proposition 5.22. Let S be as above. Then the ring homomorphism from I•(S) toH[T ] which maps I(p0;p1, . . . ,pk;pk+1)
to Jγ(pˇ0; pˇ1, . . . , pˇk; ˇpk+1) where γ is the path from pˇ0 to ˇpk+1 given by path(p0)
−1 ·path(pk+1) is well-defined.
5.8. Infinitesimal coaction of J(; ; ). For p0, . . . , pk+1 ∈ T×z Q(z), we denote by J l(p0; p1, . . . , pk; pk+1) the
image of Jγ(p0; p1, . . . , pk; pk+1) in L
(T ) (note that the image does not depend on the choice of γ). In this
section our goal is to prove the following proposition.
Proposition 5.23. Let k ≥ l > 0, p0, . . . , pk+1 ∈ T×z Q(z) and γ a path from p0 to pk+1 on C \ {p1, . . . , pk}.
Assume that #{p1, . . . , pk} = #{p1, . . . , pk}. Then we have
Dl(Jγ(p0; p1, . . . , pk; pk+1))
=
k−l∑
i=0
J l(pi; pi+1, . . . , pi+l; pi+l+1)⊗ Jγ(p0; p1, . . . , pi, pi+l+1, . . . , pk; pk+1).
Thanks to Lemma 4.7 and Proposition 5.22, Proposition 5.23 can be reduced to the case where γ is the upper
path. Therefore, in what follows, we shall prove Proposition 5.23 for the case when γ is the upper path.
Lemma 5.24. Let p0, . . . , pk+1 ∈ T×z Q(z). Suppose that p1(0), . . . , pk(0) ∈ Q. If neither p0(0) = · · · = pk(0)
nor p1(0) = · · · = pk+1(0) holds,
J l(p0; p1, . . . , pk; pk+1) = I
l(p0[0]; p1(0), . . . , pk(0); pk+1[0]).
Proof. If p0(0) = pk+1(0) ∈ Q, then there exists 1 ≤ j ≤ k such that pj(0) 6= p0(0) by the assumption of the
lemma, and thus
Jup(p0; p1, . . . , pk; pk+1) = 0 = I
m
up(p0[0]; p1(0), . . . , pk(0); pk+1[0]).
by Lemma 5.18. If p0(0) = pk+1(0) =∞, then
Jup(p0; p1, . . . , pk; pk+1) = I
m
up(p0[0]; p1(0), . . . , pk(0); pk+1[0])
by definition. Thus, we may assume that p0(0) 6= pk+1(0). Put
M := { (q1, . . . , ql)| l ≥ 0, q1, . . . , ql ∈ {p1, . . . , pk}}
and
P = {(q1, . . . , ql) ∈M | l ≥ 0, p0(0) = q1(0) = · · · = ql(0)},
P ′ = {(q1, . . . , ql) ∈M | l ≥ 0, q1(0) = · · · = ql(0) = pk+1(0)},
Q = {(q1, . . . , ql) ∈M | l ≥ 0, q1(0) 6= p0(0), ql(0) 6= qk+1(0)}.
Now that (p1, . . . , pk) can be expressed as
(p1, . . . , pk) =
∑
j
cjPj  P
′
j Qj
with cj ∈ Z, Pj ∈ P , P ′j ∈ P ′, Qj ∈ Q (N.B. the length of Pj nor P ′j never happens to be k by the assumption
of the lemma). Then by definition
Jup(p0; p1, . . . , pk; pk+1) =
∑
j
cjJup(p0;Pj ; pk+1)Jup(p0;P
′
j ; pk+1)Jup(p0;Qj; pk+1),
and thus
J l(p0; p1, . . . , pk; pk+1) =
∑
len(Qj)=k
cjJ
l(p0;Qj ; pk+1)
=
∑
len(Qj)=k
cjI
l(p0[0];Qj(0); pk+1[0]).
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On the other hand, since
Imup(p0[0]; p1(0), . . . , pk(0); pk+1[0])
=
∑
j
cjI
m
up(p0[0];Pj(0); pk+1[0]) · Imup(p0[0];P ′j(0); pk+1[0]) · Imup(p0[0];Qj(0); pk+1[0]),
we have
I l(p0[0]; p1(0), . . . , pk(0); pk+1[0]) =
∑
len(Qj)=k
cjI
l(p0[0];Qj(0); pk+1[0]).
Thus the lemma is proved. 
Lemma 5.25. Let k ≥ 0 and b0, . . . , bk+1 ∈ T̂×P1(Q). Assume that b0 = bk+1 = ∞ and b1, . . . , bk ∈ Q, and
#{b1, . . . , bk} = #{b1, . . . , bk}. Then for 0 < l ≤ k, we have
k−l∑
i=0
I l(bi; bi+1, . . . , bi+l; bi+l+1) = I
l(b0; {x}l; bk+1)
where x ∈ Q is any element.
Proof. Let γ be any path from b0 to bk+1 contained in a sufficiently small neighborhood of ∞ such that
Imγ (b0;x; bk+1) 6= 0. Noting
Imγ (b0; b1, . . . , bk; bk+1) =
Imγ (b0; {x}; bk+1)k
k!
,
its coaction is easily computed as
∆Imγ (b0; b1, . . . , bk; bk+1) =
(
∆Imγ (b0; {x}; bk+1)
)k
k!
=
(
1⊗ Imγ (b0;x; bk+1) + I l(b0;x; bk+1)⊗ 1
)k
k!
=
∑
l+l′=k
I l(b0;x; bk+1)
l
l!
⊗ I
m
γ (b0;x; bk+1)
l′
l′!
=
∑
l+l′=k
I l(b0; {x}l; bk+1)⊗ Imγ (b0; {x}l
′
; bk+1),
and thus we have
(5.6) Dl(I
m
γ (b0; b1, . . . , bk; bk+1)) = I
l(b0; {x}l; bk+1)⊗ Imγ (b0; {x}k−l; bk+1).
On the other hand, by Proposition 4.5, we have
(5.7) Dl(I
m
γ (b0; b1, . . . , bk; bk+1)) =
k−l∑
i=0
I l(bi; bi+1, . . . , bi+l; bi+l+1)⊗ Imγ (b0; {x}k−l; bk+1).
The lemma now readily follows by comparing (5.6) and (5.7). 
Lemma 5.26. Let k ≥ l ≥ 1, x ∈ Q, and p0, . . . , pk+1 ∈ T×z Q(z). Assume that p0(0) 6= x = p1(0) = · · · =
pk(0) 6= pk+1(0) and #{p1, . . . , pk} = #{p1, . . . , pk}. Then,
k−l∑
i=0
J l(pi; pi+1, . . . , pi+l; pi+l+1) = I
l(p0[0]; {x}l; pk+1[0]).
Proof. We fix l and prove the claim by induction on k. If p1 = · · · = pk, the claim follows by definition
(Definitions 5.16 and 5.17). Suppose that ♯ {p1, . . . , pk} > 1. Note that this implies #{p1, . . . , pk} > 1 by the
assumption of the lemma. Let m ≥ 1 be the maximal integer such that
p1 ≡ · · · ≡ pk (mod zm)
and q ∈ Q[z] any polynomial such that q ≡ p1 ≡ · · · ≡ pk (mod zm). Then, by definition, we have
k−l∑
i=0
J l(pi; pi+1, . . . , pi+l; pi+l+1) =
k−l∑
i=0
fi
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where
fi := J
l(p′i; p
′
i+1, . . . , p
′
i+l; p
′
i+l+1),
p′i = (pi − q)/zm. We decompose {0 ≤ i ≤ k − l} as
{0 ≤ i ≤ k − l} = W ⊔X ⊔X ′ ⊔ Y
where
X = {i | p′i(0) 6= p′i+1(0) = · · · = p′i+l(0) = p′i+l+1(0)}
X ′ = {i | p′i(0) = p′i+1(0) = · · · = p′i+l(0) 6= p′i+l+1(0)}
Y = {i | p′i(0) = p′i+1(0) = · · · = p′i+l(0) = p′i+l+1(0)}
W = {0 ≤ i ≤ k − l} \ (X ⊔X ′ ⊔ Y ).
Define λ : {0 ≤ i ≤ k − l} → {X,X ′, Y,W} by setting λ(i) to be the set where i belongs to. By definition,
(λ(0), . . . , λ(k − l)) takes the form
({W}s1 , X, {Y }s2 , X ′, . . . , {W}s2m−1 , X, {Y }s2m , X ′, {W}s2m+1)
with some m ≥ 0 and s1, . . . , s2m+1 ≥ 0. On one hand, for i ∈ W , we have
fi = I
l(p′i[0]; p
′
i+1(0), . . . , p
′
i+l(0); p
′
i+l+1[0])
by Lemma 5.24. On the other hand, for i < i′ such that (λ(i), . . . , λ(i′)) = (X, {Y }s, X ′), we have, by induction
hypothesis,
i′∑
j=i
fj = I
l(p′i[0]; {y}l; p′i′+l+1[0])(5.8)
where y := p′i+1[0] = p
′
i+2[0] = · · · = p′i′+l[0]5. Then, by the path composition formula, (5.8) equals
I l(p′i[0]; {y}l; p′i′+l+1[0]) =I l(p′i[0]; {y}l; y) + I l(y; {y}l; p′i′+l+1[0])
=
i′∑
j=i
I l(p′j [0]; p
′
j+1(0), . . . , p
′
j+l(0); p
′
j+l+1[0])
where the second equality is because I l(p′j [0]; p
′
j+1(0), . . . , p
′
j+l(0); p
′
j+l+1[0]) = 0 for i < j < i
′. Therefore, we
have
k−l∑
i=0
fi =
k−l∑
i=0
I l(p′i[0]; p
′
i+1(0), . . . , p
′
i+l(0); p
′
i+l+1[0]).
Now by Lemma 5.25, it follows that
k−l∑
i=0
fi = I
l(p′0[0]; {x′}l; p′k+1[0]) (x′ is any element of Q)
= J l(p0; {q + zmx′}l; pk+1)
= I l(p0[0]; {x}l; pk+1[0]).

Lemma 5.27. Let k ≥ l > 0 and p0, . . . , pk+1 ∈ T×z Q(z). Assume that #{p1, . . . , pk} = #{p1, . . . , pk}. Then
we have
Dl(Jup(p0; p1, . . . , pk; pk+1))(5.9)
=
k−l∑
i=0
J l(pi; pi+1, . . . , pi+l; pi+l+1)⊗ Jup(p0; p1, . . . , pi, pi+l+1, . . . , pk; pk+1).
5It should be noted that if (λ(0), . . . , λ(k − l)) is of the form (X, {Y }s,X′), the induction hypothesis cannot be applied, but
such a case never occurs since ♯
{
p′1, . . . , p
′
k
}
> 1 by definition.
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Proof. If is enough to only consider the case where (p0, . . . , pk+1) is very regular sequence. If there exists
s ∈ {1, . . . , k} such that ps(0) = ∞ then p0(0) 6= ∞, pk+1(0) 6= ∞ by the definition of very regular sequence
and Jup(p0; p1, . . . , pk; pk+1) = 0, and
Jup(pi; pi+1, . . . , pi+l; pi+l+1)⊗ Jup(p0; p1, . . . , pi, pi+l+1, . . . , pk; pk+1) = 0
for 0 ≤ i ≤ k − l, and thus (5.9) holds. Thus it is enough to only consider the case where pi(0) 6= ∞ for all i.
First we have
k−l∑
i=0
J l(pi; pi+1, . . . , pi+l; pi+l+1)⊗ Jup(p0; p1, . . . , pi, pi+l+1, . . . , pk; pk+1)
=
k−l∑
i=0
J l(pi; pi+1, . . . , pi+l; pi+l+1)⊗ Imup(p0[0]; p1(0), . . . , pi(0), pi+l+1(0), . . . , pk(0); pk+1[0])(5.10)
since
Jup(p0; p1, . . . , pi, pi+l+1, . . . , pk; pk+1) = I
m
up(p0[0]; p1(0), . . . , pi(0), pi+l+1(0), . . . , pk(0); pk+1[0])
except for the case
(i = 0 ∧ p0(0) = pl+1(0)) ∨ (i = k − l ∧ pk−l(0) = pk+1(0)) ,
and for such exceptional cases, we have
Jup(pi; pi+1, . . . , pi+l; pi+l+1) = 0.
Now as before we decompose {0 ≤ i ≤ k − l} as
{0 ≤ i ≤ k − l} = W ⊔X ⊔X ′ ⊔ Y
where
X = {i | pi(0) 6= pi+1(0) = · · · = pi+l(0) = pi+l+1(0)}
X ′ = {i | pi(0) = pi+1(0) = · · · = pi+l(0) 6= pi+l+1(0)}
Y = {i | pi(0) = pi+1(0) = · · · = pi+l(0) = pi+l+1(0)}
W = {0 ≤ i ≤ k − l} \ (X ⊔X ′ ⊔ Y ).
Define λ : {0 ≤ i ≤ k − l} → {X,X ′, Y,W} by setting λ(i) to be the set where i belongs to. By definition,
(λ(0), . . . , λ(k − l)) takes the form
({W}s1 , X, {Y }s2 , X ′, . . . , {W}s2m−1 , X, {Y }s2m , X ′, {W}s2m+1)
with some m ≥ 0 and s1, . . . , s2m+1 ≥ 0. On one hand, for i ∈ W , we have
J l(pi; pi+1, . . . , pi+l; pi+l+1) = I
l(pi[0]; pi+1(0), . . . , pi+l(0); pi+l+1[0]).
by Lemma 5.24. On the other hand, for j < j′ such that (λ(j), . . . , λ(j′)) = (X, {Y }s, X ′), the sequence
σ := (p1(0), . . . , pi(0), pi+l+1(0), . . . , pk(0))
does not depend on the choice of i ∈ {j, j+1, . . . , j′} since pj+1(0) = pj+2(0) = · · · = pj′+l(0). Thus, the partial
sum
j′∑
i=j
J l(pi; pi+1, . . . , pi+l; pi+l+1)⊗ Imup(p0[0]; p1(0), . . . , pi(0), pi+l+1(0), . . . , pk(0); pk+1[0])
of equation (5.10) equals  j′∑
i=j
J l(pi; pi+1, . . . , pi+l; pi+l+1)
⊗ Imup(p0[0];σ; pk+1[0]).
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By Lemma 5.26,
j′∑
i=j
J l(pi; pi+1, . . . , pi+l; pi+l+1) = I
l(pj [0]; {pj+1(0)}l; pj′+l+1[0])
=
j′∑
i=j
I l(pi[0]; pi+1(0), . . . , pi+l(0); pi+l+1[0])
where the second equality follows by the path composition formula. Putting together, we arrive at
k−l∑
i=0
J l(pi; pi+1, . . . , pi+l; pi+l+1)⊗ Jup(p0; p1, . . . , pi, pi+l+1, . . . , pk; pk+1)
=
k−l∑
i=0
I l(pi[0]; pi+1(0), . . . , pi+l(0); pi+l+1[0])⊗ Imup(p0[0]; p1(0), . . . , pi(0), pi+l+1(0), . . . , pk(0); pk+1[0])
= Dl(I
m
up(p0[0]; p1(0), . . . , pk(0); pk+1[0]))
= Dl(Jup((p0; p1, . . . , pk; pk+1)).
This completes the proof. 
As explained at the beginning of this section, we can now conclude that Proposition 5.23 is true by Lemma
5.27.
6. Motivicity of confluence relations
6.1. Basic notation. Throughout Section 6, we fix a finite subsets P ⊂ Q[z] and S ⊂ Q such that for all
distinct pair p(z), q(z) ∈ P , all zeros of p(z)− q(z) lie in S. We also fix a base point z0 ∈ Y := C \ S and let Y˜
be a universal covering space of Y with the base point z0. For each a ∈ S, we fix v(a) ∈ Q×, and write â for
the tangential base point
−−→
v(a)a. Similarly, for each p = p(z) ∈ P , we fix v′(p) ∈ Q×, and for a ∈ C we write
p̂(a) for the tangential base point
−−→
v′(p)p(a). Note that Y˜ is defined as the set of pairs (a, γ) where a ∈ Y and γ
is a homotopy class of paths from z0 to a on Y . We denote by S˜ the set of pairs (a, γ) where a ∈ S and γ is a
homotopy class of paths from z0 to â on Y . For a ∈ C, we put
Xa := C \ {p(a) | p ∈ P}.
Furthermore, for x, y ∈ S˜ and a1, . . . , ak ∈ S, we denote by
Im(x; a1, . . . , ak; y)
the motivic iterated integral
Imγ (p̂r(x); a1, . . . , ak; p̂r(y)) ∈ H
where pr : Y˜ ⊔ S˜ → Y ⊔S is the natural projection and γ ∈ πtop1 (Y ; p̂r(x), p̂r(y)) is the natural path determined
by x and y.
Definition 6.1. For p = p(z), q = q(z) ∈ P , we put
π(p, q) := πtop1 (Xz0 ; p̂(z0), q̂(z0)).
For each γ ∈ π(p, q) and a˜ = (a, γ′) ∈ Y˜ , we define
γ(a˜) ∈ πtop1 (Xa; p̂(a), q̂(a))
to be the continuous deformation of γ along γ′, which is well-defined since for a ∈ Y the map P → C given by
p 7→ p(a) is injective.
Definition 6.2. We denote by B the commutative Q-algebra generated by the formal symbols
Iγ(p0; p1, . . . , pk; pk+1)
where k ≥ 0, p0, . . . , pk+1 ∈ P , and γ ∈ π(p0, pk+1) with the relations (see also [9, Section 2.1]):
(1) the unit:
Iγ(p; q) := Iγ(p; ∅; q) = 1;
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(2) the shuffle product formula:
Iγ(p; p1, . . . , pr+1; q)Iγ(p; pr+1, . . . , ps; q) = Iγ(p; (p1, . . . , pr) (pr+1, . . . , ps); q);
(3) the path composition formula:
Iγ1γ2(p0; p1, . . . , pk; pk+1) =
k∑
i=0
Iγ1(p0; p1, . . . pi; q)Iγ1(q; pi+1, . . . , pk; pk+1);
(4) the trivial path: For k > 0 and a trivial path γ ∈ π(q, q),
Iγ(q; p1, . . . , pk; q) = 0.
Then we can view B as a graded ring⊕∞k=0 Bk by setting the degree of Iγ(p0; p1, . . . , pk; pk+1) as k.
Definition 6.3. We define Ba := B/I where I is the ideal of B generated by
{Iγ(q; p1, . . . , pk; q) | k > 0, γ ∈ π(q, q)}.
Notice that the image of Iγ(p0; p1, . . . , pk; pk+1) in Ba does not depend on the choice of γ. Therefore, Ba is
naturally identified with the Goncharov’s Hopf algebra I•(P) as a commutative ring by the obvious correspon-
dence Iγ(p0; p1, . . . , pk; pk+1) 7→ I(p0; p1, . . . , pk; pk+1). Let
⊕∞
k=0 Bak := Ba be the grading of Ba induced by that
of B.
Definition 6.4. For a ∈ S˜ we define a ring homomorphism evm,(T )a : B → H[T ] by
evm,(T )a (Iγ(p0; p1, . . . , pk; pk+1)) := Jγ′(p
′
0; p
′
1, . . . , p
′
k; p
′
k+1)
where γ′(z) := γ(a+ v(pr(a))z) and p′j(z) := pj(pr(a) + v(pr(a))z) for 0 ≤ j ≤ k + 1, and evma as the composed
map B ev
m,(T )
a−−−−−→ H[T ] T=0−−−→ H. Here, a + v(pr(a))z denotes the element of Y˜ (whose projection on Y is
pr(a) + v(pr(a))z) defined in a natural way for a sufficiently small z > 0.
The well-definedness of ev
m,(T )
a is clear by Proposition 5.22. Note that the composite maps B>0 ev
m,(T )
a−−−−−→
H[T ] → L(T ) (resp. B>0 ev
m
a−−→ H → L) factors through Ba>0 and we thus define evl,(T )a : Ba>0 → L(T ) (resp.
evla : Ba>0 → L) as the induced map. One can check that evl,(T )a depends only on pr(a) ∈ S and does not depend
on the path to p̂r(a) and so we sometimes abuse the notation ev
l,(T )
a for a ∈ S if there is no risk of confusion.
6.2. Key lemmas. As corollaries of Proposition 5.23, we can now show the following key lemmas which will
take crucial roles in the proof of the motivicity of confluence relations.
Lemma 6.5. For p0, . . . , , pk+1 ∈ P, a ∈ S˜, 0 < l ≤ k and a path γ ∈ π(p0, pk+1),
Dl(ev
m
a Iγ(p0; p1, . . . , pk; pk+1)) =
k−l∑
i=0
evlaI(pi; pi+1, . . . , pi+l; pi+l+1)⊗ evma Iγ(p0; p1, . . . , pi, pi+l+1, . . . , pk; pk+1).
Proof. This is an immediate consequence of Proposition 5.23. 
Lemma 6.6. For p0, . . . , , pk+1 ∈ P and a ∈ S, we have
k∑
i=1
(ordz−a(pi − pi+1)− ordz−a(pi − pi−1)) evlaI(p0; p1, . . . , pi−1, pi+1, . . . , pk; pk+1)
= (ordz−a(p1 − pk+1)− ordz−a(p1 − p0)) evlaI(p1; p2, . . . , pk; pk+1)
+ (ordz−a(pk − pk+1)− ordz−a(pk − p0)) evlaI(p0; p1, . . . , pk−1; pk)
where we define ordz−a(0) := 0 as before.
Proof. Fix a lift a˜ ∈ S˜ of a ∈ S and a path γ ∈ π(p0, pk+1) and put
ev
m,(T )
a˜ Iγ(p0; p1, . . . , pk; pk+1) =
k∑
j=0
sjT
j ∈ H[T ]
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where s0, . . . , sk ∈ H with deg sj = k− j. By the Leibniz rule Dl(xy) = Dl(x) · (1⊗ y)+Dl(y) · (1⊗x), we have
D1(ev
m,(T )
a˜ Iγ(p0; p1, . . . , pk; pk+1)) =
k∑
j=0
(
D1(sj) ·
(
1⊗ T j)+D1(T j) · (1⊗ sj))
=
k∑
j=0
D1(sj) ·
(
1⊗ T j)+ k∑
j=1
jT ⊗ sjT j−1(6.1)
and
Dk−1(ev
m,(T )
a˜ Iγ(p0; p1, . . . , pk; pk+1)) =
k∑
j=0
(
Dk−1(sj) ·
(
1⊗ T j)+Dk−1(T j) · (1⊗ sj))
=
1∑
j=0
Dk−1(sj) ·
(
1⊗ T j)+ k∑
j=k−1
Dk−1(T
j) · (1⊗ sj)
= (Dk−1(s0) + s1 ⊗ T + δ1,kT ⊗ s1) .(6.2)
since Dk−1(s1) = s1 ⊗ 1 and Dl(T j) = jδ1,lT ⊗ T j−1. On the other hand, by Proposition 5.23, we have
D1(ev
m,(T )
a˜ Iγ(p0; p1, . . . , pk; pk+1)) =
k∑
i=1
evl,(T )a I(pi−1; pi; pi+1)⊗ evm,(T )a˜ Iγ(p0; p1, . . . , pi−1, pi+1, . . . , pk; pk+1).
(6.3)
By comparing the coefficient of T ⊗ 1 in (6.1) and (6.3), we have
(6.4) s1 =
k∑
i=1
(ordz−a(pi − pi+1)− ordz−a(pi − pi−1)) evma˜ I(p0; p1, . . . , pi−1, pi+1, . . . , pk; pk+1)
since ev
l,(T )
a I(pi−1; pi; pi+1) = (ordz−a(pi − pi+1)− ordz−a(pi − pi−1))T + (Const. term).
Similarly, by Proposition 5.23, we have
Dk−1(ev
m,(T )
a˜ Iγ(p0; p1, . . . , pk; pk+1)) = ev
l,(T )
a I(p1; p2, . . . , pk; pk+1)⊗ evm,(T )a˜ Iγ(p0; p1; pk+1)(6.5)
+ evl,(T )a I(p0; p1, . . . , pk−1; pk)⊗ evm,(T )a˜ Iγ(p0; pk; pk+1).
By comparing the coefficient of 1⊗ T in (6.2) and (6.5), we have
(Image of s1 in L) = (ordz−a(p1 − pk+1)− ordz−a(p1 − p0)) evlaI(p1; p2, . . . , pk; pk+1)(6.6)
+ (ordz−a(pk − pk+1)− ordz−a(pk − p0)) evlaI(p0; p1, . . . , pk−1; pk).
Now, the lemma readily follows by comparing (6.4) and (6.6). 
6.3. The definition of the confluence relation.
Definition 6.7. For c ∈ S, define a linear map ∂c : B → B by
∂c(uv) = ∂c(u)v + u∂c(v)
and
∂c(Iγ(p0; p1, . . . , pk; pk+1)) =
k∑
i=1
(ordz−c(pi − pi+1)− ordz−c(pi − pi−1)) Iγ(p0; p1, . . . , p̂i, . . . , pk; pk+1).
Definition 6.8. For x, y ∈ S˜, we define ψx,y : B → H by
ψx,y(u) = −evmy (u) +
∞∑
l=0
∑
c1,...,cl∈S
evmx (∂c1 · · · ∂clu) · Im(x; c1, . . . , cl; y).
Proposition 6.9 (Confluence relation for complex-valued iterated integrals). For x, y ∈ S˜ and u ∈ B,
per(ψx,y(u))) = 0.
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This theorem is proved just in the same way as the proof of Theorem 2.21 by using the general differential
formula
d
dz
Iγ(p̂0; p1, . . . , pk; p̂k+1)
=
∑
1≤i≤k
pi 6=pi+1
d log(pi − pi+1)
dz
Iγ(p̂0; p1, . . . , pi−1, pi+1, . . . , pk; p̂k+1)
−
∑
1≤i≤k
pi 6=pi−1
d log(pi − pi−1)
dz
Iγ(p̂0; p1, . . . , pi−1, pi+1, . . . , pk; p̂k+1)
for p0, . . . , pk+1 ∈ P .
The purpose of Section 6 is to prove ψx,y(u) = 0 for any x, y and u. We will prove this by induction on the
degree of u. For convenience, we call the statement:[
For x, y ∈ S˜, l ≤ k and u ∈ Bl, ψx,y(u) = 0.
]
as Hyp(k).
6.4. A combinatorial interpretation for ψx,y. Fix a finite totally-ordered set P and a map ι : P → P . We
identify a strictly increasing sequence a1 < · · · < ak of the elements in P and a subset {a1, . . . , ak} of P . For
k ≥ 0, we put
Bk := {U ⊂ P | #U = 2 + k}
and B =
⋃∞
k=0 Bk. For S1, S2 ∈ B, we write S1 ≺ S2 (resp. S1  S2) if and only if S1 ⊂ S2 (resp. S1 ( S2),
min(S1) = min(S2) and max(S1) = max(S2).
Definition 6.10. Let U0, . . . , Um ∈ B, and (p1, p′1), . . . , (pm, p′m) ∈ P 2. For S1 ≺ S2, we call the pair
((U0, . . . , Um); (p1, p
′
1), . . . , (pm, p
′
m))
a history from S1 to S2 if the following conditions are satisfied:
• pi < p′i for all 1 ≤ i ≤ m,
• S1 = U0 ⊂ · · · ⊂ Um = S2,
• #Ui = #Ui−1 + 1 for all 1 ≤ i ≤ m,
• Ui = Ui−1 ∪ {pi, p′i} for all 1 ≤ i ≤ m,
• q /∈ Ui for all q such that pi < q < p′i.
We write a history ((U0, . . . , Um); (p1, p
′
1), . . . , (pm, p
′
m)) as
U0
p1p
′
1−−−→ U1 p2p
′
2−−−→ · · · pmp
′
m−−−−→ Um.
Definition 6.11. For S1 ≺ S2, we denote by F(S1, S2) the set of histories from S1 to S2. Furthermore, if
#S1 = 2, we write F(S2) for F(S1, S2).
Example 6.12. Let P = {0, 1, 2, 3}. We denote a subset {a1, . . . , ak} of P simply as a1 . . . ak. Then F(0123)
consists of the following eight elements:
03
01−→ 013 12−→ 0123, 03 01−→ 013 23−→ 0123, 03 13−→ 013 12−→ 0123, 03 13−→ 013 23−→ 0123
03
02−→ 023 01−→ 0123, 03 02−→ 023 12−→ 0123, 03 23−→ 023 01−→ 0123, 03 23−→ 023 12−→ 0123.
For U = {b0 < · · · < bk+1} ∈ Bk and γ ∈ π(ι(b0), ι(bk+1)), we put
Iγ(U) := Iγ(ι(b0); ι(b1), . . . , ι(bk); ι(bk+1)) ∈ Bk,
I(U) := I(ι(b0); ι(b1), . . . , ι(bk); ι(bk+1)) ∈ Bak.
Definition 6.13. For a history
f =
(
U0
p1p
′
1−−−→ U1 p2p
′
2−−−→ · · · pmp
′
m−−−−→ Um
)
∈ F(U0, Um),
define the sign of f as
sgn(f) := (−1)t(f)
where t(f) is the number of j such that Uj = Uj−1 ∪ {p′j}.
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Definition 6.14. For a history
f =
(
U0
p1p
′
1−−−→ U1 p2p
′
2−−−→ · · · pmp
′
m−−−−→ Um
)
∈ F(U0, Um),
and x, y ∈ S˜, define Tx,y(f) ∈ H by
Tx,y(f) := sgn(f)
∑
c1,...,cm∈S
(
m∏
i=1
ordz−ci (ι(pi)− ι(p′i))
)
Im(x; c1, . . . , cm; y).
Then by definition we have
(6.7) ψx,y(Iγ(U)) = −evmy (Iγ(U)) +
∑
V≺U
∑
f∈F(V,U)
evmx (Iγ(V ))Tx,y(f).
6.5. Combinatorial interpretation of D (ψx,y). Let
f :=
(
U0
p1p
′
1−−−→ U1 p2p
′
2−−−→ · · · pmp
′
m−−−−→ Um
)
be a history. Assume that m > 0. Then
D(Tx,y(f)) =
∑
0≤i<j≤m
sgn(f)
∑
c1,...,cm∈S
(
m∏
s=1
ordz−cs (ι(ps)− ι(p′s))
)
(6.8)
× I l(ci; ci+1, . . . , cj; cj+1)⊗ Im(x; c1, . . . , ci, cj+1, . . . , cm; y)
where we put c0 := x and cm+1 := y. We denote by T
l
x,y(f) the image of Tx,y(f) in L. For (6.8), we introduce
the following notation.
Definition 6.15. For three histories
f1 =
(
V
p1p
′
1−−−→ · · · pip
′
i−−→W1
)
∈ F(V,W1), f2 ∈ F(W1,W2), f3 =
(
W2
pi+1p
′
i+1−−−−−−→ · · · pmp
′
m−−−−→ U
)
∈ F(W2, U),
we define Tx,y(f1, f2, f3) ∈ L⊗H by
Tx,y(f1, f2, f3) := sgn(f1)sgn(f3)
∑
c1,...,cm∈S
(
m∏
s=1
ordz−cs (ι(ps)− ι(p′s))
)
T lci,ci+1(f2)⊗ Im(x; c1, . . . , cm; y)
where we again put c0 := x and cm+1 := y.
Then, by definition, we have
D(
∑
f∈F(V,U)
Tx,y(f)) =
∑
V≺W1W2≺U
∑
f1∈F(V,W1)
f2∈F(W1,W2)
f3∈F(W2,U)
Tx,y(f1, f2, f3)
=
∑
V≺W1W2≺U
∑
f1∈F(V,W1)
f3∈F(W2,U)
Tx,y(f1, f3)(6.9)
where we put
Tx,y(f1, f3) :=
∑
f2∈F(W1,W2)
Tx,y(f1, f2, f3).
THE MOTIVIC GALOIS GROUP OF MIXED TATE MOTIVES OVER Z[1/2] 42
By (6.7) and (6.9), we have
D (ψx,y(Iγ(U))) = −D
(
evmy (Iγ(U))
)
+
∑
V≺U
∑
f∈F(V,U)
(1⊗ evmx (Iγ(V ))) ·D (Tx,y(f))
+
∑
V≺U
∑
f∈F(V,U)
(1⊗ Tx,y(f)) ·D (evmx (Iγ(V )))
= −D (evmy (Iγ(U)))+ ∑
V≺W1W2≺U
∑
f∈F(V,W1)
g∈F(W2,U)
(1⊗ evmx (Iγ(V ))) · Tx,y(f, g)
+
∑
V≺U
∑
f∈F(V,U)
(1⊗ Tx,y(f)) ·D (evmx (Iγ(V )))(6.10)
Now we calculate Tx,y(f, g).
Definition 6.16. Assume that V W . We write V ⊳W if V and W can be written as
V = {a0 < · · · < ai < ai+1 < · · · < ak+1}
and
W = {a0 < · · · < ai < b1 < · · · < bj < ai+1 < · · · < ak+1}
for some 0 ≤ i ≤ k and j > 0 and a0, . . . , ak+1, b1, . . . , bj ∈ P . Furthermore, we define ω(V,W ) to be the
substring
ω(V,W ) := {ai < b1 < · · · < bj < ai+1}
of W in this case.
Lemma 6.17. Let
V = {a1 < · · · < an+1},
U = {a1 < b1,1 < · · · < b1,r1 < a2 < b2,1 < · · · < b2,r2 < · · · < an < bn,1 < · · · < bn,rn < an+1}
and
Ui = {ai < bi,1 < · · · < bi,ri < ai+1} (1 ≤ i ≤ n)
where a1, . . . , an+1, b1,1, . . . , b1,r1, b2,1, . . . , b2,r2, . . . , bn,1, . . . , bn,rn ∈ P . Then, for x, y ∈ S˜,
∑
f∈F(V,U)
Tx,y(f) =
n∏
i=1
 ∑
g∈F(Ui)
Tx,y(g)
 .
Proof. It follows from the shuffle product formula and the definition of history. 
Lemma 6.18. Suppose that Hyp(k − 1) holds. Then for any V  U such that #U −#V ≤ k − 1, we have
∑
f∈F(V,U)
T lx,y(f) =
{
evly(I(ω(V, U))) − evlx(I(ω(V, U))) V ⊳ U
0 otherwise.
Proof. By Lemma 6.17,
∑
f∈F(V,U) Tx,y(f) vanishes if there exists 1 ≤ i < j ≤ n such that ri, rj > 0. Thus, we
have ∑
f∈F(V,U)
T lx,y(f) =
{∑
g∈F(ω(V,U)) T
l
x,y(g) V ⊳ U
0 otherwise.
Since #U −#V ≤ k − 1,
ψx,y(Iγ(ω(V, U))) = 0
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by Hyp(k − 1), and thus we have
0 = −evly(I(ω(V, U))) +
∑
W≺ω(V,U)
∑
f∈F(W )
evlx(I(W ))T
l
x,y(f)
= −evly(I(ω(V, U))) +
∑
W≺ω(V,U)
#W is 2 or #ω(V,U)
∑
f∈F(W )
evlx(I(W ))T
l
x,y(f)
= −evly(I(ω(V, U))) + evlx(I(ω(V, U))) +
∑
f∈F(ω(V,U))
T lx,y(f).
Hence ∑
g∈F(ω(V,U))
T lx,y(g) = ev
l
y(I(ω(V, U))) − evly(I(ω(V, U)))
as desired. 
Definition 6.19. Let V ≺ U . We call a pair of histories a divided-history from V to U if it is of the form (f, g)
where f ∈ F(V,W1), g ∈ F(W2, U) with some V ≺W1 ⊳W2 ≺ U .
We express a divided-history (f, g) as
V
p1p
′
1−−−→ · · · prp
′
r−−−→W1 ⇒W2 q1q
′
1−−−→ · · · qsq
′
s−−−→ U
where
f =
(
V
p1p
′
1−−−→ · · · prp
′
r−−−→W1
)
, g =
(
W2
q1q
′
1−−−→ · · · qsq
′
s−−−→ U
)
.
We denote by G(V, U) the set of divided-histories from V to U .
Definition 6.20. For a divided-history
(f, g) :=
(
V
p1p
′
1−−−→ · · · pip
′
i−−→W1 ⇒W2
pi+1p
′
i+1−−−−−−→ · · · pmp
′
m−−−−→ U
)
,
define TRx,y(f, g) and T
L
x,y(f, g) by
TRx,y(f, g) = sgn(f)sgn(g)
∑
c1,...,cm∈S
(
m∏
s=1
ordz−cs (ι(ps)− ι(p′s))
)
evlci+1(I(ω(W1,W2)))⊗ Im(x; c1, . . . , cm; y)
TLx,y(f, g) = sgn(f)sgn(g)
∑
c1,...,cm∈S
(
m∏
s=1
ordz−cs (ι(ps)− ι(p′s))
)
evlci(I(ω(W1,W2)))⊗ Im(x; c1, . . . , cm; y)
where we put c0 := x and cm+1 := y.
Now suppose that Hyp(k − 1) holds and that U ∈ Bk. Then by Lemma 6.18, for V ≺ W1  W2 ≺ U ∈ Bk,
f ∈ F(V,W1) and g ∈ F(W2, U), we have
Tx,y(f, g) ≡
{
TRx,y(f, g)− TLx,y(f, g) W1 ⊳W2
0 W1 6⋪W2
except for the case where #W1 = 2 and W2 = U . Thus, we have
(6.11)
∑
V≺W1W2≺U
∑
f∈F(V,W1)
g∈F(W2,U)
(1⊗ evmx (Iγ(V ))) · Tx,y(f, g)
≡
∑
VU
(1⊗ evmx (Iγ(V ))) ·
∑
(f,g)∈G(V,U)
(
TRx,y(f, g)− TLx,y(f, g)
)
(mod Lk ⊗Q).
Now, we decompose G(V, U) in two ways:
G(V, U) = G(1)R (V, U) ⊔ G(2)R (V, U) ⊔ G(3)R (V, U) = G(1)L (V, U) ⊔ G(2)L (V, U) ⊔ G(3)L (V, U)
where G(1)R (V, U) the subset of G(V, U) consisting of the elements of the forms
V → · · · →W ⇒ U,
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G(2)R (V, U) the subset of G(V, U) consisting of the elements of the forms
· · · → (Aa0ak+1B)⇒ (Aa0a1 . . . ai−1ai+1 . . . akak+1B)→ (Aa0a1 . . . akak+1B)→ · · · (1 ≤ i ≤ k),
G(3)R (V, U) the subset of G(V, U) consisting of the elements of the forms
· · · → (A1A2abB)⇒ (A1A2aWbB)→ (A1xA2aWbB)→ · · ·
or
· · · → (AabB1B2)⇒ (AaWbB1B2)→ (AaWbB1xB2)→ · · · ,
G(1)L (V, U) the subset of G(V, U) consisting of the elements of the form
V ⇒W → · · · → U,
G(2)L (V, U) the subset of G(V, U) consisting of the elements of the form
· · · → (Aa0ak+1B)→ (Aa0aiak+1B)⇒ (Aa0a1 . . . akak+1B)→ · · · (k ≥ 1, i ∈ {1, k}),
G(3)L (V, U) the subset of G(V, U) consisting of the elements of the form
· · · → (A1A2abB)→ (A1xA2abB)⇒ (A1xA2aWbB)→ · · ·
or
· · · → (AabB1B2)→ (AabB1xB2)⇒ (AaWbB1xB2)→ · · · .
By Lemma 6.5 and Hyp(k − 1), we have∑
VU
(1⊗ evmx (Iγ(V ))) ·
∑
(f,g)∈G
(1)
R (V,U)
TRx,y(f, g)
=
∑
VU
(1⊗ evmx (Iγ(V ))) ·
 ∑
V≺W⊳U
evly(I(ω(W,U))) ⊗
∑
f∈F(V,W )
Tx,y(f)

=
∑
W⊳U
evly(I(ω(W,U))) ⊗
∑
V≺W
evmx (Iγ(V ))
∑
f∈F(V,W )
Tx,y(f)

=
∑
W⊳U
evly(I(ω(W,U))) ⊗
(
ψx,y(Iγ(W )) + evmy (Iγ(W ))
)
=
∑
W⊳U
evly(I(ω(W,U))) ⊗ evmy (Iγ(W ))
= D
(
evmy (Iγ(U))
)
(6.12)
and similarly ∑
VU
(1⊗ evmx (Iγ(V ))) ·
∑
(f,g)∈G
(1)
L (V,U)
TLx,y(f, g)
=
∑
VU
(1⊗ evmx (Iγ(V ))) ·
 ∑
V⊳W≺U
evlx(I(ω(V,W ))) ⊗
∑
f∈F(W,U)
Tx,y(f)

=
∑
W≺U
1⊗ ∑
f∈F(W,U)
Tx,y(f)
 ·( ∑
V⊳W
evlx(I(ω(V,W ))) ⊗ evmx (Iγ(V ))
)
=
∑
W≺U
1⊗ ∑
f∈F(W,U)
Tx,y(f)
 ·D(evmx (Iγ(W )).(6.13)
THE MOTIVIC GALOIS GROUP OF MIXED TATE MOTIVES OVER Z[1/2] 45
Next by Lemma 6.6, we have
k∑
i=1
TRx,y(· · · → (Aa0ak+1B)⇒ (Aa0a1 . . . ai−1ai+1 . . . akak+1B)
aiai+1−−−−→ (Aa0a1 . . . akak+1B)→ · · · )
+
k∑
i=1
TRx,y(· · · → (Aa0ak+1B)⇒ (Aa0a1 . . . ai−1ai+1 . . . akak+1B)
ai−1ai−−−−→ (Aa0a1 . . . akak+1B)→ · · · )
=
∑
i∈{1,k}
TLx,y(· · · → (Aa0ak+1B)
aiak+1−−−−→ (Aa0aiak+1B)⇒ (Aa0a1 . . . akak+1B)→ · · · )
+
∑
i∈{1,k}
TLx,y(· · · → (Aa0ak+1B) a0ai−−−→ (Aa0aiak+1B)⇒ (Aa0a1 . . . akak+1B)→ · · · )
and thus
(6.14)
∑
VU
(1⊗ evmx (Iγ(V ))) ·
∑
(f,g)∈G
(2)
R (V,U)
TRx,y(f, g) =
∑
VU
(1⊗ evmx (Iγ(V ))) ·
∑
(f,g)∈G
(2)
L (V,U)
TLx,y(f, g).
Furthermore, since
TRx,y (· · · → (A1A2abB)⇒ (A1A2aWbB)→ (A1xA2aWbB)→ · · · )
= TLx,y (· · · → (A1A2abB)→ (A1xA2abB)⇒ (A1xA2aWbB)→ · · · )
and
TRx,y (· · · → (AabB1B2)⇒ (AaWbB1B2)→ (AaWbB1xB2)→ · · · )
= TLx,y(· · · → (AabB1B2)→ (AabB1xB2)⇒ (AaWbB1xB2)→ · · · ),
we have
(6.15)
∑
VU
(1⊗ evmx (Iγ(V ))) ·
∑
(f,g)∈G
(3)
R (V,U)
TRx,y(f, g) =
∑
VU
(1⊗ evmx (Iγ(V ))) ·
∑
(f,g)∈G
(3)
L (V,U)
TLx,y(f, g).
By (6.10), (6.11), (6.12), (6.13), (6.15) and (6.14), we have
(6.16) D (ψx,y(Iγ(U))) ≡ 0 (mod Lk ⊗Q)
for U ∈ Bk under the hypothesis H(k − 1). Now we are ready to prove the following Theorem.
Theorem 6.21 (Confluence relation for motivic iterated integrals). For x, y ∈ S˜ and u ∈ B, we have
ψx,y(u) = 0.
Proof. Assume that U ∈ Bk. We prove ψx,y(Iγ(U)) = 0. by induction on k. By definition, we have
per(ψx,y(Iγ(U))) = 0.
By (6.16) and the induction hypothesis, we have
D(ψx,y(Iγ(U))) ≡ 0 (mod Lk ⊗Q).
Thus by Lemma 4.2, we have
ψx,y(Iγ(U)) = 0.
which completes the proof. 
Remark 6.22. Theorem 6.21 can be viewed as an ultimate generalization of the confluence relation defined in
the authors’ previous paper [11]. In fact, the confluence relation in [11] is obtained from Theorem 6.21 under
the setting P := {0, 1, z} and S := {0, 1} together with the tangential vectors v(0) = 1, v(1) = −1.
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7. Proof of Main Theorems
As a special case of Theorem 6.21, we obtain the following theorem.
Proposition 7.1. We have
ICF ⊂ ker(Lm).
Proof. We apply Theorem 6.21 under the setting P := {0,−1, z,−z2} and S := {0, 1,−1} where we set the
tangential vectors as v(0) = 1, v(1) = −1 and v(−1) ∈ Q× arbitrary. Let u = ep1 · · · epk with p1, . . . , pk ∈ P
such that p1 6= 0 and pk 6= 0. It is enough to show that
Lm(u|z→1 − ϕ(u)) = 0.
Put u′ := Iγ(0; p1, . . . , pk; z) where γ is the straight path from 0 to z. Then,
Lm(u|z→1) = evm1 u′
and
Lm(ϕ(u)) =
∞∑
l=0
∑
c1,...,cl∈S
evm0 (∂c1 · · · ∂clu′) · Im(0; c1, . . . , cl; 1),
since we can check Lm(regz→0(∂c1 · · ·∂clu)) = evm0 (∂c1 · · · ∂clu′) by a careful comparison of the definitions of
regz→0 and ev
m
0 (and by the motivicity of the distribution relation). Here, it should be noted that ∂c on the
right-hand side is the one defined in Definition 6.7 while that on the left-hand side is the one defined in Definition
2.16. Hence, by Theorem 6.21,
Lm(u|z→1 − ϕ(u)) = −ψ0,1(u′) = 0
as desired. 
Theorem 7.2. Let ÎCF be the ideal of H(2) := (Q 〈e0, e1, e−1〉 ,) generated by e0, e1 and ICF. Then, we have
ÎCF = ker(Lm).
Proof. Let k be a non-negative integer and H
(2)
k the degree k part of H
(2). Let Fk be the Fibonacci number
defined by
∑∞
k=0 Fkt
k = 1/(1− t− t2). Then by a result of Deligne [6],
(7.1) dimQ
(
H
(2)
k /(H
(2)
k ∩ ker(Lm))
)
= Fk,
whereas by Theorem 3.1,
(7.2) dimQ
(
H
(2)
k /(H
(2)
k ∩ ÎCF)
)
= dimQ
(A0k,∞({0, 1,−1})/ICF) ≤ #ID(k,∞) = Fk.
Combining (7.1) and (7.2), we have
(7.3) dimQ
(
H
(2)
k ∩ ÎCF
)
≥ dimQ
(
H
(2)
k ∩ ker(Lm)
)
.
On the other hand, by Proposition 7.1,
(7.4) H
(2)
k ∩ ÎCF ⊂ H(2)k ∩ ker(Lm).
By comparing (7.3) and (7.4), we find
H
(2)
k ∩ ÎCF = H(2)k ∩ ker(Lm).
Thus, we can conclude that ÎCF = ker(Lm). 
Put ζm(k) = (−1)dLm(w(k)), ζ˜m(k) = Lm(w˜(k)) where w(k), w˜(k) are as defined in Definition 2.11. Then,
by Proposition 7.1, we obtain the following refinement of Theorem Theorem 3.10.
Theorem 7.3. Let k, d ≥ 0. For k ∈ I(k, d), ζ˜m(k) is a Z(2)-linear combination of
{
ζ˜m(k′) | k′ ∈ ID(k, d)
}
.
More explicitly, for k ∈ I(k, d) \ ID(k, d), we have
ζ˜m(k) =
∑
k′∈ID(k,d)
αk,k′ ζ˜
m(k′)
where αk,k′ ’s are as defined in Theorem 3.10.
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