Using Jones's formalism, we prove three optical reversibility theorems that relate the polarization ellipticity at the output of an optical system to the polarization of the retroreflected light at the input. We describe how these theorems can be used to measure the ellipticity of a polarization remotely and thus to control it remotely.
INTRODUCTION
Optical reversibility, i.e., the behavior of light in an optical system when the direction of propagation is reversed, is a powerful tool for experiments as well as for theory. For instance, it may provide important information about a system without one's knowing the detail of all its elements. Reversibility of ray propagation in geometrical optics is a straightforward consequence of Fermat's principle, and it is widely used, for example, for aligning an optical system, by means of autocollimation. Reversibility of polarization is not so widely referred to. In his famous paper on light polarization,' Jones writes a reversibility theorem for polarization, but he does not suggest any application of this theorem.
In this paper we show how it is possible for one to know the polarization ellipticity (ratio of small axis to large axis of the ellipse) at the output of a system by retroreflecting the beam and analyzing the polarization of the retroreflected light at the input. This situation is shown in Fig. 1 . More precisely, for linear polarizations el and 64 Of the incident and the retroreflected light at the input, we prove reversibility theorems relating the ellipticity of the output polarization 62 to the relative orientations of e1 and 64. We distinguish between the cases of 62 linear, circular; and elliptical, because the theorems are more powerful in the first two cases.
One can use these theorems to achieve remote control of polarization. Suppose that we have a system S' that modifies polarization in an unknown way, and we wish to control its output polarization 62 remotely. We start from a linear polarization in any direction, obtained, for example, after a polarizing cube. We then transform s with orientable wave plates to produce any desired elliptical polarization incident upon S'. We can then retroreflect the light at the output of S' and apply our theorems to the system S composed of the orientable wave plates plus S'. The analysis of the retroreflected polarization 64 then allows us to adjust the wave plates until we know that we have reached the desired ellipticity for 62. Note that we restrict our discussion to plane waves and to optical systems containing only birefringent plates (with any orientation and birefringence), elements with optical activity (which we refer to as natural polarization rotators, excluding Faraday rotators), and mirrors used out of normal incidence (so that they can modify the polarization).
This remote control can be useful, for instance, if we need to control the polarization in a place to which we have no access, such as a vacuum chamber. We also need remote control when the light beam is expanded to a large diameter with a telescope and we want to control the polarization of the large beam without using large polarizing elements, which are expensive or not available. In both cases, it often happens that the way in which the optical system transforms the polarization can change in an uncontrolled way: for instance, there may be elements with temperature-dependent birefringence or mirrors with an adjustable angle of incidence. In all these situations, if we have introduced a retroreflecting mirror at the output of the optical system, we will be able to readjust in real time the polarization 2.
This paper is organized as follows. In Section 2 we recall the Jones formalism for light polarization and for the optical components that we will consider. We then present Jones's polarization-reversibility theorem in a form that is well adapted to our goal. In Section 3 we prove three reversibility theorems for output polarization: linear, circular, and elliptical. Next, in Section 4 we then present experiments in which we use these theorems to achieve remote control of polarization, and we measure the polarization purities obtained with this method. Finally, in Section 5 we show how it is possible to deal with morecomplicated polarization situations, for example, counterpropagating waves with opposite circular polarizations (o /o-) or with orthogonal linear polarizations (lin I lin). These configurations have been found to be of fundamental importance for laser cooling of atoms. 2 3 Since these experiments are performed inside a vacuum chamber, our theorems are of immediate use. 
POLARIZATION REVERSIBILITY IN
For the reverse direction of the propagation of light, the matrix becomes S(-w) = S(Co), (7) where ST is the transpose of S. Note that S is the matrix of a geometrical rotation of angle (0 around the z axis.
For a birefringent plate with its principal axes parallel to the x and y axes, the Jones matrix can be written as plane waves propagating along the z axis. All our vectors and matrices are expressed by their components in a plane perpendicular to the light propagation, but the orientation of the x-y frame does not depend on the direction of propagation of the light. We also omit the global phase factors that correspond to the isotropic propagation of light.
The polarization state of light is described by a complex vector e:
Ey
(1)
where 2 is the phase difference introduced by the plate. In this case the matrix is the same for both directions of the propagation of light, and it is equal to its transpose:
G'= G. (9) Note that if the principal axes of the plate make an angle w with the x axis, the matrix can be written in the form Two orthogonal polarization states are represented by two vectors, and Ej, that are orthogonal (in the sense of a Hermitian scalar product), i.e., S ( )* = O. (2) where * means complex conjugate. It will be useful to note that a characteristic property of a linear polarization is that it can be described by a vector equal to its conjugate: lin = (l) (3) Similarly, it is a characteristic property of circular polarizations that the vector s* is orthogonal to a: 6 cirC I (Scirc)*. (4) An optical element that can modify a polarization state a is represented by a two-by-two matrix M with complex elements. This matrix is defined for a given direction of propagation of light, and the polarization state at the output is then
For a lossless element, conservation of energy implies that the matrix is unitary. If now we consider a system composed of several lossless elements, it is described by the product of the elementary unitary matrices, and the global matrix is also unitary. In this paper we restrict our discussion to such systems. 4 
B. Jones Matrices of Basic Optical Elements
Let us recall the matrices describing the optical elements that we consider, as well as what happens for the reversed direction of propagation of light. For an element with optical activity, rotating the polarization by an angle o around the z axis, the matrix can be written as
G = S(w)GS(-).
(10)
A lossless mirror at oblique incidence i will behave as a birefringent element,' provided that we choose correctly the reference axes after reflection: they are deduced from the reference axes before reflection by a rotation of ( -2i) around the normal to the incidence plane (Fig. 2) . Note that the two systems of axes are not symmetric in the mirror, but the advantage is that they are both direct. If x andy correspond to the direction of the s and p polarization related to the mirror (principal axes), the Jones matrix of the mirror can be written in the form G of Eq. (8) . For another choice of axes, the matrix is of the type G' given in Eq. (10).
Remark: This does not apply to the retroreflecting mirror M (see Fig. 1 above) used at normal incidence. As was previously mentioned, the reference frame in which we represent all matrices does not change with the reverse direction of the propagation of light. This implies that Convention on the reference axes for a mirror used at an angle of incidence i. The x and y axes after reflection are deduced from the x and y axes before reflection by a rotation of (or -2i) around a direction normal to the plane of incidence. Note that this convention applies for all the mirrors included in the optical system S except the retroreflecting mirror M that is used for remote control of the polarization.
the polarization before and after reflection on M are represented by the same Jones vector, i.e., 2 = 63.
C. Jones's Reversibility Theorem
From the previous paragraph we see readily that, for any of our basic elements described in well-chosen axes, the relationship between the matrices M and Mrev, associated to the two opposite directions of the propagation of light can always be written as conjugate [see Eq. (3)] and also that M is a unitary matrix, so that M-1= (MT)*. (17) Knowing that El and 4 are the same linear polarization implies that 64 = 1 .
(18) Mrev= MT. (11) This is true also for any combination of those basic elements with different orientations. Let us consider a system composed of n elements with matrices Mi of the types S [Eq. (6)] and G [Eq. (8)]. The matrices Mi also include rotation matrices [Eq. (6)], which account for the different orientations of the elements, as in Eq. (10). For the forward direction of propagation, the matrix representing the effect of the system is where Ml corresponds to the first element encountered. For the reverse direction of propagation, the first element encountered will now be the nth with its reverse matrix MnT, so that the matrix for the whole system in the reverse direction of propagation is
With use of Eqs. (16) and (17), this also can be written as
Then multiplying both Eqs. (16) and (17) on the left-hand side by M*, we get
which is equivalent to saying that 2 is linear. This proves the sufficient condition of theorem I. One can write the reciprocal proof easily just by inverting the above demonstration.
Remark: Note that this theorem is no longer true if we include polarizers in the system; for example, if the first element encountered is a total polarizer parallel to El, the retroreflected polarization 4 always will be linear parallel to El, whenever 2 is.
which is equal to MT. This property of the reverse matrix is equivalent to the reversibility theorem stated by Jones.' In what follows we use this property to prove three other theorems that relate the polarization at the output of a system to the retroreflected polarization back at the input port.
REVERSIBILITY THEOREM FOR SPECIFIC OUTPUT POLARIZATIONS
We now consider an optical system, S, composed only of the lossless elements presented above, i.e., birefringent plates, natural rotators, and perfectly reflecting mirrors (or mirrors with polarization-independent losses 4 ). The situation is the one depicted in Fig. 1 . The theorems presented below relate the ellipticity of 62 = 3 (referred to as output polarization) to the relationship between l and 64.
The system is represented by its Jones matrix M for the initial direction of propagation, and M is unitary because of the energy-conservation assumption. We then have the following relationships: In order to prove this theorem, we need to remember that linear polarizations are the only ones equal to their 81 ± 4*- (23) In the case in which sl is linear, this is equivalent to saying that 4 is linear orthogonal to l.
Note that theorem IIA is true also if the optical system includes partial polarizers. 6 Since the matrices corresponding to partial polarizers are not unitary, this extension requires a different proof that does not use this property. However, note that the property of the reverse matrix given in Eq. (11) Remark: Theorems I and II do not imply that one always can find a configuration for the system that yields a circular or linear polarization at the output; they state only that there is a remote test for circular or linear polarization at the output. This also will be true of the following generalization.
C. Generalization to the Case of an Elliptical Polarization at the Output
Let us come back to the case of an energy-conserving system without partial polarizers, on which the input polarization l is linear. In the general case in which the output polarization is elliptical, we have the following property:
Theorem III: If Es and 4 are linear, making an angle 2a, then S2 has an ellipticity of tga.
Note that 2a is chosen positive between 0 and 900, and the ellipticity varies from tga = 0 for linear polarization to tga = 1 for circular polarization, all values in between being elliptical polarizations.
In order to prove theorem III, we use Jones's first equivalence theorem 7 : an optical system containing any number of birefringent plates and natural rotators is optically equivalent to a system containing only one birefringent plate and one rotator. The general form of the matrix of the system in any reference axes is thus 
M = S(w 2 )GS(0)),
Using Eqs. (5), (7), (9) , and (16), we find that
= G`S(-o)S(w)Gs
G 2 is the matrix of a birefringent plate written in the frame of its principal axes (the same as G), with twice the phase retardation of G. If it transforms a linear polarization al into a linear polarization E4, it can be one of three cases:
1. el is parallel to one of the principal axes of the plate represented by G 2 . Therefore 64 is parallel to el, i.e., it makes an angle 2a = 0. el also is parallel to one principal axis of the plate G, and according to Eq. (28) 2 is linear, making an angle w) with 61, corresponding to an ellipticity of tga = 0. 2. G 2 is the unity matrix, representing a full-wave retarder, so that el and 64 are identical; i.e., a = 0. G then corresponds to either a full-wave or a half-wave plate. In both situations, Gs 1 is linear, either parallel to sl or related to it by reflection about one of the half-wave-plate principal axes, and 62 is also linear; i.e., tga = 0.
3. G 2 represents a half-wave plate, with one principal axis making an angle a with al. G then is a quarter-wave plate with the same axes as G 2 : GE 1 is an elliptical polarization, with an ellipticity of tga, and 62 is the same ellipse, except that its axes are rotated by w.
We have thus shown the validity of our theorem in all three cases. Note that the particular cases a = 0 or 900 in theorem III are equivalent to one half of theorems I and IIA. The converse of theorem III is of course not true, because e1 and 84 need not be linear for 62 to be elliptical. Note also that the analysis of the retroreflected polarization 4 cannot give information about the orientation of the axes of 82, because the effect of rotations or half-wave plates can cancel after a double pass through the system.
EXPERIMENTAL APPLICATION OF THE THEOREMS TO THE REMOTE CONTROL OF POLARIZATION
In this section we describe an experiment in which we make use of the previous theorems to control the polarization remotely after a total internal reflection inside a prism. This reflection dephases the s andp polarizations, acting as a birefringent plate, with a phase difference 2y that varies with the angle of incidence. For example, in our case in which the angle of incidence i is close to 600, 2,y varies from 1100 to 107.50 when i varies from 60° to 650. 8 Note that this phase difference is not close to 0 or 7r, so that it is not trivial to create either a linear or a circular polarization after the total reflection in the prism. Our goal is to achieve this result through remote control and then to make a direct verification of the polarization after the prism.
A collimated beam from a diode laser (A = 780 nm) goes through a polarizing beam-splitter cube P (model Gsanger NIR 11, with a nominal extinction ratio of 10-4) with a fixed direction (Fig. 3) . This gives us a linear polarization el. We transform this polarization with a quarterwave plate B 1 and a half-wave plate B 2 , both of which can be rotated in order for any elliptical polarization to be realized. The beam then is totally reflected inside a BK7 prism, with an angle of incidence close to 600. The beam is retroreflected by a mirror, and the polarization 64 of the retroreflected beam is analyzed after Bl. Si is the intensity of the retroreflected beam reflected on P, i.e., of the component of 64 that is orthogonal to el. S 2 is the intensity of the retroreflected beam transmitted through P and reflected off a beam splitter BS, i.e., proportional to the intensity of the complement component, parallel to al.
We can apply theorems I and IIA to the system S including B 1 , B 2 , and the prism, with the different polarizations indicated in Fig. 3 . The output polarization 62 will be mirror M Fig. 3 . Experimental setup for remote control of the polarization after total internal reflection. The incident plane wave from a collimated laser diode is linearly polarized in the plane of the figure, so that it is completely transmitted through the polarizing cube P. The plane wave is then incident upon a system S composed of two wave plates, B 1 and B 2 , and a prism used at total internal reflection with an angle of incidence close to 600. The light is retroreflected by M, and we analyze the retroreflected polarization, using the intensities SI and S 2 reflected off the cube P and the beam splitter BS. The polarizations 81, e2, 3, and 84 are defined as on Fig. 1 . The rotations of the wave plates allow us to adjust 2 to be either linear or circular, using the remote measurement of Si and S 2 . As a test of our method, we can measure directly the output polarization 82 right after the prism.
linear if and only if S 1 = 0, and it will be circular if and
To characterize the quality of our adjustment, we define a deviation d of a polarization ' from the ideal polarization by the ratio
where
is the expression of s' in the basis composed of the polarization and its orthogonal complement . This default d corresponds to the extinction ratio in intensity as commonly defined for a linear polarization. Note that one usually measures 1,61 2 /lal2, which is very close to d when the polarization is almost pure.
In the case in which we want a linear polarization at the output, we adjust B 1 and B 2 until S 1 reaches a minimum. We then check directly with a polarizer after the prism that 82 is linear. We were able to obtain an extinction ratio on the signal Si, i.e., a deviation d 4 of 64 from a linear polarization parallel to El, of 0.13 ± 0.03%. The default measured directly on 82 right after the prism with a Polaroid sheet (model HN7 for the near infrared, nominal extinction ratio 10-4) was 0.04 ± 0.02%. Our remotecontrol method has thus allowed us to compensate for the dephasing of the total internal reflection so as to achieve a linear polarization with a deviation d 2 smaller than 10-3.
For obtaining a circular polarization 82, the procedure is similar to the linear case except that we adjust the wave plates to make S 2 minimum. The best extinction on S 2 is the same as before, corresponding to a deviation on 4 of d4' = 0.13 + 0.03%. In order to check directly that 2 is circular, we measure the extinction ratio after a circular polarizer, made of a quarter-wave plate and a Polaroid at 450 of the wave-plate axes, and we find the same deviations on 2 as in the linear case: d 2 ' = 0.04 ± 0.02%. 9 Our experiments show that the remote analysis of polarization by using our reversibility theorems allows us to control a linear or a circular polarization at the output of a system with a good precision.
REMOTE CONTROL OF POLARIZATION FOR LASER COOLING EXPERIMENTS
In fact, what has been achieved in the situation above is a standing wave with a controllable polarization, between the output of the optical system S and the retroreflecting mirror. Such situations are used in laser cooling of atoms. More-sophisticated situations, in which polarization changes in space (polarization gradient) also have been found to be of great interest.
, 3
As an example, we describe in detail the polarizationcontrol methods that we used in the experiment of Ref. 3 . The part of the experimental setup that is relevant to this discussion is shown in Fig. 4 . The region where we want to control the polarization of our two counterpropagating beams is in the vacuum chamber, right after the window; we call it region I. The quarter-wave plate L just before the retroreflecting mirror M is necessary only in some cases: in these cases, the region between the plate and M will be called region II. Our major reason for the need for remote control of polarization in this setup is the presence of the mirror m, which one must readjust on a day-today basis to maintain orthogonality with the atomic beam. Therefore it has an unknown effect on the polarization of the light. Furthermore, the laser beam at that point is enlarged by the telescope to several centimeters in diameter, and we wish to use small polarizing elements as much as possible. Another advantage of our method is that we can compensate for a birefringence of the vacuum chamber window if it is uniform over the surface of the laser beam.
The setup for the remote control is similar to the one described in Section 4. It allows us to produce any elliptical polarization that we want before the telescope and to analyze the retroreflected polarization by looking at intensities S, or S 2 on the two detectors shown in Fig. 4. (b) Fig. 4 . Part of the experimental setup for the laser cooling experiment described in Ref. 3 (we represent only the part that concerns the control of polarization). A laser beam from an LNA laser (A = 1.08 Ium) is passed through a polarizing beam-splitter cube and two orientable wave plates and then is expanded by a telescope to a beam of diameter 40 mm. The beam is then reflected with an incidence close to 450 on a large dielectric mirror (yielding an important dephasing on polarization) and sent inside the vacuum chamber, orthogonally to an atomic beam (not shown in the figure) in region I. The beam then can be either directly reflected upon a mirror inside the vacuum system [ Fig. 4(a) ] or first passed through a quarter-wave plate L placed in front of the retroreflecting mirror [ Fig. 4(b) ]. The polarizations si defined earlier are shown on both (a) and (b). We want to control the polarization in region I, where the laser beam interacts with the atoms.
A. Standing-Wave Configurations: lin//in or o+/r+ These standing-wave configurations correspond to the case in which the two counterpropagating traveling waves in region I have the same polarization, either linear parallel (lin//in) or circular with the same direction of rotation o-r/u+ (i.e., opposite helicities). They are obtained with the setup of Fig. 4(a) , with use of a straightforward application of the previous theorems as described in Section 4, with 62 = 63. The retroreflecting mirror M is simply left in place, and the output polarization 2 is adjusted to be either linear (adjusting Si to zero) or circular (S 2 = 0).
B. Configuration o*+/a*r
This situation corresponds to that of two counterpropagating traveling waves with opposite circular polarizations in region I, which was, for example, used for laser cooling below the one-photon recoil energy. 3 The resulting polarization is linear, and its extremity forms a helix with pitch A.
Such a configuration is obtained with the setup shown in Fig. 4(b) . In the situation in which the polarizations are o+/o-in region I, the incoming polarization 2 (and 63 = 62) in region II is necessarily linear (at 450 of the axes of L). Therefore, theorem I tells us that the retroreflected polarization 4 is parallel to el, so that S, = 0. However, there is another situation for the polarizations in region I that corresponds to S-= 0, if the two polarizations in region I are linear parallel to the axes of L. A convenient way to avoid this ambiguity is to introduce an auxiliary retroreflecting mirror M' right after m and to adjust B 1 and B 2 in order to reach a o*r/ro+ situation in front of M (i.e., S 2 = 0). Removing M', we should be close to the oIo--situation, and we can do a fine tuning to bring S 1 to a minimum.
C. Configuration lin lin
This configuration corresponds to two counterpropagating traveling waves with orthogonal linear polarizations. It leads to a spatially dependent polarization, changing from linear to elliptical and to circular, with a period of A. This configuration is useful for the so-called polarization gradient laser cooling of atoms that led to very low temperatures. 2 For this configuration, the quarter-wave plate L is also required [see Fig. (4b) ], but all the adjustments can be done with use of the retroreflection on mirror M, L being in place with any orientation. We now adjust B, and B 2 so that the signal S2 is zero. Using theorem IIA, we know that 92(= e3) in region II is circular. Thus in region I the two polarizations are necessarily linear orthogonal to each other (and at 45 to the axes of L), since L is a quarterwave plate.
CONCLUSION
In this paper we proved three reversibility theorems for polarizations, relating the polarization ellipticity at the output of an optical system to the relationship between the incident polarization and the polarization of the light retroreflected through the system. We distinguished the cases of linear, circular, and elliptical polarization at the output, because the theorems are more powerful in the first two cases. We checked experimentally that these theorems allow us to achieve remote control of polarization, and we found that polarizations adjusted by this method had impurities smaller than 10-3. We also described the use of this remote-control method to create more-complex polarization configurations that are very useful for laser cooling of atoms. We think that more remote-control methods can be deduced from our theorems for other types of experiment in which polarization needs to be controlled. For example, we also used theorem III to produce a polarization with a fixed ellipticity tga (neither linear nor circular) and adjustable axes. In the setup of Fig. 3 , we retroreflect the light after B 2 and add a beam splitter BS 2 and a half-wave plate B 3 between P and B,. Adjusting B 3 changes the ellipticity of the polarization, and B 2 controls the orientation of its axes (B 1 is fixed). The retroreflected polarization is analyzed with use of its reflection off BS 2 , and B 3 is adjusted until 64 makes an angle 2a with 61.
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