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FINITE DIMENSIONAL HOPF ALGEBRAS OVER THE
DUAL GROUP ALGEBRA OF THE SYMMETRIC GROUP
IN THREE LETTERS
NICOLA´S ANDRUSKIEWITSCH AND CRISTIAN VAY
Dedicated to Mia Cohen with affection
Abstract. We classify finite-dimensional Hopf algebras whose coradi-
cal is isomorphic to the algebra of functions on S3. We describe a new
infinite family of Hopf algebras of dimension 72.
1. Introduction
This work is a contribution to the classification of finite-dimensional Hopf
algebras over an algebraically closed field k of characteristic 0, problem posed
by I. Kaplansky in 1975. We are specifically interested in Hopf algebras
whose coradical is the dual of a non-abelian group algebra. We note that
there are very few classification results on finite-dimensional Hopf algebras
whose coradical is a Hopf subalgebra but not a group algebra, a remarkable
exception being [CDMM].
Let A be a Hopf algebra whose coradical H is a Hopf subalgebra. It is
well-known that the associated graded Hopf algebra of A is isomorphic to
R#H where R = ⊕n∈N0R
n is a braided Hopf algebra in the category HHYD of
Yetter-Drinfield modules over H. As explained in [AnS2], to classify finite-
dimensional Hopf algebras A whose coradical is isomorphic to H we have to
deal with the following questions:
(a) Determine all Yetter-Drinfield modules V over H such that the
Nichols algebra B(V ) has finite dimension; find an efficient set of
relations for B(V ).
(b) If R = ⊕n∈N0R
n is a finite-dimensional Hopf algebra in HHYD with
V = R1, decide if R ≃ B(V ) (generation in degree one).
(c) Given V as in (a), classify all A such that grA ≃ B(V )#H (lifting).
Now the category H
∗
H∗YD is braided equivalent to
H
HYD see e.g. [AG1,
2.2.1]. Therefore, the answers to the questions (a) and (b) in H
∗
H∗YD give the
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analogous answers in HHYD. Thus, if H = k
G is the algebra of functions on
a finite group G, then we are reduced to know the solutions to questions (a)
and (b) for the group algebra kG. In the case G = S3, we know that
• there is a unique V ∈ k
S3
kS3
YD such that dimB(V ) < ∞, namely
V =M((12), sgn) [AHS, Thm. 4.5].
• If R = ⊕n∈N0R
n is a finite-dimensional Hopf algebra in k
S3
kS3
YD, then
R ≃ B(V ) [AG2, Thm. 2.1].
In this paper, we solve question (c) for kS3 . We introduce a family of Hopf
algebras A[a1,a2], (a1, a2) ∈ k
2; these are new as far as we know, except for
(a1, a2) = (0, 0). Let Γ = k
× × S3, where k
× is the group of the invertible
elements of k. We consider the right action ⊳ of the group on k2 defined by
(1.1) (a1, a2)⊳(µ, (12)) = µ(a2, a1), (a1, a2)⊳(µ, (123)) = −µ(a2, a2−a1).
We denote by [a1, a2] ∈ Γ\k
2 the equivalence class of (a1, a2) under this
action; notice that Γ\k2 is infinite. We prove in Theorem 3.5:
Main Theorem. The set of isomorphism classes of finite-dimensional non-
semisimple Hopf algebras with coradical kS3 is in bijective correspondence
with Γ\k2 via the assignment [a1, a2]! A[a1,a2].
To show that the Hopf algebras A[a1,a2] have the right dimension we use
the Diamond Lemma. To prove that any finite-dimensional non-semisimple
Hopf algebra A with coradical kS3 belongs to this family, we describe the
first term A1 of the coradical filtration using [ArMS¸, Thm. 5.9.c)].
Acknowledgment. N. A. thanks Margaret Beattie for conversations on
this problem in St. John’s, May 2008.
2. Preliminaries
2.1. Notation. We fix an algebraically closed field k of characteristic zero.
If V is a vector space, T (V ) = ⊕n≥0V
⊗n is the tensor algebra of V . If
there is no place for confusion, we write a1 · · · an instead of a1⊗ · · · ⊗ an for
a1, ..., an ∈ V . If G is a group, we denote by e its identity element, by kG the
group algebra of G and by kG the dual group algebra, that is the algebra of
functions on G. We denote by Sn the symmetric group on n letters. We use
Sweedler notation but dropping the summation symbol. If H is an algebra,
then we denote by HM, resp. HMH , the category of left H-modules, resp.
H-bimodules.
2.2. The coradical filtration. Let C be a coalgebra with comultiplication
∆. The coradical C0 of C is the sum of all simple subcoalgebras of C. The
coradical filtration of C is the family of subspaces defined inductively by
Cn := C0 ∧Cn−1 = ∆
−1(C ⊗ C0 + Cn−1 ⊗ C) for each n ≥ 1. Then
(2.1) Cn ⊆ Cn+1, C =
⋃
n≥0
Cn and ∆(Cn) ⊆
n∑
i=0
Ci ⊗ Cn−i,
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for all n ≥ 0 [M, Thm. 5.2.2]. We denote by grC = ⊕n≥0 gr
nC the
associated graded coalgebra of C; as vector space grnC := Cn/Cn−1 for all
n ≥ 0 where C−1 = 0. We denote by G(C) the group of group-like elements
of C. As usual, for g, h ∈ G(C), Pg,h(C) = {x ∈ C1|∆(x) = g ⊗ x+ x⊗ h}
is the space of (g, h)-skew primitive elements of C. If C is a bialgebra and
g = h = 1, we write simply P(C) instead of P1,1(C) and x ∈ P(C) is called
a primitive element. A coalgebra E is called a matrix coalgebra of rank n
if it has a basis (eij)1≤i,j≤n such that the comultiplication and counit are
defined by ∆(eij) =
∑n
k=1 eik ⊗ ekj and ε(eij) = δij for all 1 ≤ i, j ≤ n.
Lemma 2.1. Let D = kg and E = 〈eij |1 ≤ i, j ≤ n〉 be matrix coalgebras
of rank 1 and n respectively. If (xi)
n
i=1 ⊂ D ⊕ E (direct sum of coalgebras)
are such that
∆(xi) = xi ⊗ g +
n∑
j=1
eij ⊗ xj,
then there exist a1, ..., an ∈ k such that xi = aig −
∑n
j=1 ajeij, 1 ≤ i ≤ n.
Proof. Write xi = aig +
∑n
s,t=1 α
i
stest for all 1 ≤ i ≤ n, where ai, α
i
st ∈ k,
1 ≤ i, s, t ≤ n. Now we calculate ∆(xi) in two ways:
∆(xi) = ∆
(
aig +
n∑
s,t=1
αistest
)
= aig ⊗ g +
n∑
s,t,l=1
αistesl ⊗ elt and
∆(xi) =
(
aig +
n∑
s,t=1
αistest
)
⊗ g +
n∑
j=1
eij ⊗
(
ajg +
n∑
s,t=1
αjstest
)
= aig ⊗ g +
n∑
s,t=1
αistest ⊗ g +
n∑
j=1
ajeij ⊗ g +
n∑
s,t,j=1
αjsteij ⊗ est
= aig ⊗ g +
n∑
s,t=1
s 6=i
αistest ⊗ g +
n∑
t=1
(at + α
i
it)eit ⊗ g +
n∑
s,t,j=1
αjsteij ⊗ est
Then the second and third terms are zero. Thus αist = 0 and α
i
it = −at, for
1 ≤ i, s, t ≤ n, s 6= i. Hence xi = aig+
∑n
s,t=1 α
i
stest = aig−
∑n
t=1 ateit. 
2.3. Yetter-Drinfeld modules over the dual of a group algebra. Let
H be a finite-dimensional Hopf algebra and HHYD be the category of left
Yetter-Drinfeld modules over H, see e.g. [M]. The category H
∗
H∗YD is braided
equivalent to HHYD by the following recipe. Let (hi) and (fi) be dual basis
of H and H∗. Let V ∈ HHYD, v ∈ V and f ∈ H
∗, then V turns into a
Yetter-Drinfeld module over H∗ by
(2.2) f ·v = 〈S(f), v(−1)〉v(0), λ(v) =
∑
i
S−1(fi)⊗hi ·v, f ∈ H
∗, v ∈ V.
This gives a braided equivalence between HHYD and
H∗
H∗YD [AG1, 2.2.1].
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Let G be a finite group. If g ∈ G, then we denote by Og the conjugacy
class of g and by CG(g) the centralizer of g.
Definition 2.2. Fix g ∈ G and (ρ, V ) an irreducible representation of
CG(g). Then
M(g, ρ) := IndGCG(g) V = kG⊗CG(g) V = Og ⊗ V
is an object of kG
kGYD in the following way. Let (wi)1≤i≤r be a basis of V
and (hj)1≤j≤s be a set of representatives of G/CG(g), so that (hj ⊗ wi)ji is
a basis of M(g, ρ). Let tj = hjgh
−1
j , 1 ≤ j ≤ s. The action and coaction on
M(g, ρ) are given by
h · (hj ⊗ wi) = hk ⊗ ρ(g˜)(wi) and δ(hj ⊗ wi) = tj ⊗ (hj ⊗ wi),
1 ≤ i ≤ r, 1 ≤ j ≤ s and h ∈ G, where hhj = hkg˜ for unique k, g˜ ∈ CG(g).
Let Q be a set of representatives of conjugacy class of G. It is well-known
that M(g, ρ) is simple and that any simple object of kG
kGYD is isomorphic
to M(g, ρ) for unique g ∈ Q and a unique isomorphism class [(ρ, V )] of
irreducible representations of CG(g). By the braided equivalence described
above, see (2.2), this gives a parametrization of the irreducible objects in
kG
kG
YD. Explicitly, M(g, ρ) ∈ k
G
kG
YD with
δh · (hj ⊗ wl) = δh,t−1j
hj ⊗ wl, λ(hj ⊗ wl) =
∑
h∈G
δh−1 ⊗ h · (hj ⊗ wl).(2.3)
2.4. Nichols algebras. Our reference for Nichols algebras is [AnS2, Sub-
section 2.1]. Let V ∈ HHYD. The Nichols algebra B(V ) = ⊕n∈N0B
n(V ) of
V is the braided graded Hopf algebra in HHYD which satisfies:
• B0(V ) = k1 and P(B(V )) = B1(V ) ≃ V in HHYD.
• B(V ) is generated as an algebra by B1(V ).
The tensor algebra T (V ) is a braided graded Hopf algebra in HHYD such
that ∆(v) = v ⊗ 1 + 1 ⊗ v and ε(v) = 0 for all v ∈ V . Then the Nichols
algebra can be described as B(V ) = T (V )/J , where J is the largest Hopf
ideal of T (V ) generated by homogeneous elements of degree ≥ 2.
Lemma 2.3. If x ∈ J 2 = J ∩ V ⊗2, then x ∈ P(T (V )).
Proof. We have ∆T (V )(x) = x⊗ 1+1⊗x+ y with y ∈ V ⊗V ∩ (J ⊗T (V )+
T (V )⊗ J ). Since J ⊂ ⊕n≥2V
⊗n, y = 0. 
2.5. Hopf algebras whose coradical is a Hopf subalgebra. Let H be a
semisimple and cosemisimple Hopf algebra (here char k = 0 is not needed).
Let A be a Hopf algebra whose coradical A0 is a Hopf subalgebra isomorphic
to H. By [M, 5.2.8], the coalgebra grA becomes a graded Hopf algebra. The
projection π : grA→ H with kernel ⊕n>0 gr
nA splits the inclusion ι : H →
grA, i. e. π◦ι = idH . ThenR = grA
co π = {a ∈ grA|(id⊗π)∆(a) = a⊗1} is
a braided Hopf algebra in HHYD and grA ≃ R#H as Hopf algebras [R, Ma].
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Here # stands for the smash product and the smash coproduct structures.
Moreover, grA and R have the following properties, see [AnS1]:
(a) R = ⊕n≥0R
n is a braided graded Hopf algebra with Rn = R∩grnA.
(b) grnA = Rn#H.
(c) R0 = R
0 = k1 and R1 = P (R).
Clearly, A ∈ HMH by left and right multiplication. By [ArMS¸, Thm.
5.9.c)], there exists a projection Π : A → H of H-bimodule coalgebras
such that Π|H = idH . Hence A is a Hopf bimodule over H with coactions
ρL := (Π◦id)∆ and ρR := (id ◦Π)∆. Thus by [AN, Lemma 1.1], A1 = H⊕P1
as Hopf bimodules over H where
P1 := A1 ∩ ker Π = {a ∈ A|∆(a) = ρL(a) + ρR(a)}.(2.4)
Let V = R1 ∈ HHYD; V is called the infinitesimal braiding of A. There exists
an isomorphism γ : V#H → P1 of Hopf bimodules over H, by (b) above.
Proposition 2.4. Let A be a Hopf algebra whose coradical is a Hopf subal-
gebra isomorphic to H. Then grA ≃ B(V )#H if and only if there exists an
epimorphism of Hopf algebras φ : T (V )#H → A such that φ|H = idH and
φ|V#H : V#H → P1 is an isomorphism of Hopf bimodules over H.
Proof. Suppose first that grA ≃ B(V )#H. Let γ : V#H → P1 be an
isomorphism of Hopf bimodules over H as above. Then φ : T (V )#H → A
defined by φ(h) = h and φ(v) = γ(v#1) is a morphism of Hopf algebras.
Since A is generated by A1 by [AnS1, Lemma 2.2], φ is an epimorphism.
Now, suppose that such a φ is given (for an arbitrary V ). By [M, Cor.
5.3.5] H = A0; hence grA ≃ R#H. Since φ|V#H : V#H → P1 and γ :
R1#H → P1 are isomorphisms of Hopf bimodules over H, P(R) = R
1 ≃ V
in HHYD. By the definition of Nichols algebra of V , we are left to show that
V generates R but this follows from the fact that φ is surjective. 
Remark 2.5. Let ad : A → EndA be the adjoint representation, adx(y) =
x(1)yS(x(2)), x, y ∈ A. In the notation of Proposition 2.4, φ(h · x) = adh(x)
for all h ∈ H and x ∈ T (V ). If J is the defining ideal of B(V ) as above,
then φ(J 2#1) ⊂ A1 by Lemma 2.3.
3. Hopf algebras with coradical kS3
3.1. Hopf algebras with coradical a dual group algebra. We start
discussing Hopf algebras A with coradical kG, G a finite group. Let (δh)h∈G
be the basis of kG dual to the basis consisting of group-like elements of kG;
δh(g) = δg,h, where the last is the Dirac delta. Then for all h, t ∈ G,
∆(δh) =
∑
t∈G
δt ⊗ δt−1h, ad δh(δt) = δh,eδt.
If M ∈ HM, then we set M
g := {x ∈ M |δh · x = δh,gx∀h ∈ G}, g ∈ G,
and suppM := {g ∈ G : Mg 6= 0}. This applies to the n-th term An of the
coradical filtration, a kG-module via the adjoint action.
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Lemma 3.1. Let A be a Hopf algebra with coradical kG and infinitesimal
braiding V = ⊕i∈IM(gi, ρi). Then
(a) Agn ·Ahm ⊆ A
gh
n+m for all n,m ≥ 0 and g, h ∈ G. Hence A
g
n ∈ kGMkG .
(b) If xg ∈ A
g
n then δhxg = xgδg−1h for all h ∈ G.
(c) If xg ∈ A
g
n, g ∈ G, then ∆(xg) =
∑
t∈G(y
t
g ⊗ δt + δt ⊗ z
t
t−1gt
) + w
with w ∈
⊕
s,t∈G
⊕n−1
i=1 (A
s
i ⊗A
t
n−i) and y
t
g, z
t
g ∈ A
g
n.
(d) If g ∈ G, then S(Agn) = A
g−1
n .
(e) (suppA1)
−1 =
⋃
i∈I Ogi ∪ {e}.
(f) If A is finite-dimensional then Ae1 = k
G.
Proof. Let xg ∈ A
g
n and xh ∈ A
h
m then
ad δs(xgxh) =
∑
t∈G
ad δt(xg) ad δt−1s(xh) = δs,ghxgxh,
since the only non-zero term occurs when t = g and t−1s = h. This implies
(a); note that Agn is a kG-bimodule because kG = Ae0. Now (b) follows from
δhxg =
∑
s∈G
δsxgε(δs−1h) =
∑
s∈G
ad δs(xg)δs−1h = xgδg−1h.
By (2.1), we can write ∆(xg) =
∑
s,t∈G
(yts⊗δt+δt⊗z
t
s)+w with y
t
s, z
t
s ∈ A
s
n and
w ∈
⊕
s,t∈G
1≤i≤n−1
(Asi ⊗A
t
n−i). If w = w1⊗w2, then w˜ =
∑
f,h,s,t∈G
δfw1S(δh−1g)⊗
ad δf−1h(w2) also belongs to
⊕
s,t∈G
1≤i≤n−1
Asi ⊗A
t
n−i. Then
∆(xg) = ∆(ad δg(xg)) =
∑
f,h,s,t∈G
δfy
t
sS(δh−1g)⊗ ad δf−1h(δt)
+
∑
f,h,s,t∈G
δf δtS(δh−1g)⊗ ad δf−1h(z
t
s) + w˜
=
∑
h,s,t∈G
δhy
t
sS(δh−1g)⊗ δt +
∑
f,s,t∈G
δf δtS(δ(fs)−1g)⊗ z
t
s + w˜
=
∑
s,t∈G
ad δg(y
t
s)⊗ δt +
∑
s,t∈G
δtδg−1ts ⊗ z
t
s + w˜
=
∑
t∈G
ytg ⊗ δt +
∑
t∈G
δt ⊗ z
t
t−1gt + w˜.
The proof of (d) is straightforward. We observed in Subsection 2.5 that
A1 = k
G ⊕ V#kG as Hopf bimodules. Thus Ag1 = V
g#kG, g 6= e, and
Ae1 = k
G ⊕ V e#kG. By (2.3), (e) follows.
Let K be the subalgebra generated by Ae1; by (c) A
e
1 is a coalgebra and
by (d) it is stable under the antipode, hence K is a Hopf subalgebra. By
(b) kG is a normal Hopf subalgebra of K and if dimA < ∞, then we have
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the exact sequence of Hopf algebras kG →֒ K ։ K/(kG)+K, see [AD]. We
claim that K/(kG)+K = k and therefore kG = K by [AD].
Let xe ∈ B := V
e#kG, identified with a subspace of Ae1 as above. Since
V#kG ≃ P1 ⊂ ker ε, see (2.4), we have
Ae1 = kδe ⊕ (
∑
t6=e
kδt)⊕B and A
e
1 ∩ ker ε =
∑
t6=e
kδt ⊕B.
By (c), ∆(xe) ∈ A
e
1 ⊗ k
G + kG ⊗Ae1 = (B ⊗ k
G)⊕ (kG ⊗B)⊕ (kG ⊗ kG).
Write correspondingly
∆(xe) =
∑
t∈G
(ut ⊗ δt + δt ⊗ vt) +
∑
s,t∈G
bs,tδs ⊗ δt,
with ut, vt ∈ B and bs,t ∈ k. Computing (ε ⊗ id)∆(xe) and (id⊗ε)∆(xe),
we get xe = ve +
∑
s∈G be,sδs = ue +
∑
s∈G bs,e and then ve = xe = ue and
be,s = 0 = bs,e for all s ∈ G. Hence xe is a primitive element in K/(k
G)+K,
therefore xe = 0 since dimA <∞ and the claim is true. 
3.2. Hopf algebras with coradical kSn. Let On2 be the conjugacy class
of (12) in Sn and let sgn : CSn(12) → k be the restriction of the sign
representation of Sn. Let Vn = M((12), sgn) ∈
kSn
kSn
YD, cf. Definition 2.2;
Vn has a basis (x(ij))(ij)∈On
2
such that δ(x(ij)) = (ij) ⊗ x(ij) and g · x(ij) =
sgn(g)xg(ij)g−1 , g ∈ Sn. By (2.3), Vn turns into an object in
kSn
kSn
YD with
action and coaction given by
δh · x(ij) = δh,(ij) x(ij) and λ(x(ij)) =
∑
h∈G
sgn(h)δh ⊗ xh−1(ij)h.
Let Jn be the ideal of relations of B(Vn). The elements
x2(ij),(3.1)
R(ij)(kl) := x(ij)x(kl) + x(kl)x(ij),(3.2)
R(ij)(ik) := x(ij)x(ik) + x(ik)x(jk) + x(jk)x(ij)(3.3)
for all (ij), (lk), (ik) ∈ On2 such that (lk) 6= (ij) 6= (ik) form a basis of J
2
n .
Remark 3.2. It was shown by [MS] for n = 3, 4 and by [G] for n = 5 that
Jn is generated by these elements and B(Vn) is finite-dimensional.
We first show that relations (3.2) and (3.3) hold in any lifting of B(Vn).
In what follows, A is a Hopf algebra such that grA ≃ B(Vn)#k
Sn and
φ : T (Vn)#k
Sn → A is as in Proposition 2.4.
Lemma 3.3. We have φ(R(ij)(lk)) = 0 for all (ij) 6= (kl) ∈ O
n
2 . If A has
finite dimension, then φ(
∑
(ij)∈On
2
x2(ij)) = 0.
Proof. Since φ(R(ij)(kl)) ∈ A
(ij)(kl)
1 by Lemma 2.3, Remark 2.5 and Lemma
3.1 (a), we see that φ(R(ij)(lk)) = 0 from Lemma 3.1 (e). Since
∑
(ij)∈On
2
x2(ij)
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is primitive in T (V ) and spans the trivial Yetter-Drinfeld module, we con-
clude that φ(
∑
(ij)∈On
2
x2(ij)) is primitive in A, hence it is 0. 
Definition 3.4. Given (a1, a2) ∈ k
2, we denote by A[a1,a2] the algebra
(T (V3)#k
S3)/I(a1,a2) where I(a1,a2) is the ideal generated by
R(13)(23),
R(23)(13),
x2(13) − (a1 − a2)(δ(12) + δ(123))− a1(δ(23) + δ(132)),
x2(23) − a2(δ(13) + δ(123))− (a2 − a1)(δ(12) + δ(132)),
x2(12) + a1(δ(23) + δ(123)) + a2(δ(13) + δ(132)).
(3.4)
It is easy to see that I(a1,a2) is a Hopf ideal, hence A[a1,a2] is a Hopf
algebra. Clearly, A[0,0] ≃ B(V3)#k
S3 .
Recall that Γ = k× × S3 acts on k
2 by (1.1). Here is the main result
of this paper. Notice that Lemma 2.1 is used in the proof to find out the
deformed relations.
Theorem 3.5. (a) Let A be a finite-dimensional non-semisimple Hopf
algebra with coradical kS3 . Then A ≃ A[a1,a2] for some (a1, a2) ∈ k
2.
(b) The coradical of A[a1,a2] is isomorphic to k
S3 and dimA[a1,a2] = 72
for all (a1, a2) ∈ k
2.
(c) A[b1,b2] ≃ A[a1,a2] if and only if [b1, b2] = [a1, a2].
Proof. (a) If grA ≃ R#kS3 , then V = R1 ∈ k
S3
kS3
YD and B(V ) is a braided
Hopf subalgebra of R by [AnS2, Prop. 2.2]. Thus V ≃ V3 because B(V3) is
the only Nichols algebra of finite dimension in kS3
kS3
YD by [AHS, Thm. 4.5].
Since B(V3) only depends on the braiding of V , we can deduce from [AG2,
Thm. 2.1] that R = B(V3).
Let ρ : S3 → GL(2,k) be the irreducible representation defined in the
canonical basis (ei) by
ρ(12) · e1 = e2, ρ(123) · e1 = −e2.
Let fji be the matrix coefficients of ρ; thus(
f11 f12
f21 f22
)
=
(
δe + δ(13) − δ(23) − δ(132) δ(12) − δ(23) + δ(123) − δ(132)
δ(12) − δ(13) − δ(123) + δ(132) δe − δ(13) + δ(23) − δ(123)
)
Considering T (V3) ∈
kS3
kS3
YD, we see that the elements c1 := x
2
(13) − x
2
(12)
and c2 := x
2
(23)−x
2
(12) of T (V ) span a Yetter-Drinfeld submodule isomorphic
toM(e, ρ), via ei 7→ ci, 1 ≤ i ≤ 2. Hence this subspace becomes a submodule
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in k
S3
kS3
YD, with coaction λ given by λ(ci) =
∑2
j=1 eij ⊗ cj, where eij :=
S−1(fji) for i, j = 1, 2. Then
∆φ(ci) = φ(ci)⊗ 1 +
∑
j
eij ⊗ φ(cj).
Since φ(c1), φ(c2) ∈ A
e
1 = k
S3 , we conclude that they belong to k1 ⊕ C,
where C is the simple subcoalgebra of rank 2 spanned the eij ’s. By Lemma
2.1, there exist a1, a2 ∈ k such that φ(ci) = ai −
∑2
j=1 ajeij for i = 1, 2 .
Note that the elements (3.4) form a basis of
M(a1,a2) = 〈ci − ai +
∑
j
ajeij , R(13)(23) , R(23)(13),
∑
(ij)∈O3
2
x2(ij)〉,
which is a coideal contained in ker ε. Then the ideal I(a1,a2) generated by
M(a1,a2) is a Hopf ideal and I(a1,a2) ∩ (k ⊕ V3)#k
S3 = 0 because I(a1,a2) ⊂
kerφ. Thus gr(T (V3)#k
S3/I(a1,a2)) ≃ R#k
S3 and R is generated by φ(V3).
Hence R ≃ T (V3)/I with I ⊆ J3. Moreover, the generators of J3 are
contained in I by the definition of I(a1,a2) and therefore I = J3. Then
dimA = dim(T (V3)#k
S3/I(a1,a2)), that is, kerφ = I(a1,a2).
We claim that B = {xδg|x ∈ B, g ∈ S3} is a basis of A[a1,a2] where
B =


1, x(13), x(13)x(12), x(13)x(12)x(13), x(13)x(12)x(23)x(12),
x(23), x(12)x(13), x(12)x(23)x(12),
x(12), x(23)x(12), x(13)x(12)x(23),
x(12)x(23)


and therefore (b) follows. Next, we sketch a proof of the claim using the
Diamond Lemma [B].
We need to introduce more relations which are deduced from (3.4). We
write the relations of the form R = f with R a monomial of A[a1,a2] and
f ∈ kB. The new list of relations is
1 =
∑
g∈S3
δg, δgδh = δg,hδg, δgx(ij) = x(ij)δ(ij)g,
x2(13) =(a1 − a2)(δ(12) + δ(123)) + a1(δ(23) + δ(132)),
x2(23) =a2(δ(13) + δ(123)) + (a2 − a1)(δ(12) + δ(132)),
x2(12) =− a1(δ(23) + δ(123))− a2(δ(13) + δ(132)),
x(13)x(23) =− x(23)x(12) − x(12)x(13),
x(23)x(13) =− x(12)x(23) − x(13)x(12),
x(12)x(13)x(12) =x(13)x(12)x(13) + x(23)a1,
x(23)x(12)x(23) =x(12)x(23)x(12) − x(13)a2 and
x(23)x(12)x(13) =x(13)x(12)x(23) + x(12)Ω
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where Ω = (a2−a1)(δ(12)−δe)+a1(δ(13)−δ(132))−a2(δ(23)−δ(123)). Following
the Diamond Lemma, we have to show that ifX,Y,Z are monomial in A\{1}
such that R1 = XY and R2 = Y Z then f1Z and Xf2 can be reduced to
a same element in kB using the before list of relations – XY Z is called
“overlap ambiguity“ and if the above is true it said that the ambiguity is
”resoluble“; it is defined in [B] other type of ambiguity but this does not
happen in our case. Calculate the ambiguities and show that these are
resoluble is a tedious but straightforward computation.
(c) We denote the elements in A[a1,a2] and A[b1,b2] by
axδg and
bxδg
for x ∈ T (V3), g ∈ S3. Let Θ : A[b1,b2] → A[a1,a2] be an isomorphism
of Hopf algebras. Since (Θ|kS3 )
∗ induces a group automorphism of S3,
Θ(δg) = δθgθ−1 for some θ ∈ S3. By the adjoint action of k
S3 , Θ(bx(ij)) ∈∑
g∈S3
λg
axθ(ij)θ−1δg with λg ∈ k but since Θ is a coalgebra morphism, all
these λg’s are equal. Then for each (ij) ∈ O
3
2 there exists µ(ij) ∈ k
× such
that Θ(bx(ij)) = µ(ij)
axθ(ij)θ−1 . Also,
0 =
a
µ(23)µ(13)x(23)x(13) + µ(13)µ(12)x(13)x(12) + µ(12)µ(23)x(12)x(23)
because it is equal to Θ(
b
R(13)(23)) if θ = (12) or to Θ(
b
R(23)(13)) if θ = (123).
Then µ(23)µ(13) = µ(13)µ(12) = µ(12)µ(23) because otherwise dimA(a1, a2)
would be less than 72. Since µ(ij) 6= 0 it results that Θ(
bx(ij)) = µ
axθ(ij)θ−1
with µ ∈ k× for all (ij) ∈ O32 . Since (δg)g∈S3 is linearly independent, we
obtain that (b1, b2) = (a1, a2)⊳ (µ
2, θ) by the equality Θ(
b
x2(12)) =
a
x2
θ(12)θ−1 .
Conversely, given (µ, θ) ∈ Γ, the map Θµ,θ : T (V3)#k
S3 → T (V3)#k
S3
defined by Θµ,θ(δg) = δθgθ−1 , Θµ,θ(x(ij)) = µxθ(ij)θ−1 , for g ∈ S3. (ij) ∈ O
3
2,
is a Hopf algebra isomorphism such that Θµ,θ(I(a1,a2)) = I(a1,a2)⊳(µ2,θ)−1 . 
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