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Abstract
Given a sequence B of relatively prime positive integers with the sum of inverses ﬁnite, we
investigate the problem of ﬁnding B-free numbers in short arithmetic progressions.
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1. Introduction
The notion of a B-free number, introduced by Erdös [3], generalizes that of a square-
free number. Given a sequence B of positive integers 1 < b1 < b2 < · · · such that
∞∑
k=1
1
bk
<∞, and gcd(bk, bj ) = 1 for k = j, (1)
a number n is called B-free provided that no element bk of B divides n. The case of
square-free numbers is obtained by taking B to be the sequence of squares of all the
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prime numbers. Note that for any given sequence B satisfying (1), a positive proportion
of positive integers are B-free, more precisely
lim
N→∞
1
N
#{1nN : n is B-free} =
∞∏
k=1
(
1− 1
bk
)
> 0. (2)
Although the B-free numbers have positive density, it is not easy to prove their existence
in very short intervals. Erdös [3] ﬁrst proved the existence of B-free numbers in short
intervals of the form [N,N + Nc] for some unspeciﬁed c < 1, with N large enough.
He further conjectured that for any  > 0 there exists NB, such that for any NNB,
the interval
[
N,N +N ] contains at least one B-free number. The value of c has been
improved several times in the literature. Szemerédi [11] proved Erdös’ claim for all
c > 12 . Using estimates for exponential sums obtained by Iwaniec and Laborde [9],
Bantle and Grupp [1] improved this to c > 920 . Using the work of Fouvry and Iwaniec
[5] on estimates for exponential sums with monomials, Wu [12] obtained the stronger
result that
#{NnN +Nc : n is B-free} B,c Nc
for all c > 1741 . Zhai [13] improved this to c > 3380 . Currently the best result is due to
Sargos and Wu [10] who proved the above statement for c > 4097 .
A complete resolution of Erdös’ Conjecture in the case of square-free numbers was
achieved by Granville [6] assuming the ABC-Conjecture. The best unconditional result
is due to Filaseta and Trifonov [4], who proved that for N large enough and for
all c > 15 , the interval
[
N,N +Nc] contains a square-free number. Here we focus
on the problem of ﬁnding B-free numbers in short arithmetic progressions. In this
connection we suggest the following generalization of Erdös’ Conjecture for arithmetic
progressions.
Conjecture 1. For any sequence B of positive integers satisfying (1), and any  > 0,
there exists a number NB, such that for any NNB,, and any relatively prime integers
a, b with 1a, bN , there exists an integer n, with 1nN , such that an + b is
B-free.
The case a = 1 and b = N corresponds to the original conjecture of Erdös. Our
main result is as follows:
Theorem 1. Let , be positive real numbers such that 20 > 9 + 3606 and let B
be a sequence of positive integers satisfying (1). Then there exists NB,, such that
for any NNB,, and any relatively prime integers a, b with 1aN, there exists
NnN +N for which n ≡ b (mod a) and n is B-free.
Let p1 < p2 < · · · be a sequence of primes satisfying
∑
pj x
1
pj
= f (x)→∞ as x →∞.
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Let v1 < v2 < · · · be the sequence of integers not divisible by any pj . Then Erdös [2]
showed that
vj+1 − vj  ef (log vj ) log vjlog log vj (3)
holds for inﬁnitely many j. This shows that there is a certain limitation on how close
consecutive B-free numbers can be. Since ef (log vj )  log log vj , Erdös’ estimate gives
at most a logarithmic lower bound for large gaps between consecutive B-free numbers.
In connection with this result, we construct a set of integers B satisfying (1) such
that the difference between consecutive B-free numbers is considerably larger inﬁnitely
often. More precisely we have,
Theorem 2. (i) Let B be an inﬁnite sequence of relatively prime positive integers. Then
for any k, a positive proportion of natural numbers n have the property that the interval
[n, n+ k] does not contain any B-free numbers.
(ii) Let  < 1/2 be a real number. There exists a set of integers B satisfying (1)
such that for inﬁnitely many n the interval
[
n, n+ e
√
 log n log log n
]
does not contain any B-free numbers.
2. Proof of Theorem 1
We ﬁrst remark that it is enough to prove the statement for any ,  > 0 satisfying
1803
10
+ 9
20
<  9
19
,
since then clearly the statement will hold for larger . Next, we make the following
reduction. For any element b ∈ B which is prime we put b′ = b. For any b ∈ B which
is not prime we let b′ equal to the product of the largest two prime factors b. Here if
the largest prime factor p of b appears with multiplicity strictly greater than 1, we let
b′ = p2. Let A be the sequence of numbers b′ arranged in increasing order. It is easy
to see that
∑
b′∈A
1
b′
is ﬁnite and any A-free number is B-free. Hence it will be enough to ﬁnd A-free
numbers in the required arithmetic progressions. Later on we will make use of this
speciﬁc structure of A, namely that A consists of a set of primes with sum of inverses
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ﬁnite, a set of squares of primes and a set of products of two distinct prime numbers
with sum of inverses ﬁnite. Let us redenote the elements of A as b1 < b2 < · · ·
< bs < · · · and let us choose a large number N and relatively prime integers a, b such
that 1aN. We put x = N +N and y = N. Let us also deﬁne
P1 = P1(x, 1,) = {x1px1+ : p prime} (4)
and
P2 = P2(x, 2,) = {x2ux2+ : u prime}, (5)
where 2 +  < 1 < 1 +  <  and  is a small positive real number. For nx, we
use the sieving weight
w(n) =
∑
p∈P1
∑
u∈P2
∑
n≡0 (mod pu)
1. (6)
It is clear that w(n)C(1, 2) independently of x. Our goal is to show that for
aNx
∑
x−y<n x
n≡b (mod a)
n is A-free
w(n) y
a
.
We have the inequality
∑
x−y<n x
n≡b (mod a)
n is A-free
w(n) 
∑
x−y<n x
n≡b (mod a)
n ≡0 (mod bs ) for all sm
w(n)−
∑
x−y<n x
n≡b (mod a)
bm<bs  ya
n≡0 (mod bs ) for some s>m
w(n)
−
∑
x−y<n x
n≡b (mod a)
y
a <bs  x
n≡0 (mod bs ) for some s>m
w(n). (7)
The exact value of m in (7) will be chosen later. Denote the right-hand side of (7) by
M0−E1−E2. By the deﬁnition of w(n) and using the inclusion–exclusion principle,
M0 =
∑
x−y<n x
n≡b (mod a)
n ≡0 (mod bs ) for all sm
n≡0 (mod pu) p∈P1,u∈P2
1 =
∑

(−1)||
∑
p∈P1
∑
u∈P2
∑
x−y<n x
n≡b (mod a)
n≡0 (mod d)
n≡0 (mod pu)
1, (8)
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where  runs over all the subsets of {s : 1sm} and d =∏s∈ bs . Let us remark
that for ﬁxed m and large enough x we have gcd(d, pu) = 1. Therefore
∑
x−y<n x
n≡b (mod a)
n≡0 (mod d)
n≡0 (mod pu)
1 =
∑
x−y<n x
n≡b (mod a)
n≡0 (mod pud)
1. (9)
Note that if  > 0 is small enough then gcd(a, pu) = 1 since ax. Also, if
gcd(a, d) > 1 then using n ≡ 0 (mod pud) and n ≡ b (mod a) we get gcd(a, b) > 1,
which contradicts our assumption. Hence gcd(a, pud) = 1. By the Chinese Remainder
Theorem it follows that the congruences n ≡ b (mod a) and n ≡ 0 (mod pud) are
equivalent to n ≡ c (mod apud) for some c. Combining this with (9) we obtain
∑
x−y<n x
n≡b (mod a)
n≡0 (mod pud)
1 =
∑
x−y<n x
n≡c (mod apud)
1 = y
apud
+ rpud,a,b(x, y), (10)
where |rpud,a,b(x, y)|1. By (8)–(10) we derive
M0 = y
a
∏
sm
(
1− 1
bs
) ∑
p∈P1
1
p
∑
u∈P2
1
u
+ Ra,b(x, y), (11)
where
Ra,b(x, y) =
∑

(−1)||
∑
p∈P1
∑
u∈P2
rpud,a,b(x, y). (12)
The sum
∑∞
s=1 1bs is ﬁnite, since
∑
p∈B 1p is ﬁnite. We let
CA =
∞∏
s=1
(
1− 1
bs
)
> 0. (13)
The asymptotic formula for the sum of inverses of primes gives
∑
p∈P1
1
p
= log
(
1+ 
1
)
+O
(
1
log x
)
C1 (14)
and
∑
u∈P2
1
q
C2, (15)
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where C1, C2 are strictly positive absolute constants. Using (11), (13)–(15) we see that
for large x,
M0CAC1C2
y
a
+ Ra,b(x, y). (16)
We now estimate the sum of remainder terms Ra,b(x, y). The sum over  being ﬁnite,
it would be enough to bound each individual bilinear sum of the form
∑
p∈P1
∑
u∈P2
rpud,a,b(x, y) =
∑
p∈P1
∑
u∈P2
rpu,a,b
(
x
d
,
y
d
)
. (17)
The modern version of the linear sieve due to Iwaniec [8] requires nontrivial estimates
for such bilinear forms. Here we will adapt the method of Fouvry and Iwaniec [5] to
obtain upper bounds for the double sum in (17). Recall that our sums are supported
on an arithmetic progression and thus the remainder terms only come from integers
n ≡ b (mod a). At this point we let P1 and P2 be the characteristic functions of
P1 and P2, respectively. We will transform the problem of bounding (17) to bounding
certain exponential sums. Let g(z) be a C∞ function supported in an interval of the form[
x − y − yx−, x + yx−
]
for some  > 0 such that g(z) = 1 for all x−yzx, g(z)
is increasing in
[
x − y − yx−, x − y
]
and decreasing in
[
x, x + yx−
]
. In addition,
|g(j)(z)|  (yx−)−j (18)
for any j0 where the implied constant in (18) depends only on j. We use g(z) to
approximate a sum involving P1 ·P2 . If either xnx+yx− or x−y−yx−nx−
y, then the number of pairs (p, u) with p ∈ P1, u ∈ P2 and n = lpu for some l ∈ Z is
bounded independently of x. Also, 0g(lpu)1 and the number of (p, u) such that
xn = lpux + yx− or x − y − yx−n = lpux − y is O
(
yx−
)
. Therefore
S =
∑
l∈Z
∑
pM=x1+
∑
uN=x2+
∑
x−y<lpu x
lpu≡b (mod a)
P1(p) P2(u)
=
∑
l∈Z
∑
pM
uN
lpu≡b (mod a)
P1(p) P2(u) g(lpu)+O
(
yx−
)
. (19)
Denote by 1p∗ < a and 1u∗ < a the inverses of p and u modulo a. Then
l ≡ bp∗u∗ (mod a). We put l = a	+ bp∗u∗ for 	 ∈ Z, and rewrite (19) as
S =
∑
pM
∑
uN
∑
	∈Z
P1(p) P2(u) g
(
apu	+ bpp∗uu∗)+O (yx−) . (20)
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Let
g∗(z) =
∫ ∞
−∞
g(t)e−2
izt dt (21)
be the Fourier transform of g and deﬁne G(t) = g (aput + bpp∗uu∗) for t ∈ R. The
Fourier transform of G is
G∗(z) =
∫ ∞
−∞
G(t)e−2
izt dt =
∫ ∞
−∞
g(aput + bpp∗uu∗)e−2
izt dt (22)
and by the change of variable h = aput + bpp∗uu∗ we see from (22) that
G∗(z) = e
2
i b
a
p∗u∗z
apu
∫ ∞
−∞
g(h)e
−2
i z
apu
h
dh = e
(
b
a
p∗u∗z
)
apu
g∗
(
z
apu
)
, (23)
where e(z) := e2
iz. Poisson Summation formula, applied to G, gives
∑
	∈Z
G(	) =
∑
	∈Z
G∗(	). (24)
By (20), (23) and (24) we deduce that
S =
∑
pM
∑
uN
P1(p) P2(u)
∑
	∈Z
G∗(	)+O
(
yx−
)
= 1
a
∑
pM
∑
uN
P1(p) P2(u)
pu
∑
	∈Z
e
(
b
a
p∗u∗	
)
g∗
(
	
apu
)
+O
(
yx−
)
. (25)
One clearly has
g∗(0) =
∫ ∞
−∞
g(t) dt = y +O(yx−).
The main contribution to S comes from the term corresponding to 	 = 0 in (25). This
is
g∗(0)
a
∑
pM
∑
uN
P1(p) P2(u)
pu
= y
a
∑
pM
∑
uN
P1(p) P2(u)
pu
+O

y
a
x−
∑
pM
∑
uN
P1(p) P2(u)
pu

 .
(26)
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Combining (14) and (15),
∑
pM
∑
uN
P1(p) P2(u)
pu
=
∑
p∈P1
1
p
∑
u∈P2
1
u
= O(1).
Hence from (26) we obtain
g∗(0)
a
∑
pM
∑
uN
P1(p) P2(u)
pu
= y
a
∑
pM
∑
uN
P1(p) P2(u)
pu
+O
(y
a
x−
)
. (27)
The sum of terms with |	|1 in (25) provide an upper bound for the sum of all
remainder terms, and we have
∣∣∣∣∣∣
∑
p∈P1
∑
u∈P2
rpu,a,b(x, y)
∣∣∣∣∣∣

∣∣∣∣∣∣
1
a
∑
pM
∑
uN
P1(p) P2(u)
pu
∑
|	|1
e
(
b
a
p∗u∗	
)
g∗
(
	
apu
)∣∣∣∣∣∣+O
(
yx−
)
.
(28)
Next, we bound the tail of the sum over 	 from (28). Integrating by parts repeatedly,
and using the fact that g has compact support, we derive
g∗(z) =
∫ ∞
−∞
g(t)e−2
izt dt =
∫ ∞
−∞
e−2
izt
(2
iz)j
g(j)(t) dt (29)
for any j1. Since g(j)(z) = 0 for x − yzx, by (18) we infer that
∣∣g∗(z)∣∣j 1(
yx−
)j−1 |z|j . (30)
We replace z by 	
pu
in (30) to obtain
∣∣∣∣g∗
(
	
pu
)∣∣∣∣j (pu)
j
(
yx−
)j−1 |	|j . (31)
Let us assume that
|	| > H ′ = MN
y
x2. (32)
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The inequality
(pu)j(
yx−
)j−1 |	|j j
1
|	|2
holds when
(pu)j
(yx−)j−1
j |	|j−2. (33)
Using (32) and the inequalities pM and uN , we see that (33) holds when
(MN)2 j yx(j−3)
which obviously holds for large j. By (31) and (33) we conclude that
∣∣∣∣g∗
(
	
apu
)∣∣∣∣ 1	2 (34)
when
|	| > H = aMN
y
x2. (35)
As a consequence,
∣∣∣∣∣∣
1
a
∑
pM
∑
uN
P1(p) P2(u)
pu
∑
|	|>H
e
(
b
a
p∗u∗	
)
g∗
(
	
apu
)∣∣∣∣∣∣
1
aH
=O
(
yx−2
)
. (36)
Combining (28) and (36) we obtain
∣∣∣∣∣∣
∑
p∈P1
∑
u∈P2
rpu,a,b(x, y)
∣∣∣∣∣∣

∣∣∣∣∣∣
1
a
∑
pM
∑
uN
P1(p) P2(u)
pu
∑
|	|H
e
(
b
a
p∗u∗	
)
g∗
(
	
apu
)∣∣∣∣∣∣+O
(
yx−
)
. (37)
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We rewrite the right-hand side of (37) as
∣∣∣∣∣∣
∑
p∈P1
∑
u∈P2
rpu,a,b(x, y)
∣∣∣∣∣∣
 1
a
∫ x+yx−
x−y−yx−
∣∣∣∣∣∣
∑
|	|H
∑
pM
∑
uN
P1(p) P2(u)
pu
e
(
b
a
p∗u∗	
)
e
(
− 	t
apu
)
g(t)
∣∣∣∣∣∣ dt
+O
(
yx−
)
. (38)
Here g(t) = 1 for x − y tx and |g(t)|1 when x tx + yx− or x − y −
yx− tx − y. Also, the integrand in (38) is O(1) in these intervals, and (38)
implies that
∣∣∣∣∣∣
∑
p∈P1
∑
u∈P2
rpu,a,b(x, y)
∣∣∣∣∣∣
 1
a
∫ x
x−y
∣∣∣∣∣∣
∑
|	|H
∑
pM
∑
uN
P1(p) P2(u)
pu
e
(
b
a
p∗u∗	
)
e
(
− 	t
apu
)∣∣∣∣∣∣ dt
+O
(
yx−
)
. (39)
It remains to provide nontrivial upper bounds for an exponential sum of type
∑
1	H
∑
1pM
∑
1uN
P1(p) P2(u)
pu
e
(
b
a
p∗u∗	
)
e
(
	t
apu
)
. (40)
We now partition [1, H ], [1,M] and [1, N ] into dyadic intervals. This only brings in
a factor of (log x)3 to our bounds. We are left to estimating the sums
∑
H
2 	H
∑
M
2 pM
∑
N
2 uN
P1(p) P2(u)
pu
e
(
b
a
p∗u∗	
)
e
(
	t
apu
)
,
which further reduces to bounding the sums
G(H,M,N, t) =
∑
H
2 	H
∑
M
2 pM
∑
N
2 uN
P1(p) P2(u) e
(
b
a
p∗u∗	
)
e
(
	t
apu
)
.
(41)
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We recall the following result of Fouvry and Iwaniec [5, Theorem 6], which provides
strong upper bounds for exponential sums with monomials.
Let  = 0, 1 and H,M,N,X1. Let (	) be an additive character and p,u be
complex numbers with
∣∣p∣∣ 1 and ∣∣u∣∣ 1. Then∣∣∣∣∣∣∣
∑
H
2 	H
∑
M
2 pM
∑
N
2 uN
p u (	) e
(
X
	u−1p
HN−1M
)∣∣∣∣∣∣∣
 (HMN) 12 (log(2HMNX))4
×
[
X
1
8 (H +N) 12
(
X
1
8H−
1
6M
1
12N
1
6 +X 18H− 18N 38 +N 12 +N 14M 18
)
+M 12 +X− 14M 12N
]
.
We cannot directly apply this theorem to our case since the additive character (	) =
e
(
b
a
p∗u∗	
)
depends on the inverses of p and u modulo a. We consider instead the
exponential sum
Es1,s2(H,M,N, t)
=
∑
H
2 	H
∑
M
2 pM
p∗≡s1 (mod a)
∑
N
2  uN
u∗≡s2 (mod a)
P1(p) P2(u) e
(
b
a
s1s2	
)
e
(
	t
apu
)
,
where 1s1 < a and 1s2 < a are ﬁxed and relatively prime to a. We can apply
the above theorem to Es1,s2(H,M,N, t) with p = P1∗(p), u = P2∗(u) where
P1
∗ is the characteristic function of the primes in p ∈ P1 that are in the progression
p ≡ s1∗ (mod a) and P2∗ is deﬁned similarly. We let  = −1 and
X = tH
aMN
= t
y
x2.
Clearly X1 since x − y tx. One has aMN
y
x2 = H < N since by M = x1+
this reduces to ax1+2+ < x = y and we can ﬁnd  > 0 small enough such that
ax and 1 + 2+ +  < . Therefore
∣∣Es1,s2(H,M,N, t)∣∣ MNa 12 y− 12 x(log x)4S, (42)
where
S = N 12 (yM)− 112 x 14+ 6 a− 16 +N 34 (yM)− 18 x 14+ 4 a− 18 +Nx 18+ 4 y− 18
+N 34M 18 x 18+ 4 y− 18 +M 12 +M 12Nx− 14− 2 y 14 . (43)
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Next, we bound each term in S. Let ′ be an arbitrarily small positive real number. In
what follows we assume that M and N satisfy the following conditions:
M < yx−′ , (44)
N6 < My7x−3−′ , (45)
M2N4 < yx1−′ . (46)
By yx 12 , (44)–(46) we see that
N6 < My5x−2−′ , (47)
N8 < y5x−1−′ (48)
and
MN6 < y5x−1−′ . (49)
Using (45) we derive
N
1
2 (yM)−
1
12 x
1
4+ 6 a−
1
6 < y
1
2 x

6− 
′
12 . (50)
Inequality (47) gives
N
3
4 (yM)−
1
8 x
1
4+ 4 a−
1
8 < y
1
2 x

4− 
′
8 . (51)
By (48) it follows that
Nx
1
8+ 4 y−
1
8 < y
1
2 x

4− 
′
8 . (52)
Next, we use inequality (49) to obtain
N
3
4M
1
8 x
1
8+ 4 y−
1
8 < y
1
2 x

4− 
′
8 . (53)
It is clear from (44) that
M
1
2 < y
1
2 x−
′
2 (54)
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and from (46) we obtain
M
1
2Nx−
1
4− 2 y
1
4 < y
1
2 x−

2− 
′
4 . (55)
We choose ′ > 0 such that
max
(
7
6
− 
′
12
,
5
4
− 
′
8
)
= − < 0. (56)
Therefore
∣∣Es1,s2(H,M,N, t)∣∣ MNa 12 x−(log x)4. (57)
The number of pairs of reduced residue classes (s1, s2) modulo a is (a)2, and we
conclude that
|G(H,M,N, t)|  MN(a)2a 12 (log x)4x−  MNa 52 (log x)4x−. (58)
Inequality (39) ﬁnally gives
∣∣∣∣∣∣
∑
p∈P1
∑
u∈P2
rpu,a,b(x, y)
∣∣∣∣∣∣ Ca
3
2 (log x)7x−y +O
(
yx−
)
, (59)
where C > 0 is an absolute constant. Recall that ax. We may choose  > 0 small
enough and  = ′15 so that
 < min
(
′
30
− 7
15
,
′
20
− 
2
, 
)
= 
′
450
.
Replacing x by x
d
and y by y
d
we get from (16) that
M0CAC1C2
y
a
+ o
(y
a
)
(60)
when  < ′450 . Next we estimate E1. The number of x − y < nx satisfying n ≡
b (mod a) and n ≡ 0 (mod bs) is

[
y
abs
]
+ 1 2y
abs
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since bs ya . Consequently
E1 =
∑
x−y<n x
n≡b (mod a)
bm<bs  ya
n≡0 (mod bs ) for some s>m
w(n)2C(1, 2)
y
a
∞∑
s=m+1
1
bs
. (61)
We now ﬁx the value of m such that
CAC1C2 − 2C(1, 2)
∞∑
s=m+1
1
bs
= C0 > 0 (62)
and we have
M0 − E1C0 y
a
+ o
(y
a
)
. (63)
Lastly, we show that E2 = o
( y
a
)
. Using the deﬁnition of w(n),
E2 =
∑
y
a
<v1v2x
∑
p∈P1
∑
u∈P2
∑
x−y<n x
n≡b (mod a)
n≡0 (mod v1v2)
n≡0 (mod pu)
1+
∑
y
a
<rx
∑
p∈P1
∑
u∈P2
∑
x−y<n x
n≡b (mod a)
n≡0 (mod r)
n≡0 (mod pu)
1, (64)
where r denotes a prime in A and v1v2 are primes such that v1v2 is in A. Note that
there is at most one x−y < nx satisfying either n ≡ 0 (mod v1v2) and n ≡ b (mod a)
or n ≡ 0 (mod r) and n ≡ b (mod a), since these congruences can be combined to
n ≡ c (mod av1v2) and n ≡ c′ (mod ar) for suitable c and c′ when ax and  > 0
is small enough. But av1v2 and ar are both > y. Moreover for any such n there are at
most ﬁnitely many (independent of x) pairs (p, u) with p ∈ P1 and u ∈ P2 satisfying
n ≡ 0 (mod pu). Hence
V =
∑
p∈P1
∑
u∈P2
∑
x−y<n x
n≡b (mod a)
n≡0 (mod v1v2)
n≡0 (mod pu)
1 = O(1) (65)
and
R =
∑
p∈P1
∑
u∈P2
∑
x−y<n x
n≡b (mod a)
n≡0 (mod r)
n≡0 (mod pu)
1 = O(1), (66)
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where the implied constants are independent of v1, v2, r and x. It follows from (64)–(66)
that
E2 
∑
V>0
y
a <v1v2  x
1+
∑
R>0
y
a <r  x
1. (67)
Let us assume that
1 + 2 + − 1 >  > 0. (68)
If y
2
a2
< v1v2x and V > 0, then v2 is not in P1 or P2 (since v2 > ya , ax and
 > 0 is small enough) so that n ≡ 0 (mod puv2) for some n with x − y < nx. But
puv2x1+2+− > x by (68) which is a contradiction. It follows that
∑
V>0
y
a <v1v2  x
1
∑
y<v1v2 y
2
a2
1 = O
(
y/a
log (y/a)
)
= o
(y
a
)
(69)
since v1 ya and there is a one to one correspondence between elements of A of
form v1v2 and the primes v1 (here we are using the fact that distinct elements of
A are relatively prime). If y
a
< rx and R > 0 then n ≡ 0 (mod pur) for some
x − y < nx. But purx1+2+− > x by (68) which is a contradiction. Hence the
sum over r in (67) is empty. This shows that E2 = o
( y
a
)
. Combining this with (63)
we have
M0 − E1 − E2C0 y
a
+ o
(y
a
)
.
Going back to conditions (44)–(46) we may take 1 =  − ′ and 2 = 8−3−2′6 .
Using these in (68) we obtain  < 20−8′−96 . We choose ′ such that  < 
′
450 <
20−8′−9
6 which gives us the condition on  and  as stated. Moreover 21 + 42 <
2+ 16−63 1+  gives  919 . This completes the proof of Theorem 1.
3. Proof of Theorem 2
Proof of (i). Let b1 < b2 < · · · < bk+1 be the ﬁrst k + 1 elements of B. Since any
two distinct elements of B are relatively prime, by the Chinese Remainder Theorem
there exists n such that n+ j ≡ 0 (mod bj+1) for all 0jk. It follows that for any
s0, the interval

n+

k+1∏
j=1
bj

 s, n+

k+1∏
j=1
bj

 s + k


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does not contain any B-free numbers. Clearly the density of integers of the form
n+
(∏k+1
j=1 bj
)
s is
(∏k+1
j=1 bj
)−1
> 0.
Proof of (ii). Fix a real number  < 12 . We will construct the desired intervals
inductively. Assume that we have constructed nk and b1 < b2 < · · · < bsk < nk such
that the interval [nk, nk + nk−1] does not contain any B-free numbers and
nk−1e
√
 log nk log log nk .
Let (x, y) be the number of positive integers nx such that all the prime divisors
of n are y, i.e. (x, y) is the number of y-smooth numbers x. By a result of
Hildebrand and Tenenbaum [7] we know that for u = log xlog y ,
(x, y) = x(u)
(
1+O
(
log(u+ 1)
log y
))
(70)
holds uniformly for y2 and 1u exp
(
(log y)
3
5−
)
, where (u) is the Dickman
function, which satisﬁes the asymptotic relation
log (u) = −u log u+ o(u log u). (71)
Clearly from (71) we obtain that − log (u)(1− )u log u for any ﬁxed  > 0 and
u large enough. Hence exponentiating both sides we have
(u) 1
e(1−)u log u
(72)
for large enough u. Next, we ﬁx a small  > 0, and choose u = uk and n such that
nk = n
1
uk and (1− )uk log uk = (1+ ) log nk. (73)
By (73) we have
uk = O
(
log nk
log log nk
)
for large uk , so estimate (70) can be applied, and the number of nk-smooth numbers
in [n, 2n] is
 n(uk) n
e(1−)uk log uk
= n
e(1+) log nk
= n
n1+k
. (74)
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It follows from (74) that there exists an interval [x, y] of size at least nk contained in
[n, 2n] such that [x, y] does not contain any nk-smooth numbers. We put nk+1 = x
so that
[
nk+1, nk+1 + nk
]
does not contain any nk-smooth numbers. For any m ∈[
nk+1, nk+1 + nk
]
we let qm be the largest prime factor of m. Thus qm > nk and the
qm’s are distinct, since qm cannot divide two different numbers m in this interval. We
arrange these primes qm in increasing order and denote them by
bsk+1 < bsk+2 < · · · < bsk+1 , (75)
where sk+1 = sk + nk + 1. By repeating this process we may construct two inﬁnite
sequences of numbers n1 < n2 < · · · < nk < · · · and b1 < b2 < · · · < bsk < · · ·
consisting of prime numbers. Next we show that
S =
∞∑
s=1
1
bs
(76)
is ﬁnite. Clearly S =∑∞k=0 Sk+1, where
Sk+1 =
∑
sk+1 s sk+1
1
bs
. (77)
Note that Sk+1 is not larger than the sum of inverses of the ﬁrst nk prime numbers
coming after nk . Let rk be the nk-th prime coming after nk , then from (77) we have
Sk+1
∑
nk<p rk
p prime
1
p
. (78)
By the deﬁnition of rk we know that 
(rk) = nk+
(nk). Consequently rk2nk log nk
provided k is large enough. It follows that
Sk+1 
∑
nk<p 2nk log nk
p prime
1
p
= log log (2nk log nk)− log log nk +O
(
1
log nk
)
= log
(
1+ log 2+ log log nk
log nk
)
+O
(
1
log nk
)
= O
(
log log nk
log nk
)
. (79)
On the other hand nukk = nnk+12n gives uk log nk log nk+1 log 2 + uk log nk .
Since uk  log nklog log nk it follows that log log nk+1  log log nk and
log log nk+1
log nk+1
 log log nk
uk log nk
.
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Hence S = ∑∞k=0 Sk+1 can be majorized by a geometric series, since uk tends to
inﬁnity as k tends to inﬁnity. This shows that (76) is ﬁnite. Moreover, no element
n ∈ [nk+1, nk+1 + nk] is B-free, since each such n is divisible by one of the primes
bs with sk + 1ssk+1 by our construction. Also, from nk+12nukk and
uk log uk = (1+ )
(1− ) log nk
we get that
uk(1+ ) log nklog log nk
for some small  > 0 depending on  and . Therefore
nk+12n
(1+) log nklog log nk
k . (80)
Lastly, from (80) it is easy to see that
e
√
 log nk+1 log log nk+1nk,
for any ﬁxed  < 12 and small enough , ,  > 0. This completes the proof.
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