In this paper we show the existence of bounded nonoscillatory solutions for a second order neutral difference equation and establish convergence of Mann iterative schemes relative to the bounded nonoscillatory solutions.
Introduction and Preliminaries
The oscillation, asymptotic behavior and existence of solutions for several second order neutral delay linear and nonlinear difference equations in [1] - [5] were studied.
Cheng [1] studied the second order neutral delay difference equation with positive and negative coefficients Δ 2 x(n) + px(n − m) + p(n)x(n − k) − q(n)x(n − l) = 0, n ≥ n 0 (1.1)
and proved the existence of a nonoscillatory solution of Eq.(1.1) under the condition p = −1.
In this paper we study the following second order neutral difference equation
where τ ∈ N, n 0 ∈ N 0 , b : N n 0 → R, f : N n 0 × R 2 → R and f 1 , f 1 : N n 0 → Z with lim
Using the Banach fixed point theorem, we prove the existence of bounded nonoscillatory solutions for Eq.(1.2) and convergence of Mann iterative schemes relative to the bounded nonoscillatory solutions. Throughout this paper, we assume that Δ is the forward difference operator defined by Δx(n) = x(n + 1) − x(n), R = (−∞, +∞), R + = [0, +∞), Z and N denote the sets of all integers and positive integers, respectively,
represents the Banach space of all bounded sequences on Z β with norm
It is clear that A(N, M) is a bounded closed subset of the Banach space l ∞ β . By a solution of Eq.(1.2), we mean a sequence {x(n)} n∈ β with a positive integer T ≥ n 0 + τ + |β| such that Eq.(1.2) is satisfied for all n ≥ T. As is customary, a solution of Eq.(1.2) is said to be oscillatory if it is neither eventually positive nor eventually negative. Otherwise, it is said to be nonoscillatory.
Bounded Nonoscillatory Solutions
Now we study the existence of bounded nonoscillatory solutions of Eq.(1.2) and convergence of Mann iterative schemes. Suppose that there exist two mappings
Then there exist θ ∈ (0, 1) and T ≥ n 0 + τ + |β| such that for each x 0 ∈ A(N, M), the Mann iterative scheme {x m } m≥0 generated by
converges to a bounded nonoscillatory solution x ∈ A(N, M) of Eq. (1.2) and has the following error estimate:
where {α m } m≥0 is a sequence in [0, 1] with
Proof. In view of (2.1), (2.4) and (2.5), we know that there exist θ ∈ (0, 1) and
12) It follows from (2.2), (2.10) and (2.12) that
(2.13) Using (2.13), we obtain that
(2.14)
In light of (2.3), (2.11) and (2.12), we get that
. It follows from (2.14) that S L is a contraction mapping in the nonempty closed set A(N, M) and it has a unique fixed point x ∈ A(N, M), that is,
Combining (2.15) and (2.16), we have
which means that
which implies that x a bounded nonoscillatory solution of Eq.(1.2). It follow from (2.6), (2.10), (2.12) and (2.14) that
It follows from (2.17) that
which together with (2.8) implies that lim m→∞ x m = x. This completes the proof. 
Theorem 2.2. Assume that there exists a constant
Then there exist θ ∈ (0, 1) and T ≥ n 0 +τ +|β| such that for any x 0 ∈ A(N, M), the Mann iterative scheme {x m } m≥0 generated by 
Making use of (2.2), (2.23) and (2.25), we get that
which means that (2.14) holds. Using (2.3), (2.24) and (2.25), we obtain that (N, M) . Consequently, (2.14) means that S L is a contraction mapping and it has a unique fixed point x ∈ A(N, M), which is a bounded nonoscillatory solution of Eq.(1.2).
In view of (2.14), (2.21), (2.23) and (2.25), we get that
which ensures that
which implies that lim m→∞ x m = x by (2.8). This completes the proof. A(N, M) , the Mann iterative scheme {x m } m≥0 generated by Proof. It follows from (2.19), (2.20) and (2.26) that there exist θ ∈ (0, 1) and (A(N, M)) ⊆ A(N, M) . Consequently, (2.14) ensures that S L is a contraction mapping and it has a unique fixed point x ∈ A(N, M), which is a bounded nonoscillatory solution of Eq.(1.2). The rest of the proof is similar to that of Theorem 2.2, and is omitted. This completes the proof.
