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CONVERGENCE OF QUANTUM COHOMOLOGY BY QUANTUM
LEFSCHETZ
HIROSHI IRITANI
Abstract. Quantum Lefschetz theorem by Coates and Givental [4] gives a relationship be-
tween the genus 0 Gromov-Witten theory of X and the twisted theory by a line bundle L on
X. We prove the convergence of the twisted theory under the assumption that the genus 0
theory for original X converges. As a byproduct, we prove the semisimplicity and the Virasoro
conjecture for the Gromov-Witten theories of (not necessarily Fano) projective toric manifolds.
1. Introduction
Quantum cohomology is a deformation of the ring structure of the ordinary cohomology. The
structure constants of quantum cohomology are formal power series whose coefficients consist
of Gromov-Witten invariants. We do not know a priori whether or not the structure constants
are convergent. In this paper, we discuss the compatibility of quantum Lefschetz principle and
the convergence of quantum cohomology.
There are several cases where the convergence is trivial. If c1(X) > 0, the small quantum
cohomology of X is defined over the polynomial ring by the degree constraints. If c1(X) < 0,
even the big quantum cohomology is defined over the polynomial ring for the same reason.
Hence, the problem is the intermediate case, i.e. when there exist two curves C1, C2 in X such
that 〈c1(X), [C1]〉 ≥ 0 and 〈c1(X), [C2]〉 ≤ 0. The main theorem in this paper is the following.
Theorem 1.1. Let X be a smooth projective variety and L be a nef line bundle on X. If the
big quantum cohomology QH∗(X) of X has convergent structure constants, then the twisted
quantum cohomology QH∗S1(X,L) by L also has convergent structure constants. (This holds
true when L is replaced by a sum of nef line bundles. )
Coates-Givental’s quantum Lefschetz theorem [4] gives the twisted quantum cohomology
QH∗S1(X,L) in terms of QH∗(X). Here, QH∗S1(X,L) is a cohomology theory closely related
to the quantum cohomology of an intersection Y ⊂ X with respect to the line bundle L.
More precisely, QH∗S1(X,L) gives us the information on the structure constants of QH∗(Y )
with respect to the cohomology classes coming from the ambient space X. Therefore, if the
convergence of QH∗(X) is known, we can know the convergence of QH∗(Y ) partially. The
main tool in the proof is a ring of formal power series with certain estimates for coefficients.
In the second half of the paper, we give a description of mirror symmetry for a not necessarily
nef toric variety. In [17], the author calculated the quantum cohomology D-module of a toric
variety X. The method there was to embed X into another Fano toric variety X ′ as a complete
intersection and to use quantum Lefschetz theorem [4] together with a mirror theorem for
a Fano toric variety [10]. We will recast the consequences of [17] in terms of the following
oscillatory integral, which was introduced as a mirror of a toric variety in [8, 10]:
IΓ(q1, . . . , qr, ~) =
∫
Γq⊂Yq
e
∑r+N
i=1 wi/~ωq, Yq =
{
(wi)
r+N
i=1 ∈ (C∗)r+N ;
∏r+N
i=1 w
mia
i = qa
}
.
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Here, ωq is a holomorphic volume form on Yq and Γq is a non-compact cycle. These oscillatory
integrals define the following mirror D-module Mmir (denoted by FH0 in the main text):
Mmir := C〈q1, . . . , qr, ~∂1, . . . , ~∂r, ~〉/Ipoly, ∂a = qa∂/∂qa.
Here, Ipoly is a left ideal consisting of polynomial differential operators annihilating IΓ(q, ~).
Mirror symmetry for a Fano toric variety X states that the mirrorD-moduleMmir is isomorphic
to the big quantum cohomology D-module QDM∗(X) restricted to H2(X). Here, QDM∗(X)
is a D-module over the total cohomology ring H∗(X) which is defined by QH∗(X). For a
general toric variety X, we obtain the following description:
Theorem 1.2 (see Theorem 5.6 for details). Let M̂mir be a D-module on the formal germ
(Cr, 0) obtained as the completion of Mmir with respect to its natural q-adic topology (denoted
by FH∗S1 in the main text). There exists a formal embedding emb : (C
r, 0) → (H∗(X), 0) such
that we have an isomorphism of D-modules:
Φemb : emb
∗(QDM∗(X)) ∼= M̂mir.
Here, QDM∗(X) is the big quantum D-module of the toric variety X. If X is Fano, the image
of emb coincides with the linear subspace H2(X) ⊂ H∗(X).
Because of the completion in the above description, it is not clear if QH∗(X) is convergent.
Our main theorem 1.1 is not directly applicable to X because X is a complete intersection in
X ′ with respect to a sum of not necessarily nef line bundles. Using techniques similar to the
proof of Theorem 1.1, however, we show the following:
Theorem 1.3 (Theorem 5.7, Corollary 5.12). The big quantum cohomology of a smooth pro-
jective toric variety is convergent and generically semisimple. The embedding emb in the above
theorem is complex analytic.
Note that the isomorphism Φemb is not convergent unless X is nef (Proposition 5.13). The
asymptotic expansion of the oscillatory integral IΓ(q, ~) in ~ is shown to give a formal solution
to QDM∗(X) for special choices of cycles Γ (Corollary 6.9). We also prove the R-conjecture
for equivariant quantum cohomology of toric varieties (Theorem 6.10). Here, the R-conjecture
implies the Virasoro constraints by Givental’s theory [13].
Our result on the semisimplicity is also a successful test for Bayer and Manin’s modified
Dubrovin’s conjecture [1]. The modified Dubrovin’s conjecture claims that (p, p)-part of quan-
tum cohomology of a projective variety X is generically semisimple if its bounded derived
category Dbcoh(X) of coherent sheaves admits a full exceptional collection. In fact, Kawamata
recently showed that toric varieties have full exceptional collections [21].
For the application of the main theorem 1.1, we need to know the convergence of big quantum
cohomology of ambient spaces. We prove that if H∗(X) is generated by H2(X) and if the
small quantum cohomology of X has convergent structure constants, so does the big quantum
cohomology (Corollary 5.9). In particular, the big quantum cohomology of a Fano variety with
H2-generated cohomology always has convergent structure constants. In a subsequent paper
[18], we will also prove that the big quantum cohomology (and higher genus potential Fg also) is
convergent for a projective manifold which admits Hamiltonian torus action with only isolated
fixed points and isolated one dimensional orbits.
We should remark that in this paper, we only consider the even part of (quantum) cohomol-
ogy. For example, H∗(X) always means Heven(X).
The paper is organized as follows. In section 2 and 3, we review the quantum D-modules
and the quantum Lefschetz theorem by Coates and Givental. In section 4, we prove the main
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theorem. In section 5, we discuss the mirror symmetry for a non-nef toric variety. In section
6, we prove the R-conjecture for any toric variety.
Acknowledgments. Thanks are due to Professor Martin Guest, Professor Hiraku Nakajima
and Kazushi Ueda for valuable discussions. Part of this paper was written while the author
stayed at Mathematical Sciences Research Institute. He thanks MSRI for excellent working
conditions. He is also grateful to anonymous referee for thier helpful comments. This research
is supported by Grant-in-Aid for JSPS Fellows and Scientific Research 15-5482.
2. Quantum D-modules
In this section, we introduce quantum D-modules twisted by the equivariant Euler class
following [4, 25]. Let X be a smooth projective variety and L be a line bundle over X. Let
M0,n(X,d) be the moduli space of genus 0, degree d stable maps to X with n marked points,
where d ∈ H2(X,Z). We have the following diagram:
M0,n+1(X,d)
en+1−−−−→ X
πn+1
y
M 0,n(X,d)
where ei is the evaluation map and πi is the forgetful map. We introduce the fiber-wise S
1
action on L by scalar multiplication. Let λ be a generator of the S1 equivariant cohomology
of a point. Define the twisted correlator
〈α1, . . . , αn〉LS1,d =
∫
[M0,n(X,d)]virt
n∏
i=1
e∗i (αi) EulerS1(R
•πn+1∗e
∗
n+1L),
where α1, . . . , αn ∈ H∗(X,C) and [M0,n(X,d)]virt is the virtual fundamental class. The right
hand side is in C[λ, λ−1]. Let {p0, . . . , ps} be a basis of H∗(X,C). We assume that p0 is a unit
and that p1, . . . , pr form a nef integral basis of H
2(X,Z) (r ≤ s). Let t0, . . . , ts be linear coor-
dinates dual to the basis p0, . . . , ps. We write qa := exp(ta) and q
d := q
〈p1,d〉
1 q
〈p2,d〉
2 · · · q〈pr,d〉r =
exp(
∑r
a=1〈pa,d〉ta) for d ∈ H2(X,Z). Define a twisted pairing 〈·, ·〉LS1 by
〈α, β〉LS1 =
∫
X
α ∪ β ∪ EulerS1(L).
The twisted quantum product ∗L is defined by the formula:
〈α ∗L β, γ〉LS1 =
∑
d∈Λ
∑
n≥0
1
n!
〈
α, β, γ, (
∑s
j=0 tjpj)
⊗n
〉L
S1,d
=
∑
d∈Λ
∑
n≥0
1
n!
〈
α, β, γ, (
∑s
j=r+1 tjpj)
⊗n
〉L
S1,d
qd,
where α, β, γ ∈ H∗(X,C) and Λ ⊂ H2(X,Z) is a semigroup generated by effective curves. The
product ∗L is extended linearly over C[λ, λ−1][[t0, q1, . . . , qr, tr+1, . . . , ts]] and
QH∗S1(X,L) := (H∗(X)⊗ C[λ, λ−1][[t0, q1, . . . , qr, tr+1, . . . , ts]], ∗L)
becomes an associative and commutative ring. We define deg tj = 2−deg pj for j = 0 or j > r,
deg qd = 2〈c1(X) − c1(L),d〉 and deg λ = 2. Then QH∗S1(X,L) becomes a graded ring. For
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simplicity, we also use the following notation:
x = (x0, x1, . . . , xr, xr+1, . . . , xs) = (t0, q1, . . . , qr, tr+1, . . . , ts), τ =
s∑
j=0
tjpj .
When c1(L) is nef, the product ∗L can be defined over C[λ][[x]] (see [25]). Therefore in this case,
we can also consider the non-equivariant (λ = 0) version QH∗(X,L) = (H∗(X)⊗ C[[x]], ∗L).
The usual (non-twisted) quantum cohomology QH∗(X) = (H∗(X) ⊗ C[[x]], ∗X ) is defined
by removing all the Euler classes in the definition. Let Y be a smooth intersection in X with
respect to a transverse section s ∈ Γ(X,L). By the main theorem of [22], if c1(L) is nef, we
have at λ = 0,
〈α1, . . . , αn〉Ld = 〈i∗α1, . . . , i∗αn〉Yd
for the inclusion i : Y → X and the correlator 〈· · ·〉Y
d
for Y . Therefore, from ∗L, we can read
the structure constants of QH∗(Y ) with respect to the classes coming from the ambient space.
We can endow a D-module structure on the quantum cohomology. Let ∗ denote ∗L or ∗X .
The dual Givental connection ∇~ is defined by
∇~j = ~
∂
∂tj
+ pj ∗ (0 ≤ j ≤ s),
where ~ is a formal variable of degree two. This connection is regular singular along q1 = · · · =
qr = 0 and is known to be flat. It defines the non-twisted or twisted quantum D-modules:
QDM∗(X) = (H∗(X)[~][[x]],∇~), QDM∗S1(X,L) = (H∗(X)[~, λ, λ−1][[x]],∇~)
When c1(L) is nef, we can also consider the non-equivariant version QDM
∗(X,L). It is easy to
see that quantum D-module is generated by 1 over the Heisenberg algebra C[~][[x]][∇~0 , . . . ,∇~s ].
There exists a unique fundamental solution L(τ, ~) for the flat connection ∇~ such that
~d ◦ L(τ, ~) = L(τ, ~) ◦ ∇~,(1)
L(τ, ~) = eτ/~T (x, ~), T ∈ End(H∗(X))⊗ C[~−1][[x]], T |q=0 = id .
where τ ∈ H∗(X) is considered as an operator acting on H∗(X) by the cup product. This
L(τ, ~) satisfies the following unitarity [11]:
(2) 〈L(τ,−~)α,L(τ, ~)β〉 = 〈α, β〉
where 〈·, ·〉 denotes the Poincare´ pairing 〈·, ·〉X of X in case of QDM∗(X) and the twisted
Poincare´ pairing 〈·, ·〉LS1 in case of QDM∗S1(X,L). This L(τ, ~) also defines the J-function of
quantum cohomology by
J(τ, ~) := L(τ, ~)1, 1 ∈ H∗(X) is a unit.
The J-function is a realization of a generator 1 of the quantum D-module as a function.
3. Coates-Givental’s Quantum Lefschetz
Coates and Givental’s quantum Lefschetz theorem [4] describes the relationship between the
two quantum cohomologies QH∗(X) and QH∗S1(X,L). It was described in terms of symplectic
transformations of Lagrangian cones in the infinite dimensional space H∗(X) ⊗ C[[~, ~−1]]. In
this paper, we describe it in terms of gauge transformations by translating the language of
cones into that of quantum D-modules.
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3.1. Symplectic formalism. First we will review the infinite dimensional symplectic formal-
ism in [13, 4] briefly. Consider the following general multiplicative characteristic class for a
complex vector bundle E:
c(E) = exp
(
∞∑
k=0
sk chk(E)
)
.
Here, s = (s0, s1, s2, . . . ) are infinite number of arbitrary parameters. Let H be the following
infinite dimensional vector space:
H := H∗(X)⊗ C[~, ~−1][[s]] = H+ ⊕H−,
where
H+ = H∗(X)⊗ C[~][[s]], H− = ~−1H∗(X)⊗ C[~−1][[s]].
For any holomorphic vector bundle E on X, define a symplectic form Ωs on H by
Ωs(f(~), g(~)) = Res~=0 d~
∫
X
f(−~)g(~)c(E), f, g ∈ H.
Then, H+ and H− become Lagrangian with respect to this symplectic form Ωs and give a
polarization of H. The fundamental solution L(τ, ~) of the quantum D-module QDM∗(X)
(see (1)) defines a Lagrangian subspace Lτ of (H,Ω0) for each τ .
(3) Lτ := L(τ,−~)(H+)
Here, we assume the convergence of L(τ, ~) for the sake of simplicity. For a rigorous argument,
we need to introduce a Novikov ring Λnov and replaceH with the moduleH∗(X,Λnov[[s]]){~, ~−1}
of convergent power series in ~ with respect to the adic topology (as explained in [4]). These
semi-infinite subspaces sweep a germ of Lagrangian cone C0 in (H,Ω0).
(4) C0 :=
⋃
τ∈H∗(X)
~Lτ
As explained in [4], the tangent space of C0 at any point in ~Lτ equals the Lagrangian subspace
Lτ . In other words, C0 has a remarkable property that it is ruled by ~ times its tangent
spaces. Let J(τ, ~) = L(τ, ~)1 be the J-function of QH∗(X). Then the vectors −~J(τ,−~)
parametrized by τ ∈ H∗(X) lie on the cone C0. The derivatives {−~∂tjJ(τ,−~)}j form a basis
of the tangent space Lτ of C0 over C[~][[s]]. Thus, the J-function recovers the whole Lagrangian
cone C0 by (4).
Similarly, the twisted theory by the characteristic class c and a vector bundle E defines
a Lagrangian cone Cs ⊂ (H,Ωs). Coates and Givental proved that two cones C0 and Cs are
related by a linear symplectic transformation.
Theorem 3.1 ([4], Corollary 4). The linear symplectic transformation
c(E)−1/2 exp
∑
l,k≥0
s2k+l−1
B2k
(2k)!
chl(E)~2k−1
 : (H,Ω0) −→ (H,Ωs)
sends the Lagrangian cone C0 to Cs. Here, B2k is the Bernoulli number defined by x/(1−e−x) =
x/2 +
∑
k≥0B2kx
2k/(2k)! and s−1 = 0.
In this paper, we only consider a twist by the equivariant Euler class and the case where E
is a line bundle L. In this case, values of the parameters si are set as follows:
(5) s0 = log λ, sk = (−1)k−1 (k − 1)!
λk
k > 0.
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Using this substitution, c(L) equals the equivariant Euler class c1(L) + λ, where S1 acts on L
by scalar multiplication on each fiber and λ is a generator of H∗S1(pt). Coates and Givental
introduced the following hypergeometric modification of the J-function:
IL(τ, ~) :=
∑
d∈Λ
∏〈ρ,d〉
k=−∞(ρ+ k~+ λ)∏0
k=−∞(ρ+ k~+ λ)
Jd(t, ~)qd, ρ := c1(L),
where J(τ, ~) =
∑
d∈Λ Jd(t, ~)q
d is the J-function of QH∗(X).
Theorem 3.2 ([4, Theorem 2]). The vectors −~IL(τ∗,−~) parametrized by τ∗ ∈ H∗(X)
lie on the cone Cλ defined by the twisted quantum cohomology QH∗S1(X,L). The derivatives{−~∂tjIL(τ∗,−~)}j span the tangent spaces to Cλ and reconstruct the whole cone Cλ.
3.2. Symplectic transformation as a gauge transformation. Following [17, section 5], we
will interpret the linear symplectic transformation in Theorem 3.1 as a gauge transformation of
quantum D-modules. The quantum D-module QDM∗(X) = (H∗(X)⊗C[~][[x]],∇~) is a vector
bundle on a formal neighborhood SpecC[[x0, . . . , xs]] with fiber H∗(X) endowed with a flat
connection ∇~ with parameter ~. This vector bundle has a canonical trivialization by definition.
This canonical trivialization together with a canonical origin τ = 0 of the cohomology fixes a
choice of a fundamental solution (1) and in turn defines the Lagrangian subspace (3) and the
Lagrangian cone (4). Suppose that one changes the trivialization by a gauge transformation
g(x, ~) ∈ End(H∗(X)) ⊗ C[~][[x]] such that
g0(~) := g|q=0 = A0 exp(a1~+ a3~3 + · · · ), A0, ai ∈ H∗(X).
Then the dual Givental connection ∇~ changes as
g∗∇~j = g−1 ◦ ∇~j ◦ g = ~
∂
∂tj
+ g−1(pj∗)g + ~g−1 ∂g
∂tj
Suppose also that one takes another point τ = c as an origin. Then the fundamental solution
changes as
(6) Lg,c(τ, ~) = e−c/~g0(~)−1L(τ, ~)g(x, ~).
This new fundamental solution Lg,c(τ, ~) is uniquely determined by a differential equation
~d ◦ Lg,c(τ, ~) = Lg,c(τ, ~) ◦ (g∗∇~) and a shifted initial condition:
Lg,c(τ, ~) = e(τ−c)/~T g,c(x, ~), T g,c|q=0 = id .
By the same formulas (3), (4) as before, Lg,c(τ, ~) defines the following Lagrangian cone:
ec/~g0(−~)−1C0 = A−10 exp
( c
~
+ a1~+ a3~3 + · · ·
)
C0.
Therefore, ec/~g0(−~)−1 is identified with the symplectic transformation in Theorem 3.1. In
case of equivariant Euler class, Theorem 3.1 is restated as follows:
Proposition 3.3. The dual Givental connection of the twisted quantum D-module QDM∗S1(X,L)
is obtained from that of QDM∗(X) by a gauge transformation ∇~ 7→ g∗∇~ = g−1 ◦ ∇~ ◦ g,
g(x, ~) ∈ √λEnd(H∗(X)) ⊗ C[~][λ, λ−1]][[x]] and a coordinate change τ 7→ τˆ = τˆ(τ) such that
g|q=0 = (λ+ ρ)1/2 exp
 ∑
k≥1,l≥0
(−1)l (2k + l − 2)!
λ2k+l−1
B2k
(2k)!
ρl
l!
~2k−1
 .(7)
τˆ(τ = c) = 0, where c = ρ log λ+
dimX∑
l=2
(−1)l (l − 2)!
λl−1
ρl
l!
.(8)
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The hypergeometric modification in Theorem 3.2 can be considered as an intermediate step
to find a gauge transformation g and a coordinate change τˆ = τˆ(τ) in the above proposition. If
one changes a trivialization of QDM∗(X) by a gauge transformation g satisfying (7) and also
shifts the origin by a coordinate change satisfying (8), the set of column vectors Lg,c(τ,−~)pj
of the new fundamental solution gives a basis of tangent spaces to the cone Cλ defined by the
twisted quantum cohomology. Conversely, a matrix formed by the basis {−~∂tj IL(τ∗,−~)}j of
tangent spaces to the cone Cλ (given in Theorem 3.2) satisfies the following initial condition:
(9) L˜(τ∗, ~) :=
 | |~∂t0IL(τ∗, ~) · · · ~∂tsIL(τ∗, ~)
| |
 = eτ∗/~T˜ (x, ~), T˜ (x, ~)|q=0 = id .
From this it follows that there exists an intermediate gauge transformation g1(τ, ~) satisfying
(7) and a coordinate change τ∗ = τ∗(τ) satisfying (8) such that
Lg1,c(τ, ~) = L˜(τ∗, ~),
where the left hand side is given in (6). Let ∇˜~ be the connection in this new gauge and
coordinates:
(10) ∇˜~ := ~d+
s∑
j=0
Ωjdtj , Ωj(x, ~) := L˜(τ, ~)−1~∂tj L˜(τ, ~).
Here, the connection ∇˜~ at a point τ∗(τ) is equal to g∗1∇~ at τ . By abuse of notation, we use
τ instead of τ∗ as an argument of this new connection ∇˜~ and solution L˜.
Proposition 3.4. (i) The connection matrix Ωj is in the ring End(H
∗(X))⊗C[~][λ, λ−1]][[x]].
If c1(L) is nef, this is also in the ring End(H∗(X)) ⊗ C[~, λ][[x]].
(ii) The pairing 〈〈α, β〉〉 defined by
〈〈α, β〉〉 := 〈L˜(τ,−~)α, L˜(τ, ~)β〉LS1 , α, β ∈ H∗(X)
takes values in C[~][λ, λ−1]][[x]]. If c1(L) is nef, this takes values in C[~, λ][[x]].
Proof. (i) A tangent space to the cone Cλ is a vector space over C[~][λ, λ−1]]. The former part
follows from this and the argument in [4] using a ruling property (4) of the cone Cλ. If c1(L)
is nef, the hypergeometric modification is of the form
IL(τ, ~) =
∑
d∈Λ
〈ρ,d〉∏
k=1
(ρ+ λ+ k~)Jd(t, ~)qd
and does not contain negative powers of λ. The latter part follows from this.
(ii) This follows from that L˜(τ,−~)α is a tangent vector of Cλ and that Cλ is Lagrangian
with respect to the symplectic form Res~=0〈f(−~), g(~)〉LS1d~. 
The dual Givental connection of QDM∗S1(X,L) can be obtained from ∇˜~ by a further gauge
transformation by g2 ∈ End(H∗(X)) ⊗ C[~][λ, λ−1]][[x]] and a coordinate change x 7→ xˆ. The
gauge transformation g2 must satisfy
(11) g2|q=0 = id, g∗2∇˜~ = ~d+
s∑
j=0
Ω̂jdtj , Ω̂j does not depend on ~.
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The new coordinates xˆ = (tˆ0, qˆ1 = e
tˆ1 , . . . , qˆr = e
tˆr , tˆr+1, . . . , tˆs) are of the form
tˆ0 = t0 + F0(x, λ), log qˆa = log qa + Fa(x, λ) (1 ≤ a ≤ r),(12)
tˆj = tj + Fj(x, λ), (r + 1 ≤ j ≤ s)
for some Fj(x, λ) ∈ C[λ, λ−1]][[x]] satisfying Fj(x, λ)|q=0 = 0. When written in the new coordi-
nate system (tˆ0, . . . , tˆs), the connection matrix Ω̂jˆ must satisfy
(13) Ω̂jˆ(1) = pj, Ω̂jˆ :=
s∑
i=0
∂ti
∂tˆj
Ω̂i
since Ω̂jˆ is identified with the quantum multiplication by pj in QH
∗
S1(X,L). Note that a gauge
transformation and a coordinate change satisfying (11), (12) do not change the cone Cλ. As
shown in [4, 14], this gauge transformation g2 can be obtained as the positive part of the
Birkhoff factorization of the fundamental solution:
g2 = L˜+, L˜(τ, ~) = L˜−(τ, ~)L˜+(x, ~),
where L˜− = id+O(~−1) and L˜+ is regular at ~ = 0. As shown in [17], Theorem 4.6 and 4.8,
g2 and xˆ can be uniquely determined by the conditions (11), (13).
Summarizing, we can find the gauge transformation g in Proposition 3.3 as a composite g1◦g2
of two gauge transformations. First gauge transformation g1 corresponds to the hypergeometric
modification L˜(τ, ~) of the fundamental solution and the second one g2 can be obtained by the
Birkhoff factorization of L˜(τ, ~). In the next section, we study the analytic property of the
connection Ωj and the second gauge transformation g2 in detail.
4. Proof of the main theorem
4.1. Formal power series with estimates. In this subsection, we give an estimate for the
connection matrix Ωj which is obtained after the gauge transformation g1. We will show that
matrix elements of Ωj are not necessarily convergent power series, but their coefficients satisfy
certain estimates. We assume that c1(L) = ρ is nef and that the ambient quantum cohomology
QH∗(X) converges. We use the notation in Section 3.
Let L(τ, ~) be the fundamental solution (1) of QDM∗(X).
L(τ, ~) = eτ/~T (x, ~) = eτ/~
∑
m,n≥0
Tm,nx
m~−n,
where m = (m1, . . . ,ms) is a multi-index in Zs≥0. (T (x, ~) does not depend on x0 = t0.)
Lemma 4.1. There exist positive constants C1, C2 > 1 such that
‖Tm,n‖ ≤ C1C |m|+n2
1
n!
,
where ‖ · ‖ is the operator norm and |m| =∑sj=1mj.
Proof. The function T (x, ~) is known to satisfy the following homogeneity:
2~
∂T
∂~
+
r∑
a=1
(deg qa)
∂T
∂qa
+
s∑
j=r+1
(deg tj)tj
∂T
∂tj
+ [µ, T ] = 0,
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where µ is a constant matrix defined by µ(pj) = (deg pj)pj and deg qa is the degree defined in
non-twisted theory. By using ~∂L/∂tj = L(pj∗X), we can rewrite the above equation as
2~
∂T
∂~
+
r∑
a=1
(deg qa)
1
~
(T (pa∗X)− paT ) +
s∑
j=r+1
(deg tj)
tj
~
T (pj∗X) + [µ, T ] = 0
Set Tn(x) =
∑
m
Tm,nx
m. By this equation, we have
(2n − ad(µ))Tn(x) = Tn−1(x)A(x) − c1(X)Tn−1(x),
where A(x) =
∑r
a=1(deg qa)(pa∗X) +
∑s
j=r+1 tj(deg tj)(pj∗X). Therefore, we have
Tn =
1
2n
(
1− ad(µ)
2n
)−1
(Tn−1A− c1(X)Tn−1).
By the assumption that QH∗(X) is convergent, there exist a neighborhood U of x = 0 and a
constant C > 0 such that
sup
x∈U
‖A(x)‖ ≤ C, sup
n≥1
∥∥∥∥∥
(
1− ad(µ)
2n
)−1∥∥∥∥∥ ≤ C, ‖c1(X)‖ ≤ C.
Since T0(x) = id, we can see that supx∈U ‖Tn(x)‖ ≤ C2n/n!. The lemma follows from this
estimate. 
For a multi-index m = (m1, . . . ,ms), we write 〈ρ,m〉 =
∑r
a=1 ξama, where ρ = c1(L) =∑r
a=1 ξapa. Note that 〈ρ,m〉 ≥ 0 for m ∈ Zs≥0 because ρ is nef. Let L˜(τ, ~) be the fundamental
solution given by hypergeometric modification (9).
L˜(τ, ~) = eτ/~T˜ (x, ~, λ) = eτ/~
∑
m≥0,n∈Z
T˜m,n(λ)x
m~−n
Lemma 4.2. There exists a positive constant C3(λ) depending continuously on λ such that
‖T˜m,n(λ)‖ ≤ C1C3(λ)|m|+|n|
{
1/n! n ≥ 0,
|n|! n ≤ 0.
Here we set 0! = 1. Moreover, T˜m,n = 0 for −n > 〈ρ,m〉.
Proof. Because ρ is nef, we have
(14)
∑
n
T˜m,n(λ)~−n =
〈ρ,m〉∏
k=1
(ρ+ λ+ k~)
∑
n≥0
Tm,n~−n.
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Therefore, by Lemma 4.1, we have
‖T˜m,n(λ)‖ =
∥∥∥∥∥∥
∑
0≤l≤〈ρ,m〉
∑
1≤k1<k2<···<kl≤〈ρ,m〉
(ρ+ λ)〈ρ,m〉−lk1k2 · · · klTm,n+l
∥∥∥∥∥∥
≤
∑
0≤l≤〈ρ,m〉
‖(ρ+ λ)‖〈ρ,m〉−l
(〈ρ,m〉
l
)
(〈ρ,m〉 − l + 1) · · · 〈ρ,m〉C1C |m|+n+l2
1
(n+ l)!
≤ C1C |m|+n2 2〈ρ,m〉
∑
0≤l≤〈ρ,m〉
(〈ρ,m〉
l
)
‖(ρ+ λ)‖〈ρ,m〉−lC l2
l!
(n + l)!
≤ C1C |m|+|n|2 2〈ρ,m〉(‖ρ+ λ‖+ 2C2)〈ρ,m〉
{
1/n! n ≥ 0,
|n|! n ≤ 0.
Thus, we obtain the estimate. The latter part follows from (14). 
Let O~,~−1λ (ρ) be the set of formal power series of the form
∑
m≥0,n∈ZAm,n(λ)x
m~−n in
C(λ)[~, ~−1][[x]] satisfying the following conditions:
(i) Am,n = 0 for −n > 〈ρ,m〉.
(ii) There exist positive continuous functions B(λ), C(λ) defined on the complement of a
finite subset of C such that
|Am,n(λ)| ≤ B(λ)C(λ)|m|+|n|
{
1/n! n ≥ 0,
|n|! n ≤ 0.
The above lemma says that each matrix element of T˜ (x, ~, λ) is contained in O~,~−1λ (ρ).
Lemma 4.3. The set O~,~−1λ (ρ) is a subring of C(λ)[~, ~−1][[x]].
Proof. We must check that O~,~−1λ (ρ) is closed under product. Let
∑
m≥0,nAm,nx
m~−n,∑
m≥0,nBm,nx
m~−n be in O~,~−1λ (ρ). By taking the maximum if necessary, we can assume
that these two elements are estimated by the same functions B(λ), C(λ) > 1. Set Cm,n =∑
m1+m2=m
∑
n1+n2=n
Am1,n1Bm2,n2 . When n ≥ 0, we have
|Cm,n| ≤ B(λ)2C(λ)|m|+|n|
( ∑
n1+n2=n,
ni≥0
1
n1!n2!
+ 2
〈ρ,m〉∑
i=1
C(λ)2i
i!
(n+ i)!
) ∑
m1+m2=m
1
≤ B(λ)2C(λ)|m|+|n| 1
n!
(
2n + 2
C(λ)2〈ρ,m〉+2
C(λ)2 − 1
)
C ′
|m|
for some C ′ > 0. When n ≤ 0, we have
|Cm,n| ≤ B(λ)2C(λ)|m|+|n|
( ∑
n1+n2=n,
ni≤0
|n1|!|n2|! + 2
〈ρ,m〉−|n|∑
i=1
C(λ)2i
(i+ |n|)!
i!
) ∑
m1+m2=m
1
≤ B(λ)2C(λ)|m|+|n||n|!
(
〈ρ,m〉+ 1 + 2(1 + C(λ)2)〈ρ,m〉
)
C ′
|m|
for some C ′ > 0. Therefore, we have the desired estimate for the product. 
Let Ωj(x, ~, λ) be the connection matrix of ∇˜~ given in (10). Let 〈〈·, ·〉〉 be the bilinear form
defined in Proposition 3.4 (ii).
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Lemma 4.4. The elements of the form 〈〈α, β〉〉, 〈〈α,Ωjβ〉〉 are contained in both C[~, λ][[x]] and
O~,~−1λ (ρ) for α, β ∈ H∗(X).
Proof. By Proposition 3.4, we can see that 〈〈α, β〉〉 and 〈〈α,Ωjβ〉〉 are in C[~, λ][[x]]. Since we
have
〈〈α, β〉〉 = 〈T˜ (x,−~, λ)α, T˜ (x, ~, λ)β〉LS1 ,
we can see that 〈〈α, β〉〉 is in O~,~−1λ (ρ) by Lemma 4.2. On the other hand, we have
〈〈α,Ωjβ〉〉 = 〈L˜(τ,−~)α, ~ ∂
∂tj
L˜(τ,−~)β〉LS1
= 〈T˜ (x,−~, λ)α,∇clj T˜ (x, ~, λ)β〉LS1 ,
where ∇clj = ~∂tj + pj. Therefore, 〈〈α,Ωjβ〉〉 is also in O~,~
−1
λ (ρ) by Lemma 4.2. 
Define another ring O~λ(ρ) by
O~λ(ρ) = O~,~
−1
λ (ρ) ∩ C(λ)[~][[x]].
By the above lemma, 〈〈α, β〉〉, 〈〈α,Ωjβ〉〉 are contained in O~λ(ρ).
Lemma 4.5. The ring O~λ(ρ) is a local ring.
Proof. Let
∑
m≥0
∑〈ρ,m〉
n=0 Am,n(λ)x
m~n be in O~λ(ρ). We will show that if A0,0(λ) = 1, this
element is invertible inO~λ(ρ). We can assume that |Am,n| ≤ B(λ)C(λ)|m|+nn! for some positive
functions B(λ), C(λ) > 1. Set 1+
∑
m>0,n≥0Bm,nx
m~n = (1+
∑
m>0,n≥0Am,nx
m~n)−1. Then
we have
|Bm,n| =
∣∣∣∣∣∣∣∣
∑
l≥1
(−1)l
∑
m=m1+···+ml
mi>0
∑
n=n1+···+nl
0≤ni≤〈ρ,mi〉
Am1,n1 · · ·Aml,nl
∣∣∣∣∣∣∣∣
≤
∑
l≥1
∑
m=m1+···+ml
mi>0
∑
n=n1+···+nl
0≤ni≤〈ρ,mi〉
B(λ)lC(λ)|m|+nn1! · · · nl!
≤ B(λ)|m|C(λ)|m|+nn!
∑
l≥1
∑
m=m1+···+ml
mi>0
(
n+ l − 1
n
)
≤ B(λ)|m|C(λ)|m|+n2n+|m|−1n!
∑
l≥1
∑
m=m1+···+ml
mi>0
1,
where we used l ≤ |m|. The summation factor is of exponential order in |m| because
1 +
∑
l≥1
∑
m=m1+···+ml,
mi>0
y|m| =
1
1−∑
m>0 y
|m|
=
1
1− (1/(1 − y)s − 1)
is analytic around y = 0. 
Proposition 4.6. Each entry of the connection matrix Ωj(x, ~, λ) is contained in the ring
O~λ(ρ).
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Proof. By Lemma 4.4, ηkl = 〈〈pk, pl〉〉 and 〈〈pk,Ωjpl〉〉 belong to O~λ(ρ). It is easy to see that
limq→0 ηkl = 〈pk, pl〉LS1 . Because the matrix (〈pk, pl〉LS1) is invertible in Mat(s + 1,C(λ)) and
O~λ(ρ) is a local ring, the matrix (ηkl) is invertible in Mat(s + 1,O~λ(ρ)). Therefore, matrix
elements Ωj;kl =
∑
i η
ki〈〈pi,Ωjpl〉〉 are in O~λ(ρ). 
4.2. Gauge fixing. In this subsection, we will find a gauge transformation g2 which changes
the connection matrices into ~-independent ones.
Let O~λ be the set of formal power series
∑
m,n≥0Am,n(λ)x
m~n in C(λ)[~][[x]] satisfying the
following conditions:
(i) Am,n = 0 if |m|0 = 0, n > 0,
(ii) There exists positive continuous functions B(λ) and C(λ) defined on the complement of
a finite subset of C such that
|Am,n(λ)| ≤ B(λ)C(λ)|m|+n|m|n0 ,
where |m|0 =
∑r
a=1ma(≤ |m|). It is easy to see that O~λ(ρ) is contained in O~λ.
Lemma 4.7. O~λ is a local ring.
We omit the proof because it is similar to Lemma 4.5.
Proposition 4.8. There exists a unique gauge transformation g2 with entries in O~λ such that
g2|q=0 = id and that the new connection matrix Ω̂j of g∗2∇˜~ = ~d+
∑s
j=0 Ω̂jdtj is ~-independent.
Moreover, Ω̂j is convergent.
This proposition is considered to be a general gauge fixing lemma. It is applicable to any flat
connection of the form ~d+Ω which is defined over O~λ, regular singular along q1q2 · · · qr = 0 and
whose residue matrices at q = 0 are nilpotent. In [17], Theorem 4.6, we showed the existence
and the uniqueness of g2 in End(H
∗(X))⊗C[~, λ][[x]] by using a formal Birkhoff factorization.
Here, we will show that g2 also belongs to End(H
∗(X)) ⊗ O~λ. This gauge fixing can be
considered as a procedure of renormalization. A divergent connection can be renormalized by
g2 to yield a finite (convergent) result.
Proof. Once we establish the existence of g2 in End(H
∗(X))⊗O~λ, we can see that Ω̂j is conver-
gent because it is contained in End(H∗(X)) ⊗O~λ and ~-independent at the same time. Thus,
it suffices to solve for g2 in End(H
∗(X)) ⊗ O~λ. Set Ωj =
∑
d,n≥0Ωj;d,n(tr+1, · · · , ts, λ)qd~n.
Because Ωj is defined over O~λ, there exist a neighborhood U ⊂ Cs−r of 0 and continuous
functions B(λ), C(λ) > 0 such that ‖Ωj;d,n(t, λ)‖ ≤ B(λ)C(λ)|d|+n|d|n for (tr+1, · · · , ts) ∈ U
and 0 ≤ j ≤ s. From now on, we omit λ and (tr+1, · · · , ts) in the notation, but (tr+1, · · · , ts) is
always assumed to be in U . We set g2 =
∑
d,n≥0Gd,nq
d~n, Ω̂j =
∑
d,n≥0 Ω̂j;dq
d. By expanding
the relation
g2Ω̂a = Ωag2 + ~qa
∂g2
∂qa
, 1 ≤ a ≤ r,
we obtain the following equations:
daGd,n−1 + ad(pa)Gd,n =
∑
d1+d2=d,
d1>0,d2>0
Gd2,nΩ̂a;d1 −
∑
d1+d2=d,
n=n1+n2
d1>0
Ωa;d1,n1Gd2,n2 (n ≥ 1),(15)
ad(pa)Gd,0 = Ω̂a;d +
∑
d1+d2=d,
d1>0,d2>0
Gd2,0Ω̂a;d1 −
∑
d1+d2=d,
d1>0
Ωa;d1,0Gd2,0,(16)
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where we used G0,n = δ0,n, Ω̂a;0 = pa and Ωa;0,n = δ0,npa. Note that Ωa;d,n is known and
Gd,n and Ω̂a;d are unknown. Assume by induction that we know Gd′,n and Ω̂a;d′ for all d
′ with
|d′| < d. For a multi-index d with |d| = d, we first solve for Gd,n for all n ≥ 0 by using (15),
and then we solve for Ω̂a;d by using (16).
More precisely, we must solve for Gd,n, Ω̂a;d with estimates. Introduce the following notation:
gd,n =
1
dn
∑
|d|=d
‖Gd,n‖, ωa;d,n = 1
dn
∑
|d|=d
‖Ωa;d,n‖, ω̂a;d =
∑
|d|=d
‖Ω̂a;d‖,
Ha;d,n = the right hand side of (15), hd,n = max
1≤a≤r
1
dn
∑
|d|=d
‖Ha;d,n‖ (n ≥ 1).
There exist positive A1, B1 such that ωa;d,n ≤ A1Bd+n1 . Assume by induction that
(17) gd,n ≤ B
d
2
(d+ 1)M
Bn3 , ω̂a;d ≤ A2
Bd2
(d+ 1)M
(1 ≤ a ≤ r)
hold for all d < d. We take A2 so that ω̂a;0 = ‖pa‖ ≤ A2 holds. Then (17) is valid for d = 0
because g0,n = δ0,n. We will specify B2, B3,M later. Take a d with |d| = d. Let a(d) be an
index such that da(d) = max{d1, . . . , dr}. Let C be a constant satisfying ‖ ad(pa)‖ ≤ C for
1 ≤ a ≤ r. By (15), we have
Gd,n =
1
da(d)
(Ha(d);d,n+1 − ad(pa(d))Gd,n+1)
=
1
da(d)
Ha(d);d,n+1 −
ad(pa(d))
d2a(d)
Ha(d);d,n+2 + · · ·+
ad(pa(d))
2N
d2N+1a(d)
Ha(d);d,n+2N+1,
where N = dimCX and we used ad(pa(d))
2N+1 = 0. By using (|d|/da(d)) ≤ r, we have
(18) gd,n ≤ rhd,n+1 + r2Chd,n+2 + · · ·+ r2N+1C2Nhd,n+2N+1.
Also we have
hd,n ≤ max1≤a≤r
 ∑
|d1|+|d2|=d,
d1>0,d2>0
1
d
n ‖Gd2,n‖‖Ω̂a;d1‖+
∑
|d1|+|d2|=d,
n1+n2=n,d1>0
1
d
n1 ‖Ωa;d1,n1‖
1
d
n2 ‖Gd2,n2‖
(19)
≤ max
1≤a≤r
 d−1∑
d1=1
gd−d1,nω̂a;d1 +
d∑
d1=1
n∑
k=0
ωa;d1,kgd−d1,n−k
 .
By using (16), we have
ω̂a;d ≤ C
∑
|d|=d
‖Gd,0‖+
∑
|d1|+|d2|=d,
d1>0,d2>0
‖Gd2,0‖‖Ω̂a;d1‖+
∑
|d1|+|d2|=d,
d1>0
‖Ωa;d1,0‖‖Gd2,0‖(20)
≤ Cgd,0 +
d−1∑
d1=1
gd−d1,0ω̂a;d1 +
d∑
d1=1
ωa;d1,0gd−d1,0.
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By (19) and the assumption (17), we obtain
hd,n ≤ A2Bd2Bn3
d−1∑
i=1
1
(d− i+ 1)M (i+ 1)M +A1B
d
2B
n
3
d∑
i=1
n∑
k=0
(
B1
B2
)i(B1
B3
)k 1
(d− i+ 1)M
(21)
≤
(
A2ε1(M) +
A1
1−B1/B3 ε2(B2,M)
)
Bd2
(d+ 1)M
Bn3 ,
where we set
ε1(M) = sup
d≥1
d−1∑
i=1
(d+ 1)M
(d− i+ 1)M (i+ 1)M , ε2(B2,M) = supd≥1
d∑
i=1
(
B1
B2
)i (d+ 1)M
(d− i+ 1)M .
By (18) and (21), we obtain
(22) gd,n ≤ ε3(B2, B3,M)
Bd2
(d + 1)M
Bn3 ,
where we set
ε3(B2, B3,M) =
(
A2ε1(M) +
A1
1−B1/B3 ε2(B2,M)
)
rB3
(rB3C)
2N+1 − 1
rB3C − 1 .
By (22) and (20), we have
(23) ω̂a;d ≤ ε3(B2, B3,M)(C +A2ε1(M) +A1ε2(B2,M))
Bd2
(d + 1)M
.
In order to complete the induction step, we need to specify the parameters B2, B3,M . First
we set B3 = 2B1. To choose B2 and M , we need the following lemma:
Lemma 4.9. limM→∞ ε1(M) = 0, limB2→∞ ε2(B2,M) = 0.
The proof will be given in the Appendix. For sufficiently large M , we have
A2ε1(M)rB3
(rB3C)
2N+1 − 1
rB3C − 1 < min
{
1
2
,
A2
3C
}
and ε1(M) <
1
3
.
Next, for sufficiently large B2, we have
A1
1−B1/B3 ε2(B2,M)rB3
(rB3C)
2N+1 − 1
rB3C − 1 <
1
2
and A1ε2(B2,M) <
A2
3
.
Now, it is easy to check that ε3(B2, B3,M) < 1 and ε3(B2, B3,M)(C+A2ε1(M)+A1ε2(B2,M)) <
A2. Therefore, by (22) and (23), we complete the induction step. 
Proof of Theorem 1.1. As explained at the end of the section 3, in order to obtain the structure
constants of QH∗S1(X,L) from g∗2∇˜~, it suffices to find a new coordinate system xˆ = {tˆ0, qˆ1 =
exp(tˆ1), . . . , qˆr = exp(tˆr), tˆr+1, . . . , tˆs} such that the connection matrix Ω̂jˆ defined by g∗2∇˜~ =
~d +
∑s
j=0 Ω̂jdtj = ~d +
∑
j=0 Ω̂jˆdtˆj satisfies Ω̂jˆ1 = pj . Then Ω̂jˆ gives the twisted quantum
product pj∗L. Because Ω̂j is already convergent, new coordinates xˆ also become convergent
functions in x. 
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5. Mirror symmetry for non-nef toric varieties
In this section, we will study mirror symmetry and the quantum cohomology of a not nec-
essarily nef toric variety. In [17], we showed that the quantum D-module of QDM∗(X) of a
toric variety X can be reconstructed from the equivariant Floer cohomology FH∗S1 [7, 16] by
a generalized mirror transformation. There, the quantum D-module QDM∗(X) was described
in terms of hypergeometric series (I-function). Here, we describe QDM∗(X) in terms of the
mirror oscillatory integral introduced by Givental [8, 10]. The oscillatory integral satisfies (a
generalized version of) the Mellin system of hypergeometric differential equations. We will
show that the equivariant Floer cohomology FH∗S1 is isomorphic to the q-adic completion of
the Mellin system. Then, results in [17] can be restated as QDM∗(X) restricted to some
non-linear subspace of H∗(X) is isomorphic to the completion of the Mellin system. Using a
method similar to section 4, we will show the convergence of the quantum cohomology of toric
varieties. By using mirror symmetry, we will also show the semisimplicity.
5.1. Mirrors and the Mellin system. Let X be a smooth projective toric variety defined
by a fan Σ ⊂ RN . Take a nef integral basis {p1, . . . , pr} of H2(X,Z). Let D1, . . . ,Dr+N be all
the torus invariant prime divisors and w1, . . . , wr+N ∈ H2(X,Z) be their Poincare´ duals. We
write wi =
∑r
a=1miapa. We can recover X from the data wi and Ka¨hler class ηX in H
2(X,R).
Set B = {I ⊂ {1, . . . , N + r} | ηX /∈
∑
i∈I R>0wi}. Then we have
X = Cr+NB /(C
∗)r, Cr+NB := C
r+N \
⋃
I∈B
{(z1, . . . , zr+N ) | zi = 0 for i /∈ I}.
Here, (C∗)r acts on Cr+N as (z1, . . . , zr+N ) 7→ (tw1z1, . . . , twr+Nzr+N ), where twi =
∏r
a=1 t
mia
a .
The divisor Di corresponds to {zi = 0}. Let wi denotes a coordinate of the mirror corre-
sponding to the class wi. Let π : Y = (C∗)r+N → (C∗)r be a family of algebraic tori de-
fined by π(w1, . . . ,wr+N ) = (q1, . . . , qr), qa =
∏r+N
i=1 w
mia
i . Define a function F (w) on Y as
F (w) = w1 + · · · + wr+N . We write Yq = π−1(q) and Fq = F |Yq for q ∈ (C∗)r. The mirror
oscillatory integral is given by
IΓ(q, ~) =
∫
Γq⊂Yq
eFq/~ωq,
where Γq is a non-compact real N -cycle in Yq such that the integral converges. The holomorphic
volume form ωq is given below. Take coordinates (s1, · · · , sN ) of fibers Yq of the form sb =∏r+N
i=1 w
m′
ib
i , where the (r + N) × N matrix (m′ib) : Zr+N → ZN gives a splitting of the exact
sequence
(24) 0 −−−−→ ZN ker(mia)−−−−−→ Zr+N (mia)−−−−→ Zr ∼= H2(X,Z) −−−−→ 0.
By this splitting, we can write wi =
∏r
a=1 q
lai
a
∏N
b=1 s
xib
b . Here, ~xi = (xi1, . . . , xiN ) ∈ ZN
gives the primitive generator of the i-th one dimensional cone of the fan Σ. The matrix
(lai) : Zr → Zr+N also gives a splitting of the exact sequence (24). We can choose this splitting
so that lai ≥ 0 because {p1, . . . , pr} is a nef basis. We define ωq by
ωq =
d logw1 ∧ · · · ∧ d logwr+N
d log q1 ∧ · · · ∧ d log qr = d log s1 ∧ · · · ∧ d log sN |Yq .
This is independent of a choice of the splitting.
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Proposition 5.1. The oscillatory integral IΓ(q, ~) satisfies PdIΓ(q, ~) = 0 for all d ∈ Zr,
where Pd is a differential operator defined by
Pd = qd
∏
〈wi,d〉<0
−〈wi,d〉−1∏
k=0
(
r∑
a=1
mia~∂a − k~
)
−
∏
〈wi,d〉>0
〈wi,d〉−1∏
k=0
(
r∑
a=1
mia~∂a − k~
)
,
where ∂a = qa∂/∂qa.
This proposition may be well-known, but we include a proof for completeness.
Proof. First we have∫
Γ
~
∂eFq/~
∂ logwi
ωq =
∫
Γ
(
r∑
a=1
mia~∂aeFq/~+
N∑
b=1
m′ib~
∂eFq/~
∂ log sb
)∏
b
d log sb
=
(
r∑
a=1
mia~∂a
)∫
Γ
eFq/~
∏
b
d log sb +
N∑
c=1
m′ic
∫
Γ
~d
eFq/~∏
b6=c
d log sb

=
(
r∑
a=1
mia~∂a
)∫
Γ
eFq/~ωq.
By using this, we have
PdI(q, ~) =
∫
Γ
(
qd
∏
〈wi,d〉<0
−〈wi,d〉−1∏
k=0
(~wi
∂
∂wi
− k~)−
∏
〈wi,d〉>0
〈wi,d〉−1∏
k=0
(~wi
∂
∂wi
− k~)
)
eFq/~ωq
=
∫
Γ
(
qd
∏
〈wi,d〉<0
w
−〈wi,d〉
i −
∏
〈wi,d〉>0
w
〈wi,d〉
i
)
eFq/~ωq = 0,
where we used qd =
∏
i w
〈wi,d〉
i . 
We call the system of hypergeometric differential equations {PdI(q, ~) = 0 | d ∈ Zr} the
Mellin system. Let MMell be the D-module corresponding to the Mellin system
MMell = C〈q±, ~∂, ~〉
/
IMell, IMell =
∑
d∈Zr
C〈q±, ~∂, ~〉Pd,
where q± and ~∂ are shorthand for q±1 , . . . , q
±
r and ~q1∂/∂q1, . . . , ~qr∂/∂qr. The oscillatory
integral IΓ(q, ~) gives a solution of MMell for each non-compact cycle Γ.
5.2. S1-equivariant Floer cohomology. We review the algebraic construction of the equi-
variant Floer cohomology FH∗S1 for a toric variety X briefly (see [16] for detail). For each
d ∈ Zr, we put H∗S1(L∞d ) = C[P1, . . . , Pr, ~]. This is an algebra over H∗S1(pt) = C[~]. When
〈wi,d〉 ≥ 〈wi,d′〉 for all i, we define a push-forward map id,d′ : H∗S1(L∞d ) → H∗S1(L∞d′ ) by
id,d′(α) = α
∏N
i=1
∏〈wi,d〉−1
k=〈wi,d
′〉
Wi,k, where Wi,k =
∑r
a=1miaPa− k~. Then, we have an inductive
system (H∗S1(L
∞
d
), id,d′). Let H
∞/2
S1
= lim−→dH
∗
S1(L
∞
d
) be its direct limit. We define an H∗S1(pt)-
algebra homomorphism Qd =
∏r
a=1Q
da
a : H
∗
S1(L
∞
d
′ )→ H∗S1(L∞d′+d) by Qd(Pa) = Pa−da~. This
is compatible with the direct limit and we have a module homomorphism Qd : H
∞/2
S1
→ H∞/2
S1
.
We can check that the multiplication by Pa and the action of Qb on H
∞/2
S1
satisfies the com-
mutation relation [Pa, Qb] = ~δabQb. Hence, H
∞/2
S1
has a D-module structure when we regard
Pa as a differential operator ~Qa(∂/∂Qa). Let ∆d ∈ H∞/2S1 be the image of 1 ∈ H∗S1(L∞d ). We
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also write ∆ = ∆0. Let FH0 be the submodule C〈P1, . . . , Pr, Q1, . . . , Qr, ~〉∆ of H∞/2S1 . This
FH0 has a natural Q-adic topology and we define FH
∗
S1 as the completion of FH0:
FH∗S1 = F̂H0 = lim←−
n
FH0/m
nFH0,
where m =
∑
aQaC[Q, ~]. This becomes a module over C[~][[Q1, . . . , Qr]]〈P1, . . . , Pr〉.
Proposition 5.2. The D-module H
∞/2
S1
is generated by ∆ as a C〈Q±, P, ~〉-module and all
the relations are generated by P˜d = Qd
∏
〈wi,d〉<0
∏−〈wi,d〉−1
k=0 Wi,k−
∏
〈wi,d〉>0
∏〈wi,d〉−1
k=0 Wi,k for
d ∈ Zr. Therefore, H∞/2
S1
is isomorphic to MMell.
Proof. By the relation ∆d = Q
d∆, H
∞/2
S1
is generated by ∆. It is easy to check that P˜d∆ = 0.
Assume that f(P,Q, ~)∆ = 0. We set f(P,Q, ~) =
∑
i fi(P, ~)Q
di . There exists d such that
〈wj ,di + d〉 > 0 for all i, j. Then we have
Qdf(P,Q, ~) =
∑
i
fi(Pa − 〈pa,d〉~, ~)Qdi+d(25)
=
∑
i
fi(Pa − 〈pa,d〉~, ~)
(
P˜di+d−
∏
j
〈wj ,di+d〉−1∏
k=0
Wj,k
)
.
When applying this to ∆, we have
∑
i fi(Pa −〈pa,d〉~, ~)
∏
j
∏〈wj ,di+d〉−1
k=0 Wj,k∆ = 0. Because
the canonical map H∗S1(L
∞
0 )→ H∞S1 is injective, we have∑
i
fi(Pa − 〈pa,d〉~, ~)
∏
j
〈wj ,di+d〉−1∏
k=0
Wj,k = 0.
Therefore, by (25), we have f(P,Q, ~) =
∑
i fi(P, ~)Q
−dP˜di+d. 
Corollary 5.3. Under the correspondence qa 7→ Qa, ~∂a 7→ Pa, we have
FH0 ∼= C〈q, ~∂, ~〉/Ipoly, Ipoly = IMell ∩ C〈q, ~∂, ~〉.
Hereafter, we identify Qa and Pa with qa and ~∂a. From this, we can describe FH∗S1 as
follows.
Proposition 5.4.
FH∗S1 = F̂H0
∼= C[~][[q]]〈~∂〉/Ipoly,
where Ipoly ⊂ C[~][[q]]〈~∂〉 is the closure of Ipoly with respect to the q-adic topology.
Proof. In [16], section 4.4, it is proved that FH∗S1 is generated by ∆ over C[~][[Q]]〈P 〉. There-
fore we have a surjection C[~][[Q]]〈P 〉 → FH∗S1 . Assume f(P,Q, ~) =
∑
d≥0 fd(P, ~)Q
d ∈
C[~][[Q]]〈P 〉 satisfies f(P,Q, ~)∆ = 0. Set fn =
∑
|d|≤n fd(P, ~)Q
d. Then,
fn∆ = −
∑
|d|>n
fd(P, ~)Qd∆
belongs to FH0 ∩ mn+1F̂H0 = mn+1FH0. Therefore, there exists gn in mn+1C〈Q,P, ~〉 such
that fn∆ = gn∆. Because fn − gn ∈ Ipoly and fn − gn → f as n→∞, we have f ∈ Ipoly. 
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Later, we will see that Ipoly does not necessarily coincide with C[~][[q]]〈~∂〉Ipoly . In such a
case, we need to add non-algebraic differential equations. We set O~small = O~λ ∩ C[~][[q]] (O~λ
was introduced in section 4):
O~small =
 ∑
d,n≥0
Ad,nq
d~n ∈ C[~][[q]]
∣∣∣ A0,n = 0 for n > 0,|Ad,n| ≤ BC |d||d|n(∃B,C > 0).

Let F˜H
∗
S1 be the following submodule of FH
∗
S1 :
F˜H
∗
S1 = O~small〈P1, . . . , Pr〉∆ ⊂ FH∗S1 .
Then we have F˜H
∗
S1
∼= O~small〈~∂〉/Ipoly, where Ipoly is the closure of Ipoly in O~small〈~∂〉 with
respect to the q-adic topology. Then we have a surjection
(26) MMell ⊗C[~,q±] O~small[q−1] =
(
O~small〈~∂〉/O~smallIpoly
)
[q−1] −→ F˜H∗S1 [q−1]
Proposition 5.5. Let {Ti(y1, . . . , yr)}si=0 be homogeneous polynomials such that {Ti(p1, . . . , pr)}si=0
forms a basis of H∗(X). Then, {Ti(P )∆}si=1 forms a free basis of F˜H
∗
S1 as an O~small-module.
Moreover, we have FH∗S1 = F˜H
∗
S1 ⊗O~
small
C[~][[q]].
Proof. In [16], section 4.4, we showed that {Ti(P )∆}si=0 forms a free basis of FH∗S1 as a C[~][[q]]-
module. Here, we will show this is also a basis of F˜H
∗
S1 as a O~small-module. It suffices to show
that the connection matrix Ωa = (Ωa;ij) defined by
PaTj(P )∆ =
s∑
i=0
Ωa;ij(q, ~)Ti(P )∆
has entries in O~small. We use a method similar to the proof in section 4.1. By [16], section 4.3,
there exists a map Ξ: FH∗S1 → H∗(X) ⊗ C[~, ~−1][[q]] and a pairing (·, ·) : FHS
1
∗ × FH∗S1 →
C[~][[q]] such that
(27) Ξ(Paα) = (~∂a + pa)Ξ(α), (α, β) =
∫
X
Ξ(α) ∪ Ξ(β),
for α, β ∈ FH∗S1 . Here, the equivariant Floer homology FHS
1
∗ is the Poincare´ dual theory of
FH∗S1 with a C[[q]]-module isomorphism : FH
∗
S1
∼= FHS1∗ such that ~α = −~α. The operator
also acts on H∗(X)[~, ~−1][[q]] by changing the sign of ~. The function I˜(q, ~) = Ξ(∆) is
written as
(28) I˜(q, ~) =
∑
d≥0
qd
r+N∏
i=1
∏∞
k=1+〈wi,d〉
(wi + k~)∏∞
k=1(wi + k~)
.
Here, I(q, ~) = ep log q/~I˜(q, ~) is frequently referred to as I-function. We write I˜(q, ~) =∑
d≥0 Id(~)q
d. Take C1 > 0 such that sup|~|=1,k≥1,i(‖wi‖, ‖1 +wi/(k~)‖, ‖(1 +wi/(k~))−1‖) ≤
C1. Then we have for |~| = 1
‖Id(~)‖ ≤
∏
〈wi,d〉<0
|〈wi,d〉|!∏
〈wi,d〉>0
〈wi,d〉! C
∑r+N
i=1
|〈wi,d〉|
1
≤ C |d|2
{
1/〈c1(X),d〉! if 〈c1(X),d〉 ≥ 0,
|〈c1(X),d〉|! if 〈c1(X),d〉 ≤ 0.
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for some C2 > 0. Here, we used c1(X) =
∑r+N
i=1 wi. Let O~,~
−1
deg be the set of power series∑
d
Ad(~)qd in C[~, ~−1][[q]] satisfying
sup
|~|=1
|Ad(~)| ≤ BCd
{
1/〈c1(X),d〉! if 〈c1(X),d〉 ≥ 0,
|〈c1(X),d〉|! if 〈c1(X),d〉 ≤ 0,
for some B,C > 0. (B, C depend on each element.) As in section 4.1, we can prove that
O~,~−1deg is a subring of C[~, ~−1][[q]]. Each component of I˜(q, ~) belongs to the ring O~,~
−1
deg . Set
ηkj = (Tk(P )∆, Tj(P )∆). By using (27), we have
ηkj =
∫
X
Tk(−~∂ + p)I˜(q,−~) ∪ Tj(~∂ + p)I˜(q, ~)
s∑
i=0
ηkiΩa;ij = (Tk(P )∆, PaTj(P )∆)
=
∫
X
Tk(−~∂ + p)I˜(q,−~) ∪ (~∂a + pa)Tj(~∂ + p)I˜(q, ~).
Therefore, ηkj and
∑
i ηkiΩa;ij are contained in O~,~
−1
deg ∩C[~][[q]]. Moreover, these elements are
homogeneous with respect to the grading deg qd = 2〈c1(X),d〉 and deg ~ = 2. The homogeneity
means that the coefficient of qd~n is non-vanishing only when 〈c1(X),d〉 + n equals a given
constant. Therefore, by Cauchy’s residue theorem, we can see that ηkj and
∑
i ηkiΩa;ij are also
contained in O~small. Because limq→0 ηkj =
∫
X Tk(p) ∪ Tj(p) is an invertible matrix and O~small
is a local ring, we have Ωa;ij ∈ O~small. 
5.3. Generalized mirror transformation. We can describe how to reconstruct the quantum
D-module QDM∗(X) from FH∗S1 as follows:
Theorem 5.6 ([19], [16] Theorem 4.9, 5.4). There exists a formal embedding emb : (Cr, 0) →
(Cs+1, 0) and an isomorphism of D-modules Φemb: emb∗(QDM(X)) ∼= FH∗S1. The map emb
is given by equations of the form
tˆ0 = F0(q), qˆ1 = q1 exp(F1(q)), . . . , qˆr = qr exp(Fr(q)), tˆr+1 = Fr+1(q), . . . , tˆs = Fs(q)
for some Fi(q) ∈ C[[q]], Fi(0) = 0 and Φemb|q=0 is determined by the canonical isomorphism
H∗(X) ⊗ C[~] ∼= FH∗S1/
∑r
a=1 qaFH
∗
S1. Moreover, we can reconstruct QDM
∗(X) from FH∗S1
by the following steps:
(i) Take a free basis {T0, . . . , Ts} of FH∗S1 as a C[~][[q]]-module as in Proposition 5.5 and
calculate a connection matrix Ωa defined by PaTj =
∑s
i=0 Ωa;ijTi.
(ii) Find a gauge transformation g such that g|q=0 = id and that the new connection matrix
Ω̂a is ~-independent, where Ω̂a = g−1Ωag + g−1~∂ag.
(iii) Solve for matrix-valued functions Ω̂j(t0, q, tr+1, . . . , ts) (0 ≤ j ≤ s) from Ω̂a(q) (1 ≤ a ≤
r), where Ω̂0 = id. This procedure will be reviewed in Proposition 5.8.
(iv) Find a new coordinate system (tˆ0, qˆ1, . . . , qˆr, tˆr+1, . . . , tˆs) of the form tˆ0 = t0 + F0(q),
qˆa = qa exp(Fa(q)) (1 ≤ a ≤ r), tˆj = tj+Fj(q) (r+1 ≤ j ≤ s) such that Ω̂jˆ =
∑s
i=0(∂ti/∂tˆj)Ω̂i
satisfies Ω̂jˆ(1) = pj.
We study these four steps from an analytic point of view. By Proposition 5.5, the connection
matrix Ωa(q) in step (i) has its matrix elements in O~small. Then by Proposition 4.8, the
connection matrix Ω̂a in step (ii) becomes a convergent function of q. In Proposition 5.8, we
will see that the reconstruction step (iii) preserves the convergence. The last step (iv) can
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be done in the convergent category, therefore QH∗(X) has convergent structure constants.
Summarizing,
Theorem 5.7. The quantum D-module QDM∗(X) of a toric variety is defined over convergent
power series. The embedding emb : (Cr, 0) → (Cs+1, 0) in Theorem 5.6 is complex analytic
and F˜H
∗
S1
∼= emb∗(QDM∗an(X)) ⊗O~an O~small, where QDM∗an(X) = (H∗(X) ⊗ O~an,∇~) and
O~an = {f(~, x) ∈ C{~, x} | f |q=0 is constant.}.
In order to state the compatibility of reconstruction with convergence, we consider the fol-
lowing general situation. Consider a flat connection ∇~ = ~d+∑ra=1 Ωa(q)dqa/qa of the bundle
H∗(X)×U → U regular singular along q1 · · · qr = 0. Here, U is a neighborhood of 0 in Cr and
Ωa(q) is an ~-independent holomorphic function on U .
Proposition 5.8. Assume that H∗(X) is generated by 1 under the action of residue matrices
pa := Ωa(0). For a set of vectors v1, . . . , vl in H
∗(X), ∇~ can be uniquely extended to a flat
connection ∇˜~ = ~d+∑ra=1 Ωa(q, t)dqa/qa +∑lj=1Φj(q, t)dtj defined on a neighborhood U ′ of
0 in Cr+l under the condition that Φj(q, t)1 = vj.
Proof. In [17], Theorem 4.9, we proved that ∇˜~ can be reconstructed uniquely as a formal
connection. Here, we prove that this is convergent. Because we can extend ∇~ to the tj-
direction independently for different tj’s, we can assume that l = 1. Flatness of the connection
∇˜~ implies ∂tΩa = qa∂qaΦ and [Ωa,Φ] = 0. By taking a smaller U if necessary, we can assume
that H∗(X) is generated by 1 under the action of Ωa(q) for each q ∈ U . Then, we have a
surjection C[Ω1(q), . . . ,Ωr(q)] → H∗(X) and this determines a product ∗q on H∗(X) for each
q ∈ U . On the locus {t = 0}, Φ(q, 0) must be a multiplication (v1∗q) by v1 because it commutes
with Ωa(q). Therefore, Φ(q, 0) becomes holomorphic on U . On the locus {q = 0}, it is easy
to see that Ωa(0, t) = pa and Φ(0, t) = v1∪. Expand Φ and Ωa as Φ =
∑
d,m≥0Φd,mq
dtm
and Ωa =
∑
d,m≥0Ωa;d,mq
dtm. Note that Φ0,m = δ0m(v1∪) and Ωa;0,m = δ0mpa. Then by
∂tΩa = qa∂qaΦ, we have
(29) Ωa;d,m+1 =
da
m+ 1
Φd,m.
Let {T0, . . . , Ts} be a basis of H∗(X). By the assumption, we can write
Ti =
∑
l,a1,...,al
A(i)a1,...,alpa1 · · · pal(1)
for some Aia1,...,al ∈ C. Then by Φd,m+1(1) = 0, we have
Φd,m+1Ti =
∑
l,a1,...,al
A(i)a1,...,al
l∑
k=1
pa1 · · · [Φd,m+1, pak ] · · · pal(1)(30)
=
∑
l,a1,...,al
A(i)a1,...,al
l∑
k=1
pa1 · · ·
∑
d1>0
m+1∑
j=0
[Ωak ;d1,j,Φd−d1,m+1−j ]
 · · · pal(1)
where we used [Φ,Ωak ] = 0. Assume by induction that we know Ωa;d′,m and Φd′,m for all
|d′| < d and all m ≥ 0. Set ωd,m = maxa
∑
|d|=d ‖Ωa;d,m‖ and φd,m =
∑
|d|=d ‖Φd,m‖. Assume
also that there exist constants A,C,M > 1 such that
(31) ωd,m ≤ A C
d+m
(d+ 1)M
dm
m!
, φd,m ≤ A C
d+m
(d+ 1)M
dm
m!
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holds for all d < d and all m ≥ 0. We must choose A,C,M so that this estimate is valid for
m = 0 and all d ≥ 0. Take d such that |d| = d. First we can solve for Ωa;d,1 by (29). Then we
solve for Φd,1 by (30). Next we solve for Ωa;d,2 by (29) and repeat this process. Assume that
the estimate (31) holds for d = d and up to m (m ≥ 0). We have by (29),
ωd,m+1 ≤
d
m+ 1
φd,m ≤ A
Cd+m
(d+ 1)M
d
m+1
(m+ 1)!
.
Next we have by (30),
φd,m+1 ≤ B1
∑
0<i<d
m+1∑
j=0
ωi,jφd−i,m+1−j +B1ωd,m+1‖(v1∪)‖(32)
≤ B1A2 C
d+m+1
(d+ 1)M
d
m+1
(m+ 1)!
d−1∑
i=1
(d+ 1)M
(i+ 1)M (d− i+ 1)M +B2A
Cd+m
(d+ 1)M
d
m+1
(m+ 1)!
≤ A C
d+m+1
(d+ 1)M
d
m+1
(m+ 1)!
{B1Aε1(M) +B2/C}
where B1, B2 > 0 are constants determined only by (H
∗(X),∪) and ε1(M) is a function defined
in the proof of Proposition 4.8. To complete the induction, we need to choose C and M
carefully. Because limM→∞ ε1(M) = 0, for sufficiently large M , we have B1Aε1(M) ≤ 1/2.
Next we choose C sufficiently large so that the estimate (31) is valid for m = 0 and all d ≥ 0
and that C ≥ 2B2. Then by (32), we have the desired estimate for φd,m+1. After we obtain
the estimate (31) for all d,m ≥ 0, we can see that Ωa(q, t) and Φ(q, t) are convergent because∑
d≥0
∑
m≥0
Cd+m
dm
m!
xdym =
1
1− Cx exp(Cy)
is holomorphic around (x, y) = (0, 0). 
When we apply this proposition to the dual Givental connections, we have
Corollary 5.9. Let X be a smooth projective variety. If H∗(X) is generated by H2(X) and if
the small quantum cohomology of X has convergent structure constants, so does the big quantum
cohomology QH∗(X).
5.4. Characteristic variety and semisimplicity. We study the characteristic variety of the
Mellin system and proves the semisimplicity. For a differential operator f(q, ~∂, ~), we define
its principal symbol as σ(f) = f(q, p, 0). Here, p1, . . . , pr are conjugate variables. We also
define
σ(MMell) = C[q±, p]/σ(IMell),
σ(F˜H
∗
S1) = C{q}[p]⊗σ F˜H
∗
S1
∼= C{q}[p]/σ(Ipoly).
The characteristic varieties of Ch(MMell) and Ch(F˜H
∗
S1) are defined as analytic spectra of
σ(MMell) and σ(F˜H
∗
S1) respectively. They are (germs of) analytic subvarieties of (C∗)r×Cr =
T ∗(C∗)r. By the surjection (26), we have an embedding
Ch(F˜H
∗
S1)|q1···qr 6=0 −→ Ch(MMell)
The characteristic variety of MMell is the zero set of σ(Pd) for all d. Because there exists d
such that 〈wi,d〉 > 0 for all i, we can see from σ(Pd) = 0 that
∑r
b=1mibpb 6= 0 if q ∈ (C∗)r.
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(Here, we need the compactness of X.) Thus,
Ch(MMell) =
{
(q, p) ∈ (C∗)r × Cr
∣∣∣ r∑
b=1
mibpb 6= 0, qa =
r+N∏
i=1
( r∑
b=1
mibpb
)mia}
.
Let Crit(Fq) be the set of critical points of Fq in Yq. This forms a family over (C∗)r. For
x ∈ Crit(Fq), the cotangent vector dxF in T ∗xY equals π∗(
∑r
a=1 pad log qa) for some pa. Hence
we have a map dF :
⋃
q∈(C∗)r Crit(Fq)→ T ∗(C∗)r, x 7→
∑r
a=1 pad log qa.
Lemma 5.10. dF :
⋃
q∈(C∗)r Crit(Fq)
∼= Ch(MMell) ⊂ T ∗(C∗)r.
Proof. By dF = π∗(
∑r
a=1 pad log qa) on
⋃
q Crit(Fq), we see that wi =
∑r
a=1miapa and so
(q, p) ∈ Ch(MMell). The inverse is given by wi =
∑r
a=1miapa. 
Proposition 5.11. (i) The projection Ch(MMell) → (C∗)r is a ramified covering of degree
N ! Vol(Conv(Σ)), where Conv(Σ) is the convex hull of all the primitive generators ~x1, . . . , ~xr+N
of 1-dimensional cones in the fan Σ defining X.
(ii) There exist exactly dimCH
∗(X) branches of the covering Ch(MMell)→ (C∗)r correspond-
ing to the subcovering Ch(F˜H
∗
S1)|q1···qr 6=0 → (C∗)r. These branches are characterized by the
condition that pa → 0 as q → 0.
Proof. By Kushnirenko’s theorem [23], the dimension of Jacobi ring C[s1, . . . , sN ]/〈∂sFq〉 equals
N ! times the volume of the Newton polytope of Fq =
∑r+N
i=1 (
∏
a q
lia
a )s
~xi . On the other
hand, the projection π : Ch(MMell) → (C∗)r is a submersion at generic p. (In fact, dπ =
∂ log qa/∂pb =
∑
imiaw
−1
i mib is positive definite when wi > 0.) Hence we obtain (i) by
Lemma 5.10. Each branch of Ch(F˜H
∗
S1) corresponds to a branch of simultaneous eigenval-
ues (p1, . . . , pr) of the connection matrices (Ω1|~=0, . . . ,Ωr|~=0). Because Ωa|q=0 is a nilpo-
tent matrix (cup product by pa), we see that pa → 0 as q → 0. On the other hand,
we have Ch(MMell) ∼= Ch(FH0)|q1···qr 6=0 and the zero-fiber of Ch(FH0) is the spectrum of
σ(FH0)/
∑r
a=1 qaσ(FH0)
∼= σ(FH0/mFH0) ∼= σ(F̂H0/mF̂H0) ∼= H∗(X). Therefore, there
exist only dimCH
∗(X) branches converging to p = 0 at q = 0. 
By Theorem 5.7, we see that emb∗(Ch(QDM∗an(X)))
∼= Ch(F˜H∗S1). Therefore, the generic
fiber of the characteristic variety of QDM∗an(X) consists of dimCH
∗(X) distinct points. This
means that
Corollary 5.12. The quantum cohomology of a smooth, projective toric variety is generically
semisimple. (See [24], Part I, section 3 for the definition of semisimplicity.)
As remarked in the introduction, this corollary together with Kawamata’s result [21] shows
that Bayer and Manin’s modified Dubrovin’s conjecture [1] holds for toric varieties.
The proposition below will clarify the role of the nef condition for c1(X).
Proposition 5.13. The following conditions are equivalent.
(i) c1(X) is nef.
(ii) N ! Vol(Conv(Σ)) = dimCH
∗(X).
(iii) Ch(F˜H
∗
S1)|q1···qr 6=0 ∼= Ch(MMell) on a small neighborhood of q = 0.
(iv) F˜H
∗
S1
∼= FH0 ⊗C[~,q] O~small(∼= O~small〈~∂〉/O~smallIpoly).
(v) FH∗S1
∼= FH0 ⊗C[~,q] C[~][[q]](∼= C[~][[q]]〈~∂〉/C[~][[q]]Ipoly).
(vi) The generalized mirror transformation can be done using only convergent power series
i.e. Ωa(q, ~) and g(q, ~) in the step (i) and (ii) of Theorem 5.6 are convergent functions of q
and ~.
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Proof. (i) ⇔ (ii): The condition c1(X) ≥ 0 is equivalent to that every primitive generator
~xi of one-dimensional cones lies in the boundary of Conv(~x1, . . . , ~xr+N ). The number of top
dimensional cones in Σ equals dimCH
∗(X) and each top dimensional cone has volume 1/N !.
Hence we obtain the equivalence.
(ii) ⇔ (iii): This follows from Proposition 5.11.
(iii) ⇒ (iv): Set M := O~small〈~∂〉/O~smallIpoly. Let [f(q, ~∂, ~)] be an element of the kernel
of the natural surjection M → F˜H∗S1 . We can assume that f(q, ~∂, ~) is homogeneous. By
the assumption, we can see that there exists an integer k > 0 such that (q1 · · · qr)kf(q, p, 0) is
contained in σ(O~smallIpoly). Because σ(O~smallIpoly) =
∑
d
C{q}[q−1]σ(Pd) ∩ C{q}, we can see
that f(q, p, 0) is also in σ(O~polyIpoly). Therefore, there exists some f1(q, ~∂, ~) in O~small〈~∂〉
such that f(q, ~∂, ~) ≡ ~f1(q, ~∂, ~) mod O~smallIpoly and deg f1 = deg f − 2. Then, [~f1] is
in the kernel of M → F˜H∗S1 . Because the multiplication by ~ is injective in F˜H
∗
S1 , [f1] also
lies in the kernel. Repeating this, we have f ≡ ~nfn mod O~smallIpoly and deg fn < 0 for
sufficiently large n. Because we have already seen that (i) is equivalent to (iii), c1(X) is nef
and so deg qa ≥ 0. Thus fn must be zero and [f ] = 0 in M .
(iv) ⇒ (v): Take the tensor product with C[~][[q]].
(v) ⇒ (ii): Because FH∗S1 is a free C[~][[q]]-module of rank dimCH∗(X), we see that
σ(FH0) ⊗C[q] C[[q]] is a free C[[q]]-module of rank dimCH∗(X). On the other hand, by Propo-
sition 5.11 σ(FH0)[q
−1] ∼= σ(MMell) becomes a free module of rank N ! Vol(Conv(Σ)) when re-
stricted to the complement of the ramification locus. Therefore, we must have dimCH
∗(X) =
N ! Vol(Conv(Σ)).
(i) ⇔ (v): We can see from the proof of Proposition 5.5 that the I-function in (28) is
convergent on |~| = 1 if and only if c1(X) is nef. The connection matrix Ωa is determined from
I-function by (27). The gauge transformation g can be found by applying Birkhoff factorization
of the loop group LGL(s+ 1,C) to the loop ~ 7→ (Ti(~∂)I(q, ~)) (see [14, 16, 17]). 
5.5. Example. We study the case of Hirzeburch surface Fn = P(OP1 ⊕OP1(n)). This is given
by the fan Σ whose one-dimensional cones are generated by ~x1, . . . , ~x4:
~x1 = (1, 0), ~x2 = (0, 1), ~x3 = (−1, n), ~x4 = (0,−1).
We have dimCH
∗(Fn) = 4 and 2!Vol(Conv(Σ)) = max(4, n+2). Let w1, . . . , w4 be the classes
of corresponding toric divisors. Then, p1 := w1 and p2 := w4 form a nef integral basis and we
have w2 = p2 − np1 and w3 = p1. The relation of classical cohomology ring is given by p21 = 0
and p22 = np1p2. The corresponding Mellin system is generated by the following two differential
operators:
P(1,0) = q1W2(W2 − ~) · · · (W2 − (n− 1)~) −W1W3, P(0,1) = q2 −W4W2,
where W1 =W3 = ~∂1, W2 = ~∂2 − n~∂1, W4 = ~∂2.
FH0 ∼= C〈q1, q2, ~∂1, ~∂2, ~〉/〈P(1,0),P(0,1)〉, MMell ∼= FH0[q−11 , q−22 ]
FH∗S1
∼= C[~][[q1, q2]]〈~∂1, ~∂2〉
/
〈P(1,0),P(0,1)〉.
5.5.1. Fano case (n = 0, 1). In this case, FH0 is freely generated by [1], [~∂1], [~∂2], [(~∂2)2]
over C[~, q]. The small quantum D-module of Fn is defined over the polynomial ring C[~, q]
and is isomorphic to FH0.
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5.5.2. Nef but non-Fano case (n = 2). In this case, FH0 is not finitely generated over C[~, q].
However, FH0[(1 − 4q1)−1] is freely generated by [1], [~∂1], [~∂2], [(~∂2)2] over C[~, q1, q2, (1 −
4q1)
−1]. For example, we can write [(~∂1)2] as
[(~∂1)2] =
2q1q2
1− 4q1 +
2~q1
1− 4q1 [~∂1]−
~q1
1− 4q1 [~∂2]−
q1
1− 4q1 [(~∂2)
2]
The small quantum D-module is isomorphic to FH0 at least on the region |4q1| < 1 after a
suitable coordinate change (see [14]).
5.5.3. Non-nef case (n ≥ 3). In this case, FH0 is not finitely generated over C[~, q]. Further-
more, FH0 ⊗C[~,q] C[~][[q]] ∼= C[~][[q]]〈~∂〉/〈P(1,0) ,P(0,1)〉 is not finitely generated over C[~][[q]]
either. If it were finitely generated, then σ(FH0) ⊗C[q] C[[q]] would be also finitely gener-
ated over C[[q]] and generated by 1, p1, p2, p22 by Nakayama’s lemma. It contradicts that
σ(FH0)[q
−1
1 , q
−1
2 ]
∼= σ(MMell) is a free module of rank n + 2 > 4. We must consider the
q-adic closure of the left ideal 〈P(1,0),P(0,1)〉 which is strictly bigger:
〈P(1,0),P(0,1)〉 $ 〈P(1,0),P(0,1)〉 in C[~][[q]]〈~∂〉.
Our FH∗S1 is a free C[~][[q]]-module of rank 4 and isomorphic to the restriction of the big
quantum D-module to some non-linear subvariety of H∗(Fn). On the other hand, MMell is of
rank n+2 over C[~, q±]. (In fact, it is generated by [1], [~∂1], [(~∂1)2], [~∂2 −n~∂1], . . . , [(~∂2 −
n~∂1)n−1].) The characteristic variety of MMell is given by
q1(p2 − np1)n = p21, q2 = (p2 − np1)p2
or equivalently,
n2q1q
n
2 = p
n−2
2 (p
2
2 − q2)2, q2 = (p2 − np1)p2.
It has n + 2 solutions (p1, p2) (counted with multiplicity) for a given (q1, q2) ∈ (C∗)2. Out of
n+ 2 solutions, we have four branches of solutions having the asymptotics:
p1 ∼ (q1(√q2)n)1/2, p2 ∼ √q2 + n
2
(q1(
√
q2)
n)1/2.
These branches satisfy (p1, p2)→ 0 as (q1, q2)→ 0 and correspond to the characteristic variety
of F˜H
∗
S1 . The other n− 2 branches have the asymptotics
p1 ∼ −n
n−4
n−2 q
− 1
n−2
1 , p2 ∼ n
2
n−2 q
1
n−2
1 q2
and diverge as q1 → 0.
By changing the large radius limit q → 0, we can construct a D-module of rank n+2 which
is regular singular along qˆ1qˆ2 = 0. Set qˆ1 = q
−1
1 and qˆ2 = q2q1. In terms of qˆ1, qˆ2, differential
operators of the Mellin system are written as
R(1,0) = qˆ1W1W3 −W2(W2 − ~) · · · (W2 − (n− 1)~), R(1,1) = qˆ1qˆ2 −W2W4,
R(0,1) = qˆ2W2(W2 − ~) · · · (W2 − (n− 2)~)−W1W3W4.
Then, the D-module
FH ′0 = C〈qˆ1, qˆ2, ~∂1, ~∂2, ~〉/〈R(1,0),R(1,1),R(0,1)〉
is freely generated by [1], [~∂1], [(~∂1)2], [~∂2 − n~∂1], · · · , [(~∂2 − n~∂1)n−1] as a C[~, qˆ1, qˆ2]-
module. This becomes an abstract quantum D-module in the sense of [16, 17]. Therefore, we
can find a canonical frame and flat coordinates by reconstructing an n + 2-dimensional base
space (see [17]). It would be interesting to study a geometric meaning of this D-module.
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6. R-conjecture (Virasoro constraints)
The Virasoro constraints are infinite dimensional symmetries of the (all genus, descendant)
Gromov-Witten potential conjectured by Eguchi-Hori-Xiong [6]. In [13], Givental showed
that when the target X has a torus action with only isolated fixed points and isolated one-
dimensional orbits, the Virasoro conjecture is reduced to the R-conjecture. The R-conjecture
is a conjecture about equivariant quantum cohomology with semisimple non-equivariant coun-
terpart. It states that the asymptotic solution R defined in the equivariant theory has non-
equivariant limit. For a class of Fano toric varieties, the R-conjecture was proved by Givental
[13]. The R-conjecture has been proved for complete flag [20], Grassmannian [2] and partial
flag varieties [3].
In this section, we explain the R-conjecture and prove it for any smooth projective toric
variety. The proof of R-conjecture will be a first step for the understanding of the mirror
oscillatory integral.
6.1. Equivariant quantum cohomology. Let T be an l-dimensional torus (∼= (S1)l) and X
be a T-manifold. In a manner analogous to section 2, we can define the equivariant quantum
cohomology algebra (QH∗
T
(X), ∗) which is a deformation of the ring structure of the ordinary
equivariant cohomology H∗
T
(X) [9]. We assume that the T-action on X is Hamiltonian. For
projective manifolds, this assumption is equivalent to that the action has at least one fixed point.
Then, the equivariant cohomology is of the form H∗
T
(X) ∼= H∗(X)⊗H∗T(pt). This isomorphism
is not canonical, but we choose homogeneous equivariant lifts p0, . . . , ps of the basis in section
2. Let t0, . . . , ts be linear coordinates dual to p0, . . . , ps and put H
∗
T
(pt) = C[λ1, . . . , λl]. Set
qa = exp(ta) for 1 ≤ a ≤ r. The equivariant quantum cohomology is of the form
QH∗T(X) = H
∗
T(X)⊗̂C[[t0, q1, . . . , qr, tr+1, . . . , ts]] = H∗(X)⊗ C[λ][[x]].
Here, C[λ][[x]] is shorthand for C[λ1, . . . , λl][[t0, q1, . . . , qr, tr+1, . . . , ts]] and ⊗̂ means the tensor
product completed in the x-adic topology.
Our (QH∗
T
(X), ∗) defines a quasi-conformal Frobenius structure [11] on the base spaceM =
Spec(C(λ)[[x]][q−11 , . . . , q
−1
r ]). Let TM be the relative tangent sheaf of M→ SpecC(λ). Then,
each element of QH∗
T
(X) gives a section of TM by the correspondence pi 7→ ∂i := ∂/∂ti. The
quasi-conformal Frobenius structure of QH∗
T
(X) consists of the following data:
(1) Flat C(λ)-bilinear symmetric pairing 〈·, ·〉
T
on TM defined by 〈∂i, ∂j〉T =
∫
T
X pi ∪ pj.
(2) C(λ)-bilinear symmetric product ∗ : TM⊗TM → TM satisfying 〈∂i ∗ ∂j , ∂k〉T = 〈∂i, ∂j ∗ ∂k〉T.
(3) Flat unit section 1 = p0 = ∂0 ∈ TM.
(4) Euler operator E˜ defined by
E˜ = 2t0
∂
∂t0
+ 2c0(λ)
∂
∂t0
+
r∑
a=1
2ca
∂
∂ta
+
s∑
j=r+1
(2− deg pj)tj ∂
∂tj
+
l∑
j=1
2λj
∂
∂λj
,
where c0(λ) +
∑r
a=1 capa = c
T
1 (TX).
The name quasi-conformal comes from that E˜ is not a section of TM (it contains the derivation
λj∂/∂λj). As in non-equivariant case, the dual Givental connection ∇~j = ~(∂/∂tj) + pj∗ on
TM is flat for any value of ~. This defines the T-equivariant quantum D-module:
QDM∗T(X) = (H
∗(X)⊗ C[λ, ~][[x]],∇~).
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The Euler operator satisfies the following:
[E˜, V1 ∗ V2] = V1 ∗ [E˜, V2] + [E˜, V1] ∗ V2 + 2V1 ∗ V2,
E˜ 〈V1, V2〉T =
〈
[E˜, V1], V2
〉
T
+
〈
V1, [E˜, V2]
〉
T
+ (4− 2N) 〈V1, V2〉T ,
for V1, V2 ∈ TM and N = dimCX.
We assume some familiarity with the semisimplicity and canonical coordinates for conformal
Frobenius manifolds, see e.g. [5, 24]. Here, we review the construction of canonical coordinates
in equivariant quantum cohomology. Assume that the T action on X has only isolated fixed
points. Then, by the localization theorem of equivariant cohomology, we have an isomorphism
of rings
H∗T(X)⊗C[λ] C(λ) ∼=
⊕
σ∈XT
C(λ)ψσ , ψσ =
iσ∗([σ])
eT(TσX)
.
Here, iσ : {σ} → X is the inclusion and eT is the T-equivariant Euler class. Because i∗σ(ψτ ) =
δστ for σ, τ ∈ XT, we have ψσ ∪ ψτ = δστψσ. The localized equivariant quantum cohomol-
ogy is also semisimple. The idempotent ψσ can be deformed to the idempotent ψσ(x) of
QH∗
T
(X)⊗̂C[λ]C(λ) such that limq→0 ψσ(x) = ψσ and ψσ(x) ∗ ψτ (x) = δστψσ(x). The projec-
tion to the ψσ(x)-component QH
∗
T
(X)⊗̂C[λ]C(λ)→ C(λ)[[x]] corresponds to a closed 1-form on
M. A primitive uσ(t, λ) of this closed 1-form is called a canonical coordinate. Then, we can
write ψσ(x) = ∂/∂uσ . Note that duσ is characterized by
(33) V ∗ ψσ(x) = duσ(V )ψσ(x), V ∈ TM.
The canonical coordinates {uσ}σ∈XT are determined up to functions in λi.
Put α(σ) = i∗σ(α) for α ∈ H∗T(X). Let T ∗σX ∼= χ1(σ)⊕· · · ⊕χN (σ) be the weight decomposi-
tion, where χj(σ) ∈ C[λ]. AlthoughM does not contain the divisor qa = 0, the limit limq→0 duσ
exists as an element of (H∗(X))∗ ⊗ C(λ) because the dual basis ψσ(x) is in H∗(X)⊗C(λ)[[x]].
Since limq→0 duσ is the projection to ψσ, we have duσ =
∑s
i=0(pi(σ) +O(q))dti, where O(q) ∈
C(λ)[[x]]. We normalize canonical coordinates by the following classical limit condition:
(34) uσ(t, λ) =
N∑
j=1
(−χj(σ) + χj(σ) log(−χj(σ))) +
s∑
i=0
pi(σ)ti +O(q),
where O(q) ∈ C(λ)[[x]]. This together with (33) determines uσ(t, λ) uniquely. Using cT1 (TσX) =
c0(λ) +
∑r
a=1 capa(σ) = −
∑N
j=1 χj(σ), we can check that this uσ automatically satisfies the
homogeneity E˜uσ = 2uσ .
Assume that QH∗
T
(X) has convergent structure constants around x = λ = 0. Then uσ(t, λ)
becomes a multi-valued analytic function. We conjecture the following which resembles the
R-conjecture.
Conjecture 6.1. When the non-equivariant quantum cohomology is generically semisimple,
canonical coordinates uσ(t, λ) normalized by (34) is regular at λ = 0 for a semisimple point t
of non-equivariant theory.
Let u′σ(t, λ) be any canonical coordinate which is homogeneous E˜u
′
σ = 2u
′
σ and is regular at
λ = 0 for semisimple t. If this conjecture is true, such a canonical coordinate is different from
the above normalization only by a linear form
∑l
i=1 aiλi. Note that the non-equivariant limit
λ → 0 of uσ(t, λ) gives the canonical coordinate u(t) of non-equivariant theory satisfying the
homogeneity Eu(t) = 2u(t). (In non-equivariant theory, homogeneous canonical coordinates
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are unique up to order.) Later, we will see that this conjecture (together with R-conjecture
stated below) holds for toric variety using the equivariant mirror.
Consider the following differential equation for a section s(t, λ, ~) ∈ TM.
(35) ~
∂
∂ti
s(t, λ, ~) = pi ∗ s(t, λ, ~).
An asymptotic solution [5, 11, 12, 13] sτ (t, λ, ~) for this differential equation is the solution of
the form
sτ (t, λ, ~) =
∑
σ
Rστ (t, λ, ~)euτ (t,λ)/~△σ ∂
∂uσ
, △σ =
〈
∂
∂uσ
,
∂
∂uσ
〉−1/2
T
,
where Rστ (t, λ, ~) = δστ + R
(1)
στ (t, λ)~ + R
(2)
στ (t, λ)~2 + · · · is an asymptotic series in ~. The
matrix Rστ is uniquely determined by the classical limit condition:
(36) lim
q→0
Rστ (t, λ, ~) = δστ exp(bσ(~, λ)), bσ(~, λ) =
∞∑
k=1
N2k−1(σ)
B2k
2k
~2k−1
2k − 1 ,
where N2k−1(σ) =
∑N
j=1 1/χj(σ)
2k−1. Since limq→0△σ = eT(TσX)1/2, we can see that
R
(n)
στ (t, λ) belongs to C(λ,eT(TσX)1/2)[[x]]. Under this normalization, Rστ automatically satis-
fies the following homogeneity and the unitarity:
(2~
∂
∂~
+ E˜)Rστ (t, λ, ~) = 0,
∑
ν∈XT
Rνσ(t, λ,−~)Rντ (t, λ, ~) = δστ .
Conjecture 6.2 (R-conjecture [13]). When the non-equivariant quantum cohomology is gener-
ically semisimple, the asymptotic solution R
(n)
στ (t, λ) normalized by (36) is regular at λ = 0 for
a semisimple point t of non-equivariant theory.
An asymptotic solution Rστ (t, λ, ~) satisfying the homogeneity and regularity at λ = 0 for
a semisimple t is unique if it exists. Thus, if R-conjecture is true, such a solution exists
and satisfies the above classical limit condition (36). In this case, the non-equivariant limit
limλ→0Rστ gives the homogeneous asymptotic solution of non-equivariant theory.
By the theory of Givental [12, 13], the R-conjecture implies the Virasoro constraints for the
non-equivariant Gromov-Witten theory of X.
6.2. Equivariant mirror. We review an equivariant version of the mirror of toric variety
[10]. We use the same notation as in section 5.1. The torus T := (S1)r+N acts on a toric
variety X = Cr+NB /(C
∗)r by (z1, . . . , zr+N ) 7→ (t1z1, . . . , tr+Nzr+N ). Here, w1, . . . , wr ∈ H2T(X)
denotes the T-equivariant Poincare´ duals of torus invariant prime divisors D1, . . . ,Dr+N . In
other words, wi is the T-equivariant first Chern class of the line bundle
Cr+NB × C/(z1, . . . , zr+N , v) ∼ (tw1z1, . . . , twr+N zr+N , twiv), (t1, . . . , tr) ∈ (C∗)r
with T-action (z1, . . . , zr+N , v) 7→ (t1z1, . . . , tr+Nzr+N , tiv). Let pa denote an equivariant lift
of the nef integral basis in section 5.1. More precisely, we define pa as the T-equivariant first
Chern class of the line bundle
Cr+NB × C/(z1, . . . , zr+N , v) ∼ (tw1z1, . . . , twr+N zr+N , tav), (t1, . . . , tr) ∈ (C∗)r.
with T-action (z1, . . . , zr+N , v) 7→ (t1z1, . . . , tr+Nzr+N , v). Then, wi is written as
wi =
r∑
a=1
miapa − λj.
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Define an equivariant phase function FT(w;λ) on the mirror family π : Y → (C∗)r by FT(w;λ) =∑r+N
i=1 (wi + λi logwi). Set F
T
q = F
T|Yq . Then consider the equivariant oscillatory integral:
IΓ(q, λ, ~) =
∫
Γq⊂Yq
eF
T
q /~ωq.
We can easily obtain the equivariant version of Proposition 5.1.
Proposition 6.3. The equivariant oscillatory integral IΓ satisfies PTdIΓ(q, λ, ~) = 0 for all
d ∈ Zr, where
PTd = qd
∏
〈wi,d〉<0
−〈wi,d〉−1∏
k=0
(
r∑
a=1
mia~∂a − λi − k~
)
−
∏
〈wi,d〉>0
〈wi,d〉−1∏
k=0
(
r∑
a=1
mia~∂a − λi − k~
)
.
We introduce the D-module MTMell as in section 5.1.
MTMell = C〈q±, ~∂, ~, λ〉/ITMell, ITMell =
∑
d∈Zr
C〈q±, ~∂, ~, λ〉PTd
6.3. T × S1-equivariant Floer cohomology. We can construct T × S1-equivariant Floer
cohomology FH∗
T×S1 in an analogous manner to section 5.2. First, H
∞/2
T×S1
is defined by the
limit of the inductive system (H∗
T×S1(L
∞
d
), id,d′), where H
∗
T×S1(L
∞
d
) = C[P, ~, λ], id,d′(α) =
α
∏N
i=1
∏〈wi,d〉−1
k=〈wi,d
′〉
Wi,k and Wi,k =
∑r
a=1miaPa − λi − k~. It has an action of C〈P,Q±, ~, λ〉.
Let ∆T be the image of 1 in H∗
T×S1(L
∞
0 ). Let FH
T
0 be a C〈P,Q, ~, λ〉-submodule of H∞/2T×S1
generated by ∆T. Finally, we define FH∗
T×S1 as the Q-adic completion of FH
T
0 . We can check
that (by the argument in [16]) FH∗
T×S1 is a free module over C[~, λ][[Q]] and has {Ti(P )∆T}si=0
as a basis, where Ti(y1, . . . , yr) is the polynomial in Proposition 5.5. By the same argument as
Proposition 5.2, 5.4, we obtain
H
∞/2
T×S1
∼=MTMell, FHT0 ∼= C〈q, ~∂, ~, λ〉/ITpoly , FH∗T×S1 ∼= C[~, λ][[q]]〈~∂〉
/
ITpoly,
where ITpoly = I
T
Mell ∩C〈q, ~∂, ~, λ〉 and ITpoly is the closure in the q-adic topology. The relation-
ship between the T×S1-equivariant Floer cohomology and T-equivariant quantum cohomology
is given as follows (c.f. Theorem 5.6).
Theorem 6.4. There exists an embedding emb : (Cr, 0) → (Cs+1, 0) and an isomorphism of
D-modules Φemb : emb
∗(QDM∗
T
(X)) ∼= FH∗
T×S1. The map emb is given by the equations
tˆ0 = F0(q;λ), qˆ1 = q1 exp(F1(q;λ)), . . . , qˆr = qr exp(Fr(q;λ)), tˆr+1 = Fr+1(q;λ), . . . , tˆs = Fs(q;λ)
for Fi(q;λ) ∈ C[λ][[q]], Fi(0;λ) = 0 and Φemb|q=0 is determined by the canonical isomorphism
H∗
T
(X)⊗ C[~] ∼= FH∗
T×S1/
∑r
a=1 qaFH
∗
T×S1 .
This theorem is a generalization of the result of [17] to the T-equivariant case. The proof is
completely similar and based on a T-equivariant version of Coates-Givental’s quantum Lefschetz
theorem [4]. The main points in the proof are (1) any toric variety can be realized as a complete
intersection of torus invariant divisors in a Fano toric variety X˜, (2) the J-function of FH∗
T×S1 is
identical with the Coates-Givental modification of the J-function of small quantum cohomology
of the ambient X˜, and (3) the reconstruction from small to big is unique. We can see that
Coates-Givental’s quantum Lefschetz theorem admits a T-equivariant generalization.
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6.4. Asymptotic solution via equivariant mirror. Using the equivariant mirror, we will
construct asymptotic solutions subject to the classical limit condition (36). Then it follows that
the R-conjecture 6.2 holds for toric varieties. Unfortunately, we could not prove the convergence
of T-equivariant quantum cohomology using the method in this paper. Instead, we use a result
in a forthcoming paper [18] which proves the convergence of equivariant quantum cohomology
by the localization method.
We start with the construction of canonical coordinates for equivariant mirror. Each fixed
point σ ∈ XT can be written as an intersection of N toric divisors ∩i∈IσDi, where Iσ is a subset
of {1, 2, . . . , r+N}. We can use {wi}i∈Iσ as fiber coordinates of the family π : Y → (C∗)r. We
write for j /∈ Iσ,
wj =
r∏
a=1
q
lσaj
a
∏
i∈Iσ
w
xσji
i .
Here, the matrix lσaj is the inverse of (mja)j /∈Iσ,a=1,...,r and x
σ
ji = −
∑r
a=1mial
σ
aj . Since {pa}ra=1
is a nef basis, it follows that the matrix lσaj satisfies l
σ
aj ≥ 0 and
∑r
a=1 l
σ
aj > 0.
We need the following elementary lemma. See the Appendix for the proof.
Lemma 6.5. Let U ⊂ Cl be a neighborhood of 0 and D ⊂ U \ {0} be the complement of
an analytic subvariety in U . Let f(q1, . . . , qr, λ1, . . . , λl) be a function holomorphic in the
neighborhood of {q = 0, λ ∈ D}. Assume that f(·, λ) can be expanded in the form∑
d≥0 fd(λ)q
d
for each λ ∈ D and that fd(λ) can be analytically continued to a holomorphic function on U .
Then f can be extended to a holomorphic function around q = λ = 0.
Put χi(σ) := −wi(σ). Then we have the following relations.
T ∗σX
∼=
⊕
i∈Iσ
χi(σ), χi(σ) = λi +
∑
j /∈Iσ
λjx
σ
ji for i ∈ Iσ,(37)
χj(σ) = λj −
r∑
a=1
mjapa(σ) = 0 for j /∈ Iσ,
Lemma 6.6. (i) For each σ ∈ XT, there exists a unique branch of critical points {critσ(q)}q
of FTq such that in a coordinate system {wi}i∈Iσ ,
wi(critσ(q)) = −χi(σ) +O(q), i ∈ Iσ.
Here, O(q) has an expansion of the form
∑
|d|>0 fd(λ)q
d for fd(λ) ∈ C[λ, χi(σ)−1; i ∈ Iσ].
(ii) The critical value FTq (critq(σ)) equals the pull-back emb
∗(uσ) of the canonical coordinate
satisfying the classical limit condition (34), where emb is the map in Theorem 6.4.
(iii) The defining equations of the map emb are convergent power series.
Proof. (i) follows from a direct calculation. For (ii), first note that there exists an isomorphism
dFT :
⋃
q∈(C∗)r
Crit(FTq )
∼= Ch(MTMell)
as in non-equivariant case (Lemma 5.10). Because we have a surjection
MTMell ⊗C[~,λ,q±] C[~, λ][[q]][q−1]→ FH∗T×S1 [q−1] ∼= emb∗(QDM∗T(X))[q−1],
emb
∗(Ch(QDM∗
T
(X)))|qa 6=0 is embedded in
⋃
q Crit(F
T
q ). The characteristic variety ofQDM
∗
T
(X)
is the union
⋃
σ Graph(duσ) of graphs of the differentials of canonical coordinates. Thus, for
a branch {crit(q)} contained in emb∗(Ch(QDM∗
T
(X))), the critical value FTq (crit(q)) gives us
a pull-back of a canonical coordinate. Furthermore, by the relations (37), it follows that
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FTq (critσ(q)) satisfies the classical limit condition (34). From this we can see that the branch
{critσ(q)} actually corresponds to a branch of Ch(QDM∗T(X)) and FTq (critσ(q)) = emb∗(uσ)(q).
In the forthcoming paper [18], we will prove that QH∗
T
(X) has convergent structure constants.
Thus, the natural flat coordinates xˆ = {tˆ0, qˆ1, . . . , qˆr, tˆr+1, . . . , tˆs} of QH∗T(X) can be written
as analytic functions in uσ and λ. Because F
T
q (critσ(q)) is a multi-valued analytic function in q
and λ, emb∗(xˆi) is a (possibly multi-valued) analytic function in q and λ. It is easy to see that
it is holomorphic in the neighborhood of {q = 0, λ generic} (identically zero at q = 0). Since
emb
∗(xˆi) belongs to C[λ][[q]], (iii) follows from Lemma 6.5. 
Remark 6.7. (i) The above lemma shows that Conjecture 6.1 holds for toric varieties.
(ii) The branch {critσ(q)}q in the above lemma corresponds to a branch described in Propo-
sition 5.11 (ii) in the non-equivariant limit.
(iii) Because the map emb preserves the degree, the homogeneity for emb∗(uσ) = F
T
q (critσ(q))
can be written as c0(λ) + (
∑r
a=1 caqa∂/∂qa +
∑r+N
j=1 λj∂/∂λj)F
T
q (critσ(q)) = F
T
q (critσ(q)) for
c0(λ) = −
∑r+N
j=1 λj . This can also be shown by a direct calculation.
Let Γ(σ) be the descending Morse cycle of ℜ(FTq /~) from the critical point critσ(q). From
now, we write uσ for emb
∗(uσ) by abuse of notation. Let Iσ(q, λ, ~) := IΓ(σ)(q, λ, ~) be the
oscillatory integral over Γ(σ). By the method of stationary phase, Iσ can be expanded in an
asymptotic series Iasymσ . Put wi = eTiwi(critσ) and Ti =
√
~ti. Note that Tj =
∑
i∈Iσ
xσjiTi for
j /∈ Iσ.
Iσ(q, λ, ~) = eF Tq (critσ(q))/~
∫
Γ(σ)
exp
FTq (e
T critσ(q))− FTq (critσ(q))
~
∏
i∈Iσ
dTi
= euσ/~
∫
Γ(σ)
exp
∑r+N
i=1 (e
Ti − 1)wi(critσ(q)) + λiTi
~
∏
i∈Iσ
dTi(38)
∼ ~N/2euσ/~
∫
RN
e
∑r+N
i=1 wi(critσ)t
2
i /2 exp
(
r+N∑
i=1
∞∑
n=3
~n/2−1wi(critσ)
tni
n!
) ∏
i∈Iσ
dti
=: Iasymσ (q, λ, ~) = (2π~)N/2euσ/~
1√±Hessσ
∞∑
n=0
Iσn(q, λ)~n.
Here, Iσ0 = 1, ±Hessσ = (−1)N det(∂2FTq /∂Ti∂Tj(critσ(q)))i,j∈Iσ and we assumed wi(critσ) <
0 and ~ > 0. All half-integer powers of ~ disappear due to the antisymmetry. We can see that
the analytic function Iσn(q, λ) can be expanded in a q-series of the form
∑
d
fd(λ)q
d, where
fd(λ) ∈ C[λ, χi(σ)−1; i ∈ Iσ].
Proposition 6.8. The asymptotic series Iasymσ is a formal solution to the D-module FH∗T×S1
for each σ ∈ XT. More precisely, for any differential operator f(q, λ, ~∂, ~) ∈ ITpoly ⊂ C[~, λ][[q]]〈~∂〉,
we have f(q, λ, ~∂, ~)Iasymσ (q, λ, ~) = 0 as an ~-series.
Proof. Take f ∈ ITpoly. We put f · Iasymσ = (2π~)N/2euσ/~
∑∞
k=0 ak(q, λ)~
k. Note that ak(q, λ)
is a formal power series in q. Let fn ∈ ITpoly be a sequence converging to f ∈ ITpoly such that
gn = f − fn = O(qn). Then we have
(39) gn · Iasymσ = f · Iasymσ = (2π~)N/2euσ/~
∞∑
k=0
ak(q, λ)~k
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by Proposition 6.3. Because we have the following expansions
(±Hessσ)−1/2 = (
∏
i∈Iσ
χi(σ))
−1/2(1 +
∑
|d|>0
bd(λ)q
d), qa
∂uσ
∂qa
=
∑
d≥0
cd(λ)q
d
for some bd(λ), cd(λ) ∈ C[λ, χi(σ)−1; i ∈ Iσ], we can see from (39) that ak(q, λ) = O(qn).
Because this holds for all n, ak must be zero. 
In non-equivariant case, each coefficient of the asymptotic expansion of IΓ in ~ is still analytic
function in q but not necessarily expanded in q-series. However, f(q, ~∂, ~) · IasymΓ (q, ~) does
make sense for f ∈ O~small〈~∂〉 as an ~-series.
Corollary 6.9. Let Γ be the descending Morse cycle of ℜ(Fq) from a critical point in a branch
described in Proposition 5.11 (ii). The asymptotic expansion of the non-equivariant mirror os-
cillatory integral IΓ(q, ~) in ~ gives a formal solution to F˜H
∗
S1. More precisely, any differential
operator in Ipoly ⊂ O~small〈~∂〉 annihilates the asymptotic expansion of IΓ as an ~-series.
For v ∈ QH∗
T
(X), there exists a differential operator D[v](q, λ, ~∂, ~) ∈ C[~, λ][[q]]〈~∂〉 such
that Φemb(v) = D[v](Q,λ, P, ~)∆T. We can write v = D[v](q, λ,∇~, ~) · Φ−1emb∆T, where ∇~a =
∇~
emb∗(∂a)
. Define a formal section sσ(q, λ, ~) of emb∗ TM by the formula〈
v, (−2π~)N/2sσ
〉
T
= D[v](q, λ, ~∂, ~) · Iasymσ .
By Proposition 6.8, the right hand side depends only on v and not on a choice of D[v]. Using
〈∂/∂uσ , ∂/∂uτ 〉T = δστ△−2σ , we can also write
sσ(q, λ, ~) =
1
(−2π~)N/2
∑
τ
△τ (D[ψτ (q)]Iasymσ )△τ
∂
∂uτ
,
where ψτ (q) = ψτ (emb(q)).
Theorem 6.10. (i) The section sσ is the pull-back of an asymptotic solution in section 6.1 by
the map emb.
(ii) This satisfies the classical limit condition (36).
(iii) The R-conjecture 6.2 holds for smooth projective toric variety.
Proof. (i): For v ∈ H∗
T
(X) and s˜σ = (−2π~)N/2sσ, we have〈
v, ~qa
∂
∂qa
s˜σ
〉
T
= ~∂aD[v]Iasymσ = D[∇~emb∗(∂a)v]Iasymσ
= 〈emb∗(∂a) ∗ v, s˜σ〉T = 〈v, emb∗(∂a) ∗ s˜σ〉T .
Therefore, sσ is a solution to the differential equation (35). We calculate
D[ψτ (q)]Iasymσ = (2π~)N/2euσ/~
(D[ψτ (q)](q, λ, ∂uσ , ~ = 0)√±Hessσ +O(~)
)
.
Let V (q, λ, ~∂, ~) be a differential operator such that V (q, λ,∇~, ~) · 1 = Φ−1
emb
∆T. Then we
have ψτ (q) = D[ψτ (q)](q, λ,∇~, ~)V (q, λ,∇~, ~) · 1 = D[ψτ (q)](q, λ, ∂∗, 0)V (q, λ, ∂∗, 0)1, where
∂a∗ is the quantum product by emb∗(∂a). By using (33), we have
δστψσ(q) = ψτ (q) ∗ ψσ(q) = D[ψτ (q)](q, λ, ∂∗, 0)V (q, λ, ∂∗, 0)ψσ(q)
= D[ψτ (q)](q, λ, ∂uσ , 0)V (q, λ, ∂uσ , 0)ψσ(q).
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Therefore,
1
(−2π~)N/2△τD[ψτ (q)]I
asym
σ = e
uσ/~
(
δστ△σ
V (q, λ, ∂uσ , 0)
√
Hessσ
+O(~)
)
.
The equality △σ = V (q, λ, ∂uσ , 0)
√
Hessσ follows from the differential equation ~∂asσ = ∂a∗sσ,
and the classical limit limq→0
√
Hessσ =
√∏
i∈Iσ
(−χi(σ)) = limq→0△σ, V |q=0 = 1. Therefore,
sσ is an asymptotic solution in section 6.1.
(ii): By Lemma 6.6 and (38), we have
△τD[ψτ (q)]Iσ = △τD[ψτ (q)]
(
euσ/~
∫
RN
≥0
e−
∑
i∈Iσ
χi(σ)(xi−log xi−1)/~+O(q)
∏
i∈Iσ
d log xi
)
= euσ/~
∫
RN
≥0
(
△τD[ψτ (q)](0, λ, ∂uσ , ~)
∏
i∈Iσ
e−(xi−1)χi(σ)/~x
χi(σ)/~−1
i +O(q)
) ∏
i∈Iσ
dxi
= euσ/~
δστ√∏
i∈Iσ
−χi(σ)
∏
i∈Iσ
eχi(σ)/~
(
χi(σ)
~
)−χi(σ)/~
Γ
(
χi(σ)
~
)
+O(q)
 .
We put xi = e
Ti in the first line, used ∂a∂buσ = O(q) in the second line andD[ψτ (q)](0, λ, ∂uσ , ~) =
δτσ in the third line. Note that we are assuming χi(σ) > 0. The conclusion follows from the
asymptotic expansion of the Gamma function around infinity (Stirling’s formula).
log Γ(z) ∼
(
z − 1
2
)
log z − z + 1
2
log 2π +
∞∑
k=1
B2k
2k(2k − 1)z2k−1 , ℜ(z) > 0.
(iii): First note that if the asymptotic solution is regular at λ = 0 for one semisimple point
t0, then it is regular for any semisimple point. (We can use the value at t0 as an initial
condition for the differential equation (35).) Thus, it suffices to check that the above solution
sσ is regular at λ = 0 for a semisimple q. Let Ti(y1, . . . , yr) be the polynomial in Proposition
5.5. Because {Ti(P )∆T}si=0 forms a C[~, λ][[q]]-basis of FH∗T×S1 , we can write Φemb(∂/∂ti) =∑s
j=0Aij(q, λ, ~)Tj(P )∆
T for some Aij ∈ C[~, λ][[q]]. Let △τψτ (q) =
∑s
i=0Ψτi(q, λ)(∂/∂ti).
Because QH∗
T
(X) is convergent, Ψτi(q, λ) is an analytic function of q, λ which is regular at
λ = 0 for semisimple q. We can take D[ψτ (q)] as
△τD[ψτ (q)] =
s∑
i,j=0
Ψτi(q, λ)Aij(q, λ, ~)Tj(~∂).
Then, the matrix R is given by (−2π~)N/2euσ/~Rτσ =
∑s
i,j=0Ψτi(q, λ)Aij(q, λ, ~)Tj(~∂)Iasymσ .
Because we can write Tj(~∂)Iasymσ = (−2π~)N/2Rjσeuσ/~ for some Rjσ =
∑
n≥0R(n)jσ (q, λ)~n,
we have
Rτσ(q, λ, ~) =
s∑
i,j=0
Ψτi(q, λ)Aij(q, λ, ~)Rjσ(q, λ, ~).
On the right hand side, the regularity at λ = 0 is clear for Ψτi andRjσ. Thus, it suffices to show
that A
(n)
ij (q, λ) is a holomorphic function around q = λ = 0 where Aij =
∑
n≥0A
(n)
ij (q, λ)~
n.
Since (Aij) = (Ψτi)
−1(Rτσ)(Rjσ)−1 and R(n)τσ (q, λ) is an analytic function (because QH∗T(X) is
convergent), we can see that A
(n)
ij (q, λ) is convergent around q = λ = 0 from Lemma 6.5. 
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7. Appendix
7.1. Proof of Lemma 4.9. First we study ε1(M). We have
ε1(d,M) :=
d−1∑
i=1
(d+ 1)M
(d− i+ 1)M (i+ 1)M
≤
∫ d
0
(d+ 1)Mdx
(d− x+ 1)M (x+ 1)M = ǫ
M−1(1− ǫ)M
∫ 1−ǫ
ǫ
dy
yM (1− y)M ,
where we put y = (x + 1)/(d + 2) and ǫ = 1/(d + 2). Set y = sin2(θ/2) and ǫ = sin2(α/2).
Then we have
ε1(d,M) ≤ 4 cos2
(α
2
)
(sinα)2M−2
∫ π/2
α
dθ
(sin θ)2M−1
.
Because we can assume d ≥ 2, we have 0 < α ≤ π/3. Using the formula (see [15], 2.515)∫
dθ
(sin θ)2M−1
=
(2M − 3)!!
(2M − 2)!!
{
−
M−2∑
r=0
(2M − 4− 2r)!!
(2M − 3− 2r)!!
cos θ
(sin θ)2M−2−2r
+ log
∣∣∣∣tan θ2
∣∣∣∣
}
,
we have
ε1(d,M) ≤ 4 cos2
(α
2
) (2M − 3)!!
(2M − 2)!!
{
M−2∑
r=0
(2M − 4− 2r)!!
(2M − 3− 2r)!! cosα(sinα)
2r
− (sinα)2M−2 log
∣∣∣tan α
2
∣∣∣}
≤ 4(2M − 3)!!
(2M − 2)!!
{
1
1− sin2 α + (sinα)
2M−3 2
e
}
≤ 4
(
1− 1
2M − 2
)(
1− 1
2M − 4
)
· · ·
(
1− 1
2
)(
4 +
2
e
)
.
Therefore, we have ε1(M)→ 0 as M →∞.
Next we study ε2(B2,M). Set C = B2/B1. We have for C > 1,
d∑
i=1
(
B1
B2
)i (d+ 1)M
(d+ 1− i)M ≤
∫ d
0
(d+ 1)Mdx
Cx(d+ 1− x)M +
(d+ 1)M
Cd
≤
∫ 1− 1
d+1
0
(d+ 1)dy
C(d+1)y(1− y)M +
(
2M
e logC
)M
≤
∫ 1/2
0
(d+ 1)2M
C(d+1)y
dy +
∫ 1− 1
d+1
1/2
(d+ 1)dy
C(d+1)/2(1− y)M +
(
2M
e logC
)M
≤ 2
M
logC
+
(d+ 1)M
(M − 1)C(d+1)/2 +
(
2M
e logC
)M
≤ 2
M
logC
+
1
M − 1
(
2M
e logC
)M
+
(
2M
e logC
)M
.
Hence we have ε(B2, N)→ 0 as B2 →∞.
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7.2. Proof of Lemma 6.5. We prove the lemma by induction on l. We write λ = (λ′, λl) ∈
Cl−1×C. Set D′ = {λ′ ∈ Cl−1 | {λ′}×C∩D is non-empty}. We will show that f is holomorphic
in the neighborhood of {q = 0, λl = 0, λ′ ∈ D′}. We choose ǫ(λ′) > 0 so that {λ′} × {|λl| =
ǫ(λ′)} ⊂ D. Then there exists a positive C(λ′) > 0 such that |fd(λ′, λl)| ≤ C(λ′)|d|+1 on
|λl| = ǫ(λ′). For |ζ| < ǫ(λ′)/2, because fd(λ) is holomorphic on U ,
fd(λ
′, ζ) =
1
2πi
∫
|z|=ǫ(λ′)
fd(λ
′, z)
z − ζ dz.
From this we can see that fd(λ
′, ζ) ≤ 2C(λ′)|d|+1 for λ′ ∈ D′ and |ζ| < ǫ(λ′)/2.
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