We have performed Monte Carlo simulation of two planar XY-models using the Wang-Landau algorithm. One of these models is the standard XY-model, the other has a modified potential and exhibits a strongly first order phase transition. The first part of the work is an investigation of the growth of the energy histogram fluctuation in these continuous models. We find that these histograms saturate at values proportional to 1/ ( ln f ), for both models, irrespective of the width of the energy bin used in the simulation. Next, using the number of Monte Carlo sweeps necessary to attain the saturation value of the histograms, we have obtained the density of states and hence some observables for the two models.
Introduction
The Wang-Landau (W-L) algorithm for Monte Carlo (MC) simulation, introduced in 2001 [1] has since been applied to a wide range of problems in statistical physics [2, 3, 4, 5, 6] .
In most of these investigations the authors have applied the W-L algorithm to systems with discrete energy levels which include the Ising and the Potts model. Relatively fewer papers have so far appeared on continuous models [7, 8, 9] and in such systems one uses a discretization scheme to divide the energy range of interest into a number of bins which label the macrostates of the system.
In the W-L algorithm, one directly determines the density of states Ω(E i ) (in practice, its logarithm g(E i )) of the system i=1,2,..n. These macrostates are sampled with a probability which is inversely proportional to the current value of the density of states. If a trial move passes the probability test, g(E j ) for the new energy E j is modified as g(E j ) → g(E j ) + ln f , where the modification factor f is ≥ 1 in the begining of the simulation. In case a trial move fails, the density of states corresponding to the old value E i of the energy is modified.
A histogram record H(E i ) of all states visited is maintained throughout the simulation.
When the g(E i ) corresponding to a certain macrostate is modified by adding ln f to it, the corresponding H(E i ) is modified as H(E i ) → H(E i )+1. In the begining of the simulation the g(E i )'s for all macrostates are initialized to zero. In the original version of W-L algorithm, an iteration is considered to be complete when the histogram satisfies a "flatness" criterion.
This means that H(E i ) for all values of i , has attained 90% (or some other preset value) of the average of all H(E i ). In the following iteration f is reduced, the H(E i )'s are reset to zero, and the process is continued till ln f is as small as 10 −8 or 10 −9 . Since the history of the entire sampling process determines the density of states, the W-L algorithm is nonMarkovian in nature.
Zhou and Bhatt [10] presented a mathematical analysis of the W-L algorithm and proved its convergence. They observed that the histogram grows uniformly with small fluctuations (which determines the error in the density of states) after an initial stage of sampling is over. is necessary, for an iteration with a given modification factor f and for a given binwidth, in order to minimize the error in the resulting density of states. This guideline is necessary when the idea of the flatness check of the histogram is discarded. It is also necessary to see how the number of visits to each bin, for a given value of the modification factor f , depends on the binwidth.
For the purpose of our investigation, we have chosen a two dimensional spin system, where the spins, confined to a square lattice and free to move in a plane, interact with the nearest neighbours via a potential,
where θ is the angle between the interacting spins and p 2 is a parameter to be chosen (periodic boundary condition are used and the coupling constant is set to unity). This model, now known as the modified XY-model, was first introduced by Domany et.al in 1984 [12] . For p 2 = 1, the model is simply the conventional two-dimensional XY-model, which is known to exhibit a continuous phase trnsition mediated by the unbinding of topological defects [13] . The shape of the potential V (θ) described by eqn (1) is dependent on the parameter p 2 . For instance for p 2 = 50, V (θ) develops a sharp-well structure and the system exhibits a strong first order phase transition. Thus the two dimensional model, with the interaction described by eqn (1), for the two values of the parameter p 2 , taken to be 1 and 50, behves like two different models although the symmetry of the Hamiltonian remains unchanged. The p 2 = 50 model has very large fluctuations in energy, which is manifested in a huge peak in the specific heat. This is accompanied by very long relaxation times that makes it difficult to obtain good statistics in the simulation. In their original work, Domany et.al had to carry out the simulation of this model in the roughening representation [17] and employ long runs. This has also been a reason behind our choice of this model. We have simulated this system sucessfully using the W-L algorithm.
Fluctuations in the density of states
In this section we define a quantity ∆H k , which have been used by Lee et.al [11] as a measure of the fluctuation in the histograms, in the models they have investigated. Let f k be the modification factor for the k th iteration. One usually starts with a modification factor f = f 1 ≥ 1 and uses a sequence of decreasing f k 's (k=1,2,3,....) defined in some manner.
The important point which needs to be resolved in the W-L sampling is when should one decide to terminate an iteration? In other words what is the best criterion for convergence?
It has now been understood, following the work of Zhou and Bhatt [10] and Lee et.al [11] , that the original scheme of Wang and Landau where one terminates an iteration following a test of the flatness of the energy-histogram is perhaps not the best criterion for convergence.
It was observed that when the simulations are started with a given f k , in the k th iteration, the fluctuations in the histograms initially increases and eventually saturates as the number of Monte Carlo Sweeps goes on increasing. The error in the density of states after the n th iteration has been performed, is directly related to ∆H i for i > n, the saturation values of the fluctuations. Thus using the W-L algorithm one can not improve upon the quality of the density of states by taking MC runs beyond what is necessary to obtain the saturation values of the fluctuations in the histograms for each iteration.
In the W-L algorithm the density of states after n iterations is given by
where the index i refers to the bin number(or the energy level in a discrete model). In order to get an idea of the fluctuatios in the histogram and its growth with the number of Monte
Carlo Sweeps(MCS) we subtract the minimum of the histogram count h p k which occurs in the accumulated histogram after the p th MCS has been completed during the k th iteration,
i.e we consider the quantity
∆H p k is thus a measure of the fluctuations which occurs in the p th MCS during k th iteration and is a sort of average over all macrostates or bins. It has been shown by Lee et.al [11] that the error in the logarithm of the density of states, summed over all energy levels or bins, after the completion of n iterations is given by
where ∆H k is the saturation value of the fluctuation of the energy histogram in the k th iteration.
The aim of the present work is to determine, for the two lattice models we have defined, the dependence of the quantity ∆H p k , given by eqn(4), on p, the number of MCS for a given iteration denoted by k.
Computational details
We have investigated the two-dimensional models defined by eqn(1) for p 2 = 1 and 50. As has already been stated, the p 2 = 1 case is equivalent to the conventional two-dimensional XY-model, which is known to exhibit the Kosterlitz-Thouless phase transition and for p 2 = 50, the system exhibits a strongly first order phase transition. For each case we have worked on two system sizes, namely 8 × 8 and 16 × 16, and nearest neighbour interactions along with periodic boundary condition was always used. The starting value of the modification factor ln f 1 was taken to be 0.1 and the sequence ln f n+1 = ln f n (10) 1/4 was chosen and for the purpose of determination of fluctuations the minimum ln f used was 10 −5 . We have 
Results and discussion
In fig. 1 , we have plotted the fluctuations in the histogram ∆H In fig. 7 we have plotted the negative of the logarithm of the canonical probability P (i.e − ln P ) against the system energy. This quantity, which is free energy like, has a double well structure for a first order phase transition, with well depths being equal at the transition temperature. Our simulation agrees with this expectation and the plot is for T=1.019. The transition temperature obtained from fig. 7 agrees well with that obtained from fig. 6 for the C v 's. This difference is expected for a finite lattice size and is likely to disappear when one performs the finite size scaling with larger lattices.
Conclusion
The work reported above clearly shows that the energy histogram fluctuations saturate at a value proportional to 1/ ( ln f ) for continuous models and this happens independent of the size of the energy bin width. This finding is in agreement with the prediction of Zhou and
Bhatt [10] and the results of the numerical work on two two-dimensional Ising models by Lee et.al [11] . Our work confirms that the saturation of max ∆H k at a value proportional to 1/ (lnf ) is truly generic to the Wang-Landau algorithm.
In the application part of our numerical work, we have applied the above findings to two two-dimensional XY-models. We have in particular used the number of MCS's necessary for system energy − ln P Figure 7 : The negative logarithm of the canonical probability, − ln P is plotted against the system energy for the 16 × 16 lattice with p 2 = 50 at a temperature tuned to 1.019, where the well depths are equal. In the inset the same is plotted for the p 2 = 1 model, where the absence of a double well structure may be noted.
