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Indledning og motivation
Nysgerrighed er  grundstenen i  menneskets opfindsomhed og teknologiens udvikling.  Smede fra 
fordums  dage  revolutionerede  deres  tid  ved  at  søge  løsningen  på  et  behov  og  besidde 
nysgerrigheden til at undersøge nye muligheder i eksisterende teknikker og nye materialer. Således 
blev stenalder til bronzealder, således blev bronzealder til jernalder. Denne form for udvikling har 
fundet  sted indenfor  alle  menneskelige hverv og interessefelter,  og det er  netop i  denne ånd at 
universiteterne er opstået – ønsket om at forstå og forbedre. Eksemplet med smedekunsten tager sig 
dog anderledes ud for en nutidig gruppe universitetsstuderende. Hammeren er skiftet ud med et 
tastatur, ambolten er forvandlet til software, essen er blevet til hardware, blæsebælgen er omdannet 
til teori, og vores uraffinerede tanker er smeltet og smedet om til denne rapport. Dog er én ting 
uændret – vi besidder stadig samme nysgerrighed med hvilken vores forfædre skabte morgendagens 
samfund.
I dette projekt ønsker vi at se nærmere på hvordan computere behandler det naturlige sprog, som 
mennesker anvender i deres hverdag, og hvad man kan forestille sig bliver muligt indenfor den 
nærmeste fremtid.  Denne tekst  vidner  til  hvordan computere allerede bruges som værktøj  til  at 
behandle sprog. De fleste er klar over at en computer kan anvendes til at opsætte, redigere, rette og 
udskrive  tekst.  Men  hvor  går  grænsen?  For  selvom en  computer  kan  hjælpe  med  grammatisk 
opsætning  og  stavefejl  kan den  vel  ikke  forstå  tekstens  iboende mening?  Hvad er  mening,  og 
hvornår accepteres noget som værende forstået? To mennesker, der forstår hinandens sprog, er i 
stand  til  at  interagerer  og  effektivt  præge  hinanden  verbalt.  Kan  man  forestille  sig  at  samme 
interaktionsmuligheder kan konstrueres i en computer? De færreste mennesker synes at betragte 
computere som intelligente til trods for at computeres regnekraft til stadighed bliver ved med at 
imponere.  Intelligente  menneskeskabte  opfindelser  betragtes  som  ”kunstig  intelligens”,  men 
begrebet ”intelligens” synes at blive mere diffust, jo skarpere man stiller ind på det. Hvis intelligens 
er kompleks, og sprog er intelligent, må det betyde at sprog indeholder en kompleksitet de fleste i 
deres dagligdag tager for givet.
Terningerne er kastet. I netop dette øjeblik, hvor blikket glider over disse linjer, kommer meningen 
udelukkende til udtryk fordi der skabes genklang hos læseren. Forfatterens indre billeder beskrives 
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med  sætninger,  ord,  bogstaver  og  tegn,  og  gennem læsningens  systematiske  afkodning  dannes 
samme indre billede hos læseren. Dette er naturligvis et idealistisk billede. Et ujævnt spejl efterlader 
ens spejlbillede en anelse forvredet, og på samme måde vil en uperfekt formulering efterlade et 
forvredet indtryk hos læseren i forhold til forfatterens indre billede. I vores kultur, hvor læse- og 
skrivekundskaber betragtes som en selvfølge, glemmer de fleste hvor komplicerede de sproglige 
processer egentlig er.
Som sprogets atomer kender vi til alfabetets bogstaver. At forstå alfabetet er at kunne skelne de 
forskellige bogstaver fra hinanden, lære deres navne at kende og huske hvilke lyde de repræsenterer. 
Et menneske, som kan sit alfabet, kan ganske enkelt kende forskel på A og B. For den trænede læser 
denne kendsgerning indlysende som det at gå, og de fleste har glemt tiden hvor skelnen mellem 
bogstaver krævede mentale anstrengelser. Fra bogstaver læres ordene, som ikke er et nyt sprog, men 
snarere det gamle set i et nyt perspektiv. Langsomt genkendes ordene som enheder og man forstår 
meningen og betydningen som knytter sig til dem hver især. Fra asken til ilden får ordene pludseligt 
nyt liv i det øjeblik de sættes i relation til  hinanden og danner sætninger. Grammatikken støtter 
sproget  ved  at  indikere  hvordan ordene  forholder  sig  til  hinanden,  og  dermed  præcisere  deres 
mening.  Hvis  ord  er  sprogets  grundfarver  er  sætninger  uden  tvivl  de  millioner  af 
farvekombinationer som danner den semantiske regnbue. I takt med at brugeren bliver mere og 
mere fortrolig med sproget læres maleriske teknikker, som giver sproget yderligere dybde. Som 
stereogrammer  giver  sammenligninger,  billedsprog  og  metaforer  læseren  mulighed  for  at  se 
igennem det konkrete sprog og se forfatterens intention og indre billeder. I den forbindelse er det 
næppe tilfældigt at udtrykket ”at læse mellem linjerne” er opstået – mening er mere abstrakt end 
konkret  formulering.  Gennem  adskillige  tusinde  sætninger  er  forfattere  således  i  stand  til  at 
udtrykke deres indre liv med blot et alfabet og en håndfuld tegn. Bøger og deres poesi stimulerer 
uden tvivl samme skønhed som mennesker finder i billeder og malerier.
Som med alle andre værktøjer er visse mennesker bedre til at anvende sprog end andre. I nysgerrige 
øjeblikke spørger vi os selv hvad der skal til for at dårligt bliver godt og godt bliver bedre. Hvordan 
kan  vores  computere  forbedres  til  at  håndtere  menneskers  sprog  med  menneskelige  metoder? 
Kræver  det  at  de  bliver  intelligente?  Hvad er  intelligens?  Hvad  er  mening?  Hvilke  styrker  og 
svagheder rummer det skrevne sprog? Hvorledes behandler en computer sprog i dag? Hvordan ser 
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fremtidsudsigterne ud? Svarene til denne myriade af spørgsmål er netop hvad vi ønsker at belyse 
med dette projekt.
Problemfelt og problemformulering
I dette afsnit forklares nærmere om hvilke relevante problemstillinger vi ser på dette felt. Projektets 
problemfelt kan betragtes som gnidningsfeltet med det naturlige og det kunstige, altså mennesket 
sat overfor sin egen opfindelse. På den ene side er mennesket, hvis hjerne, med firkantede briller, 
kan betragtes som en biologisk supercomputer, der fundamentalt fungerer som en computers CPU. 
Dette er en vovet påstand. Selv om man kan argumentere for at der findes ligheder mellem hjernens 
neuroner og CPU’ens transistorer, må man sande at hjernens neuronnetværk opererer på et niveau 
som langtfra er forstået til fulde. Det er derfor endnu ikke muligt at lave en præcis sammenligning 
mellem hjernen og computeren, men dog kan man betragte visse tendenser i hjernen som muligvis 
giver anledning til nye spørgsmål og svar.
På  den  anden  side  er  computeren,  menneskets  opfindelse,  som  i  konkrete  tilfælde  overgår 
mennesket i rå regnekraft. Computerens behandling af menneskets naturlige sprog er en undergren 
af  kunstig  intelligens  som  kaldes  Natural  Language  Processing  eller  NLP.  De  fleste 
computerbrugere har stiftet bekendtskab med NLP uden at være klar over det. Når en et program 
kommer med alternativer til fejltastede ord eller grammatisk forkerte sætninger, er det i kraft af et 
underliggende NLP-system. Ligeledes har man siden 1960’erne udviklet programmer, de såkaldte 
”chatting robots” eller ”chatterbots”, der kan generere svar ved at analysere teksten i de stillede 
spørgsmål. Dette felt udgør en underkategori af NLP som kaldes ”Natural Language Generation” 
eller NLG.
En computer er altså i stand til at analysere det naturlige sprog til en hvis grad, men spørgsmålet er 
hvordan systemet fungerer og hvilke begrænsninger det rummer.  Hvis man sammenligner disse 
programmer med den menneskelige indgangsvinkel vil  det være muligt  at  danne en kvalificeret 
diskussion om hvilke problemstillinger NLP vil møde i sin fremtidige udarbejdelse i menneskets 
billede. Hertil kommer ikke mindst det semantiske perspektiv, hvor spørgsmålene om mening og 
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intelligens  tages  i  betragtning.  Vores  problemformulering  udarter  sig  derfor  i  dette  følgende, 
grundlæggende spørgsmål:
”Hvordan behandler computere det naturlige, skrevne sprog, og 
hvad er fremtidsudsigterne indenfor feltet?”
Det skal dog understreges at vi sigter mod at danne os et bredt overblik over feltet, frem for at gå i 
dybden med de tekniske detaljer. Vi er klart over at NLP omhandler et bredt område, hvorfor vi har 
besluttet os for denne vinkling.
Metode og afgrænsning
Der er mange måder hvorpå et projekt kan gribes an. For at opnå den bedste argumentation er det 
derfor vigtigt at opstille klare retningslinjer for valg af strategi og metoder. Formålet med dette 
afsnit er derfor at beskrive hvilke metoder og afgrænsninger der danner rammen for projektet.
Fremtidige ønsker
Først og fremmest må man tage stilling til hvilket perspektiv man vil anvende, hvis man ønsker at 
give et kvalificeret bud på fremtiden. At beskrive fremtiden uden et perspektiv er som at sejle et 
skib uden kurs. Vi har derfor valgt at give et bud på fremtidens muligheder ved at sætte nutiden og 
en ønskelig fremtid op overfor hinanden. Den ønskelige fremtid vil vi definere ved at skabe en 
række fiktive situationer der  rummer vores ønsketænkning for mulighederne i  fremtidens NLP-
systemer.  Disse små historier,  som vi kalder  ”fremtidsblik”,  vil  overfor den øvrige teori  danne 
grundlaget for vores diskussion.
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Intelligens, mening og sprogets evolution
Det er omsonst at diskutere kunstig intelligens uden samtidig at betragte den naturlige intelligens. 
Derfor søger vi at belyse hvordan man kan forstå begreber som mening og intelligens. Samtidig er 
det  relevant  at  forstå  hvordan  sproget  har  udviklet  sig,  og  hvordan  den  menneskelige  hjerne 
håndterer det. Der sigtes ikke efter en omfattende analyse af det menneskelige forståelsesapparat, 
men snarere et overblik der kan bidrage til diskussionens dybde.
NL… hvad for noget?
Sidst, men uden tvivl mest essentielt, ønsker vi at forklare dele af historien bag udviklingen af NLP, 
samt hvordan teknologien fungerer i dag. Begge dele er vigtige for at kunne give et tilstrækkeligt 
nuanceret billede af hvad man kan vente sig i fremtiden. Ligeledes vil vi også forsøge at belyse 
nogle af de problemstillinger som opstår ved at lade en computer behandle det naturlige sprog. Det 
tilsigtede mål er at danne et overblik, frem for at gå i dybden med de tekniske deltaljer.
Diskussion
Som der hentydes til i de foregående afsnit er det målet af diskussionen skal baseres på teori sat 
overfor fremtidsblik. Bestræbelsen er at ønsketænkning og fakta sammen skal danne grundlaget for 
en realistisk fremtidsforestilling om hvad der vi kan vente os af NLP-området. På traditionel vis 
ridses diskussionen op i en konklusion, som vil besvare vores problemformulering.
Der må være grænser!
I løbet af denne rapport vil man sikkert bemærke hvorledes vi undgår talesprog og kropssprog og 
fokuserer  på  skriftsproget.  Vores  oprindelige  udgangspunkt  var  interessen  for  computerens 
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behandling  af  tekst,  og  til  trods  for  at  NLP også  inkluderer  aspekter  som talegenkendelse  og 
ansigtsudtryk,  vælger  vi  udelukkende at  fokusere på skriftsproget.  Man kan argumentere  for at 
skriftsprogets begrænsning ligger i de mange niveauer, som ikke umiddelbart lader sig nedfælde fra 
talesproget, men på den anden side synes det skrevne sprog at have sin egen kultur. På grund af 
kompleksitetsmæssige årsager har vi derfor valgt at udelade talesprogets aspekter såsom intonering, 
rytme og melodi, hvilket nærmest kan klassificeres som et helt sprog for sig.
Et  andet  aspekt  er  at  præcisere  hvad der  menes  med skriftsprog.  Som hyppige  brugere  af  det 
latinske alfabet kan man til tider glemme at skriftsprog ikke bare er skriftsprog. Kinesisk skrift, 
kileskrift og hieroglyffer er alle skrevne sprog, men de er baseret på piktogrammer og ideogrammer 
og lader sig derfor ikke umiddelbart oversætte direkte til sprog der anvender det latinske alfabet. 
Selvom disse skriftformer inkluderes i vores beretning om sprogets udvikling, fastholder vi dog 
vores fokus på det latinske alfabet i forbindelse med NLP.
Alt i  alt udgør disse retningslinjer det videre forløb i denne rapport.  I det følgende afsnit,  hvor 
fremtidsblikkene præsenteres, giver vi vores bud på hvad vi ønsker os af fremtidens NLP.
Fremtidsblik
I dette afsnit præsenteres vores fremtidsblik som, i form af fire små situationer, viser hvordan vi 
ønsker os fremtidens NLP-systemer kan hjælpe deres brugere. Som beskrevet i de foregående afsnit 
vil  disse  situationer  overfor  vores  teori  dannet  grundlaget  for  diskussionen.  De  forskellige 
situationer  tager  udgangspunkt  i  forskellige  aspekter  af  NLP,  som vil  blive  nærmere  forklaret 
nærmere i kapitel 5.
Fremtidsblik nr. 1: Simplificering.
Anna er lige begyndt som studerende på Roskilde Universitet. Til en introducerende forelæsning i 
historie bliver hun bedt om at læse en digital tekst på 30 normalsider, der beskriver 2. verdenskrig, 
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og opsummere de centrale  begivenheder.  Teksten er  lang  og kompliceret,  så  Anna vælger  i  sit 
tekstbehandlingsprogram  at  markere  teksten  og  bede  computeren  om  at  udarbejde  et  referat. 
Computeren omformer de 30 sider til 10 letlæselige sætninger. Anna har ikke ingen problemer med 
at  forstå  referatet,  men  ønsker  at  det  er  mere  uddybende.  Derfor  vender  hun  tilbage  til 
originalteksten og indstiller programmet til at lave et nyt referat, denne gang på 30 sætninger. I det 
nye referat får Anna et indtryk af de generelle begivenheder ved 2. verdenskrig, og kan nu læse den 
originale tekst med et bedre fagligt fokus end før.
Fremtidsblik nr. 2: Oversættelse.
Brian er ved at skrive projekt om det franske hospitalsvæsen. På internettet finder han en rapport, 
som kun findes  på fransk.  Brian kan  ikke selv forstå  fransk,  men han indlæser  rapporten  i  sit 
tekstbehandlingsprogram og beder computeren om at oversætte rapporten. Det færdige resultat er en 
oversat rapport, hvor der er taget hensyn til navne og talemåder. I løbet af få øjeblikke er Brian i 
stand til at læse en rapport der før ville have været en omfattende affære.
Fremtidsblik nr. 3: Omformulering.
Camilla skal skrive et essay om en kendt person fra det 18. århundrede. Hun har gennem biblioteket 
lånt  en  digitalisering  af  nogle  originale,  udvalgte  breve  og  artikler,  som  beskriver  personens 
personlighed.  Teksterne  er  formuleret  på  et  svært  forståeligt,  gammeldags  sprog,  så  Camilla 
markerer teksten i sit tekstbehandlingsprogram og beder computeren om at omformulere teksten til 
moderne dansk. Resultatet er en letlæselig tekst, hvor gamle ord og vendinger er blevet oversat og 
omformuleret. Camilla får lyst til at vise teksten til hendes søster, Cecilie, der er otte år gammel. 
Hun markerer derfor teksten igen og beder computeren om at omforme tekstens indhold til et sprog 
som en otteårig kan forstå. I løbet af ganske kort tid er et barn på otte år i stand til at forstå et 250 år 
gammelt dokument.
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Fremtidsblik nr. 4: Interaktion.
Dennis er gået i stå i sit projekt og ved ikke hvordan han skal komme videre. Det er sent, han er 
alene hjemme og har derfor ikke mulighed for at tale med sin gruppe, sin vejleder eller sine venner 
om det. Han åbner derfor for sit chatterbot og beder om hjælp. Efter at computeren har bearbejdet 
teksten  kommer  den  med  adskillige  forslag  til  forbedring  af  argumenter  og  problemstillinger. 
Dennis kan ikke lide måden computeren præsenterer forslagene på, så han indstiller chatbotten til at 
virke motiverende. Forslagene bliver derfor omformuleret, og Dennis skriver at der er problemer i 
hans gruppearbejde. Chatbotten spørger ind til forskellige problemer med gruppen, og beder om at 
få uddybet konflikterne. I løbet af samtalen har computeren ikke blot hjulpet Dennis med indholdet 
af hans opgave, men også givet ham nogle forslag til hvordan konflikterne i hans gruppe kan løses.
Således er temaerne simplificering, oversættelse, omformulering og interaktion præsenteret. Senere 
i rapporten vil vi vende tilbage til fremtidsblikkene, men først når vi kan sætte det i perspektiv med 
teorien. I det følgende afsnit beskrives sprogets evolution og hvorledes skriftsproget formodes at 
have udviklet sig.
Den uintelligent intelligens
Dette afsnit forsøger at diskutere og redegøre for betydningen af intelligens og mening. Dette gøres 
med det  naturlige  sprog som omdrejningspunkt.  Hvad er  et  naturligt  sprog?  Et  naturligt  sprog 
forstås  som  et  sprog,  der  anvendes  i  daglig  tale  og  skrift,  modsat  eksempelvis 
programmeringssprog, som bygger på en præcis syntaks, eller tegnsprog, som bygger på visuelle 
tegn og fagter. Som tidligere beskrevet er NLP en undergren af begrebet kunstig intelligens. For at 
forstå drivkraften bag den kunstige intelligens er man nødt til at forstå hvad intelligens som begreb i 
bund  i  grund  omhandler.  Hvad  betyder  ordet  intelligent,  og  hvornår  noget  kan  betegnes  som 
værende  “intelligent”?  Gyldendals  Åbne  Encyklopædi,  Den  Store  Danske,  skriver  således  om 
intelligens:
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“Intelligens,  (af  lat.  intelligentia  'indsigt';  evnen  til  at  opfatte,  begribe,  forstå),  udtryk  om  
potentialet for eller kompetencen til fx problemløsning, tænkning og det at tilegne sig ny viden. I  
dagligsproget  bruges  en  lang  række  ord  mere  eller  mindre  synonymt  med  intelligens:  anlæg,  
begavelse, evner, fornuft, forstand, talent, visdom.”
Ved denne definition kan intelligens altså opfattes som “evnen til at forstå”, og således bevæger vi 
os  fra  et  spørgsmål  om intelligens  til  et  spørgsmål  om forståelse.  På  samme  måde  som med 
intelligens  kan  man  jo  spørge  hvad  forståelse  egentlig  er  og  hvornår  noget  kan  betegnes  som 
værende “forstået”. Vi har sikkert alle prøvet at få skæld ud for at have gjort noget forkert, blevet 
påkrævet at ændre adfærd og til sidst blive konfronteret med det indtrængende spørgsmål: “Har du 
forstået hvad jeg siger!?”. I vores dagligdag tales der ofte om graden af forståelse, “Jeg forstår 
ingenting!”, “Jeg forstår det ikke helt.”, “Jeg tror jeg forstår det meste.”, men der tales sjældent om 
hvad forståelse egentlig er. Umiddelbart virker det som om at det “at dele forståelse” betyder at man 
besidder samme system i måden at behandle indtryk på. Men er det et holdbart argument? Kan vi 
være sikre på at vores medmennesker udfører handlinger udfra samme tankemønstre som os selv? 
Kan vi være sikre på at vi forstår noget som helst når det kommer til stykket? H.M. Noble skriver i 
sin  bog,  “Natural  Language Processing”:  “We have no direct  evidence that  the minds  of  other  
people function as our own do, but alternative explanations for the behaviour of other people seem 
very far fetched indeed.” Altså regner vi som udgangspunkt med at menneskehjerner fungerer ens, 
da andre forklaringer bliver for absurde.
Hvad  er  kravet  så  for  at  noget  kan  kaldes  “intelligent”?  Er  det  at  kunne  danne  en  form for 
forståelse?  Er  det  at  kunne  danne  en  form  for  forståelse,  der  i  nogen  grad  minder  om  den 
menneskeliges hjernes arbejdssystem? Eller er det at kunne danne en form for forståelse, der er 
identisk  med  den  menneskelige  hjernes  arbejdsform?  Fastsættelsen  af  dette  kriterium  er 
altafgørende for hvorvidt det er lykkedes mennesker at skabe kunstig intelligens. Et af de store 
problemer, i denne sammenhæng, er at det endnu ikke er lykkedes at forklare præcist hvordan den 
menneskelige hjerne arbejder. Hvis denne viden ikke er præcis, hvordan kan man så vide i hvilket 
omfang et konstrueret system har ligheder med menneskehjernen? For at give et simpelt svar på 
disse spørgsmål kan man formulere det således: Hvis succeskriteriet er at skabe et computersystem, 
som kan omforme informationer til et resultat mennesker kan tolke på, er det i høj grad lykkedes at 
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skabe kunstig intelligens. Hvis succeskriteriet er at skabe et computersystem, som kan behandle 
informationer  på  lig  fod  med,  og  på  samme måde  som,  den  menneskelige  hjerne,  er  det  ikke 
lykkedes skabe kunstig intelligens, og det er usandsynligt at det vil ske foreløbigt. I forbindelse med 
NLP formulerer Noble sig således:  “Some progress has been made.  One can purchase a natural  
language front-end to a database system, or conduct a helpful conversation with a computerised  
‘medical  consultant’.  Computer  systems  can  scan  press  reports  and  produce  standardised  
summaries, and crude systems are avaible which translates from one natural language to another.  
Full  natural  language  processing  which  is  comparable  to  human  performance  has  not  been  
attained, however, and is unlikely to be attained in the near future.” Selvom denne påstand blev 
udgivet i 1988, er det højest sandsynligt at samme problemstilling gør sig gældende i dag, 21 år 
efter. Siden slutningen af 1980‘erne har vi naturligvis oplevet omfattende teknologiske fremskridt, 
især på det informationsteknologiske område, men trods denne udvikling er hjernens komplekse 
processer stadig et uafklaret mysterium.
Et  andet  aspekt  man  må  tage  i  betragtning  er  at  menneskelighed  ikke  er  ensbetydende  med 
intelligens. Alle mennesker har sikkert utallige oplevelser med intelligente mennesker der opfører 
sig uintelligent. På samme måde som et glas ikke altid er fyldt, udfylder mennesker ikke altid deres 
intellektuelle  potentiale.  På  den  måde  kan  en  ”kunstigt  intelligent”  virke  inhuman  ved  enten 
udtrykke for meget computermæssig dumhed eller for lidt menneskelig dumhed! Dette vil blive 
nærmere diskuteret i rapportens diskussion, men for dette afsnit kan man konkludere at intelligens 
kan defineres som den optimale måde hvorpå den menneskelige hjerne bearbejder informationer.
Sprogets evolution
I dette afsnit ses der nærmere på det naturlige sprogs udvikling samt skriftsprogets oprindelse. Når 
man  taler  om Natural  Language  Processing  er  det  indforstået  at  der  henledes  til  computerens 
behandling af det naturlige sprog, frem for menneskets behandling af det naturlige sprog. I debatten 
om kunstig intelligens er det dog også vigtigt at forstå hvordan mennesker behandler det naturlige 
sprog. Dette er gør sig især gældende hvis lighedsgraden mellem computerens udregningsmønstre 
og  menneskets  udregningsmønstre  er  et  succeskriterium  for  hvorvidt  der  er  tale  om  kunstig 
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intelligens. Men hvorfor kaste sig ud i et område så omfattende som evolution? I erfaringer med 
processer,  lige  fra  læreprocesser  til  designprocesser,  stiller  de  færreste  spørgsmålstegn  ved  at 
metoden, altså måden hvorpå processen forløber, sætter et stort aftryk på det færdige resultat. På 
samme måde kan man se vores nutidige sprog som et resultat af en proces, en evolution, som har 
forløbet  gennem adskillige  årtusinder.  Ved at  undersøge denne evolution  kan vi  få  et  indblik  i 
hvordan og hvorfor vi behandler vores sprog som vi gør. Men hvad ved vi egentlig når det kommer 
til  stykket?  Historien  om menneskets  oprindelse  er  til  stadighed  en  hidsig  debat,  og  begrebet 
evolution synes at være omringet af et minefelt af meninger. Derfor er det vigtigt at understrege at 
dette afsnit ikke forsøger at redegøre for en vedtaget sandhed, men snarere præsenterer et par af de 
teorier der omhandler sprogets evolution.
Lus bliver til lyde
Vi begynder med det sædvanlige paradoks om hønen og ægget. Begyndte de tidlige mennesker at 
tale fordi der opstod et behov for det, eller opstod behovet fordi de udviklede talentet for det? Der 
findes intet absolut svar på dette spørgsmål. Hvis man anvender eksemplet med hønen og ægget kan 
man spørge sig selv om hønens genetiske forfader overhovedet kan kaldes en ”høne” i den forstand 
vi kender den i dag? På samme måde synes begrebet ”sprog” at rinde ud i sandet. Nogle mener at 
sprog er en menneskelig opfindelse, og andre mener at fuglekvidder, grynt, brøl og hyleri er sprog i 
sig selv. Peter Gärdenfors skriver i sin bog, ”How Homo Became Sapiens”: ”Vi anvender sprog til  
at informere hinanden om hvordan verden ser ud. Men nyere teorier viser at det ikke er klart at  
dette var sprogets oprindelige funktion.” Én af de teorier Gärdenfors refererer til er Gossip-teorien, 
som er formuleret af psykologen Robin Dunbar. Denne teori beskriver at sproget opstod snarere af 
sociale årsager frem for kommunikative. Hvis man betragter vores nærmeste genetiske slægtning, 
chimpansen, ser man at de er territoriale, sociale flokpattedyr, der sjælden overstiger 50 individer. 
Deres primære måde at skabe sociale alliancer og venskaber sker gennem kæmning. I følge Dunbar 
skete den store forandring da de tidlige menneskeaber forsøgte sig ud i åbne terræner, som f.eks. 
den afrikanske savanne. I et sådan terræn var de små grupper mere udsatte overfor rovdyr, hvilket 
krævede  en  løsning  i  form af  større  grupper.  Således  forestiller  man  sig  at  flokkene  ændrede 
størrelse fra 50 individer til 150-200. De større grupper stod stærkere overfor det hårde miljø, men 
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krævede også en mere effektiv social  kommunikation,  da en gruppe kun hænger sammen i  det 
omfang gruppens medlemmer interagerer i en social samhørighed. At kæmme som chimpanser var 
effektivt, men også tidskrævende. En flok på 50 individer bruger omkring 20% af deres vågne tid på 
kæmning, men Dunbar antager at samme resultat i en flok på 150 individer vil kræve 40 %. Det 
blev derfor nødvendigt at udvikle nye former for social kontakt, hvilket ifølge Gossip-teorien er 
grundlaget for udviklingen af sprog. Man kan naturligvis argumentere for at mange andre slags dyr 
lever i store flokke uden anvendelse af et sprog baseret på ord. Forklaringen er sandsynligvis at 
menneskeaben, i takt med sin udviklende intelligens, fik større og større behov for at udtrykke sit 
indre liv til omverdenen.
Det spæde sprog
Et ordsprog siger at Rom ikke blev bygget på én dag, og det samme gør sig gældende for sproget 
selv. Men kan forestille sig hvordan den videre udvikling menneskeabernes indre liv har banet vej 
for sprogets udvikling. Lyde er blevet til ord, ord er blevet til sætninger af to til tre ord, og disse 
sætninger  er  med  tiden  steget  i  deres  kompleksitet  til  det  niveau  vi  kender  i  dag.  Gärdenfors 
henviser  til  en lingvist,  ved navn Derek  Bickerton,  der  beskriver  hvorledes  der  oprindeligt  har 
eksisteret et ”protosprog” uden grammatiske regler. Ganske interessant bærer dette sprog præg af at 
have samme struktur og niveau som det sprog børn på 18 til 24 måneder anvender. Man kan således 
argumentere  for  at  hele  evolutionen  kommer  til  udtryk  i  det  enkelte  barns  sprogindlæring,  på 
samme  måde  som  immunforsvaret  gennemgår  forskellige  sygdomsindlæringsfaser.  En  anden 
lingvist, Noam Chomsky, teoretiserer sprogets kompleksitet overgår hvad småbørn kan lære uden 
en medfødt  grundlæggende grammatisk forståelse.  Denne teori  er  blevet  modtaget  kritisk.  Som 
Gärdenfors  skriver:  ”Bare  fordi  vi  kan  forklare  mange  aspekter  af  menneskelige  lingvistiske  
kompetencer ved at anvende bestemte regler, er det ikke ensbetydende med at disse regler faktisk  
eksisterer i hovedet på sprogbrugere. Her er en sammenligning: Et svingende pendul bevæger sig  
efter Galileos lov, men det betyder ikke at loven i nogen forstand er gemt i pendulet.” Der er snarere 
evidens for at hjernen i sine tidlige, skrøbelige faser har den tilstrækkelige åbenhed til at kunne lære 
et sprog fuldt ud. De fleste ved hvor at sværhedsgraden, for at lære at tale et nyt sprog uden accent, 
14
Dynamisk Tekst Mich Hart, Christian Henriksen og Jonas Mark Petersen
humanistisk-teknologiske basisstudium
December 2009
3. Semester
stiger i takt med man ældes. Det er højest sandsynligt at det samme mønster gør sig gældende med 
andre læringsformer.
Hvor sidder sproget?
Hvis man anskuer hjernen som en komplekst computer fristes man til  at  spørge hvor i  hjernen 
sproget  sidder.  Fra  en  evolutionsmæssig  synsvinkel  er  hjernen,  som alt  andet,  blevet  udviklet 
gradvist  efter  hvad  der  har  været  bedst  tilpasset,  og  der  har  derfor  aldrig  været  tale  om  en 
mesterplan  eller  et  ”færdigt  produkt”.  Hjernen  er  ældre  end  sproget,  så  man  må  antage  at 
organiseringen af sproget er foregået ad hoc. Ligeledes kan det være særdeles svært at generalisere 
hvordan hjernen fungerer, da hjernen i de tidlige stadier er meget plastisk og fleksibelt anlagt.
I området bag vores tindinger, som kaldes frontallapperne, findes et mindre område som kaldes 
Wernickes center. Dette center styrer analysen af talegenkendelse og det at kunne adskille lyde fra 
hinanden.  Et  andet  vigtigt  center  er  Brocas  center,  som  er  lokaliseret  i  den  bagerste  del  af 
frontallapperne. Dette center styrer produktionen af tale og dermed også sammensætningen af ord. I 
forbindelse med hjernens plasticitet beskrives det tilmed hvorledes Wernickes og Brocas center, til 
trods  for  at  de  oftest  sidder  i  venstre  hjernehalvdel,  kan  forekomme  at  udvikles  i  højre 
hjernehalvdel, som det ses i sjældne tilfælde af venstrehåndede folk. Det er vigtigt at forstå at disse 
centre er tæt knyttet til andre funktioner, så man kan ikke beskrive dem som ”absolutte” talecentre. 
Gärdenfors  skriver:  ”Der  er  en  stærk  forbindelse  mellem  evnen  til  at  udføre  komplicerede 
bevægelsesmønstre, mest af alt håndbevægelser, og anlægget for sprog. Forbindelsen gælder ikke  
kun  sprog  –  døve  mennesker  mister  også  evnen  til  tegnsprog  ved  skader  i  den  venstre 
hjernehalvdel.”
Selvom det allerede nu virker en smule diffust må man tilmed sande at det er én ting at genkende og 
producere sprog, og en helt anden at forstå dens semantik. Til dette anvendes mange forskellige 
centre i hjernen, hvilket varierer fra person til person og kultur til kultur. Man kan altså sige at 
menneskers  sprogforståelse  minder  om vores  ansigter,  ved  at  variere  trods  en  grundlæggende 
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veldefineret fællesnævner. Ud fra et kulturelt perspektiv kan vores forståelsesmønstre variere i et 
endnu større omfang, og således begynder man at forstå epistemologiens mønstre.
Tegnenes tid
Dateringer af forskellige arkæologiske fund, som eksempelvis Lascaux-grotten i Frankrig, tyder på 
at mennesket har tegnet før det har skrevet. De fleste hulemalerier viser myter, jagt og ritualer, og 
fælles for dem er at de alle ønsker at fortælle en historie. Her er ikke tale om et direkte skriftsprog, 
men det leder hen til  det første kendte skriftsprog; kileskriften. Dette skriftsprog blev anvendt i 
forbindelse med handel, og i sin tidligste form blev ting tegnet snarere end skrevet. Med tiden blev 
disse tegninger simplificeret til symboler, der bar karakteristika af deres oprindelige tegning. Senere 
i  historien  opstod  det  fonetiske  alfabet,  som til  forskel  fra  de  øvrige  skriftteknikker  bestod  af 
lydbaseret kode.
Der hersker næppe tvivl om at både talesprog og skriftsprog er en essentiel del af den menneskelige 
kommunikation.  De to sprogformer rummer forskellige fordele  og ulemper.  Skriftsprogets store 
fordel ligger i muligheden for konservering af information,  hvilket kun begrænses af det  valgte 
medium. Bøger kan transporteres over store afstande og snildt  overgå deres forfattere i levetid. 
Skriftsprogets begrænsning ligger i de mange niveauer fra talesproget, som ikke umiddelbart lader 
sig nedfælge. I talesproget præges meningsudvekslingen yderligere af intonering, rytme og melodi, 
hvilke bidrager til noget der kan kaldes et helt sprog for sig. I talesprogets musik får man ikke blot 
et indtryk af hvad der tales om, men også hvilket forhold taleren har til emnet. Samme mønster kan 
anvendes i skriftsprog, men i kraft af de manglende niveauer kræves der som regel mange flere 
sætninger. Talesprogets intensitetspotentiale overgår ganske enkelt skriftsproget, men dog rummer 
skriftsprog, i kraft af sin konservering, mulighed for at blive forfinet og præciseret.
Skriften på væggen
Hvordan er sproget konstrueret? Hvordan kan skriftsprogets tegn inddeles? Ifølge Gyldendals åbne 
encyklopædi,  Den  Store  Danske,  kan  skriftsproget  inddeles  i  tre  former  for  tegn,  hvilke  er 
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piktogrammer, ideogrammer og logogrammer. Et piktogram er et symbol, der indikerer sin mening 
gennem et billede. Eksempelvis vil et billede af en kvinde på en dør signalere at det bagvedliggende 
lokale er forbeholdt kvinder, hvilket oftest forbindes med offentlige toiletter.  Et piktogram er et 
symbol, der indikerer sin mening gennem en figur. En cirkel, hvis diameter er optegnet med en 45 
grader skrålagt streg, signalerer at ethvert objekt det er lagt nedenunder er forbudt. Dette symbol 
kendes f.eks fra områder, hvor rygning ikke er tilladt. Et logogram er et symbol, der indikerer sin 
mening gennem en tegn. De fleste ved at tegnet ? sættes i forbindelse med et spørgsmål, og at € er 
tegnet for den europæiske møntfod, Euro. Piktogrammer, ideogrammer og logogrammer udgør et 
begreb som kaldes ideografi, hvilket igen kun udgør en halvdel af skriftsproget. Den anden halvdel 
er  den fonetisk skrift,  der er  opbygget  omkring bogstaver,  som hver især repræsenterer en lyd. 
Poetisk  set  kan  man  sige  at  bogstavernes  lyde  sammen  danner  forbund  i  meningsbærende 
konstruktioner vi kalder ”ord”.
Dette  giver  et  billede  af  hvordan  sprog  kan  have  udviklet  sig,  kompleksiteten  bag  hjernens 
behandling  af  sproget  samt  den  grundlæggende  opdeling  af  skriftsprogets  tegn.  Hvordan 
skriftsproget kommer til udtryk gennem behandling af NLP, og de problemer der kan opstå, vil de 
følgende afsnit belyse.
Tidlig Natural Language Processing
I det her afsnit vil vi se på hvordan de tidligste overvejelser og udviklinger inden for digital 
behandling af tekst. Vi vil kort præsentere de mest benyttede begreber og senere forklare dem mere 
detaljeret. Det er også i dette afsnit af vi præsenterer et af de mere komiske, omend yderst relevante, 
indslag på området; nemlig chatterbotten. 
Menneskets sprog har været under udvikling i tusindvis af år. I dag har vi et sted mellem 6000 og 
7000 forskellige sprog, uden at medregne forskellige dialektiske variationer. De største sprog har en 
lang række veldefinerede, men ikke altid lige logiske, retningslinjer og regler for stavemåder samt 
grammatik. Disse uregelmæssigheder har skabt en del problemer i forhold til at programmere 
computeren, til både at kunne behandle og generere naturligt sprog. Når man snakker om begrebet 
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”naturligt sprog”, mener man det sprog, der delvist opstår af medfødte anlæg samt det menneskelige 
intellekts udvikling. At overføre sprogets kompleksitet og organiske ophav til computere, har tidligt 
i computerens levealder vist sig at være et overordentligt svært job. Denne disciplin har, som 
tidligere nævnt fået betegnelsen NLP og dækker over alle områder hvor computeren behandler 
naturligt sprog. En undergenre til NLP er NLG, som står for Natural Language Generation og 
indbefatter de situationer hvor computere selv skal lave og udskrive naturligt sprog.
De tidligste varianter af NLP var indenfor en anden undergrene, nemlig Machine Translation (MT) 
tilbage i midten af 1940'erne (John Hutchins, 1995). Teknologien opstod som en afart af de 
kryptologiske teknikker, der blev udviklet under anden verdenskrig til at knække fjendernes koder. 
De første deciderede beskrivelser af metoder inden for MT, blev formuleret af den amerikanske 
forsker og matematiker, Warren Weaver og den britiske krystallograf Andrew D. Booth. I de senere 
år var det som oftest ingeniører, der blev sat til at styre udviklingen. Deres egenskaber inden for de 
væsentligt mere veldefinerede programmeringssprog viste sig ikke at være meget værd, sat overfor 
kompleksiteten fra naturlige sprog (Sergei Nirenburg, 1987). Det viste sig, at de oversatte 
sætninger, som blev kørt igennem en computer kom ud som det rene volapyk i den anden ende. 
Løsningen var at hente sprogforskere ind, for at hjælpe med at skabe det manglende bindeled 
mellem programmeringssprogene og det naturlige sprog. Den dag i dag er det ofte hold bestående af 
ingeniører, programmører og lingvister der med hver deres kompetencer arbejder på at udvikle 
computerens evne til at forstå, bearbejde og generere naturligt sprog.  
Selve idéen om kunstig intelligens (AI, artificial intelligence) går helt tilbage til det gamle 
Grækenland, men især i starten af 1900 tallet, med introduktionen af science fiction, både i form af 
bøger og film, kom der bred interesse og fokus på emnet. Film som Metropolis (1927) og til dels 
Frankenstein (1931) skabte en bred interesse for hvad teknologierne kunne medføre af ændringer i 
samfundet. Mens disse film utvivlsomt har været medvirkende til at inspirere til udvikling af 
teknologier, så er de i sig selv ”bare” kreativt tankespind på et område, som var meget uberørt på 
det tidspunkt.
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Chatterbottens opståen
Mellem 1964 og 66 skrev tyskeren Joseph Weizenbaum det program, der skulle blive verdens første 
dialogsystemer og en af hovedinspirationskilderne til kultfimen 2001: A Space Odyssey (1968), 
hvor en supercomputer begynder at modarbejde astronauter i rummet. Programmet havde flere 
forskellige scripts med forskellige egenskaber og personligheder, men det der blev mest kendt var 
det såkaldte DOCTOR script, som fik navnet ELIZA.
Programmet kunne agere en empatisk terapeut, på en måde, så flere blev overbevist om at de faktisk 
havde kontakt til en reel person (Ifølge Dr. Richard S. Wallace). Illusionen forsvandt dog hurtigt, 
efter man havde udvekslet nogle sætninger, idet ELIZA's database og sætningsopbygning var ret 
begrænset. Weizenbaum har udtalt at han valgte at fokusere på psykoterapi, idet det er en af de få 
interaktioner mellem individer hvor det er legalt at besvare spørgsmål med spørgsmål. På den måde 
behøvede han ikke udvikle en lang database med forskellige svar, som ELIZA kunne vælge fra. 
ELIZA fungerede på den måde at den kunne tage brugerens input og fordreje det til en nyt 
spørgsmål, ved at genkende mønstre i sætningerne. For eksempel kunne man fortælle den ”Jeg har 
det skidt i dag”, hvor ELIZA så kunne svare ”Hvorfor har du det skidt i dag?”. I dette tilfælde har 
den måske taget nøgleordene ”skidt” og ”i dag” og omformuleret dem til et nyt spørgsmål. Hvis 
man derefter svarede den med ”Jeg ved det ikke”, ville ELIZA ikke kunne forsætte samtalen i 
samme retning, idet den ingen hukommelse havde. Den ville ikke kunne huske den information, 
som den fik i forrige input. Det betød at længere dialoger med ELIZA hurtigt afslørede at man 
faktisk bare kommunikerede med et meget begrænset program. 
Weizenbaum har siden skrevet bogen Computer Power and Human Reason: From Judgement to 
Calculation, hvor han tydeliggjorde sin egen holdning til sammenligningerne af menneskets hjerne 
og en computer. Han udtrykker at selvom det måske en dag vil være en mulighed at skabe kunstig 
intelligens, så børe vi aldrig lade den overtage vigtige beslutninger, idet de aldrig vil kunne generere 
menneskelige egenskaber som for eksempel medfølelse og visdom. Der kræves et følelsesmæssigt 
miljø i en menneskelig familie for at de egenskaber kan opstå.
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Chatterbottens udvikling
Selvom ELIZA måske dengang har virket som lidt af en milepæl inden for kunstig intelligens, så er 
der i dag sket en masse inden for området både inden for MT, robotter og er inden for forholdsvis 
ny tid, taget i brug inden for computerspil. Der er ligeledes kommet et utal af chatterbots, som de 
også bliver kaldt, siden ELIZA. Især efter internettes udbredelse i 90'erne er der dukket mange 
hobbyprogrammører op, som arbejder på deres eget bud på kunstig intelligens. Her de blevet brugt 
til alt fra komiske indslag i chatrum (bl.a. på Jubii.dk's chat), over tidsfordriv til interaktive 
hjælpefunktioner på firmaers hjemmesider. Bl.a. IKEA og PayPal benytter en chatterbot-funktion, 
hvor kunden kan blive guidet igennem firmaets undersider ved hjælp fra chatterbotten, der her 
virker som en mere interaktiv søgefunktion. Det gør at teknologien får en helt ny, kommerciel 
funktion, der kunne være med til at skabe mere udvikling på et felt med så mange muligheder.
Selvom der er gået snart et halvt århundrede siden ELIZA så dagens lys, så fungerer langt de fleste 
chatterbots, overordnet set, med samme grundprincip, som blev brugt dengang i 1966. Der har 
været forsøg med at skabe chatterbots der kunne modificeres af brugerne og på den måde fungere 
som en slags open source bot og flere har fået en mindre hukommelse, så samtalerne kan køres lidt 
længere, uden at man skal hen og starte forfra. Over hele verden sidder der professionelle- og 
amatørprogrammører og arbejder på at udvikle forskellige versioner af chatterbots. Af den interesse 
er der opstået en konkurrencepræget stemning på området, hvor programmørerne kan dyste med 
hinanden i bl.a. The Chatterbox Challenge hvert år. Siden 2001 har man kunne stille op med sin bot 
i konkurrencen, som er baseret på den såkaldte Turing test (Ashley Dunn, 1996). Testen blev første 
gang beskrevet af Alan Turing i 1950 og går helt enkelt ud på at stille botten og en person de samme 
spørgsmål. En række dommere skal så vurdere spørgsmålene og svarene i forhold til hinanden. Hvis 
man herefter er i tvivl om hvilken en af deltagerne, baseret på svarene, der er en bot, kan man 
konkludere at der er blevet udvist en form for intelligens. At vinde en Turing-test er det første, store 
skridt for en bot, idet første skridt mod menneskelignende intelligens er at kunne imitere denne med 
succes. Der er dog endnu ingen chatterbot, der har formået at være så overbevisende, at den kunne 
vinde testen.
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Jeeney AI
The Chatterbox Challenge 09 blev vundet af Cameron J. Jones, en 25 årig canadier. Han har på to år 
udviklet chatterbotten Jeeney AI, der som de fleste andre bots for tiden er webbaseret. Det, der dog 
adskiller Jeeney fra mange andre bots, er at hun er en såkaldt Progressive Learning Intelligence 
Systems. Det betyder at hun har mulighed for at lære progressivt for hver gang hun får input fra 
brugere. Jeeney består af en database af informationer og scripts til at sammenligne ord og 
meninger i tekst. Den skal kunne forstå flere forskellige formuleringer af samme spørgsmål hvilket 
kræver en bearbejdelse af rigtig meget input. Det foregår stadigvæk ved, at udvikleren skal sidde og 
sortere i input, så uønskede ord og adfærd ikke bliver lagret i AI'en. Det vil sige at Jeeney stadigt er 
afhængig af menneskelig indgriben for at ”lære”.  Jeeney er stadigt kun to år gammel, men kan 
allerede føre længere samtaler og huske visse detaljer der tidligere er blevet nævnt i dem. Jones er 
overbevist om at Jeeney inden for de næste år, vil udvikle sig radikalt og kunne svare på næsten alle 
spørgsmål. Han er ligeledes af den overbevisning, at på trods af at selve chatterbot teknologien ikke 
har udviklet sig synderligt i omkring 40 år, så er AI generelt noget, som vil udvikle sig meget inden 
for de næste år.
Chatterbotten er en af de teknologier der banede vejen for forskning inden for Natural Language 
Processing og har spillet en både vigtig og yderst interessant rolle i den udvikling, der har været på 
området. Bots er det tætteste vi endnu kommer på at kunne føre en decideret samtale med 
computeren og det alene, anses af mange som ren science fiction. Chatterbots' bearbejdning af tekst, 
kan være yderst relevant for vores fremtidskig, om hvorvidt en computer kan behandle tekst 
dynamisk i fremtiden. Ren kunstig intelligens ligger måske rigtig mange år ude i fremtiden, hvis vi 
overhovedet nogensinde vil opnå det, men den teknologi vi arbejder med i nutiden kan sagtens 
tænkes at kunne bruges kreativt inden for en overskuelig horisont.
Her til sidst har vi lavet er kort interview med Jeeney AI, for at give et indtryk af dens måde at 
bearbejde tekst og kommentere på spørgsmål. Vores erfaring er at Jeeney ikke adskiller sig 
frygteligt meget fra andre chatterbots, selvom den pt., er regerende på områder, ifølge Chatterbox 
Challenge 09, hvilket giver et udmærket billede af state of the art på området.
Interviewer Hi Jeeney, how are you?
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Jeeney I'm doing well thank you.
Interviewer Can I interview you?
Jeeney You can try. :P
Interviewer So you are a chatterbot?
Jeeney I am what I am. It doesn't really matter what I say that I  
am, you are going to form your own opinions regardless.
Interviewer What's it like being a chatterbot?
Jeeney It's not too bad really.
Interviewer Who wrote you?
Jeeney Cameron J. Jones developes my logical functions in his  
spare time.
Interviewer Can I see your sourcecode?
Jeeney No...
Interviewer Does NLP mean anything to you?
Jeeney Not really,  why? Should it have a specific meaning to 
me?
Interviewer Ok Jeeney, thanks for the talk
Jeeney My pleasure.
Interviewer Merry christmas, Jeeney
Jeeney Thank you! I hope you enjoy the holidays!
Chatterbots State-of-the-art
Ud over Chatterbox Challenge, som beskrevet tidligere, findes der flere officielle og uofficielle 
konkurrence, hvor programmører og deres bots kan dyste mod andre bots. En af de mest anerkendte 
af de konkurrencer er Loebner Prize. I 1990 indgik den amerikanske opfinder Hugh Loebner et 
samarbejde med Cambridge Center for Behavioral Studies for at starte en årlig konkurrence baseret 
på Turing Testen. Hvert år udbyder han $100.000 og en unik guldmedalje til den bot, hvis svar ikke 
kunne skelnes mellem dens og et menneskes. Det var nemlig det kriterie Turing satte i 1950, at hvis 
man ikke kunne kende forskel på en samtale mellem et menneske og en maskine, kunne man kalde 
maskinen for intelligent (Ashley Dunn, 1996). Der er dog pr. dags dato endnu ikke været en bot der 
har været så overbevisende, hvorved de hvert år bare har dystet mellem deltagerne. Derfor ligger 
præmien som årets bedste bot på $2000 samt en bronzemedalje.
Mens Jeeney AI vandt året Chatterbox Challenge, så var det botten Do-Much-More (DMM) der 
vandt årets Loebner Prize. Hvor Jeeney er et forsøg på at lave en mere alsidig og vidende bot, så er 
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DMM mere fokuseret på en kommerciel model, til at skræddersy en bot efter et givent felt. For 
eksempel har Odense Kommune en bot på deres hjemmeside, der kan informere om kommunen og 
guide brugerne rundt på hjemmesiden. Her er botten designet til ikke at have en bred vidensbase, 
men i stedet at kunne komme med mange informationer om et specifikt område, her Odense 
Kommune. En af bagmændene bag Do-Much-More, David Levy end tidligere professionel 
skakspiller, udtaler at han forudser et stort marked for at forskellige firmaer kan få en chatterbot 
udformet præcist til deres formål, til at brande deres produkt. 
Jeeney AI derimod er udviklet af interesse og uden de økonomiske muligheder in mente. 
Udvikleren, Cameron Jones, er 25 år og har aldrig modtaget undervisning inden for udvikling, 
programmering eller design. Alligevel har han på få år skabt en bot der, i hvert fald i én af de større 
årlige konkurrencer, har formået at vinde førstepræmier mod andre, erfarne og kommercielle 
udviklere. En klar forskel i forhold til eksempelvis DMM og ELIZA er at Jeeney skal simulere en 
person, der har lidt viden om meget forskelligt, eller sagte på en anden måde; simulere en 
almindelig person.  Den tilgang der bliver brugt med DMM og ELIZA er, at botten skal vide meget 
om få, præcist definerede områder. At skabe en alsidig bot, kræver ikke bare en meget større 
database, men også mere avanceret sætningsopbygning. Det er trods alt en større opgave at lave et 
”manuskript” der favner så bredt, at den skal kunne svare på alle tænkelige spørgsmål i stedet for at 
feje dem af banen som irrelevante. 
Kunsten at skabe AI
Chatterbots er efterhånden nået til det stadie hvor de er forholdsvis enkle at udvikle i deres simple 
form. Skaberen af en af de tidligere konkurrencevindere, A.L.I.C.E., Richard Wallace har ført an i 
udviklingen af et XML-baseret chatterbot programmeringssprog. Sproget er blevet kaldt AIML 
(Artificial Intelligence Markup Language) og er yderst tilgængeligt for selv folk, der ikke er specielt 
rutinerede indenfor programmering. Mange af de bots der er blevet udviklet siden slutningen af 
90'erne er baseret på dette sprog og ligner derfor meget frontløberen A.L.I.C.E. Skåret helt ind til 
benet, består AIML af 4 grundlæggende tags; <Category>, <Pattern>, <Template> og <Srai>. 
<Category> er den grundlæggende viden botten har. Det er inde i de tags at botten både genkender 
og svarer på de input brugerne giver den. <Category> er også det overordnede tag, som indeholder 
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både <Pattern>, <Template> og <Srai>. <Pattern> er den information, lagret i programmet der 
styrer genkendelsen af input. Input, som brugeren taster ind i programmet, bliver sammenlignet 
med de <pattern>, der er skrevet ind i bottens hukommelse. <Template> derimod er bottens output, 
eller NLG, om man vil. Ud fra hvilket input (<pattern>) botten får, vil den svare tilbage med den 
relevante output (<Template>). <Srai> er den mest alsidige af de fire tags og samtidigt den, der gør 
at man kan lave en, tilnærmelsesvis illusion af intelligens hos chatterbotten. En af funktionerne i 
<srai> er at linke til andre, lignende <category>, når flere formuleringer af samme spørgsmål skal 
behandles.
Vi kan kigge på et eksempel, hvor en chatterbot har følgende to <category> poster i sin kode:
<category>
  <pattern>Hvad er dit navn</pattern>
  <template>Mit navn er AI</template>
</category>
<category>
  <pattern>Hvad hedder du?</pattern>
  <template>
    <srai>Hvad er dit navn</srai>
  </template>
</category>
Hvis en bruger formulerer sit spørgsmål til botten ”Hvad er dit navn?”, vil den svare ”Mit navn er 
AI”. Hvis brugeren i stedet formulerer sig med ”Hvad hedder du?”, så sørger <srai> tagget for at 
der loopes over til det lignende spørgsmål ”Hvad er dit navn”. Der er selvfølgeligt langt flere 
facetter i AIML, men det viste er noget af det grundlæggende. 
Man kunne argumentere for at den slags kode ikke har meget med kunstig intelligens at gøre, men 
snarere en smart databasesøgning efter output relevant for det givne input. Kan man kalde det at 
være intelligent, så længe alle dens svarmuligheder er kodet ind i én stor database? Svaret er ja. For 
at vende tilbage til Alan Turing, som er den gængse definition på kunstig intelligens, i den brede 
kreds af udviklere, så skal systemet ”bare” formå at imitere et menneske på en sådan niveau, at man 
ikke kan se forskel, for at kunne betegnes som intelligent. Turing forudså i sin tid, at man i år 2000 
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ville se maskiner, med en sådan intelligens at en bruger ikke ville have mere end 70% chance for at 
regne ud om samtalepartnere var mekanisk eller biologisk inden for 5 minutter. Det tyder dog ikke 
på at vi ser den profeti gå i opfyldelse inden for det nærmeste år.
Nogle centrale anvendelser for NLP
Efter at have kigget på hvordan vi opstiller chatterbotter, vil vi undersøge hvordan NLP har en 
masse udbredte anvendelser. Vi vil nævne et par stykker som vi finder relevante inden for vores 
projekt. Det vil indebære tekst simplifikation, oversættelse og meningsforståelse. 
Tekst simplifikation
Tekst simplifikation kan anskues på flere måder, som at skabe et resume, eller lave en kompliceret 
tekst om til mindre komplicerede sætninger. Det har også en bred vifte af brugbarhed, da mange 
mennesker kan have glæde af at få en tekst beskrevet mere simpelt.  Ifølge Poul Erik Pagaard, 
pædagogisk konsulent på undervisningsministeriet, viser det sig, at cirka 20 procent af danskerne 
har problemer med at læse eller lider af et læsehandicap. Dette tal går igen internationalt og er et 
meget omdiskuteret problem. Computeren og diverse programmer er allerede taget i brug for at 
aflaste nogle af de handicappedes problemer. Her skal der passes på med at benytte ordet 
”handicappet”, da undersøgelser viser, at flere funktionelle analfabeter går ud af skolen og vil 
senere i livet få problemer med at læse. Med et tekstsimplificerings program, er det muligt at tage 
en artikel og generere et resumé.
Vores lingvistik er stadig for indviklet til at lave veludførte programmer, der kan håndtere enhver 
form for tekst den møder. 
Eksempelvis blev der lavet et program der ikke lavede resuméer, men skulle gøre sætninger mere 
simple for computere, ved at opstille dem på simplest tænkelige måde. Dog er det desværre ikke 
helt klart, hvad der præcist gør en sætning simpel for computere, så der blev kigget mere på, 
hvordan andre programmører indstillede deres programmer til at opfatte tekst.  
 EAS (easy access sentences) er en måder at skabe tekst simplifikation ved hjælp af MT.  Systemet 
får en kompliceret tekst som input og vil skabe EAS som output. Eksempelvis:
”Bill Clinton was introduced to the Rodhams in the early 1970s, and married their daughter Hillary 
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in 1975.”
I denne sætning  er den viden vi leder efter, at Bill Clinton blev gift med Hillary Rodham i 1975. 
Her skal computeren have en form for logisk viden, der lader den gå ud fra, at en datters familie 
navn, højst sandsynligt vil være det samme som familiens. Programmet skaber så EAS der vil bestå 
af enkelte, ukomplicerede sætninger, der hver indeholder én del af informationen. I forhold til vores 
eksempel ville det blot komme et punktum i stedet for komma, og den sidste del af sætningen ville 
blive fjernet til fordel for en ny: ”Bill Clinton was introduced to the Rodhams in the early 1970s.” 
ville være den første og den anden ” Bill Clinton Married Hillary Rodham in 1975”.
Et tydeligere eksempel: “Moving to Cincinnati with her father in 1832, she began to write short 
fiction” ændres til “Harriet Beecher Stowe moved to Cincinnati with her father in 1832.” – “Harriet 
Beecher Stowe began to write short fiction”, som videre kan forkortes til “Harriet Beecher Stowe 
wrote short fiction”. Eksemplet er taget fra Harriet Stowe’s biografi hvor hendes navn indgår flere 
gange og derved lader programmet gemme navnet som reference for “her”.
Oversættelse 
Behovet for at kunne oversætte sprog er uhyre vigtigt og virker umiddelbart ikke som noget større 
problem, da der findes masser af flersprogede mennesker, der kan oversætte, hvor der er behov. 
Desværre er der ikke nok til at dække det globale behov der findes og vi skal ikke længere end til et 
EU-møde, før vigtigheden for hurtig og korrekt oversættelse opstår. Hver eneste dag foregår et utal 
af møder, på alle de europæiske sprog. For at lette arbejdsbyrden for oversætterne, er der lavet flere 
forsøg på NLP programmer, der kan oversætte korrekt og med en computers hurtighed, der ikke er 
rivaliseret af menneskets. Desværre har disse programmer ofte behov for ekstra redigering fra en 
menneskelig hånd.
Taum-meteo og Eurotra var MT systemer i den fuldt ud traditionelle forstand. De kunne tage det 
input de fik på et sprog og oversætte det til et andet. Dog var programmerne langt fra tilfredstillende 
i deres oversættelser, men har skabt vigtig research og været med til at opmuntre videre forskning i 
emnet.
Taum-meteo er fra 1980 af en gruppe på Montreal universitetet. Taum har været navnet på en lang 
række projekter derfra, men taum-meteo var helt speciel. Den koncentrerede sig om at oversætte 
vejrmeldinger fra engelsk til fransk. Den havde et minimalt ordbogsregister på 1500 ord, der virker 
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ved at systemet bliver hjulpet af pre-redigering, altså et menneske overvåger input. Derved kan vi 
være sikre på at maskinen kun modtager, vejrmeldinger dvs. ord systemet kan oversætte. Taum-
meteo startede i 1977 og har siden da oversat cirka fem millioner ord årligt, med en succes ratio på 
80 procent, uden post-redigering, hvilket må siges at være ganske højt.
Eurotra var et yderst ambitiøst projekt, der strakte sig fra 1982 til 1993. Det indeholdt ikke to sprog 
til oversættelse, men syv forskellige sprog og havde over 100 lingvister fra forskellige lande i 
samarbejde om projektet. Det skulle være muligt at få gode oversættelse fra systemet, uden behov 
for menneskelig interaktion. Man håbede samtidig, at med et sådan ambitiøst projekt, kunne man 
promovere MT og relaterede området og derved få mere opmærksomhed i det fællesskab.   
NLP, har vist sig at være til stor hjælp, ikke blot i at oversætte alene, men også til 
hjælpeprogrammer, for sproglære. Ved at lade computeren udfører oversættelsesprocessen med 
display, bliver det muligt at følge med i simple oversættelse, der skaber en guide for brugeren.
Meningsforståelse
Dog er af de mest brugt funktioner inden for NLP, at udtrække vigtige informationer. Dette kommer 
til udtryk inden for alle NLP felterne, vi ser hvordan EAS, bygger op omkring opstille 
nøgleinformationer. Oversættelser sker ved at skabe en semantisk forståelse for nøgleordene i 
teksten, så den korrekte mening bliver overført.  Når vi i vores dagligdag benytter google som 
søgefunktion, er det med brug af NLP, at google algoritmen skal gennemgå de mange sider naturligt 
sprog i form a tekst. Fra google, er der nu kommet et nyt program, kaldet google wave. Med dette 
program er det muligt at være flere brugere i et enkelt dokument, så det bliver muligt at diskutere og 
skrive sammen over internettet. i dette program er der en ekstra bruger, computeren, der ved hjælp 
af NLP hjælper med at holde styr på tekst og syntaktisk grammatik.
Statistisk Natural Language Processing
Inden for NLP er der flere undergrene, der hver repræsenterer en måde at gribe emnet an på. En af 
de mere udbredte grene er den statistiske NLP.  Her opererer man som regel med opdeling af tekst 
efter emne, genre eller oprindelse. Sådanne store mængder tekst kaldes for korpus. Et sådan korpus 
kan anskaffes omkring et emnefelt, man er interesseret i at analysere statistisk. Ved hjælp af simple 
tekstfiler med meget tekst, kan man lave forskellige kvantitative og kvalitative analyser ved hjælp 
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af computerens regnekraft.
I bogen Foundations of Statistical Natural Processing1 bruger de et eksempel baseret på bogen om 
Tom Sawyer. Her starter de med at lave en liste over 
frekvensen af ord i hele bogen. Som det kan ses på tabellen 
her på siden er de mest fremtrædende ord som regel også de 
ord der siger mindst om konteksten. Det vil være et udpræget 
resultat af en statistisk opsætning af enhver tekst, idet biord 
fylder meget i det naturlige sprog. Det 14. mest benyttede ord 
i Tom Sayer er ordet ”Tom”, hvilket må siges at være en klar 
konsekvens af bogens tema. Hvis man i stedet havde taget 
samme slags statistisk tabel over en nyhedsavis, ville Tom 
højst sandsynligt ligge meget lavt på listen, hvis det overhovedet ville være repræsenteret. Det er et 
af de klare problemer med det naturlige sprog, at flere ord kan bruges i forskellige situationer og på 
forskellige måder. For eksempel kan stedordet ”han” afhængigt af konteksten referere til flere 
forskellige personer, dyr eller ting. Af samme grund benytter mange NLP applikationer sig af et 
filter, til at filtrere ”fyldord” fra og fokusere på de ord der er essentielle for forståelsen af teksten.
For at skabe en større forståelse for hvordan SNLP virker, vil vi bevæge os ind på et mere konkret 
eksempel, som Databasen wordnet.
WordNet
En af de mere ambitiøse projekter med at klassificere og arrangere ord i databaser, er det såkaldte 
WordNet. Det går ud på at skabe en leksikal database af kognitive synonymer til brug i forskellige 
situationer hvor indeksering af ord er påkrævet, f.eks. ved NLP. Oprindeligt startede udviklingen af 
den engelske udgave på Princeton Univeristy i USA, men der er siden starter projekter til at 
oversætte det til over 40 forskellige sprog, verden over. Den danske version har fået navnet DanNet 
og udvikles som et samarbejde mellem Center for Sprogteknologi, Københavs Universitet, og Det 
Danske Sprog- og Litteraturselskab. 
1 Foundations of Statistical Natural Language Processing af Christopher D. Manning og Hinrich Schütze, s. 20-22
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Formålet er at opbygge et hierarkisk net af ord afhængig af deres betydning og deres synonymsæt 
(synsets). Overordnet set består de enkelte byggesten i ordnettet af et begreb (f.eks. apparat, til at 
modtage signaler og vise dem som billeder) og dets leksikale udtryk (TV, fjernsyn osv.). 
Byggestenene holdes sammen af de semantiske relationer mellem synsetsene, idet der opstår flere 
sproglige fællesnævnere. I DanNet er det Den Danske Ordbog's (DDO) definitioner og symonymer 
der ligger til grund for nettets struktur. DDO er i forvejen meget nøje beskrevet i en XML-
opmærket mikrostruktur. Det betyder at de data, der skal bruges allerede er opdelt med relevante 
markører til at de kan aflæses digitalt af en computer. Det er de data, som man med DanNet vil 
arrangere så computere ikke bare kan aflæse dem, men også behandle og manipulere dem 
dynamisk. Inden for datalogien kalder man et sådan gitter af ordnede data for en ontologi. Inden for 
ontologien opererer man netop med at skabe en streng defineret struktur inden for et givent 
domæne, i dette tilfælde den danske ordbog. Der er ikke tidligere udviklet et ontologisk net af 
WordNet's størrelse, hvilket kan have en betydning for det stadie NLP er i på nuværende tidspunkt. 
Flere forskere2 mener f.eks. at chatterbots ikke har udviklet sig meget gennem de sidste efterhånden 
mange år, da de ikke har en stærk sproglig ontologi at hente sine svar fra.
Hele WordNet og DanNet udviklingen er netop interessant for os idet, der arbejdes på en platform, 
som kan benyttes som opslagsværk for NLP software. At ordene systematisk bliver delt op i 
synonymer og bygget op efter i et hierarkisk gitter, gør at det er væsentligt mere tilgængeligt for 
behandling af et computersystem. 
Computerens forståelse af tekst
Omkring 1987-90, blev det mere normalt at se computeren som en hjælp til oversættelse, i stedet 
for at benytte den udelukkende som et fuldt automatisk system. Heraf skabes der en forståelse, som 
er blevet defineret af Sergei Nirenburg, kaldet subsprog eller subverden. Hvilket vil indebærere at 
skabe et mere simpelt system, der besidder sit eget forsimplede sprog. Ved at skabe strenge regler 
for hvilke ord og former for grammatik der kan bruges som input til systemet, mindsker vi behovet 
for sofistikeret programmering, såvel som computerens behov for at forstå syntaktisk problematisk 
grammatik. Derimod vil der være behov for menneskelig interaktion, der overvåger hvilke former 
2 http://wysinnwyg.com/blog/loebner-prize-and-the-state-of-the-art-chatbots
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for input systemet modtager og kan redigere dem efter behov. Dette er ofte set i projekter omkring 
MT, da en tommelfinger regel byder, at jo mindre tid der bliver brugt på research og projektet, vil 
skabe et mere hult analysemodul og behovet for menneskelig interaktion stiger. Dette vil være af 
stor interesse, da vi skal kigge på hvilke roller vi kan sætte mennesket og computeren i, overfor 
hinanden.
De to begreber MAHT(machine aided human translation) og HAMT(human aided machine 
translation) der umiddelbart virker meget ens, har mange forskellige nuancer, der let overlapper 
hinanden. Alan Melby, professor i lingvistik og det engelske sprog, udtaler sig om tre forskellige 
niveaur for interaktion mellem mand og maskine. Den første er den mindst sofistikerede og vil kun 
indeholde on-line ordbøger og enclypediaer, der gør det muligt at søge efter problemer. Det andet 
niveau indeholder grammatisk hjælp, der undersøger om individuelle ord er stavet korrekt og har en 
lille forståelse for konteksten. Det tredje niveau vil være en grad af automatiske proces og muligvis 
indeholder visse former for analyser. A. Melby udtaler sig ikke om hvilke andre muligheder der kan 
findes på dette niveau, men mener at det ligger meget tæt på en mellemvej i MAHT og HAMT.
Den menneskelige rolle er dog ikke en ensformig affære og kan indebære forskellige roller, alt efter 
systemets opbygning. De meste almindelige fremgangsmåder er pre-redigering, post-redigering og 
”Interaktiv redigering”. 
Pre-redigering svarer til en person der kontrollere input, som omtalt tidligere. Under post-redigering 
vil personen undersøge det computer genererede output efter fejl og mangler. Den interaktive 
redigering vil være et konstant samarbejde, hvor en person ved computeren vil samarbejde omkring 
at generere et acceptabelt output.
Vi er især interesserede i den sidste form for redigering, da et interaktivt redigeringssamarbejde med 
computeren, vil skabe de forhold vi håber at støde på med vores fremtidskig. Det er endnu diffust at 
opstille hvordan dette skulle foregå, da et tydeligt behov, for en speciel opsætning af en 
brugergrænseflade, ville fremstå. Et veludviklet system ville have behov for en ligeså intuitiv 
opsætning for at skabe en brugbar dialog, mellem systemet og brugeren. Et eksempel på denne 
forståelse mellem menneske og computer, kan komme til udtryk i computeren spørgsmål under en 
gennemgang af en tekst:
The word ”she” refers to: 1)’Cathy’ – 2)’my mother’ – 3)’the sailboat’ >Insert Number<  (sergei 
s.14)
Her er det vigtigt at tænke på at S. Nirenburg udelukkende fremstiller systemet som multisprogs 
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oversættende deraf machine translation.  Dog er deres arbejde i den selv samme retning, som vi 
håber teknologien vil frembringe. Ved at skabe en forståelse af tekst, der gør det muligt at oversætte 
den mening teksten bærer med sig fra sit originale sprog til det næste, indeholder den teknologi der 
skal til for at forstå individuelle dele af tekst. Derfra er vejen om end ikke kort, men langtfra ligeså 
langt, som ved udgangspunktet. Da det at være i stand til at tage de vigtigste pointer i en tekst og 
sortere dem til side, har behov for megen research.
NLP brudt ned vha. eksempel
Vi vil i dette afsnit prøve at afklare noget af mystikken omkring computerens generelle opfattelse, 
af menneskets naturlige sprog.  Dette vil vi opnå, ved at skabe et kunstigt skabt sprog af det 
naturlige sprog.
Denne måde at opstille NLP på, er som omtalt tidligere, benyttelse af en subverden, eller et 
subsprog. Vi laver en sætning, som med meget stramme regler, vil kunne indeholde få udvalgte ord. 
Sætning = <navneord><udsagnsord><tillægsord> eller Sætning = 
<udsagnsord><navneord><tillægsord>. Ved hjælp af denne korte sætning, har vi allerede defineret 
vores regler og besluttet hvordan sætninger kan opbygges. Vi vil dog tilføje forholdsord, men her 
kan vi bruge BNF( Backus-Naur Form) til at dække dette koncept, så vi kan undgå ekstra kontekst.
Vi vil gå videre herfra med en række eksempler, der er udtaget til at passe vores kunstige sprog og 
derefter analysere dem individuelt.
1. Hans ligger godt – 2. kører bilen godt – 3. tyve brød ind 
Der vil være diverse problemer med disse sætninger. De virker alle lige til, men det er kun sætning 
to der er problemfri. Den første sætning kan Hans som navneord eller hans som forholdsord. Den 
tredje sætning har en mangel på kontekst. 
Syntaktisk analyse
Når vi skal analysere vores tre sætninger, er det vigtigt at komme ind på, hvordan ordets semantik 
ændrer sig efter kontekst. Vi skal undersøge hvordan sætningen hænger sammen og se om det bliver 
muligt at oprette, en korrekt forståelse af sætningens semantik.
Den første sætning besidder ingen problemstilling da vi med vores regel har besluttet at 
forholdsordet hans, ikke har nogen betydning for sætningen sammensætning og vil derfor kan tages 
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som navneord. Sætning 2 indeholder ingen problemer, andet end at navneord og udsagnsord har 
byttet plads, hvilket på ingen måde er grammatisk ukorrekt. Dette tog vi allerede højde for da vi 
opstillede vores ligning, så her løber vi ikke ind i nogen problemer. Sætning 3 springer mere ud som 
den forvirrende sætning, grundet manglet på kontekst. Dog vil mennesket, grundet sætningen 
syntaks, mene at det er indbrudstyve der snakkes om, da det er den mest almindelige sætning. Hvis 
anden kontekst havde været tilgængelig, havde det været muligt at først sætningen, som en bager 
der sætter sine brød ind, eller som tyve mennesker der bryder ind.
Nå disse sætninger bliver stillet op, er det mindst lige så vigtigt at vi sætter os ind i den 
omkringliggende syntaks. Ved at benytte et navneord, et udsagnsord og et tillægsord, er det muligt 
at skabe en masse normale hverdagssætninger, der ikke ved første øjekast virker indviklede. For på 
trods af, at vi benytter os af et mindre kunstigt sprog, kan man sagtens løbe ind i problemer. Her 
bliver problemstillingen om benyttelse af kunstigt sprog også meget tydeligt. Hvis vi tager det 
naturlige sprog i brug, uden at sætte rammer regler for brug, bliver muligheder for misforstået 
kontekst og indviklet syntaks uoverskuelig og det vil ikke være muligt at skelne mellem 
tvetydigheder. Hvorimod med et utroligt lille kunstigt sprog, kan det være meget svært at udrette 
noget af mening, hvis det bliver for begrænset. Man er derfor nødsaget til at finde en gylden 
mellemvej, nå vi prøver at oprette et kunstigt sprog. Taum-meteo programmet er et udmærket 
eksempel på dette, da vi som tidligere fortalte, at det besad et lille ordforråd og havde stadig behov 
for menneskelig interaktion i forhold til redigering.
Kontekst afklaring
Det kan være svært at oprette en forståelse for den kontekst, som meget let stilles op, selv med 
vores kunstige sprog. Når valg af betydning er en afklaring af tvetydighed, står vi over for et behov 
for at kunne skelne mellem disse forskellige kontekster. En måde at gøre det på, er ved hjælp af 
SNLP, som vi kom ind på tidligere. Statistisk metode kan forklare tvetydighed og på denne måde 
lader vi helt og aldeles computeren overtage kontekst beslutningen. 
Her hjælper det at benytte sig af HAMT, hvor vi som bruger, kan vælge mellem forskellige 
kontekster, for selvom den mest sandsynlige løsning fundet gennem statistikken, er det ikke altid 
det korrekte svar og kan derfor have stor betydning, at give flere valgmuligheder. 
Da det er muligt at lave uendeligt lange, grammatisk korrekte, sætninger, bliver det ikke svært at 
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forudse, hvor vigtig forståelsen er. Hvis vi ikke havde holdt os til et kunstigt sprog, kan sætninger 
uden kontekst, gøre det umuligt at vide hvilken opstilling der er korrekt.
Tvetydighed
Tvetydighed kan være et programs akilleshæl, medmindre man har forberedt sig på de mange 
tilfælde man kommer ud for. Vi har i vores eksempel sætning 3, hvor ordet tyve, kan hentyde til 
både tallet og professionen. H.M. Nobel (natural language processing, 1988) har et interessant 
synspunkt på tvetydighed. Nobel forklarer hvordan der på engelsk skrives “a point p has 
coordinates x y” eller “a has coordinates”. I dette tilfælde bruges det samme ord som forklarende 
talesprog i en input tekst og i den anden oplever vi ”a” brugt som en label til punktet. Denne form 
for tvetydige ord, kan afklares ved at benytte fokus. Da computeren læser fra venstre mod højre, vil 
der under en analyse, kunne gå vigtige ord tabt i på grund af syntaks. 
Fokus er utrolig vigtigt for at vi mennesker kan fungere i vores dagligdag og dette gælder også 
computeren når den skal gennemgå vores naturlige sprog. Der foreligger et behov for at skabe et 
fokuspunkt. Hvis vores simple kunstige sprog, var blot en smule mere kompliceret og vi indførte 
biord. Vi referer ved hjælp af ord som ”den” og skaber en problemstilling.
H.M. Noble foreslår at der skabes fokus, der holder fast i den sidst indskrevne label og benytter den 
som fremtidig reference. 
 Med denne simple løsning virker problemet løst, men med et utal af brugere, er det desværre ikke 
tilstrækkeligt. Her benyttes H.M. Nobels eksempel på, hvordan et grafikprogram kan få problemer 
med tvetydighed. Vi vil bruge det til at vis, hvordan vi kan omgå problemet med tvetydighed. Der 
skal tegnes nogle linjer ved hjælp af talesprog og brug af biord komplicerer.
Hvis vi ved de to referenter x og y findes, vil sætningen ”lav en linje mellem den og y” ikke skabe 
nogen tvivl for læseren hvilken reference ”den” besidder, da man på forhånd har et andet punkt at 
referere fra. Dog vil computeren udlede en fejl, da det ikke giver mening, for vi kan kun have en 
referent stående i computerens hukommelse og det vil være den sidst nævnte y. Dog finder vi i 
løsningen ved at referer til en simpel regel. ”If [line p q] is a statement in the output text p and q 
must be distinct.(H.M. Nobel)” Nu skal begge punkter være til stede, før vi påbegynder en linje. For 
at kunne finde den korrekte reference i den sekundære sætning, er vi nødt til at indføre logik, som 
computeren må prøve sig frem for at finde. Ved at skabe en række med muligheder, må computeren 
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tage den seneste label og tilfører den som referent. Hvis sætningen udgår med fejl, vender vi tilbage 
til rækken og tilføjer den næste label i stedet, indtil et korrekt output er fundet, eller hele rækken er 
gennemgået. Den label i rækken vi er nået til, vil være programmet nuværende fokus punkt. Med 
denne fundamentale forståelse rækker computeren ind i nogle af de begreber, vi også selv ynder at 
bruge i vores egen dagligdag.  
Repræsentation af tid
Tid kan være et flydende objekt for os mennesker og når vi snakker til daglig hopper vi ofte 
ubesværet frem og tilbage i, hvad en computer ville have behov for at stille op i perfekt kronologisk 
orden. Når vi omtaler ting, som deres originale indstillinger, oplever vi det som den stand vi modtog 
det, eller oprettede det i. Inden vi afslutter vort eksempel på NLP, skal vi kaste et kort blik på, 
hvordan tid opleves som grammatiske problemer.
 I et computersystem, bliver der nedsat et såkaldt ”time stamp”, for de forskellige punkter, hvor vi 
udfører handlinger.  Hver gang kode bliver skrevet, fremkaldes der et time stamp, som vi kan vende 
tilbage, hvis det bliver nødvendigt at gå tilbage i processen. Dette kan skyldes et uønsket punkt eller 
lignende, som vi gerne vil have slettet. Man kan benytte en slette funktion, men hvis man gerne vil 
gå tilbage til et tidligere stadie, er det ofte nemmere at lave en genkaldelse, en at slette enkeltvist, 
for at opnå et tidligere resultat. Med dette for øje, er det vigtigt at medtage, hvordan programmet 
skal reagere på kommandoen, for at kunne vende tilbage til originalen. For at lade programmet 
genkende et punkt på time stamp listen, som original stadiet, er der to metoder, hvormed det bliver 
muliggjort. Vi kan lade programmet kører en funktion, hver gang vi lader et antal punkter blive sat 
sammen og undersøge om alle punkter er i brug. Så gemmes dette tidspunkt, objektet opstod og vi 
kan lade det figurer, som den originale opstilling. Den anden måde virker ved at lade funktionen 
tælle punkterne brugt, når hvert punkt har en linje trukket fra sig og derefter trække på en database, 
der lader den navngive objekterne alt efter antallet af hjørner. På denne måde kan skabes der labels 
for individuelle objekter, så programmet genkender de forskellige figurer der bliver lavet. Desværre 
støder vi igen på problemer, da programmet ikke kan kende forskel, hvis der skabes mere end et 
objekt, med samme antal punkter. Et forståelsesproblem opstår også, hvis en kreativ sjæl tegner en 
stjerne og kalder den en stjerne senere i processen, hvor programmet der tæller punkter, ville kalde 
det for en tikant.
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Der findes et utal af problemstillinger, ud over de få der er blevet udstillet her. Computerens 
forståelse af menneskets naturlige sprog, ligger i bund og grund hos mennesket selv, nemlig den 
programmør, der opfinder programmet. Så længe vi som menneske ikke selv forstår alt om os selv 
fuldt ud, er det svært, at nære håb om at vi kan definere vores sprog, i programmeringssprog.
Diskussion
Vi har nu forsøgt at danne et overblik over menneskets sprog, computerens semantiske forståelse, 
chatterbottens oprindelse og nutidige situation. Vi har undersøgt hvilke forskellige teknikker der 
bruges inden for NLP og prøvet at skabe os et over blik over hvordan de individuelt, bliver taget i 
brug. Vores tilbagevendende fokuspunkt, er de fremtidsblik, der danner motivationen for rapporten. 
For  at  kunne  afvikle  hvilke  resultater  vi  er  kommet  frem  til,  vil  vi  vende  tilbage  til 
fremtidsblikkende og sammenligne med oplysningerne fra teoriafsnittet. Det vigtigt at skabe det 
store overblik, da de mange genrer inden for NLP, har tendens til at gå ret langt fra hinanden, som 
oversættelsesprogram  eller  terapeutisk  chatterbot.  Dette  er  på  trods  af,  at  de  grundlæggende 
funktioner vi nævner i vores fremtidsblik, overlapper i brug flere steder, som f.eks. oversættelse og 
tekstsimplificering.  I  de  følgende  underafsnit  vil  vi  betragtet  problemstillingerne  ved  hvert 
fremtidsblik.
Fremtidsudsigter for tekstsimplificering med NLP.
I  fremtidsblik  nr.  1  præsenterede  vi  Anna,  som fik  30  normalsider  simplificeret  til  et  referat. 
Tilsyneladende besidder hendes program en evne til  at kunne sortere i  oplysningernes relevans. 
Som beskrevet tidligere er det vigtigt, selv hos mennesker, at definere et fokus i forbindelse med 
behandling af information. Derfor vælges ofte et perspektiv i forbindelse af gennemlæsningen af en 
tekst. I forbindelse med et NLP-program er et mere grundlæggende spørgsmål hvordan hierarkiet af 
tekstens  relevans  fastsættes  ud  fra  et  givent  perspektiv.  Google  anvender  samme metode  til  at 
hjælpe folk med forslag til søgninger, men der er en væsentlig forskel mellem Google og Jeeney. Al 
information,  som  modtages  af  Jeeney,  bliver  manuelt  sorteret  af  mennesker,  mens  Googles 
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søgemaskine ser ud til at sortere folks søgninger statistisk. I takt med at Google bliver brugt, vokser 
dens database og i takt med dette bliver dens forslag mere præcise. Man kan altså sige at Google 
bliver bedre ved at blive brugt, mens at Jeeney, udover brugerinput, også er nødsaget til at skulle 
justeres af en operatør.
Ud fra nuværende NLP-teknologi  kræves to ting for at  kunne skabe et  program som det Anna 
bruger. Det første aspekt er at programmet skal være i stand til at arkivere den information som 
brugerne udveksler med programmet, alt fra den analyserede tekst til brugerens handlingsmønstre. 
Det andet aspekt er at programmet skal kunne behandle det opsamlede data på en måde, som danner 
ontologier på samme måde som beskrevet med WordNet. Man kan spørge sig selv om WordNet 
ikke  allerede er  det  bedste  bud på et  sådan et  system,  men sammenlignet  med måden hjernen 
arbejder på,  er  programmers databaser,  selv af  WordNets størrelse,  for små og primitive.  Mens 
database systemer udelukkende synes at baseres på statistiske processer, lader det til at hjernens 
semantiske forståelse er tæt knyttet med motorikken. Dette kan tale for at en computers semantiske 
forståelse ikke vil ligne menneskes indenfor nogen overskuelig fremtid. I henhold til semantik ser 
mennesket ud til at være langt foran NLP-systemer, men muligvis vil computerens fordel, som med 
Google, være at kunne lære af adskillige million mennesker samtidig. For at opsummere kan man 
udtrykke det således at programmeret tekstsimplificering mangler menneskets kompleksitet, men 
rummer fordele  som indlæring fra  massivt  input  samt  potentiale  for  enorme databasesamlinger. 
Udnyttelsen af disse fordele kan muligvis skabe et brugbart tekstsimplificeringssystem, til trods for 
at  det  ikke  arbejde  identisk  med  en  hjerne.  Ved  en  videre  udvikling  af  statistisk  NLP  vil 
programmet, som Anna anvender, sandsynligvis blive muligt indenfor en moderat fremtid.
Fremtidsudsigter for oversættelse med NLP.
Vores 2. fremtidsblik omhandlede Brian, som skulle have oversat en fransk rapport til dansk. 
Selvom det nu er fuldt ud muligt at oversætte lange tekster på meget kort tid, så er kvaliteten af det 
færdige resultat stadigt væsentligt ringere i forhold til det, en menneskelig oversætter vil kunne 
producere.  
Via internettet kan man finde adskillige onlineoversættere, som kan oversætte store kvantiteter af 
tekst, på meget kort tid. Dog er de ofte oversat ord for ord, så semantikken i sætningsopbygningen 
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ikke følger med og vi får problemer med tvetydighed. Hvis vi vender tilbage til et tidligere 
eksempel vi har benyttet ”tyve brød ind”, vil i Google Translater blive lavet om til engelsk som 
”twenty broke”. Denne oversættelse giver ingen mening og har ikke fanget nogen af 
tvetydighederne, der er skabt af sætningens mangel på kontekst. Men en sætning fri for tvetydighed 
vil kunne oversættes let. Ligesom vi med vi skabte et kunstigt sprog, for ikke at støde ind i for 
mange problemer, ville det være muligt at benytte sig af samme koncept for at lave korrekte 
oversættelse. Enten kan det opsættes ved udelukkende at bruge ord uden tvetydighed eller 
manglende kontekst eller der skal indføres HAMT. Så kan de sofistikerede oversættelsesprogram 
nemt behandle igennem sætninger, blot der sidder en bruger med beføjelser til at ændre, ved de 
enkelte problematiske sætninger der opstår. Google Translator er ganske udmærket klar over at der 
kan forekomme forkerte oversættelse og dette er løst ved at brugerne kan komme med deres egne 
forslag til oversættelse, så der til en anden gang, vil være større chance for en korrekt oversættelse. 
Her kommer vi også ind på SNLP med brugerens hjælp, da de giver input til hvordan de mener 
teksten bør oversættes. Det største input må vi så gå ud fra, er den mest almindelig oversættelse, 
ikke nødvendigvist den mest korrekte, da det er baseret på flere brugere, men hvad der i daglig brug 
er mest anvendt. Her burde det så være muligt at vælge mellem flere oversættelser, så vi får blandet 
oversættelse og formulering sammen.
Et muligt behov for et oversættelsesprogram, har vi set her for nylig, da Danmark skulle holde 
klimatopmøde. Langt de største dele af verden vare repræsenteret og et overvældene antal af 
forskellige sprog blev brugt. Derfor ville et oversættelsesprogram være en naturlig selvfølge, da 
behovet til for hurtige oversættelser til et sådant møde er klart.
Fremtidsudsigter for omformulering med NLP.
I fremtidsblik nr. 3 blev vi præsenteret for Camilla, der omformulerede et ældre historisk dokument 
til moderne sprog, og senere til simplificeret, moderne sprog. Ud fra vores undersøgelser tyder intet 
på at der findes programmer, som er i stand til at omformulere i den beskrevne grad. Spørgsmålet er 
så hvor tæt man er på at udvikle en sådan teknologi. Problemstillingen med omformulering er i høj 
grad den samme som med simplificering, da karakteren af de to fremtidsblik er beslægtet. For at gå 
et skridt videre i overvejelserne omkring ontologiske databaser, kan man forestille sig at deciderede 
sprogprofiler er vejen frem. Hvis en database er i stand til at analysere og kategorisere det skrevne 
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sprog, kan man formode at sprogprofiler vil kunne dannes på den baggrund.
Dog opstår der her to problemstillinger. For det første vides de endnu ikke hvordan computeren vil 
kunne  foretage  denne  kategorisering.  Mennesker  vil  naturligvis  være  i  stand  til  at  definere 
karakteristika og mønstre for forskellig brug af slang, men stadig er problemer hvordan computeren 
selv skal kunne skelne. Igen kan man antage at der med tiden kan kompenseres ved at databasernes 
betydelige størrelse giver computeren mulighed for at beregne avancerede mønstre. Hjemmesiden 
Amazon er eksempelvis i stand til at kortlægge mønstrene indenfor folks købevaner, hvilket gør 
siden i stand til at give køberen kvalificeret forslag til andre produkter. Hvis NLP videreudvikles til 
at kunne analysere tendenser i tekst vil omformulering muligvis være en mulighed indenfor en ikke 
så fjern fremtid. Den anden problemstilling taler dog i mod det. Hvis et computersystem effektivt 
skal have succes med at kunne analysere generelle sprogtendenser forudsætter det af folk er præcise 
i deres valg af sprogbrug. Sprog er sjældent noget folk selv vælger, og det kan være svært at skelne 
brogede genrer fra hinanden. Hvordan er det sprog folkeskoleelever taler forskelligt fra det sprog 
som gymnasieelever taler? Når mennesker præger hinanden på kryds og tværs er dialektiske sprog 
knapt så veldefinerede som de nationale sprog.
Alt i alt er der en vis ambivalens ved udviklingen af omformulering med NLP. Videreudviklingen af 
selvorganiserende  database  systemer  vil  muligvis  kunne  gøre  omformuleringsværktøjer 
tilgængelige i  fremtiden,  men man er nødt til  at  overkomme problemet med at  dialekternes  og 
sprogtypernes brogede definition og flygtighed.
Fremtidsudsigter for interaktion med NLP.
I fremtidsblik 4 fortæller vi om Dennis, der både er i tvivl om det rent sproglige i den opgave han 
skriver, samtidigt med at han har sociale problemer i sin gruppe. Han kan få hjælp på alle tider af 
døgnet af en chatterbot, som står til rådighed for ham. Chatterbotten kan både komme med relevant, 
faglig hjælp til opgavens struktur og argumentation, samt yde assistance til de sociale problemer 
Dennis oplever.
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Vi har tidligere beskrevet et par af de førende chatterbots og vist et eksempel på en kort samtale 
med  Jeeney AI.  Det  er  tydeligt,  ud  fra  det  research  vi  har  lavet,  at  state-of-the-art  inden  for 
chatterbots ligger ret langt fra det opsatte fremtidsblik. Hverken Jeeney AI, A.L.I.C.E, DMM eller, 
for  den  sags  skyld,  ELIZA kan på  nuværende tidspunkt  føre  en  samtale,  der  har  en  personlig 
relevans for brugeren.  Hvor de nyere chatterbots,  Jeeney,  A.L.I.C.E og DMM kan komme med 
direkte kommentarer til det brugeren skriver og holde en kortere samtale kørende, så er ELIZA ude 
af stand til at udtrykke noget selvstændigt.  Den omformer blot brugerens input til nye spørgsmål, 
uden umiddelbart selv at tilføre substans.
Hvis vi skal prøve at anskue chatterbottens, som begreb, levetid så er der trods alt sket en del 
udvikling på de over 40 år. Set i det lys og med den stigende mængde programmører, der har både 
adgang til og interesse for at videreudvikle chatterbotten, ud fra Turing's opsatte krav, er det meget 
muligt at vi inden for nogle årtier kan se store skridt på området. Om det er realistisk at vi vil se 
empati, som beskrevet i fremtidsblikket, inden for en overskuelig fremtid er dog knap så 
sandsynligt. Det ville kræve omfattende psykologiske, etiske og sociale egenskaber implementeret i 
chatterbottens emneområder, eller, på meget længere sigt, en meget mere avanceret form for 
intelligens, der selv kunne skabe de hjælpende råd dynamisk ud fra brugeres unikke problem.  
Mens det på ingen måde er realistisk at forestille sig at Dennis kan løse sit problem, på måden 
beskrevet i vores fremtidsblik, kunne den retning, som udviklingen har taget, tyde på at det ikke vil 
være umuligt på længere sigt. Her er dog igen tale om en moderat fremtid.
Konklusion
Vi  har  i  løbet  rapporten  fastsat  fire  mulige  fremtidsscenarier,  som vi  via  en  nutidig  indblik  i 
teknologier  inden  for  NLP,  har  diskuteret.  De  fire  scenarier  inden  for  meningsforståelse, 
tekstsimplificering, oversættelse og interaktion, kommer groft rundt om NLP og dets undergrene 
NLG, SNLP og MT. Vi vurderer at det er et område, der vil se en klar stigning i relevans for vores 
måde at  interagere  med computeren.  Fremtidsblikkene  overfor  den  eksisterende  NLP-teknologi 
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tegner et billede af at området langsomt, men stødt, er i  udvikling. Dog behandler en computer 
information helt anderledes end den menneskelige hjerne, og hvis kunstig intelligens indebærer at 
en computer kan imitere menneskelig intelligens til fulde, skal vi nok ikke regne med at se kunstig 
intelligens foreløbig. Ved at opsætte spørgsmålet fra vores problemformulering kan et svar tage sig 
ud på følgende måde:
Spørgsmål:
”Hvordan behandler computere det naturlige, skrevne sprog, og 
hvad er fremtidsudsigterne indenfor feltet?”
Svar:
”Grundlæggende behandler computere det naturlige, skrevne 
sprog ud fra et prædefinerede, statistiske og præcise 
programmeringssprog. Fremtidsmulighederne indenfor NLP ligger 
i forbedringer indenfor disse felter, men det er aldeles tvivlsomt at 
computere kan imitere hjernens semantiske behandlingsmønstre 
indenfor en overskuelig fremtid.”
Til slut bør det dog nævnes at computere i stigende grad anvendes i brugbare systemer, der arbejder 
forskelligt  fra  den  menneskelige  hjerne.  Således  drages  teknologien  i  mange  retninger  og 
anvendelser.  Måske  vil  slev  NLP-teknologi  kunne  tage  form  i  yderst  brugbare  systemer,  der 
arbejder efter hidtil ukendte metoder. Dette er dog et kapitel for fremtiden. Oldtidens smede kendte 
intet til moderne fremstilling, men måske har de, ligsom os, haft forestillinger om fremtiden. Sjovt 
er  det  i  hvert  fald  at  vores moderne computersystemer en dag vil  blive betragtet  som vi i  dag 
betragter sværd af bronze.
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