Scheduling, routing, and layout tasks are examples of hard operations-research problems that have broad application in industry. Typical algorithms for these problems combine some form of gradient descent to find local minima with some strategy for escaping nonoptimal local minima and traversing the search space. Our idea is to divide these two subtasks cleanly between human and computer: in our paradigm of human-guided simple search the computer is responsible only for finding local minima using a simple search method; using information visualization, the human identifies promising regions of the search space for the computer toexplore, and also intervenes to help it escape nonoptimal local minima. This is a specific example of a more general strategy, that of combining heuristic-search and informationvisualization techniques in an interactive system. We are applying our approach to the problem of capacitated vehicle routing with time windows (CVRTW). We describe the design and implementation of our initial prototype, some preliminary results, and our plans for future work.
INTRODUCTION
Scheduling, routing, and layout problems are examples of logistic tasks that still present both a huge challenge and a lucrative opportunity for the operations-research and computer-science communities. Previous research has focused on the use of batch-mode computing to solve such problems. We are interested in cooperative, interactive systems for optimization tasks, based on the premise that humans are superior to computers at certain aspects of optimization. 1 In particular, visual perception, the ability to learn from experience, and an awareness of amorphous real-world constraints and objectives are essentially human competencies, ones that complement the algorithmic-search capability of the computer. The challenge of designing a cooperative system lies in determining how best to harness the complementary capabilities of human and machine.
In this paper we present a new cooperative paradigm, humanguided simple search (HuGSS) . In our framework, the computer performs a very simple local search process, which would be quite ineffective on its own; we make it effective by providing straightforward methods for a person or group of people to "steer" the search process interactively. Users can: intervene to escape local minima by manually editing the solution; influence the order in which potential improvements are considered in the search process; and choose from a selection of objective functions that emphasize different aspects of a desirable solution. In planning and executing these guidance actions, users utilize visualizations of the problem instance and nascent solutions.
We have designed and implemented an example system that supports HuGSS for the capacitated-vehicle-routing-withtime-windows (CVRTW) problem. Below, we discuss related work, describe the CVRTW problem and our current system prototype, and report on some preliminary results achieved with our system. 1As just one piece of sample evidence for this premise, we note that human experts still outperform state-of-the-art algorithms on the well-studied problem of oriented strip packing, an important layout task in various manufacturing industries [ 1 ] .
RELATED WORK
To deserve the label of "paradigm," an interface or system should have a central organizing idea or theme that can be replicated and applied usefully to many different types of problems. Few cooperative systems therefore qualify as truly paradigmatic, although there certainly are some that do.
One cooperative-interface paradigm is interactive evolution: the computer generates successive populations of novel designs 2 based on previous ones, and the user selects which of the new designs to accept, and which to reject [4, 8, 11] . Thus novel designs evolve, subject to user-supplied selection criteria.
Constraint-based interfaces constitute another cooperative paradigm that is popular in drawing applications [6, 3, 7] . Typically the user imposes geometric or topological constraints on a nascent drawing such that subsequent user manipulation is constrained to useful areas of the design space. Similar interfaces have been designed for 3D CAD applications.
As noted above, design systems have so far been the best source of cooperative-interface paradigms. Next-generation logistics-management systems are becoming more cooperative (e.g., [9] ), but have not yet engendered any significant new interface or system paradigms.
SAMPLE APPLICATION
In the CVRTW problem [10] , trucks deliver goods from a single central depot to customers at fixed geographic locations. Each customer demands a certain quantity of goods. In addition, each customer specifies a time window within which delivery of the goods must commence. All trucks have the same fixed capacity. They travel one unit of distance in one unit of time. Delivery takes a constant amount of time, and each customer can receive only one delivery. All trucks must return to the depot by a fixed time. The optimization problem is first to minimize the number of trucks required to deliver all the goods; and second to minimize the distance traveled by the trucks. In an alternative version of the problem, the goal is just to minimize the distance traveled by the trucks; typically smaller distance values are achieved with more than the minimal number of trucks.
CVRTW is a good sample application, for the following reasons:
• Computational complexity: Even when a truck has been assigned a list of customers, optimizing its route is an instance of the Traveling Salesman Problem with time windows, an NP-hard problem. The combined problem of partitioning the customers among trucks and optimizing the trucks' routes is only harder. The development of exact and heuristic algorithms for CVRTW has been the subject 2The cooperative interface paradigms we describe here have been used mostly for designing various kinds of computer graphics [5] , so we have couched our description in terms of designs rather than problem solutions. of concentrated research for over 25 years.
• Real-world complexity: Although still an abstract mathematical problem, CVRTW comes close to capturing many of the vehicle-routing constraints and objectives that arise in the real world. In particular, instances and solutions of the CVRTW problem are not especially easy to visualize (customer data consists of seven scalar values per customer, and truck data varies with time), which meets our goal of not choosing a sample application that was overly accommodating to our paradigm.
• Availability of datasets: The Solomon datasets [10] have served as standard benchmarks for the CVRTW problem for more than 20 years. The best known solutions to these problems serve as yardsticks for any new approach, including ours.
In our system, the work of generating solutions is divided between the computer and human user as follows. The computer is capable of performing a simple one-and twoply search, where each step in the search is the move of a customer from one truck to another. When a truck loses or gains customers, a deterministic branch-and-bound algorithm is used to reoptimize its route, s The simple search can be run in greedy mode, in which any one-or two-ply move that improves the score is made immediately, and the search then restarted. The other option is steepest-descent mode, in which the best move is made after consideration of multiple one-and two-ply moves. The number of one-and two-ply moves considered in one invocation of the search process is set by the user.
The human user can guide this simple search in three ways:
• Manual assignment of customers to trucks: The user can manually move a customer from one truck to another, which automatically invokes the route-optimization procedure for the affected routes. This is the primary mechanism for escaping local minima found by the computer's searching.
• Manipulation of search priorities:
The user can change the search priority assigned to a given customer. During the one-and two-ply searches, customers are considered in priority order; customers of equal priority are considered in random order.
• Objective-function selection: One of two objective functions can be chosen. The first was designed primarily to minimize the number of truck routes: it rewards very short and very long routes, while also including total distance traveled by all the trucks as a secondary consideration. The second objective function is just the total distance traveled; it will cause a truck to be eliminated only if it causes a reduction in total distance.
aAs noted above, computing the route for a truck once customers have been assigned to it is an instance of the Traveling Salesman Problem with time windows. Although an NP-hard problem, the instances are small enough (usually 5-10 customers are assigned to each truck in near-optimal solutions to the Solomon problems) that exhaustive search is feasible. The movement of the trucks over time can be seen by moving the slider bar at the bottom of the display (see Figure 2 ). Trucks are drawn as crosses that follow their respective polylines. Customers currently receiving a delivery are highlighted with a surrounding green box. If a truck arrives at a customer too early, it must wait; this is shown with a surrounding red box. If a truck arrives at a customer too late, or with too few goods to deliver --this can happen if the user creates an infeasible solution through manual assignmenthighlighted warnings are shown (see Figure 3) . The remaining capacities of the color-coded trucks are shown to the right of the display.
The three user-guidance operations described above are supported by the interface in the following ways. A customer can be moved to another truck's route by simply selecting first the customer, and then the new route. Search priorities can be modified by first selecting one or more customers, and then setting their priorities to low, medium, or high via a pulldown menu. Search priorities can also be reviewed by changing the display mode of the interface (see Figure 4) . And the objective function can be selected via a pulldown menu. Once done with guidance operations, the user can invoke the computer's simple-search process in greedy or steepest-descent modes for a specified number of one-and two-ply moves.
INITIAL RESULTS
Our initial implementation uses a tabletop display, which we call the Optimization Table (see Figure 5 ). Our tentative conclusion from several extended sessions with the current system is that human guidance improves the simple search pro- cess significantly most of the time. In very informal experiments on three of the Solomon datasets we have matched or exceeded the results in [2] , a recent paper that is presumably representative of the recent state of the art for CVRTW.
The best results were achieved on problems for which good routes form easily perceived gestalts; these tend to be the problems with fairly loose constraints. However, we are still at the early stages of this project: the general degree of improvement, the amenability of different CVRTW problems to our approach, and the contributions of the various distinct aspects of the system to general system effectiveness have all to be determined by detailed experiment.
One other property o f the system that we have noticed so far concerns the human's comprehension of a given problem. During the course of a session, our users report that they come to understand many of the intricacies of the problem instance they are working on: what the problematic time windows are, who the problematic customers are, etc. In a real-world context, where problem constraints are often soft and fungible, this increased understanding might allow a human user to refine and adapt constraints to permit superior solutions. This capability clearly goes well beyond what the computer alone can do, and might be the real benefit of having a human in the loop.
CURRENT AND FUTURE WORK
Our current task list includes the following items:
• Algorithmic refinements: By caching the results of one-ply moves, two-ply moves can be investigated much more efficiently. A more efficient search will enable the exploration of more of the search space in the time set by the user.
• Automatically generated suggestions: Showing the user a selection of solutions generated by multiple unguided invocations of the simple search may suggest ideas for how to assign customers to trucks, even if no automatically generated solution is good by itself.
• Empirical analysis: First, we have several experiments planned to help determine the best way to use our system. How many steps should the search take per invocation? How much and in what ways should the user change the solution manually between invocations of the search process? What are the relative advantages of the greedy and steepest-descent search modes? Are automatically generated suggestions useful? Our adoption of a large tabletop display was meant to permit multiple human users: Do teams of users perform better than single users? Only after we have answered these questions can we undertake a direct comparison between the best unguided search techniques and HuGSS, which will be the ultimate test of the validity of our approach.
• Novel interaction hardware: Another reason for using a tabletop display is the possibility of using novel interaction techniques that would not be possible with a conventional CRT display. For example, some of our users use tangible markers and written annotations on the display as they formulate their guidance plans. We intend to assess the utility of these tangible interaction techniques via user studies. We are also investigating more advanced tangible interaction technique s, in which the tangible widgets can be sensed and moved by the computer. These widgets could further enhance the effectiveness of the display for visualization and manipulation.
• Web-based HuGSS: If multiple users result in better guidance, a Web-based version of our system could be very useful. In particular, recasting the optimization task as an entertaining activity (think Tetris!) could produce a game that entertains people while also generating useful solutions to important and practical problems.
