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We derive a GL(3) version of Kronecker’s first limit formula, and use this for- 
mula to express the constant coefficient in the Laurent expansion of the Dedekind 
zeta function of both types of cubic fields in terms of a new function, which we 
therefore view as an analog of [t~(z)[. 0 1992 Academic Press, Inc. 
0. INTRODUCTION 
The Dedekind eta function is defined on the upper half plane H, by 
m  
v](z) = exp z 
( > 
n (1 - exp(2ninz)). 
n=l 
Its absolute value [q(z)1 is at the heart of the classical limit formulae of 
Kronecker. Namely, let 
F Jq(z, s) =PTT(s)C’ m,nsZ *z: n,2s cw) ’ 1) (0.1) 
be the Eisenstein series of SL(2, Z) multiplied by [*(2s) = 7ceSZ(s) [(2s). 
Then the first Kronecker limit formula gives the constant coefficient of the 
Laurent expansion of Et(z, S) about s = 1 as 
EF(z, s)=& +(c-logy-4logl~(z)l)+O(S-1) (0.2) 
(C = an absolute constant). 
This function, 
If&z)1 = exp - $ fi 11 - exp(2rrinz)l, 
( >’ n=l 
* Supported by the National Science Foundation, 
174 
0022-314X/92 $3.00 
CopyrIght 0 1992 by Academic Press. Inc 
All rights of reproduction in any form reserved. 
A GL(3) ANALOG OF lrf(z)l 175 
possesses some interesting properties. For y = (z 2) E X(2, Z) and z E Hz 
letj(y,z)=Icz+dl. Then 
MYZ)l =.h zP2 Irl(z)L 
Furthermore the function log Iv(z)1 is a harmonic function on H,; i.e., if 
A = y2(8t + a’,) is the Laplace operator on H,, then 
A log Iv](z)1 = 0. 
The limit formula (0.2) was used by Dirichlet to express the constant 
coefficient in the expansion of the zeta function IK(,s, A) of an ideal class 
in an imaginary quadratic field as a sum of log Iv(z)1 at special points. 
Hecke later showed that the same function plays a role in the real 
quadratic case. Let K be a real quadratic field with fundamental unit E > 1. 
Then the constant coefficient of the expansion of @$?PSf(~/2)2 [,&, A) 
about s = 1 is 
i & 1 (C- 1% Y(ZAf)) -4 log Irl(zAr))l) $9 
where za(t) is a curve in H, which depends on A. In fact this is an integral 
over a closed geodesic on the surface SL(2,Z)\H,. 
This work considers a function which we view as a GL(3) analog of 
log IQ(z)~. It is defined on the symmetric space H associated to 
G = GL(3, R) = GL(3) in much the same way as log Iv(z)1 is defined on 
that of GL(2, R) = GL(2). H is the space of cosets GL(3, R)/0(3, R) R”, 
and by the Iwasawa decomposition every coset T E H has a unique repre- 
sentative of the form 
(ilY2 y;2 ;:) (0.3) 
with y,, y, > 0. Write zj = xi + iy,, j = 1, 2, and x4 = x3 -x1x2. Then our 
function is 
x jJ” I1 - exp( -27~~~ lnzi -ml + 2ni(mx, + nx,))l. 
m,n 
Here we multiply over all pairs (m, n) # (0,O) modulo k 1. 
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This function will turn out to be the key to the first limit formula which 
we derive in Section 2. Given a maximal parabolic Eisenstein series E*(T, s) 
associated to SL(3, Z) as described in Section 1, we show that 
E*(z, s) = 2 +(c-(2/3)lOg(J’,J’;)-‘tlOgg(T))+O(.S-1). 
This gives an explicit limit formula for all Epstein zeta functions of ternary 
quadratic forms. 
In Section 3 we investigate some properties of g(t), and show that it is 
SL(3,Z)-automorphic on H with 
where j(y, z) is the appropriate factor of automorphy. We also show that 
log g(r) is a harmonic function on H, annihilated by the (rank two) 
algebra of invariant differential operators. In this section we make extensive 
use of the fundamental work layed out by Bump in [B]. 
In Section 4 we use our limit formula to obtain the cubic field analogs 
of the results on quadratic fields mentioned above. Given a complex cubic 
field K with fundamental unit E and an ideal class A in K, we find an 
analog of Hecke’s trick, which gives a curve za(t) in H such that the 
constant coefficient of IK(.s, A) times its gamma factor is given by 
I&l 
J ( 1 (.-~log(~,g:)(?,(r))-4log $AT.4(f)) $. > 
We also describe the modifications needed in order to treat totally real 
cubic fields. We find that, much like the quadratic case, the same function 
g(z) enters the limit formulae for both types of cubic fields. 
Limit formulae for Epstein zeta functions go back to Epstein’s original 
work [Ep]. They were brought into the context of automorphic forms on 
the symmetric space of GL(n) by Terras in [T]. The function g(z) first 
appeared in the GL(3) limit formula of Bump and Goldfeld [G], who con- 
sidered minimal rather than maximal parabolic Eisenstein series. Using an 
identity between these and Hilbert modular Eisenstein series they obtained 
the formula for the constant coefficient in the totally real case. An adelic 
treatment of these issues can be given (see Wilonski [WI), in which one 
expresses the zeta function of any global field as a toroidal integral of 
Eisenstein series. An adelic study of the constant coefficient has been done 
by Driencourt [D] for GL(2), which is related to the work of Asai in [A]. 
The present paper appeared in 1986 as an M.S.R.I. publication 
(no. 10708). It turned out to overlap with a preprint of S. Tandai of that 
year and possibly others, and was therefore not submitted. As this material 
A GL(3) ANALOG OF l?(Z)1 177 
has not seen publication since, it seemed appropriate that the preprint 
should appear at this time. We acknowledge the very useful comments 
made by the referee. 
1. MAXIMAL PARABOLIC EISENSTEIN SERIES 
The group f = SL(3, Z) acts discontinuously on the symmetric space H. 
Let rrn be the maximal parabolic subgroup of r consisting of all elements 
whose last row is (0, 0, 1). The Eisenstein series associated to Too is defined 
for Re(s) > 1 by 
E(r, s)= c iqyz)“. 
YE r,\r 
Here we let 6(r) be the determinant of the canonical representative of yz as 
in (0.3). It is shown in [F] that E(T, s) can be written as 
E(t,s)= c (Y: Yd” 
cm,n,kj=l IX Ikz2+m12+ W3+mxl +n)213”‘2’ 
(1.1) 
and that the function E*(7, s) = [*(3x) E(T, s) admits a meromorphic 
continuation to C with poles at s = 1,O of residues f, - f. 
Now let Q be a 3 x 3 positive definite symmetric matrix. For a E R3 
denote Q[a] = a’. Q . a. The Epstein zeta function associated to Q is 
defined for Re(s) > 5 by 
its, Q,= 1 Q[al-‘. 
asZ3,aZO 
This function was studied by Epstein [Ep] and Siegel [S]. We now relate 
it to E(t, s). 
The matrix Q can be decomposed as 
Q= IQ,“’ (Y:Y,)- fl” 
= lQ,l” (yf Y*)-*‘~ T .z’. 
k 
a= m ERR 0 n 
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0’. t zr ‘a = (k,l-, ?‘z)? + (ky, .I’2 + WZJ’, )?+ (kx, + rnx, + n)’ 
=.vf Ik=2+nz12+(kX7+I11.Y,+n)2. 
Therefore 
i ;, Q = IQ1 -‘j2 [(3s) E(T, s), 
( > 
and so the limit formula below applies to all of these [(s, Q). 
2. THE LIMIT FORMULA 
In this section we evaluate the constant coefficient in the Laurent expan- 
sion of E(z, S) about s = 1 in terms of functions on H. 
THEOREM 1 (First Limit Formula). 
E*(T, s) = z+ C- (2/3) log(y, y;) -4 log g(T) + O(S- 1). 
Here C is an absolute constant given below. 
Proof: The factor c(3s) allows us to sum over all triples (k, m, n) # 
(0, 0,O). Therefore by (1.1) the left hand side is 
n - 3s’21J 3~12) C’ (Y:Y2)" 
k.m,n [y: Ikz2+m12+(kX3+mxl+n)2]3”‘2’ 
The term with k = 0 equals 
3~12 
n~3"'2r(3s/2)(y:'2y2)S mFi (m2yf + (zx +n)2)3s/2 
1 
The formula 
*-3s'2r(3s/2) = 
@3~12 s 
m  exp( -7ltLt) t3~12 dt 
t 
a>0 (2.1) 
0 
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expresses the k # 0 term as 
exp( -nt(Y: Ikz, + ml2 
dt 
+ (kx, + mx, + n)‘)) t3S’2 t. 
We wish to apply the Poisson summation formula to the inner sum. To this 
end let 
Then 
z,=x,+y,x,r=x,+x,z,. 
y; Ikz,+m12+(kx~+mx,+n)2=Imz,+n+kz3~2+(kyly2)2. 
Also, a change of variables shows that the Fourier transform of 
f(m,n)=exp(-nt lmz+n+~11~) 
is 
fh.)=$exp(-$1 nz-*12++(nz-m)) . 
) 
Applying this last formula with CI = kz,, z = z, and observing that 
3(kF,(nz, -m)) = ky,(nx+, + mx,), we have by the summation formula that 
the k#O term is 
x exp(2ak(nx, + mx2)). (2.2) 
We separate the m = n = 0 summand which gives the polar contribution. 
By (2.1) it is 
exp( -nt(ky, y2)2) t(3S/2)P1 $ 
=(y,y:)‘~“~-‘3.~-2)/2r 2[(3s- 2). (2.3) 
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To compute the Laurent expansion of (2.3) write 
71 (3s-?I/’ = 1 + (3/2) l’o(s - 1) + . ‘. 
Here y is Euler’s constant and y0 = --y -log rc - 2 log 2. Then (2.3) is 
expanded as 
~+~-(2i3)log(~~:)+o(~-l), (2.4) 
with C=2y+y,. 
We now compute the main term in (2.2), where either m # 0 or n #O. 
Since both exponents are now positive, we can write the integral as 
K 0~,2~-~(ll;;Ikl Y~Y~,&Y;’ Inz,-ml) 
in the notation of [L, 20.31. Thus the main term is the regular function in 
s given by 
Y:‘-~Y;~~~ ~~Kw-I(&I~I YIYI,&Y;* bzl-ml) 
x exp(2n&(mx, + ffxq)). (2.5) 
We specialize to s = 1. Recalling that for a, b > 0 one has 
J;r K,,,(a, 6) = - ePZah 
a 
we get for (2.5) 
_C: k~o~ev(-2n Ikl y2 I nz, - m( ) exp(2dk(mx, + nx4)). 
If we sum the terms with k and -k together we get 
1’2% f iexp( -2nky, 1 nz, -ml) exp(2nik(mx, + nx,)), 
m,n k=l 
and since 
93 f f= -logIl-zl 
k=J 
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we have 
-2 C’log (1 -exp( -2zyy, (nz, -ml) exp(2ni(mx, +nx,))(. 
m,n 
Finally we note that the summands for (m, n) and (-m, -n) are equal, 
giving us the final expression 
-4 C” log 11 - exp( -2rr.Y, J11zi -ml) exp(2rri(mx, + nx4))1. 
WZ.” 
3. THE FUNCTION g(z) 
Our aim in this section is to investigate g(r) and show that it enjoys 
ljroperties that are analogous with those of Iq(z)l. 
We begin with the r-automorphy of g. Let 
and associate to y the invariants of Bump [B], 
A = a22a31 - a,, a32 
B = a21 a33 - a23% 
C= a23a32 - a22a33 
Then for any point r E H we have 
UY7) = AY, 7) -z 6’(r), 
where S’(z) = (y, ~22)~‘~ with y,, y, as in (0.3) above, and where j(y, r) is 
the factor of automorphy 
j(y, z) = ( y; 1 Azl - B( 2 + (Ax4 + Bxz - C)2)1’2. 
It follows that 
log 6’(yr) = log 6’( 7) - 2 log j( y, r ). 
Now the limit formula says that 
(3.1) 
lim 
( 
E*(r, S) - $i 
> 
= c - log 6’(r) - 4 log g(r). 
s-l 
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Since the left hand side is f-automorphic, it follows from (3.1) that 
410g g(yz)=2logj(;J, z)+4log g(r), 
Thus we have 
COROLLARY 1. g(z) is r-automorphic with tveight $, i.e., 
We note that this is analogous to the proof of the modularity of the 
discriminant function d(z) in the classical case. 
Our next goal is to show that log g(r) is a harmonic function on the 
symmetric space H. The algebra of G-invariant differential operators on H 
is of rank two. Bump [B] explicitly computes a basis A,, A, for this 
algebra in the coordinated t. It follows from this computation that 
A,(y;yJ=3s(s- 1)(,,;J’2)s 
A,(y;y,)“= --s(s- 1)(2s- ~)(J+JJ’. 
Furthermore, since A,, A, commute with G we also have 
Therefore 
Ai(W) ((A,~)(v))“, i= I, 2. 
A,E(qs)=3s(s-l)E(t,s) 
A,E(z, s)= --s(s- 1)(2s- 1) E(z, s). 
(3.2) 
Considering the polar term in the limit formula we find that 
3s(s - 1) I?*(?, s) = 2 + O(s - 1). (3.3) 
On the other hand the main term in the limit formula combined with (3.2) 
show that the left hand side of (3.3) also equals 
with A ,(2/3) = 0. Therefore 
A,(log S’(7) + 4 log g(r)) = -2. 
Using the formula for A, again we find that 
4(f WY, v:)) = KJ@:, + Y:~;,m~(Y, Y3) = -2. 
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Therefore 
A,(log g(t)) = 0. 
Working with A, in a similar fashion one sees that 
A2(8’(7) + 4 log g(z)) = f = A&log(y, y:)). 
We conclude 
COROLLARY 2. log g(7) is harmonic; i.e., it is annihilated by the algebra 
of G-invariant differential operators on H. 
4. CUBIC FIELDS 
Let K be a non-real cubic field. Thus K has two complex conjugate 
images K and K and a real image KC3) c R. For c( E K we denote 
a”’ = %(a), CP) = 3(a), u(3) E KC3) (the real conjugate). 
Then 
INa( = leg (d3)1. 
Let E with 1~1 > 1 generate the infinite part of the group of units U in K. 
Let A be an ideal class of K and fix BE A - ‘. Then 
The following is an analog of Hecke’s trick [H]. Set 
Then a change of variables shows that for a, b > 0 
s Om (~2t2+b2t~4)-33~2++--d((.) 
Choose a= IAl, b= (A’3’l. Then a*b = INA( and we have 
dt 2 t2 + 1~(3)12 t-4)-3s/2 t’ 
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Now since lclZn 1.~‘~‘1”= IN&/“= 1 for every FEZ we have 
J&n].12 t’+ l$3’“j.“‘l’ t 4 = l;ll’(lEl” 1)” + i”‘-( IEI” t) 4, 
and from the action of { I&(“: n E Z > on R + we obtain for the above the 
expression 
(4.2) 
We wish to realize the sum as an Epstein zeta function. To this end, let 
cr,,a,,a,EKbeaZ-basisof B. If,I=m,or,+m2a2+m,a,then 
2 7 111 t-+2 (312 4 tm =(m,a, “‘+m,a~‘+m,a~“)’ t2 
+ (m,a~2’+mza~2’+m3a~“)2 t’ 
+ (m,a13’+m2a:3’+m,a:3’)2 tr4 
=(rn, rn2 m31($; g $;;:) 
a”‘? I a”‘t 2 a”‘t 3 ml 
X 
i 
a(“? 1 ac2’t 2 a$‘+ m2 . 
,(31~-2 
I 
a’3’t-’ 
2 
a’3’t-2 
3 Ii 1 m3 
Let Q = Q, be the product of the two matrices. According to the discussion 
in Section 1, we write Q as 
Q= lQ11’3(yfy2)-2’3~.t’ 
(VI V2J2 + (yIX2)2 +X3 y:X: + X1X2 
= lQ11’3(~:~L2’3 y:x: + x1 x2 .Y:+x: 
x3 Xl 
so that the five coordinates will be expressed as a function z,(t), which can 
be made explicit using this last formula. Going back to (4.2) we now have 
1’ (142 t2+~W2f--4)~3s/2= 
ISB 
i (5, Q,) = IQI -“’ 1(3s) E(~,df)r s). 
Therefore by (4.1) and (4.2) 
6 r(3s/2) 
’ T(s’2)=‘s)&(~, A)=NB”; ,,,-“*(” 5(3s)E(r,(r),s)$, 
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so that 
Since 4 IQ1 is the discriminant of B, which in turn is equal to NB2d,, we 
can conclude 
THEOREM 2. The zeta function IK(s, A) is the integral of the Eisenstein 
series E*(t, s) along the curve TA(t), 1 d t d 1~1. More precisely, 
3’2dr)s T(s/2) T(s) I&, A) = !“’ E*(TA(t), s) $. 
1 
Appealing to the limit formula in Theorem 1, we apply Theorem 2 and 
compute the constant coefficient of the Laurent expansion of IK(s, A): 
THEOREM 3. We have 
lim i 
2 log I4 
(2-1x-3/2dp)s f(s/2) T(s) cK(s, A) -~ 
s - 1 s-l > 
= Clog I&l -; i,“’ log(y,(t) y2(t)2) $- 4 Jl” log g(r.Jt)) f. 
We end by showing how a similar method can be used to recover a 
theorem of [BG]. Let K be a totally cubic field, and let U, A, and B be 
as before. For a, b, c > 0 consider 
s cc 
0 
I m 
0 
(a2t~+b2t~+c2(tlt2)p2)p3S~2~$ 
I 2 
= (abc)-” Jom Joa ( 
dt, dt2 
t: + t; + (t1 t2)-*)-3s’2 7 7 
1 2 
= (abc)-” d’(s). 
Choosing a, b, c to be the three conjugates of I E BfU we express 
d’(s) CLB,,U/IN~“) as an integral of an Epstein zeta function over 
(R+)‘/U, and proceed to apply our limit formula to evaluate the constant 
coefficient of I&, A). 
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