ABSTRACT This paper investigates the problem of delay-dependent stability for discrete-time systems with time-varying delays. A novel augmented Lyapunov-Krasovskii functional is proposed in deriving stability criteria in which the feasible region is enhanced. Also, an improved summation inequality is developed and applied to find the lower bound of summation inequalities. Via two numerical examples, improved results will be shown by comparing with maximum delay bounds.
I. INTRODUCTION
Time-delays have gained considerable attentions due to one of the constraints in systems because the delays cause poor performance or even instability of system, as shown in the studies on the traditional time-delay systems [1] - [3] . For the reason above, the stability analysis for the continuoustime systems with time-delay has been mainly addressed in the previous works [4] - [9] and therein. In this respect, the present authors have done many researches related to this. Specially, some results are concerned with the construction of the Lyapunov-Krasovskii functional. Of those, the examples the authors proposed in [9] are for the scalars a < b and the symmetric positive definite matrix P The main advantages of (1) and (2) are that, comparing with the use of the Lyapunov-Karsovskii functional having only single state vector, more cross terms will be utilized to improve the stability conditions. An important point to notice here is that the combination of the vectors x(s),ẋ(s) and b sẋ (u)du were employed for the first time to develop the augmented Lyapunov-Krasovskii functional through the present authors' research works on the continuous-time systems with time-delay. On the other hands, the stability analysis for the discrete-time systems with time-delay is relatively rare, comparing with the continuous-time case. To take the head in the discrete-time case, the augmented Lyapunov-Krasovskii functional approach as mentioned above is extended in this paper. At that time, inspired by the three vectors used in the continuous-time case, the vectors x(s), x(s) and b u=s x(k + u) will be employed as the first purpose of this paper for constructing a novel Lyapunov-Krasovskii functional. That is, In addition, the Lyapunov-Krasovskii functional having the vectors x(s) and x(s) have been used in [10] .
In the same vein, many integral inequalities have been researched in the continuous-time case. Recently, after Wirtinger-based inequality is presented in [6] , various forms of Wirtinger-based inequality were proposed in the literatures. On the contrary, in the discrete-time case, several summation inequalities [11] - [16] have been introduced to enhance the feasible region of stability condition for systems with discrete-time systems with time-varying delays. Among them, after this paper sheds new light on the novel summation inequality proposed through the present authors' work [11] , by remedying its shortcoming, a new summation inequality will be derived as the secondary purpose of this paper.
To sum up, the main purpose of this paper can be summarized as follows:
• Development of the augmented Lyapunov-Krasovskii functional consisted of the vectors x(s), x(s) and b u=s x(k + u) • Development of the summation inequality to improve the inequality proposed in [11] Therefore, it is really quite necessary to study the LyapunovKrasovskii functional approach and the summation inequality to reduce the conservative of the stability conditions for the discrete-time systems with time-delay. Motivated by the matters mentioned above, two novel stability conditions for discrete-time systems with time-varying delays will be presented in this paper. First of all, a novel summation inequality is introduced as Lemma 4. Next, by constructing a novel augmented Lyapunov-Krasovskii functional, the first stability condition for such systems is derived in Theorem 1 within the framework of LMIs. Moreover, by the use of Lemma 4, the second stability criterion for such systems is proposed as Theorem 2. Finally, through two numerical examples utilized in many existing works, the advantages of the augmented Lyapunov-Krasovskii functional employed in this paper and the summation inequality proposed in Lemma 4 will be shown.
Notation: Throughout this paper, the used notations are standard. R and N + stands for the sets of real numbers and positive integers, respectively. R n and R m×n denote the n-dimensional Euclidean space with the Euclidean vector norm · and the set of all m × n real matrices, respectively. S n and S n + are the sets of symmetric and symmetric positive definite n × n matrices, respectively. I n means the identity matrix with n×n dimension. 0 n (0 m·n ) denotes the zero matrix with n × n (m × n) dimension. X > 0 (< 0) means symmetric positive (negative) definite matrix. X ⊥ denotes a basis for the null-space of X . diag{· · · }, Sym{X }, and col{x 1 , . . . , x n } stand for, respectively, the (block) diagonal matrix, the sum of X and X T , and the column vector with the vectors x 1 , . . . , x 2 . The symmetric terms in symmetric matrices and in quadratic forms will be denoted by (This is used if necessary.). X [f (t)] means the sum of a constant matrix X 1 and a linear matrix f (t)X 2 for all real scalars f (t); i.e., X [f (t)] = X 1 + f (t)X 2 .
II. PROBLEM STATEMENTS
Consider the following discrete-time systems with timevarying delays
where x(k) ∈ R n is the state vector, φ(k) is an initial function, A ∈ R n×n and A d ∈ R n×n are known system matrices, h(k) ∈ [h m , h M ] means time-varying delay, and h m and h M are known positive integers. The objective of this paper is to develop delay-dependent stability criteria which provide larger delay bounds. The following Lemmas will be utilized to derive our main results. Lemma 1 [7] : For any vectors x 1 and x 2 in R n , matrices R ∈ S n + , M ∈ R n×n , nonnegative real scalars α 1 and α 2 satisfying α 1 + α 2 = 1, and x i = 0 if α i = 0 (i = 1, 2), the following inequality holds:
Lemma 2 (Finsler Lemma; [17] ): Let x ∈ R n , A ∈ S n , B ∈ R m×n such that rank{B} < n. The following statement holds:
Lemma 3 [11] : For a matrix M ∈ S + n , integers a < b and vector z : {a, a + 1, . . . , b − 1, b} → R n , the following inequality holds
where
Lemma 4: For a matrix M ∈ S + n , integers a < b and vector z : {a, a + 1, . . . , b − 1, b} → R n , the following inequality holds
where all notations were defined in Lemma 3.
Proof: From Eq. (8) of [11] , the following inequality can be easily found
, the inequality (7) can be easily obtained.
Remark 1:
For a start, the shortcoming of the summation inequality proposed in [11] , which is Lemma 3, is that the inequality (8) takes its upper bound further like as Eq. (8) of [11] . In detail,
This result leads to the loss of the inequality (8), which is the key point of the development of Lemma 4. As a result, the inequality (7) is tighter bound than the inequality (6) proposed in [11] . This effort will result in improved conditions for the stability analysis of discrete-time systems with timevarying delays.
III. MAIN RESULTS
This section will introduce improved delay-dependent stability criteria for system (3). For simplicity of matrix and vector notations, e i = [0 n·(i−1)n , I n , 0 n·(23−i)n ] T ∈ R 23n×n and e 0 = 0 23n·n are defined as block entry matrices. Some other matrices are defined as 
Now, the first result for stability of system (3) 
, and any matrices i ∈ R n×20n (i = 1, ..., 10) satisfying the following LMIs
Proof: Let us consider the following augmented Lyapunov-Krasovskii functional candidate
and
Note that
From (15), the forward difference of V 1 (k) can be written as
Calculating V 2 (k) leads to
The deriving process of V 3 (k) is similar to the case of V 2 (k). The result of V 3 (k) can be written as
Inspired by the work [10] , let us consider the following zero equality
where P 1 is any symmetric matrix. The V 4 (k) can be represented as
By utilizing Lemma 3, the lower bound of the following summation terms can be
From (20) to (21), V 4 (k) can be bound as
Let us another two zero equalities as follow
With the above two zero equalities, V 5 (k) can be
With the use of Lemmas 2 and 3, if the inequality (13) holds, then the following inequalities are satisfied
T ζ (k) = 0 6n·1 or VOLUME 5, 2017 
Therefore, the following inequality can be obtained
From (14) to (27), we have
From the inequality (28), a stability condition for the system (3) can be written as
By utilizing Lemma 2, the stability condition (29) is equivalent to
Since the left term of inequality (30) is affinely dependent on h(k), if the inequalities (11) and (12) Remark 3: In Theorem 1, Lemma 3 was utilized to obtain the lower bound of the summation term
To reduce the conservatism of Theorem 1, a further improved result can be obtained by utilizing Lemma 4 to the above summation term. This will be introduced in next theorem.
Theorem 2:
For given integers h m and h M where 2 < h m < h M , the system (3) is asymptotically stable for
, and any matrices i ∈ R n×20 (i = 1, ..., 10) satisfying the following LMIs (36), as shown at the bottom of the previous page. Therefore, V 4 can be bounded as
The other procedure is very similar to the proof of Theorem 1. Thus, it is omitted. Remark 4: This paper focuses on only stability analysis for discrete-time linear systems with time-varying delays. By constructing similar augmented Lyapunov-Krasovskii functionals introduced in this paper and utilizing some mathematical techniques, the proposed methods can be extended to design a state-feedback controller for various systems which will be our future works.
Remark 5: In [14] , [15] , further refined summation inequalities were proposed to obtain more tighter lower bound of summation quadratic terms. However, only single state was utilized in the constructed Lyapunov-Krasovskii functionals, which have some limitations in obtaining information on cross terms. In this paper, unlike the methods [14] , [15] , the augmented vector having three states was utilized in double summation terms of Lyapunov-Krasivskii functionals. The superiority of Theorems 1 and 2 will be shown by the comparison of maximum delay bounds with those of [14] and [15] .
IV. NUMERICAL EXAMPLES
In this section, two numerical examples will be provided to illustrate the effectiveness of the proposed stability criteria. The obtained results are compared with some recent results [10] - [13] , [16] . One can see that the results of Theorem 1 are significantly improved than those listed in Tables 1 and 2 . Also, the results of Theorem 2 is slightly larger than those of Theorem 1. Thus, the reduced conservatism of Theorem 2 comparing with Theorem 1 can be verified in this numerical example. Table 3 , the results obtained by Theorems 1 and 2 are listed and compared with a few recent results. For this example, both of the proposed theorems provide much larger delay bounds than the results listed in Table 3 . Note that, in this example, reduced conservation of Theorem 2 comparing with Theorem 1 cannot be seen.
V. CONCLUSIONS
In this paper, new stability criteria for discrete-time linear systems with time-varying delays were proposed. To enhance the feasible region of stability criteria, some newly constructed Lyapunov-Krasovskii functions were introduced in VOLUME 5, 2017
Theorem 1 in deriving the stability condition. By Lemma 4 and based on the result of Theorem 1, the further improved stability condition was presented in Theorem 2. Two numerical examples have been given to show the effectiveness and usefulness of the presented methods. By utilizing the augmented Lyapunov-Krasovskii functionals and based on the method utilized in estimating some summation terms with quadratic form, future works will focus on the study of stability and stabilization for various systems such as discrete neural networks, complex networks, and so on.
