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Abstract
We study online learning of finite Markov decision process (MDP) problems when a side
information vector is available. The problem is motivated by applications such as clinical trials,
recommendation systems, etc. Such applications have an episodic structure, where each episode
corresponds to a patient/customer. Our objective is to compete with the optimal dynamic
policy that can take side information into account.
We propose a computationally efficient algorithm and show that its regret is at most O(
√
T ),
where T is the number of rounds. To best of our knowledge, this is the first regret bound for
this setting.
1 Introduction
We study online learning of finite Markov decision process (MDP) problems when a side information
vector is available. The problem is motivated by applications such as clinical trials (Lavori and
Dawson, 2000, Murphy et al., 2001), recommendation systems (Li et al., 2010), etc.
For example, consider a multi-stage treatment strategy that specifies which treatments should
be applied to a patient, given his responses to the past treatments. Each patient is specified by the
outcome of several tests that are performed on the patient before the treatment begins. We collect
these test results in a side information vector. A simple universal strategy uses the same policy
to make recommendations for all patients, independent of the side information vector. Ideally, we
would like to have treatment strategies that are adapted to each patient’s characteristics.
The problem can be modeled as a MDP problem with an infinite state space. The state variable
contains the side information and the patient responses up to the current stage in the treatment.
Although there are regret bounds for MDP problems with infinite state spaces (Abbasi-Yadkori
and Szepesva´ri, 2011, Abbasi-Yadkori, 2012, Ortner and Ryabko, 2012), the proposed algorithms
can be computationally expensive.
Alternatively, we can model the problem as a MDP problem with changing rewards and tran-
sition probability kernels. There is however no computationally efficient algorithm with a perfor-
mance guarantee for this setting.
In this paper, we model such decision problems with Markov decision processes where the
transition and reward functions are allowed to depend on the side information given for each new
problem instance. Using our previous example, the side information corresponds to the results
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of the tests preceding the treatment, actions correspond to different treatment options, and the
states are given by the outcome of the applied treatments. Every new patient corresponds to a new
episode in the decision problem, where the transitions and rewards characterizing the treatment
procedure are influenced by the history of the patient in question. In what follows, we precisely
formulate the outlined decision problem and provide a principled way of utilizing side information
to maximize rewards.
2 Background
To set up our goals, we need to fix some notations. Let ‖v‖ denote the `2 norm of vector v. A
finite episodic Markov decision process (MDP) is characterized by its finite state space S, finite
action space A, transition function P and reward function r. An episodic MDP also has a few
special states, the starting state and some terminal states: Each episode starts from the designated
starting state and ends when it reaches a terminal state. When, in addition, the state space has a
layered structure with respect to the transitions, we get the so-called loop-free variant of episodic
MDPs. The layered structure of the state space means that S = ∪Ll=0Sl, where Sl is called the lth
layer of the state space, Sl ∩Sk = ∅ for all l 6= k, and the agent can only move between consecutive
layers. That is, for any s ∈ Sl and a ∈ A, P (s′|s, a) = 0 if s′ 6∈ Sl+1, l = 0, . . . , L− 1. In particular,
each episode starts at layer 0, from state s0. In every state sl ∈ Sl, the learner chooses an action
al ∈ A, earns some reward r(sl, al), and is eventually transferred to state sl+1 ∼ P (·|s, a). The
episode ends when the learner reaches any state sL belonging to the last layer SL. This assumption
is equivalent to assuming that each trajectory consists of exactly L transitions.1 This framework
is a natural fit for episodic problems where time is part of the state variable. Figure 1 shows an
example of a loop-free episodic MDP. For any state s ∈ S we will use ls to denote the index of the
layer s belongs to, that is, ls = l if s ∈ Sl.
A deterministic policy pi (or, in short: a policy) is a mapping pi : S → A. We say that a policy pi
is followed in an episodic MDP problem if the action in state s ∈ S is set to be pi(s), independently
of previous states and actions. The set of all deterministic policies will be denoted by Π. A random
path u = (s0,a0, . . . , sL−1,aL−1, sL) is said to be generated by policy pi under the transition model
P if the initial state is s0 and sl+1 ∈ Sl+1 is drawn from P (·|sl, pi(sl)) for all l = 0, 1, . . . , L− 1. We
denote this relation by u ∼ (pi, P ). Define the value of a policy pi, given a fixed reward function r
and a transition model P as
W (r, pi, P ) = E
[
L−1∑
l=0
r(sl, pi(sl))
∣∣∣∣∣u ∼ (pi, P )
]
,
that is, the expected sum of rewards gained when following pi in the MDP defined by r and P .
1Note that all loop-free state spaces can be transformed to one that satisfies our assumptions with no significant
increase in the size of the problem. A simple transformation algorithm is given in Appendix A of Gyo¨rgy et al. (2007).
2
S0 S1 S2 S3 S4
a1 a2
S0 S1 S2 S3 S4
l=0 l=1 l=2 l=3 l=4 l=0 l=1 l=2 l=3 l=4
Figure 1: An example of a loop-free episodic Markov decision process when two actions a1 (“up”)
and a2 (“down”) are available in all states. Nonzero transition probabilities under each action
are indicated with arrows between circles representing states. In the case of two successor states,
the successor states with the intended direction with larger probabilities are connected with solid
arrows, dashed arrows indicate less probable transitions.
3 The learning problem
We consider episodic loop-free environments where the transitions and rewards are influenced by
some vector x ∈ D ⊂ Rd of side information. In particular, the probability of a transition to state
s′ given that action a was chosen in state s is given by the generalized linear model
Px(s
′|s, a) = σ(ϕ(x)>θ∗(s′, s, a)),
where σ : R→ [0, 1] is a link function (such as sigmoid function), ϕ : Rd → Rn is a feature mapping,
and θ∗(s′, s, a) ∈ Θ ⊂ Rn is some unknown parameter vector for each individual (s′, s, a) ∈ S×S×A.
Furthermore, the rewards are parametrized as
E [rx(s, a)] = σ(ψ(x)>λ∗(s, a)),
where ψ : Rd → Rm is another feature mapping and λ∗(s, a) ∈ Λ ⊂ Rm.
In every episode t = 1, 2, . . . , T of our learning problem, we are given a side information vector
xt, which gives rise to the reward function rxt and transition functions Pxt . A reasonable goal in
this setting is to accumulate nearly as much reward as the best dynamic policy that can take side
information into account. Defining such a dynamic policy as a mapping φ : Rd → Π, we denote the
best achievable performance by
V ∗T = max
φ:Rd→Π
T∑
t=1
W (rxt , φ(xt), Pxt). (1)
3
The expected value of the learner’s policy pit in episode t will be denoted by vt = W (rxt ,pit, Pxt).
We are interested in online algorithms that have no information about the parameter vectors θ∗
and λ∗ at the beginning of the learning process, but minimize the following notion of regret :
R̂T = V
∗
T −
T∑
t=1
vt.
4 Algorithm
Algorithm 1 Algorithm for online learning in episodic MDPs with side information.
Input: State space S, action space A, confidence parameter 0 < δ < 1.
Initialization:
For each episode t = 1, 2, . . . , T :
1. Observe side information xt.
2. Construct confidence sets according to Equations (5) and (6)
3. Compute pit, P̂t and r̂t according to Equation (2).
4. Traverse path ut ∼ (pit, Pxt).
5. Receive rewards
∑L−1
l=0 rxt
(
s
(t)
l ,a
(t)
l
)
.
Our algorithm combines ideas from the UCRL2 algorithm of Jaksch et al. (2010) and the
results of Filippi et al. (2010). The algorithm that we propose is based on the Optimism in the
Face of Uncertainty (OFU) principle. First proposed by Lai and Robbins (1985), OFU is a general
principle that can be employed to design efficient algorithms in many stochastic online learning
problems (Auer et al., 2002, Auer, 2002, Dani et al., 2008, Abbasi-Yadkori and Szepesva´ri, 2011).
The basic idea is to maintain a confidence set for the unknown parameter vector and then in every
round choose an estimate from the confidence set together with a policy so that the predicted
expected reward is maximized, i.e., the estimate-policy pair is chosen optimistically.
To implement the OFU principle, we construct confidence sets Θt and Λt that contain the true
models θ∗ and λ∗ with probability at least 1 − δ each. The confidence parameter δ ∈ (0, 1) is
specified by the user. Our parametric estimates take the form
P θx (s
′|s, a) = σ(ϕ(x)>θ(s′, s, a))
and
rλx(s, a) = σ(ψ(x)
>λ(s, a))
for each x ∈ Rd and (s′, s, a) ∈ S × S × A. Using these notations, the confidence sets Θ and Λ
translate to confidence sets for the transition and reward functions as
Px(Θ) =
{
P θx : θ ∈ Θ
}
and Rx(Λ) =
{
rλx : λ ∈ Λ
}
.
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Using these confidence sets, we select our model and policy simultaneously as(
pit, P̂t, r̂t
)
= arg max
pit∈Π
P θxt∈Pxt (Θ),rλxt∈Rxt (Λ)
W
(
rλxt ,pit, P
θ
xt
)
. (2)
The above optimization task can be efficiently performed by the extended dynamic programming
algorithm presented in Section 6 (see also Neu et al., 2012).
We employ techniques similar to Filippi et al. (2010) to construct our confidence sets. Let
Nt,s,a,s′ = I +
t−1∑
u=1
I{s(u)ls =s,a
(u)
ls
=a,s
(u)
ls+1
=s′}ϕ(xu)ϕ(xu)
>
and
Mt,s,a = I +
t−1∑
u=1
I{s(u)ls =s,a
(u)
ls
=a}ψ(xu)ψ(xu)
> .
Let St(s, a) be the set of time steps up to time t that (s, a) is observed. At time t, we solve the
equations ∑
u∈St(s,a)
(rxu(s, a)− σ(ψ(xu)>λ(s, a))) = 0 , (3)∑
u∈St(s,a)
(I{s(u)ls′ =s
′} − σ(ϕ(xu)
>θ(s, a, s′))) = 0 , (4)
to obtain λ˜t(s, a) and θ˜t(s, a, s
′). Let ρt be an increasing function (to be specified later). Then,
the confidence interval corresponding with rxt(s, a) at time t is [r
−
t (s, a), r
+
t (s, a)], where
r−t (s, a) = σ(ψ(xt)
>λ˜t(s, a))− ρt‖ψ(xt)‖M−1t,s,a ,
and
r+t (s, a) = σ(ψ(xt)
>λ˜t(s, a)) + ρt‖ψ(xt)‖M−1t,s,a .
Similarly, the confidence interval corresponding with Pxt(s
′|s, a) at time t is given by [p−t (s′|s, a),p+t (s′|s, a)],
where
p−t (s
′|s, a) = σ(ϕ(xt)>θ˜t(s′, s, a))− ρt‖ϕ(xt)‖N−1
t,s,a,s′
,
and
p+t (s
′|s, a) = σ(ϕ(xt)>θ˜t(s′, s, a)) + ρt‖ϕ(xt)‖N−1
t,s,a,s′
.
Summarizing, our confidence sets for the reward and transition functions are respectively defined
as
Rxt(Λt) =
{
r : r(s, a) ∈ [r−t (s, a), r+t (s, a)]
}
(5)
and
Pxt(Θt) =
{
P : P (s′|s, a) ∈ [p−t (s′|s, a),p+t (s′|s, a)]
}
. (6)
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5 Analysis
First, we make a number of assumptions.
Assumption 1. Function σ : R → R is continuously differentiable, Lipschitz with constant kσ.
Further, we have that cr = infx∈D,θ∈Θ σ˙(ϕ(x)>θ) > 0, and cP = infx∈D,λ∈Λ σ˙(ψ(x)>λ) > 0, where
σ˙ denotes the derivative of σ.
Assumption 2. There exists L > 0 such that for all x ∈ D, ‖x‖ ≤ L.
Assumption 3. Function σ : R→ R is bounded in [0, 1].
The main result of this section is the following theorem.
Theorem 1. Let Assumptions 1,2,3 hold. Then, with probability at least 1 − δ, for any sequence
of side information vectors,2
R̂T = O˜
(
L|S|2|A|(n+m)
√
T
)
.
We will need a number of lemmas to prove the theorem.
Lemma 1 (Filippi et al. (2010), Proposition 1). Take any δ, t such that 0 < δ < min
(
1, me ,
n
e
)
and
1 + max(m,n, 2) ≤ t ≤ T . Let κ = √3 + 2 log(1 + 2L2). Let
βr,t(δ) =
2kσκ
cr
√
2n log(t) log(n/δ) ,
βP,t(δ) =
2kσκ
cP
√
2m log(t) log(m/δ) .
Let λ˜t(s, a) and θ˜t(s, a, s
′) be the solutions of (3) and (4), respectively. Then, for any x ∈ Rd, any
z = (s, a), and any s′ ∈ Sls+1, with probability at least 1− δ, it holds that∣∣∣σ (ϕ(x)>θ∗(z, s′))− σ (ϕ(x)>θ˜t(z, s′))∣∣∣ ≤ βr,t(δ)‖ϕ(x)‖N−1
t,z,s′
.
Also, with probability at least 1− δ,∣∣∣σ (ψ(x)>λ∗(z))− σ (ψ(x)>λ˜t(z))∣∣∣ ≤ βP,t(δ)‖ψ(x)‖M−1t,z .
Lemma 2 (Abbasi-Yadkori (2012), Lemma E.3). Let {w1, . . . , wt} be a sequence in Rk. Define
Ws = I +
∑s−1
τ=1wτw
>
τ . If ‖wτ‖ ≤ L for all τ , then
t∑
s=1
min
(
1, ‖ws‖2W−1s
)
≤ 2k log
(
1 +
tL2
k
)
.
2We use O˜ to hide logarithmic factors in the big-O notation.
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Let φ∗ be the dynamic policy achieving the maximum in (1). Also, let v̂t = W
(
r̂t,pit, P̂t
)
be
the estimate of the learner’s value vt. Since we select our model and policy optimistically, we have
v̂t ≥W (rxt ,φ∗xt , Pxt). It follows that the regret can be bounded as
R̂T =V
∗
T −
T∑
t=1
vt
=V ∗T −
T∑
t=1
v̂t +
T∑
t=1
(v̂t − vt)
≤
T∑
t=1
(v̂t − vt) . (7)
To treat this term, we use some results by Neu et al. (2012). Consider µt(s) = P [sls = s|u ∼ (pit, Pxt)],
that is, the probability that a trajectory generated by pit and Pxt includes s. Note that given
a layer Xl, the restriction µt,l : Xl → [0, 1] is a distribution. Define an estimate of µt as
µ̂t(s) = P
[
sl = s|u ∼ (pit, P̂t)
]
. First, we repeat Lemma 4 of Neu et al. (2012).
Lemma 3. Assume that there exists some function dt : S×A → R+ such that
∥∥∥P̂t(·|s, a)− Pxt(·|s, a)∥∥∥
1
≤
dt(s, a) holds for all (s, a) ∈ S ×A. Then
∑
sl∈Sl
|µ̂t(sl)− µt(sl)| ≤
l−1∑
k=0
∑
sk∈Sk
µt(sk) dt (sk,pit(sk))
for all l = 1, 2, . . . , L− 1.
Using this result, we can prove the following statement.
Lemma 4. Assume that there exist some functions dt : S×A → R+ and ct : S×A → R+ such that∥∥∥P̂t(·|s, a)− Pxt(·|s, a)∥∥∥
1
≤ dt(s, a) and |r̂t(s, a)− rxt(s, a)| ≤ ct(s, a) hold for all (s, a) ∈ S × A
with probability at least 1− δ each. Then with probability at least 1− 4δ,
T∑
t=1
(v̂t − vt) ≤
T∑
t=1
L−1∑
l=0
Ldt
(
s
(t)
l ,a
(t)
l , xt
)
+
T∑
t=1
L−1∑
l=0
ct
(
s
(t)
l ,a
(t)
l , xt
)
+ (L+ 1)|S|
√
2T log
L
δ
.
Proof. Fix an arbitrary t : 1 ≤ t ≤ T . We have v̂t =
∑L−1
l=0
∑
s∈Sl µ̂t(s)r̂t(s,pit(s)) and vt =∑L−1
l=0
∑
s∈Sl µt(s)rxt(s,pit(s)), thus
v̂t − vt =
L−1∑
l=0
∑
s∈Sl
(µ̂t(s)− µt(s)) r̂t(s,pit(s)) +
L−1∑
l=0
∑
s∈Sl
µt(s) (r̂t(s,pit(s))− rxt(s,pit(s)))
≤
L−1∑
l=0
∑
s∈Sl
|µ̂t(s)− µt(s)|+
L−1∑
l=0
∑
s∈Sl
µt(s) (r̂t(s,pit(s))− rxt(s,pit(s)))
Using our upper bound on
∥∥∥P̂t(·|s, a)− P (·|s, a)∥∥∥
1
for all (s, a) ∈ S × A along with Lemma 3, we
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get
∑
s∈Sl
|µ̂t(s)− µt(s)| ≤
l−1∑
k=0
∑
sk∈Sk
µt(sk) dt (sk,pit (sk))
=
l−1∑
k=0
dt
(
s
(t)
k ,a
(t)
k
)
+
l−1∑
k=0
∑
sk∈Sk
(
µt(sk)− I{s(t)k =sk}
)
dt (sk,pit (sk))
(8)
with probability at least 1 − δ. Similarly, using our upper bound on |r̂t(s, a)− rxt(s, a)| for all
(s, a) ∈ S ×A, we get
L−1∑
l=0
∑
s∈Sl
µt(s) (r̂t(s,pit(s))− rxt(s,pit(s))) ≤
L−1∑
l=0
ct
(
s
(t)
l ,a
(t)
l
)
+
L−1∑
l=0
∑
sl∈Sl
(
µt(sl)− I{s(t)l =sl}
)
ct (sl,pit (sl))
(9)
with probability at least 1 − δ. For the second term on the right hand side of (8), notice that(
µt(sk)− I{s(t)k =sk}
)
form a martingale difference sequence with respect to {ut}Tt=1 and thus by
the Hoeffding–Azuma inequality and dt ≤ 2 almost surely, we have
T∑
t=1
(
µt(sk)− I{s(t)k =sk}
)
dt (sk,pit (sk)) ≤
√
2T log
L
δ
with probability at least 1− δ/L. The union bound implies that we have, with probability at least
1− 2δ simultaneously for all l = 1, . . . , L,
T∑
t=1
∑
s∈Sl
|µ̂t(s)− µt(s)| ≤
T∑
t=1
l−1∑
k=0
dt
(
s
(t)
k ,a
(t)
k
)
+
l−1∑
k=0
|Sk|
√
2T log
L
δ
≤
T∑
t=1
L−1∑
k=0
dt
(
s
(t)
k ,a
(t)
k
)
+ |S|
√
2T log
L
δ
.
(10)
By a similar argument,
T∑
t=1
L−1∑
l=0
∑
s∈Sl
µt(s) (r̂t(s,pit(s))− rxt(s,pit(s))) ≤
T∑
t=1
L−1∑
l=0
ct
(
s
(t)
l ,a
(t)
l
)
+ |S|
√
2T log
L
δ (11)
also holds with probability at least 1−δ. We obtain the statement of the lemma by using the union
bound.
Now we are ready to prove our main result.
Proof of Theorem 1. Fix some l. Let Dl,T =
∑T
t=1 dt
(
s
(t)
l ,a
(t)
l
)
and Cl,T =
∑T
t=1 ct
(
s
(t)
l ,a
(t)
l
)
.
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Fix z = (s, a). Let τ (t) be the number of time steps that we have observed z up to time t. Let
dt(s, a) = βr,τ (t)(δ)
∑
s′
‖ϕ(x)‖N−1
τ(t),s,a,s′
.
By Lemma 1, dt(s, a) is an upper bound on the error of our transition estimates, thus satisfying
the condition of Lemmas 3 and 4.
Let t(τ) be the timestep that we observe (s, a) for the τth time. Notice that τ (t(τ)) = τ . Let
2τ = min
(
‖ϕ(xt(τ))‖2N−1
τ,z,s′
, 1
)
. As dt ≤ 2, we can write
Dl,T = 2
∑
z∈(Sl,A)
I{s(t)l =s,a(t)l =a}
min{dt (z) , 1}
= 2
∑
z∈(Sl,A)
τ (T )∑
τ=1
min{dt(τ) (z) , 1}
=
∑
z∈(Sl,A)
τ (T )∑
τ=1
βr,τ (δ)
∑
s′
τ
≤ βr,T (δ)
∑
z∈(Sl,A)
∑
s′
τ (T )∑
τ=1
τ
≤ βr,T (δ)
∑
z∈(Sl,A)
∑
s′
√√√√τ (T ) τ (T )∑
τ=1
2τ
≤ 2βr,T (δ)|Sl||Sl+1||A|
√
Tn log
(
1 +
TL2
n
)
, (12)
where the last inequality follows from Lemma 2. Similarly, we can prove that
Cl,T ≤ 2βP,T (δ)|Sl||A|
√
Tm log
(
1 +
TL2
m
)
. (13)
Summing up these bounds for all l = 0, 1, . . . , L − 1, using Inequality (7) and Lemma 4 gives the
upper bound on the regret as
R̂T ≤ (L+ 1)|S|
√
2T log
L
δ
+ 2βP,T (δ)L|S|2|A|
√
Tn log
(
1 +
TL2
d
)
+ 2βR,T (δ)|S||A|
√
Tm log
(
1 +
TL2
d
)
.
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6 Extended dynamic programming
The extended dynamic programming algorithm is given by Algorithm 2. The next lemma, which
Algorithm 2 Extended dynamic programming for finding an optimistic policy and transition
model for a given confidence set of transition functions and given rewards.
Input: confidence sets of the form (5) and (6) .
Initialization: Set w(sL) = 0.
For l = L− 1, L− 2, . . . , 0
1. Let k = |Sl+1| and (s∗1, s∗2, . . . , s∗k) be a sorting of the states in Xl+1 such that w(s∗1) ≥ w(s∗2) ≥
· · · ≥ w(s∗k).
2. For all (s, a) ∈ Sl ×A
(a) r∗(s, a) = min {r+(s, a), 1}.
(b) ∆(s, a) =
∑k
i=2 p
−(s∗i |s, a).
(c) P ∗(s∗1|s, a) = min {p+(s′|s, a)−∆(s, a), 1}.
(d) P ∗(s∗i |s, a) = σ(ϕ(xt)>θ˜t(s∗i , s, a)) for all i = 2, 3, . . . , k.
(e) Set j = k.
(f) While
∑
i P
∗(s∗i |s, a) > 1 do
i. Set P ∗(s∗j |s, a) = max
{
p−(s∗j |s, a), 1−
∑
i 6=j P
∗(s∗i |s, a)
}
ii. Set j = j − 1.
3. For all s ∈ Sl
(a) Let w(s) = maxa {r∗(s, a) +
∑
s′ P
∗(s′|s, a)w(s′)}.
(b) Let pi∗(s) = arg maxa {r∗(s, a) +
∑
s′ P
∗(s′|s, a)w(s′)}.
Return: optimistic transition function P ∗, optimistic reward function r∗, optimistic policy pi∗.
can be obtained by a straightforward modification of the proof of Theorem 7 of Jaksch et al. (2010),
shows that Algorithm 2 efficiently solves the desired minimization problem.
Lemma 5. Algorithm 2 solves the maximization problem (2) for the confidence sets Px(Θ) and
Rx(Λ). Let C =
∑L−1
l=0 |Sl||Sl+1| denote the maximum number of possible transitions in the given
model. The time and space complexity of Algorithm 2 is the number of possible non-zero elements
of P allowed by the given structure, and so it is O(C|A|), which, in turn, is O(|A||S|2).
7 Conclusions
In this paper, we introduced a model for online learning in episodic MDPs where the transition and
reward functions can depend on some side information provided to the learner. We proposed and
analyzed a novel algorithm for minimizing regret in this setting and have shown that the regret
of this algorithm is O˜(L|S|2|A|(n+m)√T ). While we are not aware of any theoretical results for
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this precise setting, it is beneficial to compare our results to previously known guarantees for other
settings.
First, the UCRL2 algorithm of Jaksch et al. (2010) enjoys a regret bound of O˜(L|S|√|A|T ) for
L-step episodic problems with fixed transition and reward functions. This setting can be regarded
as a special case of ours when m = n = 1 and constant (or i.i.d.) side information, thus our bounds
for this case are worse by a multiplicative factor of O(|S|√|A|). 3 However, our algorithm achieves
low regret against a much richer class of policies, so our guarantees are far superior when side
information has a large impact on the decision process.
There is also a large literature on temporal-difference methods that are model-free and learn
a value function. Asymptotic behavior of temporal-difference methods (Sutton, 1988) in large
state and action spaces is studied both in on-policy (Tsitsiklis and Van Roy, 1997) and off-policy
(Sutton et al., 2009b,a, Maei et al., 2009) settings. All these results concern the policy estimation
problem, i.e., estimating the value of a fixed policy. The available results for the control problem,
i.e., estimating the value of the optimal policy, are more limited (Maei et al., 2010) and prove
only convergence to local optimum of some objective function. It is not clear if and under what
conditions these TD control methods converge to the optimal policy.
Yu and Mannor (2009a,b) consider the problem of online learning in MDPs where the reward
and transition functions may change arbitrarily after each time step. Their setting can be seen as
a significantly more difficult version of ours, when the side information xt is only revealed after
the learner selects its policy pit. One cannot expect to be able to compete with the set of dynamic
policies using side information, so they consider regret minimization against the pool of stationary
state-feedback policies. Still, the algorithms proposed in these papers fail to achieve sublinear
regret. The mere existence of consistent learning algorithms for this problem is a very interesting
open problem.
An interesting direction of future work is to consider learning in unichain Markov decision
processes where a new side information vector is provided after each transition made in the MDP.
The main challenge in this setting is that long-term planning in such a quickly changing environment
is very difficult without making strong assumptions on the generation of the sequence of side
information vectors. Learning in the situation when the sequence (xt) is generated by an oblivious
adversary is not much simpler than in the setting of Yu and Mannor (2009a,b): seeing one step
into the future does not help much when having to plan multiple steps ahead in a Markovian
environment.
We expect that a non-trivial combination of the ideas presented in the current paper with
principles of online prediction of arbitrary sequences can help constructing algorithms that achieve
consistency in the above settings.
3This difference stems from the fact that we have to directly bound the error of
∣∣∣P̂t(s′|s, a)− Pxt(s′|s, a)∣∣∣ instead
of the norm
∥∥∥P̂t(·|s, a)− Pxt(·|s, a)∥∥∥
1
. While such a bound is readily available for the single-parameter linear setting,
it is highly non-trivial whether a similar result is provable for generalized linear models.
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