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The concept of chemical bonding can ultimately be seen as a rationalization of the recurring
structural patterns observed in molecules and solids. Chemical intuition is nothing but the ability to
recognize and predict such patterns, and how they transform into one another. Here we discuss how
to use a computer to identify atomic patterns automatically, so as to provide an algorithmic definition
of a bond based solely on structural information. We concentrate in particular on hydrogen bonding
– a central concept to our understanding of the physical chemistry of water, biological systems and
many technologically important materials. Since the hydrogen bond is a somewhat fuzzy entity that
covers a broad range of energies and distances, many different criteria have been proposed and used
over the years, based either on sophisticate electronic structure calculations followed by an energy
decomposition analysis, or on somewhat arbitrary choices of a range of structural parameters that
is deemed to correspond to a hydrogen-bonded configuration. We introduce here a definition that is
univocal, unbiased, and adaptive, based on our machine-learning analysis of an atomistic simulation.
The strategy we propose could be easily adapted to similar scenarios, where one has to recognize or
classify structural patterns in a material or chemical compound.
INTRODUCTION
Modern chemistry can be regarded as the (very suc-
cessful) effort of rationalizing the stability and reactivity
of compounds in terms of chemical bonding.[1] A theory
that aims at predicting the structure and formation of
chemical bonds from first principles cannot disregard a
more or less explicit quantum mechanical description of
electrons. However, from a purely heuristic point of view,
one could also interpret the recurrence of structural pat-
terns, in terms of distances and angles between atomic
nuclei, as a sign of the underlying chemical bond. In fact,
chemical intuition builds on the possibility of recognizing
these patterns and predicting whether and how they can
be modified during a chemical reaction.
Electronic structure methods – from density-functional
theory (DFT) and Hartree-Fock to more accurate and
demanding quantum chemistry approaches – make it
possible to predict with great accuracy the structure
and the stability of a molecule or a material from first
principles,[2, 3] and empirical force fields have been
parametrized to reproduce these results at a fraction of
the cost.[4–6] A computer simulation based on these tech-
niques makes it possible to observe atomic configurations
that are consistent with their energetic stability and the
thermodynamic conditions, so in many cases the prob-
lem one faces in computational modeling is not so much
to predict recurring structural patterns, as to recognize
them in a clear, unbiased way.
An excellent example of this kind of scenario is that
of recognizing hydrogen bonds. Since it was made pop-
ular by Pauling,[7] the concept of hydrogen bond has
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been a cornerstone in our understanding of water, biolog-
ical systems and supramolecular aggregates.[8–10] Span-
ning a range of bond energies going from almost covalent
bonds to Van Der Waals interactions, hydrogen bonds
can form and break easily at room temperature, explain-
ing their importance for biological processes.[11] While in
most cases the hydrogen bond can be understood as an
electrostatic effect – and simple empirical models based
on point charges are capable of qualitatively reproduc-
ing the structure and energetics obtained with electronic
structure methods – there are also examples in which
one can recognize a strongly covalent character, which is
often associated with quantum delocalization of the pro-
ton along the bond.[12, 13] Because of their flexibility,
hydrogen bonds escape an obvious, universal description,
and several definitions exist based on somewhat arbitrary
ranges of structural parameters[14] and/or decomposi-
tions of the total energy obtained from electronic struc-
ture calculations.[15–18]
This paper aims at introducing a general protocol to
automatically analyze the outcome of an atomistic sim-
ulation, in order to recognize recurring structural pat-
terns in a quantitative, deterministic and unbiased way.
Starting from a (possibly) high-dimensional description
of groups of atoms, for instance the set of inter-atomic
distances, we propose to infer a Gaussian mixture model
for the probability distribution of these initial coordi-
nates. In order to obtain a deterministic, parameter-less
partitioning of the probability density it is best to first
apply a mode-seeking algorithm[19] to perform a non-
parametric clustering, and then to find the best Gaussian
fit to each mode of the distribution. One (or more) of the
clusters can then be traced to the structural pattern(s)
of interest. What is more, this approach gives a natural
out-of-sample probabilistic definition of a structural pat-
2tern, that can be used to identify the same patterns in
new configurations of the system.
We dub this algorithm PAMM (probabilistic analysis
of molecular motifs), and describe in detail its rationale,
functioning and implementation in Section I. We will
then focus on the hydrogen bond as an instructive and
challenging benchmark of our procedure, present several
different examples in Section II, and finally give our con-
clusions.
I. A PROBABILISTIC ANALYSIS OF
MOLECULAR MOTIFS
The approach we introduce aims at using machine-
learning algorithms to assist the interpretation of a com-
puter experiment, and its rationalization in terms of re-
curring structural patterns and different forms of chem-
ical bonding, automatically extracting information from
the large data sets that are produced by atomistic sim-
ulations. We focus on using exclusively structural in-
formation to guide the analysis, partly because this is
just more convenient than performing an energy decom-
position analysis on top of an electronic structure cal-
culation, partly because the (free) energetic stability of
different molecular patterns is implicit in the frequency
with which they appear in the simulation. We will for-
mulate the discussion of the algorithm in very general
terms, but use as a concrete example the case of the hy-
drogen bond in water, that we will discuss in more detail
in Section II.
The analysis we propose is based on a preliminary
atomistic simulation that produces configurations con-
sistent with the energetics of the system of interest, and
consists in three consecutive steps:
1. Definition of the training set : after having per-
formed a reference simulation, one has to intro-
duce a (possibly high-dimensional) description of
the groups of atoms that might be involved in re-
curring molecular patterns. This step yields a set
X = {xi} that contains N vectors of dimensional-
ity D, that represent molecular configurations ob-
served in the simulation. A kernel density estima-
tion is then used to evaluate the probability density
that underlies the distribution of X .
2. Determination of the mixture model : the proba-
bility density of X is analyzed to recognize the
different modes of the distribution, and to parti-
tion X in n disjoint clusters using the quick-shift
algorithm [19]. These clusters are then used to
build a Gaussian mixture model, giving a proba-
bilistic framework to associate regions of the D-
dimensional space to one or more recurring pat-
terns.
3. Analysis of the simulation: the mixture model can
then be used to give qualitative and quantitative in-
sight on the system being studied, and possibly as
the basis for defining more complex orders parame-
ters to describe and bias collective rearrangements
of the various molecular patterns.
A simple library to apply PAMM to an arbitrary data
set, and in the specific case of hydrogen-bond recognition
is briefly discussed in Appendix A, and provided as open-
source code in the Supplementary Materials (SM)[20].
Figure 1: Simplified representation of the application
of PAMM to a simple two-dimensional dataset. (a) A
series of data points giving a (possibly
high-dimensional) description of molecular patterns is
taken as the input. (b) A sparse grid of points is
selected by a minmax algorithm, and a kernel-density
estimation of the probability distribution is evaluated at
each point. (c) A quick-shift procedure is performed to
assign each of the grid points to one of the modes of the
probability distribution. (d) Clusters are determined
based on the assignment to probability maxima. (e) A
Gaussian mixture model is built by fitting separately a
Gaussian to each cluster. (f) The posterior probabilities
of the Gaussian mixture model provide a natural, fuzzy
definition of regions of parameter space that define
recurring molecular patterns.
3Definition of the training set
The analysis we propose starts by introducing descrip-
tors of the relative arrangement of groups of atoms, for
which one wishes to identify recurring patterns. If one
wanted to recognize the existence of a bond between two
atomic species, for instance, one could process the config-
urations from an atomistic simulation to output the list
of distances between the pairs of atoms of the two species.
For more complex structural patterns, one could pick all
the possible tuples of atoms of a few selected species,
and describe them in terms of all the pair-wise distances
among them, possibly sorting groups of distances to ac-
count for the permutation of identical atoms [21]. In gen-
eral, one would obtain a list of N , D-dimensional vectors
X = {xi} (Figure 1(a)) that contains the descriptors for
all of the tuples of selected atom kinds that are found in
the simulation [22].
For example, a putative hydrogen bond in water
involves one hydrogen atom H and a donor oxygen
atom O and an acceptor O′. The three distances
between these atoms suffice to determine completely
the geometry of the group. The training data set X
could then be composed of 3-dimensional vectors xi =(
ν = d(Oi −Hi)− d(O′i −Hi), µ = d(Oi −Hi) + d(O′i −
Hi), r = d(Oi −O′i)
)
, each describing the configuration
of a triplet of atoms that could possibly form a hydrogen
bond.
One can then use the data set X to evaluate an es-
timate of the underlying probability distribution P (x).
Since the N points are distributed irregularly, and the
possibly very high dimensionality of the data set makes
it impractical to define the probability density on a reg-
ular grid, we used kernel density estimation (KDE) [23]
to compute an estimate of P (x).
For computational efficiency, we first selected a sub-set
of the data samples Y ⊆ X using a minmax criterion.[24]
We chose a first point y1 ∈ X at random, and then iter-
ated
yj+1 = arg max
y∈X
[
min
i≤j
|yi − y|
]
. (1)
Each new point is the sample with the maximal minimum
distance to the points that had already been selected.
The procedure was repeated until M points had been
chosen, forming a sparse grid on which the probability is
to be estimated (Figure 1(b)). We found that M =
√
N
gives a good compromise between the density of the Y
grid and the computational cost of the procedure (see
the supplementary information for a discussion of the
sensitivity of the method to this and other parameters).
The kernel density estimate on each grid point is de-
fined as
P (yi) =
N∑
j=1
wjK (|xj − yi| , σj) /
N∑
j=1
wj , (2)
where we used a Gaussian kernel
K(x, σ) =
(
2piσ2
)−D/2
e−
x2
2σ2 (3)
and we introduced for each sample a weight wj and an
adaptive kernel width σj . The weights can be for instance
defined to compensate for the trivial dependence of the
probability density on the phase space volume due to
the definition of the tuples, i.e. wj = w(xj), where the
weight function is defined so that a random distribution
of atoms would give a constant P (x)[25].
The method does not depend dramatically on the
choice of the kernel width, but we found it conve-
nient to define automatically an adaptive width as fol-
lows. For each of the grid points we evaluated the
minimum distance of the surrounding grid points, δi =
minj 6=i |yj − yi|. We then associated each of the sample
points xj to the nearest grid point yi, and set σj = δi.
Associating each sample point to the nearest grid point
is also useful to speed up the evaluation of Eq. (2), as
one can restrict the evaluation of the density kernel to
points that are associated with the grid sites within a
reasonable cut-off distance.
Determination of the mixture model
Having computed the kernel density estimation of
P (yi), we could then proceed to subdivide it in distinct
clusters, that will be associated to one or more recurring
molecular patterns.
In order to fulfill our goal of having a univocal, de-
terministic pattern recognition, we opted for a non-
parametric clustering of P (x) based on mean shift [26],
a method that identifies the modes of the probability
distribution and subdivides sample points by following
steepest ascent paths starting from each point and clus-
tering together the paths that converge onto the same lo-
cal probability maximum. This approach has a profound
physical interpretation: each probability maximum cor-
responds to a minimum in the free energy associated with
the D-dimensional description of the group of atoms.
Each of the clusters then corresponds to a meta-stable
configuration.
For this application, we found that the most efficient
and stable variant of the mean shift idea was the quick
shift algorithm [19]. Given a set of data points and an
estimate of the density at each point (yi and P (yi) in our
case), quick shift builds a tree in which each data point
is a node, and the root is the point with the highest
density. Starting from each point, one connects it to the
nearest point that has larger probability density, i.e. yi
is connected with the yj such that
j = arg min
P (yj)>P (yi)
|yi − yj | (4)
The procedure defined by Eq. (4) will always end at the
grid point with the highest associated probability density.
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introduce a length scale λ, and stop moving to points
with higher P whenever one cannot find one within λ of
the current point.[27]. By setting a cutoff for the step
length, quick shift identifies a set of n local maxima zk,
and partitions Y into n disjoint sets Zk based on the
maximum to which a quick shift procedure started at
each yi converges to (Figure 1(c) and (d)).
One could then use the sets Zk to define a non-
parametric estimate of the cluster probabilities. We de-
cided however to use them to define a Gaussian mixture
model in which each cluster corresponds to one of the
sets.[28] Gaussian mixture models[29, 30] are a particu-
larly convenient approach to parametrically fit the prob-
ability distribution as a sum of n multivariate Gaussians,
Pˆ (x) =
n∑
k=1
pkG (x|µk,Σk) , (5)
where pk is the fraction of density belonging to the k-th
Gaussian (the relative weight of the cluster), Σk is its
covariance matrix and µk the mean:
G (x|µ,Σ) = 1√
(2pi)D det Σ
e−(x−µ)
TΣ−1(x−µ)/2. (6)
Fitting a parametric model such as (5) to the prob-
ability density lends itself quite naturally to a proba-
bilistic interpretation in which each Gaussian function
corresponds to a cluster, so that one can evaluate the
probability that a point x belongs to the k-th cluster as
Pˆk(x) = pkG (x|µk,Σk) /Pˆ (x). (7)
In the context of the present work, if we associate one of
the Gaussian clusters of the density of sample points with
the configuration pattern that we are trying to recognize,
this cluster probability provides a very natural, fuzzy def-
inition of the region of parameter space associated with
the recurring pattern. Pˆk(x) varies smoothly between
zero (configurations that clearly differ from the tagged
cluster) to one (configurations that are undoubtedly to
be assigned to the cluster), with intermediate values rep-
resenting the “gray zone” at the margins of the cluster.
For instance, as we shall see in Section II, if one can assign
the k-th mode of P (ν, µ, r) to hydrogen-bonded config-
urations, Pˆk(ν, µ, r) would give a data-driven hydrogen-
bond count function, that would have a smooth transi-
tion between a value of 0 for non-hydrogen-bond config-
urations to 1 for configurations that clearly belong to the
HB region of parameter space.
It is customary to train Gaussian mixture models by
fitting the parameters pk, µk, Σk so as to maximize the
log-likelihood of the model given the underlying density
P (yi),
L =
∑
i
P (yi) ln Pˆ (yi). (8)
This idea has been exploited before in the context of
atomistic simulations, see e.g. Refs. [31–33]. We found
however this procedure to be unreliable for our purposes:
the optimized parameters depend dramatically on the
number of clusters included in the model and on the ini-
tial values assigned to the parameters. Furthermore, if
the modes of the probability distribution are not well de-
scribed by Gaussians, it is often the case that more than
one Gaussian is needed to describe each cluster, requiring
further fine-tuning of the model.
To avoid this ambiguity, we did not obtain the Gaus-
sian parameters by optimizing the log-likelihood of the
model, but rather took one Gaussian for each of the clus-
ters identified by quick shift, setting its mean at the max-
imum of the probability distribution and its covariance
based on the distribution of the cluster members Zk (Fig-
ure 1(e)):
µk = zk, pk =
∑
y∈Zk
P (y)/
∑
y∈Y
P (y),
Σk =
∑
y∈Zk
P (y) (y − zk) (y − zk)T /
∑
y∈Zk
P (y).
(9)
This choice combines the simplicity of a Gaussian mix-
ture model, the fuzzy, smooth nature of the cluster prob-
abilities (7), and the robust, deterministic partitioning of
the probability density obtained with quick shift.
Analysis of the simulation
A critical analysis of the outcome of the quick shift
partitioning of the probability density makes it possible
to associate each cluster with a structural pattern, as de-
scribed by the D dimensional vector introduced in the
first phase of our procedure. In many cases – such as
the example of the hydrogen bond that we will discuss
further below – one cluster stands out clearly as the dis-
tinct structural feature one is interested in, and one can
focus further analysis on a single mode using the associ-
ated conditional probability function (7). For simplicity
we will consider the selected cluster to be the one labeled
by k = 1.
The most direct application of the definition embod-
ied by Pˆ1(x) is to use it to test whether tuples of atoms
Rijk... = (ri, rj , rk, . . .) match the definition of the struc-
tural pattern by computing
s
(D)
ijk... = Pˆ1(x(Rijk...)). (10)
If the components of x are continuous functions of the
atomic coordinates, Pˆ1 is a smooth continuous function
too, that takes a value close to 1 whenever a group of
atoms matches the target pattern (Figure 1(f)). This
makes our definition of a pattern recognition function
well-suited for use as a collective variable in accelerated
sampling methods,[34] possibly in conjunction with other
5machine learning techniques to characterize the over-
all connectivity induced by the selected molecular pat-
tern [35], or similar fingerprint metrics that are guaran-
teed to distinguish dissimilar structures [36]. The PAMM
variables corresponding to different structural descrip-
tor can also be analyzed to yield a coarse-grained, low-
dimensional map [37–39]. If necessary, one can artificially
“soften” the transition between clusters, by dividing all
the covariance matrices Σk in the Gaussian model by a
scaling factor α.
Since the s
(D)
ijk...’s effectively count the instances of the
structural pattern that are present at any given time in
the trajectory, one can also combine several of these in-
dicators together to count the number of patterns that
involve a tagged atom i, or pair of atoms (i, j):
s
(1)
i =
∑
j,k,...
s
(D)
ijk..., s
(2)
ij =
∑
k,...
s
(D)
ijk..., etc. (11)
Depending on the application being considered, s
(1)
i can
be taken to represent the total coordination of the atom i,
s
(2)
ij the overall bonding between atoms i and an atom j,
and so on. For instance, by summing over all the possible
acceptor atoms O′ and hydrogen atoms H, one can get a
smooth count of the total number of HBs donated by a
selected oxygen O.
II. THE HYDROGEN BOND, REVISITED
The PAMM framework we have introduced in the pre-
vious section is very abstract, and can be applied to any
situation in which one wishes to recognize recurring mo-
tifs in an atomistic simulation. To demonstrate its ap-
plication in a practical case, we chose to focus on recog-
nizing the hydrogen bond (HB) in a number of different
contexts. The term “hydrogen bond” refers to a highly
directional three-centers interaction between two polar
atoms and a hydrogen.[40, 41] The hydrogen atom H is
covalently bound to one of the polar atoms, which is des-
ignated as the donor D, and points towards the second
polar atom which is designated as the HB acceptor A.
Despite the apparent simplicity of the concept, it is not
easy to develop an universal definition of the HB, mostly
because this entity has been used in many different con-
texts. The term has been associated to near-covalent
interactions with an energy in excess of 30 kcal/mol, as
well as to exceedingly weak ones with an energy of less
than one kcal/mol. Typically hydrogen bonds are un-
derstood to have a predominantly electrostatic nature,
with strongly electronegative donors and acceptors such
as F, O or N. However, the observation of recurring C–
H· · ·O units in the secondary structure of polypeptides
have also been interpreted in terms of weak HBs, that
have been suggested to play a significant role in stabiliz-
ing proteins.[42]
Adding to the complexity of the broad energy scale
covered by HBs is the fact that in most situations of inter-
est thermal fluctuations and the environment modulate
their stability, and that they are formed and destroyed
on a relatively short time scale. One sees the difficulty
in giving a clear-cut definition of a chemical entity which
exhibits such a variability. The most generally applicable
definitions rely on performing an electronic structure cal-
culation, and on decomposing the energy of the systems
in a sum of terms that can be interpreted as the bind-
ing energy of putative HBs.[16, 18, 43, 44] Definitions
that are based solely on structural information are much
more practical, in that they do not require a support-
ing electronic structure calculation and can be applied
to experimental structural data or to atomistic simula-
tions based on empirical forcefields. The downside is that
these structural definitions invariably contain a degree of
arbitrariness, as they are based on the heuristic introduc-
tion of ranges of structural parameters that are deemed
to represent a hydrogen bond in a given context.[45, 46]
Kumar et al. carried out a systematic comparison of
many of these structural definitions in the case of liq-
uid water,[47] and recognized that the best way to as-
sess whether a given definition makes physical sense is
to compare the probability distribution of the structural
parameters with the range of values associated with the
hydrogen bond.
The PAMM algorithm we have introduced in Section I
makes this probabilistic analysis the very basis of the con-
struction, automatically determining the range of struc-
tural parameters that corresponds to one of the modes
of the distribution. The data itself informs the defini-
tion of a range of parameters that identify unambiguously
hydrogen-bonded configurations, and naturally describes
smoothly the transition between this region and config-
urations that are clearly not hydrogen bonded. Even
though this definition is by construction system-specific,
the protocol to obtain it is univocal and unbiased, as it
does not rely on choosing manually threshold values for
the structural parameters.
The first steps in the application of PAMM are the
identification of groups of atoms that should be tested for
recurring patterns and the choice of structural parame-
ters that describe the arrangement of atoms within each
group. In the case of the HB, these choices are fairly ob-
vious. One should select an atomic species that should be
considered as the putative HB donor D, one that should
be considered as the acceptor A and (a subset of) the hy-
drogen atoms that complete the HB triplet. The geome-
try of each of these groups is completely determined by
the three distances d(A-D), d(A-H) and d(D-H). To sim-
plify comparison with other definitions, and to highlight
the symmetries inherent in the problem, we decided to
use combinations of these distances, namely the proton-
transfer coordinate ν = d(D-H) − d(A-H), the symmet-
ric stretch coordinate µ = d(D-H) + d(A-H) and the
acceptor-donor distance r = d(A-D) as the group de-
scriptors. We computed these (ν, µ, r) triplets for each
D-H-A group present in each snapshot extracted from
the simulations, thereby obtaining the training data set
6X that we used to run PAMM. In building the proba-
bility distribution, each point was weighed by a factor
[r(ν + µ)(µ− ν)]−1, that accounts for the trivial phase
space volume so that a uniform distribution of atoms
would yield a constant probability density in (ν, µ, r).
Alanine dipeptide
Let us begin our analysis by considering the case of
an empirical forcefield model of alanine dipeptide (N-
acetylalanine-N’-methylamide) – one of the simplest ex-
amples of peptide bonding, displaying many of the es-
sential features that are present in proteins. In our case,
it is an ideal test case, as it allows us to demonstrate
the functioning of PAMM for different kinds of hydrogen
bonds. We will consider HBs donated by water molecules
to the carbonyl of alanine OC, HBs donated by the pep-
tide nitrogen to the oxygens in water Ow, and investigate
the significance of a more exotic, weak HB donated by
the peptide Cα to the Ow atoms.
We used the CHARMM27 forcefield[4] to describe in-
teractions within the polypeptide and a TIP3P model for
the water molecules,[48] with flexible bonds modelled as
harmonic stretches, as implemented in LAMMPS.[49] We
equilibrated a supercell containing 128 water molecules
in the NpT ensemble, and ran subsequently 600 ns of
NVT molecular dynamics using a Langevin thermostat
with a time constant of 10 ps.[50] The configurations were
saved every 1 ps. An example input file is provided in
the SM[20].
The first kind of HB we considered is Ow–H· · ·OC.
To accelerate the analysis we only included configura-
tions with µ < 5A˚. Figure 2 shows the distribution of the
values of (ν, µ, r), colored according to the partitioning
of the density obtained by running PAMM on the data
set. Several clusters are recognized, which means that
besides HBs there are other recurring patterns that can
be distinguished by this analysis. One of these clusters –
represented with an orange hue – can be seen by direct
inspection of configurations (or by comparison with other
structural definitions) to correspond clearly to hydrogen-
bonded configurations. As discussed in Section I we used
the Gaussian-mixture model built based on the cluster-
ing to define the degree of confidence sDHA by which we
classify a certain configuration of a D donor, H hydrogen
and A acceptor as a hydrogen bond, and then introduce
a count of the total HBs that involve a given acceptor
oxygen sA =
∑
D,H sDHA. The free energy built from
the histogram of sA is represented in the lower panel of
Figure 2. The free energy is strongly peaked at integer
values of sA, because the transition between 0 and 1 is
very sharp when a hydrogen bond is formed or broken.
This plot shows clearly that most of the time the car-
bonyl is involved in receiving two hydrogen bonds, but
there is also a fairly large probability of accepting one or
three bonds. It would be interesting to compare these
results with first-principles simulations of solvated ala-
Figure 2: (Upper panel) Distribution of (ν, µ, r)
configurations for Ow–H· · ·OC in a simulation of
alanine dipeptide in water. Size and opacity of points
correspond to the KDE of P (y), and colors indicate the
cluster each grid point has been assigned to. (Lower
panel) Free energy (kcal/mol) computed from the
distribution of number of accepted hydrogen bonds sA
for the oxygen atom in the carbonyl group in solvated
alanine dipeptide. The histogram was smoothed with a
triangular kernel of width 0.025. We also report the
integrated probabilities for for having sA < 0.5,
0.5 < sA < 1.5 and so on. The average number of
accepted HBs is 〈sA〉 = 2.1 and the standard deviation
is 0.6.
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nine dipeptide, to verify whether the possibility of form-
ing over and under-coordinated configurations is a con-
sequence of the simplified modelling of the interactions
between water molecules and the carbonyl.
We then moved on to look into the hydrogen bond do-
nated by the amide group N–H· · ·Ow. Since the chemical
identity of atoms is fixed in an empirical force field cal-
culation, we specifically restricted the search to include
only the amide H atom and oxygen atoms from the wa-
ter molecules. We used a cut off of µ < 5.5A˚ to disre-
gard configurations that are clearly irrelevant to the HB
search. We report the distribution of configurations and
the PAMM clustering in Figure 3. Perhaps unsurpris-
ingly, the distribution of (ν, µ, r) associated with this set
of atoms differs considerably from that in Figure 2 – this
is a somewhat weaker bond, which results in a less struc-
tured P (ν, µ, r). Still, one can recognize a cluster that
is clearly associated with HB configurations, that we can
use to define a bond counting order parameter, that in
turns can be used to compute the total number of hy-
drogen bonds donated by the N atom, sD =
∑
A,H sDHA.
While the most likely value of sD is one, there is a high
probability of observing a N–H group donatinhg two HBs.
7Figure 3: (Upper panel) Distribution of (ν, µ, r)
configurations for N–H· · ·Ow in a simulation of alanine
dipeptide in water. Size and opacity of points
correspond to the KDE of P (y), and colors indicate the
cluster each grid point has been assigned to. (Lower
panel) Free energy (kcal/mol) computed from the
distribution of number of donated hydrogen bonds sD
for the amide nitrogen atom in solvated alanine
dipeptide. See Fig. 2 for details. The average number of
donated HBs is 〈sD〉 = 1.3 and the standard deviation is
0.5.
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Given the geometry of the amide group, this actually
means that based on our unbiased, self-consistent def-
inition, HBs donated by the amide group as described
by the empirical forcefield we used have a large proba-
bility of being bifurcated, binding simultaneously to two
different water molecules.
Finally, to verify how the PAMM algorithm behaves
when applied to a selection of atoms that does not ex-
emplify a typical hydrogen bond, we considered atom
triplets that would correspond to a Cα–H group donat-
ing a HB to water. Figure 4 shows the partitioning of
the probability density for this choice of atoms, which
has some features that are reminiscent of those seen for
conventional HBs, albeit with a much longer d(A–H). A
more careful inspection of configurations that belong to
the lobe of the probability density with the lowest µ, how-
ever, shows that these can hardly be described as HBs:
in many cases the hydrogen atoms of water molecules are
oriented towards the Cα–H group, and the distribution
of sD shows very little structure. This example demon-
strates that the presence of a recurring structural motif
with a signature in terms of the probability distribution
in configuration space does not necessarily imply that the
atoms that compose the motif are involved in some sort
of chemical bonding. Here, the non-uniform structure of
oxygen atoms in the vicinity of the Cα–H group is prob-
Figure 4: (Upper panel) Distribution of (ν, µ, r)
configurations for Cα–H· · ·Ow in a simulation of alanine
dipeptide in water. Size and opacity of points
correspond to the KDE of the P (y), and colors indicate
the cluster each grid point has been assigned to. (Lower
panel) Free energy computed from the distribution of
number of donated hydrogen bonds sD for the amide
carbon atom in solvated alanine dipeptide. See Fig. 2
for details. The average number of donated HBs is
〈sD〉 = 5.2 and the standard deviation is 1.1.
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ably an indirect consequence of the hydrogen-bond inter-
action of water molecules with nearby carbonyl groups,
and of the stiffness of the backbone of the dipeptide.
Water, classical and quantum
Figure 5: Distribution of (ν, µ, r) configurations for
O–H· · ·O′ in a simulation of neat TIP4P water. Size
and opacity of points correspond to the KDE of P (y),
and colors indicate the cluster each grid point has been
assigned to. Clusters with ν > 0 have not been colored,
but have been correctly identified by PAMM.
8Simulations of alanine dipeptide contain different kinds
of hydrogen bonds, and allowed us to demonstrate the
adaptive nature of PAMM to derive a different, data-
driven definition of the range of structural parameters
that can be associated with a HB for each set of con-
stituent atoms. In a simulation of neat water, instead,
there is only one type of O–H· · ·O′, the slight complica-
tion being that each oxygen atom can simultaneously act
as a donor and an acceptor of hydrogen bonds.
a. TIP4P water. We began by analyzing a simula-
tion of a flexible TIP4P/2005f[51] model. A box contain-
ing 128 water molecules was first equilibrated for 2 ns
at constant pressure (1 atm), constant temperature (298
K) NpT dynamics. A subsequent 500 ns NVT run was
performed using a Langevin thermostat with relaxation
time τ=5 ps. The configurations were saved every 1 ps.
In the spirit of a fully automated analysis of the tra-
jectory, we did not exploit knowledge of the chemical
identity of water molecules, which is fixed in a simula-
tion with a non dissociable model. The distribution of
(ν, µ, r) shows clearly the dual role played by the O atoms
(see Figure 5), which is apparent in the symmetry of the
probability density across the ν = 0 plane. Both the clus-
ter highlighted in orange and its mirror image correspond
to legitimate HB configurations, but only the former cor-
responds to structures in which the first oxygen is acting
as the donor and the second as the acceptor.
Once sDHA has been defined based on the analysis of
the simulation data, it can be used to characterize in
great detail how a given model of water describes hydro-
gen bonding. Figure 6 summarizes some of the informa-
tion that can be obtained from this analysis. One can
compute free energies for the number of hydrogen bonds
donated (sD) or accepted (sA) by each oxygen atom, as
well as for the total (sA + sD) and for the number of
HBs that are formed by each hydrogen. A large frac-
tion of TIP4P water molecules are tetracoordinated, with
nearly 65% of oxygen atoms receiving and donating two
HBs. There is a small but significant asymmetry between
the distribution of sD and that of sA, the former being
more strongly peaked at sD = 2, while there is somewhat
more flexibility in the count of accepted bonds. Given
the rigid constraints on the covalent O–H bond, any oxy-
gen in the simulation can donate two bonds at most,
except for the case of bifurcated HBs where a single O–H
moiety is involved with bonds to two different O′ atoms.
The distribution of sH shows that there is just about 2%
probability of observing such bifurcated bonds. More
detailed information on the topology of the HB network
can be obtained by observing the joint probability dis-
tribution of sD and sA. While the order of magnitude of
the probability of each joint configuration is determined
by the product of sD and sA, there are significant de-
viations that are indicative of the correlations between
defects in the network. For instance, the probability of
having a “linear” water that donates and accepts a sin-
gle HB is almost twice the value that would be expected
based on the product of the marginal distributions. Note
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Figure 6: Hydrogen-bond counts statistics for a
classical simulation of TIP4P water at room
temperature. All the probability distributions have
been smoothed with a triangular kernel of width 0.025,
and are represented in terms of the associated free
energies F = −kBT lnP , that are expressed in kcal/mol
throughout. We also report integrated probabilities (in
percent) to have a configuration in the vicinity of the
different integer numbers of HBs. Below the values of
the joint probabilities of sA and sD the product of
marginal probabilities are indicated, in italics.
that this analysis focuses on the connectivity of the net-
work rather than on the geometry of the environment of
each water molecule. An interesting way to extend this
analysis could consider the correlation between the HB
counts and the degree of tetraedrality, with the electronic
structure, or with quantities that can be directly related
to experimental observables.
b. Dynamics of the HB network. The asymmetry
between sA and sD is also apparent when one consid-
ers the dynamical behavior of the two quantities. The
upper panel of Figure 7 shows the correlation functions
for the counts of acceptor and donor HBs for a tagged
oxygen, as well as the total. They were computed an-
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Figure 7: (Upper panel) Time correlation functions of
the hydrogen-bond counts for a tagged oxygen in a
simulation of TIP4P/2005f water. (Lower panel) Rate
function for the hydrogen-bond formation/break-up,
computed as the derivative of the correlation function
〈sDA(t)sDA(0)〉
alyzing several short NVE simulations started from in-
dependently equilibrated configurations. The correlation
time of sD is very short, because configurations where
a water molecule donates less or more than two HBs
are very short-lived. Configurations that are distorted
from the point of view of accepted HBs are less unsta-
ble, and therefore the correlation function of sA decays
more slowly. The correlation function of the total is dom-
inated by the slow decay of sA, and is compatible with
the results reported in Ref.[47] for traditional structural
definitions of the hydrogen bond.
The hydrogen-bond count functions we have used this
far do not consider the identity of individual bonds, so
that a quick fluctuation that momentarily breaks a HB
that is immediately re-formed is indistinguishable from a
fluctuations that breaks a HB and leads immediately to
the formation of a new HB with a different acceptor oxy-
gen. A correlation function that is sensitive to the iden-
tity of the HB triplet, which is more easily interpreted
in terms of physical observables,[52] can be readily com-
puted by considering all the (D,A) pairs, computing for
each pair sAD =
∑
H sDHA. One can then compute the
rate function as the time derivative of the autocorrelation
of sAD, computed for each pair separately:
k (t) = − 1
nAnD
∂
∂t
∑
A,D
〈sAD(t)sAD(0)〉 . (12)
The decay takes place on a similar time scale than ob-
served in Ref. [52], and exhibits similar features, includ-
ing the presence of multiple time scales in the decay of
the rate function.
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Figure 8: Hydrogen-bond counts statistics for a
classical simulation of BLYP water at room
temperature. See the caption of Figure 6 for a detailed
explanation of the plots.
c. Hydrogen-bonding defects in ice Ih The consis-
tency of the results obtained with PAMM descriptors of
the hydrogen bond and those obtained with more con-
ventional descriptors is reassuring. It is however useful
to verify the behavior of indicators such as sA and sD
in a more ordered environment such as the tetrahedral
hydrogen-bond network of ice Ih, in which one should be
able to identify clearly coordination defects.
To this aim, we have performed a PAMM analysis of a
simulation of ice Ih, using the same flexible TIP4P model
discussed above, and a proton-disordered unit cell with
768 molecules [53]. We have then created a pair of Bjer-
rum coordination defects [54, 55], and separated them by
the maximum distance allowed by the simulation cell, by
repeatedly flipping water molecules in the lattice (Fig-
ure 9(a)). We have then equilibrated the simulation for
a few tens of ps, collected some snapshots of the config-
10
Figure 9: a) Schematic representation of how a pair of
Bjerrum defects are generated by flipping the
orientation of a water molecule in a lattice that satisfies
the ice rules. By flipping other molecules, the L and D
defects can be separated. b) and c) Configurations of
equilibrated L and D defects in ice Ih. Oxygen atoms
with sA = 1 are colored in red, atoms with sA = 3 are
colored in blue, while atoms with sA = sD = 2 are in
white, or hidden for clarity.
urations and evaluated sA and sD for each oxygen. The
vast majority of the O atoms have sA = sD = 2, as one
would expect in a perfect tetrahedral arrangement consis-
tent with the ice rules. We could however identify clearly
a pair of oxygen atoms with sA = 1 (a L defect), and a
pair with sA = 3 (a relaxed D defect). Snapshots of these
defective environments are represented in Figure 9.
d. Classical ab initio water. We then moved on to
perform our analysis on a first-principles simulation of
liquid water. The trajectory is the classical simulation
from Ref. [56], which was performed using the CP2K
software package,[57] with a BLYP exchange-correlation
functional[58] and a DZVP basis set. The simulation box
contained 64 water molecules at the experimental density,
and 100 ps of NVT dynamics were performed, with the
first 5 ps discarded for equilibration. A PAMM analysis
of the simulation yielded very similar clusters to those
obtained from TIP4P water. The analysis of HB counts,
in Figure 8, shows that BLYP water has a very regular
structure, with a higher count of tetracoordinated oxy-
gen atoms, and a very low count of defective structures.
This is consistent with the well-known observation that
generalized-gradient approximation models of water are
overstructured compared to experiment and to empirical
water models. Note that correlations in the HB network
are stronger in this case than for TIP4P water, with one-
donor/one-acceptor oxygen atoms being four times more
likely than one would expect given the separate proba-
bilities of sA ≈ 1 and sD ≈ 1.
e. Quantum ab initio water. Finally, we considered
a simulation that used the PIGLET technique to in-
troduce nuclear quantum effects[56] on top of a first-
principles description of the electronic structure, analo-
gous to the one used for the classical trajectory described
above. To achieve convergence of quantum properties, 6
beads were used together with a custom-tailored general-
ized Langevin equation thermostat,[59] as implemented
in the i-PI Python interface.[60] The overall statistics of
the HB network (Figure 10) are not dramatically changed
by nuclear quantum effects, that only enhance marginally
the probability of distorted configurations, with a de-
crease of ideal (sD ≈ 2, sA ≈ 2) configurations and an
increase of bifurcated hydrogen bonds. These are not
however substantial changes, and are in part due to the
fact that quantum fluctuations make the PAMM defini-
tion of sDHA less clear-cut than in the classical case.
Defining HBs with a method such as PAMM, that does
not make any assumption on the covalent bonds present
in the system, is particularly convenient in a context such
as the present one. Extreme quantum fluctuations of
protons along the hydrogen bond lead to transient for-
mal autolysis events, where the hydrogen atom detaches
from the donor atom and reaches out to be closer to
the acceptor oxygen.[61] From a structural standpoint,
PAMM does not recognize a distinct cluster correspond-
ing to these distorted configurations, but rather a con-
tinuum of structures. Starting from a O1–H· · ·O2 bond
where the hydrogen atom is covalently bound to O1, one
goes smoothly through distorted donated hydrogen bond
to a configuration that is formally classified as a distorted
bond accepted by O1 and donated by O2. These fluctua-
tions conserve the total number of HBs between the two
oxygen atoms, and only change their character from do-
nated to accepted. These excursions are apparent in the
joint probability distribution of sD and sA, where they
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Figure 10: Hydrogen-bond counts statistics for a
PIGLET simulation of BLYP water at room
temperature. See the caption of Figure 6 for a detailed
explanation of the plots.
show up as regions with higher probability extending di-
agonally between two near-integer (sD, sA) regions.
Liquid ammonia
As a final example, we considered liquid ammonia at
180K and ambient pressure. Configurations were kindly
provided by Joshua More and David Manolopoulos.[62]
Simulations were performed including nuclear quan-
tum effects by path integral molecular dynamics, us-
ing 12 beads and PIGLET[56, 59] as implemented in i-
PI.[60] Quantum Espresso[63] was used as the force back-
end, with a PBE exchange-correlation functional[64] and
ultra-soft pseudo-potentials.[65] The simulation box con-
tained 32 molecules, and trajectories were performed for
10ps at constant, experimental density, with the first 2 ps
discarded for equilibration.
Ammonia is a less-structured liquid than water, with
weaker hydrogen bonds, as it is already apparent from
Figure 11: Distribution of (ν, µ, r) configurations for
O–H· · ·O′ in a simulation of liquid BLYP ammonia at
180K. Size and opacity of points correspond to the KDE
of P (y), and colors indicate the cluster each grid point
has been assigned to. Clusters with ν > 0 have not been
colored, but have been correctly identified by PAMM.
the probability density shown in Figure 11. Clusters are
barely recognizable when using a two-dimensional (ν, r)
representation, which was instead capable of character-
izing the HB in all the other cases we considered. Clus-
tering is much more evident using the three-dimensional
(ν, µ, r) description, and PAMM identifies clearly a range
of values that can be ascribed to hydrogen-bonded con-
figurations. We expect the observation that higher-
dimensional descriptors offer increased discriminating
power to be general, and provide a strategy to resolve
weakly structured systems. However, as the dimension-
ality is increased it becomes more difficult to converge the
probability distribution, so longer simulations are needed
and PAMM becomes more sensitive to the parameters of
the procedure. As it is the case for oxygen in H2O, ni-
trogen atoms act both as donors and acceptors, leading
to a symmetric structure for P (ν, µ, r).
Figure 12 shows the analysis of the distribution of sD,
sA and sH. Despite the low temperature, the weaker and
less directional HBs result in a less clear-cut distribution
of HB environments. A little more than 50% of the ni-
trogen atoms receive and donate 3 HBs – the ideal HB
pattern that is observed in the solid phases of ammonia.
Even though the simulation included nuclear quantum
effects, there is no trace of the diagonal patterns that are
a manifestation of extreme proton excursions along the
hydrogen bond. Molecules maintain strictly their chemi-
cal integrity, and from a structural standpoint these weak
HBs appear to have a purely electrostatic character.
CONCLUSIONS
The probabilistic analysis of molecular motifs algo-
rithm we have introduced attempts to reproduce in an
automatic, data-driven manner the process of recogniz-
ing recurring structural patterns that is behind our in-
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Figure 12: Hydrogen-bond counts statistics for a
PIGLET simulation of BLYP liquid ammonia at 180K.
See the caption of Figure 6 for a detailed explanation of
the plots.
tuitive understanding of chemical bonding. It first per-
forms a non-parametric partitioning of the probability
distribution that characterizes the arrangement of a se-
lected group of atoms in an atomistic simulation of a
material or a compound. It then proceeds to model the
clusters with a Gaussian mixture model that provides a
natural, fuzzy definition of a chemical entity in terms of
a smoothly varying posterior probability.
We demonstrate the effectiveness of this approach by
applying PAMM to recognize an ubiquitous but hard to
define entity as the hydrogen bond in a variety of different
contexts. For each D–H· · ·A triplet of atoms, PAMM au-
tomatically identifies an appropriate range of structural
parameters that provides an unbiased, agnostic defini-
tion of what constitutes a hydrogen bond for a given set
of atoms and a particular atomistic model. In the case of
an empirical forcefield model of solvated alanine dipep-
tide it identifies three (very different) ranges of configu-
rations that qualify as a distinct, recurring patterns for
the carbonyl oxygen accepting a HB from water, for the
ammide nitrogen donating a HB to water, and for a hypo-
thetical weak HB involving Cα atoms and water oxygens.
In the latter case, the presence of a distinct feature in the
probability distribution is probably an indirect effect of
the structural correlations in the water HB network, of
the HBs between water and the electro-negative atoms
in alanine dipeptide and of the rigidity of the molecular
backbone.
We then assessed the behavior of PAMM when per-
forming a more detailed analysis of hydrogen bonding in
water, comparing an empirical water model and a first-
principles, density functional model of water with and
without a description of the quantum nature of nuclei.
We introduced a compact representation of the hydrogen-
bonding properties of water molecules in terms of the to-
tal number of accepted and donated HBs, that arises nat-
urally because PAMM identifies hydrogen-bonded con-
figurations in terms of a smoothly varying HB count
function. We demonstrated that these hydrogen bond
counts can be used to study the dynamics of the hy-
drogen bond network, giving results that are fully com-
patible with well-established definitions of the hydrogen
bond, and to identify coordination defects in the oth-
erwise ideal HB network of ice Ih. This analysis also
highlights the presence of characteristic features that are
a signature of extreme excursions of protons along the
hydrogen bond observed with a quantum description of
nuclei. Finally, we discussed liquid ammonia as an exam-
ple of a weakly hydrogen-bonded system, that shows a
much less clear-cut partitioning of the probability distri-
bution and a more varied ensemble of hydrogen-bonding
molecular environments.
In all of these cases our algorithm provides an adaptive
approach to define the hydrogen bond in a unique and
unbiased way, that uses only structural information and
that can be easily exploited to recognize correlation be-
tween the HB patterns involving a given molecule. Even
though we have used hydrogen bonding as a representa-
tive benchmark, application of the PAMM algorithm is
by no means limited to this example. It could be used
to recognize complex structural patterns in a variety of
materials and compounds, and be easily applied to bias
molecular simulations to accelerate the interconversion
between different (meta)stable atomic configurations.
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Appendix A: PAMM library and utilities
In the Supplementary Material we provide the source
code of a simple Fortran90 library to perform PAMM
analysis, and a tool to apply it to the case of the hydro-
gen bond [20]. Updated versions of the package will be
made available on http://epfl-cosmo.github.io. The
workflow for using this software follows closely the pro-
cedure introduced in Section I. Starting from a prelim-
inary simulation, one should first extract representative
descriptors for the atom groups that are being studied.
Here, one can use the hbpamm utility to process a set
of atomic configurations in xyz format, to generate a list
of (ν, µ, r) triplets. Then, the pamm tool can use this
data to generate a probabilistic model that describes the
range of structural parameters associated with the hy-
drogen bond. This piece of code is completely general,
and can be used to process any sort of structural data.
Finally, one should use once more hbpamm (or an anal-
ogous utility adapted to a different kind of structure) to
post-process the trajectory, extracting sA, sD, sH for the
different atoms considered.
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