This paper introduces a new approach to filtering, smoothing, likelihood evaluation, and simulation smoothing for a class of non-Gaussian state space models that includes stochastic intensity, stochastic volatility, and stochastic duration models among others. The state variables in this class follow an autoregressive gamma process, which is the discrete-time equivalent of the Cox-Ingersoll-Ross process. For a large class of observation densities, I
Introduction
State space models are popular for modeling financial and macroeconomic time series. Due to the latent variables in the model, the likelihood function of a state space model is a highdimensional integral that has a closed-form solution in only a few known cases. The contribution of this paper is to recognize that there exists a class of nonlinear, non-Gaussian state space models whose likelihood can be calculated exactly. The class of state space models covered by the results in this paper includes stochastic intensity, stochastic volatility, stochastic duration, and other models. The state variables in this class of models follow an autoregressive gamma process, which is the discrete-time equivalent of the Cox, Ingersoll, and Ross (1985) process. In addition to developing an approach to calculate the likelihood, I show how to calculate moments and quantiles of the filtered and smoothed distributions of the latent state variables. The procedures can also be used for simulation smoothing; i.e. drawing from the joint posterior distribution of the latent states conditional on the data and the model's parameters.
Linear, Gaussian state space models and finite state Markov-switching models are a cornerstone of research in time series because the likelihood function for these state space models is known; see, e.g. Kalman (1960) , Schweppe (1965) and Baum and Petrie (1966) , Baum, Petrie, Soules, and Weiss (1970) , and Hamilton (1989) . Nonlinear, non-Gaussian state space models in general do not have closed-form likelihood functions.
This paper analyzes a class of non-Gaussian state space models with observation density p(y t |h t ; θ), state variable h t , and parameter vector θ. The transition density of the state variable h t is a non-central gamma distribution, which is a Poisson mixture of gamma random variables. The model can be specified as y t ∼ p(y t |h t ; θ),
h t ∼ Gamma (ν + z t , c) ,
The model has two state variables h t and z t . The first state variable h t is a strictly positive random variable and z t can be regarded as an auxiliary variable. The interpretation of the state variable h t depends on the observation density p(y t |h t ; θ). The results in this paper can be applied to observation densities p(y t |h t ; θ) that include the Poisson distribution (stochastic count models), normal distribution (stochastic volatility models), and gamma distribution (stochastic duration and intensity models), as well as many others.
For a large class of observation densities p(y t |h t ; θ), I show that it is possible to integrate out the continuous state variables h t analytically leaving only a discrete state variable z t . The support of z t is over the non-negative integers, which reduces the full model (1)-(3) to an infinite dimensional Markov-switching model. For all observation densities p(y t |h t ; θ), the Markov transition distribution of z t can be explicitly determined. Although the support of the state variable z t is technically infinite, it is finite in practice because the probabilities assigned to large values of z t are (numerically) zero. The resulting model can be approximated arbitrarily accurately by a finite state Markov-switching model, whose likelihood can easily be calculated from known recursions; see, e.g. Baum and Petrie (1966) , Baum, Petrie, Soules, and Weiss (1970) , and Hamilton (1989) . This makes it straightforward to calculate the maximum likelihood estimator of the unknown parameters θ. The algorithms for Markov-switching models also provide the marginal distributions of the latent variable z t including the filtered p(z t |y 1 , . . . , y t ; θ), smoothed p(z t |y 1 , . . . , y T ; θ), and k-step ahead predictive p(z t+k |y 1 , . . . , y t ; θ) distributions. The key feature of the model that makes this approach possible is the unique dependence structure of the state variables' dynamics (2)-(3). Conditional on the discrete variable z t and the data y t , the state variable h t is independent of itself at other time periods. This structure makes calculating moments and quantiles of the marginal distributions for h t possible including the filtered p(h t |y 1 , . . . , y t ; θ) and smoothed p(h t |y 1 , . . . , y T ; θ) distributions. First, I calculate the marginal filtering and smoothing distributions for the discrete variable z t using Markovswitching algorithms. Secondly, for all models p(y t |h t ; θ) in this family, the conditional filtering and smoothing distributions for the continuous-variable h t are known distributions. Moments and quantiles of these conditional distributions for h t can be calculated analytically conditional on the data y t and the discrete state variable z t . Averaging the moments and quantiles of these conditional distributions by the marginal filtered and smoothed probabilities of z t calculated from the Markov-switching algorithm provides moments and quantiles of the marginal distributions p(h t |y 1 , . . . , y s ; θ) for s = t, . . . , T .
Another method to calculate the likelihood and filtering distributions for this class of models are sequential Monte Carlo methods also known as particle filters. Particle filters were introduced into the economics literature by Kim, Shephard, and Chib (1998) . Doucet and Johansen (2011) and Creal (2012) provide recent surveys of the literature on particle filters. In this paper, I describe how the filtering recursions based on the finite state Markov-switching model are related to the particle filter. The finite state Markov-switching model can be interpreted as an optimal particle filter, where there are no Monte Carlo methods involved.
In Section 2, I define a class of non-Gaussian state space models whose continuous-valued state variable can be integrated out. The models reduce to a Markov-switching model over the set of non-negative integers. In Section 3, I provide the details of the filtering and smoothing algorithms and a discussion of how to compute them efficiently. In Section 4, I compare standard particle filterings to the new algorithms and illustrate their relative accuracy. The new methods are then applied to several financial time series in Section 5. Section 6 concludes.
2 Autoregressive gamma state space models
General model
The properties of the autoregressive gamma process (2) and (3) have been developed by Gouriéroux and Jasiak (2006) . The transition density p (h t |h t−1 ; θ) of the continuous state variable is a non-central gamma distribution. The conditional mean and variance of the transition density can easily be derived using the law of iterated expectations and the law of total variance
The parameter φ determines the autocorrelation of h t and φ < 1 is required for stationarity. The parameter c determines the scale. The conditional variance (5) is also a linear function of h t−1 making the process conditionally heteroskedastic. The model must also satisfy the Feller condition ν > 1, which guarantees that the process h t never reaches zero. The autoregressive gamma process is the discrete-time equivalent of the Cox, Ingersoll, and Ross (1985) process, which is widely used in financial econometrics. Consider an interval of time of length τ . The process (2) and (3) converges in the continuous-time limit as τ → 0 to
where the discrete and continuous time parameters are related as φ = exp (−κτ ) , ν = 2κθ h /σ 2 h , and c = σ 2 h [1 − exp (−κτ )] /2κ. In the continuous-time parameterization, the unconditional mean of the variance is θ h and κ controls the spead of mean reversion. The two stochastic processes have the same transition density for any time interval τ .
1 The continuous-time 1 Integrating z t out of (2) and (3) and using the definition of the modified Bessel function of the first kind I λ (x), the p.d.f. can be expressed as
process (6) was originally analyzed by Feller (1951) . Estimating the parameters θ for a non-Gaussian state space model (1) to (3) is challenging because the likelihood of the model p(y 1:T ; θ) is a high-dimensional integral
where the notation y t−k:t denotes a sequence of variables (y t−k , . . . , y t ). The likelihood of a state space model can only be solved exactly in only a few known cases. For linear, Gaussian state space models and finite state Markov-switching models, this integral is solved recursively beginning at the initial iteration using the prediction error decomposition; see, e.g. Durbin and Koopman (2012) and Frühwirth-Schnatter (2006) . The solutions to these integrals are the Kalman filter and the filter for Markov switching models; see Kalman (1960) , Schweppe (1965) and Baum and Petrie (1966) , Baum, Petrie, Soules, and Weiss (1970) and Hamilton (1989) , respectively.
Examples
This paper focuses on a class of models defined by different observation densities p(y t |h t ; θ) where the log-likelihood can be calculated exactly. The following models are all examples included in this class.
Stochastic count models and Cox processes
When the observation density p(y t |h t ; θ) is a Poisson distribution, the state variable h t captures a time-varying mean for a sequence of count variables. Consider an unbalanced multivariate time series of counts y it for i = 1, . . . , N t with conditional distribution
where β are regression parameters and x it are exogenous covariates. All observable count variables y it depend on a common latent variable h t . If we consider this process over an infinitesimally small period of time, the limit is a Poisson process with random intensity also known as a Cox process; see, e.g. Cox (1955) . Cox processes are an important class of models in the literature on credit risk where the observable variables y it are the defaults of individual firms
The stationary distribution is h 0 ∼ Gamma ν,
and h t is a common risk factor; see, e.g. Duffie and Singleton (2003) and Duffie, Eckner, Horel, and Saita (2009) . In the first application of Section 5.1, I estimate the default probabilities for a set of U. S. corporations from 1999 through 2012.
Stochastic volatility models
When the observation density p(y t |h t ; θ) has a normal distribution, the state variable h t is a time-varying variance
where µ controls the location, γ determines the skewness, β are regression parameters, and x t are exogenous covariates. This class of models is popular in finance because it belongs to the affine family which produces closed-form formulas for options prices; see, e.g. Heston (1993) , Duffie, Filipovic, and Schachermayer (2003) .
Stochastic duration, stochastic intensity, and other models for positive observables
When the observation density p(y t |h t ; θ) has a gamma distribution, the state variable h t is a time-varying scale parameter for models with observations y t that are non-negative. The model can be specified as
where β are regression parameters and x t are exogenous covariates. This model includes both duration and intensity models as special cases. Duration models are common for modeling the amount of time between random events. Applications include stock trades and unemployment spells; see, e.g. Engle and Russell (1998) and van den Berg (2001) . Parameterizing the state variable as h −1 t gives a stochastic intensity model. The model with gamma observation density can also be used to build a multivariate volatility model for realized variances or the VIX index in the spirit of Engle and Gallo (2006) . A more general family of models for positive observations y t that are also covered by the results of this paper can be built by replacing the gamma distribution by a generalized inverse Gaussian (GIG) distribution.
Integrating out the continuous-state variables
All of the models considered above have the property that the state variable h t can be integrated out of the model analytically. The only state variable remaining is the auxiliary variable z t , whose Markov transition distribution can be explicitly determined. This result is formalized in the following proposition.
Proposition 1 When the dynamics of the state space model follow (2) to (3), there exists a class of observation densities p(y t |h t ; θ) such that the state variable h t can be integrated out analytically.
where
. The state space model reduces to a Markovswitching model with state variable z t , whose support is over the non-negative integers.
Proof: See Appendix B for the stochastic count, stochastic volatility, and stochastic duration examples above.
The proposition illustrates that the state variable h t can be integrated out of the model analytically by conditioning on the data y t and the auxiliary variable z t from only a single neighboring time period. This is due to the unique dependence structure of the dynamics (2) and (3), where h t depends on h t−1 only through z t . The integrability conditions (10)-(11) effectively define a class of observation densities p(y t |h t ; θ) for which the methods in this paper can be used. Different observation densities result in different conditional likelihoods p(y t |z t ; θ) and transition distributions p(z t |z t−1 , y t−1 ; θ). Assuming that the stationary distribution of h t is used as the initial condition p(h 0 ; θ), the first predictive distribution (12) is always negative binomial regardless of the observation density p(y t |h t ; θ).
With the continuous state variable integrated out, the challenge is to compute the likelihood function p(y 1:T ; θ) of an infinite dimensional Markov switching model. Given an initial distribution p(z 1 ; θ), a closed-form solution to this problem recursively solves the integrals p(z t = i|y 1:t ; θ) = p(y t |z t = i; θ)p(z t = i|y 1:t−1 ; θ) p(y t |y 1:t−1 ; θ) ,
where the contribution to the likelihood function is p(y t |y 1:t−1 ; θ). The infinite sums over z t unfortunately do not have closed form solutions, except for the first few time periods.
2 However, the stationarity of the model ensures that there always exists an integer Z θ,y 1:t such that the probability p(z t = Z θ,y 1:t |y 1:t ; θ) is (numerically) zero. For all practical purposes, the class of non-Gaussian state space models defined by Proposition 1 are finite state Markov switching models. The likelihood as well as moments and quantiles of the marginal distributions of z t can be computed exactly using known recursions; see, e.g. Baum and Petrie (1966) , Baum, Petrie, Soules, and Weiss (1970) , and Hamilton (1989) .
Filtered and smoothed moments and quantiles
In addition to calculating the likelihood function, estimates of the state variable h t are also of interest. These are characterized by the filtering p(h t |y 1:t ; θ), smoothing p(h t |y 1:T ; θ), and k-step ahead predictive p(h t+k |y 1:t ; θ) distributions. Each of these distributions conditions on different information sets. Next, I show that it is possible to calculate moments and quantiles of these distributions for all models within this family as long as the full conditional distributions for h t are known. The following proposition states that this is always the case as long as the observation density p(y t |h t ; θ) satisfies the integrability conditions (10)- (11).
Proposition 2 If the observation density p(y t |h t ; θ) falls into the class of models covered by Proposition 1, then the conditional distributions
are known in closed form for t = 1, . . . , T .
Proof:
The proof follows by definition once the integrability conditions (10)- (11) are satisfied.
This is due to the conditional independence structure of the state variables and because the kernels of these distributions have the same functional form as (10)- (11). To illustrate these ideas in practice, the conditional distributions for the stochastic count, stochastic volatility, and stochastic duration models are provided in Section 5. This proposition can be used to calculate the moments and quantiles of the marginal filtering and smoothing distributions for h t . The joint filtering and smoothing distributions can be decomposed into a conditional distribution and a marginal for each time period
From Proposition 2, the conditional distributions for h t are known and only depend on y t and the discrete state variable. Moments of the marginal distribution for h t can be calculated by exchanging the orders of integration for z t and h t and integrating out z t as
The conditional expectations on the right hand side are with respect to the full conditional distributions of Proposition 2. These expectations can be calculated exactly and are weighted by the marginal filtering and smoothing distributions p(z t |y 1:t ; θ) and p(z t , z t+1 |y 1:T ; θ) calculated from the Markov-switching model (10)- (11).
The quantiles of the filtering, smoothing, and k-step ahead predictive distributions are
where the orders of integration have once again been exchanged. The marginal probabilities of z t are all calculated by algorithms for the Markov-switching model (10)- (11). For any researchers interested in Monte Carlo methods, Proposition 2 can be combined with the full conditional distributions for the discrete variable z t to implement Markov chain Monte Carlo estimators.
Proposition 3 Consider the class of models defined by Proposition 1. The full conditional distributions for z t do not depend on p(y t |h t ; θ) and for t = 1, . . . , T are
The definition of the Bessel distribution is in Appendix A. Together with Proposition 2, this implies that the latent variables (z t , h t ) for all models p(y t |h t ; θ) in this family can easily be imputed using Gibbs sampling with no Metropolis-Hastings steps.
Extensions
It is possible to extend the class of models to include more general dynamics and densities than in (1)- (3), while still satisfying a set of integrability conditions like (10)-(11). The simplest extension is to include observable covariates into the transition density. Another extension is to allow either or both of the measurement and transition densities to depend on an additional discrete state variable that takes on a finite set of possible values (e.g. finite-state Markov switching models). Finally, using the results in Creal and Wu (2013) , it is possible to expand the dimension of h t and allow the observation density p(y t |h t ; θ) to depend on an H ×1 vector of state variables h t . In this case, the dynamics of the state variables follow a vector autoregressive gamma process and their transition density is a vector non-central gamma distribution, see Creal and Wu (2013) . I leave these extensions for future research.
3 Filtering, smoothing, and likelihood evaluation
In this section, I describe how to calculate the log-likelihood as well as the filtered and smoothed estimates of the state variables.
Filtering recursions from finite-state Markov switching models
The infinite dimensional Markov switching model (10)- (12) has an exact filtering distribution defined by an infinite dimensional vector of probabilities p(z t |y 1:t ; θ). This vector can be accurately represented using a finite dimensional (Z θ,yt + 1) × 1 vector of probabilitiesp(z t |y 1:t ; θ) whose points of support are the integers from 0 to Z θ,yt . This approximation is equivalent to the estimates produced by a closed-form solution as Z θ,yt → ∞. Computing the probabilities for extremely large values of z t is wasteful as these values are numerically zero. To obtain a fixed precision across the parameter space, the integer Z θ,yt at which the distributions are truncated should be a function of the parameters of the model θ and the data y t . I eliminate dependence of θ and y t on Z θ,yt for notational convenience and discuss how to determine the value of Z θ,yt below. The recursions for the marginal filtering and one-step ahead predictive distributions proceed forward in time from t = 1, . . . , T as follows. The distributions for the initial iteration p(z 1 ; θ) are always negative binomial as long as the stationary (gamma) distribution is used for the initial condition p (h 0 ; θ). In most cases, the first iteration (or even two) of the filtering recursions (13)-(15) can be calculated analytically providing a closed-form distribution p(z 2 |y 1 ; θ) and log-likelihood p(y 1 ; θ). Examples of this for the stochastic count, stochastic volatility, and stochastic duration model are provided in Appendix D.
Using the distribution p(z 2 |y 1 ; θ), initialize the filtering algorithm for a finite-state Markov switching model with Z +1 states by calculating the (Z +1)×1 vector of predictive probabilitieŝ p(z 2 |y 1 ; θ). For t = 2, . . . , T , compute the filtering probabilitiesp(z t |y 1:t ; θ) and the predictive probabilitiesp(z t+1 |y 1:t ; θ) recursively aŝ p(z t = i|y 1:t ; θ) = p(y t |z t = i; θ)p(z t = i|y 1:t−1 ; θ) p(y t |y 1:t−1 ; θ)
The log-likelihood function is
logp(y t |y 1:t−1 ; θ) + log p(y 1 ; θ).
Further discussion on Markov-switching algorithms can be found in Hamilton (1994) 
where the orders of integration for z t and h t have been exchanged. In these expressions, the conditional expectations E h δ t |y t , z t ; θ and E h δ t+k |z t+k ; θ are with respect to the conditional distributions from Proposition 2. As Z → ∞, the solution converges to the exact values.
If interest centers on the quantiles of the marginal filtering or predictive distributions, these can be computed analogously aŝ
where the terms in brackets are the cumulative distribution functions of the conditional distributions from Proposition 2. For a given quantile and with a fixed value ofp(z t |y 1:t ; θ) or p(z t+k |y 1:t ; θ), the value of x in (21) and (22) can be determined with a simple zero-finding algorithm. To produce the k-step ahead predictive distributionp(z t+k |y 1:t ; θ), start with the distributionp(z t+1 |y 1:t ; θ) and iterate on the vector of probabilities for k periods using the transition distribution p(z t |z t−1 ; θ). When there are no observations out of sample, the transition distribution of z t is negative binomial p(z t |z t−1 ; θ) = Neg. Bin.
, see Gouriéroux and Jasiak (2006) . This distribution can be combined with the conditional distribution of the state-variable h t at any horizon p(h t+k |z t+k ; θ) = Gamma (ν + z t+k , c) to construct precise forecasting intervals.
In a Markov-switching algorithm, the prediction step in (18) is a vector-matrix multiplication which is an O(Z 2 ) operation. Fortunately, this operation can be substantially reduced because the Markov transition distribution p(z t |z t−1 , y t−1 ; θ) is a sparse matrix. Most of the entries in the vector of filtered probabilities p(z t |y 1:t ; θ) are also close to zero. When computing the vector-matrix multiplication in the prediction step, it is only necessary to compute those elements in each row times column operation that contribute to the sum in (18). Once the sum in (18) has already converged or if any combination of the states i and j in the product p(z t+1 = i|z t = j, y 1:t−1 ; θ)p(z t = j|y 1:t ; θ) are numerically zero, it is unnecessary to compute the product of other transitions that are known to be smaller. In addition, each row times column operation in the vector-matrix multiplication of the prediction step can be computed in parallel on multi-core processors. The sparse nature of the transition matrix and the ability to compute the operations in parallel make computing the likelihood practical for most datasets. Another practical issue is the choice of the threshold Z that determines where the infinite sums are truncated. After working with this class of models, my recommendation is to choose a single global value of Z that is the same for all time periods. In the empirical applications of Section 5, I choose a single value of Z and ensure that the empirical results are not sensitive to this choice.
Alternatively, I can propose a procedure to determine a global value of Z for a given value of θ and data y 1:T that works well in practice. The idea is to choose Z such that the likelihood contributionp (y t |y 1:t−1 ; θ) = Z j=0 p(y t |z t = j; θ)p(z t = j|y 1:t−1 ; θ)
is guaranteed to converge (numerically) for all time periods. It suffices to bound the time period which needs the largest value of Z necessary for the integral (23) to converge as it will converge for all other time periods for this same value of Z as well. Determining the largest value of Z that is necessary to bound the integral corresponds to the date with the largest posterior mass for the filtering distribution p(z t |y 1:t ; θ). Given a data set and a value θ, it is simple to determine the conditional likelihood p(y t |z t ; θ) which gives the most weight to the largest value of z t . As a function of y t , it is maximized for the largest absolute value of y t in the dataset. The challenge is to determine an approximation to the one-step ahead (prior) predictive distribution p(z t = j|y 1:t−1 ; θ) in (23) that will weight the conditional likelihood. A simple solution is to start with the negative binomial (stationary) distribution of z t for the parameters θ and compute two iterations of the filtering algorithm using the likelihood p(y t |z t ; θ) for the largest absolute value of y t for both iterations. This produces an approximation to the unknown distribution p(z t = j|y 1:t−1 ; θ) in the integral (23). The value of Z can then be selected as the integer where this sum converges. I have also implemented this procedure and found it to give me the same results for the applications in Section 5.
Marginal smoothing recursion
Smoothed (two-sided) estimators of the state variables are also of interest. It is possible to recursively compute the marginal smoothing distributions p(z t |y 1:T ; θ). The filtering algorithm (16) and (18) is run forward in time and the filtered probabilities p(z t |y 1:t ; θ) are stored for t = 1, . . . , T . The backwards smoothing algorithm is initialized using the final iteration's filtering probabilitiesp(z T |y 1:T ). For t = T − 1, . . . , 1, the smoothing distributions for z t arê
Computation of (24) requires an O(Z 2 ) operation on the backwards pass, which can take into account the sparse matrix structure of the transition probabilities. Moments and quantiles of the marginal distribution p(h t |y 1:T ; θ) can be calculated by decomposing the joint smoothing distribution as p(h 0:T , z 1:T |y 1:T ; θ) = p(h 0:T |z 1:T , y 1:T ; θ)p(z 1:T |y 1:T ; θ).
The estimators for the moments and quantiles of the smoothing distribution p(h t |y 1:T ; θ) arê
The smoothing algorithms for discrete-state Markov switching models (24)- (26) can calculate the bivariate probabilitiesp (z t = i, z t+1 = j|y 1:T ; θ). Conditional expectations and quantiles of the marginal smoothing distribution p(h t |y t , z t , z t+1 ; θ) are available from Proposition 2.
Simulation smoothing
It is also easy to draw samples from the joint distribution p(h 0:T , z 1:T |y 1:T , θ) and thus the marginal distribution of h t . Decompose the joint distribution into a conditional and a marginal p(h 0:T , z 1:T |y 1:T ; θ) = p(h 0:T |y 1:T , z 1:T ; θ)p(z 1:T |y 1:T ; θ). A draw is taken from the marginal distribution z 1:T ∼p(z 1:T |y 1:T ; θ) using standard results on Markov-switching algorithms available from Chib (1996) . Conditional on the draw of z 1:T , a draw is taken from h 0:T ∼ p(h 0:T |y 1:T , z 1:T ; θ) which are the conditional smoothing distributions from Proposition 2.
Algorithms that draw samples from the joint posterior distribution p(h 0:T , z 1:T |y 1:T , θ) are known as simulation smoothers or alternatively as forward-filtering backward sampling (FFBS) algorithms; see, e.g. Carter and Kohn (1994 ), Frühwirth-Schnatter (1994 ), de Jong and Shephard (1995 and Durbin and Koopman (2002) for linear, Gaussian models. Simulation smoothers are practically important as they allow for frequentist and Bayesian analysis of more complex state space models. They are also useful for calculating moments and quantiles of nonlinear functions of the state variable.
Comparisons with the particle filter 4.1 Filtering recursions based on particle filters
An alternative method for calculating the likelihood function and filtering distributions for nonlinear, non-Gaussian state space models are sequential Monte Carlo methods also known as particle filters; see, e.g. Doucet and Johansen (2011) and Creal (2012) . Particle filters approximate distributions whose support is infinite by a finite set of points and probability masses. In this section, I describe the similarities between a particle filter and the filter for finite state Markov-switching models.
It is possible to design a particle filter that is similar to the filtering algorithm for finite state Markov switching models with a few key differences. The methods differ in how the points of support are determined. A standard particle filter selects the support points for z t at random via Monte Carlo draws while the algorithm described in the previous section has a deterministic set of points of support. The particle filter will approximate probabilities via Monte Carlo that the Markov-switching algorithm will compute exactly from the definition of the probability mass functions involved in the recursions. The particle filter introduces variability due to Monte Carlo error that is not present in the deterministic scheme.
The first step to obtaining a particle filter that is analogous to the Markov-switching model is to analytically integrate out any continuous-valued state variables such as the variance h t . This is known as Rao-Blackwellisation in the literature on Monte Carlo methods, e.g. Chen and Liu (2000) and is simply an application of Proposition 1. Analytical integration of any state variable always decreases the Monte Carlo variance of a particle filter; see, e.g. Chopin (2004) . Next, the filtering distribution p(z t−1 |y 1:t−1 ; θ) is represented by a collection of "particles" given by w
. The values z t−1 represent the probability mass at that point. When the support of the state variable is continuous, the probability that two particles take on the same value is zero but this is not true when the support is discrete. If the particles in the particle filter are initialized at random with replacement, some integers may be duplicated while other support points are randomly omitted. Conversely, in the filter for Markov-switching models, the locations on the support of the distribution are the integers z (i) t−1 = i − 1 for i = 1 . . . , Z + 1 and the weights are the probabilities w (i) t−1 =p(z t−1 = i − 1|y 1:t−1 ; θ). Each "particle" in the Markov-switching algorithm is assigned a unique integer and no integers are omitted smaller than Z.
At each iteration of a particle filtering algorithm, the particles' locations and weights are updated from one time period w
to the next time period w
using Monte Carlo methods. The transitions for each particle from z
t are determined randomly by drawing from an importance distribution q(z (i) t |y t−1 , z (i) t−1 ; θ) and calculating the unnormalized importance weights as
t−1 ; θ) is chosen by the user. The new set of particles w
form a finite dimensional discrete distribution that approximates the next filtering distribution p(z t |y 1:t ; θ).
When the support of the state variable is discrete, Fearnhead and Clifford (2003) argued that a particle filter should not allow particles to duplicate transitions. Too see this, consider two particles that transitioned to the same integer, each one will receive half the total probability mass at that location. However, it is equivalent to have a single particle at that same location receiving all the mass at that point. Duplicating transitions is wasteful as any additional particle should go to a new integer location that has yet to be explored by any other particle. This is essentially what the filtering algorithm for Markov-switching models of Section 3.1 is doing. It forces each particle to transition deterministically through all of the possible future Z states creating a total of Z 2 unique combinations, z
t−1 = k and no duplications. 
Comparison for the stochastic volatility model
In this section, I compare the log-likelihood functions calculated from the new algorithm with a standard particle filtering algorithm to demonstrate their relative accuracy. Details of implementation of the SV model are in Section 5.2. All filtering algorithms were run with the parameter values fixed at the ML estimates from the S&P 500 dataset. I run the filtering algorithm of Section 3.1 with the truncation parameter set at Z = 3500. For comparison purposes, I implement a particle filter with the transition density (2)-(3) as a proposal. The particles are resampled at random times according to the effective sample size (ESS), see Creal (2012) . I use the residual resampling algorithm of Liu and Chen (1998) . This is a simple extension of the original particle filter of Gordon, Salmond, and Smith (1993) . 4 The new methods are compared to a simple particle filter in order to demonstrate the accuracy of a typical particle filter which is commonly used in practice. It is also valuable to compare the new approach which requires the evaluation of the modified Bessel function to compute the conditional likelihood p(y t |z t ; θ) to another algorithm that does not. versus the particle filter (red dots). The particle sizes are N = 10000 (top row), N = 30000 (middle row), and N = 100000 (bottom row). The vertical (green) lines are the ML estimates of the model reported in Table 3 . This table contains the cumulative distribution functions of the filtering distributions P (z t |y 1:t ; θ) and the log-likelihood as a function of the truncation parameter for Z = 2500, 3000, 3500, 5000 on 12/1/2008. This is for the stochastic volatility model on the S&P 500 dataset. The log-likelihood values reported in the table are for the entire sample.
To compare the methods, I compute slices of the log-likelihood function for the parameters φ and ν over the regions [0.97, 0.999] and [1.0, 2.2], respectively. Cuts of the log-likelihood function for other parameters (µ, γ, c) are similar and are available in an online appendix. Each of these regions are divided into 1000 equally spaced points, where the log-likelihood function is evaluated. While the values of φ and ν change one at a time, the remaining parameters are held fixed at their ML estimates. The log-likelihood functions from the particle filter are shown for different numbers of particles N = 10000, 30000 and 100000, which are representative of values used in the literature. As seen from Figure 1 , the particle filter does not produce an estimate of the log-likelihood function that is smooth in the parameter space. Consequently, standard derivative-based optimization routines have trouble converging to the maximum. The smoothness of the log-likelihood function produced by the new approach is an attractive feature that makes calculation of the ML estimates straightforward. In this application, there is also a sizeable downward bias in the particle filter's estimates of the log-likelihood function and a reasonably large amount of Monte Carlo variability.
6
An alternative way to evaluate the accuracy of the method is to see that all sums constarts by evaluating the function twice at stable values for the order and then applying the recursion
This has an important impact on methods that randomly sample z t such as the particle filter. Even if an integer value of z t is not drawn at random, the probabilities associated with it will have to be computed and discarded during the algorithm. For a given number of particles (support points), a particle filter that fully marginalizes out z t−1 at each iteration will have to perform at least as many computations as the deterministic algorithm of Section 3.1. 6 The particle filter's estimator of the likelihood function is unbiased, as long as the resampling algorithm used within a particle filter is unbiased. The particle filter's estimator of the likelihood is also consistent and asymptotically normal; see, e.g. Chapter 11 of Del Moral (2004) . Taking logarithms causes the particle filter's estimator to be biased downward due to Jensen's inequality.
verge for a large enough value of Z. To quantify this further, the algorithms were run again and the log-likelihood functions as well as the c.d.f.s for z t were calculated for a series of different truncation values. The cumulative distribution functions for the filtering distribution P (z t |y 1:t ; θ) on 12/1/2008 and the overall log-likelihoods are reported in Table 1 for values of Z = 2500, 3000, 3500, 5000. The first row of the table contains the cumulative probabilities for values of z t = 1500, 2000, 2500 when the algorithm was run with Z = 2500. When the value of Z is set at 2500, there is 0.9960571656208360 cumulative probability to the left of z t = 1500. The c.d.f. reaches a value of one when z t = 2500 and Z t = 2500 due to self-normalizing the probabilities. From the results in the table, the log-likelihood function converges (numerically) between the value of Z = 3000 and Z = 3500. In conclusion, it is possible to calculate the log-likelihood function of the model exactly for reasonable values of Z.
Application of the new methods
In this section, I illustrate the methods on the three examples from Section 2. All derivations from Propositions 1 and 2 are in Appendices B to D. Definitions for the probability distributions are in Appendix A.
Stochastic count (Cox process) application
In the first application, I model the default times of U.S. corporations as a Cox process, which is becoming a standard model in the literature on default estimation; see, e.g. Duffie, Eckner, Horel, and Saita (2009) and Duffie (2011) . Define y t = (y 1,t , . . . , y Nt,t ) to be a time series of observable default indicators where y it = 1 if the i-th firm defaults and zero otherwise. The default intensity of each firm is a function of observable covariates x it and a common latent intensity h t or "frailty" factor. Consider a small interval of time τ and define the observation density as
. The term h t τ exp (x it β) is the cumulated intensity (instantaneous default probability) of an individual firm over the interval τ , which is typically taken to be one business day (1/256). The frailty process h t captures serial correlation in defaults above and beyond what is captured by the covariates. The default of each firm y it is consequently a Poisson r.v. with mass only on the two outcomes [0, 1].
To simplify expressions in the following, I introduce the
y it x it β , and β t = τ Nt i=1 exp (x it β). The conditional likelihood and transition distribution of z t from Proposition 1 are
The new observation density p(y t |z t , x t ; θ) is essentially a negative binomial distribution but with additional heterogeneity due to the covariates x it . This model can easily be extended to a marked point process specification with latent factors, where the marks are observable credit ratings transitions, Koopman, Lucas, and Monteiro (2008) and Creal, Koopman, and Lucas (2012) .
The default data on U.S. corporations are available daily from Standard & Poors from January 30, 1999 through August 6, 2012. The number of firms covered by S&P ranges between 3693 to 5232 firms with a total of 893 defaults over this period. As movement in default is related to the health of financial markets, the covariates are the daily credit spread (defined as the difference between Moody's BBB bonds and U.S. constant maturity 20-year yields), the Standard & Poors VIX index, and the daily annual return on the S&P 500 index. These series were downloaded from the Federal Reserve Bank of St. Louis. I estimate two Cox process models, one with and one without a latent frailty factor h t . For identification, the model with the latent frailty factor does not include an intercept as one of the covariates. The Feller condition ν > 1 as well as the constraints 0 < φ < 1 and c > 0 were imposed throughout the estimation. Estimated parameters for both models as well as robust standard errors (see Hamilton (1994) equation 5.8.7) are reported in Table 2 . For a model without a frailty factor, returns on the market as well as the credit spread are significant predictors of default. With the introduction of the frailty factor h t , returns on the market are no longer significant and the importance of the credit spread increases. For both models, the estimated sign on the coefficient for the VIX index is negative, which is the opposite of what one might expect. Increases in default probabilities do not appear to be (contemporaneously) correlated with increases in equity volatility. Figure 2 contains filtered and smoothed estimates of the latent frailty factor h t (right graph) as well as filtered estimates of the instantaneous default intensity (left) given by h t τ exp (x it β). This default intensity has been scaled up by 1000 and plotted along with the observed number of defaults y it per day. The frailty factor h t demonstrates considerable variation over the credit cycle and is a large fraction of the overall default intensity. These moments and quantiles of the marginal filtering and smoothing distributions follow from the conditional distributions of Proposition 2. These distributions are p(h t |y 1:t , z 1:t , x 1:t ; θ) = Gamma ν +ȳ t + z t , c 1 + cβ t p(h t |y 1:T , z 1:T , x 1:T ; θ) = Gamma ν +ȳ t + z t + z t+1 , c 1 + φ + cβ t whereȳ t and β t are defined above.
Stochastic volatility application
Consider the stochastic volatility model (8). Applying Proposition 1, the Markov switching model is defined by the following distributions
The nomenclature for the normal gamma (NG) distribution used here follows Barndorff-Nielsen and Shephard (2012) but this distribution is also known as the variance gamma (VG). The Markov transition kernel of z t is a Sichel distribution; see, e.g. Sichel (1974 Sichel ( , 1975 . A Sichel distribution is a Poisson distribution whose mean is a random draw from a generalized inverse Gaussian (GIG) distribution. The full conditional distributions from Proposition 2 that are needed to calculate the marginal filtering and smoothing estimates are p(h t |z 1:t , y 1:t , x 1:
The initial distributions including p(z 2 |y 1 ; θ) and the log-likelihood contribution p(y 1 ; θ) are in Appendix D. I consider three datasets including the S&P 500 index, the MSCI-Emerging Markets Asia index, and the Euro-to-U.S. dollar exchange rate. The first two series were downloaded from Bloomberg and the latter series was taken from the Board of Governors of the Federal Reserve. All series are from January 3rd, 2000 to December 16th, 2011 making for 3009, 3118, and 3008 observations for each series, respectively.
7 The Feller condition ν > 1 as well as the constraints 0 < φ < 1 and c > 0 were imposed throughout the estimation. For simplicity, I set β = 0 in (8).
Estimates of the parameters of the model as well as robust standard errors are reported in Table 3 . The implied parameters of the continuous-time model are also reported in Table  3 assuming a discretization step size of τ = . For all series, the risk premium parameters 7 Starting values for the parameters of the variance (φ, ν, c) were obtained by matching the unconditional mean, variance, and persistence of average squared returns to the unconditional distribution. The values of (µ, γ) were initialized at zero. γ are estimated to be negative and significant implying that the distribution of returns are negatively skewed. Estimates of the autocorrelation parameter φ for the S&P500 and MSCI series are slightly smaller than is often reported in the literature for log-normal SV models. The dynamics of volatility for the Euro/$ series is substantially different than the other series. The mean θ h of volatility is much lower and the volatility is more persistent. Figure 3 contains output from the estimated model for the S&P500 series. The top left panel is a plot of the filtered and smoothed estimates of the volatility √ h t over the sample period. The estimates are consistent with what one would expect from looking at the raw return series. There are large increases in volatility during the U.S. financial crisis of 2008 followed by another recent spike in volatility during the European debt crisis.
To provide some information on how the truncation parameter Z impacts the estimates, the top right panel of Figure 3 is a plot of the marginal filtering distributions for the discrete mixing variable p(z t |y 1:t ; θ) on three different days. The three distributions that are pictured are representative of the distribution p(z t |y 1:t ; θ) during low (6/27/2007), medium (10/2/2008), and high volatility (12/1/2008) periods. The distribution of z t for the final date (12/1/2008) was chosen because it is the day at which the mean of z t is estimated to be the largest throughout the sample. Consequently, it is the distribution where the truncation will have the largest impact. This time period also corresponds to the largest estimated value of the variance h t . The graph illustrates visually that the impact of truncating the distribution is negligible as the truncation point is far into the tails of the distribution.
The methods developed in this paper allow forecasts of the variance to be computed accurately without simulation. The bottom two plots in Figure 3 are forecasts of the future variance h t beginning on two different dates 7/29/2005 and 11/28/2008. Forecasts for the mean, median, and 95% intervals for h t are produced for H =100 days. These dates were selected to illustrate the substantial difference in both asymmetry and uncertainty in the forecasts during low and high periods of volatility. When volatility is low (7/29/2005) , the forecasting distribution of h t is highly asymmetric and the mean and median of the distribution differ in economically important ways. Conversely, when volatility is high (11/28/2008) , the distribution of the variance is roughly normally distributed. The difference in width of the 95% error bands between the two dates also illustrates how much more uncertainty exists in the financial markets during a crisis.
Stochastic duration (positive observables) example
I conclude this section by briefly providing the conditional likelihood, transition distribution of z t , and conditional distributions of h t necessary to implement the gamma density model (9) for positive observables. To conserve space, I do not include an empirical application. The Markov switching model from Proposition 1 is defined by the following distributions p(y t |z t , x t ; θ) = 2y
Similar to the stochastic volatility model example, the Markov transition distribution of z t is a Sichel distribution. The full conditional distributions from Proposition 2 are p(h t |z 1:t , y 1:t , x 1:t ; θ) = GIG ν + z t − α, 2y t e xtβ , 2 c , p(h t |z 1:T , y 1:T , x 1:T ; θ) = GIG ν + z t + z t+1 − α, 2y t e xtβ , 2(1 + φ) c .
The initial distributions including p(z 2 |y 1 ; θ) and the log-likelihood contribution p(y 1 ; θ) are in Appendix D. As mentioned above, more general models for positive observables y t can be considered by replacing the gamma distributed observations with a generalized inverse Gaussian (GIG) distribution for p(y t |h t , x t ; θ) or a Weibull distribution. In the case when p(y t |h t , x t ; θ) has a GIG distribution, the conditional likelihood p(y t |z t , x t ; θ), transition distribution p(z t |z t−1 , y t−1 , x t−1 ; θ), and conditional distributions of this section have the same functional form as above (Sichel, GIG, etc.) but with different parameters.
Conclusion
In this paper, I developed methods for filtering, smoothing, likelihood evaluation, and simulation smoothing for a class of non-Gaussian state space models. The class of models includes stochastic volatility, stochastic intensity, stochastic duration as well as many others. The new approach is based on the insight that it is possible to integrate out the latent variance analytically leaving only a discrete mixture variable. The discrete variable is defined over the set of non-negative integers but for practical purposes it is possible to approximate the distributions involved by a finite-dimensional Markov switching model. Consequently, the log-likelihood function can be computed exactly using standard algorithms for Markov-switching models. Filtered and smoothed estimates of the continuous-valued state variable can easily be computed as a by-product. exp (γ|y t − µ|)
where K λ (x) is the modified Bessel function of the second kind; see, e.g. Abramowitz and Stegun (1964) . The mean and variance of the distribution are
see, e.g. Kotz, Kozubowski, and Podgórski (2001) . The parameter γ controls the symmetry of the distribution such that γ < 0 is left-skewed, γ > 0 is right skewed, and a value of γ = 0 is symmetric. The probabilities of the Sichel distribution and the density of the normal gamma distribution can be computed in a computationally stable manner using a recursive relationship for the ratio of modified Bessel 
where I κ (γ) is the modified Bessel function of the first kind; see, e.g. Abramowitz and Stegun (1964) exp (|y t − µ − x t β|β) = Normal Gamma µ + x t β, 2 c + γ 2 , γ, ν + z t
The transition distribution of the discrete mixing variable conditional on observing y 1:t−1 is given by p(z t |z t−1 , y t−1 , x t−1 ; θ) = The Markov transition distribution of z t is non-homogenous as it depends on the most recent observation y t−1 .
Appendix B.3 Stochastic duration model:
The conditional likelihood is p(y t |z t , x t ; θ) = 
