Abstract. In this paper we study the average reachability gramian for continuous-time linear systems with additive noise and jump parameters driven by a general Markov chain. We define a rather natural reachability concept by requiring that the average reachability gramian be positive definite. Aiming at a testable condition, we introduce a set of reachability matrices for this class of systems and employ invariance properties of the null space of the noise coefficient matrices to show that the system is reachable if and only if these matrices are of full rank. We also show for reachable systems that the state second moment is positive definite. One consequence of this result in the context of linear minimum mean square state estimation for reachable systems is that the expectation of the error covariance matrix is positive definite. Moreover, the average boundedness of the error covariance matrix is invariant to a type of perturbation in the noise model, meaning that the estimates are not overly sensitive, which consists in a property that is desirable in applications and sometimes referred to as stability of the estimator.
1. Introduction. Practical systems are frequently vulnerable to abrupt changes in their behavior due to, for example, component failures or sudden environmental disturbances. In this paper, we address Markov jump linear systems (MJLSs) whose parameters are governed by the state of a Markov chain {θ(t)} t≥0 . Applications of MJLSs include systems with random failures and plants composed of subsystems whose interaction changes abruptly, as frequently found in the context of networked control systems, which have been attracting increasing attention in recent years. Examples of applications are given in [19, 20, 30, 32] .
Some structural properties of MJLSs, such as stochastic controllability and stochastic stabilizability, have been studied in great detail in the seminal paper [22] as well as in [6, 7, 9, 13, 14, 15, 23, 25] . There is a series of notions under the denomination of weak concepts, like weak observability and weak detectability [3, 4, 5, 12] , which involve cost functionals that can be expressed in terms of the average observability gramian. The role of these concepts in control is now well known. Recently we have introduced the idea of weak controllability [26, 27] relying on the average controllability gramian, obtaining a few preliminary results for that notion. A similar notion of weak reachability is largely unexplored, both in terms of definition/characterization Remark 1. Assumptions 1-3 represent minimal properties of the stochastic processes in the plant. Assumption 1 indicates that the variable θ(t) is the state of a standard homogeneous Markov chain with finite dimension, and it allows for rather general setups containing transient states, cemetery states, and noncommunicating groups of states, and of course the chain is not required to be ergodic, which significantly enlarges the set of applications for our results when compared with works that require ergodic chains. Assumptions 2 and 3 impose basic regularity hypotheses frequently found in the literature; there is no loss of generality in assuming unitary covariance for w as other cases are covered by adjusting B. Assumption 4 is standard in the context of MJLSs with known parameters.
Notation. Let Z
0 be the nonnegative integers. Let R n,q (respectively, R n ) be the linear space formed by all matrices of size n×q (respectively, n×n) and R r0 the closed convex cone of symmetric positive semidefinite matrices {U ∈ R r : U = U ′ ≥ 0} (R r+ when all matrices are positive definite). For U ∈ R n,q , N (U ) and Im(U ) represent the null and the image space of U , respectively. U ′ denotes the transpose of U ; U ≥ V means that U − V ∈ R r0 , and U > V means that U − V ∈ R r+ . The operator 1 {.} is the indicator function, E{·} is the expectation operator, and tr{.} denotes the trace. Let M r,n be the linear space formed by a number N of matrices such that M r,n = {U = (U 1 , . . . , U N ) : U j ∈ R r,n , j = 1, . . . , N}; also, M r ≡ M r,r . We denote by M r0 (M r+ ) the set M r when it is formed by U j ∈ R r0 (U j ∈ R r+ ) for all j = 1, . . . , N. M r,n with the inner product given by
is a Hilbert space. We use the norm ||U || = ⟨U, I⟩ in M n0 . Following [7] , we employ the linear and invertible operators vec and ϕ, where vec is the operator that stacks the columns of a matrix in a single column vector, and ϕ is defined in such a manner that, for U ∈ M n , ϕ(U ) = [vec(U 1 )
Regarding the Markov chain, we consider P(t) = [p ij (t)], t ≥ 0, the transition semigroup on S, where p ij (t) = P(θ(t + s) = j|θ(s) = i), i, j ∈ S. We set p(t) = [p 1 (t), . . . , p N (t)] with p i (t) = P(θ(t) = i) and p(0) = π the initial distribution probability of the Markov chain. For a given π we denote S π = {j ∈ S : ∃s ≥ 0 such that P(θ(s) = j) > 0}, Downloaded 08/22/16 to 143.107.183. 29 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php which comprises Markov states with positive initial distribution along with the ones that can be reached from them. S π,rec stands for the subset of S π formed by its recurrent Markov states. Now, let the operators L A : M n −→ M n and T A : M n −→ M n be defined as (2.1)
A (U )), and we use similar notation for T A . T A and L A are self-adjoint operators. For U, V ∈ M n it is simple to check that ⟨U, V ⟩ = ϕ(U ) ′ ϕ(V ). As in [3] , using this notation, we can write 
where V = I ∈ R n and ⊗ stands for the Kronecker product.
2.
3. An invariance result. In this section we obtain an invariance property for the null space of matrix B j . We proceed by exploring a connection between the reachability and observability gramians via the auxiliary system (Ã,B = 0,C,D = 0,Λ),
and the associated observability gramian
whereΦ(τ, 0) is the state transition matrix linked with the solution of (2.4). Consider
for all x ∈ R n and j ∈ S, which is usually interpreted as a cost functional. Consider also the sequence of sets of matrices O(k) ∈ M n , defined recursively by
Matrices O are associated to the observability of (Ã, 0,C, 0,Λ), as explained in [3] .
The following is a direct adaptation of results in [26] For each x ∈ R n , the following statements are equivalent: (ii) ⇒ (iii). See [26, Corollary 3] . (iii) ⇒ (ii). We have
for any sequences of Markov states j, i 1 , . . . , i m , i and j, j 1 , . . . , j k , i such that λ j, i1λi1, i2 · · ·λ im, i ̸ = 0 and/orλ j, j1λj1, j2 · · ·λ jm, i ̸ = 0, with p ℓ , q ν ≥ 0, ℓ = 0, . . . , m, ν = 0, . . . , k. By expanding x ′ O j (k)x using (2.7) one gets sums of expressions like the left-hand side of (2.8) (each one multiplied by a product of probability rates), so that employing (2.8) yields
In the particular case of "no jumps" where
, it is well known that Υ obs (0, t) = Υ rch (0, t) (perhaps it is more disseminated that reachability of (A 1 , B 1 ) is equivalent to observability of (A ′ 1 , B ′ 1 ) in the standard sense for deterministic systems). Next we extend this property to MJLSs. We will consider the system in (2.4) with the setting (2.9)
Lemma 2.2. Consider the system (1.1) and the system (2.4) with the parameters in (2.9). Then, for each realization of the Markov chain starting at i and visiting j at time t ≥ 0, with i, j ∈ S π communicating Markov states, we have
Proof. Let us consider the sequence j =: i 0 , i 1 , . . . , i m−1 , i m := i such that λ j, i1λi1, i2 · · ·λ im−1, i ̸ = 0 with its respective sequence of jump times 0 ≤ s 1 ≤ . . . ≤ s m ≤ t. By denoting s 0 := 0 and s m+1 := t, we have (2.10)
, and the transition matrixΛ is such that Downloaded 08/22/16 to 143.107.183.29. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php λ κℓ = λ ℓκ for κ ̸ = ℓ, we obtain from (2.10) with τ = t − s (2.11)
where
We need to compare the set {x : W t (x, j) = 0} with the null space of E{Υ rch (0, t)|θ(0) = i}. One difficulty is that the initial conditions of the Markov chain may be different, i ̸ = j, so that Lemma 2.2 alone does not answer this question. Proposition 2.3. Consider the hypothesis of Lemma 2.2. Then, for a given t > 0 and each x ∈ R n and j ∈ S π , we have that W t (x, j) = 0 and x ′ E{Υ rch (0, t)|θ(0) = i}x = 0 are equivalent whenever i and j are communicating states.
Proof. We present the proof of necessity only, as the sufficiency is quite similar. Assume x ′ E{Υ rch (0, t)|θ(0) = i}x = 0, where j is reached from i. One can check for any
Since i, j are communicating, any θ(t) that can be reached from θ(0) = j can in turn reach θ(t f ) = i, which allows us to conclude that the informationθ(t f ) = i is irrelevant when computing the last expected value, leading to x ′ E{Υ obs (0, t)|θ(0) = j}x = 0, and from (2.6), we have that W (x, j) = 0.
Consider the sequence of sets of matrices R(k) ∈ M n , k ∈ Z 0 , satisfying (2.12)
R(k) can be interpreted as a dual of O(k) defined in (2.7) and will play an important role in the computational test for AR. Proposition 2.3 allows for extending the results of Proposition 2.1 to the original system, leading to an invariance property for matrices B i .
Lemma 2.4. Consider the system (A, B, C = 0, D = 0, Λ). For each x ∈ R n and i, j ∈ S π communicating Markov states, the following statements are equivalent:
Proof. (i) ⇔ (iii). Considering the system (2.4) with the parameters in (2.9), we conclude that statement (i) of Proposition 2.1 holds true. Consequently, we have that (iii) of Proposition 2.1 holds true, and, in turn, it can be rewritten as (iii) above.
(iii) ⇒ (ii). This is similar to the proof of implication (iii) ⇒ (ii) of Proposition 2.1. (ii) ⇒ (i). Considering the system (2.4) with the parameters in (2.9), from (2. 
i∈S λ ij . This means that R(k) satisfies (2.7) (with matrixÃ replaced withĀ), and we can use Proposition 2.1 to conclude that 
Proof. The implication (⇐) is trivial, and the reverse one can be obtained using the equivalence in (ii) and (iii) of Lemma 2.4.
Remark 2. Reasoning similar to that in the proof of (ii) ⇒ (i) of Lemma 2.4 allows us to conclude that AR is invariant to perturbations of the form κ j I in matrix A j , with κ j ∈ R. In particular, (A, B, Λ) is AR if and only if (A + κI, B, Λ) is AR.
3. π-AR and a computational test. When seeking conditions for positiveness of the average second moment of x, it is important to note that this quantity depends not only on the structure of A and Λ but also on the initial probability distribution π, because the visited Markov states are "selected" essentially by π and Λ, as illustrated in the next example. 
Next we introduce a quite standard ordinary differential equation (ODE) whose solution S j (t), j ∈ S, t ≥ 0, is linked with reachability gramian via R defined in (2.12) and Lemma 3.2. S(t) satisfies
The easy-to-handle exponential solution of (3.1) is employed as a tool in what follows. The interpretation for S is postponed to section 4.1, when we study its relation to the conditional second moment X i = E{x and consider the projection matrix P ∈ R n 2 N,N that eliminates these entries. We defineσ ∈ RN ,b ∈ RN , andÂ ∈ RN ,N given asσ = Pσ,b = Pb, andÂ = P ′ AP, respectively, leading to the reduced order system
Note that the kth order derivatives, k ≥ 1, ofσ(t) calculated at t = 0 are given by
The next result gives the relation between the function S and its derivatives.
The following assertions are equivalent:
for all i ∈ S π communicating with j and all t ≥ 0.
Proof. (i) ⇒ (ii). Suppose that there exists
In particular, for τ = s we haveŵ ′Â′kb = 0, or equivalentlyŵ
, where S Bπ is a set of matrix functions defined in a manner that satisfies ϕ(
which brings us to the second implication in (3.4).
(ii) ⇒ (iii). Using the power series expansion, we obtain eÂ
and, since (3.3) and (ii) together yieldŵ ′Â′kb = 0, we obtain ⟨S(t), V ⟩ =ŵ Now we can employ Lemma 3.2 in the study of the null space of R and its role in testing π-AR. The link between the function S and R follows quite directly from (2.12) and (3.1):
In order to ease notation, let us define the reachability matrices R j ∈ R n,nN by
for all j ∈ S π,rec . We write R j (A, B, Λ, π) in some passages to emphasize the parameters required to calculate R j .
Proof. We shall only show the direct equivalence implication, as the converse one is trivial. From the hypothesis and (3.6) it follows that v
whereŵ is defined as in Lemma 3.2. Using the Cayley-Hamilton theorem, we obtain that w ′Â′mb = 0 for m ≥N . That is, v ′ R j (m)v = 0 for m ≥N . Corollary 2.5 completes the proof.
From the fundamental theorem of linear algebra we have that v ∈ Im(R j ). The converse implication can be shown in a similar manner.
Proposition 3.5. For any i and j communicating Markov states in S π we have
Proof. Let us assume v ∈ Im(R j ). Then there exists ξ ∈ R nN such that v = R j ξ. Moreover, for any η ∈ N(E{Υ rch (0, t)|θ(0) = i}), Lemma 3.2 implies η ′ S j (t)η = 0. From Lemma 3.2 and Corollary 2.5 we obtain η ′ R j (k) = 0, k = 0, . . . ,N − 1. Consequently, we have that η ′ R j = 0 and hence η ′ R j ξ = 0, leading in turn to
⊥ . Therefore, the fundamental theorem of linear algebra yields v ∈ Im (E{Υ rch (0, t)|θ(0) = i}). The converse implication can be shown in a similar manner, replacing R j by E{Υ rch (0, t)|θ(0) = i} (and vice-versa) in the above. Proof. Necessity. It is straightforward from the definition of π-AR and Proposition 3.5 that Im(R j ) = R n for any j such that i, j are communicating and i ∈ S π . This yields rank(R j ) = n, j ∈ S π,rec .
Sufficiency. Since rank(R j ) = n, we have from Proposition 3.5 that (3.8) E{Υ rch (0,t)|θ(0) = i} > 0 Downloaded 08/22/16 to 143.107.183.29. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php for anyt > 0 and i ∈ S π communicating with j. It remains to show positiveness of the gramian for initial Markov states that do not communicate with j, that is, for θ(0) = ℓ being a transient state reaching j. Let T * be the first visit time to the recurrent class in S π,rec containing j, and let s ≥ 0. Then, (3.9)
, where the last inequality comes from the use of time translation and homogeneity properties in (3.8) . Substituting these inequalities into (3.9) yields E{Υ rch (0,t + s)|θ(0) = ℓ} > 0 for arbitrary s,t > 0, concluding the proof.
Example 2. Consider the system (A, B, Λ) with (3.10)
Note that S π,rec = {1}. We compute the reachability matrices (3.7) to check that rank(R 1 ) = 2 and conclude from Theorem 3.6 that the system is π-AR. We have simulated the variable x(t) for 1.000 Markov state realizations, and the result is depicted in Figure 1 , which illustrates that π-AR does not mean that x(t) eventually reaches the entire state space (dissimilarly to linear systems with no jumps; see [11] ). We also note from Figure 1 that if we consider as a "target state" x tgt = (10 0) ′ , then the ball {x : ∥x − x tgt ∥ ∞ < 1/2} is visited with zero probability by x(t), t ≥ 0, meaning that the system is not SR in the usual sense (e.g., as defined in [1, 22, 24] ). Example 3. Consider the system (A, B, Λ) with A 1 = A 2 = B 1 = 0, B 2 = 1, and Λ and π as in Example 2. By implementing the rank test of Theorem 3.6 we conclude that the system is not π-AR, as R 1 = 0. Now, considering the SR problem of driving x(t) to an ϵ-neighborhood of a "target state" at a fixed time instant, ∥x(t) − x tgt ∥ < ϵ, in finite time with positive probability, as studied in [1] , we can show that the system is SR. In fact, since the subsystem (A 2 , B 2 ) is controllable in the standard sense for deterministic linear systems, it is simple to design a deterministic input function w(t), 0 ≤ t ≤ t f , resulting in x(t f ) = x tgt provided there is no jump in this time interval, thus yielding P(∥x(t) − x tgt ∥ < ϵ) ≥ P(θ(t) = 2, 0 ≤ t ≤ t f ) = e −t f .
4. AR and positiveness of the state second moment. At times, the initial probability distribution π can be unknown, forcing us to consider a general π. A rank test for AR can be obtained in a rather direct manner based on the test for π-AR given in Theorem 3.6. The idea is to check if the system is π (ℓ) -AR for certain initial distributions π (ℓ) , each of them "exciting" one set of recurrent Markov states. Formally, let the irreducible sets of recurrent Markov states be denoted by
(so that the Markov chain is composed by a total ofm blocks of recurrent states plus the transient states) and take associated initial distributions
where each π (ℓ) is concentrated on an arbitrary state belonging to S rec,ℓ , i.e., π 
Proof. The facts that (iii) and (i) are equivalent and that (iii) implies (ii) are trivial. We show (ii) ⇒ (iii) by contradiction. First, we deny (iii) by assuming that the system is not π-AR for some π, and from Theorem 3.6 we have (4.3) rank(R j * (A, B, Λ, π)) < n for some j * ∈ S π,rec . Now, assume that (ii) is valid, and consider ℓ ∈ {1, . . . ,m} for which j * ∈ S rec,ℓ . Theorem 3.6 yields rank(R j (A, B, Λ, π (ℓ) )) = n for all j ∈ S π (ℓ) ,rec , and, in particular for j = j * ,
Since j * ∈ S rec,ℓ , we have S π (ℓ) ,rec ⊂ S π,rec , leading to
Combining (4.4) and (4.5) produces rank(R j * (A, B, Λ, π)) = n, which is absurd in view of (4.3). A, B, Λ) is AR if and only if for each initial probability distribution π we have that S j (t) > 0 for all t > 0 and j ∈ S π,rec .
Proof. (i) We prove necessity by contradiction. By supposing that there exist j ∈ S π,rec andt > 0 such that S j (t) is not positive definite, we have v ′ S j (t)v = 0 for a certain v ∈ R n different from zero. Then, the equivalence between (i) and (iii) of Lemma 3.2 yields v ′ S j (t)v = 0 for all t ≥ 0, which in turn, by the equivalence between (iii) and (iv) of Lemma 3.2, leads to v ′ E{Υ rch (0, t)|θ(0) = i}v = 0 whenever i ∈ S π and j are communicating Markov states. Thus, we have that (A, B, Λ) is not π-AR. The proof of sufficiency is similar.
(ii) Here we prove sufficiency by contradiction. 
Consider a fixed t > 0 and j ∈ S π (ℓ) ,rec = S rec,ℓ . The equivalence (iii)-(iv) of Lemma 3.2 leads to v ′ S j (t)v = 0, t > 0, which concludes the proof of the sufficiency. Necessity follows in a straightforward manner from Lemma 3.2 (iii), (iv).
Next we extend the positiveness of S to the function X(t) ∈ M n0 . Recall that X(t) is associated with the second moment of the process x(t) by
and satisfies the linear matrix differential equations (see, e.g., [16] )
Remark 3. By direct comparison between (3.1) and (4.7) one can conclude that, if x(0) = 0 and the noise w(t) is multiplied by 1/ p θ(t) (t) whenever θ(t) ∈ S π (otherwise it is multiplied by zero), then S coincides with X. This gives an interpretation for S as the conditional second moment of the system when the noise amplitude is conveniently "modulated" and the initial condition is set to zero.
In view of Remark 3 , it is not a surprise that p j (t) is required in our analysis (so that 1/ p θ(t) (t) is well posed). It is a well-known property of finite-dimension Markov chains that by the continuity of its probability distribution p(t) there exist δ > 0 and a finite closed interval [
(and p j (t) = 0, j / ∈ S π ), for Markov states that can be reached from the initial state.
Also, for an arbitrary fixed time instantt > 0, we define an auxiliary variable V (t) ∈ M n0 for t ≥t via
The relation between S, V , U , and X is given next. (i) V j (t + s) = S j (s) for all s ≥ 0.
(ii) If S j (t) > 0 for all t > 0, then for any fixedt > 0 there exists γ > 0 such that
(v) If for any fixed T * ∈ R such that 0 < T * < T 2 − T 1 there exists γ > 0 such that S j (s) ≥ γI for all s ≥ T * , then there exists ρ > 0 such that X j (t) ≥ ρI for all t belonging to an interval
Proof. (i) This part of the proof is immediate from (3.1) and (4.10).
(ii) Consider the function V j in (4.10). The function defined asS j = S j − V j evolves, for t ≥t, according to (4.11)Ṡ j (t) = T A,j (S(t)), withS j (t) = S j (t).
From (4.11) and the fact that S(t) ∈ M
n0 we have thatS j (t) ≥ 0. This means that S j (t) ≥ V j (t) for all t ≥t, and, consequently, (4.12)
for all s ≥ 0. Now, let us consider j ∈ S π,rec and the compact set D 0 := S 1 × [t, 2t] where S 1 = {v ∈ R n : ||v|| = 1} in order to define for each j the function
The function g j is continuous, and, by the Weierstrass extreme value theorem, there exists (v,s) ∈ D 0 such that γ =v ′ S j (s)v = min (v,s)∈D0 g j (v, s). Recall that S j (t) > 0 for all t > 0; then we have that γ > 0. This yields (4.13)
From (4.12) and (4.13) we have that S j (2t + ζ) ≥ S j (t + ζ) ≥ γI, where ζ is any real number such that 0 ≤ ζ ≤t. Consequently, we obtain S j (s) ≥ γI for all s ∈ [2t, 3t], and recursively we obtain the result. (iii) Consider V j in (4.10) witht = T 1 . For t ∈ [T 1 , T 2 ], we define Z(t) = δV (t), which evolves according to (4.14)Ż j (t) = T A,j (Z(t)) + δ1 {j∈Sπ} B j B ′ j , with Z j (T 1 ) = 0. Now, the function defined asZ j = U j − Z j satisfies
(iv) The function defined asŨ j = X j − U j evolves for t ∈ [T 1 , T 2 ] according to
. Thus, we obtain that X j (t) ≥ U j (t) for all t ∈ [T 1 , T 2 ]. Downloaded 08/22/16 to 143.107.183.29. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (v) Given a fixed T * ∈ R such that 0 < T * < T 2 − T 1 , assume that there exists γ > 0 such that S j (s) ≥ γI for all s ≥ T * . Now by considering the function V j as in (4.10) witht = T * and using (i), we obtain
Then by multiplying V and γI in the last inequality by δ and using (iii), we obtain U j (t) ≥ δV j (t) ≥ ρI for all t ∈ J where ρ = δγ. Finally, using (iv), we conclude the proof.
Remark 4. Note that, when considering an initial probability distribution π (ℓ) as in (4.2) for some ℓ ∈ {1, . . . ,m}, we have X j (t) = 0 for all t ≥ 0 and j / ∈ S rec,ℓ . Indeed, for such a j, p j (t) = 0 for all t ≥ 0, and from (4.6) we have X j (t) = E{x(t)x(t) ′ |θ(t) = j}p j (t) = 0. (ii) There exists ρ > 0 such that for each initial condition x 0 and π we have X j (t) ≥ ρI for all t belonging to an interval J ⊂ [T 1 , T 2 ] and all j ∈ S π,rec . (iii) There exists ρ > 0 such that for each initial condition x 0 and π we have
Proof. (i) ⇒ (ii). Suppose that (A, B, Λ) is AR. From Lemma 4.3(ii)
we obtain S j (t) > 0 for all t > 0 and j ∈ S π,rec , for each initial probability distribution π. Statement (ii) of Lemma 4.4 implies that for any fixedt > 0 there exists γ > 0 such that S j (s) ≥ γI for all s ≥t. In particular, considert such that 0 <t < T 2 − T 1 . By Lemma 4.4(iv) there exists ρ > 0 such that
(ii) ⇒ (iii). The fact that E{x(t)x(t) ′ } = i∈S X i (t) ≥ X j (t) leads to the result. (iii) ⇒ (i). We proceed by contradiction, assuming that (A, B, Λ) is not AR. Then, by Theorem 4.2 there exists π (ℓ) as in (4.2) such that (A, B, Λ) is not π (ℓ) −AR. Lemma 4.3(i) implies that S j (t) is not positive definite for a certaint > 0 and some j ∈ S π (ℓ) ,rec = S rec,ℓ ; that is, there exists v ∈ R n different from zero such that v ′ S j (t)v = 0. This equality can be extended to a general t ≥ 0 using the equivalence of (i) and (ii) of Lemma 3.2, and differentiation yields v ′Ṡ j (t)v = 0 for all t ≥ 0. Note that, by the extension of the Cholesky decomposition result for positive semidefinite matrices, we have that for each t > 0 there exists an appropriate matrix Y t ∈ R n such that S j (t) = Y t Y ′ t , which can be employed to show that S j (t)v = 0. In this manner, the terms v
, which is a sum involving positive semidefinite matrices. Then we obtain v ′ S i (t)v = 0 for all t ≥ 0 and all i ∈ S rec,ℓ . Now, assume x 0 = 0, yielding X(0) = 0. Thus X(t) ≤ S(t), which in turn implies v ′ X i (t)v = 0 for all t ≥ 0 and all i ∈ S rec,ℓ . Finally, we obtain X j (t) = 0 for all t ≥ 0 and j / ∈ S rec,ℓ (see Remark 4), and then
The single reason we cannot take T 2 to infinity in the previous results is that (4.8) holds for finite T 2 only. However, if we restrain the analysis to the situation where only recurrent Markov states are visited, we can replace S π by S π,rec in (4.8) (and in other relevant passages including (3.1)), which now holds for all t ≥ T 1 . In the particular case where we only require positiveness (not uniform) of the second moment average, we could set T 1 = 0. Joining these arguments, we get the following result. Let Π be the set of distributions "exciting recurrent Markov states only"; (ii) There exist ρ > 0 and T > T 1 such that for each initial condition x 0 and π ∈ Π we have X j (t) ≥ ρI for all t ≥ T and all j ∈ S π,rec . (iii) There exist ρ > 0 and T > T 1 such that for each initial condition x 0 and π ∈ Π we have E{x(t)x(t) ′ } ≥ ρI for all t ≥ T . (iv) For each initial condition x 0 and π ∈ Π we have X j (t) > 0 for all t > 0 and all j ∈ S π,rec . 0 0 0 5 5 5 300 1000 1600 (a) Let π = π a and Λ = Λ a . The Markov chain is ergodic so that we have only one irreducible set (m = 1), given by S rec,1 = {1, 2, 3}. We take, e.g., π
(1) = (1 0 0) and compute the reachability matrices by (3.7) to find that rank(R j ) = 2 for j ∈ S = {1, 2, 3}. From Theorem 4.2 we conclude that the system is both π (1) -AR and AR. Note from Figure 2 that X j (t) is positive for t > 0 and j ∈ S, and consequently E{x(t)x(t) ′ } > 0, confirming Theorem 4.5. AR implies Π-AR, and Figure 2 also confirms Corollary 4.7 (we have obtained ρ ≈ 45 and T = 2.5).
(b) Consider π = π b and Λ = Λ b . We havem = 1, S rec,1 = {1, 2}. For π (1) = [1 0 0] we compute the reachability matrices by (3.7) and conclude that (A, B, Λ) is π (1) -AR and AR. We obtain that X 3 (t) = 0 and X j is positive definite for recurrent Markov states only (as seen in Figure 3) , confirming Theorem 4.5 and Corollary 4.7.
(c) Let π = π c and Λ = Λ c . In this case we havem = 2, S rec,1 = {1, 2}, and S rec,2 = {3}; we can set π .7) to obtain that rank(R j ) = 2 for j ∈ S π (1) ,rec = S rec,1 , and rank(R 3 ) = 0, thus concluding that the system is π
(1) -AR and not π (2) -AR. Consequently, (A, B, Λ) is not AR. Note also that E{x(t)x(t) ′ } tends to zero when t increases, as illustrated in Figure 4 . In this example, π / ∈ Π; hence Corollary 4.7 does not apply. 0 0 5 5 14000 4500 5. Error boundedness of linear state estimation. The concept of AR can be applied in state estimation problems to characterize stability of the estimator and the positiveness of the covariance matrix of the estimation error. Therefore, in this section we assume that the variable x is indirectly observed as described by the system
where y(t) ∈ R ny is the measurement process and D θ(t) D ′ θ(t) > 0 (nonsingular measurement noise) for each t ≥ 0. In this section we study the LMMSE proposed in [8] , which is one of the most successful filters for continuous-time MJLSs. To be consistent with [8] we consider the following. Assumption 5. The Markov chain is ergodic, and p j (t) is positive for all j ∈ S and t ≥ 0.
Assumption 6. {v(t)} t≥0 is a Wiener process of dimension n v with incremental covariance operator I v dt (I v is the identity matrix of dimension n v × n v ) satisfying
Remark 5. Assumptions 5 and 6 appear in the derivation of the LMMSE in [8] . Although some results and most of the elements in the proofs of this section are irrespective of these assumptions, or may be adapted to situations where they are void, we are inevitably tied to them when using the LMMSE, because Assumption 5 ensures existence of the estimator and Assumption 6 is linked with the optimality.
By definingx(t) as the state estimate at time instant t and settingx(t) = x(t) − x(t), it is shown in [8] 
) is a certain set of gains of appropriate dimensions. We define Q(t) = E{x(t)x(t) ′ |F t , G t }, where F t = σ{y(s) : 0 ≤ s ≤ t} and G t = σ{θ(s) : 0 ≤ s ≤ t} are the σ-fields generated by the measurement process and the Markov chain until the time instant t, respectively. Using standard machinery from filtering theory for time varying linear systems theory, we can derive the following linear differential equation related to Q:
. We also introduce the average matrix Q j (t) = E{Q(t)1 {θ(t)=j} }, j ∈ S. Downloaded 08/22/16 to 143.107.183.29. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Now, when differentiating the average matrix Q j (t) we obtain
Proposition 5.1. If (A, B, Λ) is AR, then Q j (t) > 0 for all t > 0 and j ∈ S, or, equivalently, there is no nontrivial projection operator P such that P(x(t)) = 0 (a.s.).
Proof. In this proof, for brevity we write E (a.s. t, j) for any event E such that P (E|θ(t) = j) = 1. We proceed by contradiction supposing that there exist t > 0 and v ̸ = 0 such that vQ j (t)v = 0 for some j ∈ S. Recalling that we have assumed p j (t) > 0, this is equivalent to v ′ E{Q(t)|θ(t) = j}v = 0, yielding
For each realization of {θ(t)} t≥0 the estimation error matrix Q(t) can be written as
where 0 represents a null matrix of appropriated dimensions. Thus,
due to the positiveness of bothW (t) and
and using (5.6), one obtains
Now consider the state transition matrix Φ linked with the solution of (1.1). It is simple to check for each realization of the chain that
From (5.7) and (5.8), and the fact that Γ(t, t) = Φ(t, t) = I, we obtain
Next we shall show that (A, B, Λ) is not AR, considering a version of system (1.1) with different statistics for the initial condition; in order to avoid any confusion with (1.1), we will introduce the system .10) is AR because the AR notion is irrespective of the statistics of the initial condition. We also introduce the process X (t) = E{ζ(t)ζ(t) ′ |G t }, which satisfies for each realization of the chain
Then, since Q(0)Γ(t, 0) ′ v = 0, the first equality in (5.6) and that in (5.9) produce
which is a contradiction with the AR of system (5.10) (see Corollary 4.7(iv)). Thus, we have shown that
It remains to prove that for any nontrivial projection operator P acting on subspaces of R n we obtain Px(t) ̸ = 0 for all t > 0. In fact, let us suppose that there exists P such that Px(t) = 0 (a.s.) for some t > 0. That is, there exists v ∈ R n , v ̸ = 0, such that (v ′x (t))v = vv ′x (t) = 0 (a.s.) for some t > 0 and v ̸ = 0, which is equivalent to v ′x (t) = 0 (a.s.). This is equivalent to v ′ Q j (t)v = v ′ E{x(t)x(t) ′ |θ(t) = j}p j (t)v = 0 for some t > 0 and v ̸ = 0, which is absurd in view of (5.11).
Apart from characterizing positiveness of the average error covariance, a natural question refers to its boundedness. [17] provides an answer by showing that Q j (t) converges as time tends to infinity whenever the system is mean square detectable, irrespective of AR of (A, B, Λ). In the remainder of this section we assume boundedness of Q.
Assumption 7. There exists a matrix Q * ∈ R n0 such that Q j (t) ≤ Q * for all t ≥ 0 and j ∈ S.
Expanding on the boundedness of Q, we study its invariance under perturbations on the model. This issue has been addressed in the filtering literature, with some variations, under the general denomination of filter stability and error bound filter or error sensitivity; see, e.g., [21, 28] for systems without Markov jumps. For discretetime MJLSs some preliminary studies were presented in [18] . Here, we introduce perturbations on the initial condition of (5.3) and study its new solution, denoted by P (t), which satisfies
where Σ ∈ R n0 . If P is average bounded for any Σ ∈ R n0 , we say that the filter is stable. Stability is relevant when implementing the filter because the modeled initial condition Ψ −x 0x ′ 0 may contain errors, and even infinitesimal errors may cause fast divergence of P ; see Example 6. Q(t) can be interpreted as the "modeled error covariance" linked with (1.1), based on which the gain function K(t) is designed (in fact,
−1 , j ∈ S, as prescribed in [8] ), while P (t) is interpreted as the "actual error covariance" of the estimates obtained with this gain function.
Definition 5.2. We say that the LMMSE is stable if, for each Σ ∈ R n0 , there exists P * ≥ 0 such that E{P (t)} ≤ P * for all t ≥ 0, where P (t) is given by (5.12). Downloaded 08/22/16 to 143.107.183.29. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Theorem 5.3 . If Assumption 7 holds and Q j (t) > 0 for all t > 0 and j ∈ S, then the LMMSE is stable.
Proof. For a fixed t * > 0 we have Q(t * ) ≥ µI for some µ > 0. By differentiating E{P (t)1 {θ(t)=j} } and denotingṖ j (t) = d dt E{P (t)1 {θ(t)=j} } , j ∈ S, we obtain (5.13)
For each Σ there exists a sufficiently small ϵ > 0 such that the following inequalities hold: ϵµ < 1 and ϵP j (t * , Σ) ≤ I; the later inequality allows us to write (5.14)
From (5.14) and 1−ϵµ > 0, one can check that the solution of (5.15) is positive definite for t ≥ t * and j ∈ S. This fact and Assumption 7 lead to P j (t) ≤ P * for t ≥ t * and all j ∈ S, where P * = (ϵµ) −1 Q * . Finally we have E{P (t)} = i∈S P i (t) ≤ N P * , concluding the proof.
The above result and Proposition 5.1 lead to the following. Remark 7. It is shown in [8] for a mean square-(MS-) detectable and MSstabilizable system that Q(t) converges and the associated gains given by K * i = lim t→∞ K i (t), i ∈ S, yield an MS-stable limiting dynamics A i − K * i C i , which can be employed to show that the LMMSE is stable. This means that MS-detectability and MS-stabilizability work together as a sufficient condition for the stability of the filter, in this sense competing with AR; in fact, there are systems that are AR and not MS-stabilizable; see Example 5. Note that the proof of Theorem 5.3 is irrespective of the limiting dynamics of the system, which may allow for future extensions. As a simple example, we can replace matrices C i by periodic matrices C i (t + δ) = C i (t) (with period δ > 1), thus avoiding the convergence of Q(t), and still keep Theorem 5.3 unaltered. Another example is given in Remark 9 and Example 7.
Remark 8 (plant with correlated noise). The noise processes affecting variables x and y may be correlated in many applications. With this motivation, and as an illustration of a simple extension of our results, we address here the case of correlated noise processes (weakening Assumption 6). The same formulation for the estimator given in [8] is considered here because it is still appealing due to its relative simplicity (gains can be precomputed and stored) and the fact that the degree of suboptimality may be relatively small depending on how correlated the noises are. Let E{w(t)v(t) ′ } = W (t). The single change we have in Proposition 5.1 is that instead of (5.5) we havẽ 
Note that positiveness ofW was automatically granted when W (t) = 0; this is also true when ∥W (t)∥ is small enough. Theorem 5.3 is valid in this setup, as mentioned in Remark 5. Then, we conclude that the filter is stable provided the MJLS is AR and the above additional condition is valid.
Remark 9 (plant with time-varying noise covariance). We give here an extension of our stability result to a class of systems featuring time-varying intensity of the additive noise in the variable x, modeled as
Consider the same filter formulation of the LMMSE, except that F is now time dependent, and consider Assumptions 1-3 and 5-7 (Assumption 4 is relaxed to cope with the above setup). It is well known that the error covariance matrix increases with the intensity of the additive noise, or, formally, if we denote by Q(t, F ) the error covariance to emphasize the dependence on F , and if we denote by G a set of matrices of the same dimension as F , then it can be shown that Q(t, F ) ≥ Q(t, G) whenever F F ′ ≥ GG ′ . Then, provided we find a set of matrices G such that
for all t ≥ 0 and check that (A, G, Λ) is AR, from the above relation and Proposition 5.1 we obtain Q(t, F (t)) ≥ Q(t, G) > 0. Moreover, one can easily check that Theorem 5.3 remains valid for the above system, allowing us to conclude that the filter is stable whenever (A, G, Λ) is AR and G fulfils
An illustration is given in Example 7.
Example 5. Let A and B be as in Example 4(a), and let
First, we consider Ψ −x 0x ′ 0 as the initial covariance matrix for the LMMSE design ("nominal setup"), and, in a second step, we employ this filter for estimating the state of a system with initial covariance Σ ("actual setup"). We have computed Q i (t) via (5.4) and checked Assumption 7 by direct inspection of the "nominal" error
. AR of (A, B, Λ) has been checked in Example 4, so that Theorem 5.3 ensures that the filter is stable. Figure 5 illustrates the norm of the "actual" error P (t) for five different initial conditions P (0) = Σ, confirming that P (t) is bounded. We mention in connection with Remark 7 that, by applying the linear matrix inequalities test appearing in [8] , the system is not MS-stabilizable. B j = 0 ∈ R 2,3 , D j = I ∈ R 2 , j ∈ S, and Λ, π, andx 0 are as in Example 5. By applying the rank test in Theorem 3.6, we check that the system is not AR. Now we present the following two cases.
(a) Q(0) = 0 ∈ R 2 . The filter presents bounded nominal error Q(t) = 0, while the actual error P (t) diverges exponentially as illustrated in Figure 6 , where we have considered Σ = 10 −6 I. (b) Q(0) = I. We note from simulations with Σ = 1.7I that both the nominal error Q(t) and the actual error P (t) are bounded; see Figure 7 .
Example 7. We illustrate the stability conditions given in Remark 9 in a numerical example. Consider parameters as in Example 5, and assume that F changes periodically with period 5 according to the following rule. For each ℓ = 0, 1, . . . ,
where B is as given in Example 5 (also Example 4(a)). Moreover, F i (t) = B i for i = 2, 3, t ≥ 0. Recall from Example 5 that (A, B, Λ) is AR, and note that F (t) ≥ B > 0, so that from the results given in Remark 9 we conclude that the filter is stable. In order to check this fact, similarly to Example 5, we show in Figure 8 the norm of E{Q(t)} and E{P (t)} with different initial conditions, confirming that P is bounded, as expected for a stable filter. Note that one would not be able to check stability of the filter via its limiting behavior, as Q(t) does not converge.
6. Conclusions. We have studied the average reachability gramian for MJLSs with emphasis on its nonsingularity. Systems featuring nonsingular average gramian are referred to as AR (average reachable), and we introduce three notions of AR depending on the initial distribution of the Markov state, ranging from the weaker π-AR for situations when π is known, Π-AR when π excites recurrent Markov states only, and AR when no information is available on π. A testable, necessary, and sufficient condition for π-AR has been obtained in Theorem 3.6, based on which a testable condition for AR is derived; see Theorem 4.2. The role of the AR notion in the structure of the system excited by a Wiener process is explored, seeking positiveness of the state second moment E{x(t)x(t) ′ } and of the conditional second moment X j (t) for recurrent Markov states j. One difficulty is that X j (t) is described by the nonhomogeneous differential equation (4.7) involving the distribution π t , and we do not assume any hypothesis on the Markov chain, which has forced us to introduce a "modulated" second moment S j (t) (see Remark 3) that plays a key role in linking the definition of AR with the rank test of Theorem 3.6 and with the positiveness of X, as stated in Theorem 4.5. Positiveness of the state second moment of an MJLS does not mean that the state x(t) eventually reaches any neighborhood of R n as it does in linear deterministic systems [11] ; an illustration of a possible behavior of x(t) is given in Example 2. The role of AR is studied in the context of linear filtering to show that the error covariance matrix is positive with the interpretation that the estimate is "never precise" in the sense of Proposition 5.1. We also show that AR ensures stability of the LMMSE in [8] , as stated in Corollary 5.4, meaning that the error covariance matrix remains bounded under arbitrary perturbations on the initial condition Ψ. The key passages in our analysis of the LMMSE are (5.6), which may be interpreted as the filter gain not acting on subspaces where there is no noise in the variable x, and the order preserving property of the differential equation (5.15), which enabled us to employ the positiveness of Q in a productive way in (5.14); note also that ergodicity of the Markov chain has never been employed in the arguments. As illustrated in Remarks 8 and 9, these properties may remain unaltered or be adapted when dealing with other problems, so that future work may look into extensions to other systems and filters.
