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Abstract. A fundamental tool in noncommutative geometry is Connes’ char-
acter formula. This formula is used in an essential way in the applications of
noncommutative geometry to index theory and to the spectral characterisation
of manifolds.
A non-compact space is modelled in noncommutative geometry by a non-
unital spectral triple. Our aim is to establish the Connes character formula
for non-unital spectral triples. This is significantly more difficult than in the
unital case and we achieve it with the use of recently developed double operator
integration techniques. Previously, only partial extensions of Connes’ character
formula to the non-unital case were known.
In the course of the proof, we establish two more results of importance
in noncommutative geometry: an asymptotic for the heat semigroup of a non-
unital spectral triple, and the analyticity of the associated ζ-function.
We require certain assumptions on the underlying spectral triple, and we
verify these assumptions in the case of spectral triples associated to arbitrary
complete Riemannian manifolds and also in the case of Moyal planes.
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1.1. Introduction
One of the fundamental tools in noncommutative geometry is the Chern char-
acter. The Connes Character Formula (also known as the Hochschild character
theorem) provides an expression for the class of the Chern character in Hochschild
cohomology, and it is an important tool in the computation of the Chern character.
The formula has been applied to many areas of noncommutative geometry and its
applications: such as the local index formula [24], the spectral characterisation of
manifolds [23] and recent work in mathematical physics [16].
In its original formulation, [18], the Character Formula is stated as follows: Let
(A, H,D) be a p-summable compact spectral triple with (possibly trivial) grading
Γ (as defined in Section 2.2). By the definition of a spectral triple, for all a ∈ A the
commutator [D, a] has an extension to a bounded operator ∂(a) onH . Furthermore,
if F = χ(0,∞)(D)−χ(−∞,0)(D) then for all a ∈ A the commutator [F, a] is a compact
operator in the weak Schatten ideal Lp,∞. For simplicity assume that ker(D) = {0},
and now consider the following two linear maps on the algebraic tensor power
A⊗(p+1), defined on an elementary tensor c = a0 ⊗ a1 ⊗ · · · ⊗ ap ∈ A
⊗(p+1) by,
Ch(c) :=
1
2
Tr(ΓF [F, a0][F, a1] · · · [F, ap])
and
Ω(c) := Γa0∂a1∂a2 · · · ∂ap.
Then the Connes Character Formula states that if c is a Hochschild cycle (as defined
in Section 2.2.4) then
Trω(Ω(c)(1 +D
2)−p/2) = Ch(c)
for every Dixmier trace Trω. In other words, the multilinear maps Ch and c 7→
Trω(Ω(c)(1 +D
2)−p/2) define the same class in Hochschild cohomology.
1
2 1. INTRODUCTION
There has been great interest in generalising the tools and results of noncom-
mutative geometry to the “non-compact”(i.e., non-unital) setting. The definition
of a spectral triple associated to a non-unital algebra originates with Connes [22],
was furthered by the work of Rennie [54, 55] and Gayral, Gracia-Bond´ıa, Iochum,
Schu¨cker and Varilly [31]. Earlier, similar ideas appeared in the work of Baaj and
Julg [1]. Additional contributions to this area were made by Carey, Gayral, Rennie,
and the first named author [10, 11]. The conventional definition of a non-compact
spectral triple is to replace the condition that (1 + D2)−1/2 be compact with the
assumption that for all a ∈ A the operator a(1 +D2)−1/2 is compact.
This raises an important question: is the Connes Character Formula true for
locally compact spectral triples?
In this paper we are able to provide an affirmative answer to this question,
provided that one assumes certain regularity properties on the spectral triple. There
is a substantial difference between the theories of compact and non-compact spectral
triples, in particular issues pertaining to summability are more subtle. We achieve
our proof of the non-unital Character Formula using recently developed techniques
of operator integration.
1.2. The main results
In this paper we prove three key theorems (Theorems 1.2.2, 1.2.3 and 1.2.5)
and a new result concerning universal measurability (Theorem 1.2.7).
Essential to our approach is a certain set of assumptions on a spectral triple
to be outlined below. The notion of a spectral triple, and all of the corresponding
notations are explained fully in Section 2.2. By definition, if (A, H,D) is a spectral
triple then for a ∈ A, the notation ∂(a) denotes the bounded extension of the
commutator [D, a], and for an operator T on H which preserves the domain of D,
δ(T ) denotes the bounded extension of [|D|, T ] when it exists. The notation Lr,∞,
r ≥ 1, denotes the ideal of compact operators T whose singular value sequence
{µ(n, T )}∞n=0 satisfies µ(n, T ) = O(n
−1/r). The norm ‖ · ‖1 is the trace-class norm.
Our main assumption on (A, H,D) is as follows:
Hypothesis 1.2.1. The spectral triple (A, H,D) satisfies the following condi-
tions:
(i) (A, H,D) is a smooth spectral triple.
(ii) There exists p ∈ N such that (A, H,D) is p−dimensional, i.e., for every a ∈ A,
a(D + i)−p ∈ L1,∞,
∂(a)(D + i)−p ∈ L1,∞.
(iii) for every a ∈ A and for all k ≥ 0, we have∥∥∥δk(a)(D + iλ)−p−1∥∥∥
1
= O(λ−1), λ→∞,∥∥∥δk(∂(a))(D + iλ)−p−1∥∥∥
1
= O(λ−1), λ→∞.
Condition 1.2.1.(i) is well known and widely used in the literature. The notion
of “smoothness” that we use here is identical to what is sometimes referred to as
QC∞ (see Definition 2.2.7).
Condition 1.2.1.(ii) is also widely used, but we caution the reader that elsewhere
in the literature an alternative definition of dimension is often used: where (A, H,D)
1.2. THE MAIN RESULTS 3
is said to be p-dimensional if for all a ∈ A we have a(D+ i)−1 ∈ Lp,∞ and ∂(a)(D+
i)−1 ∈ Lp,∞. The definition of dimension in 1.2.1.(ii) is strictly stronger, and we
discuss this issue in 2.2.3.
Condition 1.2.1.(iii) is new and specific to the locally compact situation. Indeed,
if A is unital then 1.2.1.(iii) is redundant, as it follows from 1.2.1.(ii).
In order to show that Hypothesis 1.2.1.(iii) is reasonable, we prove that it is
satisfied for spectral triples associated to the following two classes of examples:
(i) Noncommutative Euclidean spaces, a.k.a. Moyal spaces. (Section 3.3)
(ii) Complete Riemannian manifolds. (Section 3.4).
In deciding on the conditions of Hypothesis 1.2.1, we have avoided the assump-
tion that the spectral dimension of (A, H,D) is isolated: this is an assumption
made in [34], [24] and in some parts of [11].
Our first main result is established in Section 4.5. This result provides an
asymptotic estimate of the trace of the heat operator s 7→ e−s
2D2 , and we remark
that the following theorem is new even in the compact case.
Theorem 1.2.2. Let p ∈ N and let (A, H,D) be a spectral triple satisfying
Hypothesis 1.2.1. If c ∈ A⊗(p+1) is a Hochschild cycle, then
(1.1) Tr(Ω(c)(1 +D2)1−
p
2 e−s
2D2) =
p
2
Ch(c)s−2 +O(s−1), s ↓ 0.
Note that we do not require that the parity of the dimension of p match the
parity of the spectral triple (i.e., p can be an odd integer while (A, H,D) has a
nontrivial grading, and similarly p can be even while (A, H,D) has no grading).
Our second main result proves the the analytic continuation of the ζ−function
associated with the operator (1 +D2)−
1
2 . This result recovers all previous results
concerning the residue of the ζ function on a Hochschild cycle.
Theorem 1.2.3. Let p ∈ N and let (A, H,D) be a spectral triple satisfying
Hypothesis 1.2.1. If c ∈ A⊗(p+1) is a Hochschild cycle, then the function
(1.2) ζc,D(z) := Tr(Ω(c)(1 +D
2)−
z
2 ), ℜ(z) > p,
is holomorphic, and has analytic continuation to the set {ℜ(z) > p− 1} \ {p}. The
point z = p is a simple pole of the analytic continuation of ζc,D, with corresponding
residue equal to pCh(c).
To prove our analogue of the Character Theorem in the unital setting, we
require an additional locality assumption on the Hochschild cycle c. The use of
locality in noncommutative geometry was pioneered by Rennie in [55].
Definition 1.2.4. A Hochschild cycle c =
∑m
j=1 a
j
0 ⊗ · · · ⊗ a
j
p ∈ A
⊗(p+1) is
said to be local if there exists a positive element φ ∈ A such that φaj0 = a
j
0 for all
1 ≤ j ≤ m.
For example, if X is a manifold and A = C∞c (X) is the algebra of smooth
compactly supported functions on X , then every Hochschild cycle is local since we
may choose φ to be smooth and equal to 1 on the union of the supports of {aj0}
m
j=1.
Our final result is the Connes Character Formula for locally compact spectral
triples. In the compact case, our result recovers all previous results of this type
(e.g. [33, Theorem 10.32], [2, Theorem 6], [12, Theorem 10] and [15, Theorem
16]).
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Theorem 1.2.5. Let p ∈ N and let (A, H,D) be a spectral triple satisfying
Hypothesis 1.2.1. If c ∈ A⊗(p+1) is a local Hochschild cycle, then
(1.3) ϕ(Ω(c)(1 +D2)−
p
2 ) = Ch(c).
for every normalised trace ϕ on L1,∞.
The notion of a normalised trace on L1,∞ is recalled in Subsection 2.1.3. The
purpose of the Connes Character Formula is to compute the Hochschild class of the
Chern character by a “local” formula, here stated in terms of singular traces.
A consequence of Theorem 1.2.5 being stated for arbitrary normalised traces
on L1,∞ is that we can deduce precise behaviour of the distribution of eigenvalues
of the operator Ω(c)(1 +D2)−p/2:
Corollary 1.2.6. Let (A, H,D) satisfy Hypothesis 1.2.1, and let c ∈ A⊗(p+1)
be a local Hochschild cycle. Then the sequence {λ(k,Ω(c)(1 + D2)−p/2)}∞k=0 of
eigenvalues of the operator Ω(c)(1 + D2)−p/2 arranged in non-increasing absolute
value satisfies:
n∑
k=0
λ(k,Ω(c)(1 +D2)−p/2) = Ch(c) log(n) +O(1), n→∞.
The above corollary is an immediate consequence of Theorem 1.2.5 and Theo-
rem 2.1.5.
The main technical innovation of this paper concerns a certain integral repre-
sentation for the difference of complex powers of positive operators, which originally
appeared in [25] and which is reproduced here as Theorem 5.2.1.
An operator T ∈ L1,∞ is called universally measurable if all normalised traces
on L1,∞ take the same value on T . A new result of this paper, and a crucial
component of our proof of Theorem 1.2.5, is the following:
Theorem 1.2.7. Let 0 ≤ V ∈ L1,∞ and let A ∈ L∞. Define the ζ-function:
ζA,V (z) := Tr(AV
1+z), ℜ(z) > 0.
If there exists ε > 0 such that ζA,V admits an analytic continuation to the set
{z : ℜ(z) > −ε} \ {0} with a simple pole at 0, then for every normalised trace ϕ
on L1,∞ we have:
ϕ(AV ) = Resz=0ζA,V (z).
In particular, AV is universally measurable.
Theorem 1.2.7 is a strengthening of an earlier result [63, Theorem 4.13], and a
complete proof is given in Section 5.5.
1.3. Context of this paper
Connes’ Character Formula dates back to Connes’ 1995 paper [18]. There the
character theorem was discovered in order to “compute by a local formula the cyclic
cohomology Chern character of (A, H,D)”. Connes’ work initiated a lengthy and
ongoing program to strengthen, generalise and better understand the Character
Formula.
Closely linked to the Character Formula is the Local Index Theorem of Connes
and Moscovici [24], and much of the work in this field was from the point of view
of index theory. Among the approaches to generalising Connes character theorem,
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there is [2] by Benamuer and Fack, and [12] by Carey, Philips, Rennie and the first
named author.
Instead of considering traces on L1,∞, [12] deals with Dixmier traces on the
Lorentz space M1,∞. Due to an error in the statement of Lemma 14 of [12] which
invalidates the proof in the p = 1 case, a followup paper [15] was written. In [15],
the Character Formula is proved in the compact case for arbitrary normalised traces
(rather than Dixmier traces).
During the creation of the present manuscript an oversight was located in [15]:
in that paper the case where D has a nontrivial kernel and (A, H,D) is even was
not handled correctly. It was incorrectly assumed in [15, Case 3, page 20] that if
(A, H,D) is an even spectral triple with grading Γ, then so is
(A, H, (χ[0,∞)(D)− χ(−∞,0)(D))(1 + |D|
2)1/2).
This is false if the kernel of D is nontrivial, since then it is not necessarily the case
that χ[0,∞)(D)− χ(−∞,0)(D) anticommutes with Γ. The outcome of this oversight
is that the proof of the Character Theorem as given in [15] is incomplete. This
oversight can be corrected by using the well known ”doubling trick” that was already
present in [12, Definition 6]. The present work supersedes that of [15], and so rather
than submit an erratum we have decided to instead supply a complete proof here,
in a more general setting.
All of the work mentioned so far in this section applies exclusively in the com-
pact case. Adapting the tools of noncommutative geometry to the locally compact
case involves substantial difficulties and this task has been heavily studied by mul-
tiple authors over the past few decades: as a small sample of this body of work we
mention [54, 55, 31, 32, 10, 11] and more recently work by Marius Junge and Li
Gao concerning noncommutative planes.
In 2000 Professor Nigel Higson published [34]: a detailed exposition of the
local index theorem, including in the final appendix a claimed proof of the Connes
Character Formula in the non-unital setting. Higson’s work was a major inspiration
for the present paper, since it is now understood and acknowledged by Higson that
the claimed proof of the Character Formula [34, Theorem C.3] has a gap. This
paper arose from our efforts to produce a correct statement and complete proof of
the Character Formula in the non-unital setting using recently developed methods
of Double Operator Integration theory.
The nature of the gap in [34] is subtle, and concerns the relationship between
Dixmier traces and zeta-function residues. To be precise: the proof relied on an
equality between
lim
s↓0
Tr(Z|D|−n−s)
and
Trω(Z|D|
−n)
(in the notation of [34]). In the case where |D|−1 is compact this result can be
attained using existing techniques from [45, Theorem 8.6.4, Theorem 8.6.5 and
Theorem 9.3.1]. In the case where |D|−1 is not compact the situation is less well
understood. The present text was motivated by an effort to understand the equality
above in the non-compact case.
After circulating a draft of our manuscript Carey and Rennie pointed out that
there was a different way to obtain a similar result on the Hochschild class using
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[11] (which is based on [14]). It is proved in these papers that the “resolvent cocy-
cle”introduced there represents the cohomology class of the Chern character. From
that point of view one may obtain a different representative of the Hochschild class
of the Chern character using residues of zeta functions under weaker hypotheses
on the Hochschild chains and substantially stronger summability conditions on the
spectral triple. For Hochschild chains satisfying some additional conditions, but
not requiring locality as employed here, Carey and Rennie also have a Dixmier
trace formula for the Hochschild class of the Chern character evaluated on such
Hochschild chains.
1.4. Structure of the paper
This paper is structured as follows:
• Chapter 2 is devoted to preliminary definitions and concepts: we intro-
duce the relevant definitions for operator ideals, traces, spectral triples,
operator valued integrals and double operator integrals.
• Chapter 3 provides important technical properties of spectral triples. In
Section 3.3 we prove that Hypothesis 1.2.1 is satisfied for the canonical
spectral triple associated to noncommutative Euclidean spaces Rpθ, and
in Section 3.4 we show that the Hypothesis is satisfied for Hodge-Dirac
spectral triples associated to arbitrary complete Riemannian manifolds.
• Chapter 4 contains the proof of Theorem 1.2.2.
• Chapter 5 contains the proofs of Theorems 1.2.3, 1.2.7 and 1.2.5.
• Finally, an appendix is included to collect some of the lengthier compu-
tations.
CHAPTER 2
Preliminaries
2.1. Operators, ideals and traces
2.1.1. General notation. Fix throughout a separable, infinite dimensional
complex Hilbert spaceH . We denote by L∞ the algebra of all bounded operators on
H , with operator norm denoted ‖ ·‖∞. For a compact operator T on H , let λ(T ) :=
{λ(k, T )}∞k=0 denote the sequence of eigenvalues of T arranged in order of non-
increasing magnitude and with multiplicities. Similarly, let µ(T ) := {µ(k, T )}∞k=0
denote the sequence of singular values of T , also arranged in non-increasing order
with multiplicities. The kth singular value may be described equivalently as either
µ(k, T ) := λ(k, |T |) or
µ(k, T ) = inf{‖T −R‖∞ : rank(R) ≤ k}.
The standard trace on L∞ (more precisely on the trace-class ideal) is denoted
Tr.
Fix an orthonormal basis {ek}∞k=0 onH (the particular choice of basis is inessen-
tial). We identify the algebra ℓ∞ of all bounded sequences with the subalgebra of
diagonal operators on H with respect to the chosen basis. For a given α ∈ ℓ∞, we
denote the corresponding diagonal operator by diag(α).
For A,B ∈ L∞, we say that B is submajorized by A in the sense of Hardy-
Littlewood, written as B ≺≺ A, if
n∑
k=0
µ(k,B) ≤
n∑
k=0
µ(k,A), n ≥ 0.
We say that B is logarithmically submajorized by A, written as B ≺≺log A if
n∏
k=0
µ(k,B) ≤
n∏
k=0
µ(k,A), n ≥ 0.
An important result concerning logarithmic submajorisation is the Araki-Lieb-
Thirring inequality [39, Theorem 2], which states that for all positive bounded
operators A and B and all r ≥ 1,
(2.1) |AB|r ≺≺log A
rBr.
We make frequent use of the following commutator identity: if A and B are
operators with B invertible, then
(2.2) [B−1, A] = −B−1[B,A]B−1.
We must take care to ensure that (2.2) remains valid when A and B are potentially
unbounded. If A is bounded, then it is enough that A : dom(B)→ dom(B).
7
8 2. PRELIMINARIES
2.1.2. Ideals in L∞ and related inequalities. For p ∈ (0,∞), we let Lp
denote the Schatten-von Neumann ideal of L∞,
Lp := {T ∈ L∞ : µ(T ) ∈ ℓp}
where ℓp is the space of p-summable sequences. As usual, for p ≥ 1 the ideal Lp is
equipped with the norm
‖T ‖p :=
(
∞∑
k=0
µ(k, T )p
)1/p
.
Similarly, given 0 < p <∞, we denote by Lp,∞ the ideal in L∞ defined by
Lp,∞ := {T ∈ L∞ : sup
k≥0
(1 + k)1/pµ(k, T ) <∞}.
Equivalently,
Lp,∞ := {T ∈ L∞ : sup
n≥0
n−pTr(χ( 1n ,∞)(|T |)) <∞}.
It is well known that the ideal Lp,∞ may be equipped with a quasi-norm given by
the formula
‖T ‖p,∞ := sup
k≥0
(k + 1)1/pµ(k, T ), T ∈ Lp,∞.
As is conventional, L∞,∞ := L∞.
We make use of the following Ho¨lder inequality: let p, p1, p2, . . . , pn ∈ (0,∞]
satisfy 1p =
∑n
k=1
1
pk
. If Ak ∈ Lpk,∞ for all k = 1, . . . , n, then A1A2 · · ·An ∈ Lp,∞,
with an inequality of norms:
(2.3) ‖A1A2 · · ·An‖p,∞ ≤ cp1,p2,...,pn‖A1‖p1,∞‖A2‖p2,∞ · · · ‖An‖pn,∞
where cp1,p2,...,pn > 0.
The quasi-norm ‖ · ‖1,∞ is not monotone with respect to Hardy-Littlewood
submajorisation. It is, however, monotone under logarithmic submajorisation. To
be precise, we have that for all A,B ∈ L1,∞ if B ≺≺log A then
(2.4) ‖B‖1,∞ ≤ e‖A‖1,∞.
Indeed, since the sequence {µ(k,B)}∞k=0 is nonincreasing, for all n ≥ 0 we have:
µ(n,B)n+1 ≤
n∏
k=0
µ(k,B).
So if B ≺≺log A,
(2.5) µ(n,B)n+1 ≤
n∏
k=0
µ(k,A).
However by definition, µ(k,A) ≤ ‖A‖1,∞k+1 for all k, so
(2.6)
n∏
k=0
µ(k,A) ≤
‖A‖n+11,∞
(n+ 1)!
.
Now combining (2.5) and (2.6),
µ(n,B)n+1 ≤
‖A‖n+11,∞
(n+ 1)!
.
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Now using the Stirling approximation
(n+ 1)! ≥
(n+ 1
e
)n+1
,
we arrive at
µ(n,B)n+1 ≤
(e‖A‖1,∞
n+ 1
)n+1
.
Hence, for all n ≥ 0,
µ(n,B) ≤
e‖A‖1,∞
n+ 1
.
Multiplying by n + 1, and then taking the supremum over n yields ‖B‖1,∞ ≤
e‖A‖1,∞ as desired.
Another ideal to which we will refer is the Schatten-Lorentz ideal Lq,1 for q > 1,
defined by
Lq,1 := {T ∈ L∞ :
∞∑
k=0
µ(k, T )(k + 1)
1
q−1 <∞}
and equipped with the quasi-norm
‖A‖q,1 :=
∞∑
k=0
µ(k,A)(1 + k)
1
q−1.
If 1p +
1
q = 1, then we have the following Ho¨lder-type inequality:
(2.7) ‖AB‖1 ≤ ‖A‖p,∞‖B‖q,1, A ∈ Lp,∞, B ∈ Lq,1.
2.1.3. Traces on L1,∞.
Definition 2.1.1. If I is an ideal in L∞, then a unitarily invariant linear
functional ϕ : I → C is said to be a trace.
Here ϕ being “unitarily invariant” means that ϕ(U∗TU) = ϕ(T ) for all T ∈ I
and unitary operators U . Equivalently, ϕ(UT ) = ϕ(TU) for all unitary operators
U and T ∈ I. Since every bounded linear operator can be written as a linear
combination of at most four unitary operators [53, Page 209], one may equivalently
say that ϕ(AT ) = ϕ(TA) for all A ∈ L∞ and T ∈ I.
The most well-known example of a trace is the classical trace Tr on the ideal
L1, however we will be primarily concerned with traces on the ideal L1,∞. There
exist many traces on L1,∞, of which the earliest discovered class of examples are
the Dixmier traces which we now describe.
Recall that an extended limit is a continuous linear functional ω ∈ ℓ∗∞ from the
set of bounded sequences ℓ∞ which extends the limit functional on the subspace
c of convergent sequences. Readers who are more familiar with ultrafilters may
consider the special case where ω is the limit along a non-principal (free) ultrafilter
on Z+.
Example 2.1.2. Let ω be an extended limit. Then the functional Trω is defined
on a positive operator T ∈ L1,∞ by
Trω(T ) := ω
({
1
log(2 + n)
n∑
k=0
µ(k, T )
}∞
n=0
)
.
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The functional Trω is additive on the cone of positive elements of L1,∞, and there-
fore extends by linearity to a a functional on L1,∞. The thus defined functional
Trω : L1,∞ → C is a trace, and we call such traces Dixmier traces.
Proof. Let A and B be positive operators. Combining [45, Theorem 3.3.3,
Theorem 3.3.4], for all n ≥ 0 we have:
n∑
k=0
µ(k,A+B) ≤
n∑
k=0
µ(k,A) + µ(k,B) ≤
2n+1∑
k=0
µ(k,A+B).
Hence,
0 ≤
n∑
k=0
µ(k,A) + µ(k,B)− µ(k,A+B) ≤
2n+1∑
k=n+1
µ(k,A+B).
However A + B ∈ L1,∞, so there is a constant C > 0 such that for all k ≥ 0 we
have µ(k,A+B) ≤ Ck+1 and therefore
0 ≤
n∑
k=0
µ(k,A) + µ(k,B)− µ(k,A+B) ≤ C, n ≥ 0.
Dividing by log(2 + n):
0 ≤
1
log(2 + n)
n∑
k=0
µ(k,A) +
1
log(2 + n)
n∑
k=0
µ(k,B)−
1
log(2 + n)
n∑
k=0
µ(k,A+B)
≤ O(
1
log(2 + n)
), n→∞.
Then applying ω:
0 ≤ Trω(A) + Trω(B)− Trω(A+B) ≤ 0.
So indeed Trω(A + B) = Trω(A) + Trω(B) for any two positive operators A and
B. 
Remark 2.1.3. Dixmier traces were first defined by J. Dixmier in [28], albeit
with some important differences to Trω as given in the above example.
(i) Originally Dixmier traces were defined on the ideal M1,∞ which is strictly
larger than L1,∞.
(ii) Trω was originally shown to be additive only for those extended limits which
are translation and dilation invariant.
For more technical details and historical information we refer the reader to [45,
Chapter 6].
As the preceding example shows, Trω is additive on L1,∞ for an arbitrary ex-
tended limit.
An extensive discussion of traces, and more recent developments in the theory,
may be found in [45] including a discussion of the following facts:
(1) All Dixmier traces on L1,∞ are positive.
(2) All positive traces on L1,∞ are continuous in the quasi-norm topology.
(3) Every continuous trace is a linear combination of positive traces.
(4) There exist positive traces on L1,∞ which are not Dixmier traces (see
[58]).
(5) There exist traces on L1,∞ which fail to be continuous (see [35]).
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(6) Every trace on L1,∞ vanishes on L1 (see [35]).
We are mostly interested in normalised traces ϕ : L1,∞ → C, that is, satisfying
ϕ(diag({ 1k+1}k≥0)) = 1.
The following definition, extending that originally introduced in [19, Definition
2.β.7], plays an important role here.
Definition 2.1.4. An operator T ∈ L1,∞ is called universally measurable if all
normalised traces take the same value on T.
The following result characterises universally measurable operators in terms of
their eigenvalues, and a detailed proof may be found in [45, Theorem 10.1.3(g)]
Theorem 2.1.5. An operator T ∈ L1,∞ is universally measurable if and only
if there exists a constant c such that
n∑
k=0
λ(k, T ) = c · log(n) +O(1), n→∞
In this case, we have ϕ(T ) = c for every normalised trace ϕ on L1,∞.
2.2. Spectral triples
A spectral triple is an algebraic model for a Riemannian manifold, defined as
follows:
Definition 2.2.1. A spectral triple (A, H,D) consists of the following data:
(a) a separable Hilbert space H.
(b) a (possibly unbounded) self-adjoint operator D on H with a dense domain
dom(D) ⊆ H.
(c) a ∗-subalgebra A of the algebra of bounded linear operators on H.
Such that for all a ∈ A we have:
(1) a · dom(D) ⊆ dom(D),
(2) The commutator [D, a] : dom(D) → H extends to a bounded linear oper-
ator on H, which we denote ∂(a),
(3) a(D + i)−1 is a compact operator.
Remark 2.2.2. Definition 2.2.1 should be compared to [11, Definition 3.1], of
which it is a special case (when the underlying von Neumann algebra is L∞(H)).
Within the literature there is some variation in the definition of a spectral triple.
In many sources (such as [33, Definition 9.16]) it is assumed that the resolvent
(D + i)−1 is compact. We will refer to spectral triples where (D + i)−1 is compact
as compact spectral triples. In particular a spectral triple where A contains the
identity operator is compact. If (A, H,D) is not necessarily compact, we will say
that is it locally compact.
Definition 2.2.3. Given a spectral triple (A, H,D) let FD denote the partial
isometry defined via functional calculus as
FD := χ(0,∞)(D)− χ(−∞,0)(D).
Where there is no ambiguity, we will frequently denote FD as F .
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If D has trivial kernel, then F 2D = 1.
We may define the operator |D| : dom(D) → H by functional calculus. Since
D is self-adjoint, for all n ≥ 1 we have |D|n = |Dn|, and so dom(|D|n) = dom(Dn).
We have F |D| = D as an equality of operators on dom(D), and on dom(D2):
|D|D = D|D|.
We also have |D| = FD.
Note that F ∗D = FD∗ = FD. Hence, we also have D = D
∗ = |D|∗F ∗ = |D|F .
Since |D|F = D, it follows that F : dom(D)→ dom(D).
By similar reasoning, we also have that for all n ≥ 1 that DnF = FDn and
hence that F : dom(Dn)→ dom(Dn).
Consequently, for n,m ≥ 1, the operators F , Dn and |D|m all mutually com-
mute on dom(Dn+m).
2.2.1. Properties of spectral triples. Smoothness of a spectral triple is
defined in terms of boundedness of commutators with |D| (see Subsection 2.2.2 for
discussion of this issue). The following results will be known to the expert reader.
The notion of smoothness defined in terms of domains of commutators with |D|
originates with Connes [18, Section 1] and is also used in [24] and [11, Section 1.3].
We provide detailed proofs here for convenience.
If T is a bounded operator with T : dom(D)→ dom(D), then the commutator
|D|T − T |D| : dom(D)→ H is meaningful. More generally, if there is some n such
that for all 0 ≤ k ≤ n we have T : dom(Dk)→ dom(Dk) then we may consider the
higher iterated commutator:
(2.8) [|D|, [|D|, [· · · [|D|, T ] · · · ]]] =
n∑
k=0
(−1)k
(
n
k
)
|D|ka|D|n−k.
This is a well defined operator on dom(Dn) in the following sense: for each k we have
|D|n−k : dom(Dn) → dom(Dk), a : dom(Dk) → dom(Dk) and |D|k : dom(Dk) →
H .
We wish to define δn(T ) as the bounded extension of the nth iterated commu-
tator [|D|, [|D|, [· · · , [|D|, T ] · · · ]]] when such an extension exists. This motivates
the following definition:
Definition 2.2.4. For n ≥ 1, we define dom(δn) to be the set of bounded linear
operators T such that for all 0 < k ≤ n we have T : dom(Dk)→ dom(Dk) and the
nth iterated commutator in (2.8) has bounded extension.
For T ∈ dom(δn), we let δn(T ) be the bounded extension of the nth iterated
commutator (2.8).
The n = 0 case is defined by dom(δ0) := L∞(H) and δ
0(T ) := T .
We define
dom∞(δ) :=
⋂
k≥0
dom(δk).
Lemma 2.2.5. The set dom∞(δ) is closed under multiplication.
Proof. Let T, S ∈ dom∞(δ). Then by definition, for all k ≥ 1 we have that
T, S : dom(Dk) → dom(Dk), and hence TS : dom(Dk) → dom(Dk). The kth
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iterated commutator δk(TS)|dom(Dk) is given by:
δk(TS) =
k∑
j=0
(
k
j
)
δk−j(T )δj(S).
Since for all j we have δj(S) ∈ dom∞(δ) and δk−j(T ) ∈ dom∞(δ), the above
expression is well defined as an operator on dom(Dk) and has bounded extension.

It is clear that if k ≥ 0 and T ∈ dom(δk+1), then δ(T ) ∈ dom(δk) and δk(T ) ∈
dom(δ). Moreover δk+1(T ) = δk(δ(T )) = δ(δk(T )).
We may also define dom(∂) to be the set of bounded operators T such that
T : dom(D)→ dom(D) and [D,T ] : dom(D)→ H has a bounded extension, which
we denote ∂(T ).
The relevance of dom(∂) is the following:
Lemma 2.2.6. Suppose that T ∈ dom(δ) ∩ dom(∂) is such that ∂(T ) ∈ dom(δ)
and δ(T ) : dom(D)→ dom(D). Then δ(T ) ∈ dom(∂) and
∂(δ(T )) = δ(∂(T )).
Proof. Since T ∈ dom(δ)∩dom(∂), we have in particular that T : dom(D)→
dom(D). Since ∂(T ) ∈ dom(δ), we also have that ∂(T ) : dom(D) → dom(D). Let
ξ ∈ dom(D2). Then,
DTξ = ∂(T )ξ + TDξ.
Since T : dom(D) → dom(D) and ∂(T ) : dom(D2) → dom(D), it follows that
DTξ ∈ dom(D) and therefore T : dom(D2)→ dom(D2).
Now since the operators D and |D| commute on dom(D2), we have that for all
ξ ∈ dom(D2):
[D, [|D], T ]]ξ = [|D|, [D,T ]]ξ.
Since by assumption T ∈ dom(δ), ∂T ∈ dom(δ) and δ(T ) : dom(D)→ dom(D), we
may further write:
[D, δ(T )]ξ = δ(∂(T ))ξ.
Since the operator on the right hand side by assumption has bounded extension,
and using the fact that dom(D2) is dense in H it follows that [D, δ(T )] has bounded
extension and therefore δ(T ) ∈ dom(∂). Thus, ∂(δ(T )) = δ(∂(T )). 
Next we define the notion of a smooth spectral triple. Some sources (such as
[11, Definition 3.18]) use the term ”QC∞ spectral triple”, and others (such as [34,
Definition 4.25] use the term ”regular” spectral triple).
Definition 2.2.7. A spectral triple (A, H,D) is called smooth if for all a ∈ A,
we have
a, ∂(a) ∈ dom∞(δ).
If (A, H,D) is smooth, we let B be the ∗−subalgebra of L∞(H) generated by all
elements of the form δk(a) or δk(∂(a)), k ≥ 0, a ∈ A.
By Lemma 2.2.5 and since δk(a)∗ = (−1)kδk(a∗), we automatically have that
B ⊆ dom∞(δ).
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Corollary 2.2.8. Let (A, H,D) be smooth, and a ∈ A. Then for all k ≥ 1
we have δk(a) ∈ dom(∂) and
∂(δk(a)) = δk(∂(a)).
Proof. This proof proceeds by induction on k. For k = 1, by the definition
of smoothness we have ∂(a) ∈ dom(δ) and a ∈ dom(δ) ∩ dom(∂), and by definition
a : dom(D)→ dom(D). So by Lemma 2.2.6 it follows that δ(a) ∈ dom(∂) and
∂(δ(a)) = δ(∂(a)).
Now we suppose that the claim is proved for k − 1, k ≥ 2 and we prove the
claim for k. Since (A, H,D) is smooth, δk−1(a) : dom(D) → dom(D) and by the
inductive hypothesis, δk−1(a) ∈ dom(∂) and
δk−1(∂(a)) = ∂(δk−1(a)).
However since δk−1(a) ∈ dom(δ) ∩ dom(∂) and δk−1(a) : dom(D) → dom(D) we
may apply Lemma 2.2.6 with T = δk−1(a) to conclude that δk(a) ∈ dom(∂) and
δ(∂(δk−1(a))) = ∂(δ(δk−1(a)))
= ∂(δk(a)).
By the inductive hypothesis, δ(∂(δk−1(a))) = δ(δk−1(∂(a))) = δk(∂(a)), and so this
proves the result for k. 
Definition 2.2.9. Let T ∈ dom(∂) ∩ dom(δ). Define
L(T ) := ∂(T )− Fδ(T ).
Note that by definition L(T ) is bounded. On dom(D) we have:
L(T ) = [F, T ]|D|.
The boundedness of L(T ) on dom(D) was already implicitly noted in the proof of
[12, Lemma 2].
Our computations are greatly simplified by introducing a common dense sub-
space H∞ ⊆ H on which all powers Dk are defined:
Definition 2.2.10. Let H∞ :=
⋂
n≥0 dom(D
n).
The subspace H∞ is a well known object in noncommutative geometry, appear-
ing in [18, Section 1] and more recently in [33, Equation 10.64] and [11, Definition
1.20]. One way to see that H∞ is dense in H (and in particular non-zero) is to note
that dom(eD
2
) ⊆ H∞. If T ∈ dom∞(δ), then T : H∞ → H∞ since by definition
if T ∈ dom(δn) then T : dom(Dk) → dom(Dk) for all 0 ≤ k ≤ n. Moreover since
F : dom(Dn) → dom(Dn) for all n, we also have F : H∞ → H∞. It is useful to
note that for each k the unbounded operators Dk and |D|k map H∞ to H∞. This
observation is justified in the next lemma.
Lemma 2.2.11. Let f : R→ R be a Borel function which has ”polynomial growth
at infinity” in the sense that there exists n ≥ 0 such that t 7→ (1 + t2)−n/2f(t) is
bounded on R. Then f(D) (defined by Borel functional calculus) maps H∞ to H∞.
Proof. Let k > n, and ξ ∈ dom(Dk). By assumption (1 + D2)−n/2f(D)
defines a bounded operator,
(1 +D2)−
n
2 f(D)Dk : dom(Dk)→ H.
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However (1 +D2)−n/2f(D)Dk = Dk(1 +D2)−n/2f(D) on a dense domain. Since
Dn(1 +D2)−n/2 defines a bounded operator, we get that Dk−nf(D) : dom(Dk)→
H . Therefore f(D) : dom(Dk) → dom(Dk−n). Since k > n is arbitrary, we have
that f(D) : H∞ → H∞. 
Lemma 2.2.12. If T ∈ dom(δ) ∩ dom(∂) is such that T : H∞ → H∞, then
L(T ) : H∞ → H∞.
Proof. For ξ ∈ H∞,
L(T )ξ = [F, T ]|D|ξ.
However |D|ξ ∈ H∞, and F : H∞ → H∞. Thus [F, T ]|D|ξ ∈ H∞. 
Lemma 2.2.13. Let T ∈ dom(δ2) ∩ dom(∂) be such that ∂(T ) ∈ dom(δ). Then
L(T ) ∈ dom(δ) and
δ(L(T )) = L(δ(T )).
Proof. Since ∂(T ) ∈ dom(δ), we have from Lemma 2.2.6 that δ(T ) ∈ dom(∂)∩
dom(δ) and hence L(δ(T )) is defined and bounded.
The required identity can be checked on dom(D2), since T : dom(D2) →
dom(D2). For ξ ∈ dom(D2), we have:
δ(L(T ))ξ = [|D|, [F, T ]|D|]ξ
= [F, [|D|, T ]]|D|ξ
= L(δ(T ))ξ.

Spectral triples are often classed as even or odd :
Definition 2.2.14. A spectral triple (A, H,D) is said to be
(a) even if equipped with Γ ∈ L∞ such that Γ = Γ∗, Γ2 = 1 and such that [Γ, a] = 0
for all a ∈ A, {D,Γ} = 0. Here {·, ·} denotes anticommutator.
(b) odd if not equipped with such Γ. In this case, we set Γ = 1.
(c) p−dimensional if for all a ∈ A we have a(D+ i)−p ∈ L1,∞ and ∂(a)(D+ i)−p ∈
L1,∞, and for all q < p there exists a0 ∈ A such that a0(D + i)−q /∈ L1,∞.
For an even spectral triple, we have D2Γ = ΓD2. Therefore, |D|Γ = Γ|D|. We
furthermore have that FΓ + ΓF = 0.
We follow the convention of [11], where we write Γ in all formulae referring to
spectral triples, with the understanding that if the spectral triple is odd then Γ = 1
and the assumption that {D,Γ} = 0 is dropped.
For an arbitrary spectral triple, we have |D|kΓ = Γ|D|k for all k, and therefore
Γ : dom(Dk)→ dom(Dk) for all k. Hence Γ : H∞ → H∞.
The following assertion is well-known in the compact case (see e.g. [12] and
[51]). To the best of our knowledge, no proof has been published in the locally
compact case. We supply a proof in Section 3.1, Proposition 3.1.5.
Proposition. Let p ∈ N. If (A, H,D) is a p−dimensional spectral triple
satisfying Hypothesis 1.2.1, then [F, a] ∈ Lp,∞ for all a ∈ A.
Let A⊗(p+1) denote the (p+1)-fold algebraic tensor power of A. We now define
the two important mappings ch and Ω.
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Definition 2.2.15. Suppose that D has a spectral gap at 0. Define the multi-
linear mappings ch : A⊗(p+1) → L∞ and Ω : A⊗(p+1) → L∞ on elementary tensors
a0 ⊗ a1 ⊗ · · · ⊗ ap ∈ A⊗(p+1) by
ch(a0 ⊗ a1 ⊗ · · · ⊗ ap) = ΓF
p∏
k=0
[F, ak]
and
Ω(a0 ⊗ a1 ⊗ · · · ⊗ ap) = Γa0
p∏
k=1
∂(ak).
If (A, H,D) is p-dimensional, then it follows from Proposition 3.1.5 and the
Ho¨lder inequality (2.3) that ch(c) ∈ L p
p+1 ,∞
⊂ L1 for all c ∈ A⊗(p+1). This permits
the following definition:
Definition 2.2.16. If (A, H,D) is p−dimensional spectral triple satisfying Hy-
pothesis 1.2.1 and if kernel of D is trivial, then Connes-Chern character Ch :
A⊗(p+1) → C is defined by setting
Ch(c) =
1
2
Tr(ch(c)), c ∈ A⊗(p+1).
In general, however, Chern character cannot be defined in terms of F because
F 2 6= 1 when D has non-trivial kernel. In order to ensure that Ch is a cyclic
cocycle (in the sense of [43, 2.1.4]), we require that F 2 = 1. Hence we define
the Chern character of a general spectral triple in terms of another F0 such that
F0 = F
∗
0 = F
2
0 . For this purpose, we use a doubling trick.
Definition 2.2.17. Let (A, H,D) be a spectral triple with grading Γ, and let P
be the projection onto ker(D). Consider the following unitary self-adjoint operators
on the Hilbert space H0 = C
2 ⊗H defined by:
F0 :=
(
F P
P −F
)
Γ0 :=
(
Γ 0
0 (−1)degΓ
)
.
Here, deg = 1 for even triples and deg = 0 for odd triples. The algebra A is
represented on H0 by:
π(a) =
(
a 0
0 0
)
.
For an elementary tensor a0 ⊗ · · · ap ∈ A⊗(p+1) we set:
ch0(a0 ⊗ · · · ⊗ ap) = Γ0F0
p∏
k=0
[F0, π(ak)].
Definition 2.2.18. If (A, H,D) is p−dimensional spectral triple satisfying Hy-
pothesis 1.2.1, then Connes-Chern character Ch : A⊗(p+1) → C is defined by setting
Ch(c) =
1
2
(Tr2 ⊗ Tr)(ch0(c)), c ∈ A
⊗(p+1).
Here, Tr2 denotes the 2× 2 trace on matrices.
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Note that Definition 2.2.17 does not conflict with Definition 2.2.15: if ker(D)
is trivial (i.e., P = 0) then both definitions of Ch coincide.
Strictly speaking, the Connes-Chern character is conventionally defined to be
the class of Ch in periodic cyclic cohomology. This distinction is not relevant to the
results of this paper, so in the sequel we will consider Ch merely as a multilinear
functional as above.
Remark 2.2.19. We have opted to define the Chern character of a spectral
triple (A, H,D) in terms of the ”doubled” operator F0 in Definition 2.2.17. This
definition is different from earlier work such as [12, Definition 6] and [11, Def-
inition 2.23]. In those papers the Chern character of a spectral triple is defined
to be the Chern character of any Fredholm module equivalent to the pre-Fredholm
module (A, H, F ). It is known that the class in periodic cyclic cohomology of the
chern character defined in that way is independent of the choice of Fredholm module
equivalent to (A, H, F ) [17, Section 5, Lemma 1].
In order to avoid technicalities, we have defined the Chern character in terms
of a specific Fredholm module (π(A), H0, F0). This has the advantage of simplicity
of presentation, and makes no difference in regards to the character formula. A
reader interested in a more refined definition of the Chern character in periodic
cyclic cohomology may wish to consult [17, 12, 11].
2.2.2. Discussion of smoothness. It is tempting to define smoothness only
in terms of ∂, without reference to δ. One might naively suggest that (A, H,D)
is smooth if for all n ≥ 0 we have a · dom(Dn) → dom(Dn) and the nth iterated
commutator [D, [D, [· · · , [D, a] · · · ] extends to a bounded operator on H .
However this condition does not hold for even the simplest spectral triples. A
standard spectral triple associated to the 2-torus T2 is (1⊗C∞(T2), L2(T2,C2), D),
where the L2 space is defined with respect to the Haar measure, the algebra C
∞(T2)
of smooth complex valued functions on T2 acts on L2(T
2,C2) by pointwise multi-
plication, and the Dirac operator D is defined by:
D = −iγ1 ⊗ ∂1 − iγ2 ⊗ ∂2,
where ∂1 and ∂2 are differentiation with respect to the first and second coordinates
on T2 and γ1, γ2 are 2× 2 complex matrices satisfying γjγk + γkγj = 2δj,k1, j, k =
1, 2.
Then if f ∈ C∞(T2),
[D, [D, 1⊗Mf ]] = −[γ1 ⊗ ∂1 + γ2 ⊗ ∂2, γ1 ⊗M∂1f + γ2 ⊗M∂2f ]
= −1⊗M∂21f+∂22f + 2γ1γ2 ⊗ (M∂2f∂1 +M∂1f∂2)
However this operator is typically unbounded: if we choose f(z1, z2) = z1, then
[D, [D, 1⊗Mf ]] = 2γ1γ2 ⊗ (∂2) which is unbounded.
This example breaks the implication: “if f ∈ C∞(T2), then [D, [D, 1 ⊗Mf ]]
extends to a bounded linear operator”.
2.2.3. Discussion of dimension. As we have defined it, we say that a spec-
tral triple (A, H,D) is p-dimensional if for all a ∈ A the operators a(D + i)−p and
∂(a)(D + i)−p are in L1,∞.
An alternative definition, also used in the literature, is to say that (A, H,D) is p-
dimensional if a(D+i)−1 and ∂(a)(D+i)−1 are in Lp,∞. An example of a definition
along these lines is [31, Definition 3.1]. Clearly in the case where A is unital these
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definitions are equivalent, since (D + i)−1 ∈ Lp,∞ if and only if (D + i)−p ∈ L1,∞.
However in the non-unital case, the distinction may be important.
2.2.4. Hochschild (co)homology. Hochschild homology and cohomology
provide noncommutative generalisations of the notion of differential forms and de
Rham currents respectively. A detailed exposition of the theory of Hochschild
(co)homology and its relationship with noncommutative geometry may be found in
[52, 43].
Let A be a (possibly non-unital) algebra. The Hochschild complex is a chain
complex:
· · ·
b
−→ A⊗A⊗A⊗A
b
−→ A⊗A⊗A
b
−→ A⊗A
b
−→ A.
For n ≥ 1, the nth entry in the Hochschild chain complex is the nth tensor power
A⊗n. The Hochschild boundary operator b : A⊗(n+1) → A⊗n is defined on elemen-
tary tensors a0 ⊗ a1 ⊗ · · · ⊗ an by:
b(a0 ⊗ a1 ⊗ · · · ⊗ an) = a0a1 ⊗ a2 ⊗ · · · ⊗ an +
n−1∑
k=1
(−1)ka0 ⊗ · · · ⊗ akak+1 ⊗ · · · ⊗ an
+ (−1)nana0 ⊗ a1 · · · ⊗ an−1.
It can be verified that b2 = 0, so the Hochschild complex is indeed a chain complex.
An element c ∈ A⊗(n+1) such that bc = 0 is called a Hochschild cycle. For example,
when n = 1, an elementary tensor a0 ⊗ a1 is a Hochschild cycle if and only if
b(a0 ⊗ a1) = a0a1 − a1a0 = 0, i.e. if a0 and a1 commute.
The Hochschild cochain complex is defined in a similar way: Let Cn(A) denote
the space of continuous multilinear functionals from A⊗n → C. The Hochschild
cochain complex is,
C1(A)
b
−→ C2(A)
b
−→ C3(A)
b
−→ · · ·
where the Hochschild coboundary operator b is defined as follows: if θ : A⊗n → C,
then bθ : A⊗(n+1) → C is given on an elementary tensor a0 ⊗ a1 ⊗ · · · ⊗ an by
(bθ)(a0 ⊗ · · · ⊗ an) = θ(a0a1 ⊗ a2 ⊗ · · · ⊗ an)
+
n−1∑
k=1
(−1)kθ(a0 ⊗ a1 ⊗ · · · ⊗ ak−1 ⊗ akak+1 ⊗ ak+2 ⊗ · · · ⊗ an)
+ (−1)nθ(ana0 ⊗ a1 ⊗ a2 ⊗ · · · ⊗ an−1).
Put simply, for c ∈ A⊗(n+1) and θ ∈ Cn(A), the Hochschild boundary and cobound-
ary operators are linked by,
(2.9) (bθ)(c) = θ(bc).
A cochain θ ∈ Cn(A) is called a Hochschild cocycle if bθ = 0. Due to (2.9), a
Hochschild coboundary vanishes on every Hochschild cycle.
Remark 2.2.20. One must distinguish between Hochschild (co)homology as we
have just defined it, and the analogous continuous Hochschild homology [33, Section
8.5], [49]. Continuous Hochschild (co)homology is defined with topological tensor
products in place of algebraic tensor products. In this text we are only concerned
with algebraic tensor products.
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2.3. Weak integrals and double operator integrals
2.3.1. Weak integration in L∞. This section concerns the theory of “weak
operator topology integrals” of operator valued functions. The following definitions,
and the subsequent construction of weak integrals, are folklore. We provide suitable
references whenever they exist, otherwise we supply a proof. For example, one can
look at [57, Definition 3.26], and consider the example where the topological vector
space X there is L∞ equipped with the strong operator topology. Every continuous
linear functional on X can be written as a linear combination of x → 〈xξ, η〉,
ξ, η ∈ H.
Definition 2.3.1. A function f : R→ L∞ is measurable in the weak operator
topology if, for every pair of vectors ξ, η ∈ H, the function
s→ 〈f(s)ξ, η〉, s ∈ R,
is (Lebesgue) measurable.
For a function f , measurable in the weak operator topology, there is a notion
of “pointwise norm”. Namely, the scalar-valued mapping
s 7→ ‖f(s)‖∞ := sup
‖ξ‖,‖η‖≤1
|〈f(s)ξ, η〉|, s ∈ R
is Lebesgue measurable. Here it is crucial that we work with separable Hilbert
spaces, as otherwise it is not clear whether the function s 7→ ‖f(s)‖∞ is measurable.
Suppose that a function f : R → L∞ is measurable in the weak operator
topology. We say that f is integrable in the weak operator topology if
(2.10)
ˆ
R
‖f(s)‖∞ds <∞.
In particular, for all ξ, η ∈ H , we have
ˆ
R
|〈f(s)ξ, η〉| ds <∞.
Hence for a function f satisfying (2.10), we may therefore define the sesquilinear
form
(ξ, η)f :=
ˆ
R
〈f(s)ξ, η〉 ds, ξ, η ∈ H.
It then follows that:
|(ξ, η)f | ≤
ˆ
R
|〈f(s)ξ, η〉| ds
≤
ˆ
R
‖f(s)‖∞‖ξ‖‖η‖ ds
=
(ˆ
R
‖f(s)‖∞ ds
)
‖ξ‖‖η‖.
Thus for a fixed ξ ∈ H , the mapping η 7→ (ξ, η)f defines a bounded linear functional
on H . Hence there is a unique xξ ∈ H such that (ξ, η)f = 〈xξ, η〉 for all η ∈ H .
20 2. PRELIMINARIES
One can easily verify that the map ξ 7→ xξ is linear, and furthermore
‖xξ‖
2 = 〈xξ, xξ〉
= |(ξ, xξ)f |
≤
(ˆ
R
‖f(s)‖∞ ds
)
‖ξ‖‖xξ‖.
So the mapping ξ → xξ is bounded. Let T be the unique bounded linear operator
such that xξ = Tξ, we now define
(2.11)
ˆ
R
f(s) ds := T.
Due to the above computation, we have that∥∥∥∥ˆ
R
f(s) ds
∥∥∥∥
∞
≤
ˆ
R
‖f(s)‖∞ ds.
Furthermore, we have that if A ∈ L∞, and f is integrable in the weak operator
topology, then s 7→ Af(s) is also integrable in the weak operator topology, andˆ
R
Af(s) ds = A
ˆ
R
f(s) ds.
Closely related to the weak integral is the Bochner integral: indeed, if (E , ‖·‖E)
is a normed ideal in L∞ and f : R→ E is Bochner integrable, then it is integrable
in the weak operator topology and the weak integrals and Bochner integrals coin-
cide, since if f is weakly E-valued measurable, then it is weak operator topology
measurable, and if ‖f‖E is integrable then ‖f‖∞ is integrable.
2.3.2. Properties of the weak integral. The authors thank Professor Peter
Dodds for his assistance with the arguments in this subsection.
Lemma 2.3.2. Let s→ a(s), s ∈ R, be continuous in the weak operator topology.
If a(s) ∈ L1 for every s ∈ R and ifˆ
R
‖a(s)‖1ds <∞,
then a(s) is integrable in the weak operator topology,
´
R
a(s)ds ∈ L1 and∥∥∥ ˆ
R
a(s)ds
∥∥∥
1
≤
ˆ
R
‖a(s)‖1ds, Tr
( ˆ
R
a(s)ds
)
=
ˆ
R
Tr(a(s))ds.
Proof. Since ‖a(s)‖∞ ≤ ‖a(s)‖1 for all s ∈ R, we haveˆ
R
‖a(s)‖∞ ds ≤
ˆ
R
‖a(s)‖1 ds
<∞
so that condition (2.10) holds, so s 7→ a(s) is integrable in the weak operator
topology. Thus, let A be the bounded linear operator on H given by
A :=
ˆ
R
a(s)ds
in the sense of (2.11). Next, we shall show that A ∈ L1.
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Let A = U |A| be a polar decomposition of A. For an arbitrary finite rank
projection p, we have
p|A|p =
ˆ
R
pU∗a(s)pds
Since p is finite rank, the algebra pL∞p, is finite dimensional, and so here the
weak operator topology coincides with the norm topology. Hence, the mapping
s 7→ pU∗a(s)p is continuous in the norm topology. Since on the algebra pL∞p
the classical trace is a continuous functional with respect to the uniform norm, it
follows that
Tr(p|A|p) =
ˆ
R
Tr(pU∗a(s)p)ds.
Thus,
Tr(p|A|p) ≤
ˆ
R
|Tr(pU∗a(s)p)|ds
≤
ˆ
R
‖a(s)‖1ds.
Taking the supremum over all finite rank projections p, we arrive at
‖A‖1 ≤
ˆ
R
‖a(s)‖1ds.
This proves the first assertion.
Choose now a sequence {pn}n≥1 of finite rank projections such that pn ↑ 1. We
have
Tr(pnApn) =
ˆ
R
Tr(pna(s)pn)ds.
Clearly, Tr(pna(s)pn) → Tr(a(s)) as n → ∞ for every s ∈ R. Since the function
s 7→ Tr(a(s)) is integrable, we can apply the dominated convergence theorem to
obtain ˆ
R
Tr(pna(s)pn)ds→
ˆ
R
Tr(a(s))ds.
On the other hand, we have Tr(pnApn)→ Tr(A) as n→∞. This proves the second
assertion. 
According to the preceding lemma, if a : R→ L1 is continuous and
´
R
‖a(s)‖1 ds <
∞, then we have that
´
R
a(s) ds ∈ L1. The following lemma shows that the same
implication holds when L1 is replaced by Lr,∞ for any r > 1.
Proposition 2.3.3. Let s → a(s), s ∈ R, be continuous in the weak oper-
ator topology. Fix r > 1, and suppose that for all s we have a(s) ∈ Lr,∞. If´
R
‖a(s)‖r,∞ ds < ∞ then
´
R
a(s) ds ∈ Lr,∞, where the integral is understood in a
weak sense, and we have a bound:∥∥∥∥ˆ
R
a(s) ds
∥∥∥∥
r,∞
≤
r
r − 1
ˆ
R
‖a(s)‖r,∞ ds.
Proof. Similar to the L1 case, since ‖a(s)‖∞ ≤ ‖a(s)‖r,∞, we have that´
R
‖a(s)‖∞ ds < ∞, and so condition (2.10) holds. Hence, s 7→ a(s) is integrable
in the weak operator topology. Let A :=
´
R
a(s) ds in the sense of (2.11). Let
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A = U |A| be a polar decomposition of A, and let p be a rank n projection, n ≥ 1.
Then,
p|A|p =
ˆ
R
pU∗a(s)p ds.
Thus,
Tr(p|A|p) ≤
ˆ
R
|Tr(pU∗a(s)p)| ds
≤
ˆ
R
‖pU∗a(s)p‖1 ds.
The latter integral converges because ‖pU∗a(s)p‖1 ≤ n‖a(s)‖∞. Now,
‖pU∗a(s)p‖1 ≤
n−1∑
k=0
µ(k, a(s))
≤ ‖a(s)‖r,∞
n−1∑
k=0
(k + 1)−1/r.
The right hand side depends only on n and not p, so we may take the supremum
over all projections of rank n to obtain:
n−1∑
k=0
µ(k,A) ≤
ˆ
R
‖a(s)‖r,∞ ds ·
n−1∑
k=0
(k + 1)−1/r.
We can bound the latter sum as:
n−1∑
k=0
(k + 1)−1/r ≤ 1 +
ˆ n
1
t−1/r dt
≤
r
r − 1
n1−
1
r .
Therefore:
n−1∑
k=0
µ(k,A) ≤
ˆ
R
‖a(s)‖r,∞ ds
r
r − 1
n1−
1
r .
Hence,
nµ(n− 1, A) ≤
r
r − 1
n1−
1
r
ˆ
R
‖a(s)‖r,∞ ds.
Multiplying through by n
1
r−1, and taking the supremum over n, it follows that
sup
n≥1
n
1
r µ(n− 1, A) ≤
r
r − 1
ˆ
R
‖a(s)‖r,∞ ds.
So by the definition of the quasinorm on Lr,∞, the assertion follows. 
2.4. Double operator integrals
Here, we state the definition and basic properties of double operator integrals.
This theory was initiated by the work of Birman and Solomyak [4, 5, 6], and more
recent summaries of the theory may be found in [7, 48].
Heuristically, given self-adjoint operators X and Y with spectra σ(X) and
σ(Y ), spectral resolutions EX and EY and a bounded measurable function φ on
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σ(X)× σ(Y ), the double operator integral TX,Yφ applied to an operator A ∈ L∞ is
given by the formula:
TX,Yφ (A) =
¨
σ(X)×σ(Y )
φ(λ, µ)dEX (λ)AdEY (µ).
The formal expression for TX,Yφ is well defined as a bounded operator on the Hilbert-
Schmidt class L2. The theory of double operator integrals is primarily concerned
with defining TX,Yφ on other ideals. This is not possible for arbitrary bounded
measurable functions φ, so we must restrict attention to the following class of
“good” functions.
That is, we assume that φ admits a representation
(2.12) φ(λ, µ) =
ˆ
Ω
a(λ, s)b(µ, s) dκ(s), λ ∈ σ(X), µ ∈ σ(Y )
where (Ω, κ) is a measure space, and where
(2.13)
ˆ
Ω
sup
λ∈σ(X)
|a(λ, s)| sup
µ∈σ(Y )
|b(µ, s)| dκ(s) <∞.
For such functions φ, we may define
(2.14) TX,Yφ (A) :=
ˆ
Ω
a(X, s)Ab(Y, s) dκ(s)
where the operators a(X, s) and b(Y, s) are defined by Borel functional calculus,
and the integral can be understood in the weak operator topology.
The following is proved in [51, Theorem 4]:
Theorem 2.4.1. If φ admits a decomposition as in (2.12), then the operator
TX,Yφ is a bounded linear map from:
(a) L∞ to L∞;
(b) L1 to L1;
(c) Lr to Lr, for all r ∈ (1,∞);
(d) Lr,∞ to Lr,∞ for all r ∈ (1,∞).
One of the key properties of double operator integrals is that they respect
algebraic operations (see e.g.[46, Proposition 2.8]). Namely,
(2.15) TX,Yφ1+φ2 = T
X,Y
φ1
+ TX,Yφ2 , T
X,Y
φ1·φ2
= TX,Yφ1 ◦ T
X,Y
φ2
.
If, in (2.12) we take Ω to be a one-point set, then φ(λ, µ) = a(λ)b(µ) and
(2.16) TX,Yφ (A) = a(X)Ab(Y ).
2.5. Fourier transform conventions
We follow the convention that the Fourier transform of a function g ∈ L1(R) is
defined by the formula
F(g)(t) := (2π)−1/2
ˆ
R
g(s)e−its ds
So that the inverse Fourier transform is given for h ∈ L1(R) by,
F−1(h)(s) := (2π)−1/2
ˆ
R
h(t)eits dt
and so that F extends to a unitary operator on L2(R).
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We often make use of the fact that if g ∈ L1(R) satisfies g, g′ ∈ L2(R) then Fg ∈
L1(R) [51, Lemma 7]. Here, the derivative g
′ may be defined in a distributional
sense.
Everywhere in the text, the symbol gˆ denotes (2π)−1/2F(g). This allows us to
write for g ∈ L1(R) with F(g) ∈ L1(R):
g(t) =
ˆ
R
gˆ(s)eits ds.
We caution the reader that gˆ does not denote the Fourier transform, but its rescaling
by (2π)−1/2.
CHAPTER 3
Spectral Triples: Basic properties and examples
This chapter is primarily concerned with Hypothesis 1.2.1. We study the con-
sequences of this hypothesis, and also show that it is satisfied for two important
classes of examples.
We begin with the proof of Proposition 3.1.5, an important prerequisite to the
definition of the Chern character (Definition 2.2.18). Next, we show that Hypothesis
1.2.1 is equivalent to a modified set of assumptions, Hypothesis 3.2.7. Hypothesis
3.2.7 is stated in terms of an operator Λ (given in Definition 3.2.1) rather than
δ. This has the advantage of making Hypothesis 3.2.7 more easily verified in the
classes of examples studied in this chapter.
The remainder of the chapter is devoted to demonstrating that the assumptions
made in Hypothesis 1.2.1 are satisfied for spectral triples associated to the following
classes of examples:
(a) Complete Riemannian manifolds.
(b) Noncommutative Euclidean spaces (also known as Moyal planes or Moyal-
Groenwald planes in the 2-dimensional case).
We re-emphasise that Hypothesis 1.2.1 is automatically satisfied for smooth p-
dimensional unital spectral triples, and therefore we concern ourselves with showing
that it is satisfied for non-unital algebras.
The first class of examples (a) is purely commutative. For the Dirac operator
in these examples, we use the Hodge-Dirac operator (see [38] or [56]). In [11],
spectral triples for noncompact Riemannian manifolds were studied under the sig-
nificant restriction that they have bounded geometry: this is a global geometric
property which we are able to avoid by working in local coordinates. Earlier, Ren-
nie had studied noncompact Riemannian spin manifolds which are not necessarily
of bounded geometry by similar methods [55, Section 5]. It is hoped that by in-
cluding such a wide class of manifolds we may demonstrate the applicability of
noncommutative methods in ”classical” (commutative) geometry.
The second example (b) is one of the most heavily studied classes of non-
unital and strictly noncommutative spectral triples. A detailed exposition of the
noncommutative Euclidean spaces may be found in [31].
3.1. A spectral triple defines a Fredholm module
This section is devoted to the proof of Proposition 3.1.5. We prove this in
several steps, initially working with the assumption that D has a spectral gap at
0 (i.e., that D has bounded inverse). We later show how this assumption can be
removed.
Note that if D has a spectral gap at 0, then F = D|D|−1 = |D|−1D.
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Remark 3.1.1. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1.
Suppose D has a spectral gap at 0. For every a ∈ A, and all k ≥ 1 we have the
following four inclusions:
a|D|−p ∈ L1,∞, ∂(a)|D|
−p ∈ L1,∞,
δk(a)|D|−p−1 ∈ L1, ∂(δ
k(a))|D|−p−1 ∈ L1.
Proof. All four inclusions follow from the observation that since by assump-
tion |D| is invertible, the operator D+i|D| : dom(D) → H has bounded extension.
Since (A, H,D) is p-dimensional, we have
a(D + i)−p, ∂(a)(D + i)−p ∈ L1,∞
and multiplying by (the bounded extension of)
(
D+i
|D|
)p
yields the first two inclu-
sions.
The second pair of inclusions follow from Hypothesis 1.2.1.(iii): we have δk(a)(D+
i)−p−1 ∈ L1 and ∂(δk(a))(D+ i)−p−1 ∈ L1. Then simply multiplying by
(
D+i
|D|
)p+1
again yields the result. 
Note that the preceding lemma showed that ∂(a)|D|−p ∈ L1,∞. We require a
little more effort to show that δ(a)|D|−p ∈ L1,∞.
Lemma 3.1.2. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1.
Suppose D has a spectral gap at 0. Then for all a ∈ A, we have δ(a)|D|−p ∈ L1,∞.
Proof. Using (2.2), we have the following equality of operators on H∞:
[|D|−1, ∂(a)] = −|D|−1[|D|, ∂(a)]|D|−1
= −|D|−1∂(δ(a))|D|−1.(3.1)
Where the last equality uses the fact that δ and ∂ commute (from Lemma 2.2.6).
Similarly,
[|D|−1, ∂(δ(a))] = −|D|−1[|D|, ∂(δ(a))]|D|−1
= −|D|−1∂(δ2(a))|D|−1.(3.2)
Additionally, working with operators on H∞:
|D|−1[D2, a] = |D|−1 · (D∂(a) + ∂(a)D)
= F∂(a) + |D|−1∂(a)D
= F∂(a) + ∂(a)|D|−1D + [|D|−1, ∂(a)]D.
Now applying (3.1):
|D|−1[D2, a] = F∂(a) + ∂(a)F − |D|−1∂(δ(a))F
= F∂(a) + ∂(a)F − ∂(δ(a))|D|−1F − [|D|−1, ∂(δ(a))]F
then using (3.2):
|D|−1[D2, a] = F∂(a) + ∂(a)F − ∂(δ(a))D−1 + |D|−1∂(δ2(a))D−1.
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So multiplying on the right by |D|−p:
|D|−1[D2, a]|D|−p =
(
F · ∂(a)|D|−p + ∂(a)|D|−p · F
)
+
(
− ∂(δ(a))|D|−p−1 · F + |D|−1 · ∂(δ2(a))|D|−p−1 · F
)
.
From Remark 3.1.1, the first summand extends to an operator in L1,∞ and the sec-
ond summand extends to an operator in L1. Hence, the operator |D|−1[D2, a]|D|−p
has extension to an operator in L1,∞.
On the other hand since |D|2 = D2, we have (again, as operators on H∞)
|D|−1[D2, a] = |D|−1[|D|2, a]
= |D|−1 · (|D|δ(a) + δ(a)|D|)
= δ(a) + |D|−1δ(a)|D|
= δ(a) + δ(a)|D|−1|D|+ [|D|−1, δ(a)]|D|
= 2δ(a)− |D|−1δ2(a)
= 2δ(a)− δ2(a)|D|−1 − [|D|−1, δ2(a)]
= 2δ(a)− δ2(a)|D|−1 + |D|−1δ3(a)|D|−1.
So multiplying by |D|−p:
|D|−1[D2, a]|D|−p = 2δ(a)|D|−p − δ2(a)|D|−p−1 + |D|−1δ3(a)|D|−p−1.
By Remark 3.1.1, the operators δ2(a)|D|−p−1 and δ3(a)|D|−p−1 are in L1. Since
|D|−1[D2, a]|D|−p has extension to an operator in L1,∞, it follows that 2δ(a)|D|−p ∈
L1,∞. 
Still working with the assumption that D has a spectral gap at 0, the following
lemma is a refinement of the L1,∞ inclusions in Remark 3.1.1 and the result of
Lemma 3.1.2. The following result should be compared with [11, Lemma 1.37],
which is of a similar nature but is stated in terms of Schatten ideals rather than
weak Schatten ideals. There is a substantial difference between Schatten ideals
and weak Schatten ideals, necessitating the introduction of new tools: here we use
logarithmic submajorisation and the Araki-Lieb-Thirring inequality.
A related antecedent to the following lemma is also [55, Proposition 10], which
proved a result similar to the first assertion in the setting of local spectral triples.
Lemma 3.1.3. Let (A, H,D) be a smooth p−dimensional spectral triple satisfy-
ing Hypothesis 1.2.1. Suppose D has a spectral gap at 0. For every a ∈ A and for ev-
ery 0 < s ≤ p, we have a|D|−s ∈ L p
s ,∞
, ∂(a)|D|−s ∈ L p
s ,∞
, and δ(a)|D|−s ∈ L p
s ,∞
.
Proof. We prove here only the third statement: that δ(a)|D|−s ∈ Lp/s,∞, the
other results can be proved similarly.
Let r = ps ≥ 1. By the Araki-Lieb-Thirring inequality (2.1),
|δ(a)|D|−s|r ≺≺log |δ(a)|
r|D|−p.
Due to (2.4) (the L1,∞ quasi-norm is monotone with respect to logarithmic subma-
jorisation)
‖|δ(a)|D|−s|r‖1,∞ ≤ e‖|δ(a)|
r|D|−p‖1,∞
≤ e‖δ(a)‖r−1∞ ‖δ(a)|D|
−p‖1,∞.
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Hence,
‖δ(a)|D|−s‖rr,∞ ≤ e‖δ(a)‖
r−1
∞ ‖δ(a)|D|
−p‖1,∞.
By Lemma 3.1.2, the right hand side is finite, and so δ(a)|D|−s ∈ L p
s ,∞
.
To prove the first two statements, one applies the same proof but with Remark
3.1.1 in place of Lemma 3.1.2. 
So far the results of this section have been stated with the assumption that
D is invertible. The following proposition shows how we can apply these results
to a spectral triple where D may not have a spectral gap at zero, by finding a
spectral triple with very similar properties but where the corresponding operator
D is invertible. A similar proposition appeared in the Remark following Definition
2.2 of [13].
Proposition 3.1.4. Let (A, H,D) be a spectral triple, and define D0 := F (1+
D2)1/2 with dom(D0) = dom(D). Then (A, H,D0) is spectral triple, and:
(i) (A, H,D0) is p-dimensional if and only if (A, H,D) is p-dimensional;
(ii) Let δ0 denote the bounded extension of [|D0|, T ], and define dom∞(δ0) identi-
cally to dom∞(δ) with D0 in place of D. Then we have dom∞(δ0) = dom∞(δ).
(iii) (A, H,D0) is smooth if and only if (A, H,D) is smooth;
(iv) (A, H,D0) satisfies Hypothesis 1.2.1 if and only if (A, H,D) does.
Moreover, D0 has a spectral gap at 0.
Proof. First, note that dom(Dn0 ) = dom(D
n) for all n ≥ 1 and therefore that
the space H∞ is identical for D0 and for D. It is clear that D0 has a spectral gap
at 0, since |D0| = (1+D2)1/2 ≥ 1. Since D20 = 1+D
2, we have |D0| = (1+D2)1/2,
and F |D0| = D0. As |D0| ≥ 1, the operator |D0| + |D| is invertible. Furthermore,
since |D0|2 = |D|2 + 1, we have:
1
|D0|+ |D|
= |D0| − |D|.
Multiplying by F we obtain
F
|D0|+ |D|
= D0 −D.
So both |D0| − |D| and D0 −D extend to bounded operators. Moreover, since for
all k ≥ 1,
1
|D0|+ |D|
: dom(Dk)→ dom(Dk+1) ⊆ dom(Dk)
we have that the bounded extensions of D0 −D and |D0| − |D| map dom(Dk) to
dom(Dk) for all k ≥ 1.
For T ∈ L∞(H), let ∂1(T ) denote the commutator of the bounded extension of
D0−D with T , ∂1(T ) := [
F
|D0|+|D|
, T ]. Similarly, let δ1(T ) denote the commutator
of the bounded extension of |D0| − |D| with T , δ1(T ) := [
1
|D0|+|D|
, T ].
Then we have the following identity on H∞:
[D0, a] = ∂1(a) + ∂(a).
Since ∂(a) and ∂1(a) are bounded, it follows that [D0, a] extends to a bounded
linear operator, which we denote ∂0(a).
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Since D20 = D
2 + 1, we have that the operator (D+ i)(D0 + i)
−1 has bounded
extension. Hence, for all a ∈ A we have that a(D0+i)−1 is compact. This completes
the proof that (A, H,D0) is a spectral triple.
One may similarly prove (i): to see that (A, H,D0) is p-dimensional if (A, H,D)
is p-dimensional, we write:
a(D0 + i)
−p = a(D + i)−p ·
(
D + i
D0 + i
)p
which is in L1,∞, because (D + i)(D0 + i)
−1 has bounded extension. Next,
∂0(a)(D0 + i)
−p = (∂(a)(D + i)−p + ∂1(a)(D + i)
−p)
(
D + i
D0 + i
)p
.
and ∂1(a)(D+ i)
−p = (D0−D)a(D+ i)−p−a(D+ i)−p(D0−D), hence ∂0(a)(D0+
i)−p ∈ L1,∞ and so (A, H,D0) is p-dimensional. The reverse implication may be
established by an identical argument using the fact that (D0 + i)(D + i)
−1 has
bounded extension.
Next we prove (ii). We have already shown that |D0| − |D| is an operator
with bounded extension and which maps dom(Dk) to dom(Dk), for all k ≥ 1. By
verifying the identity on H∞, we have:
δk(δ1(T )) = δ1(δ
k(T )).
Hence if T ∈ dom(δk), then δ1(T ) ∈ dom(δk).
If T ∈ dom(δ), then [|D0|, T ] = δ1(T ) + δ(T ) on H∞. So if T ∈ dom∞(δ) we
can compute the kth iterated commutator of T with |D0| as:
[|D0|, [|D0|, [· · · , [|D0|, T ] · · · ]]] = (δ + δ1)
k(T )
=
k∑
j=0
(
k
j
)
δk−j1 (δ
j(T ))(3.3)
Thus the kth iterated commutator of |D0| and T has bounded extension, so T ∈
dom∞(δ0). Repeating the proof using the identity [|D|, T ] = δ0(T )− δ1(T ), we also
have that dom∞(δ0) ⊆ dom∞(δ). This completes the proof of (ii).
Now we prove (iii). Note that if T ∈ dom∞(δ0), then ∂1(T ) ∈ dom∞(δ0).
Hence, if
a, ∂(a) ∈ dom∞(δ) = dom∞(δ0)
then
a, ∂(a) + ∂1(a) ∈ dom∞(δ0).
Since ∂0(a) = ∂(a) + ∂1(a), this completes the proof that if (A, H,D) is smooth
then (A, H,D0) is smooth. For the converse, we use ∂0(a) = ∂(a)− ∂1(a).
It now remains to show (iv). Assume that (A, H,D) satisfies Hypothesis 1.2.1.
From (3.3), we have that
δk0 (a)(D0 + iλ)
−p−1 = δk0 (a)(D + iλ)
−p−1
(
D + iλ
D0 + iλ
)p+1
=
(
k∑
l=0
(
k
l
)
δk−l1 (δ
l(a))(D + iλ)−p−1
)(
D + iλ
D0 + iλ
)p+1
.
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However since |D0| − |D| commutes with functions of D,
δk0 (a)(D0 + iλ)
−p−1 =
(
k∑
l=0
(
k
l
)
δk−l1 (δ
l(a)(D + iλ)−p−1)
)(
D + iλ
D0 + iλ
)p+1
.
Now since the operator D+iλD0+iλ is bounded, and δ1 is a commutator with a
bounded operator, and since (A, H,D) satisfies Hypothesis 1.2.1,
‖δl(a)(D + iλ)−p−1‖1 = O(λ
−1), λ > 0
it follows that
‖δl0(a)(D0 + iλ)
−p−1‖1 = O(λ
−1), λ > 0.
Similarly, by writing ∂0 = ∂1 + ∂, we also obtain:
‖∂0(δ
k
0 (a))(D0 + iλ)
−p−1‖1 = O(λ
−1).
To prove the converse, we write δ(a) = δ0 − δ1 and repeat the same argument. 
We are now able to prove Proposition 3.1.5 – without any assumptions on the
invertibility of D. Similar results are well known in the unital case (see e.g. [12,
Lemma 1], [33, Lemma 10.18] and [2, Lemma 5]). In the non-unital setting, a
related result is [11, Proposition 2.14] which instead proves that [F, a] ∈ Lp+1.
To the best of our knowledge, no complete proof of the following result has been
published in the non-unital setting.
Proposition 3.1.5. If (A, H,D) is a p−dimensional spectral triple satisfying
Hypothesis 1.2.1, then [F, a] ∈ Lp,∞ for all a ∈ A.
Proof. Let D0 = F (1 + D
2)1/2, so that by Proposition 3.1.4, the spectral
triple (A, H,D0) satisfies Hypothesis 1.2.1. As an equality of operators on H∞, we
have:
[F, a] = [D0|D0|
−1, a]
= [D0, a]|D0|
−1 +D0[|D0|
−1, a].
Using (2.2),
[F, a] = [D0, a]|D0|
−1 − F [|D0|, a]|D0|
−1.
Since the spectral triple (A, H,D0) satisfies Hypothesis 1.2.1 and has a spectral
gap at 0, we may apply Lemma 3.1.3 with s = p to conclude that the operators
[D0, a]|D0|−1 and [|D0|, a]|D0|−1 have extension to operators in Lp,∞. Thus, [F, a] ∈
Lp,∞. 
3.2. Restatement of Hypothesis 1.2.1
In this section, we introduce the operator Λ, formally defined by:
Λ(T ) = (1 +D2)−
1
2 [D2, T ].
Strictly speaking, Λ(T ) will be defined to be the bounded extension of the above
operator. What is here denoted Λ appeared in the unital settings of [24, Appendix
B] (there denoted L), [13, Definition 6.5] (there denoted L1) and [33, Equation
10.66] (there denoted L). The mapping Λ was also used in the non-unital setting of
[11, Definition 1.20] (there called L). We undertake a self-contained development
of these ideas, since our assumptions are different to those used in previous work.
There is not any substantial conceptual difference between the proofs for the unital
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and nonunital cases, however there are small technical obstacles which require care
to be taken when computing repeated integrals of operator valued functions (see
the proof of Lemma 3.2.5). An expert reader familiar with this theory could skip
to Hypothesis 3.2.7.
We must take care to ensure that Λ(T ) is well defined, as well as that higher
powers Λk(T ) are defined. For this purpose we introduce the spaces dom(Λk).
Definition 3.2.1. Let k ≥ 1. We define dom(Λk) to be the set of bounded
linear operators T such that for all 1 ≤ j ≤ k, we have T : dom(D2j)→ dom(D2j)
and such that the kth iterated commutator,
(1 +D2)−1/2[D2, (1 +D2)−1/2[D2, · · · , T ]] : dom(D2k)→ H
has bounded extension, which we denote Λk(T ).
Define
dom∞(Λ) :=
⋂
k≥0
dom(Λk).
The mapping Λ can be thought of as a replacement for δ, and we introduce
it since it is easier to work with Λ rather than δ in the examples covered in this
chapter.
Definition 3.2.2. A spectral triple (A, H,D) is called Λ-smooth if for all a ∈ A
we have,
a, ∂(a) ∈ dom∞(Λ).
We will show that dom∞(Λ) = dom∞(δ0), and so in view of Theorem 3.1.4.(ii)
the notion of Λ-smoothness is identical to smoothness. This fact is well known
in the unital setting, similar results having appeared in [24, Appendix B] and [13,
Proposition 6.5]. We provide a full proof here since to the best of our knowledge
no published proof exists in the non-unital setting.
The easiest direction to establish is that dom∞(δ0) ⊆ dom∞(Λ), as the follow-
ing Lemma shows:
Lemma 3.2.3. We have dom∞(δ0) ⊆ dom∞(Λ).
Proof. Let T ∈ dom∞(δ0). We have T : dom(Dk)→ dom(Dk) for all k ≥ 1,
and so working on H∞, we can write,
(1 +D2)−1/2[D2, T ] = |D0|
−1[|D0|
2, T ]
= 2[|D0|, T ]− |D0|
−1[|D0|, [|D0|, T ]]
= 2δ0(T )− |D0|
−1δ20(T ).
By assumption T ∈ dom∞(δ), hence, Λ(T ) has bounded extension and so T ∈
dom(Λ), and on all H we have:
Λ(T ) = 2δ0(T )− |D0|
−1δ20(T ).
However since δ0(T ), δ
2
0(T ) and |D0|
−1 are in dom∞(δ0), it follows that Λ(T ) ∈
dom∞(δ0).
Hence, Λ(T ) ∈ dom(Λ), and continuing by induction we get that T ∈ dom(Λk)
for all k ≥ 1. 
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It takes some more work to prove that dom∞(Λ) ⊆ dom∞(δ0). We achieve this
by an integral representation of δ0(T ) in terms of Λ(T ) and Λ
2(T ). We make use
of the dense subspace H∞ from Definition 2.2.10. The following Lemma should be
compared with the proof of [24, Lemma B2].
Lemma 3.2.4. Let T ∈ dom∞(Λ). Then for all ξ ∈ H∞ we have:
[|D0|, T ]ξ =
1
2
Λ(T )ξ +
1
π
ˆ ∞
0
λ1/2
D20
(λ+D20)
2
Λ2(T )
1
λ+D20
ξ dλ.
The integral above may be understood as a weak operator topology integral.
Proof. This is essentially a combination of the following two well known
integral formulae:
(3.4) (1 +D2)−1/2 =
1
π
ˆ ∞
0
1
1 + λ+D2
dλ
λ1/2
and
(3.5) (1 +D2)−1/2 =
2
π
ˆ ∞
0
λ1/2
(1 + λ+D2)2
dλ
which can both be understood as integrals in the weak operator topology, since∥∥∥∥ 11 + λ+D2
∥∥∥∥
∞
≤
1
1 + λ
, λ > 0
and ∥∥∥∥ λ1/2(1 + λ+D2)2
∥∥∥∥
∞
≤
λ1/2
(1 + λ)2
, λ > 0.
Let ξ ∈ H∞. Multiplying (3.4) by (1 +D2)ξ, we get:
(3.6) (1 +D2)1/2ξ =
1
π
ˆ ∞
0
1 +D2
1 + λ+D2
ξ
dλ
λ1/2
.
The above is a convergent Bochner integral in H , since∥∥∥∥ 1 +D21 + λ+D2 ξ
∥∥∥∥
H
≤
1
1 + λ
‖(1 +D2)ξ‖H .
Now, replacing 1 +D2 = D20 by (2.2):[
1
λ+D20
, T
]
= −(λ+D20)
−1[D2, T ](λ+D20)
−1
= −
D20
λ+D20
Λ(T )(λ+D20)
−1.(3.7)
Hence, [
D20
λ+D20
, T
]
=
[
1−
λ
λ+D20
, T
]
=
λ(D20)
λ+D20
Λ(T )(λ+D20)
−1
=
λ(D20)
λ+D20
([Λ(T ), (λ+D20)
−1] + (λ +D20)
−1Λ(T )).
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Applying (3.7) a second time:[
D20
λ+D20
, T
]
=
λD20
λ+D20
( D20
λ+D20
Λ2(T )(λ+D20)
−1 + (λ+D20)
−1Λ(T )
)
=
λ|D0|
(λ +D20)
2
Λ(T ) +
λD20
(λ+D20)
2
Λ2(T )(λ+D20)
−1.
Now we apply the integral formula (3.6) to obtain:
[|D0|, T ] =
1
π
ˆ ∞
0
[
D20
λ+D20
, T
]
dλ
λ1/2
=
1
π
ˆ ∞
0
λ|D0|
(λ+D20)
2
Λ(T )
dλ
λ1/2
+
1
π
ˆ ∞
0
λD20
(λ+D20)
2
Λ2(T )(λ+D20)
−1 dλ
λ1/2
.
Now applying (3.5) again, we have:
ˆ ∞
0
λ1/2
|D0|
(λ+D20)
2
dλ =
π
2
.
Hence,
[|D0|, T ]ξ =
1
2
Λ(T ) +
1
π
ˆ ∞
0
λ1/2
D20
(λ +D20)
2
Λ2(T )
1
λ+D20
ξ dλ.

The following lemma provides an integral representation of the nth iterated
commutator δn0 (T ). This will allow us to relate dom∞(δ0) to dom∞(Λ). We need
to take care to ensure that the relevant version of a Fubini’s theorem applies.
Lemma 3.2.5. For all m ≥ 1, and T ∈ dom∞(Λ). Then for all ξ ∈ H∞ the
mth iterated commutator of |D0|
[|D0|, [|D0|, [· · · [|D0|, T ] · · · ]]]ξ = 2
−m
m∑
k=0
(
m
k
)( 2
π
)k ˆ
R
k
+
k∏
l=1
λ
1/2
l D
2
0
(λl +D20)
2
· Λm+k(T )
k∏
l=1
1
λl +D20
ξdλ1dλ2 · · · dλk.
Proof. Let
Θ(T ) :=
ˆ ∞
0
λ1/2
D20
(λ+D20)
2
Λ2(T )
1
λ+D20
dλ
so that Lemma 3.2.4 states that δ0 =
1
2Λ +
1
πΘ.
Since Λ commutes with
D20
(λ+D20)
2 and
1
λ+D20
, we have Θ ◦ Λ = Λ ◦Θ. Hence,
(3.8) δm0 =
1
2m
m∑
k=0
(
m
k
)(
2
π
)k
Θk ◦ Λm−k.
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By the Fubini theorem for Hilbert space valued functions (see [29, Theorem
III.11.13]), for all ξ ∈ H∞ we have:
Θk(T )ξ =
ˆ
[0,∞)k
k∏
l=1
λ
1/2
l D
2
0
(λl +D20)
2
Λ2k(T )
k∏
l=1
1
λl +D20
ξdλ1dλ2 · · · dλk.
Therefore,
Θk(Λm−k(T ))ξ =
ˆ
[0,∞)k
k∏
l=1
λ
1/2
l D
2
0
(λl +D20)
2
Λm+k(T )
k∏
l=1
1
λl +D20
ξdλ1dλ2 · · · dλk.
Substituting into (3.8) yields the result. 
The following corollary was already noted in the unital settings of [24, Appen-
dix B], [13, Proposition 6.5] and in the non-unital setting of [11, Equation 1.12].
Corollary 3.2.6. We have dom∞(Λ) = dom∞(δ0), and Λ-smoothness of a
spectral triple is equivalent to smoothness as stated in Definition 2.2.7
Proof. From Lemma 3.2.3 we already know that dom∞(δ0) ⊆ dom∞(Λ), and
so we concentrate on the reverse inclusion.
If T ∈ dom∞(Λ), then for each k ≥ 1 the operator Λk(T ) on H∞ has bounded
extension. Hence the integral in Lemma 3.2.5 converges as a Bochner integral,
and so the mth iterated commutator δm0 (T ) is bounded, for all m ≥ 0. Thus
T ∈ dom∞(δ0), and this completes the proof. 
The remainder of this section is devoted to showing that Hypothesis 1.2.1 is
equivalent to the following:
Hypothesis 3.2.7. The spectral triple (A, H,D) satisfies the following condi-
tions:
(i) (A, H,D) is a Λ-smooth spectral triple.
(ii) (A, H,D) is p−dimensional, i.e., for every a ∈ A,
a(D + i)−p ∈ L1,∞, ∂(a)(D + i)
−p ∈ L1,∞.
(iii) For every a ∈ A and for all k ≥ 0, we have∥∥∥Λk(a)(D + iλ)−p−1∥∥∥
1
= O(λ−1), λ→∞,∥∥∥∂(Λk(a))(D + iλ)−p−1∥∥∥
1
= O(λ−1), λ→∞.
Hypothesis 3.2.7 is precisely Hypothesis 1.2.1, but with smoothness replaced
by Λ-smoothness, and the occurances of δ replaced with Λ.
For the next two lemmas, we borrow techniques that were developed in [11].
The next Lemma shows that if (A, H,D) satisfies Hypothesis 3.2.7 then (A, H,D0)
satisfies Hypothesis 1.2.1.
Lemma 3.2.8. Let (A, H,D) be a spectral triple satisfying Hypothesis 3.2.7.
For every a ∈ A and for all m ≥ 0, we have∥∥∥δm0 (a)(D0 + iλ)−p−1∥∥∥
1
= O(λ−1), λ→∞,∥∥∥∂0(δm0 (a))(D0 + iλ)−p−1∥∥∥
1
= O(λ−1), λ→∞.
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Proof. We prove only the first assertion. The proof of the second assertion is
similar.
By the spectral theorem,∥∥∥∥∥
k∏
l=1
λ
1/2
l (1 +D
2)
(1 + λl +D2)2
∥∥∥∥∥
∞
≤
k∏
l=1
∥∥∥∥∥ λ
1/2
l (1 +D
2)
(1 + λl +D2)2
∥∥∥∥∥
∞
≤
k∏
l=1
sup
tl≥1
λ
1/2
l tl
(λl + tl)2
≤
k∏
l=1
λ
−1/2
l
and also ∥∥∥∥∥
k∏
l=1
1
1 + λl +D2
∥∥∥∥∥
∞
≤
k∏
l=1
1
1 + λl
.
Hence, for all a ∈ A, since (D + iλ)−1 and (1 + λl +D
2)−1 commute,∥∥∥( k∏
l=1
λ
1/2
l (1 +D
2)
(1 + λl +D2)2
)
Λm+k(a)
(
k∏
l=1
1
1 + λl +D2
)
(D + iλ)−p−1
∥∥∥
1
≤ ‖Λm+k(a)(D + iλ)−p−1‖1
k∏
l=1
1
λ
1/2
l (1 + λl)
.
Now applying Lemma 3.2.5 with Lemma 2.3.2,
‖δm0 (a)(D + iλ)
−p−1‖1
≤ 2−m
m∑
k=0
(
m
k
)(
2
π
)k
‖Λm+k(a)(D + iλ)−p−1‖1
ˆ
[0,∞)k
k∏
l=1
dλl
λ
1/2
l (1 + λl)
.
Since
´∞
0
1
λ1/2(1+λ)
dλ = π, we arrive at
‖δm0 (a)(D + iλ)
−p−1‖1 ≤ 2
−m
m∑
k=0
(
m
k
)
2k‖Λm+k(a)(D + iλ)−p−1‖1π
k.
By Hypothesis 3.2.7, each summand above isO(λ−1). Hence ‖δm0 (a)(D+iλ)
−p−1‖1 =
O(λ−1).
Now using the fact that the operator
(
D+iλ
D0+iλ
)p+1
has bounded extension, and∥∥∥∥∥
(
D + iλ
D0 + iλ
)p+1∥∥∥∥∥
∞
≤ sup
t∈R
(
t2 + λ2
1 + t2 + λ2
) p+1
2
≤ 1,
we get:
‖δm0 (a)(D0 + iλ)
−p−1‖1 ≤ ‖δ0(a)(D + iλ)
−p−1‖1
∥∥∥∥∥
(
D + iλ
D0 + iλ
)p+1∥∥∥∥∥
∞
= O(λ−1)
as desired.
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
We can now conclude the proof of the main result of this subsection:
Theorem 3.2.9. A spectral triple (A, H,D) satisfies Hypothesis 1.2.1 if and
only if it satisfies Hypothesis 3.2.7.
Proof. We have already proved that (A, H,D) satisfies 3.2.7.(i) if and only
if it satisfies 1.2.1.(i), and (3.2.7).(ii) is identical to (1.2.1).(ii). We now focus on
(3.2.7).(iii).
Suppose that (A, H,D) satisfies Hypothesis 3.2.7. By Lemma 3.2.8, we have
that (A, H,D0) satisfies Hypothesis 1.2.1. Then by Proposition 3.1.4 (A, H,D)
satisfies Hypothesis 1.2.1.
Now we prove the converse. Suppose that (A, H,D) satisfies Hypothesis 1.2.1.
For T ∈ dom∞(δ), we define α(T ) and β(T ) by:
α(T ) :=
|D|
(D2 + 1)1/2
δ(T ),
β(T ) :=
1
(D2 + 1)1/2
δ2(T ).
We can express Λ in terms of α and β, by applying the Leibniz rule as follows:
Λ(T ) = (1 +D2)−1/2[|D|2, T ]
=
|D|
(1 +D2)1/2
δ(T ) + (1 +D2)−1/2δ(T )|D|
= 2α(T )− (1 +D2)−1/2δ2(T )
= 2α(T )− β(T ).
Since α ◦ β = β ◦ α,
Λm =
m∑
k=0
(
m
k
)
(−1)k2m−kβk ◦ αm−k.
For every k = 0, . . . ,m and T ∈ dom∞(δ), we have:
βk(αm−k(T )) =
|D|m−k
(D2 + 1)m/2
δm+k(T ).
So for a ∈ A and m ≥ 1,
Λm(a) =
m∑
k=0
(
m
k
)
(−1)k2m−k
|D|m−k
(D2 + 1)m/2
δm+k(a).
Noting that the operator |D|
m−k
(D2+1)m/2
is bounded, there exists a constant Cm such
that
‖Λm(a)(D + iλ)−p−1‖1 ≤ Cm
m∑
k=0
‖δm+k(a)(D + iλ)−p−1‖1
Since we are assuming that (A, H,D) satisfies Hypothesis 1.2.1, it follows that
‖Λm(a)(D + iλ)−p−1‖1 = O(λ
−1).
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We may similarly deal with ‖∂(Λm(a))(D+ iλ)−p−1‖1: since ∂ commutes with
functions of D:
∂(Λm(a)) =
m∑
k=0
(−1)k2m−k
|D|m−k
(D2 + 1)m/2
∂(δm+k(a)).
Thus by the same argument, we have ‖∂(Λm(a))(D+ iλ)−p−1‖1 = O(λ−1), and so
(A, H,D) satisfies Hypothesis 3.2.7. 
Thanks to Theorem 3.2.9, we can work assuming Hypothesis 3.2.7 rather than
Hypothesis 1.2.1.
3.3. Example: Noncommutative Euclidean space
We now discuss the most heavily studied example of a non-unital spectral
triple: noncommutative Euclidean space. Subsection 3.3.1 covers the definitions of
noncommutative Euclidean spaces and their associated spectral triples. Subsection
3.3.2 is devoted to the proof that these spectral triples satisfy Hypothesis 1.2.1.
Noncommutative Euclidean spaces can be found in the literature under various
names, such as canonical commutation relation (CCR) algebras (as in [9, Section
5.2.2.2]), and in the 2-dimensional case are called Moyal planes or Moyal-Groenwald
planes (as in [31]).
3.3.1. Definitions for Noncommutative Euclidean spaces. Our approach
to noncommutative Euclidean space is to proceed from the Weyl commutation re-
lations, in line with [9, Section 5.2.2.2] and [42]. An alternative approach is to use
the Moyal product, as in [31] and [11, Section 5.2]. We caution the reader that
the approach considered here is the ”Fourier dual” of the approach in [31]. We
briefly cite the required facts needed for this section, and refer the reader to [42]
for detailed exposition and proofs.
Let θ be an antisymmetric real p × p matrix. Abstractly, the von Neumann
algebra L∞(R
p
θ) is generated by a strongly continuous family {U(t)}t∈Rp satisfying
(3.9) U(t+ s) = exp
(
1
2
i(t, θs)
)
U(t)U(s), t, s ∈ Rp.
Here we avoid technicalities by defining L∞(R
p
θ) to be a von Neumann algebra
generated by a specific family of unitary operators on L2(R
p).
Definition 3.3.1. Let θ be an antisymmetric real matrix. For t ∈ Rp, let U(t)
be the linear operator on L2(R
p) given by:
(U(t)ξ)(r) = exp (−i(t, θr)) ξ(r − t), r ∈ Rp, ξ ∈ L2(R
p).
Define L∞(R
p
θ) to be the von Neumann subalgebra of L∞(L2(R
p)) generated by the
family {U(t)}t∈Rp.
Remark 3.3.2. It can easily be shown that U(t) satisfies (3.9). Since U(t) is
a composition of a translation, and pointwise multiplication by exp
(
−i 12 (t, θs)
)
, it
is clear that each U(t) is unitary, and that t 7→ U(t) is strongly continuous. Since
θ is antisymmetric, U(−t) = U(t)−1 = U(t)∗.
The map t 7→ U(t) is a twisted left-regular representation of Rp on L2(Rp), in
the sense of [36].
Note that if θ = 0, then the family {U(t)}t∈Rp is simply the semigroup of
translations on Rp, and so generates the von Neumann algebra L∞(R
p).
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If θ is nondegenerate (that is, det(θ) 6= 0) then p is even and the algebra
L∞(R
p
θ) is isomorphic to L∞(L2(R
p/2)). This is proved in [42], where a spatial
isomorphism is constructed.
Theorem 3.3.3. If det(θ) 6= 0, then there is a spatial isomorphism
L∞(R
p
θ)
∼= L∞(L2(R
p/2)).
We now focus exclusively on the case where det(θ) 6= 0.
Definition 3.3.4. The semifinite trace τθ on L∞(R
p) is defined via the iso-
morphism in Theorem 3.3.3 to be simply the classical trace Tr on L∞(L2(Rp/2)).
For r ∈ [1,∞), the space Lr(R
p
θ) is defined by:
Lr(R
p
θ) := {x ∈ L∞(R
p
θ) : τθ(|x|
r) <∞}.
The space Lr(R
p
θ) is equipped with the norm ‖x‖Lr = τθ(|x|
r)1/r.
Note that Lr(R
p
θ) is identical to the Schatten-von Neumann class Lr(L2(R
p/2)),
since τθ is simply the classical trace.
Definition 3.3.5. For k = 1, . . . , p, we define the operator Dθk on L2(R
p) by
(Dθkξ)(t) = tkξ(t), t ∈ R
p.
The Dirac operator Dθ is defined on the Hilbert space L2(R
d,C2
p/2
) by Dθ =
γ1⊗Dθ1+· · ·+γp⊗D
θ
p, where γ1, γ2, . . . γp are complex 2
p/2×2p/2 matrices satisfying
γjγk + γkγj = 2δj,k and γj = γ
∗
j for 1 ≤ j, k ≤ p.
Evidently, the operators Dj are unbounded, but may be initially defined on the
dense subspace of compactly supported functions.
It follows readily from the definitions of Dθk and U(t) that
[Dθk, U(t)] = tkU(t), t ∈ R
p.
Since the operatorsDθ1, . . . D
θ
p form a family of mutually commuting self-adjoint
operators, we may apply functional calculus to define ei(s,∇), s ∈ Rp. where ∇θ =
(Dθ1, D
θ
2 , . . . , D
θ
p), given by:
(ei(s,∇
θ)ξ)(r) = exp(i(s, r))ξ(r), r ∈ Rp.
Hence,
ei(s,∇
θ)U(s)e−i(s,∇
θ) = ei(s,t)U(s), s, t ∈ Rp.
For convenience we also introduce the notation ∆θ :=
∑p
k=1(D
θ
k)
2.
The following is [42, Proposition 6.12]:
Lemma 3.3.6. Let k = 1, . . . , p. If x ∈ L∞(R
p
θ), and the operator [D
θ
k, x] has
bounded extension, then its extension is an element of L∞(R
d
θ).
Definition 3.3.7. If x ∈ L∞(Rdθ) is such that [D
θ
k, x] has bounded extension,
then we denote ∂kx for the extension.
We denote ∂0j x := x, for all x ∈ L∞(R
p
θ) and j.
Generally, let α = (α1, α2, . . . , αp) be a multi-index. If for all 1 ≤ j ≤ p the
operator
∂
αj
j (∂
αj+1
j+1 (· · · (∂
αp
p (x)) · · · ))
has bounded extension, then the mixed partial derivative ∂αx is defined as the op-
erator:
∂α11 (∂
α2
2 (· · · (∂
αp
p (x)) · · · )).
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By Lemma 3.3.6, we always have ∂αx ∈ L∞(R
p
θ) if it is well defined.
Definition 3.3.8. Let m ≥ 0 and r ≥ 1. The space Wm,r(Rpθ) is defined to be
the set of x ∈ L∞(R
p
θ) such that ∂
αx ∈ Lr(R
p
θ) for every |α| ≤ m, equipped with
the norm:
‖x‖Wm,r :=
∑
|α|≤m
‖∂αx‖r.
We define W∞,r(Rpθ) :=
⋂
m≥0W
m,r(Rpθ).
As suggested by the notation, the spacesWm,r(Rpθ) are the analogues of Sobolev
spaces for noncommutative Euclidean spaces. The space W∞,1(Rpθ) is important
because it forms a part of our spectral triple for noncommutative Euclidean space.
The remainder of this section is devoted to showing that the triple
(3.10) (12p/2 ⊗W
∞,1(Rpθ), L2(R
p,C2
p/2
), Dθ)
is a spectral triple satisfying Hypothesis 1.2.1.
We wish to verify Hypothesis 1.2.1 for noncommutative spaces in order to
support our claim that 1.2.1 is a reasonable assumption to make. However, in the
nondegenerate case det(θ) 6= 0, the Character Theorem 1.2.5 is trivial for at least
a dense subalgebra of W∞,1(Rdθ).
The reason for this is that due to [31, Proposition 2.5], there is a dense subal-
gebra of W∞,1(Rdθ) isomorphic to the algebra M∞(C) of finitely supported infinite
matrices. However due to [43, Theorem 1.4.14], if n ≥ 0 then the nth Hochschild
homology of M∞(C) is computed by:
HHn(M∞(C)) = HHn(C).
For n > 0, the nth Hochschild homology of C is trivial [33, Lemma 8.9]. Hence for
n > 0, the nth Hochschild homology of M∞(C) is trivial.
This entails that every degree p+1 Hochschild cycle ofM∞(C) is a Hochschild
boundary. However the left and right hand sides of the Character Theorem, c 7→
Ch(c) and c 7→ ϕ(Ω(c)(1+D2)−p/2), are both Hochschild cocycles and hence vanish
on any Hochschild boundary.
3.3.2. Verification of Hypothesis 1.2.1 for Noncommutative Euclidean
spaces. Now we prove that the triple (3.10) is a spectral triple satisfying Hypoth-
esis 1.2.1. In fact it is easier to use Hypothesis 3.2.7.
Our main reference for this section is [42, Section 7]. As in that reference, the
spaces ℓ1(L∞) and ℓ1,∞(L∞) are defined as follows: Let K = [0, 1]
p be the unit
p-cube. Then ℓ1(L∞) and ℓ1,∞(L∞) are the subspaces of L∞(R
d) such that the
following norms are finite:
‖g‖ℓ1(L∞) := ‖{‖g‖L∞(m+K)}m∈Zp‖ℓ1(Zp),
‖g‖ℓ1,∞(L∞) := ‖{‖g‖L∞(m+K)}m∈Zp‖ℓ1,∞(Zp).
The following is a special case of [42, Theorem 7.6, Theorem 7.7]:
Theorem 3.3.9. Let p ≥ 1. There are constants cp > 0 and c′p > 0 such that
for all x ∈W p,1(Rpθ) we have:
(a) If g ∈ ℓ1(L∞), then xg(∇θ) ∈ L1, and
‖xg(∇θ)‖1 ≤ cp‖x‖Wp,1‖g‖ℓ1(L∞).
40 3. SPECTRAL TRIPLES: BASIC PROPERTIES AND EXAMPLES
(b) If g ∈ ℓ1,∞(L∞), then xg(∇θ) ∈ L1,∞ and
‖xg(∇θ)‖1,∞ ≤ c
′
p‖x‖Wp,1‖g‖ℓ1,∞(L∞).
With Theorem 3.3.9 at hand we can prove the following:
Theorem 3.3.10. Let p ≥ 1. Then there exist constants cp > 0 and c′p > 0
such that for all x ∈ W p,1(Rpθ) we have:
(a) (1⊗ x)(Dθ + iλ)−p−1 ∈ L1 and
‖(1⊗ x)(Dθ + iλ)−p−1‖1 ≤ cp
‖x‖Wp,1
λ
,
(b) (1⊗ x)(Dθ + i)−p ∈ L1,∞ and
‖(1⊗ x)(Dθ + i)−p‖1,∞ ≤ c
′
p‖x‖Wp,1 .
Proof. Let g(t) := (λ2 +
∑p
k=1 t
2
k)
−(p+1)/2. Since ‖ab‖1 = ‖a|b∗|‖1,
‖(1⊗ x)(Dθ + /iλ)−p−1‖1 = ‖(1⊗ x)|(D
θ − iλ)−p−1|‖1
= ‖(1⊗ x)((Dθ)2 + λ2)−
p+1
2 ‖1.
So we have
‖(1⊗ x)(Dθ + iλ)−p−1‖1 = cp‖xg(∇
θ)‖1.
It can be directly verified that ‖g‖ℓ1(L∞) = O(λ
−1), we can immediately apply
Theorem 3.3.9 to obtain (a).
To obtain (b), we instead consider the function g(t) = (1 +
∑p
k=1 t
2
k)
−p/2 and
apply Theorem 3.3.9.(b). 
Recall the operator Λ from Section 3.2, defined formally as Λ(T ) = (1 +
D2)−1/2[D2, T ].
Lemma 3.3.11. If x ∈ W∞,1(Rpθ), then for all m ≥ 0:∥∥Λm(1⊗ x)(Dθ + iλ)−p−1∥∥
1
= O(λ−1), λ→∞.
Proof. We prove the assertion by induction on m. Since by definition Λ0 is
the identity, the m = 0 case is handled by Theorem 3.3.10.(a).
Now suppose that m ≥ 1 and the assertion holds for m − 1. Since (Dθ)2 =
1⊗
∑p
k=1(D
θ
k)
2, we have
Λ(1⊗ x) = (1 + (Dθ)2)−
1
2 · (
p∑
k=1
1⊗ [(Dθk)
2, x]).
Applying the Leibniz rule,
[(Dθk)
2, x] = [Dθk, x]D
θ
k +D
θ
k[D
θ
k, x]
= 2Dθk[D
θ
k, x]− [D
θ
k, [D
θ
k, x]].
By assumption, (the bounded extensions of) [Dθk, x] and [D
θ
k, [D
θ
k, x]] are inW
m,1(Rpθ)
for all m ≥ 0.
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Hence since Λ commutes with ∂,
Λm(1 ⊗ x) =
p∑
k=1
(
1⊗
2Dθk
(1 −∆θ)
1
2
)
· Λm−1(1⊗ [Dθk, x])
−
p∑
k=1
(
1⊗
1
(1 −∆θ)
1
2
)
· Λm−1(1⊗ [Dθk, [D
θ
k, x]]).
So by the triangle inequality, we have∥∥Λm(1⊗ x)(Dθ + iλ)−p−1∥∥
1
≤ 2
p∑
k=1
∥∥Λm−1(1⊗ [Dθk, x])(Dθ + iλ)−p−1∥∥1
+
p∑
k=1
‖Λm−1(1 ⊗ [Dθk, [D
θ
k, x]])(D
θ + iλ)−p−1
∥∥∥
1
.
The right hand side is O(λ−1) as λ → ∞ by the inductive assumption. Hence, so
is the left hand side. 
We can now conclude with the main result of this subsection:
Theorem 3.3.12. The triple
(1⊗W∞,1(Rp, θ), L2(R
d,C2
p/2
), Dθ)
is a spectral triple satisfying Hypothesis 1.2.1.
Proof. We establish Hypothesis 3.2.7 instead, as permitted by Theorem 3.2.9.
First we prove that we indeed have a spectral triple.
By the definition of W∞,1(Rp), if x ∈W∞,1(Rp) then [Dθ, 1⊗ x] has bounded
extension, and therefore 1⊗ x : dom(Dθ)→ dom(Dθ).
If x ∈W∞,1(Rpθ) then:
∂(1⊗ x) =
p∑
j=1
γj ⊗ (∂jx)
and this is bounded, by the definition of W∞,1.
Now we show that Hypothesis 3.2.7.(i) holds. If x ∈ W∞,1(Rpθ), we show
that x, ∂(x) ∈ dom(Λm) for all m ≥ 0 by induction. We have automatically that
x, ∂(x) ∈ dom(Λ0). Now if we assume that x, ∂(x) ∈ dom(Λm−1), for m ≥ 1, we
apply the Leibniz rule to obtain:
Λm(1 ⊗ x) =
p∑
k=1
(
1⊗
2Dθk
(1 −∆θ)
1
2
)
· Λm−1(1⊗ [Dθk, x])
−
p∑
k=1
(
1⊗
1
(1−∆θ)
1
2
)
· Λm−1(1⊗ [Dθk, [D
θ
k, x]]).
By the definition ofW∞,1(Rpθ), the operators [D
θ
k, x] and [D
θ
k, [D
θ
k, x]] have bounded
extension, and by Lemma 3.3.6, the extensions of [Dθk, x] and [D
θ
k, [D
θ
k, x]] are ele-
ments of W∞,1(Rpθ), and therefore by the inductive hypothesis are in dom(Λ
m−1).
Hence, 1 ⊗ x ∈ dom(Λm) and so by induction 1 ⊗ x ∈ dom∞(Λ). Applying
an identical argument to ∂(1 ⊗ x) yields ∂(1 ⊗ x) ∈ dom∞(Λ), and so (1 ⊗
W∞,1(Rpθ), L2(R
d,C2
p/2
), Dθ) is Λ-smooth.
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We now show that Hypothesis 3.2.7.(ii) holds. Let x ∈W∞,1(Rpθ). By Lemma
3.3.10.(a), the first inclusion in Hypothesis 3.2.7.(ii) follows.
To see the second inclusion in Hypothesis 3.2.7.(ii), write
∂(1⊗ x)(Dθ + i)−p =
p∑
k=1
(γk ⊗ 1) ·
(
(1⊗ [Dθk, x])(D
θ + i)−p
)
.
Using the quasi-triangle inequality for L1,∞, there is a constant Cp such that
‖∂(1⊗ x)(Dθ + i)−p‖1,∞ ≤ Cp
p∑
k=1
‖(1⊗ ∂kx)(D
θ + i)−p‖1,∞.
By the definition of W∞,1(Rpθ), for all 1 ≤ k ≤ p we have ∂kx ∈ W
∞,1(Rpθ), so we
may apply Theorem 3.3.10.(b) to each summand to deduce the second inclusion in
Hypothesis 3.2.7.(ii).
Now we discuss Hypothesis 3.2.7.(iii). By Lemma 3.3.11, the first inequality in
Hypothesis 3.2.7.(iii) holds.
To deduce the second inequality, we may commute ∂ with Λm to obtain:
∂(Λm(1 ⊗ x))(Dθ + iλ)−p−1 =
p∑
k=1
(γk ⊗ 1) ·
(
Λm(1⊗ [Dθk, x]
)
(Dθ + iλ)−p−1.
Note that here ∂(T ) denotes [Dθ, T ]. Using the L1-norm triangle inequality,
‖∂(Λm(1⊗ x))(Dθ + iλ)−p−1‖1 ≤ Cp
p∑
k=1
‖Λm(1 ⊗ ∂kx)(D
θ + iλ)−p−1‖1.
By assumption, each ∂kx is in W
∞,1(Rpθ), and so by Lemma 3.3.11, each summand
above is O(λ−1) as λ→∞. 
Remark 3.3.13. We have worked exclusively with the case that det(θ) 6= 0. Of
course this excludes the fundamental θ = 0 case of Euclidean space Rd. One may
verify directly that the standard spectral triple for Rd satisfies Hypothesis 1.2.1, by
using classical Cwikel theory, or alternatively Rd may be considered as a special
case of the complete Riemannian manifolds considered in the following section.
3.4. Example: Riemannian manifolds
The authors wish to thank Professor Yuri Kordyukov for significant contribu-
tions to this section, including providing many of the proofs.
3.4.1. Basic notions about manifolds. We briefly recall the relevant defi-
nitions for Riemannian manifolds. The material in this subsection is standard, and
may be found in for example [56, Chapter 2] or [41]. Let X be a second countable
p-dimensional complete smooth Riemannian manifold with metric tensor g. Re-
call that g defines a canonical measure νg on X . The notation Lr(X, g) denotes
Lr(X, νg). The assumption that X is second countable ensures that L2(X, g) is
separable.
We denote the space of smooth compactly supported differential k-forms as
Ωkc (X), and define Ωc(X) :=
⊕p
k=0Ω
k
c (X). Associated to the metric g is an inner
product (·, ·)g defined on Ωc(X). Let Hk denote the completion of Ωkc (X) with
respect to this inner product, and define L2Ω(X, g) :=
⊕p
k=0Hk. There is a grading
on L2Ω(X, g) with grading operator Γ defined by Γ|Hk = (−1)
k.
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For f ∈ C∞c (X), let Mf denote the operator of pointwise multiplication by f
on L2Ω(X, g).
The exterior differential d is a linear map d : Ωc(X)→ Ωc(X) such that for all
k = 0, 1, . . . , p − 1 we have d : Ωkc (X) → Ω
k+1
c (X), and d|Ω
p
c(X) = 0. The linear
operator d has a formal adjoint d∗ with respect to the inner product on Ωc(X).
The Hodge-Dirac operator Dg is defined by Dg := d + d
∗. Since X is com-
plete, the operator Dg uniquely extends to a self-adjoint unbounded operator on
L2Ω(X, g) (see [26]). The Hodge-Laplace operator is defined as ∆g := −D2g =
−dd∗ − d∗d, and each subspace Hk is invariant under ∆g. The restriction of ∆g to
H0 = L2(X, g) coincides with the Laplace-Beltrami operator.
The main focus of this section is the following:
Theorem 3.4.1. Let (X, g) be a second countable p-dimensional complete Rie-
mannian manifold. The algebra C∞c (X) acts on L2Ω(X, g) by pointwise multipli-
cation, and Dg denotes the Hodge-Dirac operator. Then
(C∞c (X), L2Ω(X, g), Dg)
is an even spectral triple satisfying Hypothesis 1.2.1, where the grading Γ is defined
by Γ|Hk = (−1)
k.
Note that the spectral triple is always even regardless of p. The use of the
Hodge-Dirac operator to define spectral triples for arbitrary Riemannian manifolds
has previously been studied in [44], and for related work see [30].
To the best of our knowledge, the main results of this paper, Theorems 1.2.2,
1.2.3 and 1.2.5 are new in the setting of the Hodge-Dirac operator on arbitrary com-
plete manifolds. Most previous work on geometric applications of noncommutative
geometry, such as [55] and [11] are applied to a spin Dirac operator.
The Cwikel-type estimates we establish in this section: Lemma 3.4.8 and 3.4.9,
are of interest in their own right. A predecessor to this work may be found in [55].
3.4.2. Proof of Theorem 3.4.1. The proof proceeds by showing the required
Cwikel-type estimates for the case of a torus: X = Tp with the flat metric. We
then deduce the general case by an argument involving local coordinates.
We define the p-torus as Tp := Rp/Zp. The space Tp is a smooth p-dimensional
manifold, and we may select local coordinates x1, . . . , xp ∈ (0, 1] defined by con-
sidering the image of (x1, . . . , xd) in R
p/Zp. We equip Tp with the flat metric g0
defined locally by g0 = dx
2
1 + · · ·+ dx
2
p.
First, we describe the Cwikel-type estimates for Tp.
Lemma 3.4.2. Let g0 denote the flat metric on T
p, with corresponding Hodge-
Dirac operator denoted D0. Then:
(i) We have
(D0 + i)
−1 ∈ Lp,∞(L2Ω(T
p, g0)).
(ii) For λ→∞, we have:
‖(D0 + iλ)
−1‖Lp+1(L2Ω(Tp,g0)) = O(λ
− 1
p+1 ).
Since the manifold Tp is compact, there is essentially no difference between the
spaces L2Ω(T
p, g) for different metrics g as the following lemma shows:
Lemma 3.4.3. Let g0 be the flat metric on T
p, and let g be an arbitrary met-
ric on Tp. Then the Hilbert spaces L2Ω(T
p, g) and L2Ω(T
p, g0) coincide with an
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equivalence of norms. To be precise, there exist constants 0 < cg < Cg < ∞ with
v ∈ L2Ω(Tp, g) we have:
cg‖v‖L2Ω(Tp,g0) ≤ ‖v‖L2Ω(Tp,g) ≤ Cg‖v‖L2Ω(Tp,g0).
Proof. The metric νg corresponding to g has Radon-Nikodym derivative
√
| det(g)|
with respect to νg0 . Since T
p is compact and g is positive definite, the Radon-
Nikodym derivative
√
| det(g)| is bounded above and bounded away from zero.
Hence, the L2-norms corresponding to νg and νg0 are equivalent. 
Sobolev spaces on Tp – and more generally on a compact Riemannian manifold
– are defined following [41]:
Definition 3.4.4. Let g be a metric on Tp, and for j = 1, . . . , p we let ∂∂xj
denote the differentiation with respect to the jth coordinate of Tp. The Sobolev space
H1Ω(Tp) is defined to be the set of v ∈ L2Ω(Tp, g) such that the Sobolev norm:
‖v‖2H1Ω(Tp,g) := ‖v‖
2
L2Ω(Tp,g)
+
p∑
j=1
∥∥∥∥ ∂v∂xj
∥∥∥∥2
L2Ω(Tp,g)
is finite.
Lemma 3.4.3 shows that the space H1Ω(Tp) is independent of the choice of
metric used to define the Sobolev norm, since different metrics will define equivalent
norms.
The following result is the well known G˚arding’s inequality. A proof for general
compact manifolds may be found in [56, Theorem 2.44] and for general elliptic
operators on compact manifolds in [41, Theorem 5.2].
Lemma 3.4.5. Let g be a metric on Tp, and let Dg denote the corresponding
Dirac operator. Then there is a constant Cg > 0 such that for all v ∈ L2Ω(Tp, g)
such that Dgv ∈ L2Ω(Tp, g), we have
‖v‖H1Ω(Tp,g) ≤ Cg(‖v‖L2Ω(Tp) + ‖Dgv‖L2Ω(Tp,g)).
The following lemma is the essential technical result allowing us to transfer the
Cwikel-type estimates for Tp with the flat metric to Tp with an arbitrary metric.
Lemma 3.4.6. Let g be an arbitrary metric on Tp, and let g0 be the flat metric
on Tp. Denote by Dg and D0 the Hodge-Dirac operators corresponding to g and g0
respectively. Then the operator
D0(Dg + i)
−1
defined initially on Ω(Tp) has bounded extension to L2Ω(T
p, g) (or equivalently
L2Ω(T
p, g0)).
Proof. By the definition of the Sobolev norm ‖ · ‖H1Ω(Tp,g), for all v ∈
H1Ω(Tp, g) we have:
‖D0v‖
2
L2Ω(Tp,g)
≤ ‖v‖2H1Ω(Tp,g).
Thus by Lemma 3.4.5, there is a constant C such that,
‖D0v‖L2Ω(Tp,g) ≤ C(‖Dgv‖L2Ω(Tp,g) + ‖v‖L2Ω(Tp,g)).
Hence, if v ∈ dom(Dg) then v ∈ dom(D0), and so if u ∈ L2Ω(Tp, g) and v =
(Dg + i)
−1u then v ∈ dom(D0). So substituting v = (Dg + i)−1u we obtain:
‖D0(Dg + i)
−1u‖L2Ω(Tp,g) ≤ C(1 + ‖(Dg + i)
−1‖L∞(L2Ω(Tp,g))‖u‖L2Ω(Tp,g).
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However since (Dg + i)
−1 is bounded, we get:
‖D0(Dg + i)
−1u‖L2Ω(Tp,g) ≤ C‖u‖L2Ω(Tp,g).

As a consequence of Lemmas 3.4.2 and 3.4.6, we get:
Corollary 3.4.7. Let g be an arbitrary metric on Tp and let Dg be the cor-
responding Hodge-Dirac operator. Then,
(i) We have,
(Dg + i)
−1 ∈ Lp,∞(L2Ω(T
p, g)).
(ii) For λ→∞, we have
‖(Dg + iλ)
−1‖Lp+1(L2Ω(Tp,g)) = O(λ
− 1p+1 ).
Proof. Part (i) follows immediately from Lemma 3.4.2 and Lemma 3.4.6.i.
Now we prove (ii). First we compute (D0 + iλ)(Dg + iλ)
−1 (working on the
dense domain Ω(Tp)):
(D0 + iλ)(Dg + iλ)
−1 = (D0 −Dg +Dg + iλ)(Dg + iλ)
−1
= 1 + (D0 −Dg)(Dg + iλ)
−1
= 1 +D0(Dg + i)
−1 Dg + i
Dg + iλ
−
Dg
Dg + iλ
.
By Lemma 3.4.6, the operator D0(Dg + i)
−1 has bounded extension. Moreover, by
functional calculus the operators
Dg+i
Dg+iλ
and
Dg
Dg+iλ
have bounded extension with
norm bounded by a constant independent of λ. Thus,
‖(D0 + iλ)(Dg + iλ)
−1‖L∞(L2Ω(Tp,g) = O(1).
Now Lemma 3.4.2.(ii) yields the result. 
With the above results in hand we are able to establish our first Cwikel-type
result for (X, g). A similar result to Lemma 3.4.8 can also be found in [55, Propo-
sition 13]. The result in [55] is very similar in nature (despite applying to the
somewhat different situation of Riemannian spin manifolds). The method of proof
here is different: we use reduce the problem to Tp by using local coordinates, rather
than a doubling construction as employed in [55].
Lemma 3.4.8. Let f ∈ C∞c (X). We have
Mf (Dg + i)
−1 ∈ Lp,∞(L2Ω(X, g)).
Proof. By using a partition of unity if necessary, we may assume without loss
of generality that f is supported in a single chart (U, h) where h : U → Rp is a
homeomorphism onto its image, and since f has compact support we may further
assume without loss of generality that h(U) is bounded. Since h(U) is bounded,
there is a sufficiently large box [−N,N ]p with h(U) in the interior of [−N,N ]p.
By applying a translation and dilation if necessary, we may assume without loss of
generality that h(U) is contained within the interior of the box [0, 1]p. By identifying
the edges of [0, 1]p, we may view h as a continuous function h : U → Tp.
We define three smooth “cut-off” functions φ1, φ2, φ3 compactly supported in
h(U), defined so that for each j = 1, 2, 3 we have 0 ≤ φj ≤ 1, and
(a) for all x ∈ U , φ1(h(x))f(x) = f(x),
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(b) we have φ2φ1 = φ1,
(c) we have φ3φ2 = φ2.
In other words, on supp(f ◦ h−1) we have φ1 = 1, and on supp(φ1) we have φ2 = 1
and on supp(φ2) we have φ3 = 1.
For j = 1, 2, 3, we also define the function ψj by pulling back φj to X :
ψj(x) =
{
(φj ◦ h)(x), x ∈ U.
0, x /∈ U.
Since φj is compactly supported in h(U), the function ψj is smooth and compactly
supported in U .
Let g0 denote the flat metric on T
p. The metric g can be pushed forward by h
to a metric h∗g on h(U). We then define a new metric g1 on T
p by:
g1 := (h
∗g)φ3 + g0(1− φ3).
Since φ3 is compactly supported in h(U), the metric g1 is well defined. Moreover,
on supp(φ2) we have φ3 = 1 so on supp(φ2) the metric g1 is identical to h
∗g.
We define a partial isometry V : L2Ω(X, g) → L2Ω(Tp, g1) on ξ ∈ L2Ω(X, g),
z ∈ Tp by:
V ξ(z) =
{
ξ ◦ h−1(z), z ∈ supp(φ2),
0, z /∈ supp(φ2).
By construction, V induces an isometry from L2Ω(supp(ψ2), g)→ L2Ω(supp(φ2), g1),
and
V V ∗ =Mχsuppφ2 ,
V ∗V =Mχsuppψ2 .
We also have that if j = 1, 2 then
MφjV = VMψj .
We use the important fact that for j = 1, 2, we have an equality on Ωc(X):
V ∗Dg1Mφj = DgMψjV
∗.
Next we consider the following two operators on L2Ω(T
p, g1).
P :=Mφ1(Dg1 + i)
−1Mφ1
Q :=Mφ2(Dg1 + i)
−1Mφ2 .
By Lemma 3.4.7, the operators P and Q are in Lp,∞(L2Ω(Tp, g1)).
We now consider the operator (Dg+i)Mψ2V
∗PV . We note that this operator is
well defined on Ωc(X), since if u ∈ Ωc(X), thenMψ2V
∗PV is smooth and supported
in suppψ2. Hence (working on Ωc(X)):
(Dg + i)Mψ2V
∗PV = V ∗(Dg1 + i)Mφ2PV
= V ∗(Dg1 + i)Mφ1(Dg1 + i)
−1Mφ1V
= V ∗([Dg1 ,Mφ1 ](Dg1 + i)
−1Mφ1 +M
2
φ1)V.
Now recalling that Dg1 is a local operator, we have [Dg1 ,Mφ1 ] = [Dg1 ,Mφ1 ]Mφ2 .
Moreover, V ∗M2φ1V =M
2
ψ1
and so
(Dg + i)Mψ2V
∗PV = V ∗[Dg1 ,Mφ1 ]QMφ1V +M
2
ψ1 .
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Now multiplying on the left by (Dg + i)
−1, we arrive at:
Mψ2V
∗PV = (Dg + i)
−1V ∗[Dg1 ,Mφ1 ]QMφ1V + (Dg + i)
−1M2ψ1 .
The final step is to use the fact that ψ2 = 1 on the support of f , so we may use
M2ψ2Mf =Mf , and multiply on the right by Mf to obtain:
Mψ2V
∗PVMf = (Dg + i)
−1V ∗[D1,Mφ1 ]QMφ1VMf + (Dg + i)
−1Mf .
Since both P andQ are in Lp,∞(L2Ω(T
p, g1)), we finally obtain that (Dg+i)
−1Mf ∈
Lp,∞(L2Ω(X, g)). 
Lemma 3.4.9. Let f ∈ C∞c (X). Then:
‖Mf (Dg + iλ)
−1‖Lp+1(L2Ω(X,g)) = O(λ
− 1p+1 ), λ→∞.
Proof. This proof proceeds along similar lines to Lemma 3.4.8. We again
assume without loss of generality that f is supported in a single chart (U, h), and
construct the metric g1 on T
p and the partial isometry V identically to the proof of
Lemma 3.4.8. We also use the same cut-off functions φ1, φ2 and φ3, and ψ1, ψ2, ψ3.
In place of the operators P and Q, we introduce Pλ and Qλ given by:
Pλ =Mφ1(Dg1 + iλ)
−1Mφ1
Qλ =Mφ2(Dg1 + iλ)
−1Mφ2 .
Following the argument of Lemma 3.4.8 with Pλ and Qλ in place of P and Q,
we arrive at:
Mψ2V
∗PλVMf = (Dg + iλ)
−1V ∗[D1,Mφ1 ]QλMφ1VMf + (Dg + iλ)
−1Mf .
Due to Lemma 3.4.7.(i), we have ‖Pλ‖p+1 = O(λ
− 1p+1 ) and similarly for Qλ.
Thus,
‖(Dg + iλ)
−1‖Lp+1(L2Ω(X,g)) = O(λ
− 1p+1 ).

We now finally have the results necessary to prove Theorem 3.4.1.
Proof of Theorem 3.4.1. We will instead work with Hypothesis 3.2.7, as
justified by Theorem 3.2.9.
First, we show that 3.2.7.(ii) holds for the triple (C∞c (X), L2Ω(X, g), Dg).
To this end let f ∈ C∞c (X). We will prove by induction that for all j ≥ 1, we
have
(3.11) Mf (Dg + i)
−j ∈ L p
j ,∞
(L2Ω(X, g)).
The case j = 1 is already established by Lemma 3.4.8.
Suppose now that (3.11) holds for j ≥ 1. Choose φ ∈ C∞c (X) such that fφ = f .
Then,
Mf(Dg + i)
−j−1 =MφMf (Dg + i)
−1 · (Dg + i)
−j
= −Mφ[(Dg + i)
−1,Mf ](Dg + i)
−j +Mφ(Dg + i)
−1Mf(Dg + i)
−j
=Mφ(Dg + i)
−1[D,Mf ](Dg + i)
−j−1 +Mφ(Dg + i)
−1Mf (Dg + i)
−j
=Mφ(Dg + i)
−1[D,Mf ]Mφ(Dg + i)
−j−1 +Mφ(Dg + i)
−1Mf(Dg + i)
−j.
Due to Lemma 3.4.8, we haveMφ(Dg+ i)
−1 ∈ Lp,∞, and by the inductive assump-
tion we also have Mφ(Dg + i)
−j ∈ L p
j ,∞
. Then Mf (Dg + i)
−j−1 ∈ Lp,∞ · L p
j ,∞
,
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so applying the Ho¨lder inequality we arrive at Mf (Dg + i)
−j−1 ∈ L p
j+1 ,∞
. Taking
j = p, we get that Mf (Dg + i)
−p ∈ L1,∞(L2Ω(X, g)).
Similarly, since Dg is a local operator, we have that [Dg,Mf ] = [Dg,Mf ]Mφ.
Hence, [Dg,Mf ](Dg + i)
−p ∈ L1,∞(L2Ω(X, g)). This completes the proof of Hy-
pothesis 3.2.7.(ii) in the case k = 0.
What remains is to show that Hypothesis 3.2.7.(iii) holds. We will first deal
with the k = 0 case. To that end, we will show by induction that for all j ≥ 1:
(3.12) ‖Mf (Dg + iλ)
−j‖ p+1
j
= O(λ−
j
p+1 ), λ→∞.
The base case j = 1 is the result of Lemma 3.4.9, and the case j = p+1 is what is
required for Hypothesis 3.2.7.
Suppose now that (3.12) holds for j ≥ 1, and again choose φ ∈ C∞c (X) such
that fφ = f . Then,
Mf (Dg + iλ)
−j−1 =Mφ ·Mf (Dg + iλ)
−1(Dg + iλ)
−j
= −Mφ[(Dg + iλ)
−1,Mf ](Dg + iλ)
−j
+Mφ(Dg + iλ)
−1Mf(Dg + iλ)
−j
=Mφ(Dg + iλ)
−1[D,Mf ]Mφ(Dg + iλ)
−j−1
+Mφ(Dg + iλ)
−1Mf(Dg + iλ)
−j .
By Lemma 3.4.9, we have ‖Mφ(Dg + iλ)−1‖p+1 = O(λ
− 1p+1 ), and by the inductive
assumption we also have ‖Mφ(Dg + iλ)
−k‖ p+1
j
= O(λ−
j
p+1 ). Then by the Holder
inequality,
‖Mf(Dg + iλ)
−j−1‖ p+1
j+1
≤ O(λ−
j
p+1 ) ·O(λ−
1
p+1 ).
So ‖Mf(Dg + iλ)−j−1‖ p+1
j+1
= O(λ−
j+1
p+1 ). To conclude the same for ∂(f) in place
of f , we once more use the fact that [Dg,Mf ]Mφ = [Dg,Mf ]. This completes the
proof of the k = 0 case of Hypothesis 3.2.7.(iii).
For k > 0, if φf = f , then we have
Λk(Mf ) = Λ
k(Mf)Mφ
so we may apply the k = 0 case to φ to deduce the result.
That (C∞c (X), L2Ω(X, g), Dg) satisfies 3.2.7.(i) follows from similar reasoning.

CHAPTER 4
Asymptotic of the heat trace
In this chapter we complete the proof of Theorem 1.2.2. This will require some
delicate computations exploiting Hochschild homology.
For the remainder of this chapter, we assume that (A, H,D) is a spectral triple
satisfying Hypothesis 1.2.1. Furthermore we will need the following auxiliary as-
sumption:
Hypothesis 4.0.1. The spectral triple (A, H,D) satisfies the following:
(i) (A, H,D) has the same parity as p: this means that (A, H,D) is even when p
is even (with grading Γ) and odd when p is odd.
(ii) D has a spectral gap at 0.
We will show at the end of this chapter how Hypothesis 4.0.1 can be removed.
Recall from Definition 2.2.15 the fundamental mappings ch and Ω, given by:
ch(a0 ⊗ a1 ⊗ · · · ⊗ ap) := ΓF [F, a0][F, a1] · · · [F, ap],
Ω(a0 ⊗ a1 ⊗ · · · ⊗ ap) := Γa0∂(a1)∂(a2) · · · ∂(ap)
and that Theorem 1.2.2 states that for all Hochschild cycles c ∈ A⊗(p+1),
Tr(Ω(c)(1 +D2)1−
p
2 e−s
2D2) =
p
2
Tr(ch(c))s−2 +O(s−1), s→ 0.
The computations in Sections 4.1 and 4.2 are inspired by those in [12, 15].
Since we do not assume that the algebra A is unital, the computations are more
delicate than those of [12, 15].
4.1. Combinatorial expression for Tr(Ω(c)|D|2−pe−s
2D2)
We begin this section with the introduction of a new set of multilinear maps:
Definition 4.1.1. Let A ⊆ {1, 2, . . . , p}. We define the multilinear map WA :
A⊗(p+1) → L∞ by:
WA (a0 ⊗ a1 ⊗ · · · ⊗ ap) = Γa0
p∏
k=1
bk(ak)
where for a ∈ A and each k we define:
bk(a) =
{
δ(a), k ∈ A ,
[F, a], k /∈ A .
In the case where A = {m}, a single number, 1 ≤ m ≤ p, then write Wm for
W{m}.
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Since by assumption (A, H,D) is smooth, the operators δ(ak) are defined and
bounded, so that WA is well defined as a bounded operator.
The two extreme cases, W∅ and W{1,2,...,p} are easily described as:
W∅(a0 ⊗ a1 ⊗ · · · ⊗ ap) = Γa0
p∏
k=1
[F, ak]
It will be important to observe that if (A, H,D) has the same parity as p, then
ch(c) =W∅(c) + FW∅(c)F (this is Lemma 4.3.6).
On the other extreme.
W{1,2,...,p}(a0 ⊗ a1 ⊗ · · · ⊗ ap) = Γa0
p∏
k=1
δ(ak).
Associated to a subset A ⊆ {1, 2, . . . , p} we have the number,
nA = |{(j, k) ∈ {1, 2, . . . , p}
2 : j < k and j ∈ A , k 6= A }|,
where | · | denotes the cardinality of a set.
Theorem 4.1.7 (to be stated below) is the main result of this section. Roughly
speaking, it shows that one can replace Ω(c) in Tr(Ω(c)|D|2−pe−s
2D2) with a sum
of WA (c) over all subsets A ⊆ {1, . . . , p}. However first we need a Lemma which
constitutes the core of the proof of Theorem 4.1.7. Most of this section is devoted
to the proof of the following lemma, which is split into various parts.
Lemma 4.1.2. Let (A, H,D) be a smooth spectral triple where D has a spectral
gap at 0. For all c ∈ (A+ C)⊗(p+1), the operatorΩ(c)|D|2−p − ∑
A⊆{1,··· ,p}
(−1)nAWA (c)D
2−|A |
 · |D|p−1.
has bounded extension.
Before proving Lemma 4.1.2 above we initially need:
Lemma 4.1.3. Let (A, H,D) be a smooth spectral triple, where D has a spectral
gap at 0. For all c ∈ (A+ C)⊗(p+1), the operator
WA (c) · |D|
p−|A |
has bounded extension.
Proof. By linearity it suffices to prove the assertion for elementary tensors.
Let c = a0⊗a1⊗· · ·⊗ap ∈ (A+C)⊗(p+1) and let c′ = a0⊗a1⊗· · ·⊗ap−1 ∈ (A+C)⊗p.
We will prove this assertion by induction on p. If p = 1 and A = ∅, then
WA (c)|D|
p−|A | = Γa0[F, ap]|D|
and recall that [F, a1]|D| has a bounded extension L(ap). On the other hand, if
p = 1 and A = {1}, then
WA (c)|D|
p−|A | = Γa0δ(a1) ∈ L∞.
This proves the base of induction.
Next, let p ≥ 2 and assume that the statement is true for p−1. To this end, let
B ⊆ {1, · · · , p− 1} be defined by the formula B = A \ {p}. There are two distinct
cases: when p ∈ A and p /∈ A .
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First suppose p ∈ A . Here we have |B| = |A | − 1, and
WA (c)|D|
p−|A | =WB(c
′)δ(ap)|D|
p−1−|B|
=
(
WB(c
′)|D|p−1−|B|
)(
|D|−p+1+|B|δ(ap)|D|
p−1−|B|
)
The first factor in the right hand side has bounded extension by the inductive
assumption. Moreover, the second factor on the right hand side has bounded ex-
tension by Lemma A.1.2. This proves step of induction for the case p ∈ A .
Now we deal with the case where p /∈ A . Then B = A , and
WA (c)|D|
p−|A | =WB(c
′)L(ap)|D|
p−1−|B|
=
(
WB(c
′)|D|p−1−|B|
)(
|D|−p+1+|B|L(ap)|D|
p−1−|B|
)
The first factor in the above right hand side is bounded by the inductive assump-
tion. For the second factor, we use the expression L(ap) = ∂(ap) − Fδ(ap). Since
∂(ap), δ(ap) ∈ B then it follows from Lemma A.1.2 that the second factor on
the right hand side has bounded extension. Hence, WA (c)|D|p−|A | extends to
a bounded linear operator.

In order to prove Lemma 4.1.2, we introduce two more classes of multilinear
functionals.
Definition 4.1.4. Let A ⊆ {1, 2, . . . , p}. We define the multilinear map RA :
A⊗(p+1) → L∞ by
RA (a0 ⊗ · · · ⊗ ap) := Γa0
p∏
k=1
xk(ak),
where for each 1 ≤ k ≤ p and a ∈ A,
xk(a) :=
{
Fδ(a), k ∈ A ,
L(a), k /∈ A .
We also define the multilinear map PA : A⊗(p+1) → L∞ by
PA (a0 ⊗ · · · ⊗ ap) := Γa0
p∏
k=1
yk(ak)
where for each 1 ≤ k ≤ p and a ∈ A,
yk(a) :=
{
δ(a), k ∈ A ,
L(a), k /∈ A .
Lemma 4.1.5. Let (A, H,D) be a smooth spectral triple, where D has a spectral
gap at 0. For all c ∈ (A+ C)⊗(p+1) and all A ⊆ {1, 2, . . . , p}, the operator(
RA (c)− (−1)
nAPA (c) · F
|A |
)
· |D|
has bounded extension.
Proof. This proof is similar to that of 4.1.3. Once again it suffices to prove
the result for an elementary tensor c = a0⊗a1⊗· · ·⊗ap, and we prove the statement
by induction on p. Denote, for brevity, c′ = a0 ⊗ a1 ⊗ · · · ⊗ ap−1 ∈ (A+ C)
⊗p.
52 4. ASYMPTOTIC OF THE HEAT TRACE
For the base of induction, when p = 1, we deal with the two possibilities
A = {1} and A = ∅. If A = {1}, then
RA (c) = Γa0Fδ(a1)
PA (c)F
|A | = Γa0δ(a1)F.
So, (
RA (c)− (−1)
nAPA (c) · F
|A |
)
· |D| = Γa0(Fδ(a1)− δ(a1)F )|D|
= Γa0[F, δ(a1)]|D|
= Γa0L(δ(a1)).
since L(δ(a1)) has bounded extension, so does the above left hand side.
Now in the case that p = 1 and A = ∅,
RA (c) = Γa0L(a1)
PA (c) = Γa0L(a1)
and |A | = 0, so RA (c)− PA (c)F |A | = 0. This proves the p = 1 case.
Now suppose that p > 1 and the assertion is proved for p−1. For this purpose,
let B ⊂ {1, · · · , p− 1} be defined by B = A \{p}.
If p ∈ A , then nA = nB, and if p /∈ A then nA = nB + |B|.
Now we consider separately the cases p ∈ A and p /∈ A .
First, if p ∈ A , then,
RA (c) = RB(c
′)Fδ(ap),
PA (c) = PB(c
′)δ(ap).
Hence, since |A | = |B| + 1 and nA = nB in this case:
(RA (c)−(−1)
nAPA (c)F
|A |)|D| = (RB(c
′)Fδ(ap)−(−1)
nAPB(c
′)δ(ap)F
|B|+1)|D| =
= RB(c
′)[F, δ(ap)]|D|+ (RB(c
′)δ(ap)F − (−1)
nBPB(c
′)δ(ap)F · F
|B|)|D|.
= RB(c
′)L(ap) + (RB(c
′)δ(ap)− (−1)
nBPB(c
′)δ(ap) · F
|B|)D.
In the case that |B| is even, we have F |B| = 1 and so:
(RA (c)− (−1)
nAPA (c)F
|A |)|D| =
= RB(c
′)L(ap) + (RB(c
′)− (−1)nBPB(c
′) · F |B|) · δ(ap)D.
= RB(c
′)L(ap) + (RB(c
′)− (−1)nBPB(c
′) · F |B|)D · δ(ap)−
−(RB(c
′)− (−1)nBPB(c
′) · F |B|) · ∂(δ(ap)).
Since δ(ap), ∂(δ(ap)) and L(ap) are bounded, by the inductive hypothesis the above
has bounded extension, completing the proof of the case where p ∈ A and |B| is
even.
On the other hand, if p ∈ A and |B| is odd, then:
(RA (c)− (−1)
nAPA (c)F
|A |)|D| =
= RB(c
′)L(ap) +RB(c
′)δ(ap)D − (−1)
nBPB(c
′)δ(ap)|D| =
= RB(c
′)L(ap) + (RB(c
′)− (−1)nBPB(c
′)F |B|)D · δ(ap)−
−RB(c
′)δ(ap)D + (−1)
nBPB(c
′)δ2(ap).
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Since δ(ap), δ
2(ap) and L(ap) are bounded, by the inductive hypothesis the above
has bounded extension, completing the proof of the case where p ∈ A and |B| is
odd.
Now assume that p /∈ A . Then,
RA (c) = RB(c
′)L(ap)
PA (c) = PB(c
′)L(ap).
Focusing on PA (c):
PA (c)F
|A | = PB(c
′)L(ap)F
|B|.
So:
(RA (c)−(−1)
nAPA (c)F
|A |)|D| = (RB(c
′)L(ap)−(−1)
nB+|B|PB(c
′)L(ap)F
|B|)|D|.
Note that since F anticommutes with [F, ap], F also anticommutes with L(ap).
Hence,
L(ap)F
|B| = (−1)|B|F |B|L(ap)
and so
(RA (c)− (−1)
nAPA (c)F
|A |)|D| = (RB(c
′)− (−1)nBPB(c
′)F |B|)L(ap)|D|
= (RB(c
′)− (−1)nBPB(c
′)F |B|)(|D|L(ap) + L(δ(ap))).
By the inductive assumption, the operator (RB(c
′) − (−1)nBPB(c
′)F |B|)|D| has
bounded extension. This completes the proof of the p /∈ A case.
Hence, the statement is true for p and this completes the induction. 
Lemma 4.1.6. Let (A, H,D) be a smooth spectral triple. Suppose D has a
spectral gap at 0. For all c ∈ (A+C)⊗(p+1) and for all A ⊆ {1, . . . , p} the operator(
PA (c)−WA (c) · |D|
p−|A |
)
· |D|.
has bounded extension.
Proof. This proof is again similar to the proofs of Lemmas 4.1.3 and 4.1.5.
Once more, it suffices to prove the assertion for an elementary tensor c =
a0 ⊗ a1 ⊗ · · · ⊗ ap ∈ (A + C)⊗(p+1). Let c′ := a0 ⊗ · · · ⊗ ap−1 ∈ (A + C)⊗p. The
proof proceeds by induction on p.
First, if p = 1, then either A = {1} or A = ∅. If A = {1}, then
PA (c) = Γa0δ(a1),
WA (c)|D|
p−|A | = Γa0δ(a1).
and if A = ∅, then
PA (c) = Γa0L(a1),
WA (c)|D|
p−|A | = Γa0[F, a1]|D|.
Since L(a1) = [F, a1]|D| on the dense subspace H∞, it follows that in all cases
with p = 1 the difference PA (c) −WA (c)|D|p−|A | is identically zero on H∞ and
therefore has trivial bounded extension to H . This establishes the p = 1 case.
Now suppose that p > 1 and the assertion has been proved for p − 1. Let
B = A \ {p}, and we consider the two cases of p ∈ A and p /∈ A .
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Suppose that p ∈ A . Then,
PA (c) = PB(c
′)δ(ap),
WA (c)|D|
p−|A | =WB(c
′)δ(ap)|D|
p−1−|B|.
So,
PA (c)|D| = PB(c
′)δ(ap)|D|
= PB(c
′)|D| − PB(c
′)δ2(ap).(4.1)
and
WA (c)|D|
p−|A |+1 =WB(c
′)δ(ap)|D|
p−|B|
=WB(c
′)|D|p−|B|δ(ap) +WB(c
′)[δ(ap), |D|
p−|B|]
=WB(c
′)|D|p−|B|δ(ap)−WB(c
′)|D|p−|B|−1|D||B|−p+1[|D|p−|B|, δ(ap)].(4.2)
Applying Lemma A.1.2, the operator |D||B|−p+1[|D|p−|B|, δ(ap)] has bounded ex-
tension. So combining (4.1) and (4.2):
(PA (c)−WA (c)|D|
p−|A |)|D| − (PB(c
′)−WB(c
′)|D|p−1−|B|)|D|
has bounded extension. So by the inductive hypothesis, (PA (c)−WA (c)|D|p−|A |)|D|
has bounded extension in the case that p ∈ A .
Now suppose that p /∈ A . In this case, we have:
PA (c) = PB(c
′)L(ap)
WA (c) =WB(c
′)[F, ap].
Multiplying by |D|, we have
(4.3) PA (c)|D| = PB(c
′)|D|L(ap)− PB(c
′)L(δ(ap)).
Note that PB(c
′)L(δ(ap)) is bounded.
Also,
WA (c)|D|
p+1−|A | =WB(c
′)L(ap)|D|
p−|A |
=WB(c
′)|D|p−|A |L(ap)−WB(c
′)[|D|p−|A |, L(ap)]
=WB(c
′)|D|p−|A |L(ap)−WB(c
′)|D|p−1−|A ||D|−p+1+|A |[|D|p−|A |, L(ap)].
(4.4)
By Lemma A.1.2, the operator |D|−p+1+|A |[|D|p−|A |, L(ap)] has bounded exten-
sion. So combining (4.3) and (4.4), it follows that
(PA (c)−WA (c)|D|
p−|A |)|D| − (PB(c
′)−WB(c
′)|D|p−1−|B|)|D|L(ap)
has bounded extension. So by the inductive hypothesis, it follows that (PA (c) −
WA (c)|D|p−|A |)|D| has bounded extension in the case p /∈ A . 
The main idea used in the proof of Lemma 4.1.2 is the algebraic identity,
(4.5)
p∏
k=1
(xk + yk) =
∑
A⊆{1,··· ,p}
zA
where zA is given by the product z1z2 · · · zp, where zk = xk for k ∈ A and zk = yk
for k /∈ A .
Now we are ready to complete the proof of Lemma 4.1.2:
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Proof of Lemma 4.1.2. Since
[D, a] = F [|D|, a] + [F, a]|D|,
as an equality of operators on H∞, it follows that we have ∂(a) = Fδ(a) + L(a).
Now using (4.5):
Ω(c) = Γa0
p∏
k=1
(Fδ(ak) + L(ak))
=
∑
A⊆{1,··· ,p}
RA (c).
So on H∞:
Ω(c)|D| =
∑
A⊆{1,··· ,p}
RA (c)|D|.
We may now apply Lemma 4.1.5 to each summand to conclude that
Ω(c)|D| −
∑
A⊆{1,··· ,p}
(−1)nAPA (c)F
|A ||D|
has bounded extension. Now applying Lemma 4.1.6 to each summand, we have
that the operator
Ω(c)|D| −
∑
A⊆{1,··· ,p}
(−1)nAWA (c)|D|
p−|A |+1F |A |
has bounded extension.
Equivalently,Ω(c)|D|2−p − ∑
A⊆{1,...,p}
(−1)nAWA (c)D
2−|A |
 |D|p−1
has bounded extension. 
We now prove the main result of this section.
Theorem 4.1.7. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1
and Hypothesis 4.0.1. For all c ∈ A⊗(p+1), we have
Tr(Ω(c)|D|2−pe−s
2D2) =
∑
A⊆{1,2,...,p}
(−1)nA Tr(WA (c)D
2−|A |e−s
2D2) +O(s−1)
as s→ 0.
Proof. As in the preceding lemmas it suffices to prove the result for an ele-
mentary tensor c = a0 ⊗ · · · ⊗ ap ∈ A
⊗(p+1). Let c′ = 1 ⊗ a1 ⊗ · · · ⊗ ap. By the
cyclicity of the trace and the fact that A commutes with Γ, we have:
Tr(Ω(c)|D|2−pe−s
2D2) = Tr(Ω(c′)|D|2−pe−s
2D2a0)
and for all A ⊆ {1, 2, . . . , p}:
Tr(WA (c)D
2−|A |e−s
2D2) = Tr(WA (c
′)D2−|A |e−s
2D2a0).
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Thus,
Tr(Ω(c)|D|2−pe−s
2D2)−
∑
A⊆{1,...,p}
(−1)nATr(WA (c)D
2−|A |e−s
2D2)
= Tr
Ω(c′)|D|2−p − ∑
A⊆{1,...,p}
(−1)nAWA (c
′)D2−|A |
 |D|p−1|D|1−pe−s2D2a0

Hence,∣∣∣∣∣∣Tr(Ω(c)|D|2−pe−s2D2 −
∑
A⊆{1,...,p}
(−1)nA Tr(WA (c)D
2−|A |e−s
2D2)
∣∣∣∣∣∣
≤
∥∥∥∥∥∥
Ω(c′)D2−p − ∑
A⊆{1,...,p}
(−1)nAWA (c
′)D2−|A |
 |D|p−1
∥∥∥∥∥∥
∞
‖|D|1−pe−s
2D2a0‖1
The first factor is finite, by Lemma 4.1.2, and the second factor is O(s−1), by
Lemma A.1.4. This completes the proof. 
4.2. Auxiliary commutator estimates
This section is a slight detour from the main task of this chapter. Here we
establish bounds on the L1-norm of commutators of the form [f(s|D|), x], where
x ∈ B, s > 0 and f is the square of a Schwartz class function on R. These bounds
are used everywhere in the subsequent sections of this chapter.
Recall that the algebra B is defined in Definition 2.2.7.
The following lemma serves the same purpose as [12, Lemma 18], but the right
hand sides are different here due to the fact that we deal with non-unital spectral
triples.
Lemma 4.2.1. Let (A, H,D) be a smooth spectral triple. Let h be a Schwartz
class function on R and let f = h2. Then for all x ∈ B, we have∥∥∥[f(s|D|), x]− s
2
{f ′(s|D|), δ(x)}
∥∥∥
1
≤
1
2
s2‖ĥ′′‖1·
(
‖δ2(x)h(s|D|)‖1 + ‖h(s|D|)δ
2(x)‖1
)
Here, {·, ·} denotes the anti-commutator.
Proof. Since f ′(s|D|) = 2h′(s|D|)h(s|D|), by the Leibniz rule we have:
[f(s|D|), x]−
s
2
{f ′(s|D|), δ(x)} = [h(s|D|)2, x]− s{h′(s|D|)h(s|D|), δ(x)} =
= h(s|D|)
(
[h(s|D|), x] − sh′(s|D|)δ(x)
)
+
(
[h(s|D|), x]− sδ(x)h′(s|D|)
)
h(s|D|).
Applying Lemma A.2.3, we have
[h(s|D|), x]−sh′(s|D|)δ(x) = −s2
ˆ ∞
−∞
ˆ 1
0
ĥ′′(u)(1−v)eius(1−v)|D|δ2(x)eiusv|D| dvdu
[h(s|D|), x]−sδ(x)h′(s|D|) = −s2
ˆ ∞
−∞
ˆ 1
0
ĥ′′(u)(1−v)eiusv|D|δ2(x)eius(1−v)|D| dvdu.
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Therefore,
[f(s|D|), x]−
s
2
{f ′(s|D|), δ(x)} =
− s2
ˆ ∞
−∞
ˆ 1
0
ĥ′′(u)(1 − v)eiu(1−v)s|D|h(s|D|)δ2(x)eiuvs|D| dvdu
− s2
ˆ ∞
−∞
ˆ 1
0
ĥ′′(u)(1 − v)eiuvs|D|δ2(x)h(s|D|)eiu(1−v)s|D| dvdu.
Now applying Lemma 2.3.2 to each integral, we have
‖[f(s|D|), x]−
s
2
{f ′(s|D|), δ(x)}‖1
≤ s2
ˆ ∞
−∞
ˆ 1
0
∥∥∥ĥ′′(u)(1− v)eiu(1−v)s|D|h(s|D|)δ2(x)eiuvs|D|∥∥∥
1
dvdu
+ s2
ˆ ∞
−∞
ˆ 1
0
∥∥∥ĥ′′(u)(1− v)eiuvs|D|δ2(x)h(s|D|)eiu(1−v)s|D|∥∥∥
1
dvdu
= s2‖ĥ′′‖1(‖δ
2(x)h(s|D|)‖1 + ‖h(s|D|)δ
2(x)‖1)
ˆ 1
0
(1 − v)dv
=
1
2
s2‖ĥ′′‖1(‖δ
2(x)h(s|D|)‖1 + ‖h(s|D|)δ
2(x)‖1).

Lemma 4.2.2. Let (A, H,D) be a smooth spectral triple and assume that D has
a spectral gap at 0. Let h be a Schwartz function on R and let f = h2. Then for
every x ∈ B, we have
‖|D|m[f(s|D|), x]‖1 ≤ s‖ĥ
′‖1 (‖|D|
mh(s|D|)δ(x)‖1 + ‖|D|
mδ(x)h(s|D|)‖1) .
Proof. Since f = h2, by the Leibniz rule, we have
[f(s|D|), x] = h(s|D|)[h(s|D|), x] + [h(s|D|), x]h(s|D|).
Using Lemma A.2.2, we have
[h(s|D|), x] = s
ˆ
R
ˆ 1
0
ĥ′(u)eius(1−v)|D|δ(x)eiusv|D|dvdu.
Thus,
|D|m[f(s|D|), x] = s
ˆ
R
ˆ 1
0
ĥ′(u)eius(1−v)|D||D|mh(s|D|)δ(x)eiusv|D| dvdu
+ s
ˆ
R
ˆ 1
0
ĥ′(u)eius(1−v)|D||D|mδ(x)h(s|D|)eiusv|D| dvdu.
Bounding the L1 norm using Lemma 2.3.2, we have
‖|D|m[f(s|D|), x]‖1 ≤ s
ˆ
R
ˆ 1
0
|ĥ′(u)|‖|D|mh(s|D|)δ(x)‖1 dvdu
+ s
ˆ
R
ˆ 1
0
|ĥ′(u)|‖|D|mδ(x)h(s|D|)‖1 dvdu
= s‖ĥ′‖L1(R)(‖|D|
mh(s|D|)δ(x)‖1 + ‖|D|
mδ(x)h(s|D|)‖1).

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Lemma 4.2.3. Let (A, H,D) be a smooth spectral triple satisfying Hypothesis
1.2.1 and Hypothesis 4.0.1. For all x ∈ B and for all integers m > −p, we have
‖|D|m[e−s
2D2 , x]‖1 = O(s
1−p−m), s ↓ 0.
Proof. Let h(t) = e−
1
2 t
2
, t ∈ R. By Lemma 4.2.2, we have
‖|D|m[e−s
2D2 , x]‖1 ≤ s‖ĥ′‖1(‖|D|
me−
1
2 s
2D2δ(x)‖1 + ‖|D|
mδ(x)e−
1
2 s
2D2‖1).
If m ≤ 0, then the assertion now follows from applying Lemma A.1.4 to the
terms ‖|D|me−
1
2 s
2D2δ(x)‖1 and ‖|D|mδ(x)e−
1
2 s
2D2‖1. Assume now m > 0. Using
Lemma A.1.3 with the Schwartz function t 7→ tme−
1
2 t
2
, we obtain
s
∥∥∥|D|me− 12 s2D2δ(x)∥∥∥
1
= O(s1−p−m), s→ 0.
By Lemma A.1.1, we have
|D|mδ(x)e−
1
2 s
2D2 =
m∑
k=0
(
m
k
)
δm+1−k(x)|D|ke−
1
2 s
2D2 .
Now we apply Lemma A.1.3 to each summand, using the function t 7→ tke−
1
2 s
2D2
for the kth summand. So,
s‖|D|mδ(x)e−
1
2 s
2D2‖1 ≤ s
m∑
k=0
(
m
k
)
O(s1−p−k)
= O(s1−p−m), s→ 0.

The following lemma is used in the proof of Theorem 4.4.2.
Lemma 4.2.4. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1 and
Hypothesis 4.0.1. Let f(t) = e−t
2
, t ∈ R.
(i) for every a ∈ A, we have∥∥∥[f(s|D|), a]− sδ(a)f ′(s|D|)∥∥∥
∞
= O(s2), s ↓ 0.
(ii) for every a ∈ A, we have∥∥∥[f(s|D|), a]− sδ(a)f ′(s|D|)∥∥∥
1
= O(s2−p), s ↓ 0.
(iii) for every a ∈ A, we have∥∥∥[f(s|D|), a]− sδ(a)f ′(s|D|)∥∥∥
p,1
= O(s), s ↓ 0.
Proof. First we prove (i): this is a simple combination of Lemma A.2.3 and
the triangle inequality:
‖[f(s|D|), a]− sf ′(s|D|)δ(a)‖∞ ≤ s
2‖f̂ ′′‖1‖δ
2(a)‖∞.
Now we prove (ii). Let h(t) = e−t
2/2, t ∈ R, so that f = h2. By Lemma 4.2.1,
for all a ∈ A we have
(4.6)∥∥∥[f(s|D|), a]− s
2
{f ′(s|D|), δ(a)}
∥∥∥
1
≤
1
2
s2‖hˆ′′‖1(‖δ
2(a)h(s|D|)‖1+‖h(s|D|)δ
2(a)‖1).
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Using Lemma A.1.3, we have
‖δ2(a)h(s|D|)‖1 = O(s
−p) and,
‖h(s|D|)δ2(a)‖1 = O(s
−p).(4.7)
Combining (4.6) and (4.7), we arrive at:
(4.8) ‖[f(s|D|), a]−
s
2
{f ′(s|D|), δ(a)}‖1 = O(s
2−p).
On the other hand,
‖[f ′(s|D|), δ(a)]‖1 = 2s‖[|D|e
−s2D2 , δ(a)]‖1
≤ 2s‖δ2(a)e−s
2D2‖1 + 2s‖|D|[e
−s2D2 , δ(a)]‖1.
Due to Lemma A.1.3, we have 2s‖δ2(a)e−s
2D2‖1 = O(s1−p), and by Lemma 4.2.3
we also have 2s‖|D|[e−s
2D2 , δ(a)]‖1 = O(s1−p). Therefore,
(4.9) ‖[f ′(s|D|), δ(a)]‖1 = O(s
1−p), s ↓ 0.
By combining (4.8) and (4.9), we obtain (ii).
Finally, to prove (iii), we use the inequality
‖T ‖p,1 ≤ ‖T ‖
1
p
1 ‖T ‖
1− 1p
∞
and write
‖[f(s|D|), a]− sδ(a)f ′(s|D|)‖p,1 ≤
≤ ‖[f(s|D|), a]− sδ(a)f ′(s|D|)‖
1
p
1 ‖[f(s|D|, a)]− sδ(a)f
′(s|D|)‖
1− 1p
∞ =
= O(s2−p)
1
p · O(s2)1−
1
p = O(s).

The following Lemma is used in Lemma 4.3.2, Lemma 4.3.3 and Lemma 4.5.2.
Lemma 4.2.5. Let (A, H,D) be a smooth p−dimensional spectral triple satis-
fying Hypothesis 1.2.1 and Hypothesis 4.0.1. For every 0 ≤ m ≤ p, and x ∈ B we
have
‖Dm−p[D2−me−s
2D2 , x]‖1 = O(s
−1), s ↓ 0.
Proof. By the Leibniz rule,
[D2−me−s
2D2 , x] = [D2−m, a]e−s
2D2 +D2−m[e−s
2D2 , x].
Thus,
‖Dm−p[D2−me−s
2D2 , x]‖1 ≤ ‖D
2−p[e−s
2D2 , x]‖1 + ‖D
m−p[D2−m, x]e−s
2D2‖1.
By Lemma 4.2.3, we have ‖D2−p[e−s
2D2 , x]‖1 = O(s−1), so we now focus on
the second summand. First, for the case when m > 2 we apply the Leibniz rule
[D2−m, x] = −D2−m[Dm−2, x]D2−m
= −
∑
k+l=m−3
Dk+2−m∂(x)Dl+2−m.
Now using the triangle inequality:
‖Dm−p[D2−m, x]e−s
2D2‖1 ≤
∑
k+l=m−3
‖|D|k+2−p∂(x)|D|l+2−me−s
2|D|2‖1.
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Applying Lemma A.1.4 to each summand, we then conclude that
‖Dm−p[D2−m, x]e−s
2D2‖1 = O(s
−1),
thus proving the claim for m > 2.
We now deal with the remaining cases m = 0, 1, 2 individually. In the case
m = 2, we have Dm−p[D2−m, x]e−s
2D2 = 0, and so the claim follows trivially in
this case.
For m = 1, we have
‖Dm−p[D2−m, x]e−s
2D2‖1 = ‖|D|
1−p∂(x)e−s
2D2‖1
So by Lemma A.1.4, we also have in this case that the above is O(s−1).
Finally, for m = 0,
[D2, x] = [|D|2, x]
= |D|δ(x) + δ(x)|D|
= 2|D|δ(x)− δ2(x).
So by the triangle inequality:
‖Dm−p[D2−m, x]e−s
2D2‖1 ≤ 2‖|D|
1−pδ(x)e−s
2D2‖1 + ‖|D|
−pδ2(x)e−s
2D2‖1
so an application of Lemma A.1.4 to each of the above summands yields the result.

4.3. Exploiting Hochschild homology
Recall the multilinear mapping Wp from Definition 4.1.1. In this section, we
prove the following:
Theorem 4.3.1. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1
and Hypothesis 4.0.1. For every Hochschild cycle c ∈ A⊗(p+1) we have:
Tr(Ω(c)|D|2−pe−s
2D2)− pTr(Wp(c)De
−s2D2) = O(s−1), s ↓ 0.
We achieve this using the commutator estimates of the preceding section.
Our strategy to prove Theorem 4.3.1 is to start from Theorem 4.1.7 and then
show that:
(1) all of the terms with |A | ≥ 2 are O(s−1) (see Lemma 4.3.4)
(2) the A = ∅ term is O(s−1) (see Lemma 4.3.7
(3) finally we complete the proof by showing that the terms with |A | = 1 are
all equal to the A = {p} term up to terms of size O(s−1).
The proofs in this section rely crucially on the assumption that c is a Hochschild
cycle.
First, we show that terms in Theorem 4.1.7 such that there is some m with
m− 1,m ∈ A are O(s−1).
Lemma 4.3.2. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1 and
Hypothesis 4.0.1. Let m ∈ {1, . . . , p} and suppose that m−1,m ∈ A (so necessarily
we have |A | ≥ 2). For every Hochschild cycle c ∈ A ⊗(p+1), we have
Tr(WA (c)D
2−|A |e−s
2D2) = O(s−1), s ↓ 0.
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Proof. For s > 0, consider the multilinear mapping θs : A⊗p → C defined by:
θs(a0⊗· · ·⊗ap−1) = Tr
(
Γa0
(
m−2∏
k=1
bk(ak)
)
δ2(am−1)
(
p−1∏
k=m
bk+1(ak)
)
D2−|A |e−s
2D2
)
where bk is as in Definition 4.1.1. Then, from the computation in Appendix A.3,
we have that the Hochschild coboundary is:
(bθs)(a0⊗ · · · ⊗ ap)
= (−1)pTr
(
Γa0
(
m−2∏
k=1
[bk, ak]
)
δ2(am−1)
(
p−1∏
k=m
[bk+1, ak]
)
[D2−|A |e−s
2D2 , ap]
)
+ 2(−1)m−1Tr(WA (a0 ⊗ · · · ⊗ ap)D
2−|A |e−s
2D2).
We now claim that the first summand is O(s−1) as s ↓ 0. Indeed, dividing and
multiplying by D|A |−p:
∥∥∥Γa0(m−2∏
k=1
[bk, ak]
)
δ2(am−1)
(
p−1∏
k=m
[bk+1, ak]
)
[D2−|A |e−s
2D2 , ap]
∥∥∥
1
≤
∥∥∥D|A |−p[D2−|A |e−s2D2 , ap]∥∥∥
1
×
∥∥∥∥∥Γa0
(
m−2∏
k=1
[bk, ak]
)
δ2(am−1)
(
p−1∏
k=m
[bk+1, ak]
)
|D|p−|A |
∥∥∥∥∥
∞
The first factor is O(s−1) by Lemma 4.2.5, and the second factor is finite by Lemma
A.4.2 and has no dependence on s.
To summarise, so far we that if c ∈ A⊗(p+1):
(bθs)(c) = 2(−1)
m−1Tr(WA (c)D
2−|A |e−s
2D2) +O(s−1), s ↓ 0.
If c is a Hochschild cycle, then (bθs)(c) = θs(bc) = 0, and so
2(−1)m−1Tr(WA (c)D
2−|A |e−s
2D2) = O(s−1)
as required. 
Lemma 4.3.3. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1
and Hypothesis 4.0.1. Let A1,A2 ⊆ {1, . . . , p}, with |A1| = |A2| and that the
symmetric difference A1∆A2 = {m− 1,m} for some m. Then for every Hochschild
cycle c ∈ A⊗(p+1), we have
Tr(WA1(c)D
2−|A1|e−s
2D2) + Tr(WA2 (c)D
2−|A2|e−s
2D2) = O(s−1), s ↓ 0.
Proof. This proof is similar to that of Lemma 4.3.2. For s > 0 we consider
the multilinear mapping θs : A⊗p → C given by
θs(a0⊗· · ·⊗ap−1) = Tr
(
Γa0
(
m−2∏
k=1
bk(ak)
)
[F, δ(am−1)]
(
p−1∏
k=m
bk+1(ak)
)
D2−|A1|e−s
2D2
)
.
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Here, as in Lemma 4.3.2, the operators bk are defined as in Definition 4.1.1, relative
to the set A = A1. From the computation in Appendix A.3,
(bθs)(a0 ⊗ · · · ⊗ ap)
= (−1)pTr
(
Γa0
(
m−2∏
k=1
[bk, ak]
)
[F, δ(am−1)]
(
p−1∏
k=m
[bk+1, ak]
)
[D2−|A1|e−s
2D2 , ap]
)
+ (−1)m−1Tr(WA1 (a0 ⊗ · · · ⊗ ap)D
2−|A1|e−s
2D2)
+ (−1)m−1Tr(WA2 (a0 ⊗ · · · ⊗ ap)D
2−|A2|e−s
2D2).
We first show that the first summand above is O(s−1). Indeed,∥∥∥Γa0(m−2∏
k=1
[bk, ak]
)
[F, δ(am−1)]
(
p−1∏
k=m
[bk+1, ak]
)
[D2−|A1|e−s
2D2 , ap]
∥∥∥
1
≤
∥∥∥D|A1|−p[D2−|A1|e−s2D2 , ap]∥∥∥
1
×
∥∥∥∥∥Γa0
m−2∏
k=1
[bk, ak][F, δ(am−1)]
p−1∏
k=m
[bk+1, ak] · |D|
p−|A1|
∥∥∥∥∥
∞
.
The first factor above is O(s−1) due to Lemma 4.2.5, and the second factor is finite
by Lemma A.4.3 and has no dependence on s.
Summarising the above, if c ∈ A⊗(p+1) we have
(bθs)(c) = (−1)
m−1Tr(WA1(c)D
2−|A1|e−s
2D2)
+ (−1)m−1Tr(WA2(c)D
2−|A2|e−s
2D2) +O(s−1)
as s ↓ 0. Hence, if c is a Hochschild cycle then (bθs)(c) = θs(bc) = 0, and this
completes the proof. 
Lemma 4.3.4. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1 and
Hypothesis 4.0.1. For every Hochschild cycle c ∈ A⊗(p+1) and for every A ⊂
{1, · · · , p} with |A | ≥ 2, we have
Tr(WA (c)D
2−|A |e−s
2D2) = O(s−1), s ↓ 0.
Proof. Let m be the maximum element in A and let n be the maximal
element in A \{m}. If n = m − 1, then the assertion is already proved in Lemma
4.3.2. If n < m− 1, then m− n > 1, and hence n+ j /∈ A for all 1 ≤ j < m − n.
Now for each 0 ≤ j < m − n we define Aj to be A with n replaced with n + j.
That is:
Aj := (A \{n}) ∪ {j + n}, 0 ≤ j < m− n.
Then by construction:
(1) |Aj | = |A | and Aj∆Aj−1 = {n+ j, n+ j − 1} for all 1 ≤ j < m− n.
(2) A0 = A and m− 1,m ∈ Am−n−1.
Hence if 1 ≤ j < m− n the subsets Aj and Aj−1 satisfy the conditions of Lemma
4.3.3. So for all Hochschild cycles c ∈ A⊗(p+1):
Tr(WAj−1 (c)D
2−|Ai−1|e−s
2D2) = −Tr(WAj (c)D
2−|Aj |e−s
2D2) +O(s−1), s ↓ 0.
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So by induction, we have:
Tr(WA0(c)D
2−|A0|e−s
2D2) = (−1)m−n−1Tr(WAm−n−1(c)D
2−|Am−n−1|e−s
2D2)
+O(s−1), s ↓ 0.(4.10)
On the other hand, since m − 1,m ∈ Am−n−1, we may apply Lemma 4.3.2 to
Am−n−1 to obtain:
Tr(WAm−n−1(c)D
2−|Am−n−1|e−s
2D2) = O(s−1), s ↓ 0.
Combining (4.10) and (4.3), we get
Tr(WA0(c)D
2−|A0|e−s
2D2) = O(s−1).
since A0 = A , the proof is complete. 
Recall the mapping ch from Definition 2.2.15.
Lemma 4.3.5. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1 and
Hypothesis 4.0.1. For every c ∈ A⊗(p+1), we have
‖ch(c)D2e−s
2D2‖1 = O(s
−1), s ↓ 0.
Proof. Recall that on H∞ we have [F, ap]|D| = L(ap). So on H∞:
[F, ap−1][F, ap]|D|
2 = [F, ap−1] · L(ap) · |D|
= [F, ap−1] · |D|L(ap)− [F, ap−1] · [|D|, L(ap)]
= [F, ap−1]|D| · L(ap)− [F, ap−1] · δ(L(ap))
= L(ap−1) · L(ap)− [F, ap−1] · L(δ(ap)).
So for c = a0 ⊗ · · · ⊗ ap ∈ A
⊗(p+1) we have
ch(c) ·D2e−s
2D2 = Γ
(
p−2∏
k=0
[F, ak]
)
|D|p−1 · |D|1−pL(ap−1)L(ap)e
−s2D2
− Γ
(
p−1∏
k=0
[F, ak]
)
|D|p−1 · |D|1−pL(δ(ap))e
−s2D2 .
Using Lemma A.4.4, the operators
(∏p−2
k=0[F, ak]
)
|D|p−1 and
(∏p−1
k=0[F, ak]
)
|D|p−1
both have bounded extension and no dependence on s. From Lemma A.1.4, we have
that:
‖|D|1−pL(ap−1)L(ap)e
−s2D2‖1 = O(s
−1)
‖|D|1−pL(δ(ap))e
−s2D2‖1 = O(s
−1).
So by the triangle inequality: ‖ch(c)D2e−s
2D2‖1 = O(s
−1) as s ↓ 0. 
Lemma 4.3.6. Let (A, H,D) be a spectral triple of dimension p, where p has
the same parity as (A, H,D). If c ∈ A⊗(p+1) then
ch(c) =W∅(c) + FW∅(c)F.
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Proof. Let c = a0 ⊗ · · · ⊗ ap ∈ A⊗(p+1). Recall that
W∅(c) = Γa0
p∏
k=1
[F, ak].
Using the fact that F anticommutes with [F, ak] for all k, we have:
ch(c) = ΓF [F, a0]
p∏
k=1
[F, ak]
= Γa0
p∏
k=1
[F, ak]− ΓFa0F
p∏
k=1
[F, ak].
=W∅(c) + (−1)
p+1ΓFa0
(
p∏
k=1
[F, ak]
)
F.
Since Γ2 = 1,
ch(c) =W∅(c) + (−1)
p+1ΓFΓW∅(c)F.
Since the parity of p matches the parity of Γ, we have ΓF = (−1)p+1FΓ. This
completes the proof. 
Lemma 4.3.7. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1 and
Hypothesis 4.0.1. For every c ∈ A⊗(p+1), we have
Tr(W∅(c)D
2e−s
2D2) = O(s−1), s ↓ 0.
Proof. By Lemma 4.3.6, we have:
Tr(ch(c)D2e−s
2D2) = Tr(W∅(c)D
2e−s
2D2) + Tr(FW∅(c)FD
2e−s
2D2).
However since F commutes with D2e−s
2D2 and F 2 = 1 we have:
2Tr(W∅(c)D
2e−s
2D2) = Tr(ch(c)D2e−s
2D2).
However by Lemma 4.3.5,
|Tr(ch(c)D2e−s
2D2)| = O(s−1).
Hence Tr(W∅(c)D
2e−s
2D2) = O(s−1). 
We are now ready to prove the main result of this section.
Proof of Theorem 4.3.1. Let c ∈ A⊗(p+1). Then using Theorem 4.1.7:
Tr(Ω(c)|D|2−pe−s
2D2) =
∑
A⊆{1,...,p}
(−1)nA Tr(WA (c)D
2−|A |e−s
2D2)+O(s−1), s ↓ 0.
Applying Lemma 4.3.4 to every summand with |A | ≥ 2, and Lemma 4.3.7 to
the summand A = ∅, it follows that:
Tr(Ω(c)|D|2−pe−s
2D2) =
p∑
k=1
(−1)n{k}Tr(Wk(c)De
−s2D2) +O(s−1), s ↓ 0.
Recall that nA = |{(j, k) ∈ {1, . . . , p}2 : j ∈ A , k /∈ A }|. So in particular,
n{k} = p− k. Hence:
(4.11) Tr(Ω(c)|D|2−pe−s
2D2) =
p∑
k=1
(−1)p−kTr(Wk(c)De
−s2D2) +O(s−1), s ↓ 0.
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For any 1 ≤ k ≤ p− 1, the sets A1 = {k} and A2 = {k + 1} satisfy the conditions
of Lemma 4.3.3 with m = k + 1. So we have
Tr(Wk(c)De
−s2D2) = −Tr(Wk+1(c)De
−s2D2) +O(s−1), s ↓ 0,
Hence by induction, for any 1 ≤ k ≤ p:
(4.12) Tr(Wk(c)De
−s2D2) = (−1)p−kTr(WpDe
−s2D2) +O(s−1), s ↓ 0.
Substituting (4.12) into each summand of (4.11) we finally get:
Tr(Ω(c)|D|2−pe−s
2D2) = pTr(Wp(c)De
−s2D2) +O(s−1).

4.4. Preliminary heat semigroup asymptotic
In this section, we move closer to proving Theorem 1.2.2. We will show that
if (A, H,D) satisfies Hypothesis 1.2.1 and Hypothesis 4.0.1 (in particular, D has a
spectral gap at 0), then for a Hochschild cycle c ∈ A⊗(p+1) we have
(4.13) Tr(Wp(c)|D|
2−pe−s
2D2) =
1
4
Tr(ch(c))s−2 +O(s−1), s ↓ 0.
By the Theorem 4.3.1, this is a formula very close to Theorem 1.2.2: the only
difference is the assumption of Hypothesis 4.0.1 and that the occurance of |D|
should be replaced with (1 +D2)1/2.
We start with the following asymptotic result.
Lemma 4.4.1. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1 and
Hypothesis 4.0.1. For all c ∈ A⊗(p+1), we have
Tr(ch(c)e−s
2D2) = Tr(ch(c)) +O(s), s ↓ 0.
Proof. We wish to show that
Tr(ch(c)(1− e−s
2D2)) = O(s)
so it suffices to prove
‖ch(c)(1 − e−s
2D2)‖1 = O(s).
Let c = a0⊗· · ·⊗ap ∈ A
⊗(p+1). Then using [F, ap] = |D|
−1∂(ap)−|D|
−1δ(ap)F ,
we have (on H∞)
ch(c)(1− e−s
2D2) = ΓF
(
p−1∏
k=0
[F, ak]
)
(|D|p|D|−p)[F, ap](1− e
−s2D2)
= ΓF
(
p−1∏
k=0
[F, ak]
)
|D|p · |D|−p−1∂(ap)(1− e
−s2D2)
− ΓF
(
p−1∏
k=0
[F, ak]
)
|D|p · |D|−p−1δ(ap)(1− e
−s2D2)F.
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Thus,
‖ch(c)(1 − e−s
2D2)‖1 ≤
∥∥∥∥∥
(
p−1∏
k=0
[F, ak]
)
|D|p
∥∥∥∥∥
∞
·
∥∥∥|D|−p−1∂(ap)(1− e−s2D2)∥∥∥
1
+
∥∥∥∥∥
(
p−1∏
k=0
[F, ak]
)
|D|p
∥∥∥∥∥
∞
·
∥∥∥|D|−p−1δ(ap)(1 − e−s2D2)∥∥∥
1
.
In both summands, the first factor is finite by Lemma A.4.4, the second factor is
O(s) by Lemma A.1.6. 
Theorem 4.4.2. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1
and Hypothesis 4.0.1. For every Hochschild cycle c ∈ A⊗(p+1), we have
(4.14) Tr(Wp(c)De
−s2D2) =
Ch(c)
2
s−2 +O(s−1), s ↓ 0.
Proof. Let c ∈ A⊗(p+1) be a Hochschild cycle. By Lemma 4.4.1, we have
Tr(ch(c)e−s
2D2) = Tr(ch(c)) +O(s), s ↓ 0.
Since the spectral triple and p both have the same parity, we may apply Lemma
4.3.6 to get:
(4.15) 2Tr(W∅(c)e
−s2D2) = Tr(ch(c)) +O(s), s ↓ 0,
for all c ∈ A⊗(p+1)
Define the multilinear mappings Ks, Hs : A⊗(p+1) → C by setting
Ks(a0 ⊗ · · · ⊗ ap) = Tr(Γa0
(
p−1∏
k=1
[F, ak]
)
[Fe−s
2D2 , ap]),
Hs(a0 ⊗ · · · ⊗ ap) = Tr(Γa0
(
p−1∏
k=1
[F, ak]
)
F [e−s
2D2 , ap]).
By the Leibniz rule, we have
[F, ap]e
−s2D2 = [Fe−s
2D2 , ap]− F [e
−s2D2 , ap].
Therefore:
(4.16) Tr(W∅(c)e
−s2D2) = Ks(c)−Hs(c).
Now combining (4.15) and (4.16), we arrive at
(4.17) 2Ks(c)− 2Hs(c) = Tr(ch(c)) +O(s), s ↓ 0,
However it is shown in Appendix A.3 that Ks is a Hochschild coboundary, and
thus since c is a Hochschild cycle we have Ks(c) = 0.
Using (4.17), we obtain
(4.18) − 2Hs(c) = Tr(ch(c)) +O(s), s ↓ 0,
Define the multilinear mapping Vs : A
⊗(p+1) → C by setting
Vs(a0 ⊗ · · · ⊗ ap) = Tr(Γa0
(
p−1∏
k=1
[F, ak]
)
Fδ(ap)|D|e
−s2D2).
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Let 1q = 1−
1
p . By the Ho¨lder inequality in the form (2.7):
|(Hs + 2s
2Vs)(a0 ⊗ · · · ⊗ ap)|
=
∣∣∣∣∣Tr(Γa0(
p−1∏
k=1
[F, ak]
)
F ·
(
[e−s
2D2 , ap] + 2s
2δ(ap)|D|e
−s2D2
))∣∣∣∣∣
≤
∥∥∥Γa0 p−1∏
k=1
[F, ak]F
∥∥∥
q,∞
∥∥∥[e−s2D2 , ap] + 2s2δ(ap)|D|e−s2D2∥∥∥
p,1
.
The first factor on the above right hand side is finite by Proposition 3.1.5, and
the second factor above is O(s) by Lemma 4.2.4.(iii). Therefore, we have
(4.19) (Hs + 2s
2Vs)(c) = O(s), s ↓ 0,
Combining (4.19) and (4.18), we arrive at
(4.20) 4s2Vs(c) = Tr(ch(c)) +O(s), s ↓ 0,
for all Hochschild cycles c ∈ A⊗(p+1).
From the definition of Wp, if a0 ⊗ · · · ⊗ ap ∈ A⊗(p+1):
Tr(Wp(a0 ⊗ · · · ⊗ ap)De
−s2D2) = Tr(Γa0
(
p−1∏
k=1
[F, ak]
)
δ(ap)De
−s2D2)
= Tr(Γa0
(
p−1∏
k=1
[F, ak]
)
δ(ap)F |D|e
−s2D2).
Thus,∣∣∣Vs(a0 ⊗ · · · ⊗ ap)− Tr(Wp(a0 ⊗ · · · ⊗ ap)De−s2D2)∣∣∣
=
∣∣∣Tr(Γa0(p−1∏
k=1
[F, ak]
)
[F, δ(ap)]|D|e
−s2D2)
∣∣∣
=
∣∣∣Tr(Γ(p−1∏
k=1
[F, ak]
)
[F, δ(ap)]|D|e
−s2D2a0)
∣∣∣
≤
∥∥∥Γ(p−1∏
k=1
[F, ak]
)
[F, δ(ap)]|D|
p
∥∥∥
∞
·
∥∥∥|D|1−pe−s2D2a0∥∥∥
1
.
By Lemma A.1.4, we have that this is O(s−1) and therefore, we have
(4.21) Vs(c) = Tr(Wp(c)De
−s2D2) +O(s−1), s ↓ 0,
for all c ∈ A⊗(p+1).
Combining (4.20) and (4.21), we arrive at
4s2Tr(Wp(c)De
−s2D2) = Tr(ch(c)) +O(s), s ↓ 0
for all Hochschild cycles c ∈ A⊗(p+1). Dividing by 4s2,
Tr(Wp(c)De
−s2D2) =
1
4
s−2Tr(ch(c)) +O(s−1).
Since Ch(c) = 12Tr(ch(c)), this formula coincides with (4.14). 
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We remark that (4.13) follows as a simple combination of Theorems 4.3.1 and
4.4.2.
4.5. Heat semigroup asymptotic: the proof of the first main result
In this section, we finally complete the proof of Theorem 1.2.2. We start by
removing the assumption of Hypothesis 4.0.1.
The following two lemmas show that if the parity of p does not match (A, H,D),
then the statement of (4.13) becomes trivial.
Lemma 4.5.1. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1.
Suppose that D has a spectral gap at 0. Suppose that the dimension p is odd but
(A, H,D) is even. Then:
(i) for every c ∈ A⊗(p+1), we have
Tr(Ω(c)|D|2−pe−s
2D2) = 0, s > 0.
(ii) for every c ∈ A⊗(p+1), we have
Tr(ch(c)) = 0.
Proof. Let us prove (i). Since ΓD = −DΓ and Γ commutes with a ∈ A, we
have Γ[D, a] = −[D, a]Γ on H∞. Hence Γ∂(a) = −∂(a)Γ for all a ∈ A. Thus for
c = a0 ⊗ · · · ⊗ ap ∈ A⊗(p+1) since p is odd we have:
Ω(c) = Γa0
p∏
k=1
∂(ak) = −a0
(
p∏
k=1
∂(ak)
)
Γ.
However ΓD2 = D2Γ, so by the spectral theorem we have Γe−s
2D2 = e−s
2D2 . So
multiplying by e−s
2D2 on the right and taking the trace,
Tr(Ω(c)|D|2−pe−s
2D2) = −Tr(a0
(
p∏
k=1
∂(ak)
)
|D|2−pe−s
2D2Γ)
= −Tr(Γa0
(
p∏
k=1
∂(ak)
)
|D|2−pe−s
2D2).
This proves (i)
The argument for (ii) is similar. Note that we have Γ[F, a] = −[F, a]Γ for every
a ∈ A. Thus since p+ 1 is even:
ch(c) = ΓF
p∏
k=0
[F, ak]
= −FΓ
p∏
k=0
[F, ak]
= −F ·
p∏
k=0
[F, ak]Γ.
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Thus,
Tr(ch(c)) = −Tr(ΓF
p∏
k=0
[F, ak])
= −Tr(ch(c)).
This proves the second assertion. 
Now, we deal with the other case where the parity of (A, H,D) does not match
p.
Lemma 4.5.2. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1.
Suppose D has a spectral gap at 0 and (A, H,D) is odd but p is even.
(i) for every Hochschild cycle c ∈ A⊗(p+1), we have
Tr(Ω(c)|D|2−pe−s
2D2) = O(s−1), s ↓ 0.
(ii) for every c ∈ A⊗(p+1), we have
Tr(ch(c)) = 0.
Proof. First, we prove (i). Consider the multilinear mapping θs : A
⊗p → C
defined by the formula
θs(a0 ⊗ · · · ⊗ ap−1) = Tr(
(
p−1∏
k=0
∂(ak)
)
|D|2−pe−s
2D2).
The Hochschild coboundary bθs is computed in Section A.3 by the formula:
(bθs)(a0 ⊗ · · · ⊗ ap) = 2Tr(a0
(
p∏
k=1
∂(ak)
)
|D|2−pe−s
2D2)
+ Tr(a0
(
p−1∏
k=1
∂(ak)
)
[|D|2−pe−s
2D2 , ∂(ap)])
+ Tr(
(
p−1∏
k=0
∂(ak)
)
[|D|2−pe−s
2D2 , ap]).
Using the Ho¨lder inequality, we have∣∣∣Tr(a0(p−1∏
k=1
∂(ak)
)
[|D|2−pe−s
2D2 , ∂(ap)])
∣∣∣
≤ ‖a0‖∞
p−1∏
k=1
‖∂(ak)‖∞ ·
∥∥∥[|D|2−pe−s2D2 , ∂ap])∥∥∥
1
.
By Lemma 4.2.5, we have
(4.22) Tr(a0
(
p−1∏
k=1
∂(ak)
)
[|D|2−pe−s
2D2 , ∂(ap)]) = O(s
−1), s ↓ 0.
Similarly, we have∣∣∣Tr((p−1∏
k=0
∂(ak)
)
[|D|2−pe−s
2D2 , ap])
∣∣∣ ≤ p−1∏
k=0
‖∂(ak)‖∞ ·
∥∥∥[|D|2−pe−s2D2 , ap])∥∥∥
1
.
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By Lemma 4.2.5, we have
(4.23) Tr(
(
p−1∏
k=0
∂(ak)
)
[|D|2−pe−s
2D2 , ap]) = O(s
−1), s ↓ 0.
For every c ∈ A⊗(p+1), it follows from (4.22) and (4.23) that
(bθs)(c) = 2Tr(Ω(c)|D|
2−pe−s
2D2) +O(s−1), s ↓ 0.
If c is a Hochschild cycle, then (bθs)(c) = 0. Thus,
Tr(Ω(c)|D|2−pe−s
2D2) = O(s−1), s ↓ 0.
for every Hochschild cycle c. This completes the proof of (i).
The proof of (ii) is similar to Lemma 4.5.1.(ii). For all a ∈ A, we have F [F, a] =
−[F, a]F. Since p+ 1 is odd,
F ·
p∏
k=0
[F, ak] = −
(
p∏
k=0
[F, ak]
)
F.
Hence,
Tr(F
p∏
k=0
[F, ak]) = −Tr(F
p∏
k=0
[F, ak]).
This proves (ii). 
The preceding two lemmas show how to remove the assumption that the parities
of p and (A, H,D) match. It remains to remove the assumption that D has a
spectral gap at 0. For this purpose, we use the doubling trick. The ”doubling trick”
in this form follows [12, Definition 6].
Let µ > 0. We define another spectral triple (π(A), H0, Dµ), where
H0 = C
2 ⊗H,
Dµ =
(
D µ
µ −D
)
.
and π is the same representation of A as in Definition 2.2.17. That is:
π(a) :=
(
a 0
0 0
)
.
For a tensor c ∈ A⊗(p+1), we denote π(c) for the corresponding element of (π(A))⊗(p+1)
obtained by applying the map π⊗(p+1) to c. The spectral triple (π(A), H0, Dµ) is
equipped with grading operator
Γ0 =
(
Γ 0
0 (−1)degΓ
)
where Γ is the (possibly trivial) grading of (A, H,D) (see Definition 2.2.17).
Let Ωµ and chµ be the multilinear mappings Ω and ch (just as in Definition
2.2.15) as applied to the spectral triple (π(A), H0, Dµ).
Lemma 4.5.3. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1. Let
F0 be as in Definition 2.2.17. If a ∈ A, then as µ ↓ 0 we have:
[sgn(Dµ), π(a)]→ [F0, π(a)]
in Lp+1.
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Proof. We have
sgn(Dµ) =
(
D
(D2+µ2)1/2
µ
(D2+µ2)1/2
µ
(D2+µ2)1/2
− D
(D2+µ2)1/2
)
.
Hence,
[sgn(Dµ), π(a)] =
([
D
(D2+µ2)1/2
, a
]
−a µ
(D2+µ2)1/2
µ
(D2+µ2)1/2
a 0.
)
On the other hand, we have
[F0, π(a)] =
(
[sgn(D), a] −aP
Pa 0
)
.
Therefore:∥∥∥[sgn(Dµ), π(a)]− [F0, π(a)]∥∥∥
p+1
≤
∥∥∥(sgn(D) − D
(D2 + µ2)
1
2
)
a
∥∥∥
p+1
+
∥∥∥a(sgn(D)− D
(D2 + µ2)
1
2
)∥∥∥
p+1
+
∥∥∥(P − µ
(D2 + µ2)
1
2
)
a
∥∥∥
p+1
+
∥∥∥a(P − µ
(D2 + µ2)
1
2
)∥∥∥
p+1
=
∥∥∥a∗(sgn(D) − D
(D2 + µ2)
1
2
)2
a
∥∥∥ 12
p+1
2
+
∥∥∥a(sgn(D)− D
(D2 + µ2)
1
2
)2
a∗
∥∥∥ 12
p+1
2
+
∥∥∥a∗(P − µ
(D2 + µ2)
1
2
)2
a
∥∥∥ 12
p+1
2
+
∥∥∥a(P − µ
(D2 + µ2)
1
2
)2
a∗
∥∥∥ 12
p+1
2
.
By functional calculus, as µ ↓ 0 we have:(
sgn(D)−
D
(D2 + µ2)
1
2
)2
↓ 0,(
P −
µ
(D2 + µ2)
1
2
)2
↓ 0
in the weak operator topology. Hence,
a∗
(
sgn(D)−
D
(D2 + µ2)
1
2
)2
a ↓ 0, a
(
sgn(D)−
D
(D2 + µ2)
1
2
)2
a∗ ↓ 0, µ ↓ 0,
a∗
(
P −
µ
(D2 + µ2)
1
2
)2
a ↓ 0, a
(
P −
µ
(D2 + µ2)
1
2
)2
a∗ ↓ 0, µ ↓ 0.
also in the weak operator topology. The assertion follows now from the order
continuity of the L p+1
2
norm. 
Lemma 4.5.4. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1. If
c ∈ A⊗(p+1), then
lim
µ→0
chµ(π(c)) = ch0(c)
in the L1-norm.
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Proof. It suffices to prove the assertion for c = a0 ⊗ · · · ⊗ ap. Then we have
ch0(c)− chµ(π(c)) = Γ0(F0 − sgn(Dµ))
p∏
k=0
[F0, π(ak)]
− Γ0sgn(Dµ)
( p∏
k=0
[sgn(Dµ), π(ak)]−
p∏
k=0
[F0, π(ak)]
)
.
Next we use the fact that if q ≥ 1 and ifAµ → A in the strong operator topology,
Bµ → B ∈ Lq in the Lq norm, and supµ↓0 ‖Aµ‖∞ < ∞ then AµBµ → AB in L1
(see [60, Chapter 2, Example 3]).
We have that sgn(Dµ) − F0 → 0 in the strong operator topology, and since∏p
k=0[F0, π(ak)] ∈ L1, it follows that the first summand converges to 0 in the L1
norm.
For the second summand, we apply Lemma 4.5.3. Since for each k we have
that [sgn(Dµ), π(ak)] → [F0, π(ak)] in Lp+1, it follows that the second summand
converges to 0 in L1. 
Lemma 4.5.5. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1.
For every c ∈ A⊗(p+1), we have∥∥∥Ωµ(π(c))(1 ⊗ (1 +D2)− p2 e−s2D2)∥∥∥
1
= O(s−1), s ↓ 0.
Proof. Once more it suffices to prove the assertion for an elementary tensor
c = a0 ⊗ · · · ⊗ ap. We have∥∥∥Ωµ(π(c))(1 ⊗ (1 +D2)− p2 e−s2D2)∥∥∥
1
≤
∥∥∥Γ0π(a0) p−1∏
k=1
[Dµ, π(ak)]
∥∥∥
∞
∥∥∥[Dµ, π(ap)](1 ⊗ (1 +D2)− p2 e−s2D2)∥∥∥
1
≤ ‖a0‖∞
p−1∏
k=1
‖[Dµ, π(ak)]‖∞
∥∥∥[D, ap](1 +D2)− p2 e−s2D2∥∥∥
1
+ 2µ‖a0‖∞
p−1∏
k=1
‖[Dµ, π(ak)]‖∞
∥∥∥ap(1 +D2)− p2 e−s2D2∥∥∥
1
.
The assertion follows by applying Lemma A.1.4 (with m1 = 0 and m2 = p− 1) to
the odd spectral triple (A, H, F (1 +D2)
1
2 ). 
We note that since π is an algebra homomorphism, if c ∈ A⊗(p+1) is a Hochschild
cycle then so is π(c).
Lemma 4.5.6. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1. Let
c ∈ A⊗(p+1) be a Hochschild cycle. We have
(Tr2 ⊗Tr)(Ωµ(π(c))(1⊗ (1 +D
2)1−
p
2 e−s
2D2)) =
p
2
Chµ(π(c))s
−2 +O(s−1), s ↓ 0.
Proof. For µ > 0, the spectral triple (π(A), H0, Dµ) satisfies Hypothesis 1.2.1
and the spectral gap assumption. This allows us to apply Theorems 4.3.1 and 4.4.2
(or Lemmas 4.5.1 and 4.5.2) to the Hochschild cycle π(c) ∈ (π(A))⊗(p+1).
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A combination of Theorems 4.3.1 and 4.4.2 (if the parities of p and (π(A), H0, Dµ)
match) or one of Lemmas 4.5.1 and 4.5.2 (if parities of p and (π(A), H0, Dµ) do not
match) yields
(Tr2 ⊗ Tr)(Ωµ(π(c))|Dµ|
2−pe−s
2D2µ) =
p
2
Chµ(π(c))s
−2 +O(s−1), s ↓ 0.
Noting that D2µ = D
2
0 + µ
2, and e−s
2µ2 = O(1) we obtain
(Tr2 ⊗ Tr)(Ωµ(π(c))|Dµ|
2−pe−s
2D20 ) =
p
2
Chµ(π(c))s
−2 +O(s−1), s ↓ 0.
By Lemma 4.5.5, we have∥∥∥Ωµ(π(c))|Dµ|2−pe−s2D20 − Ωµ(π(c))|D1|2−pe−s2D20∥∥∥
1
≤
∥∥∥Ωµ(π(c))|D1|−pe−s2D20∥∥∥
1
∥∥∥(|Dµ|2−p − |D1|2−p) · |D1|p−2∥∥∥
∞
= O(s−1).

We are now ready to prove the main result of this chapter.
Proof of Theorem 1.2.2. For A ⊆ {1, · · · , p}, we define the multilinear
functional on a0 ⊗ · · · ap ∈ A⊗(p+1) by:
TA (a0 ⊗ · · · ⊗ ap) = Γ0π(a0)
p∏
k=1
yk(ak).
Here,
yk(a) :=

(
∂(a) 0
0 0
)
, k /∈ A(
0 −a
a 0
)
, k ∈ A .
In particular,
T∅(a0 ⊗ · · · ap) =
(
Ω(a0 ⊗ · · · ⊗ ap) 0
0 0
)
.
For c ∈ A⊗(p+1), we apply (4.5) to get
Ωµ(π(c)) =
∑
A⊆{1,··· ,p}
µ|A |TA (c).
For each 0 ≤ k ≤ p, we set
fk(s) =
∑
|A |=k
(Tr2 ⊗ Tr)(TA (c) · (1⊗ (1 +D
2)1−
p
2 e−s
2D2)).
That is, fk(s) is the coefficient of µ
k in (Tr2⊗Tr)(Ωµ(π(c))(1⊗(1+D2)1−
p
2 e−s
2D2)).
Now if c ∈ A⊗(p+1) is a Hochschild cycle, then Lemma 4.5.6 yields
(4.24)
p∑
k=0
µkfk(s) =
p
2
Chµ(π(c))s
−2 +O(s−1), s ↓ 0.
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Select a set {µ0, . . . , µp} of distinct positive numbers, and for each 0 ≤ l ≤ p
we may take µ = µl in (4.24) to arrive at:
p∑
k=0
µkl fk(s) =
p
2
Chµl(π(c))s
−2 +O(s−1), s ↓ 0, 0 ≤ l ≤ p.
Since the Vandermonde matrix {µkl }0≤l,k≤p is invertible, it follows that there exist
{α0, . . . , αk} such that:
fk(s) =
αk
s2
+O(s−1), s ↓ 0, 0 ≤ k ≤ p.
Substituting this back to (4.24), we obtain
p∑
k=0
µkαk =
p
2
Chµ(π(c)).
In particular
α0 =
p
2
lim
µ→0
Chµ(π(c))
So by Lemma 4.5.4,
α0 =
p
2
Ch(c).
Hence,
f0(s) =
p
2
Ch(c)s−2 +O(s−1), s ↓ 0.
The assertion follows now from the definition of f0. 
CHAPTER 5
Residue of the ζ−function and the Connes
character formula
In this chapter we complete the proofs of Theorem 1.2.3 and Theorem 1.2.5.
For a spectral triple (A, H,D) satisfying Hypothesis 1.2.1, we define the zeta
function of a Hochschild cycle c ∈ A⊗(p+1) by the formula
ζc,D(z) := Tr(Ω(c)(1 +D
2)−z/2), ℜ(z) > p+ 1.
Indeed, by Hypothesis 1.2.1.(iii) if ℜ(z) ≥ p+1 then the operator Ω(c)(1+D2)−z/2
is trace class, and so ζc,D is well defined when ℜ(z) > p+1. In Section 5.1 we prove
that ζc,D is holomorphic and has analytic continuation to the set
{z ∈ C : ℜ(z) > p− 1} \ {p}.
We also show that the point p is a simple pole for ζc,D, and that the corresponding
residue of ζc,D at p is equal to pCh(c), thus completing the proof of Theorem 1.2.3.
Then we undertake the more difficult task of proving Theorem 1.2.5. We achieve
this by a new characterisation of universal measurability in Section 5.5, which allows
us to deduce Theorem 1.2.5 as a corollary of Theorem 1.2.3.
The most novel feature of this chapter, and of this manuscript as a whole, is a
certain integral representation of the difference BzAz− (A
1
2BA
1
2 )z for two positive
bounded operators A and B and z ∈ C with ℜ(z) > 0 (see Lemma 5.2.1). This
result first appeared in [25, Lemma 5.2] for the special case where z is real and
positive. With this integral representation we are able to prove the analyticity of
the function
z 7→ Tr(XBzAz)− Tr(X(A
1
2BA
1
2 )z)
for a bounded operator X and for z in a certain domain in the complex plane,
under certain assumptions on A and B. This result is stated in full in Section 5.4.
In sections 5.6 and 5.7 we complete the proof of Theorem 1.2.5.
5.1. Analyticity of the ζ-function for ℜ(z) > p− 1, z 6= p
This section contains the proof of Theorem 1.2.3. The proof is relatively short,
since we are able to use Theorem 1.2.2.
Lemma 5.1.1. Let h ∈ L∞(0, 1) and u ∈ L∞(1,∞). Then,
(i) the function
F (z) :=
ˆ 1
0
sz−1h(s)ds, ℜ(z) > 0,
is analytic.
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(ii) the function
G(z) :=
ˆ ∞
1
sz−1u(s)e−sds, z ∈ C,
is analytic.
Proof. Let us prove (i). Define
Fn(z) =
ˆ 1
1
n
sz−1h(s)ds, ℜ(z) > 0.
Then for ℜ(z) > 0 we have:
|F (z)− Fn(z)| =
∣∣∣∣∣
ˆ 1
n
0
sz−1h(s)ds
∣∣∣∣∣
≤
ˆ 1
n
0
sℜ(z)−1|h(s)|ds
≤ ‖h‖∞
ˆ 1
n
0
sℜ(z)−1ds
=
‖h‖∞
ℜ(z)
n−ℜ(z).
So for every ε > 0, we have that Fn converges uniformly to F on the set {z :
ℜ(z) > ε}.
We now show that for each n the function Fn is entire. Indeed, we have the
power series expansion
sz−1 = e(z−1) log(s)
=
∑
k≥0
(log(s))k
k!
(z − 1)k.
which converges uniformly on compact subsets of C. Therefore, interchanging the
integral and summation, we have that for all z ∈ C
(5.1) Fn(z) =
∑
k≥0
1
k!
(ˆ 1
1
n
(log(s))kh(s)ds
)
(z − 1)k, z ∈ C.
This power series has infinite radius of convergence, since∣∣∣∣∣
ˆ 1
1
n
(log(s))kh(s)ds
∣∣∣∣∣ ≤ ‖h‖∞(log(n))k.
So each Fn is entire.
In summary, the sequence {Fn}n≥1 of entire functions converges to F uniformly
on the half-plane {z : ℜ(z) > ε}. Since ε is arbitrary, the sequence {Fn}n≥0
converges uniformly to F on compact subsets of the half plane {z : ℜ(z) > 0}.
Thus, F is holomorphic on this half-plane.
To prove (ii), we consider the functions
Gn(z) :=
ˆ n
1
sz−1u(s)e−sds, z ∈ C
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Exactly the same argument as above shows that each Gn is entire. For all
n ≥ 1, we have:
|G(z)−Gn(z)| ≤
ˆ ∞
n
sℜ(z)−1|u(s)|e−s ds
≤ ‖u‖∞
ˆ ∞
n
sℜ(z)−1e−s ds
So for any N > 0, we have that Gn converges uniformly to G in the set {z ∈ C :
ℜ(z) < N}, and therefore on compact subsets of the plane. Hence, G is entire. 
We are now able to prove Theorem 1.2.3.
Theorem. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1, and
let c ∈ A⊗(p+1) be a Hochschild cycle. Then the function
ζc,D(z) := Tr(Ω(c)(1 +D
2)−z/2), ℜ(z) > p+ 1
is analytic, and has analytic continuation to the set {z ∈ C : ℜ(z) > p− 1} \ {p}
and a simple pole at p with residue pCh(c).
Proof of Theorem 1.2.3. Let z ∈ C with ℜ(z) > 1. Then for all x > 0, we
have ˆ ∞
0
sz−1e−s
2x2 ds = x−z
ˆ ∞
0
tz−1e−t
2
dt
= x−z
ˆ ∞
0
u
z−1
2 e−u
u−
1
2
2
du
=
x−z
2
Γ
(z
2
)
.
Thus,
x2−z =
2
Γ
(
z
2
) ˆ ∞
0
sz−1x2e−x
2s2 ds
So by the functional calculus, for ℜ(z) > 2 we have an integral in the weak operator
topology:
(1 +D2)1−
z
2 =
2
Γ
(
z
2
) ˆ ∞
0
sz−1(1 +D2)e−s
2(1+D2) ds.
We now multiply on the left by the bounded operator Ω(c)(1 + D2)−p/2 to
arrive at:
Ω(c)(1 +D2)1−
z+p
2 =
2
Γ
(
z
2
) ˆ ∞
0
sz−1Ω(c)(1 +D2)1−
p
2 e−s
2(1+D2) ds.
We claim that this integral converges in L1. First, if p = 1 then consider the
function h1(t) = te
−t2 . Applying Lemma A.1.3 with the function h1, we have:
‖sℜ(z)−1Ω(c)(1 +D2)1−
p
2 e−s
2(1+D2)‖1 = s
ℜ(z)−2‖Ω(c)h1(s(1 +D
2)1/2)‖1
= O(sℜ(z)−3), s ↓ 0.
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On the other hand, if p > 1 then define hp(t) = (1 + t
2)1−p/2e−t
2
. Now applying
Lemma A.1.3 with the function hp:
‖sz−1Ω(c)(1 +D2)1−
p
2 e−s
2(1+D2)‖1 ≤
∥∥∥∥∥
(
1 +D2
1 + s2D2
)1− p2 ∥∥∥∥∥
∞
‖sz−1Ω(c)hp(s|D|)‖1
= sℜ(z)+p−3‖Ω(c)hp(s|D|)‖1
= O(sℜ(z)−3), s ↓ 0.
So in both cases, since ℜ(z) > 2, the function s 7→ ‖sz−1Ω(c)(1+D2)1−
p
2 e−s
2(1+D2)‖1
is integrable on [0, 1].
For s > 1, we have
e−s
2D2 ≤ e−D
2
≤ (1 +D2)−3/2.
so we have that
‖sz−1Ω(c)(1 +D2)1−
p
2 e−s
2(1+D2)‖1 ≤ s
ℜ(z)−1‖Ω(c)(1 +D2)−
p+1
2 ‖1.
Hence, s 7→ ‖sz−1Ω(c)(1+D2)1−
p
2 e−s
2(1+D2)‖1 is integrable on the interval (1,∞).
By Lemma 2.3.2, for ℜ(z) > 2 we therefore have:
‖Ω(c)(1 +D2)1−
z+p
2 ‖1 ≤
2
Γ
(
z
2
) ˆ ∞
0
‖sz−1Ω(c)(1 +D2)1−
p
2 e−s
2(1+D2)‖1 ds
<∞
and
(5.2) Tr(Ω(c)(1+D2)1−
z+p
2 ) =
2
Γ
(
z
2
) ˆ ∞
0
sz−1Tr(Ω(c)(1+D2)1−
p
2 e−s
2(1+D2)) ds.
We will now apply the result of Theorem 1.2.2 to the integrand. First we define a
function h on (0,∞) by:
h(s) :=
{
esTr(Ω(c)(1 +D2)1−
p
2 e−s
2(1+D2)), s ≥ 1
sTr(Ω(c)(1 +D2)1−
p
2 e−s
2(1+D2))− p2Ch(c)s
−1, 0 < s < 1.
By Theorem 1.2.2, the function h is bounded on the interval (0, 1). For s > 1, we
have a constant c such that.
|h(s)| ≤ Ces−s
2
Hence, h is bounded on [0,∞). Substituting h in (5.2):
Tr(Ω(c)(1 +D2)1−
z+p
2 ) =
2
Γ
(
z
2
) ˆ 1
0
sz−1(s−1h(s) +
p
2
Ch(c)s−2) ds
+
2
Γ
(
z
2
) ˆ ∞
1
sz−1e−sh(s) ds.
By Lemma 5.1.1.(ii), the second term in the above sum has extension to an entire
function, and so we focus on the first term. We have,
2
Γ
(
z
2
) ˆ 1
0
sz−1(s−1h(s) +
p
2
Ch(c)s−2) ds =
2
Γ
(
z
2
) ˆ 1
0
sz−2h(s) ds
+
p
Γ
(
z
2
)Ch(c)ˆ 1
0
sz−3 ds.
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Due to Lemma 5.1.1.(i), the first term in the above sum has extension to an analytic
function for ℜ(z − 1) > 0. That is, for ℜ(z) > 1.
As for the second term, since we are still working with ℜ(z) > 2 we may
compute: ˆ 1
0
sz−3 ds = (z − 2)−1.
So in summary, the function initially defined for ℜ(z) > 2 given by:
z 7→ Tr(Ω(c)(1 +D2)1−
p+z
2 )−
p
Γ
(
z
2
) (z − 2)−1
is analytic on the set ℜ(z) > 2, and has analytic continuation to the set ℜ(z) > 1.
Since the function 1
Γ( z2 )
is entire, and Γ(1) = 1, we may equivalently say that the
function
z 7→ ζc,D(z + p− 2)− pCh(c)(z − 2)
−1, ℜ(z) > 2
has analytic continuation to the set ℜ(z) > 1. In other words, for ℜ(z) > p
ζc,D(z)− pCh(c)(z − p)
−1
has analytic continuation to the set ℜ(z) > p− 1. This is exactly the statement of
the theorem. 
5.2. An Integral Representation for BzAz − (A
1
2BA
1
2 )z
In this section, we follow the convention that for all s ∈ R we have 0is = 0, so
in particular we have the unusual convention that 0i0 = 0. This section is devoted
to the proof of Theorem 5.2.1 (stated below). Theorem 5.2.1 is a strengthening of
[25, Lemma 5.2] (which corresponds to the special case where z is real and B is
compact). Theorem 5.2.1 also substantially strengthens [10, Proposition 4.4].
Here we work with abstract operators on a separable Hilbert space H . Given
a positive bounded operator A on H , and a complex number z with ℜ(z) > 0, the
operator Az may be defined by continuous functional calculus.
Theorem 5.2.1. Let A and B be bounded, positive operators on H, and let
z ∈ C with ℜ(z) > 1. Let Y := A1/2BA1/2. We define the mapping Tz : R → L∞
by,
Tz(0) := B
z−1[BA
1
2 , Az−
1
2 ] + [BA
1
2 , A
1
2 ]Y z−1,
Tz(s) := B
z−1+is[BA
1
2 , Az−
1
2+is]Y −is +Bis[BA
1
2 , A
1
2+is]Y z−1−is, s 6= 0.
We also define the function gz : R→ C by:
gz(0) := 1−
z
2
,
gz(t) := 1−
e
z
2 t − e−
z
2 t
(e
t
2 − e−
t
2 )(e(
z−1
2 )t + e−(
z−1
2 )t)
.
Then:
(i) The mapping Tz : R→ L∞ is continuous in the weak operator topology.
(ii) We have:
BzAz − (A
1
2BA
1
2 )z = Tz(0)−
ˆ
R
Tz(s)ĝz(s) ds.
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Remark 5.2.2. For ℜ(z) > 1, the function gz is Schwartz, and hence so is the
(rescaled) Fourier transform ĝz.
Proof. For t 6= 0, we may rewrite gz(t) as:
gz(t) =
1
2
(
tanh((z − 1)t/2)
tanh(t/2)
− 1
)
.
Letting s = t/2 and w = z − 1, it then suffices to show that for ℜ(w) > 0 the
function
fw(s) =
tanh(ws)
tanh(s)
− 1, s 6= 0
with fw(0) = w − 1 is Schwartz. Since lims→0
tanh(s)
s = 1, it is evident that fw is
continuous at 0 and that fw is smooth in [−1, 1].
It suffices now to show that the function tanh(ws)− tanh(s) is Schwartz, since
for |s| > 1 the function 1tanh(s) is smooth and bounded with all derivatives bounded.
For s > 1, we can write,
tanh(ws) − tanh(s) = tanh(ws) − 1 + (1− tanh(s))
and then note that since ℜ(w) > 0, the functions tanh(ws)−1 and 1−tanh(s) have
rapid decay as s→∞, with all derivatives to all orders also of rapid decay as s→∞.
Similarly, for s < −1, we can write tanh(ws)−tanh(s) = tanh(ws)+1−(tanh(s)+1)
and then use the fact that tanh(s) + 1 and tanh(ws) + 1 have rapid decay, with all
derivatives of rapid decay, as s→ −∞. 
Lemma 5.2.3. Let Ak, Xk ∈ L∞, 1 ≤ k ≤ n, and let Xk ≥ 0, 1 ≤ k ≤ n. The
function from R to L∞ given by:
s 7→
n∏
k=1
AkX
is
k , s ∈ R
is continuous in the strong operator topology (and in particular in the weak operator
topology).
Proof. If uniformly bounded nets {Ai}i∈I and {Bi}i∈I converge in the strong
operator topology to A and B respectively, then the net {AiBi}i∈I converges to
AB in strong operator topology. This fact is standard and can be found e.g. in [8,
Proposition 2.4.1]. Therefore it suffices to show that for each k = 1, . . . , n that the
function s 7→ X isk is continuous in the strong operator topology.
We note if Xk has a spectral gap at 0, then log(Xk) is well defined by continuous
functional calculus and X isk = exp(is log(Xk)) is strongly continuous by the Stone-
von Neumann theorem.
If Xk does not necessarily have a spectral gap, then instead we use the Borel
function:
log0(t) :=
{
log(t), t > 0
0, t = 0.
Hence, for s ∈ R and t ≥ 0,
exp(is log0(t)) =
{
tis, t > 0,
1, t = 0.
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Recalling our convention stated at the start of this section, that 0is = 0 for all
t ≥ 0, we have:
tis = exp(is log0(t))(1 − χ{0}(t)).
Let Pk be the support projection of Xk (i.e., the projection onto the orthogonal
complement of the kernel of Xk). Then since Pk = 1−χ{0}(Xk) by Borel functional
calculus we have:
X isk = Pk exp(is log0(Xk)).
Since the operator log0(Xk) is self-adjoint, by the Stone-von Neumann theorem
it follows that s 7→ exp(is log0(Xk)) is strongly continuous. Hence, s 7→ X
is
k is
strongly continuous and the proof is complete. 
Lemma 5.2.4. Let X and Y be positive bounded operators and z ∈ C with
ℜ(z) > 1. Set Vz := Xz−1(X − Y ) + (X − Y )Y z−1. Then,
Xz − Y z = Vz −
ˆ
R
X isVzY
−isĝz(s)ds.
The integral is understood in the weak operator topology sense. The function gz is
the same as in the statement of Theorem 5.2.1.
Proof. We define the function φ1,z on [0,∞)× [0,∞) by:
φ1,z(λ, µ) := gz(log(
λ
µ
)) λ, µ > 0,
φ1,z(0, µ) := 0, µ ≥ 0,
φ1,z(λ, 0) := 0, λ ≥ 0.
We caution the reader that φ1,z is not continuous at (0, 0) unless z = 2 (indeed,
φ1,z(λ, λ) = gz(0) = 1−
z
2 for all λ > 0). If we rewrite the definition of gz in terms
of exponentials, then for t 6= 0 we get
gz(t) = 1−
e
z
2 t − e−
z
2 t
(e
t
2 − e−
t
2 )(e(
z−1
2 )t + e−(
z−1
2 )t)
,
and therefore:
(5.3) φ1,z(λ, µ) = 1−
λz − µz
(λ− µ)(λz−1 + µz−1)
, λ, µ > 0, λ 6= µ.
We claim that
(5.4) φ1z(λ, µ) =
ˆ
R
ĝz(s)λ
isµ−isds, λ, µ ≥ 0.
Indeed, since gz is Schwartz we can use the Fourier inversion theorem:
gz(t) =
ˆ
R
ĝz(s)e
istds, t ∈ R.
If λ, µ > 0, we simply substitute t = log(λ/µ). For λ = 0 or µ = 0, then the right
hand side of (5.4) vanishes, as does φ1,z by definition. Hence (5.4) is valid for all
λ, µ ≥ 0.
Thus, by the definition of the double operator integral (2.14), we have:
(5.5) TX,Yφ1,z (A) =
ˆ
R
ĝz(s)X
isAY −isds.
Indeed, since gz is a Schwartz function, it follows that ĝz ∈ L1(R) and so the
condition (2.13) holds. Therefore, (5.5) follows as a consequence of (2.14). Here,
82 5. RESIDUE OF THE ζ−FUNCTION AND THE CONNES CHARACTER FORMULA
the integral on the right hand side of (5.5) is understood in the weak operator
topology sense.
Measurability of the function s 7→ X isAY −is in the weak operator topology is
guaranteed by Lemma 5.2.3 and condition (2.10) follows from the inequality
‖ĝz(s)X
isAY −is‖∞ ≤ |ĝz(s)| · ‖A‖∞, s ∈ R,
and from the fact that ĝz is a Schwartz (and in particular integrable) function. So
it follows that TX,Yφ1,z is bounded in the operator norm from L∞ to L∞.
We introduce two more functions on [0,∞)× [0,∞). First,
φ2,z(λ, µ) = (λ
z−1 + µz−1)(λ− µ), λ, µ ≥ 0
and secondly,
φ3,z(λ, µ) = (λ
z−1 + µz−1)(λ− µ)− (λz − µz), λ, µ ≥ 0.
Both functions are bounded on compact subsets of [0,∞)2, and so in particular on
Spec(X)× Spec(Y ), since by assumption both X and Y are bounded.
The equality φ3,z = φ1,zφ2,z holds on [0,∞)× [0,∞). Indeed this follows from
(5.3) for λ, µ > 0, λ 6= µ. For λ = µ > 0 one has φ1,z(λ, λ) = 1 −
z
2 , φ2,z(λ, λ) = 0
and φ3,z(λ, λ) = 0. If λ = 0 or µ = 0 one has φ1,z(λ, µ) = 0 and φ3,z(λ, µ) = 0.
Using formulae (2.16) and (2.14), we obtain that TX,Yφ2,z : L∞ → L∞ and
TX,Yφ2,z (A) = X
zA−Xz−1AY +XAY z−1 −AY z .
Since φ3,z bounded on Spec(X) × Spec(Y ), we also get that T
X,Y
φ3,z
is bounded in
the operator norm from L∞ to L∞, and
TX,Yφ3,z (A) = (X
zA−Xz−1AY +XAY z−1 −AY z)− (XzA−AY z).
We note at this point that TX,Yφ3,z (1) = Vz .
We have φ3,z = φ1,zφ2,z on Spec(X)× Spec(Y ), and thus by (2.15):
TX,Yφ1,z (Vz) = T
X,Y
φ1,z
(TX,Yφ2,z (1))
= TX,Yφ3,z (1)
= Vz − (X
z − Y z).
The assertion follows now from (5.5). 
We are now able to prove Theorem 5.2.1 in the special case where the spectrum
of B is a finite set.
Lemma 5.2.5. Theorem 5.2.1 holds under the additional assumption that the
spectrum of B consists of a finite set of points.
Proof. Suppose that Spec(B) = {λ1, . . . , λn}, where each λk ≥ 0 is distinct.
By the spectral theorem there exists n mutually orthogonal projections {Pk}nk=1
such that
B =
n∑
k=1
λkPk
and
∑n
k=1 Pk = 1. We have,
Bz =
n∑
k=1
λzkPk.
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Therefore,
BzAz − Y z =
n∑
k=1
(Pkλ
z
kA
z − PkY
z)
=
n∑
k=1
Pk((λkA)
z − Y z).(5.6)
Applying Lemma 5.2.4 to each term in the above sum, with X = λkA, if
Vk,z = (λkA)
z−1(λkA− Y ) + (λkA− Y )Y
z−1
then
(λkA)
z − Y z = Vk,z −
ˆ
R
(λkA)
isVk,zY
−isĝz(s) ds.
Now substituting into (5.6), we have:
BzAz − Y z =
n∑
k=1
Pk
(
Vk,z −
ˆ
R
(λkA)
isVk,zY
−isĝz(s) ds
)
=
n∑
k=1
PkVk,z −
ˆ
R
(
n∑
k=1
Pk(λkA)
isVk,z
)
Y −is ĝz(s) ds.
By the definition of Vk,z :
Vk,z = (λkA)
z − (λkA)
z−1Y + λkAY
z−1 − Y z
and so
n∑
k=1
PkVk,z = B
zAz −Bz−1Az−1Y +BAY z−1 − Y z
= Bz−1(BAz −Az−1Y ) + (BA − Y )Y z−1
= Bz−1(BAz −Az−1A1/2BA1/2) + (BA−A1/2BA1/2)Y z−1
= [BA1/2, Az−1/2] + [BA1/2, A1/2]Y z−1
= Tz(0).
We may also compute the sum in the integrand:
n∑
k=1
Pk(λkA)
isVk,z =
n∑
k=1
Pk
(
(λkA)
z+is − (λkA)
z−1+isY + (λkA)
1+isY z−1 − (λkA)
isY z
)
=
n∑
k=1
jPkλ
z+is
k ·A
p+is −
n∑
k=1
Pkλ
z−1+is
k ·A
z−1+isY
+
n∑
k=1
Pkλ
1+is
k A
1+isY z−1 −
n∑
k=1
Pkλ
is
k · A
isY z.
By functional calculus, we have
n∑
k=1
Pk(λkA)
isVk,z = B
z+isAz+is −Bz−1+isAz−1+isY +B1+isA1+isY z−1 −BisAisY z
= Bz−1+is(BAz+is −Az−1+isY ) +Bis(BA1+is −AisY )Y z−1
= Bz−1+is[BA
1
2 , Az−
1
2+is] +Bis[BA
1
2 , A
1
2+is]Y z−1.
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So multiplying on the right by Y −is,(
n∑
k=1
Pk(λkA)
isVk,z
)
Y −is = Bz−1+is[BA
1
2 , Az−
1
2+is]Y −is+Bis[BA
1
2 , A
1
2+is]Y z−1−is.
We recognise this right hand side as exactly Tz(s), and so
BzAz − Y z = Tz(0)−
ˆ
R
Tz(s)ĝz(s) ds
as required. 
We now explain how to deduce the general version of Lemma 5.2.1 from the
special case of Lemma 5.2.5 (i.e, when Spec(B) is a finite set). To do this we will
select a sequence {Bn}∞n=1 with Bn → B in the uniform norm and such that the
spectrum of each Bn is finite.
The following lemma shows that under certain conditions, if Bn → B in the
uniform norm, then Bisn → B
is in the weak operator topology for each fixed s ∈ R.
For a bounded operator T we denote supp(T ) for the projection onto the or-
thogonal complement of ker(T ) (this is the support projection of T ).
Lemma 5.2.6. Let C be a positive bounded operator, and let {Cn}∞n=1 be a
sequence of positive bounded operators such that Cn → C in the operator norm,
and for each n we have supp(Cn) = supp(C). Then for all s ∈ R, we have that
Cisn → C
is in the weak operator topology.
Proof. By definition, we need to show that for all s ∈ R and ξ, η ∈ H we have
lim
n→∞
〈Cisn ξ, η〉 = 〈C
isξ, η〉.
By assumption, supp(Cn) = supp(C) for every n ≥ 0. By taking a quotient by
the closed subspace ker(C) if necessary, we may assume without loss of generality
that supp(Cn) = supp(C) = 1 for every n ≥ 0. Also without loss of generality,
we assume that ‖C‖∞ ≤ 1 and supn≥0 ‖Cn‖∞ ≤ 1. Let ξ, η ∈ H be such that
‖ξ‖ = ‖η‖ = 1.
Fix ε > 0. Since ker(C) = {0}, we may select m > 1 such that
‖χ[0, 1m ](C))ξ‖ < ε.
Let 0 ≤ φ ≤ 1 be a smooth function supported on the interval [ 1m+1 , 2] such that
φ = 1 on the interval [ 1m , 1]. We note that therefore
‖(1− φ(C))ξ‖ = ‖(1− φ(C))χ[0, 1m )ξ‖
≤ ‖χ[0, 1m )ξ‖
< ε.
Let ψ(t) := tisφ(t). Since φ and ψ are smooth and compactly supported, it follows
that their first and second derivatives are in L2(R). These conditions are sufficient
for φ and ψ to be operator Lipschitz (see [51, Lemma 6, Lemma 7]): i.e., there are
constants Cφ and Cψ such that
‖φ(Cn)− φ(C)‖∞ ≤ Cφ‖Cn − C‖∞,
‖ψ(Cn)− ψ(C)‖∞ ≤ Cψ‖Cn − C‖∞.
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Select N > 0 such that for all n > N we thus have,
‖φ(Cn)− φ(C)‖∞ ≤ ǫ and,
‖φ(Cn)C
is
n − φ(C)C
is‖∞ ≤ ǫ.
For n > N we have:
〈Cisn ξ, η〉 − 〈C
isξ, η〉 = 〈Cisn (1 − φ(Cn))ξ, η〉+ 〈C
is(φ(C) − 1)ξ, η〉
+ 〈(Cisn φ(Cn)− C
isφ(C))ξ, η〉.(5.7)
For the first term in (5.7) above, we have:
|〈Cisn (1− φ(Cn))ξ, η〉| ≤ ‖(1− φ(Cn))ξ‖
≤ ‖(1− φ(C))ξ‖ + ‖φ(Cn)− φ(C)‖∞
< 2ε.
Next, for the second term in (5.7), we have
|〈Cis(φ(C) − 1)ξ, η〉| ≤ ‖(1− φ(C))ξ‖∞
< ε.
Finally, for the third term in (5.7),
|〈(Cisn φ(Cn)− C
isφ(C))ξ, η〉| ≤ ‖ψ(Cn)− ψ(C)‖∞ ≤ ε.
So in summary, for n ≥ N we have:
|〈Cisn ξ, η〉 − 〈C
isξ, η〉| ≤ 4ε.
Since ε > 0 is arbitrarily small, the assertion follows. 
We are now ready to prove Theorem 5.2.1.
Proof of Theorem 5.2.1. Without loss of generality, ‖B‖∞ = 1 (if not,
then we replace the couple (A,B) with a couple (cA, c−1B) with a suitable constant
c > 0). In this case we have Spec(B) ⊆ [0, 1] and 1 ∈ Spec(B). For every n ≥ 1,
set
Bn =
n∑
m=1
m
n
χ(m−1n ,
m
n ]
(B).
Recall that Y := A1/2BA1/2, and let Yn := A
1/2BnA
1/2, and let Tn,z(s) be defined
as Tz(s) with the occurances of B replaced with Bn and Y replaced with Yn.
By construction, the spectrum of B consists of at most n points, indeed by the
spectral mapping theorem:
Spec(Bn) ⊆
{m
n
}n
m=1
.
Since 1 ∈ Spec(B), we always have that χ(n−1n ,1]
(B) 6= 0, so 1 ∈ Spec(Bn) and
‖Bn‖∞ = 1. We also have that supp(Bn) = supp(B), and supp(Yn) = supp(Y ).
Moreover, Bn converges in norm to B, since ‖B−Bn‖∞ ≤
1
n . Thus by Lemma
5.2.6, for any s ∈ R we also have that Bisn → B
is in the weak operator topology.
Similarly, Yn → Y in the norm topology and Y isn → Y
is in the weak operator
topology.
It follows now that for each s ∈ R and z ∈ C with ℜ(z) > 1, we have
that Tn,z(s) → Tz(s) in the weak operator topology. One can also see that
sups∈R supn≥1 ‖Tn,z(s)‖∞ <∞.
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In other words, for every ξ, η ∈ H, we have
〈Tn,z(s)ξ, η〉 → 〈Tz(s)ξ, η〉.
Since |〈Tn,z(s)ξ, η〉| ≤ supn≥1 ‖Tn,z(s)‖∞, and this is bounded in s, we may use
the Dominated Convergence theorem to obtainˆ
R
〈Tn(s)ξ, η〉ĝz(s)ds→
ˆ
R
〈T (s)ξ, η〉ĝz(s)ds
By Lemma 5.2.5, for all n ≥ 1 and ξ, η ∈ H we have:
(5.8) 〈(BznA
z − Y zn )ξ, η〉 = 〈Tn,z(0)ξ, η〉 −
ˆ
R
〈Tn,z(s)ξ, η〉ĝz(s) ds.
As already discussed, Bzn → B
z in the weak operator topology, and similarly
Y zn → Y
z in the weak operator topology. Hence both sides of (5.8) converge, and:
〈(BzAz − Y z)ξ, η〉 = 〈Tz(0)ξ, η〉 −
ˆ
R
〈Tz(s)ξ, η〉ĝz(s) ds.
Since ξ and η are arbitrary, this completes the proof. 
5.3. Analyticity of the mapping z 7→ gz
So far we have considered the function,
gz(t) := 1−
e
z
2 t − e−
z
2 t
(e
t
2 − e−
t
2 )(e(
z−1
2 )t + e−(
z−1
2 )t)
, t 6= 0
with gz(0) := 1−
z
2 as a Schwartz function of t with a fixed parameter z ∈ C, with
ℜ(z) > 1.
We may equally well consider g as a function of z. That is, the mapping z 7→ gz
defines a function:
{z ∈ C : ℜ(z) > 1} → S(R).
As a matter of fact, the function z 7→ gz is holomorphic with values in the
Hilbert-Sobolev space:
H2(R) := {f ∈ L2(R) : f
′, f ′′ ∈ L2(R)},
equipped with the Sobolev norm:
‖f‖2H2(R) := ‖f‖
2
L2(R)
+ ‖f ′‖2L2(R) + ‖f
′′‖2L2(R).
We remind the reader of the meaning of Banach space valued holomorphy. If
D ⊆ C is a domain, X is a Banach space and f : D → X then the following two
conditions are equivalent:
(a) For any continuous linear functional ̟ ∈ X∗, the function ̟ ◦ f : D → C is
holomorphic.
(b) For any z ∈ C, the limit in the norm topology of X
f ′(z) = lim
ζ→z
f(z)− f(ζ)
z − ζ
exists.
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The equivalence of these conditions is well known, see e.g. [57, Theorem 3.31].
We work with the first condition. Since H2(R) is a Hilbert space, for any
continuous linear functional ̟ on H2(R) there exists h ∈ H2(R) such that:
̟(gz) =
ˆ
R
gz(t)h(t) dt+
ˆ
R
g′z(t)h
′(t) dt+
ˆ
R
g′′z (t)h
′′(t) dt.
So we focus on proving that for each h ∈ H2(R), the mapping z 7→ ̟(gz) is
holomorphic.
Lemma 5.3.1. Let G : {z ∈ C : ℜ(z) > 1} → H2(R)} be the function given by
G(z) = gz. Then G is continuous on its domain.
Proof. It suffices to prove that the mappings G : {z ∈ C : ℜ(z) > 1} →
H2(−1, 1)}, G : {z ∈ C : ℜ(z) > 1} → H2(1,∞)} and G : {z ∈ C : ℜ(z) > 1} →
H2(−∞,−1)} are continuous on their domains.
We write the first function as follows:
gz = 1− azbcz, ℜ(z) > 1,
where
az(t) =
sinh( zt2 )
t
, b(t) =
t
2 sinh( t2 )
, cz(t) =
1
cosh(
(
z−1
2
)
t)
.
Since z → az and z → cz are continuous C2[−1, 1]−valued mappings, the first
assertion follows.
We rewrite our function as follows.
gz = −
sinh( (z−2)t2 )
2 sinh( t2 ) cosh(
(z−1)t
2 )
, t ∈ R.
Equivalently,
gz = −azbcz,
where
az = e
−
(z+1)t
2 − e−
(3z−3)t
2 , b =
e−t
1− e−t
, cz =
1
1 + e−(z−1)t
.
Since z → az and z → cz are continuous C
2(1,∞)−valued mappings and b ∈
H2(1,∞), the second assertion follows. 
Theorem 5.3.2. Let G : {z ∈ C : ℜ(z) > 1} → H2(R)} be the function given
by G(z) = gz. Then G is holomorphic on its domain.
Proof. To show thatG is holomorphic with values inH2(R), it suffices to show
for all continuous linear functionals ̟ on H2(R) that z 7→ ̟(G(z)) is holomorphic.
Since H2(R) is a Hilbert space, it suffices to show for all h ∈ H2(R) that:
(5.9) z 7→
ˆ
R
gz(t)h(t) + g
′
z(t)h
′(t) + g′′z (t)h
′′(t) dt, ℜ(z) > 1
is holomorphic.
Let γ be a simple closed curve contained in {z : ℜ(z) > 1}. By Lemma 5.3.1,
the function
(z, t) 7→ gz(t)h(t) + g
′
z(t)h
′(t) + g′′z (t)h
′′(t), t ∈ R, z ∈ γ
is integrable on γ × R. Indeed,ˆ
γ
( ˆ
R
|gz(t)h(t) + g
′
z(t)h
′(t) + g′′z (t)h
′′(t)|dt
)
|dz| ≤
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≤
ˆ
γ
‖gz‖H2(R)|dz| ≤ length(γ) · sup
z∈γ
‖gz‖H2(R) <∞.
We may apply Fubini’s theorem to conclude that:ˆ
γ
̟(Gz) dz =
ˆ
R
(ˆ
γ
(gz(t)h(t) + g
′
z(t)h
′(t) + g′′z (t)h
′′(t))dz
)
dt.
For each fixed t it follows from the definition that the functions gz(t), g
′
z(t) and
g′′z (t) are holomorphic in z. Hence
´
γ ̟(G(z)) dz = 0 for all simple closed curves
γ contained in {z : ℜ(z) > 1}. Since z 7→ ̟(G(z)) is continuous, by Morera’s
theorem z 7→ ̟(G(z)) is holomorphic in the domain {z : ℜ(z) > 1}. Since ̟ is
arbitrary, G is H2(R)-valued holomorphic. 
5.4. The function z → Tr(XBzAz)− Tr(X(A
1
2BA
1
2 )z) admits analytic
continuation to {ℜ(z) > p− 1}
As indicated in the title, in this section we prove (under certain assumptions
on A and B) that for all X ∈ L∞ the mapping
z 7→ Tr(XBzAz)− Tr(X(A
1
2BA
1
2 )z)
defined initially on {z ∈ C : ℜ(z) > p} is holomorphic, and admits analytic
continuation to the set {z : ℜ(z) > p− 1}. The precise assumptions on A and B
are as follows:
Condition 5.4.1. Let p > 2 and let 0 ≤ A,B ∈ L∞ satisfy the conditions
(i) BpA ∈ L1,∞
(ii) Bq−2[B,A] ∈ L1 for every q > p
(iii) A
1
2BA
1
2 ∈ Lp,∞
(iv) [B,A
1
2 ] ∈ L p
2 ,∞
.
The main result of this section is the following:
Theorem 5.4.2. Let p > 2 and let A and B satisfy Condition 5.4.1. If X ∈ L∞,
then the mapping
z → Tr(XBzAz)− Tr(X(A
1
2BA
1
2 )z), ℜ(z) > p,
admits an analytic continuation to the half-plane {ℜ(z) > p− 1}.
Lemma 5.4.3. Assume that p ≥ 1 and that A,B satisfy Condition 5.4.1. Then
for all r ≥ 1 we have B
p
rA ∈ Lr,∞. More precisely, we have the following norm
bound:
‖B
p
rA‖r,∞ ≤ e‖A‖
1− 1r
∞ ‖B
pA‖
1
r
1,∞.
Proof. We show this is a consequence of the Araki-Lieb-Thirring inequality
(2.1) and (2.4).
Fix r ≥ 1. Then by the Araki-Lieb-Thirring inequality:
|Bp/rA|r ≺≺log B
pAr.
Now using (2.4):
‖Bp/rA‖r,∞ = ‖|B
p/rA|r‖1,∞
≤ e‖BpAr‖1,∞
≤ e‖A‖r−1∞ ‖B
pA‖1,∞.
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
The next lemma provides a sufficient condition for a function to be holomorphic
with values in a Banach ideal of L∞.
Lemma 5.4.4. Assume that D ⊆ C is a domain (i.e., a connected open set)
and that F : D → L∞ is a holomorphic function. If I is a Banach-normed ideal of
L∞ such that F takes values in I and F : D → I is continuous, then F is also an
I-valued holomorphic function.
Proof. Fix a contour γ ⊂ D. such that the interior of γ is contained in D.
Then for all z in the interior of γ, we have
F (z) =
1
2πi
ˆ
γ
F (w)
w − z
dw
A priori, the integral is a weak integral. However, F : D → I is continuous and,
therefore, the integral is Bochner in I.
In order to show that F is holomorphic, it suffices to show that it is differen-
tiable. Let
G(z) =
1
2πi
ˆ
γ
F (w)
(w − z)2
dw
Once more, since F : D → I is continuous, then this integral is defined as an
I-valued Bochner integral. If F were holomorphic, then G would be the derivative
of F . The proof will be completed upon showing that G is indeed the derivative of
F considered as an I-valued mapping.
For every z and z0 in the interior of γ, we have:
F (z)− F (z0)
z − z0
−G(z0) =
z − z0
2πi
ˆ
γ
F (w)
(w − z)(w − z0)2
dw
Again, this integral is an I-valued Bochner integral.
Thus,∥∥∥F (z)− F (z0)
z − z0
−G(z0)
∥∥∥
I
≤
|z − z0|
2π
ˆ
γ
‖F (w)‖I
1
|w − z| · |w − z0|2
|dw|
≤ sup
w∈γ
‖F (w)‖I ·
|z − z0|
2π
ˆ
γ
1
|w − z| · |w − z0|2
|dw|.
Since f is continuous, the right hand side tends to 0 as z → z0. Hence, G = F
′ and
so F is holomorphic. 
Lemma 5.4.5. Let 0 ≤ A ∈ L∞. The function z → Az is L∞−valued holomor-
phic on the half-plane {z : ℜ(z) > 0}.
Proof. For z0, z ∈ C with ℜ(z0) > 0 and ℜ(z) > 0, we define the operator
Az0 log(A) by means of functional calculus (the convention 0z0 log(0) = 0 is used).
Hence,∥∥∥Az −Az0
z − z0
−Az0 log(A)
∥∥∥
∞
≤ sup
0≤λ≤‖A‖∞
∣∣∣λz − λz0
z − z0
− λz0 log(λ)
∣∣∣
= O(z − z0), z0 → z.
Hence, for all z with ℜ(z) > 0
Az −Az0 = Az0 log(A)(z − z0) + o(1), z0 → z
90 5. RESIDUE OF THE ζ−FUNCTION AND THE CONNES CHARACTER FORMULA
and so Az is L∞-valued holomorphic with derivative Az log(A). 
Lemma 5.4.6. Let p > 2 and assume A and B satisfy condition 5.4.1. The
mapping
z → [B,Az ], ℜ(z) > 1,
is a holomorphic L p
2 ,∞
−valued function.
Proof. We take care to note that since p > 2, the ideal Lp/2,∞ can be equipped
with a norm generating the same topology as that of the canonical quasi-norm (see
[3, Chapter 4, Lemma 4.5]). Denote such a norm as ‖ · ‖′Lp/2,∞ .
Denote
F (z) = [B,Az ].
Since F (z) = BAz − AzB it now follows from Lemma 5.4.5 that F is L∞-valued
holomorphic. Due to Lemma 5.4.4, it now suffices to show that F is Lp/2,∞-valued
and Lp/2,∞-continuous.
Let φ be a compactly supported smooth function on R, such that 0 ≤ φ ≤ 1
and φ = 1 on the interval [0, ‖A‖∞]. Define
φz(t) = |t|
zφ(t), t ∈ R,ℜ(z) > 1.
Since φ = 1 on the spectrum of A, we have that φz(A) = A
z and so for all z, z1, z2
with ℜ(z),ℜ(z1),ℜ(z2) > 1,
F (z) = [B, φz(A)]
F (z1)− F (z2) = [B, (φz1 − φz2)(A)].
Now we refer to [50], where it is proved that if A and B are self-adjoint operators
and r > 1 is such that [A,B] ∈ Lr,∞, then for all Lipschitz functions f , there is a
constant cr such that:
‖[f(A), B]‖Lr,∞ ≤ cr‖f
′‖L∞(R)‖[A,B]‖Lr,∞ .
Since p > 2, we may apply this result with r = p/2 and since φ is smooth and
compactly supported, we may take f = φz . Thus,
‖F (z)‖′Lp/2,∞ ≤ cp/2‖φ
′
z‖L∞(R)‖[B,A]‖
′
Lp/2,∞
and similarly taking f = φz1 − φz2 ,
‖F (z1)− F (z2)‖
′
Lp/2,∞
≤ cp/2‖φ
′
z1 − φ
′
z2‖L∞(R)‖[B,A]‖
′
Lp/2,∞
.
Note that for z1 → z2 we have:
‖φ′z1 − φ
′
z2‖L∞(R) → 0
and hence F is Lp/2,∞-valued continuous. The result now follows. 
Lemma 5.4.7. Let p > 2 and let A and B satisfy Condition 5.4.1. Then:
(i) The mapping F0(z) := B
z−1[B,Az−
1
2 ]A
1
2 + [B,A
1
2 ]A
1
2 Y z−1 is an L1−valued
holomorphic function for the domain ℜ(z) > p− 1.
(ii) The mapping F1(z) := B
z−1Az−1 is an L p
p−2 ,1
−valued holomorphic function
for the domain ℜ(z) > p− 1.
(iii) The mapping F2(z) := B
z−1[BA,Az−1] is an L1−valued holomorphic function
for the domain ℜ(z) > p− 1.
(iv) The mapping F3(z) := Y
z−1 is an L p
p−2 ,1
−valued holomorphic function for
the domain ℜ(z) > p− 1. (Recall that Y = A1/2BA1/2).
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Proof. We first prove (ii). Fix q ∈ (p, p+ 2). If ℜ(z) > q − 1, then
Bz−1Az−1 = Bz−q+1Bq−2A ·Az−2.
By Lemma 5.4.3, we have that
Bq−2A ∈ L p
q−2 ,∞
⊂ L p
p−2 ,1
and correspondingly by Lemma 5.4.5 the mapping z 7→ Bz−1Az−1 is continuous in
the Lp/(p−2),1 norm.
Moreover Lemma 5.4.5 implies that the mappings z → Bz−q+1 and z → Az−2
are L∞−valued holomorphic for ℜ(z) > q − 1. Thus by Lemma 5.4.4 the mapping
z → Bz−1Az−1 is L p
p−2 ,1
−valued holomorphic for ℜ(z) > q − 1. Since q > p is
arbitrary, (ii) follows.
Now we prove (iii). Again fix q ∈ (p, p+ 2) and let z satisfy ℜ(z) > q − 1. We
rewrite F2 as:
F2(z) = B
zAz −Bz−1Az−1BA
= Bz−1Az−1 · [A,B] + [B,Bz−1Az ]
= Bz−1Az−1 · [A,B] +Bz−1 · [B,A] · Az−1 +Bz−1A · [B,Az−1].(5.10)
The first summand in (5.10) can be written as
Bz−q+1 · Bq−2A · Az−2 · [A,B].
Due to Lemma 5.4.5, the mappings z → Bz−q+1 and z → Az−2 are L∞−valued
holomorphic for ℜ(z) > q − 1. By Lemma 5.4.3, we have that
Bq−2A ∈ L p
q−2 ,∞
⊂ L p
p−2 ,1
.
The element [A,B] = A1/2[A1/2, B] + [A1/2, B]A1/2 belongs to L p
2 ,∞
. Hence, the
first summand is L1-valued holomorphic for ℜ(z) > q − 1.
The second summand in (5.10) can be written as
z → Bz−q+1 · Bq−2[B,A] · Az−1.
By our assumption of Condition 5.4.1, the operator Bq−2[B,A] belongs to L1 and
accordingly the map z → Bz−1 · [B,A] · Az−1 is L1-continuous. Once again due
to Lemma 5.4.5, the mappings z → Bz−q+1 and z → Az−1 are L∞−valued holo-
morphic for ℜ(z) > q − 1. Hence, the second summand of (5.10) is L1-valued
holomorphic for ℜ(z) > q − 1.
We now treat the third summand of (5.10). By Lemma 5.4.6, the mapping
z → [B,Az−1], ℜ(z) > q − 1,
is a holomorphic L p
2 ,∞
−valued function. Due to Condition 5.4.1, we have that
Bq−2A ∈ L p
q−2 ,∞
⊂ L p
p−2 ,1
.
Hence
z → Bz−q+1 · Bq−2A · [B,Az−1], ℜ(z) > q − 1,
is an L1-valued holomorphic function.
So, all three summands in (5.10) are holomorphic for ℜ(z) > q − 1. Thus,
z → F2(z) is holomorphic for ℜ(z) > q − 1. Since q > p is arbitrary, it follows that
z → F2(z) is holomorphic for ℜ(z) > p− 1. This proves (iii).
For (iv), we note that this is an immediate consequence of the assumption of
Condition 5.4.1.(iii) and Lemma 5.4.5.
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Finally we prove (i). We write F0(z) as:
F0(z) = B
z−1[B,Az−1A1/2]A1/2 + [B,A1/2]A1/2Y z−1
= F2(z) +B
z−1Az−1[B,A1/2]A1/2 + [B,A1/2]A1/2F3(z)
= F2(z) + F1(z)[B,A
1/2]A1/2 + [B,A1/2]F3(z).
Hence, by (ii), (iii) and (iv) and Condition 5.4.1.(iv),
F0(z) ∈ L1 + Lp/(p−2),1 · Lp/2,∞ + Lp/2,∞Lp/(p−2),∞.
so by the Ho¨lder-type inequality (2.7), F0(z) ∈ L1, and it continuous in the L1-
norm. So by Lemma 5.4.4, F0 is L1-valued holomorphic. 
Lemma 5.4.8. Let s → H(s) be a bounded L∞−valued function measurable in
the weak operator topology (see Definition 2.3.1). Let gz be as in Theorem 5.2.1.
Define
G(z) :=
ˆ
R
H(s)ĝz(s)ds, ℜ(z) > 1
as a weak operator topology integral.
(i) G is an L∞−valued holomorphic function for the domain ℜ(z) > 1.
(ii) if there is r > 1 such that for all s ∈ R we have ‖H(s)‖r,∞ ≤ 1 + |s|, then G
is an Lr,∞−valued holomorphic function for the domain ℜ(z) > 1.
Proof. Define:
g1,z =
∂
∂z
gz, z ∈ C, ℜ(z) > 1.
Define the L∞-valued function G1 by:
G1(z) =
ˆ
R
H(s)gˆ1,z(s)ds.
We will show that G is L∞-valued holomorphic by showing that G1 is the derivative
of G.
Let z, z0 ∈ C have real part greater than 1. Then we have
G(z)−G(z0)
z − z0
−G1(z0) =
ˆ
R
H(s)
( gˆz(s)− gˆz0(s)
z − z0
− gˆ1,z0(s)
)
ds.
So by the triangle inequality,∥∥∥G(z)−G(z0)
z − z0
−G′(z0)
∥∥∥
∞
≤ ess sup
s∈R
‖H(s)‖L∞
ˆ
R
∣∣∣ gˆz(s)− gˆz0(s)
z − z0
− gˆ1,z0(s)
∣∣∣ds.
By [51, Lemma 7], we have an absolute constant cabs such that:
ˆ
R
∣∣∣ gˆz(s)− gˆz0(s)
z − z0
− gˆ1,z0(s)
∣∣∣ds ≤ cabs(∥∥∥gz − gz0
z − z0
− g1,z0
∥∥∥
2
+
∥∥∥g′z − g′z0
z − z0
− g′1,z0
∥∥∥
2
)
.
The assertion (i) follows now from Theorem 5.3.2, and hence moreover we have
that G1 = G
′.
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Let us now establish (ii). Indeed, by Lemma 2.3.3, we have
‖G(z)‖r,∞ ≤
r
r − 1
ˆ
R
(1 + |s|)|gˆz(s)|ds,
‖G′(z)‖r,∞ ≤
r
r − 1
ˆ
R
(1 + |s|)|gˆ1,z(s)|ds,∥∥∥G(z)−G(z0)
z − z0
−G′(z0)
∥∥∥
r,∞
≤
r
r − 1
ˆ
R
(1 + |s|)
∣∣∣ gˆz(s)− gˆz0(s)
z − z0
− gˆ1,z0(s)
∣∣∣ds.
Once more using [51, Lemma 7], we haveˆ
R
(1 + |s|)|gˆz(s)|ds = ‖gˆz‖1 + ‖gˆ′z‖1 ≤ cabs‖gz‖W 2,2 .
Similarly, ˆ
R
(1 + |s|)|gˆ1,z(s)|ds = ‖gˆ1,z‖1 + ‖gˆ′1,z‖1 ≤ cabs‖g1,z‖W 2,2
and ˆ
R
(1 + |s|)
∣∣∣ gˆz(s)− gˆz0(s)
z − z0
− gˆ1,z0(s)
∣∣∣ds =
=
∥∥∥ gˆz − gˆz0
z − z0
− gˆ1,z0
∥∥∥
1
+
∥∥∥ gˆ′z − gˆ′z0
z − z0
− gˆ′1,z0
∥∥∥
1
≤
≤ cabs
∥∥∥gz − gz0
z − z0
− g1,z0
∥∥∥
W 2,2
.
We now deduce (ii) from Theorem 5.3.2. 
Lemma 5.4.9. Let p > 2 and let A and B satisfy Condition 5.4.1. If X ∈ L∞,
then
(i) the mapping
G1(z) :=
ˆ
R
[BA
1
2 , A
1
2+is]Y −isXBisgˆz(s)ds,
is an L p
2 ,∞
−valued holomorphic function for ℜ(z) > 1.
(ii) the mapping
G2(z) :=
ˆ
R
AisY −isXBisgˆz(s)ds,
is L∞−valued holomorphic for ℜ(z) > 1.
(iii) the mapping
G3(z) :=
ˆ
R
Y −isXBis[BA
1
2 , A
1
2+is]gˆz(s)ds,
is L p
2 ,∞
−valued holomorphic for ℜ(z) > 1.
Proof. By Lemma 5.4.8 (i), the functions G1, G2 and G3 are L∞−valued
holomorphic. In particular, this proves (ii). We now prove the first and third
assertions.
Set
H1(s) = [BA
1
2 , A
1
2+is]Y −isXBis, s ∈ R,
and
H2(s) = Y
−isXBis[BA
1
2 , A
1
2+is], s ∈ R.
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For every s ∈ R, we have for j = 1, 2,∥∥∥Hj(s)∥∥∥ p
2 ,∞
≤ ‖X‖∞ ·
∥∥∥[BA 12 , A 12+is]∥∥∥
p
2 ,∞
,
Let φs(t) := |t|1+2is, t ∈ R. We now write
[BA
1
2 , A
1
2+is] = [BA
1
2 , φs(A
1
2 )].
We again refer to [50]. Since p > 2 and φs is a Lipschitz function, we have
‖[BA
1
2 , A
1
2+is]‖ p
2 ,∞
≤ cp‖φ
′
s‖∞‖[BA,A
1
2 ]‖ p
2 ,∞
≤ cp(1 + |s|)‖[BA,A
1
2 ]‖ p
2 ,∞
.
Hence for j = 1, 2 we have:
‖Hj(s)‖ p
2 ,∞
≤ cp(1 + |s|)‖[BA,A
1
2 ]‖ p
2 ,∞
‖X‖∞.
The assertions (i) and (iii) now follow from Lemma 5.4.8.(ii) upon taking j = 1 for
(i) and j = 2 for (iii). 
Lemma 5.4.10. Let p > 2 and let A and B satisfy Condition 5.4.1. Let Tz(s),
s ∈ R be defined as in Theorem 5.2.1. Then if ℜ(z) > p− 1 we have:ˆ
R
‖Tz(s)‖1 · |gˆz(s)|ds <∞.
Proof. We recall the definition of Tz(s):
Tz(s) = B
z−1+is[BA
1
2 , Az−
1
2+is]Y −is +Bis[BA
1
2 , A
1
2+is]Y z−1−is, s ∈ R.
Consider the first summand in the definition of Tz(s). Using the Leibniz rule:
Bz−1+is[BA
1
2 , Az−
1
2+is]Y −is = Bz−1+is[BA
1
2 , Az−1A
1
2+is]Y −is
= BisBz−1Az−1[BA
1
2 , A
1
2+is]Y −is
+BisBz−1[BA,Az−1]AisY −is.
By the L1-triangle inequality, we have
‖Bz−1+is[BA
1
2 , Az−
1
2+is]Y −is‖1
≤ ‖Bz−1Az−1[BA
1
2 , A
1
2+is]‖1 + ‖B
z−1[BA,Az−1]‖1.
We now apply the Ho¨lder-type inequality (2.7),
‖Bz−1+is[BA
1
2 , Az−
1
2+is]Y −is‖1
≤ ‖Bz−1Az−1‖ p
p−2 ,1
‖[BA
1
2 , A
1
2+is]‖ p
2 ,∞
+ ‖Bz−1[BA,Az−1]‖1.(5.11)
Consider the function φs(t) = |t|1+2is, t ∈ R. Immediately, φs is Lipschitz and
‖φ′s‖L∞ ≤ 2(1 + |s|). Since p > 2, we may apply the result of [50] to obtain:
‖[BA1/2, φ(A1/2)]‖p/2,∞ ≤ Cp(1 + |s|)‖[BA
1/2, A1/2]‖p/2,∞.
Therefore,
(5.12) ‖[BA
1
2 , A
1
2+is]‖ p
2 ,∞
≤ Cp(1 + |s|)‖[BA
1
2 , A
1
2 ]‖ p
2 ,∞
.
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Combining (5.11) and (5.12), we have
‖Bz−1+is[BA
1
2 , Az−
1
2+is]Y −is‖1
≤ Cp(1 + |s|)‖[BA
1
2 , A
1
2 ]‖ p
2 ,∞
‖Bz−1Az−1‖ p
p−2 ,1
+ ‖Bz−1[BA,Az−1]‖1.(5.13)
Let us now consider the second summand in Tz(s). Using the Ho¨lder inequality
in the form of (2.7), we obtain
‖Bis[BA
1
2 , A
1
2+is]Y z−1−is‖1 ≤ ‖[BA
1
2 , A
1
2+is]Y z−1‖1
≤ ‖[BA
1
2 , A
1
2+is]‖ p
2 ,∞
‖Y z−1‖ p
p−2 ,1
.(5.14)
Now combining (5.14) with (5.12), we arrive at:
‖Bis[BA
1
2 , A
1
2+is]Y z−1−is‖1
≤ Cp(1 + |s|)‖[BA
1
2 , A
1
2 ]‖ p
2 ,∞
‖Y z−1‖ p
p−2 ,1
.(5.15)
Now we may combine (5.13) and (5.15):
‖Tz(s)‖1 ≤ ‖B
z−1[BA,Az−1]‖1
+ cabs(1 + |s|)‖[BA
1
2 , A
1
2 ]‖ p
2 ,∞
·
(
‖Bz−1Az−1‖ p
p−2 ,1
+ ‖Y z−1‖ p
p−2 ,1
)
.
By Lemma 5.4.7,
‖Bz−1[BA,Az−1]‖1, ‖B
z−1Az−1‖ p
p−2 ,1
, ‖Y z−1‖ p
p−2 ,1
<∞, ℜ(z) > p− 1.
Hence,
‖Tz(s)‖1 ≤ CA,B,z · (1 + |s|).
We now have ˆ
R
‖Tz(s)‖1 · |gˆz(s)|ds ≤ CA,B,z
ˆ
R
(1 + |s|)|gˆz(s)|ds.
By [51, Lemma 7], we haveˆ
R
(1 + |s|)|gˆz(s)|ds = ‖gz‖2 + ‖g
′
z‖2 ≤ cabs‖gz‖W 2,2 .
Thus, ˆ
R
‖Tz(s)‖1|gˆz(s)|ds ≤ CA,B,z‖gz‖W 2,2 .
The assertion follows now from Theorem 5.3.2. 
Corollary 5.4.11. If p > 2 and A and B satisfy condition 5.4.1, then for all
ℜ(z) > p− 1 we have:
BzAz − (A1/2BA1/2)z ∈ L1.
Proof. The integral formula from Lemma 5.2.1 is valid for ℜ(z) > 1. Since
p > 2, we therefore have a weak operator topology integral:
BzAz − (A1/2BA1/2)z = Tz(0)−
ˆ
R
Tz(s)ĝz(s) ds.
From Lemma 5.4.10, we have thatˆ
R
‖Tz(s)‖1 · |gˆz(s)|ds <∞.
Thus by Lemma 2.3.2, we have that
´
R
Tz(s)ĝz(s) ∈ L1.
96 5. RESIDUE OF THE ζ−FUNCTION AND THE CONNES CHARACTER FORMULA
Recalling the definition of Tz(0):
Tz(0) := B
z−1[BA
1
2 , Az−
1
2 ] + [BA
1
2 , A
1
2 ]Y z−1
So by (5.11) and (5.14), Tz(0) ∈ L1. Therefore, BzAz − (A1/2BA1/2)z ∈ L1. 
Lemma 5.4.12. Assume that p > 2 and let A and B satisfy Condition 5.4.1. If
X ∈ L∞, then for ℜ(z) > p:
Tr
(
X
(
BzAz − (A
1
2BA
1
2 )z
))
= Tr(XF0(z))−
3∑
k=1
Tr(Gk(z)Fk(z))
Here, the functions Fk are as in Lemma 5.4.7 and the functions Gk are as in Lemma
5.4.9.
Proof. By Lemma 5.4.10,ˆ
R
‖Tz(s)‖1|ĝz(s)| ds <∞.
So by Lemma 2.3.2, we have: ˆ
R
Tz(s)ĝz(s)ds ∈ L1
and
Tr
(
X
ˆ
R
Tz(s)ĝz(s)ds
)
=
ˆ
R
Tr(XTz(s))ĝz(s)ds.
By Theorem 5.2.1, we have:
(5.16) Tr
(
X
(
BzAz − (A
1
2BA
1
2 )z
))
= Tr(XTz(0))−
ˆ
R
Tr(XTz(s))gˆz(s)ds
for ℜ(z) > p.
Observing that F0(z) = Tz(0), we have:
(5.17) Tr
(
X
(
BzAz − (A
1
2BA
1
2 )z
))
= Tr(X · F0(z))−
ˆ
R
Tr(XTz(s))gˆz(s)ds.
By (5.11) and (5.14), we have
Bz−1[BA
1
2 , Az−
1
2+is] ∈ L1,
[BA
1
2 , A
1
2+is]Y z−1 ∈ L1.
Now by the definition of Tz(s), we have
Tr(XTz(s)) = Tr(Y
−isXBisBz−1[BA
1
2 , Az−
1
2+is])
+ Tr(Y −isXBis[BA
1
2 , A
1
2+is]Y z−1).
By an application of the Leibniz rule, we have
Bz−1[BA
1
2 , Az−
1
2+is] = Bz−1Az−1[BA
1
2 , A
1
2+is] +Bz−1[BA,Az−1]Ais.
Each of the above terms is L1, by (5.11) and Lemma 5.4.7.(iii) respectively. There-
fore,
Tr(X · Tz(s)) = Tr([BA
1
2 , A
1
2+is]Y −isXBisBz−1Az−1)
+ Tr(AisY −isXBisBz−1[BA,Az−1]) + Tr(Y −isXBis[BA
1
2 , A
1
2+is]Y z−1).
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Thus, ˆ
R
Tr(XTz(s))gˆz(s)ds
= Tr
(ˆ
R
[BA
1
2 , A
1
2+is]Y −isXBisgˆz(s)ds · B
z−1Az−1
)
+Tr
( ˆ
R
AisY −isXBisgˆz(s)ds · B
z−1[BA,Az−1]
)
+Tr
( ˆ
R
Y −isXBis[BA
1
2 , A
1
2+is]gˆz(s)ds · Y
z−1
)
.
Using the notations from Lemma 5.4.7 and Lemma 5.4.9, we may summarise the
above equality as:
(5.18)
ˆ
R
Tr(XTz(s))gˆz(s)ds =
3∑
k=1
Tr(Gk(z)Fk(z)).
Combining (5.17) and (5.18) completes the proof. 
We are now ready to complete the proof of Theorem 5.4.2.
Proof of Theorem 5.4.2. We will show that the function
A(z) := Tr(X · F0(z))−
3∑
k=1
Tr(Gk(z)Fk(z))
is analytic for ℜ(z) > p− 1.
For the F0 term, we use Lemma 5.4.7.(i): the mapping z → XF0(z) is L1−valued
analytic for ℜ(z) > p − 1. For the G1F1 term, we use Lemma 5.4.7.(ii) and
Lemma 5.4.9.(i) to see that the mapping z → G1(z)F1(z) is L1−valued analytic for
ℜ(z) > p − 1. For the G2F2 term, we use Lemma 5.4.7.(iii) and Lemma 5.4.9.(ii)
to see that the mapping z → G2(z)F2(z) is L1−valued analytic for ℜ(z) > p − 1.
Finally, for the G3F3 term, we use Lemma 5.4.7. (iv) and Lemma 5.4.9.(iii) to see
that mapping z → G3(z)F3(z) is L1−valued analytic for ℜ(z) > p− 1.
Hence, A is holomorphic in the set ℜ(z) > p− 1. By Lemma 5.4.12,
A(z) = Tr
(
X
(
BzAz − (A
1
2BA
1
2 )z
))
and so the proof is complete. 
5.5. Criterion for universal measurability in terms of a ζ−function
In this section we provide a sufficient condition for universal measurability of
operators in L1,∞.
We recall that a linear functional ϕ on the weak Schatten ideal L1,∞ is called
a trace if for all unitary operators U and T ∈ L1,∞, we have ϕ(U∗TU) = ϕ(T ).
Equivalently, for all bounded operators A we have ϕ(AT ) = ϕ(TA). We say that
ϕ is normalised if
ϕ
(
diag
{
1
n+ 1
}
n≥0
)
= 1.
An operator T ∈ L1,∞ is called universally measurable if all normalised traces take
the same value on T .
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In this section we prove Theorem 1.2.7, which provides a sufficient condition for
operators of the form AV , A ∈ L∞, V ∈ L1,∞ to be universally measurable. This
result is new, and is sufficiently powerful to allow us to prove Theorem 1.2.5. A
similar characterisation is provided in [63, Theorem 4.13], but the result provided
here is stronger. A previously known characterisation of universal measurability in
terms of a heat trace can be found in [15, Proposition 6].
Let b be a signed Borel measure on [0,∞). Recall that b can be written as a
difference of two positive measures, b = b+ − b− such that b+ and b− are mutually
singular to each other. Given a Borel set S, the total variation of b on S is defined
to be VarS(b) := b+(S) + b−(S).
We will consider measures b which satisfy,
(5.19) sup
x≥0
Var[x,x+1](b) = cb <∞.
Clearly any measure of finite total variation will satisfy this condition, as will some
measures with infinite total variation such as Lebesgue measure and the measure
dν(t) = sin(t)dt.
Lemma 5.5.1. Let b be a signed Borel measure satisfying the condition (5.19)
and let f be the Laplace transform of b, that is,
f(z) :=
ˆ ∞
0
e−tz db(t), ℜ(z) > 0.
The function f is analytic on the half-plane {ℜ(z) > 0}.
Proof. For every n ≥ 0, let
fn(z) =
ˆ n
0
e−tzdb(t), z ∈ C.
Each function fn, n ≥ 0, is entire. Let ε > 0. For ℜ(z) > ε, we have
|f(z)− fn(z)| = |
ˆ ∞
n
e−tzdb(t)| ≤
∑
k≥n
e−kεVar[k,k+1](b) ≤ cb
e−nε
1− e−ε
.
Therefore, fn → f uniformly on the half-plane {ℜ(z) > ε}. Since ε > 0 is arbitrary,
it follows that fn → f uniformly on the compact subsets of the half-plane {ℜ(z) >
0}. Thus, f is analytic on the half-plane {ℜ(z) > 0}. 
For x ≥ 0, we denote
b(x) := b([0, x]).
We caution the reader that b(x) does not denote b({x}) nor the Radon-Nikodym
derivative of b at x.
The following lemma is very similar to [61, Lemma 2.1.3]. However we require
a slightly different formulation of that result and we were unable to find an English-
language version of its proof, and so we include a self-contained proof here.
Lemma 5.5.2. Let b be a signed Borel measure on [0,∞) satisfying (5.19), and
and let f be the Laplace transform of b. For x ≥ 1, x→∞, we have
b(x) =
1
2π
ˆ 1
−1
(1− t2)2
1
x + it
f(
1
x
+ it)e(
1
x+it)xdt+O(1), x ≥ 1.
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Proof. Let x ≥ 1. By definition we have:ˆ 1
−1
(1− t2)2
1
x + it
f(
1
x
+ it)e(
1
x+it)xdt =
ˆ 1
−1
ˆ ∞
0
(1− t2)2
1
x + it
e(
1
x+it)(x−s)db(s)dt.
Examining the integrand, we see that the function
(s, t) 7→
(1− t2)2
x−1 + t
e(
1
x+it)(x−s)
is bounded above in absolute value by
(s, t) 7→ exe−s/x.
Since x ≥ 0 the function s → e−s/x is in L1([0,∞), b) we may interchange the
integrals to get:ˆ 1
−1
(1− t2)2
1
x + it
f(
1
x
+ it)e(
1
x+it)x dt =
ˆ ∞
0
(ˆ 1
−1
(1− t2)2
1
x + it
e(
1
x+it)(x−s) dt
)
db(s)
Now we refer to Proposition A.5.1, where it is proved that:
1
2π
ˆ 1
−1
(1− t2)2
1
x + it
e(
1
x+it)(x−s)dt = (1 + x−2)2χ[0,x](s) + min{1, (x− s)
−2} · O(1).
Thus,
1
2π
ˆ 1
−1
(1− t2)2
1
x + it
f(
1
x
+ it)e(
1
x+it)xdt =
ˆ x
0
(1 + x−2)2db(s)
+
ˆ ∞
0
min{1, (x− s)−2} · O(1) db(s).
We let h(s) be the total variation of b on [0, s]. That is, h(s) := Var[0,s](b). Then
by the triangle inequality, there is a positive constant cabs such that∣∣∣ˆ ∞
0
min{1, (x− s)−2} · O(1) · db(s)
∣∣∣ ≤ cabs · ˆ ∞
0
min{1, (x− s)−2}dh(s)
= cabs ·
∑
k≥0
ˆ k+1
k
min{1, (x− s)−2}dh(s)
≤ cabs ·
∑
k≥0
sup
s∈[k,k+1]
min{1, (x− s)−2} ·
ˆ k+1
k
dh(s)
≤ cabs · cb ·
∑
k≥0
sup
s∈[k,k+1]
min{1, (x− s)−2}
= O(1)
Thus,
(5.20)
1
2π
ˆ 1
−1
(1− t2)2
1
x + it
f(
1
x
+ it)e(
1
x+it)xdt =
ˆ x
0
(1 + x−2)2db(s) +O(1).
By the definition of b(x),
|b(x) − b(0)| ≤ Var[0,x](b) ≤ cb(1 + x), x > 0.
Therefore,ˆ x
0
(1 + x−2)2db(s) = (1 + x−2)2 · (b(x) − b(0)) = b(x) +O(1), x ≥ 1.
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A combination of the latter inequality with (5.20) completes the proof. 
The following Lemma is similar in spirit to (but much stronger than) the well-
known Wiener-Ikehara Tauberian theorem [59, Theorem 14.1].
Lemma 5.5.3. Let b be a signed Borel measure on [0,∞) satisfying (5.19), and
let f be the Laplace transform of b. If there exists ǫ > 0 such that f has analytic
continuation to a half-plane {z : ℜ(z) > −ǫ}, then for x ≥ 1
b(x) = O(1), x→∞.
Proof. We write f(z) = f(0) + zf0(z), where f0 is an analytic function on
the half-plane {z : ℜ(z) > −ǫ}. In particular, since the (closure of the) set{ 1
x
+ it : x ≥ 1, t ∈ [−1, 1]
}
,
is a compact subset in {ℜ(z) > −ǫ}, it follows that
(5.21) sup
x≥1
sup
t∈[−1,1]
|f0(
1
x
+ it)| <∞.
The assertion of Lemma 5.5.2 is now written as follows.
1
2π
ˆ 1
−1
(1− t2)2f0(
1
x
+ it)e(
1
x+it)xdt+
1
2π
ˆ 1
−1
(1− t2)2
1
x + it
f(0)e(
1
x+it)xdt
= b(x) +O(1), x→∞.(5.22)
The first summand in the left hand side is bounded for x ≥ 1. due to (5.21).
By Proposition A.5.1, we have
(5.23)
1
2π
ˆ 1
−1
(1− t2)2
1
x + it
e(
1
x+it)xdt = 1 +O(x−2), x→∞.
Combining (5.22) and (5.23), we get:
b(x) +O(1) = f(0) +O(1), x→∞.
So b(x) = O(1) as x→∞. 
In order to continue our discussion of measurability we refer to the concept
of a modulated operator. This theory was introduced in [37] and is developed
extensively in [45, Section 11.2]. If V ∈ L1,∞ is positive, and T ∈ L∞, we say that
T is V -modulated if
sup
t>0
t1/2‖T (1 + tV )−1‖L2 <∞.
It can be easily seen that if T is V -modulated, and A ∈ L∞, then AT is V -
modulated (this is also [45, Proposition 11.2.2]). It is proved in [45, Lemma 11.2.8]
that V is V -modulated, and therefore that AV is V -modulated.
The relevance of the notion of a V -modulated operator to measurability comes
from [45, Theorem 11.2.3], which states that if V ≥ 0 is in L1,∞, ker(V ) = 0, T is
V -modulated and {en}n≥0 is an eigenbasis for V ordered so that V en = µ(n, V )en
for n ≥ 0, then
(a) T ∈ L1,∞ and diag{〈Ten, en〉}
∞
n=0 ∈ L1,∞
(b) We have:
n∑
k=0
λ(k, T )−
n∑
k=0
〈Tek, ek〉 = O(1), n→∞.
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Recall that {λ(k, T )}∞k=0 denotes an eigenvalue sequence for T , ordered with non-
increasing absolute value.
Lemma 5.5.4. Let 0 ≤ V ∈ L1,∞ satisfy ker(V ) = 0 and let A ∈ L∞. Let
{ek}∞k=0 be an eigenbasis for V ordered such that V ek = µ(k, V )ek. We have
n∑
k=0
λ(k,AV ) =
∑
µ(k,V )>
‖V ‖1,∞
n
〈Aek, ek〉µ(k, V ) +O(1).
Here, ek is the eigenvector of V corresponding to the eigenvalue µ(k, V ).
Proof. We have that AV is V−modulated. [45, Theorem 11.2.3] now states
that as n→∞
n∑
k=0
λ(k,AV ) =
n∑
k=0
〈AV ek, ek〉+O(1)
=
n∑
k=0
〈Aek, ek〉µ(k, V ) +O(1).
For n ≥ 1, let
m(n) = max{k ∈ N : µ(k, V ) >
‖V ‖1,∞
n
}.
Using this notation, we write∑
µ(k,V )>
‖V ‖1,∞
n
〈Aek, ek〉µ(k, V ) =
m(n)∑
k=0
〈Aek, ek〉µ(k, V ).
We have µ(k, V ) ≤ ‖V ‖1,∞k+1 for every k ≥ 0 and, therefore,
m(n) ≤ max
{
k ∈ Z+ :
‖V ‖1,∞
k + 1
>
‖V ‖1,∞
n
}
= n− 2 < n.
On the other hand, we have µ(k, V ) ≤ ‖V ‖1,∞n for all k > m(n). Thus,∣∣∣ n∑
k=m(n)+1
〈Aek, ek〉µ(k, V )
∣∣∣ ≤ ‖A‖∞ n∑
k=m(n)+1
µ(k, V )
≤
‖A‖∞‖V ‖1,∞
n
n∑
k=m(n)+1
1
= O(1).
Finally, we have
n∑
k=0
λ(k,AV ) =
n∑
k=0
〈Aek, ek〉µ(k, V ) +O(1)
=
m(n)∑
k=0
〈Aek, ek〉µ(k, V ) +O(1)
=
∑
µ(k,V )>
‖V ‖1,∞
n
〈Aek, ek〉µ(k, V ) +O(1).

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We now conclude with the proof of Theorem 1.2.7, a sufficient condition for
universal measurability in terms of a ζ-function. Recall that if f is a meromorphic
function of a complex variable z with a simple pole at z = 0, then Resz=0f(z)
denotes the coefficient of z−1 in the Laurent expansion of f , or equivalently the
value of zf(z) at z = 0.
Theorem. Let 0 ≤ V ∈ L1,∞ and let A ∈ L∞. Define the ζ-function:
ζA,V (z) := Tr(AV
1+z), ℜ(z) > 0.
If there exists ε > 0 such that ζA,V admits an analytic continuation to the set
{z : ℜ(z) > −ε} \ {0} with a simple pole at 0, then for every normalised trace ϕ
on L1,∞ we have:
ϕ(AV ) = Resz=0ζA,V (z).
In particular, AV is universally measurable.
Proof. Assume without loss of generality that ker(V ) = 0. Select an or-
thonormal basis {ek}∞k=0 such that V ek = µ(k, V )ek.
We define:
b(t) := −tResw=0ζA,V (w) +
∑
µ(k,V )>e−t
〈Aek, ek〉µ(k, V ), t ≥ 0.
Since b is a linear combination of monotone functions, it is of locally bounded
variation. Hence there is a signed Borel measure b such that b([0, x]) = b(x), x ≥ 0.
We first prove that b satisfies (5.19). If x ≥ 0, then:
Var[x,x+1]b ≤ |Resw=0ζA,V (w)| +
∑
µ(k,V )∈(e−1−x,e−x]
|〈Aek, ek〉|µ(k, V )
≤ |Resw=0ζA,V (w)| + 2‖A‖∞e
−x
∑
µ(k,V )∈(e−1−x,e−x]
1
≤ |Resw=0ζA,V (w)| + 2‖A‖∞e
−x
∑
µ(k,V )∈(e−1−x,∞]
1.
Since V ∈ L1,∞, we have that∑
µ(k,V )∈(e−1−x,∞]
1 ≤ e1+x‖V ‖1,∞, x ∈ R.
Therefore,
Var[x,x+1]b ≤ |Resw=0ζA,V (w)|+ 2e‖A‖∞‖V ‖1,∞.
So b indeed satisfies (5.19).
Let αk := log(
1
µ(k,V ) ) and bk := 〈Aek, ek〉µ(k, V ), then the function b has a
jump discontinuity at the point αk of magnitude bk. Let ℜ(z) > 0. Using the
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identity e−αkz = µ(k, V )z , we have:
ˆ ∞
0
e−ztdb(t) =
∑
k≥0
e−αkz · bk − Resw=0ζA,V (w)
ˆ ∞
0
e−ztdt
=
∑
k≥0
µ(k, V )z · 〈Aek, ek〉µ(k, V )− Resw=0ζA,V (w)
ˆ ∞
0
e−ztdt
=
∑
k≥0
〈AV 1+zek, ek〉 − Resw=0ζA,V (w)
ˆ ∞
0
e−ztdt
= Tr(AV 1+z)−
1
z
Resw=0ζA,V (w).
By assumption, the above right hand side has analytic continuation to the set
{z : ℜ(z) > −ε}.
Thus, since b satisfies (5.19) the assumptions of Lemma 5.5.3 are satisfied, and
we may then conclude that b(t) = O(1), for t→∞. Thus by the definition of b:,∑
µ(k,V )>e−t
〈Aek, ek〉µ(k, V ) = t ·Resw=0ζA,V (w) +O(1), t→∞.
Setting e−t =
‖V ‖1,∞
n , we obtain∑
µ(k,V )>
‖V ‖1,∞
n
〈Aek, ek〉µ(k, V ) = log(n) · Resw=0ζA,V (w) +O(1), t→∞.
By Lemma 5.5.4, we have
n∑
k=0
λ(k,AV ) = log(n) · Resw=0ζA,V (w) +O(1), t→∞.
The assertion follows now from Theorem 2.1.5. 
5.6. Proof of Theorem 1.2.5, p > 2
In this section we complete the proof of Theorem 1.2.5 under the restriction
that p > 2. We require this restriction in order to directly apply the results of
Section 5.4. We will handle the p = 1 and p = 2 cases separately in the next
section.
Lemma 5.6.1. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1.
Let 0 ≤ a ∈ A. If p > 2, then the operators A = a2 and B = (1 + D2)−
1
2 satisfy
Condition 5.4.1.
Proof. Let D0 = F (1+D
2)
1
2 . By Lemma 3.1.4, the spectral triple (A, H,D0)
satisfies Hypothesis 1.2.1. Since |D0| ≥ 1, we have that ‖|D0|
−1‖∞ ≤ 1.
Let us establish Condition 5.4.1.(i). We have
BpA = |D0|
−pa2.
Since (A, H,D) is p-dimensional, we have that |D0|
−pa ∈ L1,∞, and so B
pA ∈ L1,∞.
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Next let us prove Condition 5.4.1.(ii). Let q > p. We have
Bq−2[B,A] = |D0|
2−q[|D0|
−1, a2]
= −|D0|
1−qδ0(a
2)|D0|
−1
= −|D0|
1−qδ0(a)a|D0|
−1 − |D0|
1−qaδ0(a)|D0|
−1.
Referring to Lemma 3.1.3, we have
|D0|
1−qδ0(a) ∈ Lp/(q−1),∞, |D0|
1−qa ∈ Lp/(q−1),∞,
δ0(a)|D0|
−1 ∈ Lp,∞, a|D0|
−1 ∈ Lp,∞.
Therefore,
Bq−2[B,A] ∈ Lp/(q−1),∞ · Lp,∞ + Lp/(q−1),∞ · Lp,∞
So by the Ho¨lder inequality, Bq−2[B,A] ∈ Lp/q,∞. Since q > p, it then follows that
Bq−2[B,A] ∈ L1.
Now we establish Condition 5.4.1.(iii). We have
A
1
2BA
1
2 = a|D0|
−1a.
Thus,
‖A
1
2BA
1
2 ‖p,∞ ≤ ‖a‖∞‖a|D0|
−1‖p,∞.
The above right hand side is finite by Lemma 3.1.3.
Finally we prove Condition 5.4.1.(iv). We recall the notation that δ0(a) denotes
the bounded extension of [|D0|, a]. Using (2.2), we have:
[B,A
1
2 ] = [|D0|
−1, a] = −|D0|
−1δ0(a)|D0|
−1.
By Theorem 9 in [62], we have
|D0|
−1δ0(a)|D0|
−1 ≺≺ δ0(a)|D0|
−2.
By Lemma 3.1.3, we have
δ0(a)|D0|
−2 ∈ L p
2 ,∞
.
Since the norm in the space L p
2 ,∞
is monotone with respect to the Hardy-Littlewood
submajorisation (recall that p > 2), it follows that also
[B,A
1
2 ] = −|D0|
−1δ0(a)|D0|
−1 ∈ L p
2 ,∞
.

Now we may prove Theorem 1.2.5 for the case p > 2.
Theorem (1.2.5, p > 2 case). Assume p > 2 and let (A, H,D) be a spectral
triple satisfying Hypothesis 1.2.1. If c ∈ A⊗(p+1) is a local Hochschild cycle, then
for every normalised trace ϕ on L1,∞ we have:
ϕ(Ω(c)(1 +D2)−
p
2 ) = Ch(c).
Proof. By Theorem 1.2.3, the function
ζc,D(z) := Tr(Ω(c)(1 +D
2)−z/2), ℜ(z) > p
admits an analytic continuation to the set {z : ℜ(z) > p − 1} \ {p}, and p is a
simple pole for ζc,D with residue pCh(c).
Let c =
∑m
j=1 a
j
0 ⊗ a
j
1 ⊗ · · · ⊗ a
j
p. We assume that c is local, i.e. that there
exists 0 ≤ a ∈ A such that for all j we have aaj0 = a
j
0. Equivalently, (1− a)a
j
0 = 0.
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So im(aj0) ⊆ ker(1− a). Since the support projection supp(1− a) is the projection
onto the orthogonal complement of the kernel, we have:
supp(1− a)aj0 = 0.
By functional calculus, supp(1 − a) = 1 − χ{1}(a), so moreover we have that
χ{1}(a)a
j
0 = a
j
0. Therefore, for all z ∈ C with ℜ(z) > 0:
a2zaj0 = a
2zχ{1}(a)a
j
0 = 1
2zaj0 = a
j
0.
Recall that Ω(c) =
∑m
j=0 Γa
j
0∂(a
j
1) · · · ∂(a
j
p). Since a commutes with Γ, we have for
all ℜ(z) > 0,
(5.24) a2zΩ(c) = Ω(c).
Let A = a2 and B = (1+D2)−
1
2 , as in Lemma 5.6.1. Then BzAz = (1+D2)−z/2a2z,
and hence
Tr(Ω(c)BzAz) = Tr(Ω(c)(1 +D2)−
z
2 a2z)
= Tr(a2zΩ(c)(1 +D2)−
z
2 )
= Tr(Ω(c)(1 +D2)−
z
2 ).
By Theorem 1.2.3, it then follows that z 7→ Tr(Ω(c)BzAz) admits an analytic
continuation to the set {ℜ(z) > p−1}\{p} with a simple pole at z = p and residue
pCh(c).
Condition 5.4.1 holds for A and B by Lemma 5.6.1. Hence we may apply
Theorem 5.4.2 to conclude that
z → Tr
(
Ω(c)
(
BzAz − (A
1
2BA
1
2 )z
))
admits an analytic continuation to the set {ℜ(z) > p− 1}.
By Lemma 5.6.1, A
1
2BA
1
2 ∈ Lp,∞. Hence, the function (defined a priori for
ℜ(z) > p)
z → Tr(Ω(c)(A
1
2BA
1
2 )z)
admits an analytic continuation to the set {ℜ(z) > p− 1} \ {p}, with z = p being
a simple pole with residue pCh(c). Consider V = (A
1
2BA
1
2 )p ∈ L1,∞. It has just
been demonstrated that
z → Tr(Ω(c)V z)
admits an analytic continuation to the set {ℜ(z) > 1− 1p} \ {1}, with a simple pole
at z = 1 and the corresponding residue being Ch(c).
By Theorem 1.2.7, we therefore have
ϕ(Ω(c)V ) = Ch(c)
for every normalised trace ϕ on L1,∞.
By Corollary 5.4.11 we have:
V −BpAp = (A
1
2BA
1
2 )p −BpAp ∈ L1.
Since ϕ vanishes on L1, it follows that
ϕ(Ω(c)BpAp) = ϕ(Ω(c)V )− ϕ(Ω(c)(V −BpAp)) = ϕ(Ω(c)V )
for every normalised trace ϕ on L1,∞. Now using (5.24) with z = p:
ϕ(Ω(c)(1 +D2)−
p
2 ) = ϕ(a2pΩ(c)(1 +D2)−
p
2 ) = ϕ(Ω(c)BpAp) = Ch(c)
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for every normalised trace ϕ on L1,∞. 
5.7. Proof of Theorem 1.2.5, p = 1, 2
In this final section we complete the proof of Theorem 1.2.5 by dealing with
the remaining cases of p = 1 and p = 2. We require adjustment for these cases
since Theorem 5.4.2 is inapplicable for p ≤ 2.
Lemma 5.7.1. Let (A, H,D) satisfy Hypothesis 1.2.1. Suppose that spectrum
of the operator D does not intersect the interval (−1, 1). Then for all x ∈ dom(δ)
we have an absolute constant cabs such that
‖[|D|
1
3 , x]‖1 ≤ cabs‖[|D|, x]‖1,
and for all r ∈ (1,∞) a constant cr > 0 such that
‖[|D|
1
3 , x]‖r,∞ ≤ cr‖[|D|, x]‖r,∞.
These inequalities are understood to be trivially true if the right hand side is infinite.
Proof. We only prove the first assertion. One can prove the second inequality
by an identical argument, with the Lr,∞ quasi-norm in place of the L1 norm.
Let f be a smooth function on R such that f(t) = |t|
1
3 for |t| > 1. For ε > 0,
set fε(t) = f(t)e
−ε2t2 , t ∈ R. Then,
f ′ε(t) = (f
′(t)− 2ε2tf(t))e−ε
2t2 ,
f ′′ε (t) = (f
′′(t)− 4ε2tf ′(t) + (4tε4 − 2ε2)f(t))e−ε
2t2
Since for |t| > 1 we have f ′(t) = 13 |t|
−2/3, we have that as ε → 0 the L2-norm
‖f ′ε‖L2(R) is uniformly bounded. Similarly, since for |t| > 1, f
′′(t) = − 29 |t|
−5/3, we
also have that ‖f ′′ε (t)‖L2(R) is uniformly bounded.
We have that (see e.g. [51, Lemma 7]):
‖f̂ ′ǫ‖1 ≤ cabs
(
‖f ′ǫ‖2 + ‖f
′′
ǫ ‖2
)
.
and so if ε ∈ (0, 1), ‖f̂ ′ε‖1 is uniformly bounded.
By Lemma A.2.2 (taken with s = 1), we have the identity:
[fǫ(|D|), x] =
ˆ ∞
−∞
(ˆ 1
0
fˆ ′ǫ(u)e
iu(1−v)|D|δ(x)eiuv|D|dv
)
du.
So taking the L1-norm, we conclude from Lemma 2.3.3 that∥∥∥[fǫ(|D|), x]∥∥∥
1
≤ ‖fˆ ′ǫ‖1‖δ(x)‖1
≤ cabs‖δ(x)‖1.
Fix N > 0. We have∥∥∥χ[0,N ](|D|)[fǫ(|D|), x]χ[0,N ](|D|)∥∥∥
r,∞
≤
cabsr
r − 1
‖δ(x)‖r,∞.
Since as ε→ 0, we have that fε converges uniformly to f on the set [0, N ], we have
that: As ǫ→ 0, we have
χ[0,N ](|D|)[fǫ(|D|), x]χ[0,N ](|D|)→ χ[0,N ](|D|)[|D|
1
3 , x]χ[0,N ](|D|)
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in the operator norm. By the Fatou property of the L1-norm:∥∥∥χ[0,N ](|D|) · [|D| 13 , x] · χ[0,N ](|D|)∥∥∥
1
≤ cabs‖δ(x)‖1.
Since the above inequality is true for arbitrary N > 0, we may take the limit
N →∞ and again using the Fatou property of the L1 norm, we arrive at∥∥∥[|D| 13 , x]∥∥∥
1
≤ cabs‖δ(x)‖1.

As a replacement for Lemma 5.6.1 in the p = 1 case we use the following:
Lemma 5.7.2. Let (A, H,D) be a 1−dimensional spectral triple satisfying Hy-
pothesis 1.2.1. If 0 ≤ a ∈ A, then the operators A = a4 and B = (1+D2)−
1
6 satisfy
Condition 5.4.1 with p = 3.
Proof. This proof is similar to that of Lemma 5.6.1.
Let D0 = F (1 + D
2)
1
2 . By Lemma 3.1.4, the 1−dimensional spectral triple
(A, H,D0) satisfies Hypothesis 1.2.1. Since |D0| ≥ 1, we have that ‖|D0|−1‖∞ ≤ 1.
Let us establish Condition 5.4.1.(i). We have
BpA = |D0|
−1a4 ∈ L1,∞
since by assumption (A, H,D) is 1-dimensional.
Next we establish Condition 5.4.1.(ii). Let q ∈ (3, 4). Using (2.2), we have on
H∞:
Bq−2[B,A] = |D0|
2−q
3 [|D0|
− 13 , a4]
= −|D0|
1−q
3 [|D0|
1
3 , a4]|D0|
− 13
= −[|D0|
1
3 , |D0|
1−q
3 a4|D0|
− 13 ].
By Lemma 5.7.1, we have
‖Bq−2[B,A]‖1 ≤ cabs‖[|D0|, |D0|
1−q
3 a4|D0|
− 13 ]‖1.
Still working on H∞, we also have:
[|D0|, |D0|
1−q
3 a4|D0|
− 13 ] = |D0|
1−q
3 δ0(a
4)|D0|
− 13
= |D0|
1−q
3 δ0(a
2)a2|D0|
− 13 + |D0|
1−q
3 a2δ0(a
2)|D0|
− 13 .
Applying Lemma 3.1.3, we have
[|D0|, |D0|
1−q
3 a4|D0|
− 13 ] ∈ L 3
q−1 ,∞
· L3,∞ ⊂ L 3
q ,∞
by the Holder inequality, since q > 3, L3/q,∞ ⊂ L1, and so B
q−2[B,A] ∈ L1.
Now we establish Condition 5.4.1.(iii). We may compute:
A
1
2BA
1
2 = a2|D0|
− 13 a2.
Thus,
‖A
1
2BA
1
2 ‖3,∞ ≤ ‖a‖
3
∞‖a|D0|
− 13 ‖3,∞.
The right hand side is finite by Lemma 3.1.3.
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Finally we verify Condition 5.4.1.(iv). We have:
[B,A
1
2 ] = [|D0|
− 13 , a2]
= −|D0|
− 13 [|D0|
1
3 , a2]|D0|
− 13
= −[|D0|
1
3 , |D0|
− 13 a2|D0|
− 13 ].
By Lemma 5.7.1, we have
‖[B,A
1
2 ]‖ 3
2 ,∞
≤ cabs‖[|D0|, |D0|
− 13 a2|D0|
− 13 ]‖ 3
2 ,∞
.
Moreover, by the Leibniz rule
[|D0|, |D0|
− 13 a2|D|−
1
3 ] = |D0|
− 13 δ0(a
2)|D0|
− 13
= |D0|
− 13 δ0(a)a|D0|
− 13 + |D0|
− 13 a · δ0(a)|D0|
− 13 .
By Lemma 3.1.3 and the Ho¨lder inequality, we have
[|D0|, |D0|
− 13 a2|D0|
− 13 ] ∈ L3,∞ · L3,∞ ⊂ L 3
2 ,∞
.

For the case p = 2, we instead use:
Lemma 5.7.3. Let (A, H,D) be a 2−dimensional spectral triple satisfying Hy-
pothesis 1.2.1. If 0 ≤ a ∈ A, then the operators A = a4 and B = (1+D2)−
1
6 satisfy
Condition 5.4.1 with p = 6.
Proof. This proof is similar to those of Lemmas 5.6.1 and 5.7.2.
Let D0 = F (1 + D
2)
1
2 . By Lemma 3.1.4, the 2−dimensional spectral triple
(A, H,D0) satisfies Hypothesis 1.2.1. By rescaling D if necessary, we may assume
without loss of generality that the spectrum of D0 does not intersect the interval
(−1, 1).
Let us establish Condition 5.4.1.(i). We have
BpA = |D0|
−2a4 ∈ L1,∞
by Hypothesis 1.2.1.
Next we establish Condition 5.4.1.(ii). Let q ∈ (6, 7). We have
Bq−2[B,A] = |D0|
2−q
3 [|D0|
− 13 , a4]
= −|D0|
1−q
3 [|D0|
1
3 , a4]|D0|
− 13
= −[|D0|
1
3 , |D0|
1−q
3 a4|D0|
− 13 ].
By Lemma 5.7.1, we have
‖Bq−2[B,A]‖1 ≤ cabs‖[|D0|, |D0|
1−q
3 a4|D0|
− 13 ]‖1.
However,
[|D0|, |D0|
1−q
3 a4|D0|
− 13 ] = |D0|
1−q
3 δ0(a
4)|D0|
− 13
= |D0|
1−q
3 δ0(a
2)a2|D0|
− 13 + |D0|
1−q
3 a2δ0(a
2)|D0|
− 13 .
By Lemma 3.1.3, we have by the Ho¨lder inequality:
[|D0|, |D0|
1−q
3 a4|D|−
1
3 ] ∈ L 6
q−1 ,∞
· L6,∞ ⊂ L 6
q ,∞
Since q > 6, we have that L6/q,∞ ⊂ L1, and so B
q−2[B,A] ∈ L1.
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Now we prove Condition 5.4.1.(iii). We have
A
1
2BA
1
2 = a2|D0|
− 13 a2.
Thus,
‖A
1
2BA
1
2 ‖6,∞ ≤ ‖a‖
3
∞‖a|D0|
− 13 ‖6,∞.
The above right hand side is finite by Lemma 3.1.3.
Finally, let us establish Condition 5.4.1.(iv). We may compute on H∞:
[B,A
1
2 ] = [|D0|
− 13 , a2]
= −|D0|
− 13 [|D0|
1
3 , a2]|D0|
− 13
= −[|D0|
1
3 , |D0|
− 13 a2|D0|
− 13 ].
Therefore using Lemma 5.7.1, we have
‖[B,A
1
2 ]‖3,∞ ≤ cabs‖[|D0|, |D0|
− 13 a2|D0|
− 13 ]‖3,∞.
Applying the Leibniz rule,
[|D0|, |D0|
− 13 a2|D0|
− 13 ] = |D0|
− 13 δ0(a
2)|D0|
− 13
= |D0|
− 13 δ0(a)a|D0|
− 13 + |D0|
− 13 aδ0(a)|D0|
− 13 .
By Lemma 3.1.3, we then have from the Ho¨lder inequality:
[D0, |D0|
− 13 a2|D0|
− 13 ] ∈ L6,∞ · L6,∞ ⊂ L3,∞.

We may now at last complete the proof of Theorem 1.2.5.
Theorem. Assume p = 1 or p = 2 and let (A, H,D) be a spectral triple
satisfying Hypothesis 1.2.1. If c ∈ A⊗(p+1) is a local Hochschild cycle, then for
every normalised trace ϕ on L1,∞ we have:
ϕ(Ω(c)(1 +D2)−
p
2 ) = Ch(c).
Proof. By Theorem 1.2.3, the function
ζc,D(z) = Tr(Ω(c)(1 +D
2)−z/2), ℜ(z) > p
admits an analytic continuation to the set {z : ℜ(z) > p− 1} \ {p}, and the point
p is a simple pole with corresponding residue pCh(c).
Let c =
∑m
j=1 a
j
0 ⊗ · · · ⊗ a
j
p. Since c is local, we may choose 0 ≤ a ∈ A such
that aaj0 = a
j
0 for all j.
By exactly the same argument as in the p > 2 case, we can show that for all
ℜ(z) > 0:
(5.25) a4zΩ(c) = Ω(c).
We let A = a4 and B = (1 +D2)−
1
6 as in Lemmas 5.7.2 and 5.7.3.
We have that:
Tr(Ω(c)BzAz) = Tr(a4zΩ(c)(1 +D2)−
z
6 )
= Tr(Ω(c)(1 +D2)−
z
6 ), ℜ(z) > 3p.
We recognise the above function as being precisely z 7→ ζc,D(z/3). Hence by Theo-
rem 1.2.3, the function z 7→ Tr(Ω(c)BzAz) admits an analytic continuation to the
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set {z : ℜ(z) > 3(p − 1)} \ {3p}, with a simple pole at 3p with corresponding
residue 3pCh(c).
Assume now that p = 1. By Lemma 5.7.2, Condition 5.4.1 holds for A and B
(with p = 3). By Theorem 5.4.2 the function
z → Tr
(
Ω(c)
(
BzAz − (A
1
2BA
1
2 )z
))
admits an analytic continuation to the set {ℜ(z) > 2}.
By Lemma 5.7.2, A
1
2BA
1
2 ∈ L3,∞. Hence, the function (defined a priori for
ℜ(z) > 3)
z → Tr(Ω(c)(A
1
2BA
1
2 )z)
admits an analytic continuation to the set {ℜ(z) > 2} \ {3}. with a pole at z = 3
and corresponding residue 3Ch(c). Define V1 := (A
1
2BA
1
2 )3 ∈ L1,∞. Then,
Tr(Ω(c)(A1/2BA1/2)z) = Tr(Ω(c)V
z/3
1 ).
We now know that function
z 7→ Tr(Ω(c)V
z/3
1 )
admits an analytic continuation to the set {ℜ(z) > 2} \ {3} with a simple pole
at 3 and corresponding residue 3Ch(c). So by rescaling the argument, we can
equivalently say that the function
z 7→ Tr(Ω(c)V z1 )
has analytic continuation to the set {z : ℜ(z) > 2/3} \ {1} with a simple pole at
1 with corresponding residue Ch(c).
Thus by Theorem 1.2.7, for any continuous normalised trace ϕ on L1,∞ we have
ϕ(Ω(c)V1) = Ch(c).
Due to Lemma 5.7.2, we have that V1 −B3A3 ∈ L1, and since ϕ vanishes on L1 it
follows that
ϕ(Ω(c)B3A3) = Ch(c).
So
ϕ(a12Ω(c)(1 +D2)−1/2) = Ch(c).
By taking z = 3 in (5.25), we have that a12Ω(c) = Ω(c), this completes the proof
in the case p = 1.
Now assume that p = 2. By Lemma 5.7.3, Condition 5.4.1 holds for A and B
(with p = 6). By Theorem 5.4.2 the function
z → Tr
(
Ω(c)
(
BzAz − (A
1
2BA
1
2 )z
))
admits an analytic extension to the set {ℜ(z) > 5}.
By Lemma 5.7.3, A
1
2BA
1
2 ∈ L6,∞. Hence, the function (defined a priori for
ℜ(z) > 6)
z → Tr(Ω(c)(A
1
2BA
1
2 )z)
admits an analytic extension to the set {ℜ(z) > 5} \ {6}. The point z = 6 is a
simple pole with corresponding residue 6Ch(c). Consider V2 = (A
1
2BA
1
2 )6 ∈ L1,∞.
We have so far shown that the function
z → Tr(Ω(c)V z2 )
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admits an analytic extension to the set {z : ℜ(z) > 56} \ {1}. The point z = 1 is a
simple pole with corresponding residue Ch(c).
Hence, by Theorem 1.2.7, for any continuous normalised trace ϕ on L1,∞, we
have
ϕ(Ω(c)V2) = Ch(c).
By Lemma 5.7.3, the operator V2 −B6A6 is trace class. Thus,
ϕ(Ω(c)B6A6) = Ch(c).
So ϕ(a12Ω(c)(1 +D2)−1) = Ch(c). Since a12Ω(c) = Ω(c), this completes the proof
for the case p = 2. 

APPENDIX A
Appendix
A.1. Properties of the algebra B
For this section, (A, H,D) is a smooth spectral triple. Recall from Definition
2.2.7 that B is the ∗−algebra generated by all elements of the form δk(a) or ∂(δk(a)),
k ≥ 0, a ∈ A. Recall that we define H∞ :=
⋂
k≥1 dom(D
k), and that for all T ∈ B,
we have T : H∞ → H∞, and for all k ≥ 0 we have Dk, |D|k : H∞ → H∞.
The following should be compared with [13, Lemma 6.2]. See also the discussion
following [33, Lemma 10.22].
Lemma A.1.1. For every x ∈ B and for every m ≥ 0, we have the following
equalities of linear (potentially unbounded) operators on H∞:
|D|mx =
m∑
k=0
(
m
k
)
δm−k(x)|D|k and,
x|D|m =
m∑
k=0
(−1)m−k
(
m
k
)
|D|kδm−k(x).
Proof. We prove only the first equality as the proof of the second one follows
by an identical argument.
This formula can be seen by induction on m. Indeed, for m = 1, this is simply
the claim that since B ⊆ dom∞(δ) we have an equality of operators on H∞:
|D|x = δ(x) + x|D|.
Now suppose that the claim is true for m− 1. Then on H∞ we have
|D|mx = |D| · |D|m−1x
= |D| ·
m−1∑
k=0
(
m− 1
k
)
δm−1−k(x)|D|k
=
m−1∑
k=0
(
m− 1
k
)
|D|δm−1−k(x) · |D|k
=
m−1∑
k=0
(
m− 1
k
)
δm−1−k(x)|D|k+1 +
m−1∑
k=0
(
m− 1
k
)
δm−k(x)|D|k
=
m∑
k=1
(
m− 1
k − 1
)
δm−k(x)|D|k +
m−1∑
k=0
(
m− 1
k
)
δm−k(x)|D|k
=
m∑
k=0
(
m
k
)
δm−k(x)|D|k.
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and so the statement follows for m. 
Lemma A.1.2. Let (A, H,D) be a smooth spectral triple, and assume that D
has a spectral gap at 0. Then for all x ∈ B and m ≥ 0 we have
(i) The operators |D|−mx|D|m, |D|mx|D|−m : H∞ → H∞ have bounded exten-
sion
(ii) |D|1−m[|D|m, x] : H∞ → H∞ has bounded extension.
Proof. By Lemma A.1.1, on H∞ we have:
|D|mx|D|−m =
m∑
k=0
(
m
k
)
δm−k(x)|D|k−m,
|D|−mx|D|m =
m∑
k=0
(−1)m−k
(
m
k
)
|D|k−mδm−k(x).
Clearly, the expressions on the right hand side have bounded extension. This proves
the first assertion.
By Lemma A.1.1, we have
[|D|m, x] = |D|mx−
m∑
k=0
(−1)m−k
(
m
k
)
|D|kδm−k(x)
=
m−1∑
k=0
(−1)m−k−1
(
m
k
)
|D|kδm−k(x).
Therefore,
|D|1−m[|D|m, x] =
m−1∑
k=0
(−1)m−k−1
(
m
k
)
|D|k+1−mδm−k(x).
Since x ∈ dom∞(δ), for each 0 ≤ k ≤ m − 1 the operator |D|k+1−mδm−k(x) has
bounded extension. Hence, |D|1−m[|D|m, x] has bounded extension. 
Lemma A.1.3. Assume that (A, H,D) satisfies Hypothesis 1.2.1. Let h be a
Borel function on R such that
t 7→ (1 + t2)
p+1
2 h(t), t ∈ R.
is bounded. Then for all x ∈ B and s > 0 the operator xh(sD) is in L1, and:
‖xh(sD)‖1 = O(s
−p), s ↓ 0.
Proof. Let s > 0. Clearly,
(1 + s2D2)−
p+1
2 = |(1− isD)−p−1|.
Setting λ = 1s , we obtain from Hypothesis 1.2.1 that:
‖x(1 + s2D2)−
p+1
2 ‖1 = s
−p−1‖x(D +
i
s
)−p−1‖1
= s−p−1 · O(s)
= O(s−p), s ↓ 0.
Since the operator (1 + s2D2)
p+1
2 h(sD) is bounded, with
‖(1 + s2D2)
p+1
2 h(sD)‖∞ ≤ sup
t∈R
(1 + t2)
p+1
2 |h(t)|
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We can conclude that:
‖xh(sD)‖1 ≤ ‖x(1 + s
2D2)−
p+1
2 ‖1‖(1 + s
2D2)
p+1
2 h(sD)‖∞
= O(s−p), s ↓ 0.

We note in particular that the assumption on h in Lemma A.1.3 is satisfied if
h is a Schwartz function.
Lemma A.1.4. Let (A, H,D) satisfy Hypothesis 1.2.1, assume that D has a
spectral gap at 0 and let x ∈ B. For all non-negative integers m1,m2 ≥ 0 with
m1 +m2 < p, we have
‖|D|−m1x|D|−m2e−s
2D2‖1 = O(s
m1+m2−p), s ↓ 0.
Proof. Suppose first that m1 > 0. Using the triangle inequality:
‖|D|−m1x|D|−m2e−s
2D2‖1 ≤
∞∑
k,l=0
‖χ[2k,2k+1](|D|)|D|
−m1x|D|−m2e−s
2D2χ[2l,2l+1](|D|)‖1
≤
∞∑
k,l=0
2−km1−lm2 · e−2
2ls2 · ‖χ[2k,2k+1](|D|)xχ[2l,2l+1](|D|)‖1
≤
∞∑
k,l=0
2−km1−lm2 · e−2
2ls2 · ‖χ[0,2k+1](|D|)xχ[0,2l+1](|D|)‖1.
If m = min{k, l}, then
‖χ[0,2k+1](|D|)xχ[0,2l+1](|D|)
∥∥∥
1
≤ min
{∥∥∥xχ[0,2m+1](|D|)∥∥∥
1
,
∥∥∥χ[0,2m+1](|D|)x∥∥∥
1
}
≤ emin
{∥∥∥xe−2−2(m+1)|D|2∥∥∥
1
,
∥∥∥x∗e−2−2(m+1)|D|2∥∥∥
1
}
= O(2mp).
Thus,
‖|D|−m1x|D|−m2e−s
2D2‖1 ≤
( ∞∑
k,l=0
2−km1−lm2 · e−2
2ls2 · 2p·min{k,l}
)
· O(1).
Since p−m1 > 0, it follows that∑
k,l≥0
k≤l
2−km1−lm2 · e−2
2ls2 · 2p·min{k,l} =
∑
k,l≥0
k≤l
2(p−m1)k · 2−lm2 · e−2
2ls2
≤ 2 ·
∞∑
l=0
2(p−m1)l · 2−lm2 · e−2
2ls2 .
Now due to our assumption that m1 > 0, it follows that∑
k,l≥0
k≥l
2−km1−lm2 · e−2
2ls2 · 2p·min{k,l} =
∑
k,l≥0
k≥l
2−km1 · 2(p−m2)l · e−2
2ls2
≤ 2 ·
∞∑
l=0
2−lm1 · 2(p−m2)l · e−2
2ls2 .
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Note that for m > 0, we have
∞∑
l=0
2lme−2
2ls2 = O(s−m), s ↓ 0.
Therefore,
‖|D|−m1x|D|−m2e−s
2D2‖1 ≤
( ∞∑
l=0
2l(p−m1−m2) · e−2
2ls2
)
·O(1)
= O(sm1+m2−p).
This completes the proof for the case m1 > 0.
To complete the proof we now deal with the case where m1 = 0. We have
‖|D|−m1x|D|−m2e−s
2D2‖1 ≤
∞∑
l=0
∥∥∥x|D|−m2e−s2D2χ[2l,2l+1](|D|)∥∥∥
1
≤
∞∑
l=0
2−lm2 · e−2
2ls2 ·
∥∥∥xχ[2l,2l+1](|D|)∥∥∥
1
≤
∞∑
l=0
2−lm2 · e−2
2ls2 ·
∥∥∥xχ[0,2l+1](|D|)∥∥∥
1
.
Thus,
‖|D|−m1x|D|m2e−s
2D2‖1 ≤
( ∞∑
l=0
2l(p−m2) · e−2
2ls2
)
· O(1)
= O(sm2−p).
This completes the proof for the case m1 = 0. 
Lemma A.1.5. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1 and
assume that D has spectral gap at 0. For all x ∈ B we have
‖x|D|−p−1(1− e−s
2D2)‖1 = O(s), s ↓ 0.
Proof. By the triangle inequality, we have
‖x|D|−p−1(1− e−s
2D2)‖1 ≤ ‖x|D|
−p−1(1− e−s
2D2)χ( 1s ,∞)(|D|)‖1
+ ‖x|D|−p−1(1− e−s
2D2)χ[0, 1s ](|D|)‖1.(A.1)
Let us estimate the first summand of (A.1). Since for t > 1 we have:
t−p−1(1− e−t
2
) ≤ t−p−1 ≤ 2
p+1
2 · (t2 + 1)−
p+1
2 ,
it follows that
|D|−p−1(1− e−s
2D2)χ( 1s ,∞)(|D|) ≤ s
p+1 · 2
p+1
2 · (1 + s2D2)−
p+1
2 .
So we may estimate the first summand by:
‖x|D|p−1(1− e−s
2D2)χ( 1
s
,∞)(|D|)‖1 ≤ 2
p+1
2
∥∥∥x(D2 + s−2)− p+12 ∥∥∥
1
= 2
p+1
2
∥∥∥x(D + i
s
)−p−1
∥∥∥
1
= O(s)
Where the final step follows from Hypothesis 1.2.1.(iii).
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Let us estimate the second summand of (A.1). We have
t−p−1(1− e−t
2
) ≤ t1−p ≤ et1−p · e−t
2
, t ∈ [0, 1],
so it follows that
|D|−p−1(1 − e−s
2D2)χ[0, 1s ](|D|) ≤ es
p+1 · (s|D|)1−p · e−s
2D2 .
So, the second summand in (A.1) can be estimated by:
‖x|D|−p−1(1 − e−s
2D2)χ[0, 1s )](|D|)‖1 ≤ es
2
∥∥∥x|D|1−pe−s2D2∥∥∥
1
.
From Lemma A.1.4, this is O(s) as s ↓ 0. 
Lemma A.1.6. Let (A, H,D) be a spectral triple satisfying Hypothesis 1.2.1 and
assume that D has a spectral gap at 0. For every x ∈ B, we have
‖|D|−p−1x(1 − e−s
2D2)‖1 = O(s), s ↓ 0.
Proof. On the subspace H∞, we have:
|D|−p−1x = x|D|−p−1 + [|D|−p−1, x]
= x|D|−p−1 − |D|−p−1[|D|p+1, x]|D|−p−1.
By Lemma A.1.1, we have (again on H∞):
[|D|p+1, x] = |D|p+1x− x|D|p+1
=
(
p+1∑
k=0
(
p+ 1
k
)
δp+1−k(x)|D|k
)
− x|D|p+1
=
p∑
k=0
(
p+ 1
k
)
δp+1−k(x)|D|k.
Thus on H∞:
|D|−p−1x = x|D|−p−1 −
p∑
k=0
(
p+ 1
k
)
|D|−p−1δp+1−k(x)|D|k−p−1 .
Multiplying on the right by (1− e−s
2D2), on H∞ we have:
(A.2)
|D|−p−1x(1−e−s
2D2) = x|D|−p−1(1−e−s
2D2)−
p∑
k=0
(
p+ 1
k
)
|D|−p−1δp+1−k(x)|D|k−p−1(1−e−s
2D2)
From Lemma A.1.5, we have that x|D|−p−1(1− e−s
2D2) has bounded extension to
an operator in L1 with norm bounded by O(s).
For 0 ≤ k ≤ p, we have∥∥∥|D|−p−1δp+1−k(x)|D|k−p−1(1− e−s2D2)∥∥∥
1
≤
∥∥∥|D|−p−1δp+1−k(x)∥∥∥
1
·
∥∥∥|D|k−p∥∥∥
∞
· s
∥∥∥(s|D|)−1(1 − e−s2D2)∥∥∥
∞
.
The first factor here is finite by Remark 3.1.1. The second factor is finite because
k ≤ p. The third factor is O(s) by the functional calculus. Thus,
‖|D|−p−1δp+1−k(x)|D|k−p−1(1− e−s
2D2)‖1 = O(s), s ↓ 0.
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Hence, each summand in (A.2) extends to a trace class operator with norm bounded
by O(s), s ↓ 0. By the triangle inequality, this completes the proof. 
A.2. Integral formulae for commutators
In this section of the appendix, we collect results concerning formulae for com-
mutators with functions of D. Many of the results of this section will be known to
the expert reader, but since they are scattered around various sources we provide
them here with short and self-contained proofs.
In this section, (A, H,D) is a smooth p-dimensional spectral triple.
The following is essentially a consequence of the classical Duhamel formula.
Lemma A.2.1. Let (A, H,D) be a smooth spectral triple. If x ∈ B then for all
t ∈ R:
[eit|D|, x] = it
ˆ 1
0
eit(1−v)|D|δ(x)eitv|D| dv.
Here, the integral is understood in the weak operator topology sense.
Proof. For n ≥ 0, we define the projection
pn := χ[0,n](|D|).
Since |D| is non-negative, as n→∞ the sequence of projections {pn}n≥0 converges
in the strong operator topology to the identity. We define the functions ξ and η by:
ξ(v) := pn exp(it(1− v)|D|),
η(v) := x exp(itv|D|)pn, v ∈ R.
Since pn|D| ≤ n, the operator valued functions ξ and η are continuous and differ-
entiable in the uniform norm.
Since ξ and η are continuous and differentiable, we have:
ξ(1)η(1)− ξ(0)η(0) =
ˆ 1
0
ξ′(v)η(v) + ξ(v)η′(v) dv.
where since ξ, ξ′, η and η′ are continuous, this may be considered as a Bochner
integral. Therefore in particular, this is an integral in the weak operator topology.
We can compute the terms in the integrand as:
ξ′(v)η(v) = −itpn exp(it(1− v)|D|)|D|x exp(itv|D|)pn,
ξ(v)η′(v) = itpn exp(it(1− v)|D|)x|D| exp(itv|D|)pn.
Thus,
ξ(1)η(1)− ξ(0)η(0) = −it
ˆ 1
0
pn exp(it(1− v)|D|)δ(x) exp(itv|D|)pn dv.
Since the operator exp(it(1 − v)|D|)δ(x) exp(itv|D|) is a continuous function of v
(in weak operator topology), the weak operator topology integralˆ 1
0
exp(it(1− v)|D|)δ(x) exp(itv|D|) dv
exists, and we have:
pn
ˆ 1
0
exp(it(1−v)|D|)δ(x) exp(itv|D|) dv·pn =
ˆ 1
0
pn exp(it(1−v)|D|)δ(x) exp(itv|D|)pn dv.
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Therefore:
ξ(1)η(1)− ξ(0)η(0) = pn
ˆ 1
0
exp(it(1− v)|D|)δ(x) exp(itv|D|) dv · pn.
On the other hand, we can compute ξ(1), η(1), ξ(0) and η(0) directly:
ξ(1)η(1)− ξ(0)η(0) = pnx exp(it|D|)pn − pn exp(it|D|)xpn
= pn[x, exp(it|D|)]pn.
Thus,
pn[exp(it|D|), x]pn = itpn
ˆ 1
0
exp(it(1 − v)|D|)δ(x) exp(itv|D|) dv · pn.
Since n ≥ 0 is arbitrary, we may take n→∞ and since pn converges in the strong
operator topology to the identity we get the desired equality. 
Combining Lemma A.2.1 with the Fourier inversion theorem yields a formula
for [f(s|D|), x] for quite general functions f . The following formula is well known
and appears in many places, for example [8, Theorem 3.2.32].
Lemma A.2.2. If f̂ , f̂ ′ ∈ L1(R), then for all x ∈ B, and s > 0,
[f(s|D|), x] = s
ˆ ∞
−∞
(ˆ 1
0
f̂ ′(u)eius(1−v)|D|δ(x)eiusv|D|dv
)
du.
Here, the integral is understood in a weak operator topology sense.
Proof. Indeed, by the Fourier inversion formula, by functional calculus we
have a weak operator topology integral:
f(s|D|) =
ˆ
R
f̂(u)eius|D|du.
Therefore,
[f(s|D|), x] =
ˆ ∞
−∞
f̂(u)[eius|D|, x]du.
By Lemma A.2.1, we have a weak operator topology integral:
[eius|D|, x] = ius
ˆ 1
0
eius(1−v)|D|δ(x)eiusv|D|dv.
Thus,
[f(s|D|), x] = s
ˆ ∞
−∞
iuf̂(u)
( ˆ 1
0
eius(1−v)|D|δ(x)eiusv|D|dv
)
du.
Since iuf̂(u) = f̂ ′(u), the assertion follows. 
Lemma A.2.3. If f̂ , f̂ ′, f̂ ′′ ∈ L1(R), then for all x ∈ B and s > 0 we have:
[f(s|D|), x]−sf ′(s|D|)δ(x) = −s2
ˆ ∞
−∞
(ˆ 1
0
f̂ ′′(u)(1− v)eius(1−v)|D|δ2(x)eiusv|D|dv
)
du.
[f(s|D|), x]−sδ(x)f ′(s|D|) = −s2
ˆ ∞
−∞
(ˆ 1
0
f̂ ′′(u)(1− v)eiusv|D|δ2(x)eius(1−v)|D|dv
)
du.
Here once again the integrals are understood in the weak operator topology.
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Proof. We only prove the first equality as the proof of the second one is
similar.
By the Fourier inversion theorem and functional calculus we have a weak op-
erator topology integral representation:
f ′(s|D|) =
ˆ
R
f̂ ′(u)eius|D|du.
So multiplying on the left by the bounded operator δ(x),
sf ′(s|D|)δ(x) = s
ˆ
R
f̂ ′(u)eius|D|δ(x)du
= s
ˆ ∞
−∞
(ˆ 1
0
f̂ ′(u)eius|D|δ(x)dv
)
du.
Now representing [f(s|D|), x] by the integral representation given by Lemma
A.2.2, we infer that
[f(s|D|), x]− sf ′(s|D|)δ(x) = s
ˆ ∞
−∞
(ˆ 1
0
f̂ ′(u)
(
eius(1−v)|D|δ(x)eiusv|D| − eius|D|δ(x)
)
dv
)
du
= s
ˆ ∞
−∞
(ˆ 1
0
f̂ ′(u)
(
eius(1−v)|D|[δ(x), eiusv|D|]
)
dv
)
du.(A.3)
Applying Lemma A.2.1 to δ(x) ∈ B, we have:
(A.4) [δ(x), eiusv|D|] = −iusv
ˆ 1
0
eiusv(1−w)|D|δ2(x)eiusvw|D|dw.
Combining (A.3) and (A.4), we obtain
(A.5)
[f(s|D|), x]−sf ′(s|D|)δ(x) = −s2
ˆ ∞
−∞
(ˆ 1
0
( ˆ 1
0
f̂ ′′(u)veius(1−vw)|D|δ2(x)eiusvw|D|dw
)
dv
)
du.
We focus on the inner integral. Performing a linear change of variables, w0 =
vw, we get:ˆ 1
0
veius(1−vw)|D|δ2(x)eiusvw|D| dw =
ˆ v
0
eius(1−w0)|D|δ2(x)eiusw0|D| dw0,
and therefore:ˆ 1
0
ˆ 1
0
veius(1−vw)|D|δ2(x)eiusvw|D| dwdv =
ˆ 1
0
ˆ v
0
eius(1−w)|D|δ2(x)eiusw|D| dwdv.
Since the integrand is continuous, we may apply Fubini’s theorem to interchange
the integrals:ˆ 1
0
ˆ 1
0
veius(1−vw)|D|δ2(x)eiusvw|D| dwdv =
ˆ 1
0
ˆ 1
w
eius(1−w)|D|δ2(x)eiusw|D| dvdw
=
ˆ 1
0
(1− w)eius(1−w)|D|δ2(x)eiusw|D| dw.
So from (A.5):
[f(s|D|), x]− sf ′(s|D|)δ(x) = −s2
ˆ ∞
−∞
ˆ 1
0
(1 − w)eius(1−w)|D|δ2(x)eiusw|D| dwdu.

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A.3. Hochschild coboundary computations
In this part of the appendix we include some of the lengthy algebraic compu-
tations required for Sections 4.3 and 4.4. Recall that for a multilinear functional
θ : A⊗p → C the Hochschild coboundary bθ : A⊗(p+1) → C is defined in terms of
the Hochschild boundary b by bθ(c) = θ(bc).
Explicitly, for an elementary tensor a0 ⊗ · · · ⊗ ap ∈ A⊗(p+1) we have:
(bθ)(a0 ⊗ · · · ap) = θ(a0a1 ⊗ a2 ⊗ · · · ⊗ ap) +
p−1∑
k=1
(−1)kθ(a0 ⊗ · · · ⊗ akak+1 ⊗ · · · ⊗ ap)
+ (−1)pθ(apa0 ⊗ a1 ⊗ · · · ⊗ ap−1).
A.3.1. Coboundaries in Section 4.3. Let A ⊆ {1, . . . , p}. Let T :=
D2−|A ||D|p+1e−s
2D2 . Following the notation of Definition 4.1.1, we define for a ∈ A,
bk(a) :=
{
δ(a), k ∈ A ,
[F, a], k /∈ A .
Fix 1 ≤ m ≤ p−1. We introduce a pair of multilinear mappings, θ1s and θ
2
s , defined
on a0 ⊗ · · · ⊗ ap−1 ∈ A⊗p by:
θ1s(a0 ⊗ · · · ⊗ ap−1) := Tr
(
Γa0
(
m−2∏
k=1
bk(ak)
)
δ2(am−1)
(
p−1∏
k=m
bk+1(ak)
)
T
)
.
and
θ2s(a0 ⊗ · · · ⊗ ap−1) := Tr
(
Γa0
(
m−2∏
k=1
bk(ak)
)
[F, δ(am−1)]
(
p−1∏
k=m
bk+1(ak)
)
T
)
.
The mapping that here is denoted θ1s is exactly the multilinear mapping θs
introduced in Lemma 4.3.2, and similarly the multilinear mapping θ2s is the multi-
linear mapping θs introduced in Lemma 4.3.3. For 1 ≤ k < m we also introduce
X1k and X
2
k defined by:
X1k := Tr
(
Γa0
(
k−1∏
l=1
bl(al)
)
ak
(
m−2∏
l=k
bl(al+1)
)
δ2(am)
(
p∏
l=m+1
bl(al)
)
· T
)
,
X2k := Tr
(
Γa0
(
k−1∏
l=1
bl(al)
)
ak
(
m−2∏
l=k
bl(al+1)
)
[F, δ(am)]
(
p∏
l=m+1
bl(al)
)
· T
)
.
Now if m ≤ k ≤ p, we define Y 1k and Y
2
k by:
Y 1k := Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
k−1∏
l=m
bl+1(al)
)
ak
(
p∏
l=k+1
bl(al)
)
· T
)
,
Y 2k := Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
[F, δ(am−1)]
(
k−1∏
l=m
bl+1(al)
)
ak
(
p∏
l=k+1
bl(al)
)
· T
)
.
Lemma A.3.1. For j = 1, 2 and a0 ⊗ · · · ⊗ ap ∈ A⊗(p+1). we have:
θjs(a0a1 ⊗ a2 ⊗ · · · ⊗ ap) = X
j
1
Proof. This follows immediately from the definition. 
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Lemma A.3.2. For j = 1, 2, 1 ≤ k < m − 1 and a0 ⊗ · · · ⊗ ap ∈ A⊗(p+1) we
have
θjs(a0 ⊗ · · · ⊗ akak+1 ⊗ · · · ⊗ ap) = X
j
k +X
j
k+1.
Proof. We will only describe the j = 1 case, since the j = 2 case is identical.
By the definition of θjs, we have
θ1s(a0⊗a1 ⊗ · · · ⊗ ak−1 ⊗ akak+1 ⊗ ak+2 ⊗ · · · ⊗ ap)
= Tr
(
Γa0
(
k−1∏
l=1
bl(al)
)
bk(akak+1)
(
m−2∏
l=k+1
bl(al+1)
)
δ2(am)
(
p−1∏
l=m
bl+1(al+1)
)
· T
)
.
Now applying the Leibniz rule to bk(akak+1),
θ1s(a0 ⊗ a1 ⊗ · · · ⊗ ak−1 ⊗ akak+1 ⊗ ak+2 ⊗ · · · ⊗ ap)
= Tr
(
Γa0
(
k−1∏
l=1
bl(al)
)
akbk(ak+1)
(
m−2∏
l=k+1
bl(al+1)
)
δ2(am)
(
p−1∏
l=m
bl+1(al+1)
)
· T
)
+Tr
(
Γa0
(
k−1∏
l=1
bl(al)
)
bk(ak)ak+1
(
m−2∏
l=k+1
bl(al+1)
)
δ2(am)
(
p−1∏
l=m
bl+1(al+1)
)
· T
)
= Tr
(
Γa0
(
k−1∏
l=1
bl(al)
)
ak
(
m−2∏
l=k
bl(al+1)
)
δ2(am)
(
p∏
l=m+1
bl(al)
)
T
)
+Tr
(
Γa0
(
k∏
l=1
bl(al)
)
ak+1
(
m−2∏
l=k+1
bl(al+1)
)
δ2(am)
(
p∏
l=m+1
bl(al)
)
· T
)
= X1k +X
1
k+1
as required. 
Lemma A.3.3. For m ≤ k < p, j = 1, 2 and a0 ⊗ · · · ⊗ ap ∈ A⊗(p+1) we have
θjs(a0 ⊗ a1 ⊗ · · · ⊗ ak−1 ⊗ akak+1 ⊗ ak+2 ⊗ · · · ⊗ ap) = Y
j
k + Y
j
k+1.
Proof. Again we demonstrate only the j = 1 case since the j = 2 case is
identical. By definition we have:
θ1s(a0 ⊗ a1 ⊗ · · · ⊗ ak−1 ⊗ akak+1 ⊗ ak+2 ⊗ · · · ⊗ ap)
= Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
k−1∏
l=m
bl+1(al)
)
bk+1(akak+1)
(
p−1∏
l=m+1
bl+1(al+1)
)
· T
)
.
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Applying the Leibniz rule to bk+1(akak+1) we have:
θ1s(a0 ⊗ a1 ⊗ · · · ⊗ ak−1 ⊗ akak+1 ⊗ ak+2 ⊗ · · · ⊗ ap)
= Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
k−1∏
l=m
bl+1(al)
)
akbk+1(ak+1)
(
p−1∏
l=k+1
bl+1(al+1)
)
· T
)
+Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
k−1∏
l=m
bl+1(al)
)
bk+1(ak)ak+1
(
p−1∏
l=k+1
bl+1(al+1)
)
· T
)
= Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
k−1∏
l=m
bl+1(al
)
ak
(
p∏
l=k+1
bl(al)
)
· T
)
+Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
k∏
l=m
bl+1(al)
)
ak+1
(
p∏
l=k+2
bl(al)
)
· T
)
= Y 1k + Y
1
k+1.

We recall also the multilinear maps WA from Definition 4.1.1.
Lemma A.3.4. Let c = a0 ⊗ a1 ⊗ · · · ⊗ ap ∈ A⊗(p+1). If we assume that
m− 1,m ∈ A , then we have:
θ1s(a0 ⊗ a1 ⊗ · · · ⊗ am−2 ⊗ am−1am ⊗ am+1 ⊗ · · · ⊗ ap)
= X1m−1 + Y
1
m + 2Tr(WA (c) · T ).
Now if B ⊆ {1, . . . , p} is such that |B| = |A | and A ∆B = {m− 1,m} (where ∆
denotes the symmetric difference) then
θ2s(a0 ⊗ a1 ⊗ · · · ⊗ am−2 ⊗ am−1am ⊗ am+1 ⊗ · · · ⊗ ap)
= X2m−1 + Y
2
m +Tr(WA (c) · T ) + Tr(WB(c) · T ).
Proof. Using the repeated Leibniz rule, we obtain
δ2(am−1am) = δ
2(am−1)am + 2δ(am−1)δ(am) + am−1δ
2(am),
[F, δ(am−1am)] = [F, δ(am−1)]am + [F, am−1]δ(am) + δ(am−1)[F, am] + am−1[F, δ(am)].
Let us focus on proving the assertion relating to θ1s , since the other assertion is
identical.
By the definition of θ1s , we have
θ1s(a0 ⊗ a1 ⊗ · · · ⊗ am−2 ⊗ am−1am ⊗ am+1 ⊗ · · · ⊗ ap)
= Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1am)
(
p−1∏
l=m
bl+1(al+1)
)
· T
)
= Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1am)
(
p∏
l=m+1
bl(al)
)
· T
)
.
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Applying the Leibniz rule to the δ2(am−1am) term:
θ1s(a0 ⊗ a1 ⊗ · · · ⊗ am−2 ⊗ am−1am ⊗ am+1 ⊗ · · · ⊗ ap)
= Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
am−1δ
2(am)
(
p∏
l=m+1
bl(al)
)
· T
)
+Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
2δ(am−1)δ(am)
(
p∏
l=m+1
bl(al)
)
· T
)
+Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)am
(
p∏
l=m+1
bl(al)
)
· T
)
= Xm−1 + 2Tr(WA (c) · T ) + Ym.

Lemma A.3.5. For a0 ⊗ · · · ⊗ ap ∈ A⊗(p+1), we have
θ1s(apa0 ⊗ a1 ⊗ a2 ⊗ · · · ⊗ ap−1)
= Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
p−1∏
l=m
bl+1(al)
)
[T, ap]
)
+ Y 1p .
We also have:
θ2s(apa0 ⊗ a1 ⊗ a2 ⊗ · · · ⊗ ap−1)
= Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
[F, δ(am−1)]
(
p−1∏
l=m
bl+1(al)
)
[T, ap]
)
+ Y 2p .
Proof. We prove only the assertion involving θ1s , since one can prove the other
result by an identical argument. Since Γ commutes with ap, we have:
θ1s(apa0 ⊗ a1 ⊗ a2 ⊗ · · · ⊗ ap−1)
= Tr
(
Γapa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
p−1∏
l=m
bl+1(al)
)
· T
)
= Tr
(
apΓa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
p−1∏
l=m
bl+1(al)
)
· T
)
.
Using the cyclicity of the trace, we have
θ1s(apa0 ⊗ a1 ⊗ a2 ⊗ · · · ⊗ ap−1)
= Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
p−1∏
l=m
bl+1(al)
)
· Tap
)
= Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
p−1∏
l=m
bl+1(al)
)
· [T, ap]
)
+ Y 1p .

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Note that for j = 1, 2, the telescopic sum
Xj1+
m−1∑
k=1
(−1)k(Xjk +X
j
k+1) + (−1)
m−1(Xjm−1 + Y
j
m)
+
p−1∑
k=m
(−1)k(Y jk + Y
j
k+1) + (−1)
pY jp .
vanishes.
Therefore, combining Lemmas A.3.1, A.3.2, A.3.3, A.3.4 and A.3.5 we have:
(bθ1s)(a0 ⊗ · · · ⊗ ap) = 2 · (−1)
m−1 · Tr(WA (c) · T )
+ (−1)p · Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
δ2(am−1)
(
p−1∏
l=m
bl+1(al)
)
· [T, ap]
)
.
Similarly, if B is such that |A | = |B| and A ∆B = {m− 1,m} then:
(bθ2s)(a0 ⊗ · · · ⊗ ap) = (−1)
m−1 · Tr(WA (c) · T ) + (−1)
m−1 · Tr(WB(c) · T )
+ (−1)p · Tr
(
Γa0
(
m−2∏
l=1
bl(al)
)
[F, δ(am−1)]
(
p−1∏
l=m
bl+1(al)
)
· [T, ap]
)
.
This completes the computation of the coboundaries for θ1s and θ
2
s .
A.3.2. Coboundaries in Section 4.4. Again in this subsection, (A, H,D)
is a smooth spectral triple where D has a spectral gap at 0. Let T = Fe−s
2D2 .
Note that this is different to T in the preceding section.
We define the multilinear mapping Ls : A⊗p → C on a0⊗ · · ·⊗ ap−1 ∈ A⊗p by:
Ls(a0 ⊗ · · · ⊗ ap−1) := Tr
(
Γa0
(
p−1∏
k=1
[F, ak]
)
· T
)
.
We also define the multilinear mapping Ks : A⊗(p+1) → C by:
Ks(a0 ⊗ · · · ⊗ ap) := Tr
(
Γa0
(
p−1∏
k=1
[F, ak]
)
· [T, ap]
)
.
By definition, Ks is exactly the mapping from Theorem 4.4.2.
For 1 ≤ m ≤ p, we define Xm by:
Xm := Tr
(
Γa0
(
m−1∏
k=1
[F, ak]
)
am
(
p∏
k=m+1
[F, ak]
)
T
)
.
We have
Ls(a0a1 ⊗ a2 ⊗ · · · ⊗ ap) = Tr(Γa0a1
p∏
k=2
[F, ak] · T )
= X1.
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Applying the Leibniz rule to [F, am−1am]:
Ls(a0 ⊗ a1 ⊗ · · · ⊗ am−2 ⊗ am−1am ⊗ am+1 ⊗ · · · ⊗ ap)
= Tr
(
Γa0
(
m−2∏
k=1
[F, ak]
)
[F, am−1am]
(
p∏
k=m+1
[F, ak]
)
· T
)
= Tr
(
Γa0
(
m−2∏
k=1
[F, ak]
)
am−1
(
p∏
k=m
[F, ak]
)
· T
)
+Tr
(
Γa0
(
m−1∏
k=1
[F, ak]
)
am
(
p∏
k=m+1
[F, ak]
)
· T
)
= Xm +Xm+1.
Finally,
Ls(apa0 ⊗ a1 ⊗ · · · ⊗ ap−1) = Tr(Γapa0
p−1∏
k=1
[F, ak] · T )
= Tr(Γa0
p−1∏
k=1
[F, ak] · Tap)
= Tr(Γa0
p−1∏
k=1
[F, ak] · [T, ap]) + Tr(Γa0
p−1∏
k=1
[F, ak] · apT )
= Ks(a0 ⊗ · · · ⊗ ap) +Xp.
Thus,
(bLs)(a0 ⊗ · · · ⊗ ap) = Ks(a0 ⊗ · · · ⊗ ap)
+X1 +
( p−1∑
m=1
(−1)m(Xm +Xm+1)
)
+ (−1)pXp.
The latter sum telescopes and indeed vanishes, so it follows that bLs = Ks.
A.3.3. Coboundaries in Section 4.5. In this section, (A, H,D) is a smooth
spectral triple where D has a spectral gap at 0, and T := |D|2−pe−s
2D2 . We define
the multilinear mapping θs : A⊗p → C on a0 ⊗ · · · ap−1 ∈ A⊗p by:
θs(a0 ⊗ · · · ⊗ ap−1) = Tr
((
p−1∏
k=0
∂(ak)
)
T
)
.
For 0 ≤ k ≤ p we also define:
Xk = Tr
((
k−1∏
l=0
∂(al)
)
ak
(
p∏
l=k+1
∂(al)
)
T
)
.
So in particular,
X0 = Tr
(
a0
(
p∏
l=1
∂(al)
)
T
)
.
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Applying the Leibniz rule to ∂(akaa+1) we get:
θs(a0 ⊗ · · · ⊗ ak−1 ⊗ akak+1 ⊗ ak+2 ⊗ · · · ⊗ ap)
= Tr
((
k−1∏
l=0
∂(al)
)
∂(akak+1)
(
p∏
l=k+2
∂(al)
)
· T
)
= Tr
((
k−1∏
l=0
∂(al)
)
ak
(
p∏
l=k+1
∂(al)
)
· T
)
+Tr
((
k∏
l=0
∂(al)
)
ak+1
(
p∏
l=k+2
∂(al)
)
· T
)
= Xk +Xk+1.
We also have
θs(apa0 ⊗ a1 ⊗ · · · ⊗ ap−1)
= Tr
((
p−1∏
k=0
∂(ak)
)
· Tap
)
+Tr
(
a0
(
p−1∏
l=1
∂(ak)
)
· T∂(ap)
)
= Xp +Tr
((
p−1∏
k=0
∂(ak)
)
· [T, ap]
)
+X0 +Tr
(
a0
(
p−1∏
k=1
∂(ak)
)
· [T, ∂(ap)]
)
.
If we assume that p is even, then:
(bθs)(a0 ⊗ · · · ⊗ ap)
=
(
p−1∑
k=0
(−1)k(Xk +Xk+1)
)
+ (Xp +X0)
+ Tr
((
p−1∏
k=0
∂(ak)
)
· [T, ap]
)
+Tr
(
a0
(
p−1∏
k=1
∂(ak)
)
· [T, ∂(ap)]
)
= 2X0 +Tr
(
a0
(
p−1∏
k=1
∂(ak)
)
[T, ∂ap]
)
+Tr
((
p−1∏
k=0
∂(ak)
)
[T, ap]
)
= 2Tr
(
a0
(
p∏
k=1
∂(ak)
)
· T
)
+Tr
(
a0
(
p−1∏
k=1
∂(ak)
)
[T, ∂ap]
)
+Tr
((
p−1∏
k=0
∂(ak)
)
[T, ap]
)
.
This completes the computation of the coboundaries.
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A.4. Technical estimates for Section 4.4.1
For this section, (A, H,D) is assumed to be a spectral triple satisfying Hypoth-
esis 1.2.1 and we assume that D has a spectral gap at 0.
The results of this section are very similar to that of Lemma 4.1.3. However
additional technicalities make the proofs more involved and therefore are included
here in the appendix. We make use of the mappings bk from Definition 4.1.1, defined
in terms of m ≥ 1 and a subset B ⊆ {1, . . . ,m} on a ∈ A
bk(a) :=
{
δ(a), k ∈ B,
[F, a], k /∈ B.
Lemma A.4.1. Let m ≥ 1 and Let n ∈ Z. Then for all B ⊆ {1, . . . ,m} the
operator on H∞ given by:
|D|−n
(
m∏
k=1
bk(ak)
)
|D|n+m−|B|
has bounded extension, where bk is defined in terms of B.
Proof. We prove the assertion by induction on m. If m = 1 then there are
two possible cases, B = ∅ and B = {1}.
If B = ∅, then on H∞ we have:
|D|−n
(
m∏
k=1
bk(ak)
)
|D|n+m−|B| = |D|−n[F, a1]|D|
n+1
= |D|−nL(a1)|D|
n
= |D|−n∂(a1)|D|
n − F |D|−nδ(a1)|D|
n.
By Lemma A.1.2, the operators |D|−n∂(a1)|D|n and |D|−nδ(a1)|D|n have bounded
extension, so this proves the B = ∅ case. On the other hand, if B = {1}, then on
H∞:
|D|−n
(
m∏
k=1
bk(ak)
)
|D|n+m−|B| = |D|−nδ(a1)|D|
n.
Again by Lemma A.1.2, the operator |D|−nδ(a1)|D|n has bounded extension. This
completes the proof of the B = {1} case.
Now assume that m > 1 and the assertion is true for m − 1. Define C :=
B \ {m}. and let n1 = n+ (m− 1)− |C |. Then on H∞:
|D|−n
(
m∏
k=1
bk(ak)
)
|D|n+m−|B|
=
(
|D|−n
(
m−1∏
k=1
bk(ak)
)
|D|n+(m−1)−|C |
)(
|D|−n1bm(am)|D|
n1+1−|B∩{m}|
)
.
(A.6)
By the inductive assumption, the first factor has bounded extension.
If m ∈ B, then the second factor in (A.6) is:
|D|−n1δ(am)|D|
n1
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which has bounded extension by Lemma A.1.2.(i). On the other hand, if m /∈ B,
then the second factor in (A.6) is
|D|−n1F (am)|D|
n1+1 = |D|−n1(∂(am)− Fδ(am))|D|
n1
which also has bounded extension by Lemma A.1.2.(i). In either case, the second
factor of (A.6) has bounded extension. So the assertion is proved for m, completing
the proof by induction. 
Lemma A.4.2. Let A ⊆ {1, · · · , p} Assume that there is m > 1 be such that
m− 1,m ∈ A . The operator on H∞ given by:
Γa0
(
m−2∏
k=1
bk(ak)
)
δ2(am−1)
(
p−1∏
k=m
bk+1(ak)
)
|D|p−|A |
has bounded extension.
Proof. Let n1 = |{1, · · · ,m− 2} \A | and n2 = |{m+ 1, · · · , p} \A | so that
immediately n1 ≤ m− 2− |A | and n2 ≤ p−m− |A |. On H∞ we have
Γa0
(
m−2∏
k=1
bk(ak)
)
δ2(am−1)
(
p−1∏
k=m
bk+1(ak)
)
|D|p−|A | = I · II · III.
Here,
I = Γa0
(
m−2∏
k=1
bk(ak)
)
|D|n1 ,
II = |D|−n1δ2(am−1)|D|
n1 ,
III = |D|−n1
(
p−1∏
k=m
bk+1(ak)
)
|D|n1+n2 .
The operators I and III have bounded extension by Lemma A.4.1. On the other
hand, II has bounded extension due to Lemma A.1.2. 
Lemma A.4.3. Let A ⊂ {1, · · · , p} and assume that there is m > 1 be such
that m− 1 ∈ A and m /∈ A . The operator on H∞ given by
Γa0
(
m−2∏
k=1
bk(ak)
)
[F, δ(am−1)]
(
p−1∏
k=m
bk+1(ak)
)
|D|p−|A |
has bounded extension.
Proof. Let n1 = |{1, · · · ,m− 2} \A | and n2 = |{m+1, · · · , p} \A |, so that
we immediately have n1 ≤ m− 2− |A | and n2 ≤ p−m− |A | as in Lemma A.4.2.
We have
Γa0
(
m−2∏
k=1
bk(ak)
)
[F, δ(am−1)]
(
p−1∏
k=m
bk+1(ak)
)
|D|p−|A | = Γa0 · I · II · III.
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Here,
I =
(
m−2∏
k=1
bk(ak)
)
|D|n1 ,
II = |D|−n1 [F, δ(am−1)]|D|
1+n1 ,
III = |D|−n1−1
(
p−1∏
k=m
bk+1(ak)
)
|D|1+n1+n2 .
The operators I and III have bounded extension by Lemma A.4.1. On the other
hand,
II = |D|−n1(∂(δ(am−1))− Fδ
2(am−1))|D|
n1
which has bounded extension by Lemma A.1.2.(i). 
Lemma A.4.4. For every m ≥ 1, the operator on H∞ given by( m∏
k=0
[F, ak]
)
|D|m+1
has bounded extension.
Proof. We prove the assertion by induction on m. For m = 0, on H∞ we have
[F, a0]|D| = ∂(a0)− Fδ(a0)
which has has bounded extension.
Now let m > 1 and assume that the assertion is true for m − 1. On H∞ we
write ( m∏
k=0
[F, ak]
)
|D|m+1 =
((m−1∏
k=0
[F, ak]
)
|D|m
)
·
(
|D|−m[F, am]|D|
m+1
)
.
The first factor has bounded extension by the induction assumption. The second
factor is
|D|−mL(am)|D|
m = |D|−m∂(am)|D|
m − F · |D|−mδ(am)|D|
m
which has bounded extension by Lemma A.1.2.(i). Hence, the assertion holds for
m, completing the inductive proof. 
A.5. Subkhankulov’s computation
The following assertion is identical to [61, Lemma 2.1.1]. However to the best
of our knowledge there is no published proof in English, and [61] is not easily
accessible. For the convenience of the reader we include a proof here.
Proposition A.5.1. For all u ∈ (0, 1) and v ∈ R, we have
1
2π
ˆ 1
−1
(1− t2)2
u+ it
e(u+it)vdt = (1 + u2)2χ[0,∞](v) + e
uv ·min{1, v−2} · O(1).
Proof. We will deal separately with the v ≥ 0 and v < 0 cases. First, assume
that v ≥ 0.
Let γ0 be a smooth curve in C without self-intersections such that
(1) γ0 starts at i and ends at −i.
(2) γ0 lies in the half-plane {ℜ(z) ≤ 0},
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(3) The distance between γ0 and the interval [−1, 0] is greater than or equal
to 1,
(4) the length of γ0 is at most 10.
(5) γ0 is contained in the disc {z : |z| ≤ 10}.
Let γ1 be the interval starting at −i and ending at i and let the contour γ be the
concatenation of γ0 and γ1.
Define
f(z) :=
(1 + z2)2
u+ z
, z ∈ C \ {−u}.
So that by definition:
(A.7)
1
2π
ˆ 1
−1
(1− t2)2
u+ it
e(u+it)v dt =
1
2πi
euv
ˆ
γ1
f(z)ezv dz.
Since z 7→ ezv is entire, the function z → f(z)ezv is holomorphic in the set C\{−u}
and has a simple pole at at z = −u with corresponding residue (1 + u2)2e−uv. By
construction, the point −u is in the interior of the curve γ and so by the Cauchy
integral formula we have:
1
2πi
ˆ
γ
f(z)ezvdz = (1 + u2)2e−uv.
Since γ = γ0 ∪ γ1:
(A.8)
1
2πi
ˆ
γ0
f(z)ezvdz +
1
2πi
ˆ
γ1
f(z)ezvdz = (1 + u2)2e−uv.
By definition γ0 has length at most 10, so by the triangle inequality we have
the bound: ∣∣∣∣ˆ
γ0
f(z)ezvdz
∣∣∣∣ ≤ 10 sup
z∈γ0
|f(z)||ezv|.
Since γ0 is contained in the half-plane {z : ℜ(z) ≤ 0} we also have that
supz∈γ0 |e
zv| ≤ 1 and therefore:∣∣∣∣ˆ
γ0
f(z)ezvdz
∣∣∣∣ ≤ 10 sup
z∈γ0
|f(z)|.
For z ∈ γ we have that |z| ≤ 10 and |u+ z| ≥ 1 so it follows that
sup
z∈γ0
|f(z)| ≤ (1 + 102)2 ≤ 105.
Therefore, we have
(A.9)
ˆ
γ0
f(z)ezvdz = O(1).
Using integration by parts twice and taking into account that f(±i) = f ′(±i) =
0, we obtain ˆ
γ0
f(z)ezvdz = v−2
ˆ
γ0
f ′′(z)evzdz.
Thus,
v2
∣∣∣∣ˆ
γ0
f(z)ezvdz
∣∣∣∣ ≤ 10 sup
z∈γ0
|f ′′(z)|.
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We may compute f ′′(z) directly as:
f ′′(z) = (4 + 12z)
1
u+ z
− 8z(1 + z2)
1
(u + z)2
+ (1 + z2)2
2
(u + z)3
.
Since |z| ≤ 10 and |u+ z| ≥ 1 for every z ∈ γ0, it follows that
sup
z∈γ0
|f ′′(z)| ≤ (4 + 12 · 10) + 8 · 10 · (1 + 102) + 2 · (1 + 102)2
≤ 105.
Therefore, we have:
(A.10)
ˆ
γ0
f(z)ezvdz = O(v−2),
Hence,
(A.11)
ˆ
γ0
f(z)ezvdz = min{1, v−2} · O(1).
Combining (A.8) and (A.11), we obtain
1
2πi
ˆ
γ1
f(z)ezvdz = (1 + u2)2e−uv +min{1, v−2} · O(1).
So using (A.7) and (A.8):
1
2π
ˆ 1
−1
(1 − t2)2
u+ it
e(u+it)vdt = (1 + u2)2 + euv ·min{1, v−2} ·O(1).
This completes the proof of the v ≥ 0.
Now assume that v < 0. This proof is similar, but instead we consider a
contour in the half plane {z : ℜ(z) ≥ 0}. Let γ2 be a smooth curve without
self-intersections such that
(1) γ2 starts at −i and ends at i.
(2) γ2 lies in the half-plane {ℜ(z) ≥ 0}.
(3) the distance between γ2 and [−1, 0] is greater than or equal to 1.
(4) the length of γ2 is at most 10.
(5) γ2 is contained in the disc {z : |z| ≤ 10}.
As in the v ≥ 0 case, γ1 denotes the interval joining −i and i, and now write γ′ for
the concatenation of γ1 and γ2.
Since f is holomorphic in the half-plane ℜ(z) ≥ 0, we have:
ˆ
γ′
f(z)ezvdz = 0.
Since γ′ = γ1 ∪ γ2 we have:
(A.12)
1
2πi
ˆ
γ1
f(z)ezvdz +
1
2πi
ˆ
γ2
f(z)ezvdz = 0.
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Since by definition γ2 has length at most 10, and we are assuming v < 0 we
have:, ∣∣∣∣ˆ
γ2
f(z)ezvdz
∣∣∣∣ ≤ 10 sup
z∈γ2
|f(z)ezv|
≤ 10 sup
z∈γ2
|f(z)|
≤ 10(1 + 102)2.
= O(1).
Using integration by parts and taking into account once again that f(±i) =
f ′(±i) = 0, we obtain in also in the v < 0 case that:ˆ
γ2
f(z)ezvdz = v−2
ˆ
γ2
f ′′(z)evzdz.
Thus,
v2
∣∣∣∣ˆ
γ2
f(z)ezvdz
∣∣∣∣ ≤ 10 sup
z∈γ2
|f ′′(z)||ezv|
≤ 106
= O(1).
Therefore,
(A.13)
ˆ
γ2
f(z)ezvdz = min{1, v−2} · O(1).
Combining (A.12) and (A.13), we obtain
1
2πi
ˆ
γ1
f(z)ezvdz = min{1, v−2} · O(1).
Hence, by (A.7) we conclude the proof for the v < 0 case. 

Bibliography
[1] Baaj, S., Julg, P. The´orie bivariante de Kasparov et ope´rateurs non borne´s dans les C∗-
modules hilbertiens. C. R. Acad. Sci. Paris Se´r. I Math. 296 (1983), no. 21, 875–878.
[2] Benameur M., Fack T. Type II non-commutative geometry. I. Dixmier trace in von Neumann
algebras. Adv. Math. 199 (2006), no. 1, 29–87.
[3] Bennett C., Sharpley R. Interpolation of operators. volume 129 of Pure and Applied Mathe-
matics, Academic Press, Inc., Boston, MA, 1988.
[4] Birman M., Solomyak M. Double Stieltjes operator integrals. In Problems of Mathematical
Physics, No. I, Spectral Theory and Wave Processes (Russian), pp. 33–67. Izdat. Leningrad.
Univ., Leningrad, 1966.
[5] Birman M., Solomyak M. Double Stieltjes operator integrals. II In Problems of Mathematical
Physics, No. 2, Spectral Theory, Diffraction Problems (Russian), pp. 26–60. Izdat. Leningrad.
Univ., Leningrad, 1967.
[6] Birman M., Solomyak M. Double Stieltjes operator integrals. III. In Problems of mathematical
physics, No. 6 (Russian), pp. 27–53. Izdat. Leningrad. Univ., Leningrad, 1973.
[7] Birman M., Solomyak M. Double operator integrals in a Hilbert space. Int. Eq. Oper. Th. 47
(2) 131–168, 2003.
[8] Bratteli O., Robinson D. Operator algebras and quantum statistical mechanics. 1. C∗− and
W ∗−algebras, symmetry groups, decomposition of states. Texts and Monographs in Physics.
Springer-Verlag, 1987.
[9] Bratteli O., Robinson D. Operator algebras and quantum statistical mechanics. 2. Texts
and Monographs in Physics. Springer-Verlag, 1997. Equilibrium states. Models in quantum
statistical mechanics.
[10] Carey A., Gayral V., Rennie A., Sukochev F. Integration on locally compact noncommutative
spaces. J. Funct. Anal. 263 (2012), no. 2, 383–414.
[11] Carey A., Gayral V., Rennie A., Sukochev F. Index theory for locally compact noncommuta-
tive geometries. Mem. Amer. Math. Soc. 231 (2014), no. 1085, vi+130 pp.
[12] Carey A., Phillips J., Rennie A., Sukochev F. The Hochschild class of the Chern character
for semifinite spectral triples. J. Funct. Anal. 213 (2004), no. 1, 111–153.
[13] Carey A., Phillips J., Rennie A., Sukochev F., The local index formula in semifinite von
Neumann algebras. I. Spectral flow. Adv. Math. 202 (2006), no. 2, 451–516.
[14] Carey A., Phillips J., Rennie A., Sukochev F., The Chern character of semifinite spectral
triples. J. Noncommut. Geom. 2 (2008), no. 2, 141–193.
[15] Carey A., Rennie A., Sukochev F., Zanin D. Universal measurability and the Hochschild class
of the Chern character. J. Spectr. Theory 6 (2016), no. 1, 1–41.
[16] Chamseddine, A., Connes, A., Mukhanov, V. Quanta of geometry: noncommutative aspects.
Phys. Rev. Lett. 114 (2015), no. 9, 091302, 5pp.
[17] Connes, A. Noncommutative differential geometry. Inst. Hautes E´tudes Sci. Publ. Math. 62
(1985), 247–360.
[18] Connes A. Geometry from the spectral point of view. Lett. Math. Phys., 34 (3) 203–238,
1995.
[19] Connes A. Noncommutative geometry. Academic Press, Inc., San Diego, CA, 1994.
[20] Connes A., Trace de Dixmier, modules de Fredholm et geometrie riemannienne. Nuclear
Phys. B Proc. Suppl. 5B (1988), 65–70.
[21] Connes A., Cours au College de France, 1990.
[22] Connes A., Noncommutative geometry and reality. J. Math. Phys. 36 (1995), 6194-6231 .
[23] Connes A., On the spectral characterization of manifolds. J. Noncommut. Geom. 7 (2013),
no. 1, 1–82.
135
136 BIBLIOGRAPHY
[24] Connes A., Moscovici H., The local index formula in noncommutative geometry.Geom. Funct.
Anal. 5 (1995), no. 2, 174–243.
[25] Connes A., Sukochev F., Zanin D., Trace theorem for quasi-Fuchsian groups. Sb. Math. 208
(2017), no. 10, 1473–1502.
[26] Chernoff P. Essential self-adjointness of powers of generators of hyperbolic equations. J.
Functional Analysis 12 (1973), 401–414.
[27] Cwikel M. Weak type estimates for singular values and the number of bound states of
Schro¨dinger operators. Ann. of Math. (2) 106 (1977), no. 1, 93–100.
[28] Dixmier J. Existence de traces non normales. (French) C. R. Acad. Sci. Paris Ser. A-B 262
(1966) A1107–A1108.
[29] Dunford N., Schwartz J., Linear Operators, Part I: General theory. John Wiley and Sons,
Inc., New York, 1988.
[30] Fro¨hlich J., Grandjean, O., Recknagel, A. Supersymmetric quantum theory and non-
commutative geometry. Comm. Math. Phys. 203 (1999), no. 1, 119–184.
[31] Gayral V., Gracia-Bondia J., Iochum B., Schu¨cker T., Varilly J. Moyal planes are spectral
triples. Comm. Math. Phys. 246 (2004), no. 3, 569–623.
[32] Gayral V., Iochum B., Varilly J., Dixmier traces on noncompact isospectral deformations. J.
Funct. Anal. 237 (2006), no. 2, 507–539.
[33] Gracia-Bondia J., Varilly J., Figueroa H. Elements of noncommutative geometry. Birkhuser
Boston, Inc., Boston, MA, 2001.
[34] Higson N. The residue index theorem of Connes and Moscovici. Surveys in noncommutative
geometry, 71–126, Clay Math. Proc., 6, Amer. Math. Soc., Providence, RI, 2006.
[35] Dykema K., Figiel T., Weiss G., Wodzicki M. Commutator structure of operator ideals. Adv.
Math. 185 (2004), no. 1, 1–79.
[36] Echterhoff S. The K-theory of twisted group algebras. In C∗-algebras and elliptic theory II,
Trends Math., pp 67–86. Birkha¨user, Basel, 2008.
[37] Kalton N., Lord S., Potapov D., Sukochev F. Traces of compact operators and the noncom-
mutative residue. Adv. Math. 235 (2013), 1–55.
[38] Kordyukov Y. Differential operators on manifolds and their applications in geometry and
topology. Proceedings of Crimean Autumn School, 2009.
[39] Kosaki H. An inequality of Araki-Lieb-Thirring (von Neumann algebra case). Proc. Amer.
Math. Soc., 114 (2) 477–481, 1992.
[40] Landi G. An introduction to noncommutative spaces and their geometries. Lecture Notes in
Physics. New Series m: Monographs, 51. Springer-Verlag, Berlin, 1997.
[41] Lawson B., Michelsohn M., Spin geometry. Princeton Mathematical Series, 38. Princeton
University Press, Princeton, NJ, 1989.
[42] Levitina G., Sukochev F., Zanin D. Cwikel estimates revisited. submitted manuscript.
arXiv:1703.04254
[43] Loday J. Cyclic homology. volume 301 of Grundlehren der Mathematischen Wissenschaften,
Springer-Verlag, 1998.
[44] Lord S., Rennie A., Va´rilly J., Riemannian manifolds in noncommutative geometry. J. Geom.
Phys, 62 (2012), no. 7, 1611–1638
[45] Lord S., Sukochev F., Zanin D. Singular Traces: Theory and Applications. volume 46 of
Studies in Mathematics. De Gruyter, 2013.
[46] de Pagter B., Sukochev F., Witvliet H. Double operator integrals. J. Funct.Anal. 192 (2002),
no. 1, 52–111.
[47] Peller V. Hankel operators in the theory of perturbations of unitary and selfadjoint operators.
Funktsional. Anal. i Prilozhen. 19 (1985), no. 2, 37–51, 96.
[48] Peller V. Multiple operator integrals in perturbation theory. Bull. Math. Sci., 6 (1) 15–88,
2016.
[49] Pflaum M. On continuous Hochschild homology and cohomology groups. Lett. Math. Phys.,
44 (1) 43–51, 1998.
[50] Potapov D., Sukochev F. Operator-Lipschitz functions in Schatten-von Neumann classes.
Acta Math. 207 (2011), no. 2, 375–389.
[51] Potapov D., Sukochev F. Unbounded Fredholm modules and double operator integrals. J.
Reine Angew. Math. 626 (2009), 159–185.
[52] Quillen D. Algebra cochains and cyclic cohomology. Inst. Hautes E´tudes Sci. Publ. Math. 68
(1989), 139–174.
BIBLIOGRAPHY 137
[53] Reed M., Simon B. Methods of modern mathematical physics. I. Academic Press, New York,
second edition, 1980.
[54] Rennie, A. Smoothness and locality for nonunital spectral triples. K-Theory 28 (2003), no.
2, 127-165.
[55] Rennie, A. Summability for nonunital spectral triples. K-Theory 31 (2004), no. 1, 71-100.
[56] Rosenberg S. The Laplacian on a Riemannian manifold. An introduction to analysis on
manifolds. London Mathematical Society Student Texts, 31. Cambridge University Press,
Cambridge, 1997.
[57] Rudin W. Functional analysis. Second edition. International Series in Pure and Applied
Mathematics. McGraw-Hill, Inc., New York, 1991.
[58] Semenov E., Sukochev F., Usachev A., Zanin D. Banach limits and traces on L1,∞. Adv.
Math. 285 (2015), 568–628.
[59] Shubin M. Pseudodifferential operators and spectral theory. Springer-Verlag, Berlin, second
edition, 2001.
[60] Simon B. Trace ideals and their applications. Second edition. Mathematical Surveys and
Monographs, 120. American Mathematical Society, Providence, RI, 2005.
[61] Subhankulov M. Tauberian theorems with remainders. Nauka, Moscow, 1976.
[62] Sukochev F. On a conjecture of A. Bikchentaev. Spectral analysis, differential equations and
mathematical physics: a festschrift in honor of Fritz Gesztesy’s 60th birthday, 327–339, Proc.
Sympos. Pure Math., 87, Amer. Math. Soc., Providence, RI, 2013.
[63] Sukochev F., Usachev A., Zanin D. Singular traces and residues of the ζ-function. Indiana
U. Math. J., 66 (2017), no. 4, 1107–1144.
