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a b s t r a c t
The class of intersection graphs of unit intervals of the real line whose ends may be
open or closed is a strict superclass of the well-known class of unit interval graphs. We
pose a conjecture concerning characterizations of such mixed unit interval graphs, verify
parts of it in general, and prove it completely for diamond-free graphs. In particular,
we characterize diamond-free mixed unit interval graphs by means of an infinite family
of forbidden induced subgraphs, and we show that a diamond-free graph is mixed unit
interval if and only if it has intersection representations using unit intervals such that all
ends of the intervals are integral.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Interval graphs and subclasses like proper interval graphs and unit interval graphs havewell-studied structural [2,6,9,17]
as well as algorithmic [4,5,3,10,11] properties and occur in many applications such as scheduling [14], physical mapping of
DNA [8,12], and archeology [13].
Interval graphs are the intersection graphs of intervals of the real line. An apparent weakness of this concise definition
seems to be that it does not specify the type of interval that is allowed, that is, whether the ends of the intervals are open or
closed. This ambiguity is acceptable because the class of graphs does actually not depend on this. Frankl and Maehara [7],
for instance observed that using only open intervals or only closed intervals leads to the same class of graphs. As we show
in Proposition 1, this is true even allowing all possible types of intervals. For unit interval graphs, which form a well-known
subclass of the interval graphs, this is no longer true.1 It is easy to see that the claw K1,3, which is the only minimal interval
graph that is not also a unit interval graph, has an intersection representation when both open intervals and closed intervals
are allowed to be used. In [15] the last two authors proved that a graph is the intersection graph of open intervals and closed
intervals of unit length if and only if it is an interval graph and does not contain one of five graphs as an induced subgraph.
Furthermore, they also gave a structural characterization based on a suitable extension of proper interval graphs.
The aim of the present paper is to generalize the results of [15] to mixed unit interval graphs allowing all four distinct
types of unit intervals. While finitely many forbidden induced subgraphs were sufficient when only fully open and fully
closed intervals are allowed, the list of forbidden induced subgraphs for mixed unit interval graphs is infinite.
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1 Tucker [18] made an analogous observation for unit circular-arc graphs.
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Our contributions are as follows. In Section 2 we collect basic terminology, definitions, and results. In Section 3 we pose
a conjecture concerning characterizations of mixed unit interval graphs and verify parts of it. In Section 4 we verify our
conjecture for diamond-free interval graphs.
2. Preliminaries
We consider only finite, simple, undirected graphs. For a graph G, the vertex set is denoted V (G) and the edge set is
denoted E(G). For a vertex u of a graph G, the neighborhood of u in G is denoted NG(u) and the closed neighborhood of u
in G is denoted NG[u]. For a set U of vertices of a graph G, the subgraph of G induced by U is denoted G[U]. If F is a set of
graphs and a graph G does not contain a graph in F as an induced subgraph, then G is F-free. Two distinct vertices u and v
of a graph G are twins if NG[u] = NG[v]. A graph without twins is twin-free. A cut-vertex of a graph is a vertex whose removal
increases the number of components. A block of a graph is amaximal subgraphwithout a cut-vertex. An end-block of a graph
G is a block that contains at most one cut-vertex of G. An asteroidal triple of a graph is a set of three pairwise non-adjacent
vertices such that joining any two of them, there is a path avoiding the closed neighborhood of the third. It is well-known
that interval graphs are asteroidal triple-free and chordal, where a chordal graph is one without induced cycles of length at
least four.
LetM be a family of sets. AnM-intersection representation of a graph G is a function M: V (G) → M such that for any
two distinct vertices u and v of G, we have uv ∈ E(G) if and only if M(u) ∩ M(v) ≠ ∅. A graph is anM-graph if it has an
M-intersection representation.
For two real numbers x and y, the open interval (x, y) is {z ∈ R : x < z < y}, the closed interval [x, y] is {z ∈ R : x ≤ z ≤ y},
the open–closed interval (x, y] is {z ∈ R : x < z ≤ y}, and the closed–open interval [x, y) is {z ∈ R : x ≤ z < y}. Let
I−− = {(x, y) : x, y ∈ R, x < y}, U−− = {(x, x+ 1) : x ∈ R},
I++ = {[x, y] : x, y ∈ R, x ≤ y}, U++ = {[x, x+ 1] : x ∈ R},
I−+ = {(x, y] : x, y ∈ R, x < y}, U−+ = {(x, x+ 1] : x ∈ R},
I+− = {[x, y) : x, y ∈ R, x < y}, U+− = {[x, x+ 1) : x ∈ R},
I± = I++ ∪ I−−, U± = U++ ∪ U−−,
I = I++ ∪ I−− ∪ I−+ ∪ I+−, U = U++ ∪ U−− ∪ U−+ ∪ U+−.
We allow arithmetic operations with intervals, that is, for an interval I in I and two real numbers x and y, we have
xI + y = {xz + y : z ∈ I}. For an interval I in I, let ℓ(I) = inf(I) and r(I) = sup(I). The points ℓ(I) and r(I) are called the
ends of I .
Our first result confirms the claim from the introduction that the class of interval graphs does not depend on the type of
interval used in the intersection representation.
Proposition 1. The classes of I−−-graphs, I++-graphs, I±-graphs, I−+-graphs, I+−-graphs, and I-graphs are the same.
Proof. By Proposition 1 in [15], the classes of I−−-graphs, I++-graphs, and I±-graph are the same. Clearly, I++-graphs,
I−+-graphs, and I+−-graphs are I-graphs. By symmetry, the classes of I−+-graphs and I+−-graphs are the same. We
complete the proof by showing that connected I-graphs of order at least 2 are I++-graphs and that I++-graphs are I−+-
graphs.
Let G be a connected I-graph of order at least 2. Let I be an I-intersection representation of G. For every edge uv of
G, select some element x(uv) in the intersection of I(u) and I(v). For every vertex u of G, let I ′(u) = [min{x(uv) : v ∈
NG(u)},max{x(uv) : v ∈ NG(u)}]. By definition, I ′(u) is a closed interval and a subset of I(u). Hence if I ′(u) and I ′(v) inter-
sect, then I(u) and I(v) intersect. Furthermore, if I(u) and I(v) intersect, then uv is an edge of G and x(uv) belongs to I ′(u) as
well as I ′(v), that is, I ′(u) and I ′(v) intersect. Therefore, I ′: V (G) → I++, u → I ′(u) is an I++-intersection representation
of G and G is an I++-graph.
Let G be an I++-graph, and let I be an I++-intersection representation of G. Since disjoint closed intervals have a positive
distance and G is finite, there is some ϵ > 0 such that I ′′: V (G)→ I−+ with I ′′(u) = (ℓ(I(u))− ϵ, r(I(u))] for u ∈ V (G) is
an I−+-intersection representation of G and G is an I−+-graph. 
The following proposition extends a result of Frankl andMaehara [7], who proved that a graph is a U++-graph if and only
if it is a U−−-graph.
Proposition 2. The classes of U−−-graphs, U++-graphs, U−+-graphs, U+−-graphs, and U−+ ∪ U+−-graphs are the same.
Proof. It is easy to see that these equivalences follow using similar arguments as in the proof of Proposition 1. Therefore,
we only give details for the proofs that (i) U−+ ∪ U+−-graphs are U++-graphs and that (ii) U++-graphs are U+−-graphs.
Clearly, it suffices to consider connected graphs that are not complete.
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Fig. 1. The claw K1,3 and one of its U-intersection representations.
(i) Let G be a connected U−+ ∪ U+−-graph that is not complete, and let I be a U−+ ∪ U+−-intersection representation
of G. For every edge uv of G, select some element x(uv) in the intersection of I(u) and I(v). Let
ϵl = min{x(uv)− ℓ(I(u)) : u ∈ V (G), v ∈ NG(u), and I(u) ∈ U−+},
ϵr = min{r(I(u))− x(uv) : u ∈ V (G), v ∈ NG(u), and I(u) ∈ U+−}, and
ϵ = min{ϵl, ϵr}.




1− ϵ [ℓ(I(u))+ ϵ, r(I(u))], I(u) ∈ U
−+ and
1
1− ϵ [ℓ(I(u)), r(I(u))− ϵ], I(u) ∈ U
+−.
It follows similarly as in the proof of Proposition 1 that I ′: V (G) → I++, u → I ′(u) is a U++-intersection representation
of G.
(ii) Let G be a connected U++-graph that is not complete, and let I be a U++-intersection representation of G. Since G is
finite,
ϵ = min {ℓ(I(v))− r(I(u)) : u, v ∈ V (G) and r(I(u)) < ℓ(I(v))}
is positive. For u ∈ V (G), let I ′′(u) = 11+ϵ/3 [ℓ(I(u)), r(I(u))+ϵ/3). By definition, I ′′(u) ∈ U+− and I(u) ⊆ I ′′(u). Hence if I(u)
and I(v) intersect, then I ′(u) and I ′(v) intersect. Furthermore, if I(u) and I(v) do not intersect, then, by the definition of ϵ,
the intervals I ′′(u) and I ′′(v) do not intersect. Therefore, I ′′: V (G)→ U+−, u → I ′′(u) is a U+−-intersection representation
of G and G is a U+−-graph. 
Interval graphs coincidewith I++-graphs and unit interval graphs coincidewith U++-graphs. A graph G is a proper interval
graph if it has an I++-intersection representation I: V (G)→ I++ for which there are no two vertices u and v of G such that
I(u) is a proper subset of I(v). In this case I is a proper interval representation of G. The most important result relating these
three classes of interval graphs is due to Roberts.
Theorem 3 (Roberts [16]). The classes of unit interval graphs, proper interval graphs, and K1,3-free interval graphs are the same.
By this result, the claw is the only minimal interval graph that is not also a unit interval graph. In fact, the reason why all
classes of graphs considered in Proposition 2 coincide is that none of them contains the claw.
As observed in the introduction, the claw has U-intersection representations; cf. Fig. 1. Our next result shows that these
are essentially unique.
Proposition 4. The claw K1,3 has a U-intersection representation. Also, for every U-intersection representation I: V (K1,3)→ U
of the claw K1,3, there is some x ∈ R such that I(V (K1,3)) contains
• [x, x+ 1] and (x, x+ 1),
• either (x− 1, x] or [x− 1, x], and
• either [x+ 1, x+ 2) or [x+ 1, x+ 2].
That is, up to translation there are four different representations.
Proof. The right part of Fig. 1 illustrates a U±-intersection representation of the claw. Now let V (K1,3) = {a, b, c, d} and
E(K1,3) = {ad, bd, cd}. Let I: V (K1,3) → U be a U-intersection representation of the claw. Let x(a) ∈ I(a) ∩ I(d), x(b) ∈
I(b) ∩ I(d), and x(c) ∈ I(c) ∩ I(d). Since I(a), I(b), and I(c) are disjoint, we may assume that x(a) < x(b) < x(c). Since
x(a), x(c) ∈ I(d) ∈ U , we have x(c) − x(a) ≤ 1. Since I(a), I(b), and I(c) are disjoint, the interval I(b) must be a proper
subset of (x(a), x(c)). Since I(b) ∈ U , this implies that x(c) = x(a)+1, I(b) = (x(a), x(a)+1), I(d) = [x(a), x(a)+1], I(a) ∈
{[x(a)− 1, x(a)], (x(a)− 1, x(a)]}, and I(c) ∈ {[x(a)+ 1, x(a)+ 2], [x(a)+ 1, x(a)+ 2)}, which completes the proof. 
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Fig. 2. The graphs Q1,Q2 , and Q3 .
Fig. 3. The graphs R1 and R2 .
Fig. 4. The graphs R0 and G0 .
3. A conjecture for mixed unit interval graphs
In this section we pose a conjecture concerning U-graphs and verify parts of it. We begin with the definition of some
important infinite sequences of graphs.
For k ∈ N, let the graph Qk arise from k disjoint triangles with vertex sets {u1, v1, w1}, . . . , {uk, vk, wk} and two further
vertices u0 and w0 by identifying vi with ui+1 for 1 ≤ i ≤ k − 1 and adding the two edges u0u1 and w0u1. See Fig. 2 for an
illustration. The two vertices vk andwk are the special vertices of Qk.
The graphs Qk lead to the following infinite sequence of forbidden induced subgraphs of U-graphs.
For k ∈ N, let Rk arise from Qk by adding two vertices vk+1 and wk+1 and two edges vkvk+1 and vkwk+1. See Fig. 3 for an
illustration.
In addition to this infinite sequence there are some further forbidden induced subgraphs shown in Fig. 4. Note that the
graph R0 shares structural features with the graphs Rk for k ≥ 1.
The next lemma collects essential properties of these graphs.
Lemma 5. Let k ∈ N.
(a) Every injective U-intersection representation of Qk arises by translation (replacing I by I + x for some x ∈ R) and inversion
(replacing I by−I) from one of two injective U-intersection representations I: V (Qk)→ U of Qk, where I(V (Qk)) consists of
the following intervals
• either (0, 1] or [0, 1],
• [1, 2] and (1, 2), and
• [i, i+ 1] and [i, i+ 1) for 2 ≤ i ≤ k+ 1.
(b) Rk is a minimal forbidden induced subgraph for the class of U-graphs.
(c) R0 and G0 are minimal forbidden induced subgraphs for the class of U-graphs.
Proof. (a) The statement follows by induction on k. For k = 1, deleting one of the two special vertices, sayw1, of Q1 results
in a claw. Therefore, the restriction of I to V (Q1)\{w1} is as described in Proposition 4, which implies the desired statement.
For k ≥ 2,Qk arises from Qk−1 by attaching the two special vertices vk and wk of Qk to the special vertex vk−1 of Qk−1.
By the induction hypothesis, the restriction of I to V (Qk) \ {vk, wk} is almost uniquely determined up to translation and
inversion. Furthermore, for the two special vertices vk−1 and wk−1 of Qk−1, we may assume, by the induction hypothesis,
that {I(vk−1), I(wk−1)} = {[k, k+ 1), [k, k+ 1]}. Since I is injective, this implies I(vk−1) = [k, k+ 1], I(wk−1) = [k, k+ 1),
and {I(vk), I(wk)} = {[k+ 1, k+ 2), [k+ 1, k+ 2]}, which completes the proof of (a).
(b) Clearly, every U-intersection representation of a twin-free graph is injective. Since Rk is twin-free and contains Qk as
an induced subgraph, part (a) easily implies the desired result.
(c) Note that R0 and G0 contain K1,3 as an induced subgraph. Now Proposition 4 easily implies the desired result. 
A graph G is amixed proper interval graph if it has an I-intersection representation I: V (G)→ I such that
• there are no two distinct vertices u and v of Gwith I(u), I(v) ∈ I++, I(u) ⊆ I(v), and I(v) ⊈ I(u), and
• for every vertex u of Gwith I(u) ∉ I++, there is a vertex v of Gwith I(v) ∈ I++, ℓ(I(u)) = ℓ(I(v)), and r(I(u)) = r(I(v)),
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that is, no closed interval properly contains another closed interval and for every non-closed interval, there is a closed
interval with the same ends. In this case I is amixed proper interval intersection representation of G.
We are now in a position to phrase our conjecture.
LetR = {Rk : k ∈ N0} = {R0, R1, R2, . . .}.
Conjecture 6. For a graph G, the following statements are equivalent.
(1) • G is a {G0} ∪R-free interval graph and• for every induced subgraph H of G that is isomorphic to Qk and every vertex u∗ ∈ V (G) \ V (H) such that u∗ is adjacent to
exactly one of the two special vertices of H, the vertex u∗ has exactly one neighbor in V (H).
(2) G is a mixed proper interval graph.
(3) G is a mixed unit interval graph.
It is obvious that the technical condition in (1) of Conjecture 6 concerning H and u∗ can be equivalently expressed by
further forbidden induced subgraphs. However, we leave open the problem of finding the complete list of these graphs.
The last two results in this section confirm Conjecture 6 partly.
Proposition 7. The implication (3)⇒ (1) of Conjecture 6 is true.
Proof. Let G by a U-graph, and let I be a U-intersection representation of G. Since the graphs in {G0} ∪ R are twin-free,
Lemma 5(b) and (c) imply that G is a {G0} ∪R-free interval graph.
Now let H be an induced subgraph of G that is isomorphic to Qk. Let the vertices in H be denoted as in the definition of
Qk; that is, the two special vertices are vk and wk. Let u∗ ∈ V (G) \ V (H) be such that u∗ is adjacent to vk but not to wk. By
Lemma 5(a), we may assume that there is some x ∈ R such that I(vk) = [x, x + 1], I(wk) = [x, x + 1), and r(I(u)) ≤ x for
every u ∈ V (H) \ {vk, wk}. This implies that I(u∗) ∈ {[x+ 1, x+ 2), [x+ 1, x+ 2]} and hence NG(u∗)∩ V (H) = {vk}, which
completes the proof. 
Theorem 8. A graph is a mixed proper interval graph if and only if it is a U-graph; that is, statements (2) and (3) of Conjecture 6
are equivalent.
Proof. The ‘‘only if’’ part can be proved exactly as in [15] using a recent argument due to Bogart and West [1]. For the sake
of completeness, we give details.
Let G be a mixed proper interval graph. Let I be a mixed proper interval intersection representation of G. Let U denote
the set of vertices u of G such that I(u) ∈ U++. By the definition of mixed proper interval graphs, the subgraph G[U] of G
induced by U is a proper interval graph and the restriction IU of I to U is a proper interval representation of G[U].
In [1] Bogart andWest gave a constructive proof of the fact that every proper interval graph is a unit interval graph. Their
proof starts with a proper interval representation I1 and produces a unit interval representation I2 gradually converting the
intervals into unit intervals by means of successive contractions, dilations, and translations. A property maintained by this
constructive procedure is that two intervals intersect in a single point before the modifications if and only if they intersect
in a single point after the modifications. More specifically, for every two vertices u and v, we have
• r(I1(u)) = ℓ(I1(v)) if and only if r(I2(u)) = ℓ(I2(v)), and• I1(u) ∩ I1(v) is a set of positive measure if and only if I2(u) ∩ I2(v) is a set of positive measure.
This implies that reinserting the mixed intervals corresponding to the vertices in V (G) \ U as mixed copies of the
corresponding closed intervals results in aU-intersection representation ofG, which completes the proof of the ‘‘only if’’ part.
Now we prove the ‘‘if’’ part. Let G be a U-graph. Let I: V (G)→ U be a U-intersection representation of G such that
f (I) = 2|{u ∈ V (G) : I(u) ∈ U−−}| + |{u ∈ V (G) : I(u) ∈ U−+ ∪ U+−}|
is the smallest possible. For contradiction, we may assume that the vertex u∗ of G is such that I(u∗) ∉ U++ and there is no
vertex v of Gwith ℓ(I(u∗)) = ℓ(I(v)) and I(v) ∈ U++. By symmetry, we may assume that r(I(u∗)) ∉ I(u∗).
For a vertex v of G, let
∆(v) = min{|ℓ(I(v))− (ℓ(I(u∗))+ x)| : x ∈ Z} and
ϵ = min ({1} ∪ {∆(v) : v ∈ V (G) and∆(v) ≠ 0}) .
Since G is finite, ϵ > 0. Let
U = {v ∈ V (G) : ℓ(v) > ℓ(u∗),∆(v) = 0} ∪ {v ∈ V (G) : ℓ(v) = ℓ(u∗) and I(v) ∈ U−+}.
Let I ′: V (G)→ U be such that
I ′(v) =

I(u∗) ∪ {r(I(u∗))}, v = u∗,
I(v)+ ϵ
2
, v ∈ U, and
I(v), v ∈ V (G) \ ({u∗} ∪ U).
It is straightforward to verify that I ′ is a U-intersection representation of G with f (I ′) < f (I), which is a contradiction and
completes the proof. 
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Fig. 5. The diamond.
4. Diamond-free mixed unit interval graphs
A U-intersection representation I of a graph G is integral if {ℓ(I(u)) : u ∈ V (G)} ⊆ Z, that is, all ends of intervals are inte-
gers. Note that the diamond (see Fig. 5) has an integral U-intersection representation using the intervals (0, 1), (0, 1], [0, 1],
and [1, 2).
In this final section we verify Conjecture 6 for diamond-free graphs. Note that the graph G0 contains a diamond. It
turns out as a by-product that a diamond-free graph has a U-intersection representation if and only if it has an integral
U-intersection representation.
Theorem 9. For a diamond-free graph G, the following statements are equivalent.
(1) G is aR-free interval graph.
(2) G has an integral U-intersection representation.
(3) G is a U-graph.
Proof. (1)⇒ (2): Let G satisfy (1). Clearly, we may assume that G is connected and twin-free. Since G is diamond-free and
chordal, G is a block graph, that is, all blocks of G are complete subgraphs. The next claim collects several properties of the
blocks of G.
Claim 1.
(i) Every block of G is an edge or a triangle.
(ii) Every end-block of G is an edge.
(iii) Every triangle of G contains exactly two cut-vertices of G.
(iv) Every cut-vertex of G belongs to at most three blocks. Moreover, if a cut-vertex belongs to exactly three blocks, then at least
one of these blocks is an end-block, which, by (ii) , is an edge.
(v) The subgraph P of G induced by the cut-vertices of G is a path.
Proof of Claim 1. (i) Since G is a block graph, we may assume that G[{a, b, c, d}] is a complete subgraph of G. Since G is
twin-free and a block graph, there are vertices a′, b′, and c ′ of G such that NG(a′) ∩ {a, b, c} = {a},NG(b′) ∩ {a, b, c} = {b},
and NG(c ′) ∩ {a, b, c} = {c}. Now {a′, b′, c ′} is an asteroidal triple, which is a contradiction.
(ii) This follows from the twin-freeness of G.
(iii) This follows from the twin-freeness of G using the same argument as for (i).
(iv) If a cut-vertex belongs to four blocks, then G has an induced R0. If a cut-vertex is in three triangles, then, since G is
twin-free, Gwould have an asteroidal triple.
(v) As G is a connected block graph, P is a tree. Moreover, P has maximum degree at most 2; otherwise, Gwould have an
asteroidal triple. 
By (v), let a1, . . . , as be the cut-vertices of G such that P : a1 · · · as is an induced path in Gwith edges aiai+1 for 1 ≤ i < s.
By the claim, G \ V (P) is edgeless.
Let a0, as+1 ∈ V (G)\V (P) be such that the edges a0a1 and asas+1 are end-blocks of G. Note that a0 and as+1 exist, because
a1 and as are cut-vertices of G.
For each iwith 0 ≤ i ≤ s, let Bi be the block of G containing the edge aiai+1. Note that B0 = a0a1 and Bs = asas+1. For 1 ≤
i < s, (i) implies that the block Bi is either the edge aiai+1 or a triangle aiai+1bi for a unique vertex bi ∈ V (G)\ {a0, . . . , as+1}.
Let t = |X |, where X = V (G) \si=0 V (Bi). Note that 0 ≤ t ≤ s. Also, the vertices in X can be ordered as xi1 , . . . , xit
with 1 ≤ i1 < · · · < it ≤ s such that ai1xi1 , . . . , ait xit are end-blocks of G. Thus, the vertices ai1 , . . . , ait are exactly those
cut-vertices of G that belong to three blocks, and if t = 0, then every vertex of G belongs to at most two blocks.
Furthermore, since G is Rk-free for k ∈ N, we have the following ‘‘gap’’ property of the blocks Bi between two blocks aijxij
and aij+1xij+1 , which will be crucial for our construction below:
∀ j ∈ {1, . . . , t − 1}∃ gj : ij ≤ gj < ij+1 and Bgj = agjagj+1.
We define an interval representation I : V (G) → U as follows; for convenience we may assume that Bi = aiai+1bi for all
1 ≤ i < s with i ∉ {g1, . . . , gt−1}. While the intervals assigned to the ai and xij are defined in a uniform way, the intervals
assigned to the bi will depend on their position. We distinguish the bi that are either ‘‘left’’ of xi1 , or ‘‘between’’ xij and the
‘‘gap’’ at gj, or ‘‘between’’ the ‘‘gap’’ at gj and xij+1 , or ‘‘right’’ of xit .
• For 0 ≤ i ≤ s+ 1, let I(ai) = [i, i+ 1],• for 1 ≤ j ≤ t , let I(xij) = (ij, ij + 1) (thus, I(xij) = I(aij) \ {ℓ(I(aij)), r(I(aij))}),
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• for 1 ≤ i ≤ i1 − 1, let I(bi) = (i, i+ 1],
• for 1 ≤ j ≤ t − 1 and ij ≤ i ≤ gj − 1, let I(bi) = [i+ 1, i+ 2),
• for 1 ≤ j ≤ t − 1 and gj + 1 ≤ i ≤ ij+1 − 1, let I(bi) = (i, i+ 1],
• for it ≤ i ≤ s− 1, let I(bi) = [i+ 1, i+ 2).
From the block structure of G and the gap property, it follows easily that I is an integral U-intersection representation of G.
(2)⇒ (3): This implication is trivial.
(3)⇒ (1): This implication follows immediately from Lemma 5(a) and (b). 
We remark that the proof of Theorem 9 implicitly contains a linear-time algorithm that recognizes whether a given
diamond-free graph is a U-graph, respectively, has an integral U-intersection representation, and if so, constructs an
(integral) U-intersection representation.
Theorems 8 and 9 immediately imply the following special case of Conjecture 6.
Corollary 10. Conjecture 6 is true for diamond-free graphs.
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