Machine learning experts prefer to think of their input as a single, homogeneous, and consistent data set. However, when analyzing large volumes of data, the entire data set may not be manageable on a single server, but must be stored on a distributed file system instead. Moreover, with the pressing demand to deliver explainable models, the experts may no longer focus on the machine learning algorithms in isolation, but must take into account the distributed nature of the data stored, as well as the impact of any data pre-processing steps upstream in their data analysis pipeline. In this paper, we make the point that even basic transformations during data preparation can impact the model learned, and that this is exacerbated in a distributed setting. We then sketch our vision of end-to-end explainability of the model learned, taking the pre-processing into account. In particular, we point out the potentials of linking the contributions of research on data provenance with the efforts on explainability in machine learning. In doing so, we highlight pitfalls we may experience in a distributed system on the way to generating more holistic explanations for our machine learning models.
I. INTRODUCTION
It's the era of Big Data: The amount of digitally available data is growing exponentially, data is becoming more and more diverse. This is mainly attributable to a growing amount of user-generated content (e.g. blogs) and smart, data-generating devices (Internet of Things). Even with the increasing computational power and memory, analyses of these datasets can not be performed on single machines anymore. In distributed computing, or more specifically distributed machine learning, huge machine learning models are computed in parallel (i.e., model parallelization), or on distributed data (data parallelization) [1] . At the same time, the demand for fair, explainable and accountable machine learning increases, due to automated decision making in sensitive domains such as health care, and due to legal requirements [2] , [3] .
Deep Learning Models, the de-facto state-of-the-art models in machine learning, already achieve near-human performance on many tasks [4] , while at the same time being inherently complex. Their complexity originates from their sheer size * All authors contributed equally (e.g., the VGG-19 net for image recognition has 19 layers and ≈143 million parameters [5] ), the use of non-linear functions (e.g. subsequent application of convolutions, pooling and ReLU activations in computer vision) and potentially recursive or recurrent internal processing (e.g., in recurrent neural networks). Due to this complexity, humans need novel mechanisms to understand the machine learning model and appropriately interpret the decisions that these models derive. The topic of explainability in machine learning focuses on such mechanisms.
In order for explanations to truthfully explain how an automated ML approach arrived at a decision, all transformations and functions that have been applied to the data have to be considered. This includes data cleaning and preprocessing steps as well as means for distributed processing (e.g. sampling for training sets of different models), that need to be considered by the ML explanation. Yet as of today, this is not the case. However, from the viewpoint of data management and data preparation, the database community already provides means for tracking transformations applied to raw data. There is a large body of work on tracing data provenance (or data lineage [6] ) throughout the data preparation pipeline. The goal is to account for the origin of a record together with a trace of how and why it got to the present place.
In this paper, we take the following viewpoint: instead of considering explainability or provenance in isolation, or the legal issue of accountability, we aim at full explainability of automated decision making in distributed systems. Accordingly, we outline challenges that arise when trying to integrate the notions of explainability and provenance. We argue that provenance information is crucial for developing reliable and trustworthy explanations of (distributed) machine learning models, which we call end-to-end explanations. We argue in favor of joint research and the development of a novel paradigm for true end-to-end explanations. In particular, we • argue, along a specific example, how data preparation and distributed processing can affect machine learning models and their explanations, • sketch where provenance information should be collected and how it can be exploited for reliable explanations of distributed machine learning models, and • lay out a range of nontrivial research challenges to be mastered for reliable and trustworthy explanations of machine learning models. Structure: We next provide some background on key concepts used throughout this paper, such as the term provenance. We then walk through a small example use case of distributed machine learning in Section III and discuss how provenance information can be of use. The identified challenges for end-to-end explanations are then generalized in Section IV. The central idea of this paper is to leverage the concepts of provenance from database research and apply them to obtain trustworthy explanations of machine learning models; related work on provenance and explanations is discussed in Section V. We then conclude the paper.
II. BACKGROUND
This section introduces background terminology for explainability in machine learning (ML) and provenance in databases.
A. Explainability and Model Provenance
Explainability in ML has so far addressed different notions of explanations. Explanations for different machine learning models either • show instances that are similar and lead to the same decision (case-based explanations, e.g. [7] ), • outline differences in otherwise similar cases (counterfactual explanations, e.g., [8] ), • show how much a feature contributes to the final decision (feature importance based explanations, e.g., [9] ), or • use/convert to a inherently understandable model (modelbased explanations, e.g., [10] ). We will illustrate these notions in our upcoming example.
In this article, the term model provenance means the tracking of all metadata (such as configurations, random number seeds, hyperparameters) needed to reproduce the training of the machine learning model (similar to the metadata tracking for machine learning algorithms in [11] ).
B. Data Provenance
The terms data provenance and lineage are often used interchangeably, yet sometimes the former is used to only refer to the point of origin of a data record, while the latter includes the transformation process. In this paper, we use them synonymously. Data provenance is well-studied in both theoretical and systems research [12] , [13] . In fact, there are publications dating back as long as 15 years [14] , and again very recently in the context of data science [15] , stressing the importance of tracing provenance throughout the data preparation pipeline so that it may be leveraged in succeeding stages. Keeping track of data flows and decisions or actions taken based on data has been identified as key for accountable data-driven interconnected decision systems [16] . This concept was further called decision provenance, as a term for system accountability, by the authors of [16] .
Provenance in databases can be further categorized into (i) where provenance, addressing the origin of tuples from a table/attribute perspective, (ii) how provenance, addressing the nature of the processing steps applied to tuples, (iii) why provenance, addressing any "source tuples" involved in the derivation, and (iv) why-not provenance, addressing the reasons why tuples are missing from the result.
Related research directions include the explainability of SQL queries, i.e. identifying the part of the provenance relevant for answering a query [17] , answering what-if questions for hypothetical query execution [18] , and SQL query explanation and debugging [19] . The latter also involves provenance tracing, with the narrow goal to explain query behavior.
Research on data provenance has produced a principled theory of commutative semirings [20] , allowing to propagate provenance information through query evaluation.
III. EXAMPLE SCENARIO
In this section we discuss a small example on a toy data set to illustrate • the merits of generating better explanations using provenance information, and • the challenge of producing both the provenance information and the explanations in a distributed setting. We envision a scenario where we learn a machine learning model from data too large to be stored on a single machine. In order to illustrate the challenges of distributed machine learning in this paper, we choose an ensemble of decision trees as machine learning model. Ensemble methods aggregate decisions made by so-called base classifiers [21] . Base classifiers are either different models from the same model class trained on the same data chunk, or models from different model classes with different capabilities. The idea is that each base classifier is an expert on some aspect in the data and the final decision is based on an aggregation of expert opinions. We choose decision trees as base classifiers because of their inherent interpretability and straight-forward visualization 1 .
As the aggregation method, we choose averaging of class a-posteriori probabilities and maximum a-posteriori, such that from each decision tree we receive a probability for each class, average those over all decision trees, and choose the class with the maximum value as the final decision 2 . An example of such an ensemble is shown in Figure 1 .
In this example, distributed machine learning is approached by i) computing one decision tree for each chunk of data (distributed across the computational nodes) and ii) aggregating their output into a final decision. To summarize, 1) we distribute the training data across the nodes in a distributed file system, such as HDFS; 2) locally, each node cleans its data regarding missing and noisy values; each node computes its own decision tree; 3) the machine learning expert runs an algorithm to aggregate the locally computed trees into an ensemble, and publishes it to the end users as the resulting model; 4) ultimately, the end users apply the final ensemble model to classify new records. We will outline how provenance data can be valuable for performing the last two steps, and accordingly, which provenance information has to be tracked in the first two steps.
A. The Running Example
Suppose want to predict the fitness of adults, depending on their pizza consumption and exercise habits. Table I shows the raw data for patients Amy through Haley. Physicians have collected data on their patients' names, their age, the number of pizzas they eat per week on average, and whether they exercise at all. Further, they have determined their general level of fitness, denoted by 0 (unfit) and 1 (fit). Some values are missing (denoted null), and some values are noisy.
Zoe is a new patient. Her fitness should be predicted based on her other attributes and the data from the other patients. Table II shows the data distributed across two compute nodes: data are split into two disjoint partitions, that will be processed independently. After data partitioning, a local data preparation step was performed: The nodes have repaired inconsistent entries in the Fit column by translating "N" and "0" to 0. Since decision tree learners usually cannot handle missing values, a nonparametric estimator is used to impute the null values based on the observed other values for each feature [22] . (Incidentally, no data was changed during this step in the second partition.) Table II . When classifying test patient Zoe, the locally trained trees do not agree. Figure 1 shows the decision trees 1 and 2 computed locally from both data partitions. 3 In tree 2, the only feature relevant for predicting fitness is whether a person exercises regularly. Based on this model, the reasonable (and only) medical intervention would be to recommend regular exercise. While this is surely not wrong, it only reflects part of the real world. Decision tree 1 relies both on nutrition and exercise as informative features. Intervention based on this decision tree is to increase exercise, as well as to reduce pizza intake. Now, let us consider Zoe, age 40, daily consumer of pizzas and intensive exerciser. Interestingly, Zoe is classified as unfit by tree 1, and fit by tree 2. The best decision the ensemble of trees can make, after aggregating the decisions of the single trees, is to state that Zoe is just as likely fit as she is unfit.
B. Provenance for ML Experts
Typically, the basis for tracing provenance are annotations to the data, as illustrated next.
Example 1: Table III again shows the data from the first partition after local pre-processing. The last two columns contain provenance annotations for each tuple. The penultimate column (in a notational style inspired by [23] ) describes how each entry was derived, using relational algebra operators. 3 All trees shown were generated in python using the sklearn library. The Jupyter notebook and the data are available online at https://bit.ly/2MYtRal. The visualization encodes the following information: The base color of the node represents the classification made for data records that pass trough this node, green for "fit" and red for "not fit". The saturation in color represents the confidence of this decision, highly saturated means highly confident. The first line of text labelling a node indicates the splitting attribute and the decision threshold (e.g. pizza ≤ 2.47), the last line is the decision made in this node. The label entropy indicates the splitting criterion (here, information gain) and the value of this criterion in this specific node. Further shown are the number of training samples passing through the node and their respective distribution over the classes of interest. "value = [3, 2] " in the root of tree 1 means there are five samples in total, three from class "not fit" and two from class "fit". 
By T 1 , we refer to the table holding the raw data assigned to the first partition. For instance, the record for Amy is unchanged, but the records for Dave and Eve differ from the raw data. The function Imp A (T 1 , t) imputes the missing age value in tuple t, based on the locally available table T 1 ; we proceed similarly with the other imputation functions.
The last column records modifications to tuples on a much more coarse-grained level, stating the confidence in this tuple as the percentage of attributes that remain unchanged. This idea of annotating confidence values is highly related to the works on probabilistic databases, c.f. [24] , and techniques for propagating such confidence values through query evaluation.
We now picture the machine learning expert evaluating the trained model:
1) Considering Data Uncertainty: Having requested how and where provenance, the machine learning expert obtains a trail that accounts for the origin of a record, together with an explanation of how and why it got to the present place.
Example 2: Having classified the test record from patient Zoe, our expert finds out that the final a-posteriori distribution is uniform and the model cannot make a confident prediction for any of the classes. Our expert starts with requesting how and where provenance on the input data for tree 1.
She could then be presented with fine-grained data provenance: references to the raw tuples, in addition to the transformations applied, as seen in Table III . While these annotations exactly record the processing steps applied to each raw tuple, and allow a white box view, our machine learning expert may not be familiar enough with database theory so as to be fluent in relational algebra. Moreover, this low-level, per-tuple annotation may be simply too much information to be explored manually, given that our expert is processing Big Data.
We therefore also consider an alternative: The last column contains coarse-grained provenance information called confidence, merely stating the similarity of a tuple compared to its original. This can be considered a grey box view of preprocessing (allowing more insight than treating the model as a black box). At least, our expert can now tell that some tuples have been modified, since not all input tuples have 100% confidence. Naturally, confidence might also be tracked on the level of single values, not just entire tuples.
We defer the extended discussion of finding an appropriate level of granularity in tracking provenance to Section IV, and continue with sketches of how the machine learning expert may leverage her provenance-triggered insights. On an aggregated level, she finds out that average data confidence for the first partition amounts to 84%, while it contains 63% of the tuples. The other partition contains 37% of the tuples with 100% data confidence.
It is now up to the expert whether to account for the data uncertainty in building her model, or whether to even exclude problematic tuples from the analysis altogether. Considering data uncertainty, she could conclude that while the first decision tree is built on a larger share of the data (63% of all tuples), and thus more trustworthy, it also has higher data uncertainty (84% certainty on average). A simple approach would be to not consider the output of each tree equally, but rather weight the decision from the tree 1 by the factor 0.63 · 0.84, and the decision from tree 2 by the factor 0.37. 4 2) Bias, Skewness, and Fairness: Upon visual inspection of the patient names, it seems that the raw data from Table I predominantly describe male patients (this information is not directly encoded, but only deducible from the persons' names). In our specific scenario, decisions might need to be gendersensitive. Moreover, the data distribution according to Table II produces skewed data: The first partition is dominated by unfit patients, whereas the second partition is dominated by fit patients, all male. Dealing with biased and skewed data is an active issue in machine learning research, as we point out in our discussion of related work in Section V.
The fact that the data itself is biased towards gender is not so straightforward to detect automatically. However, the skewness of the data partitioning may be discovered, for instance, by comparing summary statistics from the global data set against the locally available data set. One straightforward option is to compare histograms, which can be efficiently computed in a distributed fashion, e.g. using MapReduce [25] , [26] .
In fact, we consider it quite likely that the data available on a local node within a distributed file system, such as HDFS, is skewed: Data warehousing or data lake scenarios commonly follow the "write once, read many times" paradigm: Incoming data is chopped into HDFS chunks and distributed by HDFS in the system. Over time, new chunks are added, yet existing chunks are never updated. 5 Consequently, when the global distribution of data changes over time, this is not reflected in older chunks.
As we also discuss in Section IV, we believe that this challenge may be addressed systematically, by extending distributed machine learning algorithms such that they account for skewness. In spirit, this is related to the efforts in the machine learning algorithms to be subgroup-fair, discussed in Section V, or more generally, to develop machine learning algorithms that are bias-aware.
Additionally, we may even envision new and sophisticated data placement strategies for data chunks, beyond the HDFS strategy of sharding chunks across the physical nodes such as to evenly distribute the workload. In general, devising dynamic data placement strategies to improve system performance already is a current field of research [28] - [32] . With data skewness in mind, chunks might also be placed such that due to co-location of complementary chunks, the probability of a physical node working with skewed data is reduced.
C. Provenance for End Users
In the following, we envision patient Zoe using the computed classifier as a black box model to get an estimate of her fitness during her annual medical checkup. We walk through several scenarios where the explainability of her result can be improved based on provenance information, thus providing a grey box model.
As we also discuss as part of the research challenges, it remains an open question in what form provenance information can be integrated with this black box model, to be made available to the end user.
1) Model-based Explanations: Model-based explanations attempt to generate a white-box view of the black box (not understandable) machine learning model. For our base classifiers, the decision trees, we derive an explanation by simply converting each decision tree into a rule. For small decision trees, this rule is comprehensive and easily understandable by humans. The explanation for an ensemble is more involved and depends on the aggregation method used. Additionally, general information about training the algorithm (that is, model provenance) can be provided in compiling an explanation. For instance, this could be the size of the training set, hyperparameters (i.e. the configuration parameters of the machine learning algorithm), and the performance of the trained model on a separate data set that has not been used for training. Hyperparameters include the splitting criterion (here: information gain) and the minimum samples required for a node to attempt a new split (two in this example). The decision of the final ensemble can then be explained as taking the average of the previous decision values. Showing this to the end-user is not straight-forward, however, our aggregation function is a linear function of the output of the decision trees and linear functions are considered understandable [10] .
If provenance information is available, the explanation can reflect that there was uncertainty in the input data because of missing values and that the decision is biased towards males, resulting in more holistic and truthful explanations.
2) Feature-based Explanations: Feature-based explanations highlight the features that contributed most to the final decision. Feature-based explanations are straightforward to extract from decision-trees, by simply tracing the path a data record took from the root of the tree to the leaf.
Example 4: In our example (Fig. 1) , a feature-based explanation for the decisions of tree 2 would state that sport has a positive influence on fitness, while for tree 1, additionally, pizza has a negative (and stronger) influence. Both are valid explanations that capture the decisions made by their respective model. Yet the first does not truthfully reflect the real world 6 . The feature-based explanation for the final decision of the ensemble is then the list of features from the trees ranked according to their importance in the single trees, and -if provenance information were available -weighted by the trustworthiness of each tree. The trustworthiness value would be calculated based on considerations about data uncertainty and potential biases of the model.
3) Case-based Explanations: Case-based explanations show records that are treated as similar by the algorithm, such as a group of (anonymized) patients for whom the same decision was made.
Example 5: Zoe (age 40, avid fan of pizzas and exercise, classified as unfit by tree 1, fit by tree 2, and undecidable by the tree ensemble), requests case-based explanations. Because the final decision is equally based on tree 1 and tree 2, and for the sake of conciseness, we focus our discussion on obtaining case-based explanations for single trees.
• Given tree 1, the system would list Dave and Eve who eat more than 2.47 pizzas per week, and despite exercising regularly, are nevertheless unfit. • Given tree 2, the system would list Francis and Greg as similar, since they also exercise and are also fit. Given the information from tree 1, Zoe might again realize that while Dave and Eve do exercise and eat a lot of pizza, the sports value of Dave (0.68) is only a guess. This raises the question whether this decision can be fully trusted.
To dig deeper, our Zoe (or her general practitioner) might state a case-based "what-if" question: who is similar to Zoe in terms of behaviour, but is classified as fit instead of unfit? As answer, Bob will be listed, showing that a moderate pizza consumption in combination with exercise indicates fitness, which seems reasonable and also actionable for Zoe.
IV. CHALLENGES AND IDEAS FOR SOLUTIONS
Achieving end-to-end explainability for machine learning in distributed systems comes with its own challenges. We next categorize these challenges and sketch first ideas.
A. Access to Provenance Information
For generating truthful explanations, we would like to guarantee that all data processing steps are repeatable [13] , and we also have all information on model provenance, i.e., the training of the ML model. In consequence, then the model and all its predictions are reproducible [11] .
Unfortunately, most of the popular machine learning libraries do not make their internals transparent. For instance, the scikit-learn library used in our example in Section III to impute missing values does not provide any programmatic access to meta information on how this imputation works. In order to track what-provenance for the values that have been imputed, we would need to extract the necessary information from the publication associated with the machine learning library, and ideally (or in case no publication is linked to the library), inspect (and understand) the source code of its implementation. Otherwise, it is not clear whether the algorithm derives a missing value given all values in that relation's column, or whether it considers the complete relation.
Similarly, many ML algorithms rely on random choices and random data sampling. Random forests for instance, select the splitting features randomly [33] 7 , while neural networks randomly initialize all weighs between layers. For these cases, we might like to record even the seeds to the random number generators as part of data provenance. Yet virtually none of the popular machine learning libraries and tools make this data accessible. Similarly to the metadata tracked for reproducible experiments with algorithm developers as stakeholders [11] , we need model provenance to fully explain the faithfulness of a machine learning model to end-users. Note that the model itself, i.e., the algorithm class and the trained model parameters, is not included in model provenance. The model itself is stored for predictions separately, but additional information is necessary to judge the usefulness of those predictions.
Solution Ideas: Making provenance information available in all data processing steps, whether pre-processing or model learning, requires the joint effort of both the database and the machine learning community. While this may seem a daunting engineering effort, it is a long-term investment for all communities involved. Besides faithful explanations of machine learning models, we further have the added benefit of reproducible machine learning workflows [11] .
B. Provenance Granularity
One classic, open question is how verbose provenance data can be to be consumable, and at the same time, usable by a machine learning algorithm. Dealing with Big Data, in distributed systems, lends a new urgency to addressing this question. Coarse-grained provenance is merely a high-level description of the basic data preparation workflow and its stages. Yet fine-grained provenance means tracking at the granularity of individual records.
Data distribution exacerbates the granularity problem: each server will first of all track their local provenance independently -and they might have different requirements with respect to granularity. We can see this in our example as follows. The left partition in Table II is modified by preprocessing (imputation of values). When later on inspecting provenance information, we need a fine-grained information at cell level: we have to expose the exact way how the imputed cell values were derived -hence, for the imputed cells we have to maintain the information on which other values they are based. In contrast, the right partition in Table II remains unchanged during pre-processing. When requesting provenance information for this partition, tuple-level provenance is sufficient: we just have to provide the information that the original raw data were used in the machine learning pipeline.
Solution ideas: Future provenance systems should provide a feature of customized abstraction: Provenance information should be provided at a granularity matching the requirements of the machine learning method at hand. We therefore need mechanisms that can find out which granularity of provenance data is processable by the chosen machine learning method. In Example 2, we can see that the more abstract notion of confidence can be exploited by the decision tree learners later on to assess the quality of the models learned on distributed data. Yet, other methods could also exploit provenance tracking at the level of relational algebra expressions to achieve more truthful explanations. For programmatic access, an intelligent provenance system should be able to negotiate the granularity of provenance information between the data preparation layer and the machine learning tool. Moreover, as shown by the imputation example, potentially different levels of granularity should also be supported.
C. Data Volume
Building scalable solutions for storing and processing large volumes of provenance data is already an issue today. Yet when we combine the collection of provenance data with the quest for explainable machine learning algorithms, we will generate even more provenance data. Moreover, in a distributed setting, the provenance information will itself be distributed across compute nodes: Each server is responsible for tracking provenance data locally.
Solution Ideas: Future provenance systems need data structures and mechanisms to query distributed fine-grained provenance information efficiently. Thus, we may need to apply highly specialized, compressed data formats (e.g. multiindex data formats, such as HDF5).
D. Bias and Fairness
In distributed file systems, the focus is to optimally distribute the data to optimize access time and database operations. Consequently, the data on single machines might not be representative for the general data distribution (e.g., approx. 50% males and 50% females). This might lead to effects where the data trends detected on single machines differ from the general trend, and effect known as Simpson's paradox [34] , or the resulting machine learning model might be highly biased and provide unfair decisions to certain subgroups. In Example 2, the second partition in Table II is highly biased towards males making the trained model prone to predict male fitness with much higher accuracy than female fitness [35] . In traditional single-machine machine learning, the data is contained in one data chunk and the learner uses the whole data set of random samples to ensure that the training data is representative of the whole data set. In distributed machine learning, random sampling across the whole data set is highly inefficient or not computationally feasible at all.
Solution Ideas: Future provenance systems should be integrated with novel bias-aware algorithms in machine learning; these should then take the underlying data distribution into account. For instance, in Bayesian classification, the class prior probability can first be calculated on single machines, then aggregated to the global class prior probability, which is shared with all workers, that then compute the posterior probability based on the locally available data. While this approach is straight-forward for Bayesian models, other classes of machine learning algorithms would need to be adapted. In addition, by obtaining statistics about the distributed partitions, biased data partitions can be identified and exposed.
Ideally, a better and less biased data distribution can be induced based on statistics, where the distributed file system assigns data chunks to physical nodes such as to take imbalances of the data distributions into account. Yet, in practice this might now always be possible due to conflicts with privacy requirements (see Section IV-H).
E. Provenance Visualization
An intrinsic challenge -even in single-node settings -is how to visualize provenance data in a consumable form to either machine learning experts or end users. In particular, for large data sets, it will be unfeasible to inspect every single raw record, heavily impairing the usability of the captured data [16] . Moreover, in a distributed setting, provenance visualization has to aggregate information from several servers.
Solution Ideas: Future provenance systems should be able to summarize data and model provenance traces e.g., by visualization techniques [36] allowing flexible access to different levels-of-detail [37] . Both the Human-Computer Interaction Community and the Visual Analytics community have already identified explainable, accountable and intelligible systems in general as part of their research agenda [38] , [39] . With provenance information being crucial for trustworthy explanations, novel approaches need creative solutions collaboratively designed by machine learners, database experts, as well as the information visualization and human-computer interaction communities.
F. Data Freshness
In an advanced machine learning setting, a model might also consider the time at which a data item was created or modified; more recent data might get more influence when training the model. Explainability of ML models should also exploit the time of origin and modification in order to let the user assess whether the result is based on timely and fresh data. In a Big Data setting, where the machine learning expert relies on data provided by several independent sources, stale data might occur quite often and tracking data freshness is a more difficult problem. This also raises the question at which level of granularity the timestamping of data should take place.
Solution Ideas: Future provenance systems should be able to track the time of creation and modification of data and expose it to the machine learning algorithm in order to make the time information usable by explanations. In a distributed setting, a common notion of time has to be established, especially for application scenarios that require real-time decision making and/or are based on online learning.
G. Variability and Lack of Standards
It is not clear exactly which kind of provenance information is relevant for the machine learning community, as this problem space is huge: Academic research has produced hundreds of different machine learning algorithms, each with different requirements and abilities with respect to input data. Moreover, there are several competing notions of machine learning explainability. Further, the requirements on explanations for different stakeholders differ, and it is not clear what makes a good explanation. Most of the time, data pre-processing implementations or machine learning implementations are black boxes that do not expose enough information to be immediately exploitable for explanations; in our example, the exact ways how the imputed values were derived are not revealed when using the python library. Similarly, on the database side, we have competing notions of data provenance, as well as vast choice of database systems beyond those supporting the relational model [40] . Novel data models in return require customized provenance mechanisms.
Solution Ideas: Both communities need to consolidate, standardize, and agree on data exchange formats. To avoid technological lock-in, we need programming APIs and standards that let us to switch between database backends, provenance formalisms, and machine learning algorithms. In particular, in our distributed setting it might even be possible that different data sources use different database systems; hence provenance should also be supported by data integration systems and distributed query engines (like for example, Presto or Dremio).
H. Data Protection and Privacy
Compliance with data protection regulations is a major requirement for IT systems managing sensitive data. This in particular applies when integrating data from different data providers. For example, we can consider the case that the two partitions in Table II are independently managed by two different hospitals. These hospitals do not want to disclose the data of their patients. When each hospital removes all personally identifiable information (performing anonymization and pseudonymization) from the training data, the quality of the derived explanations is likely suffer, because external users of the model (e.g. Zoe and her physician) are not allowed to drill into the provenance information down to the level of the raw input tuples.
Solution Ideas: This calls for privacy-compliant tradeoffs between guaranteeing anonymization and yet providing provenance data and ML explainability. Existing formalisms like for example k-anonymity [41] and separation of duties [42] must be extended appropriately. In addition, novel cryptographic approaches (for example based on homomorphic encryption or secure multiparty computation) have to be developed to obtain provenance data without breaching privacy.
V. RELATED WORK
Research on scaling up machine learning algorithms looks back at a long tradition [43] . With the recent proliferation of Big Data, interest in this field has been revived. In order to understand challenges and solutions for trustworthy explanations of automatic decision making systems in distributed settings, we review work in two partial aspects. First, we consider provenance for automated decision making. Next, we consider provenance research in distributed settings. We further discuss work on explanations of machine learning models, and bias and fairness in machine learning -a problem we identify as being more pronounced in distributed decision systems. a) Provenance for Automated Decision Making: The idea of harvesting provenance information for aspects of automated decision making has been introduced before [11] , [16] . Decision provenance aims at tracking data flows to enable the identification of entities responsible for a particular decision or action [16] . The goal of decision provenance is to ensure (legally) accountability of decision-making systems. Accountability and transparency are different from explainability: the latter focuses on what was happening for a complex decision to come into being, the former focuses on who is responsible for a particular (sub-)decision. Schelter et al. [11] introduce a data model for tracking metadata of machine learning models, such as model identifiers, model versions, hyperparameters, and identifiers of the training and test data used in the experiment. Their idea of using provenance data for machine learning models is similar to ours, however, their target users are algorithm designers and the goal of the framework is to assist model development. In this paper, we argue for data and model provenance to explain machine learning models also to end users and discuss associated challenges.
However, the machine learning community does not yet systematically exploit provenance information collected during data preparation. While there is a proposal for queryable provenance [44] , there are no standardized interfaces yet. Making provenance information programmatically accessible is a prerequisite towards machine learning algorithms actually leveraging this information when deriving explanations. b) Provenance in Distributed Settings: Naturally, the notion of data provenance tracking has long since been extended to MapReduce-based operators, e.g., in the RAMP framework [45] . Likewise, similar notions have been proposed for Spark transformations, both in academic research (e.g. [46] ), and provenance tracking has by now been implemented within the official Apache Spark project itself [47] .
Database provenance techniques have been successfully applied to other domains and different purposes. For instance, [48] applies them to diagnose problems in distributed systems. c) Explanations for Machine Learning Models: While some research already addressed the understandability of machine learning models as early as 2000, (e.g. [49] ), a new line of research on interpretable, explainable, trustworthy and fair algorithms started approximately in 2016, most prominently with the DARPA Explainable Artificial Intelligence (XAI) Programme and the EU General Data Protection regulation [3] . Explanation approaches of machine learning models address different stakeholders [50] and explain different aspects of the model. Three general approaches have emerged towards providing explanations [51] . First, explanations can be modelbased by showing the operational procedure of the whole model. For some models, those explanations are easy to derive, e.g., a decision tree can be explained by either translating it to if-then rules or visualizing the tree. Complex models can be approximated with simpler ones, either locally (e.g., [10] ) or globally (e.g., [52] ). Global approximation by an inherently understandable model consequently explains the approximated model itself [53] , fostering a global, general understanding [54] . Second, explanations can be case-based, showing data items that lead to the same decision (e.g., [7] ). Third, explanations can be based on features, outlining which feature contributes to which extent to the decision (e.g., [55] ).
Common to all these approaches is the basic assumption that the training data is representative of the underlying data distribution and properly pre-processed accordingly.
d) Bias and Fairness in Machine Learning: Within the machine learning community, there is a lively discussion on how to recognize and deal with biased data. In her popular science book on "Weapons of math destruction" [56] , the author Cathy O'Neill shows how algorithms can be unfair, even if they perfectly reflect the data: If the data itself is biased, the trained machine learning algorithm will reflect this bias and, accordingly, make unfair decisions.
There is a class of learning algorithms that are subgroupfair [57] . Here, a subgroup is defined as a group of instances that have the same attribute values, such as all males, or all females above the age of 50 who own a car. If we want those subgroups to have equal opportunity, then we need to make sure that a) the classifier is as accurate on the subgroup as it is on the whole population (e.g., equal error rate), and b) if it makes errors, it makes the same errors in the subgroup as in the whole population (e.g., equal false positive rates) [58] .
While research on algorithms fairness is still quite young, it turns out fairness is a concept that is difficult to encode algorithmically: [59] identified 21 different definitions that have been used in literature. An additional challenge is to assess the impact of today's fair decisions -we expect them to improve the situation for discriminated subgroups -but this is not necessarily the case for different fairness criteria [59] .
VI. DISCUSSION AND CONCLUSION
We presented a small example to illustrate the basic approach of data preparation and model learning in a distributed system, and derived challenges that arise in distributed machine learning. In real-world settings the situation can often be much more complex. In huge, unstructured data sets, data distribution might not be that obvious as in our small-world example with tabular data. There may be many missing values and different data sets might be pre-processed differently. Veracity and velocity of the underlying data may have a non-negligible impact on trustworthiness of machine learning. More complex (distributed) ML algorithms do not even allow for as straightforward explanations as is possible for our small decision trees. Moreover, several of our presented challenges might be in conflict and not all requirements might be fulfilled at the same time in real-world applications. There might for example be a trade-off between fairness of machine learning and privacy requirements.
While our example is very simplified and any classification model would have problems to construct a reliable prediction based on such a small training data set, it nevertheless illustrates the most important points:
• Without knowledge about the model construction workflow and settings (such as model hyperparameters, decision aggregation function in ensemble methods), it is impossible to reliably trace decisions back. • Without knowledge about data provenance (including bias in the data set and any data imputations applied) we are unable to assess the trustworthiness of the resulting machine learning decision. Thus, by considering data provenance, models can gain in accuracy and fairness, and explanations can become more holistic and truthful.
We propose to systematically exploit data provenance, gathered throughout the data preparation pipeline, to improve the outcome of the machine learning pipeline. In particular, we present our vision of deriving end-to-end explanations of data analyses. We even go so far as to claim that there can be no truthful and complete explainability in machine learning without taking data provenance into account.
The authors in [60] make an even more radical demand and request that the recording of data provenance must start even before the raw data is collected. They argue that data is always collected for specific purpose, and that this purpose must be well-documented. Knowing why the raw data was collected in the first place, we could tell a more truthful story as to how the machine learning model came to be. We regard this as a very promising, long-term direction for future work that requires interdisciplinary discussions between the producers of the raw data, the data engineers and the machine learning experts.
