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Abstract 
The identification of influential or vulnerable nodes in a network is garnering considerable attention nowadays owing to the 
recent increase in the connectedness of society. Further, knowledge of the properties of interconnected networks is fundamental 
because of its viable application to the understanding of modular structures that often appear in real-world networks. In this paper, 
we focus on analysis of centrality, which is defined as the relative importance of a node in a network, and its effect on the 
probabilistic diffusion dynamics in interconnected networks. We propose a numerical framework in which the importance of the 
type of the centrality changes along with the diffusion regimes. It is well known that a critical point exists that, when crossed by 
the infection rate, results in epidemics [1, 2]. During the subcritical regime where the infection rate is below the critical point and 
no epidemics occur, the nodes with the highest number of infections (vulnerable nodes) can be indicated by the alpha centrality, 
which can be approximated by the degree centrality when the infection rate is almost zero, and the eigenvector centrality when 
the infection rate approaches the critical point. This theory is examined in numerous simulations using several types of 
interconnected network. The simulation results fit the estimation of our numerical framework in a small toy network during the 
subcritical regime. However, interconnection between some networks and the complexity of a network reduce the accuracy of 
our approximation of the numerical framework, as predicted by our numerical frameworks. Our simulation results also imply that 
during the critical regime when the infection rate is around the critical point, the type of centrality that can indicate the vulnerable 
nodes differ according to the topology of the network. In addition, during the supercritical regime, in which the infection rate is 
sufficiently large, the importance of centrality cannot be discriminated because the number of infections on each node becomes 
almost the same. 
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1. Introduction 
Centrality refers to a series of indices used to quantify the relative importance of a node in a network. Many types 
of centralities have been proposed so far in the fields of graph theory and network analysis [3]. Nowadays, research 
about the relationship between centrality and dynamics is garnering a lot of attention because a large number of 
Internet-based services are being developed and getting popular all over the world. Identification of the node with 
the greatest importance in a certain dynamic provides beneficial aspects, such as more effective marketing strategies 
in the massive Internet market and efficient vaccination strategy to prevent the spreading of computer viruses. 
Recently, Klemm et al. [4] proposed an analytical framework used to measure the role of an individual node in 
various types of network dynamics, such as probabilistic diffusion dynamics.  
In this paper, we propose a theoretical framework to identify the influential and vulnerable nodes using the concepts 
of centrality and the Susceptible-Infected-Susceptible (SIS) model [2,5,6,7], one of the numerical models of the 
probabilistic diffusion dynamics. The probabilistic diffusion dynamics are often applied to fields dealing with 
epidemics and computer viruses spreading in networks [8, 9]. In the SIS model, the states of the nodes in a network 
are represented by a state vector in which each component corresponds to the condition of each node; the infected or 
susceptible state of a node is represented by one or zero, respectively. In the probabilistic diffusion process, each 
infected node can change the states of its susceptible neighbors at an infection rate  during each time step. In 
addition, the infected nodes enter the susceptible state at a recovery rate . Many previous studies [9-11] on the SIS 
model have focused on the threshold of infection spreading in networks. For example, Mieghem et al. [10] 
rigorously proved that the phase transition on a single network occurs in conditions where the effective infection 
rate  is equal to the inverse of the maximum eigenvalue of the adjacency matrix 1(A). 1(A
infection spreads throughout the network and settles to a specific steady state. On the other hand, when  1(A), 
the number of infected nodes decreases and finally tends to zero.  
In this paper, we propose a framework that indicates that a specific type of centrality can identify the vulnerable 
nodes in the SIS dynamics, and the type of the indicator varies as the regime of the infection changes. We also 
verify the framework using numerical simulations in several types of interconnected networks. 
2. SIS model 
The SIS model [2,5,6,7] is a well-known model that is used to express probabilistic diffusion dynamics across 
networks in a quantitative manner. In the SIS model, the nodes in a network are assigned two states, susceptible (S) 
and infected (I). A susceptible individual node is influenced by its surrounding neighbors and enters the infected 
state at infection rate . The infected nodes enter the susceptible state again at recovery rate . A number of theories 
have been put forward to find the threshold of epidemics spreading in networks using the SIS model [9-11]. 
Recently, Mieghem et al. proposed a rigorous mathematical framework using the N-intertwined mean-field 
approximation [10] based on the continuous Markov chain theory. In their model, the tipping point c of the effective 
infection rate /  can be obtained as 
1(A) represents the maximum eigenvalue of the adjacency matrix A. 
In the SIS model, the transition probability matrix M can be expressed as follows: 
  (2) 
Therefore, defining p(t) as a probability vector at time t, the probability vector at time t+1 can be calculated as 
  (3) 
Using formula (3) and the initial probability vector p(0), the probability vector at time t can be described as follows: 
  (1) 
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  (4) 
Then, assuming that the time-step is infinite, the accumulative infection probability can be approximated as  
  (5) 
 represents the transition probability matrix, and each element in  is the transition probability at t steps. 
Therefore, formula (5) indicates that the approximation loses its accuracy in finite time-steps, especially when there 
exists paths that connect a node to another node with long steps, which means the interconnection between some 
networks reduces the accuracy of the approximation in formula (5). 
Further, assuming  = / , formula (5) can be written as 
  (6) 
Formula (6) indicates that the accumulative infection probability is proportional to the definition of the alpha 
centrality (see formula (10) below), which means that the nodes with higher alpha centrality correspond to the nodes 
with the higher accumulative infection probability. 
3. Centrality Measure 
Centrality is an index that is used to evaluate the relative importance of a node in a network. A large number of 
centrality types have been proposed so far within the scope of graph theory and network analysis [3], and they are 
also attracting attention with respect to analysis of the robustness and efficiency of network systems. In this paper, 
we primarily discuss degree centrality, eigenvalue centrality, and alpha centrality. 
3.1. Degree Centrality 
Degree centrality corresponds to the number of links that are connecting to other nodes. The degree centrality 
Cd(i) of a certain node i in a graph with n nodes can be expressed by formula (7): 
where aij is an element of the adjacency matrix A of the undirected network. 
3.2. Eigenvector Centrality 
In include its indirect influences on another node located 
more than two links away. The eigenvector centrality is an index that considers both direct and indirect influences 
from the other nodes in a network. The eigenvector centrality Cev(i) [12, 13] of a node i in a graph with n nodes can 
be expressed by formula (8): 
  (8) 
where aij is the (i, j) element of the adjacency matrix A of the graph and 1(A) is the maximum eigenvalue of 
adjacency matrix A. Expressed in matrix form, formula (8) can be rewritten as follows: 
  (7) 
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  (9) 
where Cev is an eigenvector of adjacency matrix A with the maximum eigenvalue 1(A). 
3.3. Alpha Centrality 
Bonachici and Lloyd [14] proposed the alpha centrality, which is represented as follows: 
  (10) 
where C  is a vector in which each element corresponds to the value of the alpha centrality C (i) of node I, e is a 
vector in which all elements are one, and I is a unit matrix.  is an arbitrary parameter that controls the weight of 
influences from the neighbor nodes. 
The (i, j) element of the powered matrix At represents the number of routes that can reach from node i to node j in t 
steps. Then, assuming  / , the (i, j) element of the matrix tAt represents the probability that an influence can 
travel from node i to node j in t steps.  
When   0, formula (11) can be approximated as follows: 
   (12) 
Formula (12) indicates that the degree of each node is dominant in the alpha centrality when   0, which means 
that the nodes with higher alpha centralities correspond to the nodes with higher degree centralities when   0.  
Furthermore, when  approaches 1/ 1(A) from below, formula (11) can be approximated as follows:  
  (13) 
where vi represents the eigenvector with the ith eigenvalue and i represents the ith element in the eigenvector vi. 
Because each element in v1 corresponds to the eigenvector centrality of each node, as indicated by formula (13), the 
eigenvector centrality is dominant in the alpha centrality and the nodes with higher alpha centralities correspond to 
the nodes with higher eigenvector centralities when   1/ 1(A). 
4. Diffusion Centrality 
The numerical analysis described above implies that specific centrality types can identify the vulnerable nodes in 
a network, which shift along with the evolution of the infection regime. The infection dynamics process is divided 
into three regimes, the subcritical regime, the critical regime, and the supercritical regime. 
4.1. Subcritical Regime 
The subcritical regime is the phase in which the infection rate is below the critical point, which is theoretically the 
inverse of the maximum eigenvalue of the adjacency matrix. During the subcritical regime, the number of infected 
nodes in the network finally falls to zero. In this subcritical regime, as shown by formulas (5) and (6), the alpha 
centrality can pinpoint the nodes with the higher accumulated number of infections (vulnerable nodes). In addition, 
as shown in formulas (12) and (13), the alpha centrality can be approximated by the degree centrality when the 
infection rate is almost zero and the eigenvector centrality when the infection rate approaches the critical point. 
  (11) 
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4.2. Critical Regime 
The critical regime is the phase in which the infection rate is around the critical point. During this regime, when 
the infection rate is over the critical point, the alpha centrality cannot approximate the accumulated number of 
infections. Further, from the results of our simulation, we hypothesize that the type of centrality that can identify 
vulnerable nodes depends on the network topology. Therefore, calculating the exact solution to  in 
formula (5) is the best practice to utilize to know the vulnerability of each node.  
4.3. Supercritical Regime 
The supercritical regime is the phase in which the infection rate is much greater than the critical point. During this 
regime, our simulation results, described below, indicate that when the infection rate becomes larger, the number of 
infections in every node becomes almost the same, which means that a specific node cannot be used to identify the 
vulnerable nodes when the infection rate is very large. 
5. Simulation Results 
5.1. Simulation on Toy Networks 
To verify the theory that we proposed above, we conducted a large number of numerical simulations. In the 
simulations, the recovery rate  was always fixed at 0.5 and the infection rate  determined using the equation 
below: 
   (14) 
Here, Score represents the effective infection rate /  normalized by the mathematical threshold of each network 
(the inverse of the maximum eigenvalue 1(A) of the adjacency matrix A). In addition, we conducted numerical 
simulations up to 100 time-steps. 
First, we conducted an infection simulation using simple small toy networks. Fig. 1 shows the two toy network 
topologies used. The numbers on each node represents the identification numbers (ID) assigned arbitrarily, and the 
colors on the nodes represent the fact that the nodes are structurally equivalent in the topologies. 
            
 
Fig. 1 The small toy networks utilized in our simulations 
(a) Tree network (b) Four star networks of different sizes with complete core 
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5.2. Simulation on Tree Network 
Fig. 2 compares the simulated accumulative counts of infection on each node ordered by the value of centralities 
using the tree network (Fig. 1(a)). Score is fixed at 0.001, which represents the condition of   0. In plots (a), (b), 
and (c), each bar corresponds to the simulated accumulative counts of infection on each node, and the number on the 
x-axis represents the ID of each node ordered by the values of the degree centrality (DC), the eigenvector centrality 
(EVC), and the alpha centrality (AC), respectively. From formula (12), it is expected that the plots in (a) can be 
approximated to those in (c), and that the nodes with the larger value of DC and AC indicate higher counts of 
infection. However, as can be seen in these plots, it is difficult to find any typical features due to the very small 
number of infections. 
 
Fig. 2 Comparison of accumulative counts of infection on each node ordered by the ranking of centralities in the tree network when Score = 
0.001 
Fig. 3 compares the simulated accumulative counts of infection on each node ordered by the value of centralities 
when Score is fixed to 0.999, which represents the approximation of   1/ 1(A). As can be seen in Fig. 3, the nodes 
with the larger value of EVC and AC indicate higher counts of infection, which supports the expectation from 
formula (13).  
Fig. 3 Comparison of accumulative counts of infection on each node ordered by the ranking of centralities in the tree network when Score = 
0.999 
Fig. 4 compares the simulated accumulative counts of infection on each node ordered by the value of centralities 
when Score is fixed at two, which represents the critical regime. As can be seen in the figure, the nodes with the 
larger value of EVC indicate higher counts of infection. 
(a) (b) (c) 
(a) (b) (c) 
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Fig. 4 Comparison of accumulative counts of infection on each node ordered by the ranking of centralities in the tree network when Score = 2 
Fig. 5 compares the simulated accumulative counts of infection on each node ordered by the value of centralities 
when Score is 10, which represents the supercritical regime. As can be seen, the number of infections on every node 
becomes close, which implies that no centrality type can discriminate vulnerable nodes when Score is very large. 
 
Fig. 5 Comparison of accumulative counts of infection on each node ordered by the ranking of centralities in the tree network when Score = 10 
5.3. Simulation on Four Star Networks of Different Sizes with Complete Core 
Fig. 6 compares the simulation results using the four star networks of different sizes with complete core (Fig. 
1(b)) when Score is 0.999. As shown in this figure, the distribution of the accumulative number of infections 
between plots (b) and (c) is almost similar, which corresponds to the expectance from formula (13). However, as can 
be seen in plot (c), the alpha centrality cannot perfectly identify the vulnerable node, which may be caused by 
incrementing of the paths among each node added by the complete core reducing the accuracy of the approximation 
in formula (5) during finite time-steps. 
(b) (a) 
(b) (a) 
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Fig. 6 Comparison of accumulative counts of infection on each node ordered by the ranking of centralities in the four star network with complete 
core when Score = 0.999 
Fig. 7 compares the simulated accumulative counts of infection on each node ordered by the value of the 
centralities when Score is two, which represents the critical regime. As can be seen in the figure, both DC and EVC 
can be acceptably good indicators of the vulnerable node. 
 
Fig. 7 Comparison of accumulative counts of infection on each node ordered by the ranking of centralities in the tree network when Score = 2 
Fig. 8 compares the simulated accumulative counts of infection on each node ordered by the value of centralities 
when Score is 10, which represents the supercritical regime. As can be seen in the figure, the number of infections 
on every node becomes close, which implies that a specific centrality type cannot discriminate vulnerable 
nodes when Score is very large. 
(a) (b) (c) 
(b) (a) 
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Fig. 8 Comparison of accumulative counts of infection on each node ordered by the ranking of centralities in the tree network when Score = 10 
5.4. Simulation on Interconnected Complex Networks 
Next, we conducted a series of infection simulations on large-scale interconnected complex networks. Fig. 9 gives 
an example of the network structure of an interconnected network in which two Barabàsi-Albert (BA) networks are 
entwined interdependently and each node is placed using the Kamada-Kawai layout [15]. The two BA networks are 
interconnected by 20 undirected links. The nodes that have the lowest degree centrality are selected for the edges of 
the interconnections. 
 
Fig. 9 Structure of the interconnected BA network 
 
Fig. 10 shows the results of infection simulation when Score is 0.999, which represents the condition   1/ 1(A) 
using an interconnected network comprising two BA networks with 500 nodes and with an average degree of 10. As 
shown in this figure, the distribution of the accumulative number of infections between plots (b) and (c) is almost 
similar which corresponds to the expectance from formula (13). However, as can be seen in plot (c), the alpha 
centrality cannot identify the vulnerable node, which may be due to the interconnection between the two BA 
networks, which adds very long paths between one node and another. Then, the accuracy of the approximation in 
formula (5) decreases during finite time-steps. 
(b) (a) 
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Fig. 10 Comparison of accumulative counts of infection on each node ordered by the ranking of centralities in the interconnected BA network 
when Score = 0.999 
Fig. 11 compares the simulated accumulative counts of infection on each node ordered by the value of centralities 
when Score is two, which represents the critical regime. As can be seen in this figure, the order of the DC can show 
the order of the vulnerability in the network. 
 
 
Fig. 11 Comparison of accumulative counts of infection on each node ordered by the ranking of centralities in the interconnected BA network 
when Score = 2 
Fig. 12 compares the simulated accumulative counts of infection on each node ordered by the value of the 
centralities when Score is 10, which represents the supercritical regime. As can be seen, the order of the values of 
DC corresponds to the order of the accumulative number of infections, and a tendency for the number of 
infections on every node to become similar is observed, which implies that a specific centrality type cannot 
discriminate vulnerable nodes when Score is far larger. 
(a) (b) (c) 
(a) (b) 
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Fig. 12 Comparison of accumulative counts of infection on each node ordered by the ranking of centralities in the interconnected BA network 
when Score = 10 
6. Conclusion 
Identifying the influential and vulnerable nodes in a network has been, and still is, a challenging issue, and the 
present development of Internet-based services and the boundless transactions of the global transportation system 
have combined to increase its importance. In addition, studying interconnected networks is essential for further 
expansion of large-scale real networks that consist of interconnected structures. In this paper, we focused on 
centrality analysis of the probabilistic diffusion processes in several interconnected networks. We proposed a 
numerical framework that uses the importance of the centrality type to determine how the vulnerable nodes change 
along the diffusion phases, and examined its efficacy by means of numerous simulations. The simulation results 
correspond fairly well to our numerical framework in small toy networks for the subcritical regime; however, 
network interconnections and long paths among nodes reduce the accuracy of our approximation of the numerical 
framework. During the critical regime, the structure of the network is critical to the determination of the vulnerable 
nodes using certain types of nodes. Further, during the super critical regime, the number of infections on every 
node becomes similar, which implies that a specific centrality type cannot discriminate vulnerable nodes when 
the infection rate is very large. 
As future work, we plan to investigate the infection dynamics during critical regimes more precisely. In addition, we 
plan to conduct a more elaborate analysis of the relationship between the structural features in network topologies 
and several network dynamics that will be necessary to control and construct robust large-scale network systems. 
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