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We evaluated the predictive classification accuracy of discriminant analysis, logis-
tic regression and four neural network typologies (multiple layer perceptrons, radial
basis networks, probabilistic neural networks, and linear neural networks) on a flight
screening program with a pass–fail criterion using several psychometric tests as
predictors. A stepwise (for logistic regression and discriminant analysis) and sen-
sitivity (for neural networks) selection procedure identified spatial visualization,
eye–hand–foot coordination, and concentration capacity as significant predictors.
Performance on the first few flights of the screening program was also retained as
a significant predictor of final score. Regarding the accuracy of predictions, logis-
tic regression showed the highest accuracy (77%), with high sensitivity (92%) but
low specificity (31%). Discriminant analysis had high sensitivity (77%) and high
specificity (64%). However, it had the second lowest accuracy (74%). The best per-
forming neural network type was the multiple layer perception, which showed high
sensitivity (85%), the second highest specificity (47%), and high accuracy (76%).
Radial basis networks and probabilistic networks both fail to predict correctly the
candidates who fail on the flight screening program (0% specificity).
Pilot selection is a very demanding process in terms of time and cost, with an
attrition rate for a typical training program, over recent decades, on the order
Correspondence should be sent to João Maroco, ISPA-IU, Rua Jardim do Tabaco, 34, 1149–041
Lisbon, Portugal. E-mail: jpmaroco@ispa.pt
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STATISTICAL CLASSIFIERS AND SELECTION OF AIR FORCE PILOTS 131
of 25%. The average cost for each failed candidate ranges from $50,000 to
$80,000 for the U.S. Air Force, according to Hunter (1989) and Siem, Carretta,
and Mercatante (1987). Historically, crew selection, and especially pilot selection,
has been a field of on-going research. The support given by selection technologies
and the use of statistical methods to increase selection accuracy has brought new
developments to the personnel selection field. Several studies have tried to iden-
tify which knowledge, abilities, skills and other personal characteristics should
be evaluated to reduce the number of applicants who fail during training and
to reduce the time required for pilot training (Carretta & Ree, 1996; Carretta,
Ree, Tsang, & Vidulich, 2003). Hunter and Burke (1994), in a meta-analysis,
found several predictor measures with moderated validity, but none with gener-
alizable validity, when predicting aircraft pilot-training success. On the military
side, most air forces are using computerized tests for psychological evaluation
of pilot applicants on predictor measures identified by Hunter and Burke (1994),
namely, spatial ability and aviation information. Parametric statistical classifica-
tion methods (discriminant analysis, logistic regression) have been extensively
used in classification problems for which the criterion variable is dichotomous
(pass vs. fail; good vs. bad in credit scoring; health vs. disease in medical diag-
nosis, etc.; Efron, 1975; Fan & Wang, 1999; Goss & Ramchandani, 1995; Lei &
Koehly, 2003; Pohar, Blas, & Turk, 2004). These methods have been also used
in the selection of military personnel and, in particular, fighter pilots (Sommer,
Olbrich, & Arendasy, 2004). More recently, attention has been steadily building
on the predictive accuracy and efficiency of nonparametric neural networks as
applied to classification problems (Goss & Ramchandani, 1995; Nabney, 2004;
Sommer et al., 2004). Some studies have shown the usefulness of this nonpara-
metric classification method (Griffin, 1998; Sommer et al., 2004) in addition to
the individual validity of the predictors, the correlations against criteria of which
are often low (Hunter & Burke, 1994; Murphy, 1997). Research on the compar-
ative accuracy for both parametric and nonparametric methods has been growing
steadily, but results regarding classification accuracy and stability of the findings
are still controversial (Finch & Schneider, 2006; Ghaffari & Hall, 2003; Sommer
et al., 2004). In this article, we evaluate the sensitivity, specificity, and accuracy
of traditional parametric classifiers (linear discriminant analysis, logistic regres-
sion) and four nonparametric neural networks (multilayer perceptrons, radial basis
function, probabilistic neural networks, and linear neural networks) devised for
classification tasks in the prediction of pass versus fail pilot candidates on a flight
screening program. We also evaluated the ability of the classification methods to
discriminate between pass and fail candidates. The statistical significance, sen-
sitivity (the ability to predict a passing score for individuals who indeed got a
passing score estimated as the ratio of predicted approved candidates to observed
approved candidates), and specificity (the ability to predict a failing score for
individuals who did fail estimated as the ratio of predicted failing candidates
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132 MAROCO AND BÁRTOLO-RIBEIRO
to observed failing candidates) of the several cognitive and psychomotor tests
in different statistical classification models were also evaluated. Finally, the best
predictors of success on the flight screening program of the pilot selection process
are discussed.
CLASSIFICATION METHODS
Linear discriminant analysis (LDA) estimates discriminant function scores (D)
for each of n subjects from p linearly independent continuous predictor variables
(X). Discriminant weights (wij) are estimated by ordinary least squares so that the
ratio of the variance within the k groups to the variance between the k groups is
minimal. Classification functions can be deducted from the discriminant scores,
and each subject is then classified in one’s group (pass or fail) where their clas-
sification score is higher. The coefficients of the classification function for each
group are deducted from the within sum of squares matrixes of the discriminant
scores for that group and from the means of the p discriminant predictors in
each of the classifying groups. LDA requires that the group’s predictor vari-
ables have multivariate normality and between-group homogenous variance and
covariances.
Logistic regression (LR) models give the probability of occurrence of one
(success) of the two classes of a dichotomous criterion. A Logit transformation
of the probability of success for each subject (π i) is iteratively fitted to a linear
combination of independent predictors by means of maximum likelihood estima-
tion. Probability of success for each subject is estimated with the Logit model,
and if the estimated probability is greater than 0.5 (or another predefined thresh-
old value), the subject is classified in the success group; otherwise, he or she is
classified into the failure group.
Research on the predictive accuracy of the parametric classification methods
has produced mixed results regarding which is the method that performs better on
several classification problems and with different predictors (Finch & Schneider,
2006; Hand & Henley, 1997; Lei & Koehly, 2003; Sommer et al., 2004). Selection
of either model depends on the apparent assumptions researchers are willing to
make regarding their classification model, as well as the type of predictors used
(quantitative, qualitative, or both); the presence of multivariate normality and
homoscedasticity of covariances (Efron, 1975; Harrell & Lee, 1985); the use of
real data sets rather than on simulation data sets (Fan & Wang, 1999); and the
sample size (Fan & Wang, 1999; Harrell & Lee, 1985).
More recently, nonparametric neural networks methods have been used in clas-
sification problems and this is one of the most active research and application
areas in the neural networks field (Finch & Schneider, 2007; Green et al., 2006;
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STATISTICAL CLASSIFIERS AND SELECTION OF AIR FORCE PILOTS 133
FIGURE 1 A simple one-neuron neural network representation. The activation function is
generally a nonlinear function such as a sigmoid or Gaussian function. For each neuron, the
output yi can be seen as the result of an activation function concerning the sum of p inputs to
the neuron weighted by connection weight between the neuron and input j.
Liu, Starzyk, & Zhu, 2007; Sommer et al., 2004; Sut & Senocak, 2007; Zhang,
2000). A neural network tries to mimic the functioning of the human neuron.
It receives inputs from the predictor variables (mimicking the neuronal synapses),
which are connected to a network of nodes (neurons), which in turn are intercon-
nected, with weights associated at each and every connection. Using a training
data set, the weights are estimated by learning algorithms that try to maximize
the correct prediction rates, as well as minimize the classification error rates.
Inputs are weighted, summed, and transmitted to the activation function (mim-
ics the nucleus of the neuron) and the result is output (axons). Figure 1 illustrates
a simple neural network.
When presented with a new data set, the neural network predicts the outcome
criterion according to the weights learned from the training set. Neural net-
works are theoretically advantageous for classification problems because they are
data-driven methods that can self-adapt to the data without prior explicit specifica-
tion of distribution properties or underlying models (Zhang, 2000). Furthermore,
neural networks are universal function approximators that can approximate any
nonlinear classification function with arbitrary accuracy (Hornik, 1991). Neural
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134 MAROCO AND BÁRTOLO-RIBEIRO
networks can identify both main effects and complex interactions between pre-
dictor variables in the hidden layer, which other parametric classifiers will ignore
unless explicitly asked to test (Finch & Schneider, 2007; Marshall & English,
2000). This feature gives neural networks a large flexibility to model complex
real-world relationships with no requirements for hard-to-verify assumptions.
Although several network types can be used for classification proposes, the multi-
layer perceptron (MLP) is the type regularly used for classification tasks (Sommer
et al., 2004; Zhang, 2000). In this neural network typology, the network elements
are organized into layers accordingly to their functions. The predictor variables of
the neural network constitute the input layer. These units are connected to one or
more hidden layers by weighted connections that feed the weighted inputs to sum-
mation and activation functions, which in turn connect to the criterion variable in
the output layer.
The radial basis function neural network (RBF) has a hidden layer of radial
units (in contrast to the linear units of the MLP), each modeling a nonlinear
Gaussian function. The output layer is composed of dot products with an identity
activation function (for details on RBF, see Bishop, 1995). Comparing with MLP,
they can model any nonlinear function with a single hidden layer that removes
design decisions about the number of hidden layers required in an MLP to model
a nonlinear function. RBFs are not designed to extrapolate beyond the known
training data set. Due to its bell-shaped radial units, the response drops off rapidly
toward zero if data points far from the training set are used (StatSoft, 2006). RBFs
have been used mainly in regression problems because they can be faster to train
than MLP. For classification problems, RBFs are less appropriate because the dot
product outputs are not guaranteed to represent probabilities (Nabney, 2004).
Another neural network devised specifically for classifications tasks is the
probabilistic neural network (PNN) suggested by Specht (1990). This type of neu-
ral network learns to estimate a probability density function (PDF) from each case
in the training data set. The PNN has a hidden layer composed of radial units
copied directly from the training data and model a Gaussian function centered in
each training case. The PDF can be constructed from the data assuming, typically,
the Gaussian distribution.
A linear neural network (LNN) is the simplest neural network type available.
Its use follows the principle that a simpler model should always be preferred to a
complex model if the latter does not show higher accuracy in classification prob-
lems. It is possible that a classification problem that might be thought to require
a complex neural network can actually be solved just as well with standard linear
techniques, especially for small data sets (StatSoft, 2006). The LNN does not have
any hidden layer and the fitted function is just a hyperplane positioned to divide
the classification groups much like the LDA function. When the LNN is activated,
it multiplies the input data by a weight matrix and adds a bias vector so that the
percent correct classifications are maximized.
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STATISTICAL CLASSIFIERS AND SELECTION OF AIR FORCE PILOTS 135
METHOD
Participants
The sample included 153 pilot candidates who volunteered to enter the Portuguese
Air Force from 2001 to 2004 and who fulfilled the preadmission require-
ments for the flight screening phase (after the psychological, medical, and
physical evaluations). All participants had, at least, a high school diploma.
Participants had a mean age of 18.1 years old (SD = 1.26), and 2.6% were
female. In the 4-year period from 2001 to 2004, 76.5% of the candidates who
flew the seven required flights during the flight screening phase were approved
(passed).
Predictors
The predictors are from two different tests batteries: the Pilot Aptitude Tester
(PILAPT) developed by People Technologies (2000) and the Aircrew Aptitude
Tests (AAT) from the Royal Air Force. These tests were administered in a com-
puterized format in the Psychometric Laboratory of the Psychology Centre of the
Portuguese Air Force.
The following were the tests from PILAPT’s battery (People Technologies,
2000):
1. Deviation Indicator (DI) is a compensatory tracking test that eval-
uates motor coordination. The subject should keep two lines (ver-
tical and horizontal) crossed and centered on the screen through a
joystick.
2. TRAX is a pursuit tracking task that evaluates a combination of
psychomotor coordination, spatial ability, and processing information
speed, and requires adaptation to the dynamics of the three-dimensional
environment of flight.
3. The Hands test requires that the candidate, on the basis of an audio mes-
sage stimulation, scan visual objects and identify how many of them are in
accordance with the message. Although the Hands test is correlated with
spatial tests, it is essentially a task of working memory, used to assess how
quickly someone can move from verbal information to visual information
and make an accurate decision.
4. The Patterns test measures perceptual closure and requires that the can-
didate identify a target shape in two complex patterns. This task also
includes the pressure of decreasing response time and the global score
incorporates both speed (response latency) and accuracy (number of
correct answers).
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136 MAROCO AND BÁRTOLO-RIBEIRO
From the AAT battery, the following tests were used:
1. The Control of Velocity Test (CVT) is a psychomotor test that evaluates a
pursuit-tracking task.
2. The Digit Recall test evaluates the short-term memory for digits.
3. Instrument Comprehension is a test based on airplane instrumentation,
made up of two parts that evaluate spatial visualization with integration
of numerical and verbal information. In the first part (INS1) the candidate
should select the description of an aircraft’s orientation that corresponds
to the information displayed on six aircraft instruments (altimeter, artifi-
cial horizon, airspeed, vertical speed, compass, and turn and bank). In the
second part (INS2), the candidate must identify which airplane has the
attitude that corresponds to the available information in two instruments
previously used (artificial horizon and compass).
4. The Sensory Motor Apparatus (SMA) is a compensatory tracking test
that measures eye–hand–foot coordination. The candidate uses a joystick
and rudder pedals to align a small circle on the screen against a random
trajectory imposed by the software.
5. The Vigilance (VIG) test measures the attention capacity. Candidates
are required to cancel stars (routine task) and arrows (priority task) on
a matrix of 9 × 9 boxes, typing the coordinates of the cell where the
stimulus appears.
We also considered as predictors the second (Flight2) and third (Flight3) flights
from the seven flight screening missions. In these two missions, the applicants
have to perform some basic flying procedures (e.g., maintain flight level, smooth
turns, etc.) theoretically learned on the ground and evaluated on several parame-
ters. For most applicants these two missions were the first opportunity to have a
real aircraft flight control.
Criterion
The criterion was the final dichotomous classification of the flight screening pro-
gram (FSP): pass versus fail. The FSP is the last phase of the selection process, and
its main goal is to identify candidates who cannot adapt to the flying requirements
and those who perform below the standards. FSP has a duration of approximately
10 days. The first 2 days are for theoretical lessons concerning basic flying princi-
ples and aviation safety, followed by seven flying missions of approximately 1 hr
each. The first one is a demo flight. In the other six flights the candidate’s perfor-
mance is evaluated by an instructor on a scale of 4 points measuring 17 behaviors
(e.g., attentive and alert to situational changes, correct reaction to multiple inputs).
Each mission has a profile, or a set of maneuvers and procedures that candidate
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STATISTICAL CLASSIFIERS AND SELECTION OF AIR FORCE PILOTS 137
is requested to do. This profile requires a minimum performance score on each
maneuver or procedure adequate to that mission. The candidate must perform
each mission satisfactorily and pass the verification flight on the last mission to
be approved in the FSP. During the first six missions, candidates fly with the same
instructor pilot, but the last verification flight is done with a different instructor,
usually the instructor pilot team leader.
Procedure
In the Portuguese Air Force, pilot selection process takes approximately 18 to
20 days and is developed in four evaluation stages (psychological, medical,
physical, and flight screening). During the psychological evaluation, several
psychomotor, cognitive, and personality tests are administered to identify those
who could perform better on the flight screening phase and afterward in the Air
Force Academy.
The psychological evaluation process took place in at the Psychology Centre
of the Portuguese Air Force, where 20 applicants were examined per day and
each applicant stayed for 2 days. The first day is for a general briefing concerning
selection process procedures and for administration of all perceptual-cognitive
and psychomotor tests, motivation and personality questionnaires, and a projective
technique. Group dynamics and interviews were done on the second day, and at
the end of this day all psychologists involved in the process meet together for an
analysis of each applicant’s process and discussion of results to get a final global
score of passing or failing the overall psychological evaluation.
Average attrition rate for this first psychological evaluation stage is 55% to
60%. Only candidates who met psychological, medical, and physical requirements
were sent for the FSP.
Statistical Classification Methods
Psychological predictors and age were evaluated by discriminant analysis, LR,
and four neural network types—MLP, PNNs, LNNs, and RBFs—against the pass–
fail criterion on the FSP.
Predictors were standardized prior to any analysis to eliminate possible
effects of the different measurement scales in which they were originally
expressed. Multivariate normality and homogeneity of covariance assumptions
for discriminant analysis were evaluated as described in Maroco (2007). LDA and
LR analyses were done with SPSS (version 14; SPSS, Inc., Chicago, IL) using
equal prior probabilities. These parametric classification methods were fitted to
a training data set (n = 116), and only statistically significant predictors (p <
.05) were retained in the final classification models. To avoid overestimation of
classification accuracy with the training data, the classification efficiency was also
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138 MAROCO AND BÁRTOLO-RIBEIRO
evaluated with a new test data set (n = 37) both in terms of sensitivity (ratio of
predicted approved candidates to observed approved candidates), specificity (ratio
of predicted failed candidates to observed failed candidates), and predictive accu-
racy (ratio of total correct classifications to total sample size). The four neural
network typologies were fitted with the package Statistica Neural Networks (ver-
sion 7; StatSoft, Tulsa, OK). Selection of the best performing neural networks
was done with the SNN Intelligent Problem Solver using backpropagation and
gradient descent algorithms for a training set with n = 79, selection set with n =
37, and test set with n = 37. Predictor selection for the final neural network was
based on the neural network sensitivity ratio (ratio of classification error for the
model without the predictor to the error of the model with the predictor). Only
predictors with a sensitivity ratio greater than 1.01 were retained. Classification
sensitivity, specificity, and accuracy were calculated for the different statistical
classification methods evaluated with selected predictors. Because accuracy per se
is a poor indicator of the classification model performance, as it is influenced by
the pass versus fail proportions, we also evaluated the receiver operating char-
acteristic (ROC) curves. The area under the ROC curve (c) can also be used to
estimate the discriminant capacity of the models to discriminate between pass
versus fail candidates.
RESULTS
Linear Discriminant Analysis
All individual predictor variables, with the exception of age and CVT, showed
a normal distribution (Kolmogorov–Smirnov’s p > .05) and thus multivariate
normality is assumed as well as homogeneity of variance–covariance matrix for
the two groups (Box’s M = 130.334), F(2, 14027.997) = 1.226, p = .071. One
discriminant function was adjusted to the training set (n = 116) and selection
of significant predictors was done accordingly to the Wilks’s lambda criterion
implemented in the SPSS stepwise procedure (Table 1).
According to the stepwise procedure, the only significant predictors were INS1
(p = .056), SMA (p = .002), and Flight3 (p = .003). The classification functions
fitted were
Class(Pass) = 1.050 − 0.408INS1 − 0.635SMA + 0.577Flight3
Class(Fail) = 0.726 − 0.167INS1 − 0.172SMA + 0.174Flight3
An individual was classified in the group (pass or fail) for which their classi-
fication score was higher. The classification functions correctly classified 70% of
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140 MAROCO AND BÁRTOLO-RIBEIRO
the students in the training set (n = 116), whereas for the test set (n = 37) this per-
centage was 81%. For the combined data sets, the model correctly classified 77%
of the approved students (sensitivity) and 64% of the failed students (specificity)
and the overall accuracy was 74%. Area under the ROC curve was c = 0.803
(p < .001).
Logistic Regression
Coefficients and significance levels of predictor variables in the LR model
obtained with SPSS’s Stepwise method are given in Table 2 for both the initial
and final model. The final model, after removing nonsignificant predictor vari-
ables, includes INS1 (p = .043), SMA (p = .001), VIG (p = .06) and Flight3
(p = .006):
Ln[πˆ/(1 − πˆ )] = 1.600 − 0.608INS1 − 1.075SMA − 0.549VIG + 0.762Flight3
The fitted model was statistically significant, χ2(3) = 33.684, p < .001; Cox
& Snell R2 = 0.218, Nagelkerke R2 = 0.326, and McFadden R2 = 0.202. Correct
classification rates were 77% for the training set (n = 116) and 78% for the test set
(n = 37). For the complete set (N = 153), the final model correctly predicted 31%
of the failed students (specificity) and 92% of the approved students (sensitivity)
with an overall accuracy of 77%. Area under the ROC curve was c = 0.800 (p <
.001).
Neural Networks
The performances of the four neural network types (MLP, LNN, RBF, PNN) tested
are given in Table 3. Judging from the overall network performance, the best
network is a three-layer MLP, with 13 inputs, 13 hidden nodes, and one output
node that correctly classified 82% of the passed students and 67% of the failed
students (77% overall correct classification). However, selection error and test
error are quite large, making the prediction validity of this network poor. A linear
discriminant neural network with eight predictors showed the highest overall cor-
rect classification rate, with reduced error for training, selection, and testing sets.
However, it performed poorly in the classification of failed students.
The neural network sensitivity analysis (Table 4) reveals that of the 13 included
predictors, only DI, INS1, INS2, SMA, VIG, Flight2, and Flight3 have acceptable
sensitivity, although with the exception of Flight3, they all are within the accep-
tance limit (1.01). Thus, a new set of refined neural network models were adjusted
with the predictors for which sensitivity was greater than or equal to 1.01 for
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144 MAROCO AND BÁRTOLO-RIBEIRO
most of the neural network types studied. Classification accuracy, sensitivity, and
specificity for the refined neural networks are given by Table 5.
Judging from the overall neural network performance (see Table 5), the MLP
(5:5–6–1:1) with five inputs and six hidden nodes was the best classifying neural
network with 85% sensitivity, 47% specificity, and 76% overall accuracy. Area
under the ROC curve was the highest observed (c = 0.809, p < .001), showing
the good capacity of this MLP to discriminate between pass and fail candidates.
Both RBF and PNN correctly classified 100% of the approved students, but failed
to predicted failing students (nil specificity) and thus cannot discriminate between
the two types of candidates (c = 0.5, ns; and 0.52, ns, respectively). Finally, the
linear discriminant neural network showed 94% sensitivity and 31% specificity
with an overall accuracy of 73%. The area under the ROC curve was quite high
(c = 0.800, p < .001).
A confirmatory neural network sensitivity analysis for the five predictors (DI,
INS2, SMA, VIG, and Flight3) evaluated is given in Table 6. With the exception
of DI, all other predictors showed acceptable sensitivity for most of the neural
network types evaluated.
DISCUSSION
Choosing appropriate psychometric predictors in personnel selection is an impor-
tant issue in building either parametric (LR or LDA) or nonparametric (neural
network) binary predictive classification models. In our study, a stepwise LDA
selection of predictors for flight screening success retained three predictors:
INS1, SMA, and Flight3. Additionally, a stepwise LR retained a fourth predictor
(VIG) as statistically significant in addition to INS1, SMA, and Flight3. Although
stepwise selection methods might select nonsignificant predictors, while leaving
significant predictors out (see, e.g., Flack & Chang, 1987, for a discussion in a
regression context), its utilization has been validated by Monte Carlo simulation
studies. In one of these studies, only small differences were found in the selec-
tion of significant predictors both by stepwise LDA and stepwise LR (O’Gorman
& Woolson, 1991). Neural network sensitivity analysis for the variables in the
MLP (the best performing neural network) suggests that INS2, SMA, VIG, and
Flight3 are the most useful predictors concerning the pass–fail criterion in FSP.
These predictors are in accordance with the ones selected by stepwise LR. Taking
into consideration the small sample for this kind of statistical analysis and the
fact that participants were from four different yearly selection processes, it is sig-
nificant that the validity of three of these four predictors is consistent through
the three different classification methods. Although the tests used for evaluation
of predictors were the same in the 4 years and applied in same way, that did not
guarantee that changes did not happen in the criterion evaluation; namely, changes
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TABLE 6
Network Sensitivity Analysis for the Five Predictors Used in the Refined Neural Network
Models
Predictors
Network Topology DI INS2 SMA VIG Flight3
MLP 5:5–6–1:1 0.989 1.016 1.071 1.053 1.103
RBF 4:4–1–1:1 1.006 1.001 1.004 1.001
PNN 5:5–76–2:1 1.006 1.011 1.015 1.005 1.021
Linear 4:4–1:1 3.000 1.000 4.000 2.000
Note. Values are the ratio of the error of the network without the predictor to the error of the
network with the predictor. DI = Deviation Indicator; INS2 = Instrument Comprehension Part 2;
SMA = Sensory Motor Apparatus; VIG = Vigilance Test; MLP = multilayer perceptron; RBF =
radial basis functions; PNN = probabilistic neural network.
in instructor pilot teams. Even so, the emergence of three predictors statistically
significant from three different classification systems with a sample composed
of candidates from four different yearly processes is a good indicator of their
stability.
Our results suggest that motor coordination (SMA), spatial visualization using
numerical and verbal information (INS1), and initial overall flight situation
awareness (Flight3) could be a good package of psychological and operational
predictors for success in a short ab initio pilot training program. The SMA used in
this study is a computerized adaptation of an old electromechanical device intro-
duced during 1940s by the Royal Air Force that measures the same psychomotor
coordination as other two tests—TRAX and DI. Several studies showed that this
factor is a very important dimension for predicting success on ab initio flying
training (Cox, 1989; Hunter & Burke, 1994). Cox (1989) found that 27.1% of
the variability of success in undergraduate pilot training had been accounted for
by psychomotor performance measured by two computerized versions of the two
hand coordination and complex coordination tests. With a sample similar to the
one in this study, Bártolo-Ribeiro (1992) found an uncorrected correlation coef-
ficient of .45 between an electromechanical version of the two hand coordination
test and a global final score on a flight adaptation stage (the prior version of the
FSP, with 10–12 flights). This illustrates the importance of motor coordination as
a predictor for pilot selection independent of the way in which it was measured.
It is a good predictor, especially of performance on ab initio flight courses.
One of the other statistically significant predictors, Flight3, corresponds to an
evaluation made by an instructor pilot on the third flight mission of the FSP. This
evaluation could be used as a support for the introduction of a flight simulator
testing phase to reduce screening costs.
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STATISTICAL CLASSIFIERS AND SELECTION OF AIR FORCE PILOTS 147
One question that remains unanswered is whether the dimensions focused on
motor coordination and spatial visualization, selected in this study as the best
predictors for performance in the FSP, continue to be the best predictors of real
flying performance or only have predictive value on ab initio pilot trainees. This
question is difficult to answer in the actual Portuguese pilot evaluation scenario
because military pilot performance in real-duty tasks can only be evaluated 7 years
after psychological evaluation (5 years in the Air Force Academy plus 2 years for
flight training), which, according to Hunter and Burke (1994), is too long a period
to evaluate temporal stability of predictors. According to these authors, time is
one of the variables that influence the validity of classification models, because
of the changes that happen both in the population of applicants as well as in the
training and operational environments.
Comparison of LDA, LR, and four neural network types reveals that RBF and
PNN have the highest sensitivity, but nil specificity (see Table 7). Thus, these
neural networks, devised specifically for classification tasks, predict all applicants
to be approved and fail to discriminate between approved and failed candidates,
rendering them useless for personnel selection in this context. LDA showed the
highest specificity (64%) of the evaluated classification models, also with high
sensitivity (77%) and discrimination capacity (c = 0.801). The LR model had
high sensitivity (92%) but had low specificity (33%), even though discriminant
capacity can be classified as good (c = 0.800). The MLP also showed high sensi-
tivity (85%), although specificity (47%) was somehow lower than what would be
desirable. However, this MLP had the highest capacity to discriminate between
approved and failed students (c = 0.809). High sensitivity was achieved by
the simple LNN (94%), but again specificity was quite low (31%) even though
discriminant capacity was high (c = 0.800).
TABLE 7
Classification Efficiency of Logistic Regression, Linear Discriminant Analysis, and Four
Neural Network Topologies
Model Sensitivity(%) Specificity(%) Predictive Accuracy(%) Area Under the ROC Curve
LR 92 31 77 0.800
LDA 77 64 74 0.803
MLP 85 47 76 0.809
RBF 100 0 76 0.500
PNN 100 0 76 0.520
LNN 94 31 73 0.800
Note. ROC = receiver operating characteristic; LR = logistic regression; LDA = linear
discriminant analysis; MLP = multilayer perceptrons; RBF = radial basis functions; PNN =
probabilistic neural networks; LNN = linear neural networks.
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148 MAROCO AND BÁRTOLO-RIBEIRO
All neural network methods and LR performed poorly in the classification of
failing candidates (specificity less than 50%). This might be due to the unbalanced
database used here, where only 23.5% of the candidates were classified as failing.
Similar results were reported on a study where PNN was applied to estimate the
risk of mortality after cardiac surgery (Orr, 1997). In that study, observed mor-
tality varied between 4% and 16%, and the trained PNN had 25% sensitivity and
94% specificity, with c = 0.81 for the validation data set (Orr, 1997). It is clear
that a low percentage of the modeled group results in reduced predictability of
that group either in terms of specificity (as in our study) or sensitivity (as in Orr,
1997). Low sensitivity and specificity limits the use of LR and neural networks
for selection and classification tasks. However, when group probabilities are close
to 50%, neural networks have been reported to outperform both LR and LDA in
terms of correct predictions (Goss & Ramchandani, 1995). It is clear that LR and
neural network methods perform best when the variability in the criterion is close
to its maximum; that is, when P(success) ≈ P(failure) ≈ 0.5. When the popula-
tion’s proportions are known in advance, or can be estimated from the sample
proportions, this information can be entered for prior probabilities estimation in
LDA; this increases the overall accuracy of LDA over LR. However, if the cut-
score probability is also set to equal the prior probability of the modeled group,
simulation results have shown that the total misclassification rate will be signifi-
cantly worse than the ideal (Lei & Koehly, 2003). LR specificity was limited by
the imbalance between approved and failed candidates. On the contrary, LDA was
less sensitive to a bias in the criterion groups and this method achieved the highest
specificity with high discrimination ability.
For the four neural network types tested in this study, only the MLP had
comparable performance to LR and LDA when sensitivity, specificity, accuracy,
and discrimination capacity were accounted for. This finding is consistent with
results from Schwarzer, Vach, and Schumacher (2000), who contended that in
many selection contexts, and especially when relationships between covariates do
not differ substantially from the linear model, neural networks might not yield
greater prediction accuracy than LR or LDA (see also Gallinari, Thiria, Badran,
& Fogelman-Soulie, 1991). However, these results are in contrast to a related
study by Sommer et al. (2004), who found, in a pilot study from a project on
the selection of pilot trainees conducted in cooperation with a European airline,
that an MLP clearly outperformed LR in terms of sensitivity (92.0% vs. 71.1% ),
specificity (79.5% vs. 65.9%), and accuracy (85.4% vs. 68.3%). However, sam-
ple and procedure characteristics do not match those in our study. Participants in
a study reported by Sommer et al. (2004) were applicants for pilot training at a
civilian airline; they had a mean age of 26.9 (SD = 4.7) years old and already had
a private flight license. All the participants assessed on the predictors went to the
pilot training independently of the results achieved in the predictors; and, finally,
the criterion used was more stable, as it represented a 1-year pilot training that
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STATISTICAL CLASSIFIERS AND SELECTION OF AIR FORCE PILOTS 149
included regular classes as well as in-flight instructions (the authors did not men-
tion if the training was more theoretical or practical and how many flying hours
the candidates flew).
The results from studies using neural networks in the aviation psychology con-
text have not yet produced definitive conclusions regarding the accuracy of neural
networks as compared to traditional parametric methods. Griffin (1998), in a study
conducted with volunteer participants from the U.S. Navy flight training program,
did not find statistically significant differences between the correlation coeffi-
cients resulting from the application of multiple regression and neural network
prediction procedures. Lescreve (1995) arrived at similar results when he com-
pared neural networks with multiple linear regression and subject matter experts
in the prediction of training outcomes. However, several studies from unrelated
applications have demonstrated that neural networks might be a competitive alter-
native to parametric classifiers (Hand & Henley, 1997; Pitarque, Roy, & Ruiz,
1998; Sommer et al., 2004).
Sample size has also been known to play an important role in the accuracy
of neural networks (Fukunaga & Hayes, 1989; Raudys & Jain, 1991). It must be
pointed out that, in our study, the number of cases for the training, selection, and
testing sets are quite below the recommended data set dimensions for neural net-
works (several hundred; Fukunaga & Hayes, 1989; Vach, Roßner, & Schumacher,
1996). Large data set requirements are also found in LR, but less in LDA if the
model’s assumptions are met. In our study, sample size was not, apparently, lim-
iting for the achievement of a high accuracy by both LR and LDA. Similar results
have been reported (Finch & Schneider, 2007; Pohar et al., 2004). Evidence gath-
ered in both simulation studies and real data sets suggests that sample sizes around
150 are not limiting for both parametric and nonparametric classifiers (Finch &
Schneider, 2007; Pohar et al., 2004; Vach et al., 1996). Although generalization
and population inferences might be compromised, these are the sample sizes that
practitioners will probably work with. Indeed, a survey of research papers (Jaccard
& Wan, 1995) reported that the median sample size across studies in psychology
sciences is 175, and large sample sizes around 400.
CONCLUSION
In our study, neural networks did not outperform LR and LDA. LDA was actually
the classifier showing the best balance among sensitivity, specificity, and predic-
tive accuracy. In general terms, the simpler and inflexible parametric classifiers
might not have the power to learn the variety of interactions and direct effects
underlying the relationship between the data points and thus underfit the data, but
more complex and flexible models, such as neural networks, have a tendency to
overfit the data and show model instability when extrapolating to new data sets,
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making the results nongeneralizable to a wider population. With small sample
sizes and, especially, if multivariate normality and homoscedasticity of covari-
ances can be met, LDA is a simple, theoretically robust, reproducible, and efficient
classifier for personnel selection.
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