Research on motor vehicle safety has involved virtually all modes of transportation. Most of these have been national in scope with relatively few studies focused on the determinants of motor vehicle fatalities at the state level. This paper investigates the determinants of motor vehicle fatalities across the states of California, Illinois, Louisiana, Pennsylvania, and Texas which collectively account for 27% of U.S. motor vehicle fatalities in 2006. A major conclusion is that fatalities and its determinants vary by state, and several of these determinants are subject to state policy control. As such, our coefficient estimates and econometric framework are relevant for designing policies intended to reduce motor vehicle fatalities. JEL Classifications: R4; L92; C2 U.S.
INTRODUCTION
The causes of transportation accidents and fatalities have been and continue to be a major concern of economists and policymakers. Research on motor vehicle safety has involved virtually all modes of transportation including motor vehicles, railroads, and airlines. Many of these studies have been national in scope with relatively fewer examinations focused on the determinants of motor vehicle fatalities at the state level. This study partially addresses this research gap by empirically estimating the determinants of motor vehicle fatalities in the states of California, Illinois, Louisiana, Pennsylvania, and Texas. These five states were not selected by any other scientific criteria but for the fact that they are in different regions of the country and account for a relatively large amount (27%) of the motor vehicle fatalities in the U.S. in 2006.
There are several reasons to suspect state variation in the determinants of motor vehicle fatalities. For example in 2006, California led the nation with 4,236 fatalities, while North Dakota had only 111. There is also state variation in the fatality rate (fatalities per 100 million vehicle miles) as South Dakota has a 2006 rate of 2.22 while Connecticut's rate is 0.87. Fatalities are positively related to total vehicle miles. California had 327, 478 million vehicle miles in 2006 while Wyoming had 9,415 million. Research has also shown that fatalities are positively related to the ratio of rural to urban vehicle miles. Montana had the highest 2006 ratio in the nation (3.29) while Massachusetts had the lowest ratio (0.08). The maximum speed limit on rural interstate highways, seat belt laws, and police enforcement of highway safety laws also vary by state. While the results of this study are unique to the five states, the methodology employed in this study can be adopted by researchers to study the determinants of motor vehicle fatalities in other states. The results of such studies help inform state transportation policy. In what follows, section 2 discusses trends in motor vehicle fatalities across the five states. A review of the literature is done in section 3. The model is presented in section 4, while sources and characteristics of the data are discussed in section 5. Empirical results are discussed in section 6, and concluding remarks offered in section 7. Figure 1 displays the motor vehicle deaths for the five states during the period. Motor vehicle traffic fatalities in California have exhibited a "roller coaster" pattern during the 1970-2006 era. Deaths fell from 4,901 in 1970 to 4,019 in 1974, an 18% decline. This was followed by an increase to 5,542 in 1979, a 38% rise. California motor vehicle fatalities fell during 1980-1982 recession period, declining to 4,573 in 1983 (17.5% fall) . In the [1983] [1984] [1985] [1986] [1987] [1988] [1989] period, fatalities rose from 4,573 (1983) to 5,412 (1989) , an 18% rise. Then motor vehicle traffic deaths declined steadily between 1989 and 1998, falling 35.4% from 5,412 to 3,494. Subsequently, California motor vehicle traffic deaths have risen to 4,236 (2006 period; the smallest decline on any state in the sample.
TRENDS IN STATE MOTOR VEHICLE FATALITIES

LITERATURE REVIEW
As suggested by Loeb and Clarke (2007) many determinants of motor vehicle accidents and fatalities have been investigated in previous studies. These include population characteristics such as age, race, and gender; roadway characteristics such as the rates of rural to urban vehicle miles, interstate highway travel, degree of congestion, speed limits, average speed, speed variation, and vehicle miles driven; economic factors such as the unemployment rate and real gross domestic product (GDP); weather, traffic law enforcement, motor vehicle safety improvements, and alcohol consumption.
The amount of driving, and exposure to potential accidents is directly related to the state of the economy. During recessions driving falls resulting in fewer accidents and deaths. Robertson (1984) , Partyka (1984) , Evans and Graham (1988) , Fowles and Loeb (1995) , and Welki and Zlatoper (2007) found evidence of a negative relationship between the unemployment rate and highway fatalities. Loeb and Clarke (2007) point out that the impact of income on fatalities is theoretically indeterminant. As income decreases, driving decreases resulting in fewer fatalities. Also an increase in the unemployment rate will decrease income and fatalities.
However, as income falls the demand for safety declines resulting in an increase in fatalities.
Thus the net effect of income on fatalities has to be determined empirically.
Motor vehicle fatalities are directly related to vehicle miles traveled. Loeb et al. (1994, 25-26) cited several studies that found a significant positive relationship between travel volume variables and highway fatalities.
Driver characteristics also influence highway fatalities. Loeb et al. (1994, 20-21), Welki and Zlatoper (2007) , Fowles and Loeb (1989) , and Babcock et al. (2008) found that greater alcohol consumption (assumed to be directly related to alcohol consumption while driving) leads to more highway accidents and deaths. Fatal accident rates in the U.S. are highest for young drivers, decline with age, and then rise for the oldest drivers (Loeb et al. 1994; Fowles and Loeb 1995; Welki and Zlatoper (2007) , and Babcock et al. (2008) ). This pattern of accident rates may be due to young drivers' risk taking and older motorists' loss of driving-related physical skills, such as vision and speed of reflexes (Evans 1991) . According to Loeb et al. (1994, 23-25) the empirical evidence is mixed on the hypothesized positive relationship between fatalities and the number of the youngest and oldest drivers. However, Welki and Zlatoper (2007) and Babcock et al. (2008) found a highly significant positive relationship in the states of Ohio and Kansas respectively. Empirical evidence also found that male drivers are more likely to be involved in motor vehicle accidents (Levy and Asch 1989) .
Highway characteristics such as interstate highway travel, ratio of rural to urban vehicle miles, speed limits, speed and speed variation affect motor vehicle accidents and fatalities. There is some empirical evidence that higher speed and speed variance both increase highway deaths (Loeb et al. 1994 , Lave 1985 , Fowles and Loeb 1989 , Levy and Asch 1989 , Welki and Zlatoper 2007 , and Babcock et al. 2008 . Loeb et al. (1994, 65-67) cited research confirming the negative effect on fatalities of the reduction of the national speed limit to 55 mph in 1973 and the increase in fatalities related to increasing the limit to 65 mph on certain roads. The opposing view is that a higher speed limit reduces the probability of a fatigue-related accident. Fatal accidents occur more often in rural areas than urban areas (NHSTA 2002, 52) . Several studies found a significant positive relationship between motor vehicle fatality measures and the ratio of rural to urban vehicle miles (Loeb et al. 1994, 52, Welki and Zlatoper (2007) , and Babcock et al. 2008) ).
Highway safety regulation enforcement helps create safer driving conditions by enforcing speed limits, seat belt laws and intoxicated driver laws. Alexander (1992) found that the number of police officers per mile of road had a statistically significant negative relationship with various truck accident rates. Zlatoper (1991) found a significant inverse relationship between per capita motor vehicle fatalities and per capita expenditures on highway law enforcement and safety. Welki and Zlatoper (2007) found a negative relationship between fatalities and arrests for drunk driving in Ohio. Babcock et al. (2008) found an inverse relationship between Kansas highway fatalities and police per 10,000 population, police per 100 miles of road, and real per capita expenditures for police protection.
Motor vehicle inspections could make driving safer by removing unsafe vehicles from the road if vehicle safety defects triggered by inspections are remedied, resulting in fewer accidents and deaths. Kraas (1993) found a statistically significant negative relationship between truck-atfault accidents per vehicle mile and roadside inspections per vehicle mile. Loeb (1990) reported evidence that motor vehicle inspections have a statistically significant life-saving effect. In contrast, Merrell et al. (1999) found no evidence that state automobile safety inspections reduce fatality or injury rates. Keeler (1994) found that vehicle inspection programs reduced motor vehicle fatalities in 1970, but not 1980. This result may be due to changes in the age of the automobile stock.
To encourage seat belt use, states have enacted mandatory usage laws. According to the U.S. General Accounting Office (1992) and Loeb (1995) , state seat belt laws decrease highway accidents, injuries, and deaths. Loeb (1993) and Loeb (2001) found that the effectiveness of the California and Maryland seat belt laws varied with the type of injury. Babcock et al. (2008) found a statistically significant negative relationship between the Kansas seat belt law and fatalities. In contrast, Welki and Zlatoper (2007) found no evidence that Ohio's secondary seat belt law saves lives.
Motor carrier deregulation occurred in 1980 with the passage of the Motor Carrier Act of 1980. The empirical evidence regarding the impact of motor carrier deregulation on trucking accidents is mixed. Adams (1989) , Daicoff (1988) , and Kraas (1993) found evidence that deregulation reduced safety in the trucking industry. In contrast, Moore (1989) , Viscusi (1989) , and Alexander (1992) found that motor carrier deregulation did not result in a decline in various measures of motor carrier safety. Loeb and Clarke (2007) did not find evidence that deregulation resulted in an increase in truck accidents.
MODEL
The model in this paper is based on empirical findings of prior studies of motor vehicle safety, and it incorporates some of the explanatory variables discussed above. The model is estimated for the five states as a group. Following the approach of Welki and Zlatoper (2007) , the general form of the model is as follows:
Motor vehicle fatalities= f(economic conditions, driver characteristics, traffic regulations, location of driving, traffic law enforcement, other variables).
Formally, we use the following log linear specification of the model:
where it y is the number of deaths in state i during time period t , it x is a vector of determinants of motor vehicle deaths that we subsequently describe,  is the vector of parameters associated with it x , i  controls for state fixed effects,  is a time trend, and it  is a random error term.
Since it y only takes on nonnegative integer values, it is appropriate to explore the following Poisson regression specification (see Cameron and Trivedi (1986) and Gourieroux et al., 1984) :
where,
Equations (3) and (4) specify that the conditional probability of it y given it x follows a Poisson distribution, with the conditional mean and variance of it y equal to it  . Equation (4) reveals a crucial assumption of the Poisson regression model that the conditional mean of it y is equal to its conditional variance -equidispersion. However, this assumption may not be innocuous when the data clearly show that the variance of it y is greater than its mean (Gourieroux et al., 1984 )overdispersion.
The Negative Binomial regression model is an alternate to the Poisson regression model, but unlike the Poisson model, the Negative Binomial model allows the variance of it y to be greater than its mean. Furthermore, the Negative Binomial model provides a convenient framework to formally test whether or not equidispersion is an innocuous assumption for the data being used.
The Negative Binomial regression specification of the model is given by:
is the gamma function and 0   is a dispersion parameter (see chapter 8 in Long (1997) ). Based on the expression for the conditional probability of it y in equation (5) 
Note that the conditional mean of it y is the same under both the Poisson and Negative Binomial model specifications. However, since 0   , the conditional variance of it y is greater than the conditional mean under the Negative Binomial specification. Furthermore, the extent to which the conditional variance exceeds the conditional mean is positively related to the size of  . As such, a statistical test of whether 0   is a test for overdispersion, which we provide in the results section of the paper. increase in vehicle miles should lead to more accidents and fatalities. As noted above, fatal accidents occur more frequently in rural areas than in urban areas, possibly due to higher speeds in rural areas. Therefore, the theoretically expected sign of RUvehmil is positive.
Many previous studies have found a positive relationship between alcohol consumption and motor vehicle fatalities. The youngest and oldest drivers have the most fatal accidents, suggesting a positive relationship between deaths and independent variables Young, Old, and Yn old. However, the empirical evidence regarding this relationship has been mixed (Loeb et al. 1994, 23-25) . Thus, the theoretically expected sign is indeterminate.
As noted above, there are opposing theoretical views regarding the relationship of fatalities to the speed limit on rural interstate highways. Thus, the expected sign is theoretically indeterminate. Previous empirical studies have found that seat belt laws reduce the number of motor vehicle serious injuries and deaths (Loeb 1993 and For the driver characteristics, the mean per capita alcohol consumption for the five states as a group is 2.5 gallons. The mean proportion of the age 15 and over population aged 15-24 (Young) is 24.15% and for the age 65 and older group (Old) it is 14.63%. Thus, these two population groups account for well over a third (38.78%) of the five state population age 15 and over in the years studied.
The maximum speed limit on rural interstate highways (Splimit) and seat belt laws was the only state of the five that had a ratio above 1.0. 
EMPIRICAL RESULTS
First, we use ordinary least squares (OLS) to estimate the log linear specification (equation (2)) of the model. These model estimates are reported in the first three data columns in Given the double log specifications in Models 1 through 3, the coefficient estimates are elasticities. First, the estimates for Model 1 reveal that the unemployment rate, Log(Urate), has a negative and statistically significant effect on deaths. Second, per capita alcohol consumption, Log(Alconsum), has a positive and statistically significant effect on deaths. Third, increasing the maximum speed limit, Log(Splimit), has a positive and statistically significant effect on deaths.
Fourth, the coefficient on Seatbelt has the expected negative sign but is not statistically Since the measures of safety regulation enforcement are highly correlated (correlation of 0.61), we do not simultaneously include them in the models (see correlation matrix in Appendix). Model 2 includes number of police per 10,000 population, Log(Popop), while Model 3 includes real per capita expenditure for police protection, Log(Poexp). Both these variables have the expected negative signs and are statistically significant, but Model 3 has a slightly higher R-squared value. Thus Model 3 is the preferred model due to better fit and one additional significant variable.
The variables with the highest elasticities in Model 3 are Ynold (1.84), Vehmil (0.92), and Alconsum (0.88). These elasticity estimates suggest: (1) a 1% increase in the proportion of state population in young and old age groups is associated with a 1.84% increase in the number of road deaths; (2) a 1% increase in total vehicle miles is associated with a 0.92% increase in road deaths; and (3) a 1% increase in alcohol consumption is associated with a 0.88% increase in road deaths. Based on average annual road deaths in California, Texas, Pennsylvania, Illinois, and Louisiana (see state level descriptive statistics tables in Appendix), a 1.84% increase in road deaths correspond to 84, 66, 33, 31, and 18 more road deaths in these states respectively.
The elasticity estimate for the unemployment variable suggests that a 1% increase in the unemployment rate is associated with a 0.09% decline in road deaths. In the case of the speed limit elasticity, a 1% increase in the speed limit is associated with a 0.19% increase in road deaths, or put differently, a 10% increase in the speed limit (e.g. 70 miles per hour to 77 miles per hour) is associated with a 1.9% increase in road deaths, which corresponds to 87 more road deaths based on California's annual average road deaths.
The excluded state dummy from the regressions is California, so California is the benchmark for comparison when interpreting the coefficients on the included state dummies. The coefficient estimates on Illinois, Louisiana, Pennsylvania, and Texas dummies are positive and statistically significant, which suggest that deaths in these states are higher than California if all five states had equivalent values for the control variables used. In fact, based on the relative sizes of the dummy coefficients on the state dummy variables in Model 3, our preferred specification among the log linear models, if all five states had equivalent values for the control variables, then
Louisiana is predicted to have the highest death count followed by Texas, Pennsylvania, Illinois, and California respectively. Of course, in reality the five states do not have equivalent values for the control variables and therefore the actual ordering of states based on death counts, as previously seen in Figure 1 , is different than the ordering just described.
The coefficient on the time trend is negative and statistically different from zero. This result suggests that, after accounting for the effects of our control variables, road deaths declined on average over the sample period. In summary, the regression results suggest that state government policy can influence the number of road deaths. For example, the number of road deaths can be reduced by policies that reduce alcohol consumption and the speed limit, or increase per capita expenditure on police protection and number of police per 10,000 population. In the case of California, the mean per capita alcohol consumption is 2.78 gallons per year while the mean number of annual road deaths is 4567.92 over the sample period. The alcohol coefficient in Model 3 suggests that a 1% fall in alcohol consumption will be associated with a 0.88% fall in road deaths, which corresponds to approximately 40 fewer road deaths in the case of California. Alternatively, a 1% increase in per capita spending on police protection, which is an increase of approximately $1.58 per capita in the case of California, is associated with a 0.28% reduction in road deaths, which corresponds to approximately 13 fewer road deaths in California. These are just some examples of the "hard numbers" our econometric estimates can provide to inform potential policy strategies to reduce road deaths.
CONCLUSION
This paper specifies a model of motor vehicle fatalities for the states of California, Illinois, Louisiana, Pennsylvania, and Texas that collectively accounted for 27% of the U.S. A major conclusion is that highway fatalities and its determinants vary by state. All of the state dummy variables in Model 3 and the Negative Binomial regression are statistically 23 significant at the .01 level. After controlling for the impact of several variables each state dummy variable has a unique influence on highway-related deaths.
Another important conclusion is that several of the variables in the model are subject to state policy including alcohol taxes, speed limits, seatbelt laws, and police enforcement.
Statistical results of models similar to the one in this paper would allow state policy makers to quantify the impacts on motor vehicle fatalities of policy changes in these variables. -1861.71 -1183.70 Test for overdispersion:  =0.004 ; standard error =0.0005 t-statistics in parentheses below the coefficients. The t-statistics are computed using robust standard errors. * indicates statistically significant at the 10% level. ** indicates statistically significant at the 5% level. *** indicates statistically significant at the 1% level. The sample size is 185.
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