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Abstract
We consider paths in the plane with (1, 0), (0, 1), and (a, b)-steps that start at the
origin, end at height n, and stay strictly to the left of a given non-decreasing right
boundary. We show that if the boundary is periodic and has slope at most b/a, then
the ordinary generating function for the number of such paths ending at height n is
algebraic. Our argument is in two parts. We use a simple combinatorial decomposition
to obtain an Appell relation or “umbral” generating function, in which the power zn is
replaced by a power series of the form znφn(z), where φn(0) = 1. Then we convert (in
an explicit way) the umbral generating function to an ordinary generating function by
solving a system of linear equations and a polynomial equation. This conversion implies
that the ordinary generating function is algebraic.
1 Paths in the plane
A lattice path π is a path in the plane with two kinds of steps: a unit north step N or a unit
east step E. Enumerating lattice paths and related combinatorial objects is closely related
to calculating several probability distributions used in non-parametric statistics. See, for
example, [12, 14]. If x is a positive integer, a lattice path from the origin (0, 0) to the point
(x − 1, n) can be coded by a length-n non-decreasing sequence (x0, x1, . . . , xn−1), where
0 ≤ xi ≤ x−1 and xi is the x-coordinate of the (i+1)-st north step. For example, the path
EENENNEE is coded by (2, 3, 3) and the horizontal path ending at (x− 1, 0) is coded by
the empty sequence.
Let s be a non-decreasing sequence with positive integer terms s0, s1, s2, . . . , thought of
as a (right) boundary. A lattice path from (0, 0) to (x− 1, n) is an s-lattice path if xi < si
for 0 ≤ i ≤ n−1. (Note that we require the path to stay strictly to the left of the boundary.)
If x ≥ sn−1, then the number of s-lattice paths from (0, 0) to (x − 1, n) does not depend
on x. Let LPn(s) be this common number, which equals the number of s-lattice paths from
(0, 0) to (sn − 1, n). For instance, the sequence i+ 1 with terms 1, 2, 3, . . . gives a one-step
staircase boundary. A 45◦-rotation gives a bijection between (i+ 1)-lattice paths and Dyck
paths. Thus, s-lattice paths can be thought of as Dyck paths on a “bumpy” x-axis.
A boundary s is periodic of height k and width l if there is a finite non-decreasing
sequence s0 with k terms s0, s1, . . . , sk−1 such that sk−1 = l and sm = sr + ql, where q =
⌊m/k⌋, and r = m−qk. Put another way, s is the concatenation s0, s0+l, s0+2l, s0+3l, . . . .
A boundary is ultimately periodic if it can be written as the concatenation s′, p+ s, where
s′ is a finite initial sequence ending in p and s is a periodic boundary.
In this paper, we present an elementary proof (avoiding the use of cathalitic variables
and hence the kernel method) of a slightly more general form of a theorem of de Mier and
2
Noy [11].
Theorem 1.1 Let s be an ultimately periodic right boundary. Then the ordinary generating
function
∞∑
n=0
LPn(s) z
n
is algebraic.
The proof begins with a combinatorial decomposition which first appeared in the enu-
meration of parking functions [6, 9]. This decomposition yields an Appell relation, an
“umbral” generating function with the power zn replaced by a power series znφn(z). When
s is ultimately periodic, the Appell relation can be converted to an ordinary generating
function by solving a polynomial equation and a system of linear equations. The way this
conversion is done implies that the ordinary generating function is algebraic. The method
of obtaining generating functions from an Appell relation or functional equation is an old
one and dates back, at least, to Po´lya. Special cases of results in this paper can be find in
[1, 2, 10, 17] and other papers.
Our method extends to paths allowing a third kind of steps. Let a and b be non-negative
integers. An (a, b)-path π is a path starting at the origin with three kinds of steps: N, E,
and diagonal steps D which go from a point (u, v) to the point (u+ a, v + b). For example,
the path EEDDNENNEE is a (2, 1)-path starting at (0, 0) and ending at (9, 5). We allow
a and b to be any non-negative integer. If a = b = 0, then D is a null step or “pause”. If
a = 0 and b = 1 or a = 1 and b = 0, then we have two kinds of N or E steps.
An (a, b)-path from (0, 0) to (x − 1, n) with d diagonal steps can be coded by a pair
of sequences. Let π be such a path. Then there are n − d(b − 1) steps that are either
N or D. Replace every diagonal step D by a (0, b)-step C to obtain the compacted path.
The compacted path goes from (0, 0) to (x − da − 1, n). Record the x-coordinates where
the N or C steps occur. This gives a non-decreasing sequence (x0, x1, . . . , xn−d(b−1)−1) of
length n − d(b − 1) with terms satisfying 0 ≤ xi ≤ x − da − 1. We also record the indices
of the C steps in this sequence. This is an increasing sequence (y0, y1, . . . , yd−1) of length
d with terms satisfying 0 ≤ yi ≤ n− d(b− 1)− 1. For our example, the compacted path is
EECCNENNEE and ((2, 2, 2, 3, 3), (0, 1)) codes the original path π.
We may also think of an (a, b)-path π as a polygon or union of line segments. Inductively,
if the path ends at the point (u, v), an east step adds the unit horizontal line segment from
(u, v) to (u+1, v), a north step adds the unit vertical line segment from (u, v) to (u, v+1),
and a diagonal step adds the straight line segment from (u, v) to (u+ a, v + b) (with slope
b/a). The right extent Righti(π) of an (a, b)-path π at y-coordinate i is the x-coordinate of
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the rightmost point of the intersection of the path (as a polygon) with the horizontal line
y = i. An (a, b)-path from (0, 0) to (x− 1, n) is a (a, b; s)-path if for 0 ≤ i ≤ n− 1,
Righti(π) < si.
As in the lattice path case, a 45◦-rotation gives a bijection between (1, 1; i + 1)-paths and
Schro¨der paths.
We begin this paper with a combinatorial decomposition for the set of all paths in a
rectangle (Section 2). Using this decomposition, we derive recursions and Appell relations
in Section 3. In Section 4, we show how to convert an Appell relation satisfying a periodic
condition into an ordinary generating function. This method gives a proof of a generalization
of Theorem 1.1 for (a, b)-paths. In Section 5, we work out a concrete example, giving
another solution to the tennis ball problem. We derive explicit formulas for (1, b)-paths
with an arithmetic-progression boundary in Section 6. Section 7 is devoted to analogs of
our results for parking functions. We conclude, in Section 8, with some remarks and open
problems.
This paper is self-contained for the most part. We shall only use the elementary and
formal part of the theory of algebraic fractional power series. For background, see, for
example, [16, Chapter 6].
2 Combinatorial decomposition
In this section, Pathn(s) denotes the set of all (a, b; s)-paths or the set of s-lattice paths,
depending on the context, that end at (sn−1, n). If y is a real number, let y be the constant
sequence with terms y, y, y, . . . .
Given a non-negative integer a and a positive integer b, a boundary s satisfies the slope
condition for (a, b)-paths if for every j,
sj+1 > sj − 1 + a/b, sj+2 > sj − 1 + 2a/b, . . . , sj+b > sj − 1 + a.
We adopt the convention that the slope condition is satisfied for lattice paths and (0, 0)-
paths, and not satisfied for (a, 0)-paths if a > 0. Thinking of the boundary as the union of
the line segments from (si, i) to (si+1, i + 1), the slope condition says that for every j, the
line segment (sj − 1, j) to (sj − 1 + a, j + b) (corresponding to a diagonal step) lies strictly
above the right boundary. This implies that an (a, b)-path can only reach a point (si, i) by
an east step. This technical condition allows arguments for lattice paths to transfer without
change to (a, b)-paths but is reasonably natural. (If the slope condition is not assumed, the
situation is more complicated. However, there are analogs of our results for some cases.)
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For example, the boundary i+ 1 satisfies the slope condition for (1, 1)-paths. More
generally, when γ ≤ b/a, the boundary ⌈i/γ⌉ + 1 of integers immediately to the right of the
line y = γ(x− 1), satisfies the slope condition for (a, b)-paths. See Figure 1 for two explicit
examples.
a = 2,  b = 3 a = 2,  b = 1
s = 2, 2, 4, 4, 6, 6, . . . s = 1, 2, 3, 4, 5, . . . 
Figure 1: Two examples of (a, b; s)-paths. In the left-hand side diagram, the border satisfies
the slope condition, whereas the border on the right-hand side does not.
Theorem 2.1 Let s be a right boundary satisfying the slope condition and x be an integer
such that x > sn. Then there is a bijection:
Pathn(x)←→
n⋃
m=0
Pathm(s)× Pathn−m(x− sm).
Proof. Observe that Pathn(x) is the set of all paths in the rectangle with lower left
corner (0, 0) and upper right corner (x − 1, n). For a path π, let m be the (unique) index
such that Righti(π) < si for all i < m and Rightm(π) ≥ sm. By the slope condition, the path
π reaches the boundary by an east step. Thus, every path in Pathn(x) can be decomposed
uniquely into two subpaths: a subpath in Pathm(s) and a subpath in the rectangle with
corners (sm,m) and (x − 1, n). These paths are connected by an east step. To finish the
proof, observe that paths in the rectangle with corners (sm,m) and (x−1, n) are in bijection
with paths in Pathn−m(x− sm). 
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3 Recursions and Appell relations
The bijection of the previous section yields an infinite system of linear recursions, which
are then written as an Appell relation. We first consider lattice paths. Since lattice paths
are coded by non-decreasing sequences or multisets,
|Pathn(x)| =
(
x+ n− 1
n
)
= (−1)n
(−x
n
)
.
By Theorem 2.1, we have
n∑
m=0
(−1)mLPm(s)
(
sm − x
n−m
)
=
(−x
n
)
.
Since this recursion holds for all integers x such that x > sn, it holds as a polynomial
identity in x. Setting x = 0, we obtain, LP0(s) = 1, and for n ≥ 1,
n∑
m=0
(−1)mLPm(s)
(
sm
n−m
)
= 0. (3.1)
The next step is to multiply each of these equations by tn and sum over all n. Recall
the following (easy) lemma, which can be found, for example, in [8].
Lemma 3.1 Suppose that the sequence gn is the solution to the triangular system
b0,0g0 = a0
b1,1g1 + b1,0g0 = a1
b2,2g2 + b2,1g1 + b2,0g0 = a2
...
bm,mgm + bm,m−1gm−1 + bm,m−2gm−2 + · · ·+ bm,1g1 + bm,0g0 = am
...
where for all m, the diagonal coefficient bm,m is non-zero. Then
∞∑
m=0
gmt
mφm(t) = Ψ(t), (3.2)
where
Ψ(t) =
∞∑
k=0
akt
k and φm(t) =
∞∑
k=0
bm+k,mt
k.
6
Applying Lemma 3.1, we obtain
1 =
∞∑
n=0
[
∞∑
k=n
(
sn
k − n
)
tk
]
(−1)nLPn(s) =
∞∑
n=0
(−1)nLPn(s)tn(1 + t)sn .
Changing variables from t to −t, we obtain an Appell relation for s-lattice paths.
Lemma 3.2 For any boundary s, the number of s-lattice paths satisfy the equation
∞∑
n=0
LPn(s)t
n(1− t)sn = 1.
This equation for s-lattice paths has been obtained by Gessel [2]. Appell relations for
(a, b)-paths are more complicated. We will enumerate (a, b)-paths weighted by the number
of diagonal steps. Let
SPn(a, b, σ; s) =
⌊n/b⌋∑
d=0
|Pathn,d(s)|σd,
where σ is a variable and Pathn,d(s) is the set of (a, b; s)−paths ending at (sn − 1, n) and
having d diagonal steps. The (diagonal-step) enumerator is a polynomial in σ except in the
case a = b = 0.
From the coding given in the introduction, the number of all (a, b)-paths with d diagonal
steps from (0, 0) to (x− 1, n) is
(−1)n−d(b−1)
( −(x− da)
n− d(b− 1)
)(
n− d(b− 1)
d
)
.
Hence, the enumerator SPn(a, b, σ;x) of such paths is given by
SPn(a, b, σ;x) =
⌊n/b⌋∑
d=0
(−1)n−d(b−1)
(
da− x
n− d(b− 1)
)(
n− d(b− 1)
d
)
σd .
Thus, by Theorem 2.1, for a right boundary s (satisfying the slope condition for (a, b)-paths),
n∑
m=0
SPm(a, b, σ; s)SPn−m(a, b, σ;x − sm) = SPn(a, b, σ;x).
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Setting x = 0, we obtain the recursions (3.3):
n∑
m=0
SPm(a, b, σ; s)

⌊(n−m)/b⌋∑
j=0
(−1)n−m−j(b−1)
(
sm + ja
n−m− j(b − 1)
)(
n−m− j(b− 1)
j
)
σj


=
⌊n/b⌋∑
d=⌈n/(a+b−1)⌉
(−1)n−d(b−1)
(
da
n− d(b− 1)
)(
n− d(b− 1)
d
)
σd. (3.3)
To get the smaller range for the right sum, we use the fact that
(c
d
) 6= 0 if and only if c ≥ d.
We remark that determinantal formulas (similar to formulas given in [9]) for the enumerator
of (a, b)-paths can be obtained with Cramer’s rule from the recursions (3.3).
We use Lemma 3.1 again to express these recursions as an Appell relation. We start
with the classic case of Schro¨der paths. When a = b = 1, the sum on the right side of (SRn)
has one term, (−1)nσn. Hence,
Ψ(t) =
∞∑
n=0
(−1)nσntn = 1
1 + σt
.
On the left side, the quantity SPm(1, 1, σ; s) occurs multiplied by
(−1)k
((
sm
k
)(
k
0
)
+
(
sm + 1
k
)(
k
1
)
σ +
(
sm + 2
k
)(
k
2
)
σ2 + . . .+
(
sm + k
k
)(
k
k
)
σk
)
,
where k = n−m.
Using the easy binomial coefficient identity(
s+ i
k
)(
k
i
)
=
(
s+ i
i
)(
s
k − i
)
,
we conclude that
φm(t) = (1− t)sm
[
1−
(
sm + 1
1
)
σt+
(
sm + 2
2
)
σ2t2 −
(
sm + 3
3
)
σ3t3 + . . .
]
= (1− t)sm
[
∞∑
i=0
(−(sm + 1)
i
)
σiti
]
= (1− t)sm(1 + σt)−(sm+1).
This yields the Appell relation
∞∑
n=0
SPn(1, 1, σ; s)t
n
(
1− t
1 + σt
)sn
= 1.
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Setting σ = 0, we recover the Appell relation for lattice paths in Lemma 3.2. Setting
σ = 1, we obtain an Appell relation for the total number of Schro¨der paths. Finally, setting
σ = −1, we obtain
∞∑
n=0
SPn(1, 1,−1; s)tn = 1.
This implies that when n ≥ 1, SPn(1, 1,−1; s) = 0, that is, the number of Schro¨der paths
from (0, 0) to (n − 1, n) with an even number of diagonal steps equals the number of such
Schro¨der paths with an odd number of diagonal steps for any boundary s satisfying the
slope condition for (1, 1)-paths. For the case si = i + 1, this is known. See [1, Prop. 2.1].
The two combinatorial proofs in [1] proving the special case can be applied without change
to prove the general case.
By a similar argument, we obtain the following Appell relation for (1, b)-paths:
∞∑
n=0
SPn(1, b, σ; s)t
n
(
1− t
1 + σtb
)sn
= 1.
For general (a, b)-paths, we have
φm(t) = (1− t)sm

 ∞∑
j=0
(−1)j
(
sm + aj
j
)
(1− t)j(a−1)σjtbj


and
Ψ(t) =
∞∑
d=0
(−1)d
(
da
d
)
(1− t)d(a−1)(σtb)d.
The series φm(t) and Ψ(t) can be simplified by the following lemma of Gould [3].
Lemma 3.3 For nonnegative integers a and s,
∞∑
j=0
(
s+ aj
j
)
zj =
f s+1
a+ (1− a)f ,
where
f(z) =
∞∑
m=0
1
am+ 1
(
am+ 1
m
)
zm,
is the unique power series solution of the equation f(z)− 1 = z[f(z)]a.
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There are at least two ways to prove Lemma 3.3. Gould’s proof in [3] begins by proving
∞∑
n=0
(−1)n
(
s+ an
n
)
tn(1 + t)s+(a−1)n =
1
1 + at
,
using the identities
n∑
i=0
(−1)i
(
n
i
)(
s+ ai
n
)
= (−1)nan.
These identities can be proved by a finite difference argument. The lemma then follows from
the substitution 1+ t = 1/f (so that −t = (f − 1)/f), and z = (f − 1)/fa. Another way to
prove Lemma 3.3 is to use the Lagrange inversion formula to show that the coefficient of zj
in
f s+1
a+ (1− a)f
equals
1
n
j−1∑
i=0
(a− 1)j−i−1
(
s+ aj
i
)
(ja− ia+ s),
and then show by induction on j that this sum equals
(
s+aj
j
)
.
Using Lemma 3.3, we obtain
φn(t) =
F (t)
a+ (1− a)F (t) ((1− t)F (t))
sn
and
Ψ(t) =
F (t)
a+ (1− a)F (t) ,
where F (t) = f(−(1− t)a−1tbσ).
Hence, for general (a, b)-paths we have the following Appell relation.
Lemma 3.4 Let s be a boundary satisfying the slope condition for (a, b)-paths. Then
∞∑
n=0
SPn(a, b, σ; s)t
n[(1− t)F (t)]sn = 1,
where F (t) = f(−(1− t)a−1tbσ) and f(t) is the unique power series solution of f(t)− 1 =
tf(t)a.
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In the next two sections, we show how to convert some Appell relations to ordinary
generating functions. We motivate these results with the simplest case, when the boundary
is an arithmetic progression. Let si = c + id. For (a, b)-paths with d ≥ a/b, the Appell
relation can be written as
∞∑
n=0
SPn(a, b, σ; s)z
n =
1
[(1− t)F (t)]c ,
where z = t[(1 − t)F (t)]d. Since t is an algebraic function of z (see Lemma 4.1 below),
we conclude that the ordinary generating function of SPn(σ; s) is algebraic. In the case of
lattice paths, the Appell relation simplifies to
∞∑
n=0
LPn(s)z
n =
1
(1− t)c , (3.4)
where z = t(1− t)d. From this, we obtain the explicit formula
LPn(c+ id) =
c
c+ n(d+ 1)
(
c+ n(d+ 1)
n
)
.
This formula is known when c = 1 (see, for example, [12, Section 1.5] or [16, p. 175]). In
particular, the series f(z) in Lemma 3.3 is the generating function
∑∞
m=0 LPm(1 + ai)z
m.
One way to derive this formula is to apply the Lagrange inversion formula (see, for example,
[16, p. 42]) to equation (3.4). Another way is to use a difference operator theory, directly
analogous to the differential operator theory for Gonc˘arov polynomials developed in [9].
4 Periodicity implies algebraicity
In this section, we show how to obtain an ordinary generating function from an Appell
relation when a periodicity condition is satisfied. We also show that this generating function
is algebraic. We refer the reader to Section 6.1 of [16] for background on algebraic generating
functions. Recall that a fractional power series is a series of the form
∞∑
i=0
ciz
i/N
where N is a fixed positive integer, the ci’s are complex numbers, and only non-negative
powers of z1/N occur. If a finite number of negative powers is allowed, we speak of fractional
Laurent series. Puiseux’s theorem asserts that the set of all fractional Laurent series is an
algebraically closed field. We begin with a lemma asserting the existence of fractional power
solutions of a given form for a functional equation.
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Lemma 4.1 Let h(t) be a power series such that h(0) = 1. Then the equation
z = tkh(t)
has k fractional power series solutions τm(z), 0 ≤ m ≤ k − 1 such that
τ0(z) = z
1/k +
∞∑
i=2
ciz
i/k and τm(z) = ξ
mz1/k +
∞∑
i=2
ciξ
mizi/k, 1 ≤ m ≤ k − 1,
where ξ is a primitive k-th root of unity. Moreover, if h(t) is algebraic, then τ0(z), . . . , τk−1(z)
are also algebraic.
Proof. The proof uses a standard argument. Suppose that τ(z) is a fractional series of
the form
∑
i≥1 ciz
i/k; by equating coefficients on both sides of the equation z = tkh(t) we
show that there are k solutions of this form. Expand τ(z)kh(τ(z)) as a fractional series. As
τ(z) has no constant term,
τ(z)kh(τ(z)) = ck1z +
∞∑
j=1
fj(c1, c2, . . . , cj , cj+1)z
1+j/k,
where fj(c1, c2, . . . , cj , cj+1) is a linear combination of terms of the form cr1cr2 . . . crl with
l ≥ k, 1 ≤ r1 ≤ r2 ≤ . . . ≤ rl, and r1 + r2 + · · · + rl = j + k. The only terms in
fj(c1, c2, . . . , cj , cj+1) containing cj+1 is c
k−1
1 cj+1, with multiplicity k. Hence
fj(c1, c2, . . . , cj , cj+1) = kc
k−1
1 cj+1 + f˜j(c1, c2, . . . , cj). (4.1)
Equating coeffcients on both side of z = τ(z)kh(τ(z)), we conclude that c1 is a k-th
root of unity. Once we have chosen the value of c1, all the coefficients cj+1 can be de-
termined recursively by the equations fj(c1, c2, . . . , cj+1) = 0. Thus, there exist k solutions,
τ0(z), τ1(z), . . . , τk−1(z), where the coefficient of z
1/k in τm(z) equals ξ
m. Suppose that
τ0(z) = z
1/k +
∞∑
i=2
ciz
i/k.
Then the coefficient of zi/k in τm(z) is ξ
mici. This follows from the identity that
fj(c1ξ
m, c2ξ
2m, . . . , cjξ
mj, cj+1ξ
m(j+1)) = ξm(j+k)fj(c1, c2, . . . , cj , cj+1)ξ
m(j+k).
To finish, suppose that h(t) is algebraic. Then so is the series tkh(t). Let Q(t, y) be a
polynomial such that Q(t, tkh(t)) = 0. Then Q(τm(z), z) = 0 and hence, τm(z) is algebraic.

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If h(t) is a polynomial, the equation z = tkh(t) may have fractional power series solutions
with non-zero constant term, but if h(t) has infinitely many terms, then τ0(z), τ1(z), . . . , τk−1(z)
are actually all the fractional power series solutions. Of course the equation may have solu-
tions that are fractional Laurent series. Note also that the algebraic equation P (z, t) appear-
ing in the proof may have other fractional power series solutions besides τ0(z), . . . , τk−1(z).
These solutions satisfy z = g˜(t), where g˜(t) is a solution of Q(t, y) = 0. For our purposes,
we will only need existence of the k solutions described in Lemma 4.1.
Theorem 4.2 Let b0, b1, . . . , bk−1 be a sequence of non-negative integers of length k, l =
bk−1, sn = ql + bj , where n = qk + j, and (ℓn) be a sequence satisfying the Appell relation
∞∑
n=0
ℓnt
nφ(t)sn = Ψ(t),
where φ(t) and Ψ(t) are algebraic functions and φ(0) = 1. Then the ordinary generating
function
∑∞
n=0 ℓnz
n and the “section” generating functions
∑∞
q=0 ℓqk+jz
q, 0 ≤ j ≤ k − 1,
are algebraic.
Proof. Let z = tkφ(t)l and
Qj(z) =
∞∑
q=0
ℓqk+jz
q.
Then we can rewrite the Appell relation in the following way:
Ψ(t) =
k−1∑
j=0
∞∑
q=0
ℓqk+jt
qk+jφ(t)ql+bj
=
k−1∑
j=0
Qj(z)t
jφ(t)bj .
By Lemma 4.1, there are k solutions τi(z) of the form ξ
iz1/k +
∑∞
n=2 cnz
n/k, where ξ is
a primitive k-th root of unity. Substituting the solutions τi(z) into the Appell relation, we
get k linear equations for Qj(z) :

φ(τ0)
b0 τ0φ(τ0)
b1 τ20φ(τ0)
b2 · · · τk−10 φ(τ0)bk−1
φ(τ1)
b0 τ1φ(τ1)
b1 τ21φ(τ1)
b2 · · · τk−11 φ(τ1)bk−1
...
...
...
. . .
...
φ(τk−1)
b0 τk−1φ(τk−1)
b1 τ2k−1φ(τk−1)
b2 · · · τk−1k−1φ(τk−1)bk−1




Q0(z)
Q1(z)
...
Qk−1(z)

 =


Ψ(τ0)
Ψ(τ1)
...
Ψ(τk−1)


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The k × k matrix on the left is non-singular. Indeed, the lowest power of z occurring
in its determinant is z(k−1)/2 and that power has coefficient equal to the Vandermonde
determinant det[ξij ]0≤i,j≤k−1. Thus, we can solve the system of linear equations and obtain
Qj(z) as rational functions in τ0(z), τ1(z), . . . , τk−1(z). Since the series τi(z) are algebraic,
the functions Qj(z) and the sum Q0(z
k) + zQ1(z
k) + · · · + zk−1Qk−1(zk), which equals∑∞
n=0 lnz
n, are also algebraic. 
The algebraicity of the generating function for (a, b)-paths with an ultimately periodic
boundary follows from the previous theorem.
Corollary 4.3 Let s be a ultimately periodic right boundary having height k satisfying the
slope condition for (a, b)-paths. Then the ordinary generating function
∞∑
n=0
SPn(a, b, σ; s)z
n
is algebraic. In addition, if the initial segment has length r, then the section generating
functions
∞∑
q=r
SPqk+j+r(a, b, σ; s)z
q, j = 0, 1, 2, . . . , k − 1,
are algebraic.
Proof. Suppose that the boundary s is the concatenation a, ar−1 + s
′, where a is the
initial segment a0, . . . , ar−1, and s
′ is a periodic boundary. Then the Appell relation for s
is
r−1∑
i=0
SPi(a, b, σ; a)t
i[(1−t)F (t)]ai+tr[(1−t)F (t)]ar−1
∞∑
n=0
SPn+r(a, b, σ; s)t
n[(1−t)F (t)]s′n = 1,
where F (t) is the series defined in Lemma 3.4. By Theorem 4.2, the partial generating func-
tion
∑∞
n=0 SPn+r(a, b, σ; s)z
n as well as the analogous section generating functions are alge-
braic. Since the full generating function
∑∞
n=0 SPn(a, b, σ; s) can be obtained by multiplying
the partial generating function by zr and adding the polynomial
∑r−1
i=0 SPi(a, b, σ; a)z
i, the
full generating function is algebraic. 
Corollary 4.3 includes the case of lattice paths. Just set σ = 0. Thus, we have proved
Theorem 1.1.
As observe earlier, when γ is a rational number, the boundary ⌈n/γ⌉+ 1 is periodic
and hence, the generating functions
∑∞
n=0 LPn(⌈n/γ⌉+ 1)zn is algebraic. What can be
said about the generating functions
∑∞
n=0 LPn(⌈n/γ⌉+ 1)zn when γ is an algebraic or
transcendental number?
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5 The tennis ball problem revisited
The proof of Theorem 4.2 provides a recipe for calculating explicitly the ordinary generating
functions. We show how this might be done with a concrete example. Let s be the ultimately
periodic boundary
1,
k times︷ ︸︸ ︷
l + 1, . . . , l + 1,
k times︷ ︸︸ ︷
2l + 1, . . . , 2l + 1,
k times︷ ︸︸ ︷
3l + 1, . . . , 3l + 1, . . .
of height k and width l. The generating function Q0(z) =
∑∞
q=0 LPqk+1(s)z
q for this bound-
ary and ordinary lattice paths yields a solution to the generalized tennis ball problem (posed
in [4, 10] and solved in [11]). We note that there are other choices of boundary, such as
k times︷ ︸︸ ︷
l + 1, . . . , l + 1,
k times︷ ︸︸ ︷
2l + 1, . . . , 2l + 1,
k times︷ ︸︸ ︷
3l + 1, . . . , 3l + 1, . . .
that would solve the problem.
Separating the length-1 initial segment from the periodic part, we have the Appell
relation
(1− t) +
k−1∑
j=0
Qj(z)t
j+1(1− t)l+1 = 1,
where z = tk(1− t)l and Qj(z) =
∑∞
q=0 LP1+qk+j(s)z
q. Let τm, for 0 ≤ m ≤ k− 1, be the k
solutions of the equation z = tk(1 − t)l that are fractional power series with zero constant
term. Using the relation (1− τm)l = z/τkm, we obtain the system of linear equations

z(1− τ0)τ1−k0 z(1− τ0)τ2−k0 z(1− τ0)τ3−k0 · · · z(1− τ0)
z(1− τ1)τ1−k1 z(1− τ1)τ2−k1 z(1− τ1)τ3−k1 · · · z(1− τ1)
...
...
...
. . .
...
z(1− τk−1)τ1−kk−1 z(1− τk−1)τ2−kk−1 z(1− τk−1)τ3−kk−1 · · · z(1 − τk−1)




Q0(z)
Q1(z)
...
Qk−1(z)

 =


τ0
τ1
...
τk−1


We will now solve the system using Cramer’s rule. To do this, we need to compute two
determinants. First, the determinant of the k × k matrix on the left equals
zk
k−1∏
j=0
τ1−kj (1− τj) det


1 τ0 τ
2
0 · · · τk−10
1 τ1 τ
2
1 · · · τk−11
...
...
...
. . .
...
1 τk−1 τ
2
k−1 · · · τk−1k−1

 .
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Hence, by the formula for the Vandermonde determinant, this determinant equals
zk
k−1∏
j=0
τ1−kj (1− τj)
∏
0≤i<j≤k−1
(τj − τi).
To compute, say, Q0(z), also need the determinant
det


τ0 z(1− τ0)τ2−k0 z(1− τ0)τ3−k0 · · · z(1− τ0)
τ1 z(1− τ1)τ2−k1 z(1− τ1)τ3−k1 · · · z(1− τ1)
...
...
...
. . .
...
τk−1 z(1− τk−1)τ2−kk−1 z(1− τk−1)τ3−kk−1 · · · z(1 − τk−1)

 .
This determinant equals
zk−1
k−1∏
j=0
τ2−kj (1− τj) det


τk−1
0
1−τ0
1 τ0 · · · τk−20
τk−1
1
1−τ1
1 τ1 · · · τk−21
...
...
...
. . .
...
τk−1
k−1
1−τk−1
1 τk−1 · · · τk−2k−1

 .
Lemma 5.1
det


τk−1
0
1−τ0
1 τ0 · · · τk−20
τk−1
1
1−τ1
1 τ1 · · · τk−21
...
...
...
. . .
...
τk−1
k−1
1−τk−1
1 τk−1 · · · τk−2k−1

 = (−1)
k+1
∏
0≤i<j≤k−1(τj − τi)∏k−1
j=0(1− τj)
.
The evaluation of the determinant can be done in many ways, for example, as a special
case of Theorem (Cauchy+) in [5] or Theorem 25 in [7], or by the theory of alternants and
symmetric functions, as described in [13, Chap. 11]. We include a brief proof here for the
convenience of the reader.
Proof. Expanding the determinant along the first column, we conclude that it equals
the sum
k−1∑
j=0
(−1)j+1 τ
k−1
j
1− τj
∏
0≤i<i′≤k−1
i,i′ 6=j
(τi′ − τi) .
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We will obtain this sum in a different way. From the following expansion of a singular
matrix along the first column,
0 = det


τk−10 1 τ0 . . . τ
k−1
0
τk−11 1 τ1 . . . τ
k−1
1
...
...
...
. . .
...
τk−1k−1 1 τk−1 . . . τ
k−1
k−1
1 1 1 . . . 1


=

k−1∑
j=0
(−1)jτk−1j
∏
0≤i<i′≤k−1
i,i′ 6=j
(τi′ − τi)
∏
i 6=j
(1− τi)

+ (−1)k ∏
0≤i<j≤k−1
(τj − τi),
we conclude, on dividing both sides by
∏k−1
j=0(1− τj), that
k−1∑
j=0
(−1)j+1 τ
k−1
j
1− τj
∏
0≤i<i′≤k−1
i,i′ 6=j
(τi′ − τi) = (−1)k+1
∏
0≤i<j≤k−1(τj − τi)∏k−1
j=0(1− τj)
.

Using Cramer’s rule and Lemma 5.1, we obtain, after some cancellations,
Q0(z) =
(−1)k+1
z
k−1∏
j=0
τj(z)
1− τj(z) .
Thus, we have the following theorem, derived earlier in [11].
Theorem 5.2 Let s be the ultimately periodic boundary in the tennis ball poblem. Then
∞∑
q=0
LPkq+1(s)z
q =
(−1)k+1
z
k−1∏
j=0
τj(z)
1− τj(z) ,
where τ0(z), τ1(z), . . . , τk−1(z) are the k fractional power series solutions in z
1/k with zero
constant term to the equation z = tk(1− t)l.
Our formula appears to be different from the one given in [11, Theorem 1]. The formula
in that paper is
Q0(z) =
−1
z
k∏
j=1
(1− wj(z)),
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where w1(z), w2(z), . . . , wk(z) are the k fractional power series solutions of the equation
(w − 1)k − zwk+l = 0. We can reorder the solutions so that wj−1 = 1/(1 − τj). Thus, the
two formulas are equivalent.
As was done in [11], an explicit formula can be obtained when k = l. The solution to
the equation y = t(1− t) that does not have constant term is the power series H(y), where
H(y) = 12(1−
√
1− 4y) = y − 2y2 + . . . .
Observing that the equation z = tk(1−t)k can be formally rewritten as to z1/k = t(1−t), we
conclude that H(z1/k),H(ξz1/k),H(ξ2z1/k), . . . ,H(ξk−1z1/k), are k fractional power series
solutions to z = tk(1− t)k with zero constant term. Since
H(y)
1−H(y) =
1−√1− 4y
1 +
√
1− 4y =
1−√1− 4y
2y
− 1,
we obtain the the following theorem.
Corollary 5.3 Let s be the tennis ball boundary with k = l. Then
∞∑
q=0
LPkq(s)z
q =
(−1)k+1
z
k−1∏
j=0
(C(ξjz1/k)− 1),
where
C(y) =
1−√1− 4y
2y
,
the generating function for the Catalan numbers, and ξ = e2pii/k.
When k = l = 2, Corollary 5.3 specializes (after simple manipulations) to formulas given
earlier in [10] and [11]. The simple form of the generating function suggests that after all,
there may be an elementary combinatorial solution to the tennis ball problem, at least in
the case k = l.
We can also find formulas for Qm(z) when m ≥ 1. These generating functions involve
more complicated symmetric functions in τ0(z), τ1(z), . . . , τk−1(z). For example, when k =
l = 2,
Q1(z) =
4
z(1 +
√
1 + 4z)(1 +
√
1− 4z) − 1
= 3 + 22z + 211z2 + 2306z3 + 23270z4 + 338444z5 + · · · .
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We remark that the boundaries in the tennis ball problem do not satisfy the slope
condition for (a, b)-paths when a ≥ 1. There are complicated solutions to the analogs of the
tennis ball problem for for (1, b)-paths.
6 Explicit formulas for (1, b)-paths
As remarked earlier, (1, 1)-paths with the boundary 1, 2, 3, . . . are in bijection with Schro¨rder
paths, which have been studied in [1] and [12]. In this section, we derive explicit formulas
for (1, b)-paths with the arithmetic-progression boundary c, c + d, c + 2d, . . . , where c and
d are positive integers.
We use the Appell relation
∞∑
n=0
SPn(1, b, σ; c + id)
[
t
(
1− t
1 + σtb
)d]n
=
(
1 + σtb
1− t
)c
derived in Section 3. When b = d = 1, then we can solve the quadratic equation z(1+σt) =
t(1 − t) explicitly. Choosing the right solution and observing that (1 + σt)/(1 − t) = t/z,
we obtain
∞∑
n=0
SPn(1, 1, σ; c + i)z
n =
[
1− σz −
√
(1− σz)2 − 4z2
2z
]c
.
When c = 1, this formula is given in [1, p. 44]. We note that the general case (with arbitrary
c) is derivable by an easy combinatorial argument from the case c = 1. In principle, one can
also obtain explicit formulas when d = 2 or 3 using formulas for solving cubic and quartic
equations.
For general b, c, and d, we can obtain explicit formulas for the diagonal-step enumerator
using the Lagrange inversion formula. This formula says that
nSPn(1, b, σ; c + id) = [t
n−1]
d
dt
[(
1 + σtb
1− t
)c](
1 + σtb
1− t
)nd
,
where [tn−1] abbreviates “the coefficient of tn−1 in the series”. The series on the right side
is
c(1 + bσtb−1 + (σ − bσ)tb)(1 + σt
b)c+nd−1
(1− t)c+nd+1 .
Using the binomial theorem, we obtain
SPn(1, b, σ; c + id) =
c
n
[Tn,n−1(σ) + σbTn,n−b+1(σ) + σ(1− b)Tn,n−b(σ)] ,
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where Tn,m(σ) is the polynomial (with parameters b, c, d) defined by
∞∑
m=0
Tn,m(σ)t
m =
(1 + σtb)c+nd−1
(1− t)c+nd+1 .
Explicitly,
Tn,m(σ) =
⌊m/b⌋∑
j=0
(
c+ nd− 1
j
)(
c+ nd+m− bj
m− bj
)
σj .
In particular, when b = 1, we obtain
SPn(1, 1, σ; c + id) =
c(σ + 1)
n
n−1∑
j=0
(
c+ nd− 1
j
)(
c+ (n+ 1)d− j − 1
(n − 1)− j
)
σj .
7 Parking functions
Parking functions are rearrangements of lattice paths. An s-parking function of length
n is a sequence (x0, x1, . . . , xn−1) of non-negative integers such that its rearrangement
(x(0), x(1), . . . , x(n−1)) into a non-decreasing sequence satisfies the inequalities: x(i) < si,
that is, the non-decreasing rearrangement is an s-lattice path. In this section, we briefly
describe analogs of our results for parking functions. We shall freely use results from [9].
Let Pn(s) be the number of s-parking functions of length n. Then the following Appell
relation holds [9, Section 3]:
1 =
∞∑
n=0
Pn(s)
tne−snt
n!
.
Theorem 7.1 Let s be a ultimately periodic right boundary. Then the exponential gener-
ating function
∞∑
n=0
Pn(s)z
n/n!
is algebraic over the extension field C(z)〈T 〉, obtained by adding to the field of complex
rational functions C(z) the set T = {τ0(z), τ1(z), . . . , τk−1(z)} of the k solutions to the
equation z = tke−lt that are fractional power series in z1/k.
Proof. The argument in the proof of Theorem 4.2 can be recycled. The only thing we
need to check that is that ym = e
−τm(z) is algebraic over C(z)〈T 〉, but this follows since
ylm = z/τ
k
m. 
20
8 Paths not taken
The methods in this paper can be applied to other kinds of paths (and objects related to
paths). For example, one can consider (a/k, b/k)-paths with fractional diagonal steps, that
is, paths with E, N, and (a/k, b/k) steps, where a and b are non-negative integers and k
is a positive integer such that the greatest common divisor of a, b, k is 1. When a = b = 1
and k = 2, then (a/k, b/k)-paths to (n, n) with boundary 1, 2, 3, . . . are in bijection with
Motzkin paths from (0, 0) to (2n, 2n) as defined in [16, Ex. 6.38c, p. 238]. The theory
extends naturally to such paths.
It is easy to find boundaries for which the generating function
∑
LPn(s)z
n is non-
algebraic. By [16, Chapter 6], an algebraic power seris is D-finite and the coefficients of a
D-finite power series satisfy a polynomial recursion. As LPn(s) is an increasing sequence of
positive integers, there is a polynomial P (n) such that
LPn(s) ≤ P (n)P (n − 1) · · · P (2)P (1)
if
∑
LPn(s)z
n is D-finite. Thus, if s is a sequence which increases sufficiently rapidly, then
the generating function
∑
LPn(s)z
n is not D-finite, and hence, not algebraic. However, the
finer details are elusive. For example, we do not have an explicit example of a boundary
with a non-algebraic but D-finite generating function, although it is reasonable to conjecture
that one exists. It is also unknown whether there are boundaries s which are not ultimately
periodic with an algebraic generating function
∑
LPn(s)z
n. To conclude with a concrete
problem, is the generating function for LPn(1, 2, 2, 3, 3, 3, 4, 4, 4, 4, . . .), where there are one
1, two 2’s, three 3’s, and, in general, n n’s in the boundary, algebraic or D-finite?
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