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Abstract
In this thesis we study various variants of word growth in finitely generated groups,
focussing on conjugacy growth. For virtually abelian groups, we prove that the
conjugacy growth series, coset growth series (for any subgroup) and relative growth
series of any subgroup are rational for any choice of finite weighted generating set.
We draw together work of Stoll and Babenko to produce asymptotic estimates of
the conjugacy growth of class 2 nilpotent groups whose derived subgroup is infinite
cyclic. These results have implications for the associated series. We also study the
Baumslag-Solitar groups of the form BS(1, k), proving that they have transcendental
conjugacy growth series with respect to their standard generating sets, providing
explicit formulae for their conjugacy growth series, and calculating their growth
rates.
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This thesis is in the general area of geometric and combinatorial group theory, which
grew out of the work of Dehn and others, who studied groups via their presentations
by generators and relations. More recent approaches study groups by viewing them
as metric spaces, or through their actions on other spaces. This is a rapidly growing
area drawing together algebra, geometry, low-dimensional topology, dynamics, and
formal language theory.
For a group presentation G = 〈S | R〉, we denote by S∗ the set of words over the
generators (i.e. the free monoid on S). We view the pair (G,S) as a metric space by
constructing its Cayley graph, whose vertices are in bijection with the elements of
the group, with edges between vertices whenever one element can be reached from
the other via right multiplication by a generator. If the generating set S is finite
and inverse-closed, we can consider the (undirected) graph with the natural metric
where each edge has length 1.
A natural quantity to count is the number of group elements that can be ‘spelled’
with words in S∗ of length up to n. Equivalently, this is the number of vertices in
the metric ball of radius n in the Cayley graph. The growth function β : N → N
encodes precisely this information. A loose interpretation is that groups with slower
growth function are ‘smaller than’ groups with faster growth function (although all
finitely generated infinite groups are countable). A key result is that, up to bounded
scaling, the growth function is a group invariant: it does not depend on the choice of
finite generating set. Furthermore, it is a geometric invariant in the sense that it is
invariant under quasi-isometry, in particular under passing to finite-index subgroups.
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The asymptotic behaviour of the growth function has been studied since at least
the 1960s by Milnor, Wolf, Bass, Guivarc’h and others. One of the highlights is
Gromov’s celebrated result [37] that the groups with polynomial growth are pre-
cisely those that are virtually nilpotent, cementing the link between geometry and
algebraic structure. The growth function may also be exponential (for example the
free group), and it remained an open question whether their existed groups of inter-
mediate growth (strictly between polynomial and exponential) until such a group
was discovered by Grigorchuk [36] in 1980.
We can also consider the generating function associated to β, which is the formal
power series S(z) =
∑
n≥0 β(n)z
n. This object is more algebraic in nature and
therefore different questions are appropriate. We are interested in the algebraic
complexity, that is, we look to categorise when S(z) ∈ Q(z), or more generally
when it is algebraic over Q(z), the field consisting of rational functions of the form
p(z)
q(z)
where p and q are polynomials with rational coefficients. One implication of
having rational growth series is that Dehn’s word problem has a solution. That is,
there exists an algorithm that decides whether or not a given word in S∗ represents
the group identity.
Algebraic complexity is not as thoroughly studied as asymptotics. One of the
difficulties is that unlike the asymptotic behaviour, the algebraic complexity may
depend on the presentation. Stoll [57] has shown that there exist nilpotent groups
possessing both rational and transcendental growth series, depending on the choice
of generating set.
However, in certain cases the complexity is known to be the same for all gener-
ating sets. This can be interpreted as arising from some underlying structure in the
group, rather than just an artefact of the presentation. In 1983, Benson [4] proved
that every virtually abelian group has rational growth series, with respect to any
finite generating set. Around the same time, hyperbolic groups were shown to have
the same property, with credit due to Cannon, Thurston, and Gromov [9] [8] [25] [38].
Much more recently, Duchin and Shapiro [24] have proved that the integer Heisen-
berg group (the free nilpotent group of class 2 on 2 generators) has rational growth
for all generating sets. To the author’s knowledge, there are no other results on
(standard) growth series which hold regardless of generating set. A number of other
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groups are known to have rational growth for some choice of generating set, for ex-
ample the soluble Baumslag-Solitar groups [17], so-called ‘higher Baumslag-Solitar’
groups [55], certain automatic groups, Coxeter groups, some Artin-Tits groups.
One way to view standard growth is to consider the equivalence relation on
S∗ where words are equivalent whenever they represent the same group element.
We then choose one minimal length word from each equivalence class, and study
the growth of the resulting language. Any other equivalence relation on S∗ yields a
growth function (and corresponding series) in the same way. With a view to algebraic
relevance, we consider the equivalence relation where words are equivalent whenever
they represent elements in the same coset, for some fixed subgroup, and the relation
where words are equivalent whenever they represent elements of the same conjugacy
class. The corresponding growth functions/series are known as coset growth and
conjugacy growth (denoted CG(n)) respectively.
We can also restrict ourselves to a subset of the group, and consider the growth
of just the elements (or cosets or conjugacy classes) in this subset, with respect to
the metric inherited from the main group. We refer to this as relative growth. This
thesis deals mostly with conjugacy growth, but also with coset growth and relative
growth.
Conjugacy growth was introduced explicitly by Babenko in [2] in the guise of
counting geodesics on Riemannian manifolds, although Margulis [48] had studied
similar counting problems prior to that. The asymptotics have also been studied by
Coornaert and Knieper [18], Breuillard, Cornulier, Lubotzy and Meiri [6], [5], Guba
and Sapir [40], and Hull and Osin [45].
Turning to the formal power series, Ciobanu and Hermiller [12] used formal
language approaches to study the conjugacy growth series of free and direct prod-
ucts. Ciobanu, Hermiller, Holt, and Rees [13] proved that virtually cyclic groups
always have rational conjugacy growth. Antoĺın and Ciobanu [1] proved that non-
elementary hyperbolic groups (those which are neither finite nor virtually cyclic)
always have transcendental conjugacy growth. This verifies a conjecture of Rivin
[53], [54]. More recently, Gekhtmann and Yang [33] have shown that all relatively
hyperbolic groups, and some acyclindrically hyperbolic groups, have transcenden-
tal conjugacy growth, again with respect to all generating sets. Mercier [49] has
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shown that a number of wreath products have transcendental conjugacy growth,
with respect to certain generating sets.
For a useful, if not so recent, survey on the algebraic complexity of various
notions of growth, including those described here, see Gromov and De La Harpe’s
article [35].
We now summarise the content of the rest of the thesis.
In Chapter 2, we introduce the basic definitions and results that we will need.
Chapter 3 is devoted to virtually abelian groups, and based on the author’s
paper [26]. We use the notions of patterns and polyhedral sets, developed by Benson
[4], to study various growth series. A key step here is assigning positive integer
weights to the generators, and working with the weighted length of elements, the
minimal weight of words representing the element. The more familiar case where
the weights are uniformly 1 is a special case of these stronger statements.
Significantly, the results are independent of the choice of finite generating set,
and of the choice of weight function. Let G be a virtually abelian group, with any
choice of finite weighted generating set S, and let H be an arbitrary subgroup. We
prove the following.
Theorem 3.2.1. The set of right cosets H\G has rational weighted growth series.
Theorem 3.3.1. The group G has rational weighted conjugacy growth series.
Theorem 3.4.2. The subgroup H has rational weighted relative growth series.
Chapter 4 deals with certain nilpotent groups of class 2. We draw together
and extend work of Babenko [2] and Stoll [57], making asymptotic estimates of the
conjugacy growth for these groups.
Stoll classifies the class 2 nilpotent groups with infinite cyclic derived subgroup,
using a generalised version of the direct product, known as a centrally amalgamated
direct product. Every such group can be constructed as a quotient of the direct
product of a finite number of copies of the integer Heisenberg group H1 (the free
nilpotent group of class 2 on 2 generators). The number of copies of H1 is called the
Heisenberg rank, r, of the group. We prove the following generalisation of a result
of Babenko, and its implication for the conjugacy growth series.
Theorem 4.3.3. Let G be a class 2 nilpotent group, with infinite cyclic derived
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subgroup, and let its Heisenberg rank be r ≥ 1. Then there exists s ∈ N such that
cG(n) ∼
n
2+s log n r = 1
n2r+s r ≥ 2.
Corollary 4.3.4. If G is a class 2 nilpotent group with infinite cyclic derived
subgroup, with Heisenberg rank equal to 1, then the conjugacy growth series of G is
transcendental (with respect to any finite generating set).
Babenko also proves the following Theorem.
Theorem 4.5.1. If G has a finite index subgroup isomorphic to the Heisenberg
group, then G has cumulative conjugacy growth function equivalent to n2 log n.
We provide a proof that broadly follows the ideas given by Babenko but includes
full details. We also have the following implication for the conjugacy growth series.
Corollary 4.5.3. If G has a finite-index subgroup isomorphic to the Heisenberg
group, then G has transcendental conjugacy growth (with respect to any finite gen-
erating set).
We finish Chapter 4 with a brief discussion of free nilpotent groups of class 2,
and provide a counter-example to an unproved claim of Guba and Sapir [40].
Chapter 5 comprises joint work [11] with Laura Ciobanu and Turbo Ho on the
soluble Baumslag-Solitar groups
BS(1, k) = 〈a, t | tat−1 = ak〉.
Collins, Edjvet, and Gill [17] have proved that the standard growth series for these
groups is rational with respect to the generating set {a, t}. Building on this work,
we use a mixture of formal language theory and combinatorics to show the following.
Theorem (Corollary 5.3.2). The groups BS(1, k) have transcendental conjugacy
growth series with respect to the generating set {a, t}.
Moreover, we produce precise formulae for the growth series. From these we
obtain the conjugacy growth rate (see Section 2.2.1), and compare with results of
Bucher and Talambutsa [7] to prove the following.
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Corollary 5.3.3. The conjugacy and standard growth rates of BS(1, k), with respect
to the generating set {a, t}, are equal.





We record some basic results that form the background to this work.
2.1 Notation and basic results
We fix some notational conventions. In this thesis, N will contain zero, and we will
write N+ = N \ {0}. If U is a set, we write #U for the cardinality of U .
For an alphabet S (i.e. a finite collection of symbols), we write S∗ to denote all
words over S, that is the set {s1s2 · · · sk | si ∈ S, k ∈ N}. We denote the empty
word by ε. If w = s1s2 · · · sk ∈ S∗, we write |w| = k for the length of the word w.
Suppose we have a group presentation G = 〈S | R〉, and w ∈ S∗ is a word over
the generators. We write w to denote the group element represented by w.
We will use the following standard notation. Write f(n) = O(g(n)) if there is
some C > 0 for which f(n) ≤ Cg(n) for all large enough n, and f(n) = o(g(n)) if
g(n)
f(n)
→ 0 as n→∞.
All groups considered in this thesis will be finitely generated.
The following is standard (see, for example, Mann [47]).
Lemma 2.1.1. Suppose G is finitely generated and contains a finite-index subgroup








Clearly this is contained in H. For subgroups X, Y ≤ G, we have (X ∩ Y )g =
(Xg) ∩ (Y g). The number of distinct subsets of the form (Xg) ∩ (Y g) is at most
[G : X][G : Y ], and so [G : X ∩ Y ] ≤ [G : X][G : Y ]. Therefore [G : N ] is finite, as
finite generation implies there are only finitely many subgroups of index [G : H] in
G.
Suppose φ ∈ AutG. Then φ maps cosets of H to cosets of φ(H). It is easy to
see that this is a bijective map, and thus [G : φ(H)] = [G : H]. Now since φ is an
automorphism, it defines a permutation of the set of subgroups of fixed finite index.
Thus if h ∈ N , φ(h) ∈ N . So N is characteristic, and the lemma is proved.
2.2 Growth
This section is standard. See, for example, Mann [47] or de la Harpe [19].
Definition 2.2.1. Let G be a group with finite generating set S. Then the word
length of an element g ∈ G is defined as
|g|S = min{|w| | w ∈ S∗, w = g}.
Definition 2.2.2. For a group G with finite generating set S, define the strict and
cumulative growth functions respectively as
 σG,S(n) = #{g ∈ G | |g|S = n}
 βG,S(n) = #{g ∈ G | |g|S ≤ n}
Definition 2.2.3. Let f, g : N→ N be two functions. We write f 4 g if there exists
λ > 1 such that
f(n) ≤ λg(λn) + λ
for all n ∈ N. If f 4 g and g 4 f then we write f ∼ g, and say that the functions
are equivalent.
Write f ≺ g if f 4 g but f  g.
Proposition 2.2.4. Let S and T be two finite generating sets for a group G. Then
βG,S ∼ βG,T .
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Thus we may refer to the growth type of a group without ambiguity, and we
have the following obvious trichotomy.
Theorem 2.2.5. For a group G we have exactly one of the following:
1. βG(n) ≺ nd for some d ∈ N,
2. βG(n)  an for some a > 1, or
3. βG(n) ≺ an for all a > 1 and βG(n)  nd for all d ∈ N
We say that G has polynomial, exponential, or intermediate growth, in the situa-
tions above.
Theorem 2.2.6. Let G be some finitely generated group and H a finite-index sub-
group. Then their growth functions are equivalent. That is, we have σG ∼ σH and
βG ∼ βH .
Proposition 2.2.7. The free abelian group Zs has cumulative growth function equiv-
alent to ns.
Definition 2.2.8. Let U ⊆ G be any subset of G. We define the relative cumulative
and strict growth of U as follows:
 βUrelG,S(n) = #{g ∈ G | |g|S ≤ n, g ∈ U}
 σUrelG,S(n) = #{g ∈ G | |g|S = n, g ∈ U}.
Definition 2.2.9. Let H be a subgroup of G. Define the length of a coset Hg as
|Hg|S = min{|γ|S | γ ∈ Hg}. Then we define the corresponding (right) coset growth
as follows:
 βH\G,S(n) = #{Hg ∈ H\G | |Hg|S ≤ n}
 σH\G,S(n) = #{Hg ∈ H\G | |Hg|S = n}.
One could of course consider the left coset growth symmetrically.
Definition 2.2.10. Let C(G) denote the set of conjugacy classes of G. Then the
length of a conjugacy class κ ∈ C is defined as |κ|S = min{|g|S | g ∈ κ}. Then we
define the cumulative and strict conjugacy growth of G as follows:
9
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 cG,S(n) = #{κ ∈ C | |κ|S ≤ n}
 sG,S(n) = #{κ ∈ C | |κ|S = n}.
With all of the above growth functions, we may sometimes omit the generating
set, or the group, from the notation when it will not cause confusion.
In the following lemma, we see that the relative growth of a finite-index subgroup
is equivalent to that of its cosets.
Lemma 2.2.11. Let G be a f.g. group with a finite-index subgroup Γ, and choose a
transversal T . Then there exists a constant k such that for any t ∈ T and h ∈ Γ we
have |h| − k ≤ |th| ≤ |h|+ k (where the length is the length in G).
Proof. By the triangle inequality we have |th| ≤ |t| + |h|. And since h = t−1th, we
also have |h| ≤ |t−1|+ |th|. Thus |h| − |t−1| ≤ |th| ≤ |h|+ |t|. Let k = max{|u| | u ∈
T ∪ T−1}.
2.2.1 Growth Rate
Definition 2.2.12. Let (an)n∈N be a non-decreasing sequence of positive integers.
Then the growth rate of an is defined as





If β(n) is the cumulative standard growth function of a finitely generated group,
then the lim sup is in fact a limit. Write ρS where S is the finite generating set in
question.
Remark 2.2.13. The reciprocal of ρ, that is 1
ρ





Definition 2.2.14. If infS{ρS | S is a finite generating set of G} > 1, then G is
said to have uniform exponential growth.
Uniform exponential growth is a popular topic of research, see for example de la
Harpe [20], and more recently Kar and Sageev [46]. Breuillard, Cornulier, Lubotzky,
and Meiri have shown [5] that a linear group which is not virtually nilpotent has




We write Q[[z]] for the ring of formal power series over a variable z with coefficients
in Q, and Q[z] for the ring of polynomials over z with rational coefficients.
Definition 2.3.1. 1. An element Γ(z) ∈ Q[[z]] is said to be rational if it is an
element of the field of fractions of Q[z], denoted Q(z). In other words, there
are polynomials p, q ∈ Q[z] such that Γ = p
q
.
2. An elements Γ(z) ∈ Q[[z]] is said to be algebraic if it is algebraic over Q[z]. In
other words, it is the root of some polynomial expression with coefficient from
the ring of polynomials Q[z].
3. An element Γ(z) ∈ Q[[z]] is said to be transcendental if it is not algebraic.
We will refer to this classification as the algebraic complexity of Γ(z).
Definition 2.3.2. Let γ(n) be any of the growth functions defined above. Then we





We shall study the algebraic complexity of the various growth series for different
classes of finitely generated groups.
The following lemma shows that the distinction between strict and cumulative
growth is unimportant when we are considering algebraic complexity.
Lemma 2.3.3. Let γ(n) denote a strict growth function, and δ(n) its cumulative
counterpart (i.e. δ(n) =
∑n















































Now since δ(n) =
∑n















Generating functions are a well-studied topic. Duchin has written a very readable
introduction [23] to generating functions and growth. We use the rigorous treatments
in [34] and [56].
The connections between the asymptotic behaviour and the algebraic complexity
are somewhat subtle. For example, the following is an immediate consequence of
Theorem 4.1.1 of [56].
Proposition 2.3.4. If
∑
γ(n)zn is rational then γ(n) has either polynomial or
exponential growth.
The next result relates to generating functions whose coefficients are in the poly-
nomial range. We first need a definition:
Definition 2.3.5. A function f : N → C is called eventually quasi-polynomial
if there exist some positive integer period N , threshold T ≥ 0, and polynomials
f0, f1, . . . , fN−1 so that for all n ≥ T , f(n) = fi(n) whenever n ≡ i mod N .
The following is an immediate consequence of Proposition 4.4.1 of [56].




rational if and only if γ(n) is eventually quasi-polynomial.
This has the following application that we will use in Chapter 4.




n is rational then γ ∼ nd for some d ∈ N.
Proof. Proposition 2.3.6 implies that γ is eventually quasi-polynomial, say with
polynomials γ0, . . . , γN as in the definition. The degree of each γi is at least the
degree of γi−1 (since large enough n would violate the non-decreasing assumption).
But since these polynomials cycle, the degree of γ0 must be at least the degree of
12
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γN . So they all have the same degree, say d. So γ cycles between finitely many
polynomials, all equivalent to nd, and so γ(n) ∼ nd.
We list two more results on series that we will need.




Q[[z]], and suppose that limn→∞ γ(n)nd = a. Then if a is an irrational (resp. transcen-
dental) number then Γ(z) is irrational (resp. transcendental) as a series.
Theorem 2.3.9 (Fatou [28]). A series
∑
anz
n ∈ Z[[z]] that converges inside the
unit disk is either rational or transcendental.
2.4 General results on conjugacy growth
We now detail some essential background results regarding conjugacy growth. Firstly,
conjugacy growth type is a group property.
Proposition 2.4.1. Let S and T be two finite generating sets of a group G. Then
cG,S ∼ cG,T .
Proof. Let Λ1 = max{|s|T | s ∈ S} and Λ2 = max{|t|S | t ∈ T}. Suppose [g]
is a conjugacy class of G with |[g]|S = n. That is, there is some γ ∈ G and
s1, s2, . . . , sn ∈ S with γgγ−1 = s1s2 · · · sn. Then |γgγ−1|T ≤ Λ1n and so |[g]|T ≤
Λ1|[g]|S. A symmetrical argument gives |[g]|S ≤ Λ2|[g]|T . Let Λ = max{Λ1,Λ2}.
Now if |[g]|S ≤ n then |[g]|T ≤ Λn, and so cG,S(n) ≤ cG,T (Λn). Symmetrically,
cG,T (n) ≤ (Λn) and so we have cG,T ( 1Λn) ≤ cG,S(n) ≤ cG,T (Λn).
On the other hand, conjugacy growth is not a geometric property. That is to
say, passing to a finite-index subgroup may not preserve the asymptotic behaviour,
unlike standard growth. Hull and Osin [45] exhibit a finitely generated group with
exponential conjugacy growth possessing a finite-index subgroup with only two con-
jugacy classes (and hence the minimum possible conjugacy growth for a non-trivial
group).
The following is stated without proof in [47] (Proposition 17.11).
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Proposition 2.4.2. Let G be generated by S and H be generated by T . Then the
direct product G × H is generated by S ∪ T and their spherical conjugacy growth














Proof. Let g ∈ G and h ∈ H and suppose |[g]|S = n and |[h]|T = m. So their exist
elements γ ∈ G and δ ∈ H, and generators s1, . . . sn ∈ S, t1, . . . , tm ∈ T , so that
γgγ−1 = s1 · · · sn and δhδ−1 = t1 · · · tm. In the direct product we then have
γgγ−1δhδ−1 = γδghδ−1γ−1
and so |[gh]|S∪T ≤ n+m = |[g]|S + |[h]|T .
On the other hand, let gh ∈ G×H and suppose |[gh]|SUT = l. So there exists an
element xy ∈ G×H with xyghy−1x−1 = u1u2 · · ·ul. Rearranging, we have xgx−1 ·
yhy−1 = s1 · · · snt1 · · · tm for some n,m ∈ N with l = n+m. Thus xgx−1 = s1 . . . sn
and yhy−1 = t1 · · · tm so |[g]|S ≤ n and |[h]|T ≤ m, and we have |[g]|S + |[h]|T ≤
|[gh]|S∪T . So |[gh]|S∪T = |[g]|S + |[h]|T .
Now if |[gh]|S∪T = n then there exists 0 ≤ i ≤ n with |[g]|S = i and |[h]|T = n−i;
and conversely if |[g]|S = l and |[h]|T = m then |[gh]|S∪T = l + m. So sG×H,S∪T (n)





























Turning to cumulative growth, we have the following.
Lemma 2.4.3. Let G and H be finitely generated groups. Then cG×H ∼ cG · cH .
Proof. First, note that for (g, h) ∈ G×H we have
[(g, h)] = {(g, h)(x,y) | (x, y) ∈ G×H} = {(gx, hy) | (x, y) ∈ G×H} = [g]× [h].
Now if |[(g, h)]|S∪T ≤ n then there exists (x, y) ∈ G×H with (x, y)(g, h)(x, y)−1 =
u1u2 · · ·ul for some ui ∈ S ∪ T , l ≤ n. Rearranging, we find elements s1, . . . , sl1 ∈ S
and t1, . . . , tl2 ∈ T , with l1 + l2 = l, so that
(xgx−1, ygy−1) = s1 · · · sl1t1 · · · tl2 .
Therefore |xgx−1|S ≤ l1 ≤ n and |ygy−1|T ≤ l2 ≤ n, and so |[g]|S ≤ n and |[h]|T ≤ n.
Thus cG×H(n) ≤ cG(n) · cH(n).
Conversely, suppose |[g]|S ≤ n and |[h]|S ≤ n. Then there are elements γ ∈ G and
δ ∈ H such that |γgγ−1|S ≤ n and |δhδ−1|T ≤ n, so |(γgγ−1, δhδ−1)|S∪T ≤ 2n. But
(γgγ−1, δhδ−1) = (γ, δ)(g, h)(γ, δ)−1 and so |[(g, h)]|S∪T ≤ 2n. Thus cG(n) · cH(n) ≤
cG×H(2n), giving the required result.
The following two lemmas appear in [6], the first without proof.
Lemma 2.4.4 (Lemma 3.1 (1) of [6]). Let H be a quotient of G. Then cH(n) 4
cG(n).
Proof. Let θ : G → H denote the natural homomorphism. Choose a finite, inverse-
closed, generating set S for G which contains the identity. Then θ(S) is a finite
generating set for H. Suppose h ∈ H has length at most n with respect to θ(S).
Then there exist σ1, . . . , σn ∈ S such that h = θ(σ1) · · · θ(σn). Then g := σ1 · · ·σn ∈
G is a lift of h, with |g|S ≤ n.
Suppose g1 and g2 are conjugate elements of G, say g1 = γg2γ
−1 for some γ ∈ G.
Then θ(g1) = θ(γ)θ(g2)θ(γ)
−1 ∈ H. So if h1, h2 are non-conjugate in H, any pair of
lifts in G must be non-conjugate.
Since there are cH,θ(S)(n) non-conjugate elements in H, of length at most n, there
must be at least this number of non-conjugate elements in G, with lengths at most
n, i.e. cH,θ(S)(n) ≤ cG,S(n).
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Lemma 2.4.5 (Lemma 3.1 (2) of [6]). Let H be a finite-index subgroup of G. Then
cH 4 cG.
Proof. Let k = [G : H], and suppose that S ⊂ G is a finite symmetric generating
set. It is standard (see for example [47, Chapter 2]) that there exists a subset S ′ ⊂ G
that is a finite symmetric generating set for H, all of whose elements are of length at





⊂ BG,S(n). So by definition of cH,S′ , BG,S contains a





, consisting of pairwise non-H-conjugate elements. Now
passing to G-conjugation can only reduce the number of pairwise non-conjugate








conjugate elements. Thus there are at least this many pairwise non-G-conjugate








≤ cG,S(n), which gives the result.
2.5 Formal Language Theory
One of the standard ways to study the algebraic complexity of growth series is via
formal language theory. We will need the following background in Chapter 5. A
standard source is [44].
Definition 2.5.1. Let V be a set of variables (usually denoted by upper case letters),
and T a set of terminals (usually denoted by lower case letters). A context-free
grammar consists of a finite set of production rules of the form
V → w1 | w2 | · · · | wn
where V ∈ V , each wi ∈ (V ∪ T )∗, and the | symbol stands for exclusive ‘or’. We
nominate one variable to be the starting variable.
A context-free grammar produces a language in the following way. Start at the
nominated starting variable, and perform substitutions according to the production
rules, until the word consists only of terminals. The language L ⊂ T ∗ of all words
that can be produced from the grammar is called a context-free language. If each
word is only produced in one way (i.e. via a unique sequence of production rules)
then the language is called unambiguous context-free.
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Theorem 2.5.2 (Chomsky-Schützenberger [10]). If L is an unambiguous context-
free language, its growth series is algebraic.
There is a method for explicitly calculating the series, known as the DSV method,
which is as follows. A useful exposition can be found in [15]. Convert the grammar
into a system of equations by replacing:
 the empty word ε with the integer 1,
 each terminal with the formal variable z,
 each variable V with a function V (z),
 the or | with addition +,
 concatenation with multiplication,
 the production arrow with =.
Solving the system of equations for the initial variable then gives the growth series,
an algebraic function of z.
Remark 2.5.3. There is a subclass of the context-free languages called regular lan-
guages, whose growth series are always rational. Many of the existing rationality
results in the growth of groups rely in regular languages. However we will not use




This chapter is based on the author’s paper [26]. In it, we focus on the formal power
series associated to various growth functions in virtually abelian groups. Benson [4]
proved that the standard growth series is rational with respect to all generating sets.
We generalise and extend his arguments to show that the power series associated
to coset growth, conjugacy growth, and relative growth of certain subsets are all
rational (see Theorem 3.2.1, Theorem 3.3.1, and Theorem 3.4.1 respectively). The
author wishes to thank the anonymous referee’s comments regarding presentation
and clarity of the vectors and matrices within this chapter.
In this chapter, we will always be considering a (finitely generated) virtually
abelian group G. Any abelian subgroup of finite index will also be finitely generated,
so it has the form Zr×T for some r ∈ N, and finite abelian T . So G is also virtually
Zr. By Lemma 2.1.1, there is a normal, finite-index subgroup of G contained in Zr
(which is therefore free abelian). So from now on we will assume that G contains
Zn as a finite-index normal subgroup, for some n ∈ N+. Unless otherwise stated,
we will let d = [G : Zn]. Finally, we will write X> for the transpose of a vector or
matrix X.
The asymptotic behaviour of conjugacy growth is well-understood, as we can see
in the following Proposition.
Proposition 3.0.1. The (cumulative) standard and conjugacy growth functions of
a virtually abelian group G are equivalent.
Proof. By Theorem 2.2.6 and Proposition 2.2.7, we have βG(n) ∼ nd, and so cG(n) 4
nd (since conjugacy growth is clearly bounded above by standard growth). On the
18
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other hand, Lemma 2.4.4 gives cG(n) < cH(n) ∼ βH(n) ∼ nd (since a conjugacy
class in an abelian group is simply an element). Therefore cG(n) ∼ nd ∼ βG(n).
3.1 Definitions and basic results
3.1.1 Patterns
For the remainder of the chapter we work with strict growth functions. Here we
follow [4]. Choose a finite monoid generating set Σ. A function ω : Σ→ N+ will be
called a weight function. We extend this to ω : Σ∗ → N+, so that ω(s1s2 · · · sl) =
ω(s1) + ω(s2) + · · · + ω(sl) for any word s1s2 · · · sl. Define the weight of a group
element as
ω(g) = min{ω(w) | w ∈ Σ∗, w = g}.
If ω(s) = 1 for all s ∈ Σ, this gives the usual notion of word length.
Now consider an extended generating set S = SΣ.
Definition 3.1.1. With Σ as above, let
S = {s1s2 · · · sk | si ∈ Σ, 1 ≤ k ≤ d}. (3.1)
The weight of a generator s1s2 · · · sk ∈ S is defined with respect to our original
weight function: ω(s1s2 · · · sk) =
∑
i ω(si). Thus the weight of an element with
respect to the new weighted generating set S is equal to its weight with respect to
Σ, and so the respective weighted growth series are equal.
We need the following important observation.
Lemma 3.1.2. Any product g1g2 · · · gk of elements in G, where k ≥ d, must contain
a subproduct ge+1 · · · gf ∈ Zn.
Proof. Consider the products g1, g1g2, up to g1g2 · · · gk. There are k of these, and
there are d cosets in G/Zn, so if k > d, some pair of these products must be in
the same coset, say g1g2 · · · gi and g1g2 · · · gj with j > i. That is g1g2 · · · giZn =
g1g2 · · · gjZn, and so gi+1gi+2 · · · gj ∈ Zn. If k = d, and each subproduct is in a
distinct coset, one of the subproducts must be in Zn, the identity coset.
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Definition 3.1.3. Write X := S ∩ Zn = {x1, . . . , xr} and Y := S \ (S ∩ Zn) =
{y1, . . . , ys}, and call any word in Y ∗ a pattern.
Note that by Lemma 3.1.2, any element of S of the form s1 · · · sd contains a
subword stst+1 · · · su ∈ Zn. And since stst+1 · · · su ∈ S by definition, X is always
non-empty.
Definition 3.1.4. Let patt : S → Y be the map
patt : si 7→
ε if si ∈ Xsi if si ∈ Y .
This extends to a monoid homomorphism patt : S∗ → Y ∗, which records those
generators in a word which are not contained in Zn. For w ∈ S∗ we call patt(w) the
pattern of w.
There are of course infinitely many patterns in Y ∗. We now prove that, with
respect to the generating set S, we only need finitely many to describe minimal-
weight representatives for all elements of G.
Proposition 3.1.5 (Proposition 11.3 of [4]). Suppose g ∈ G. Then there exists a
minimal weight word w ∈ S∗, with a pattern of length at most d, such that w = g.
To prove the proposition, we introduce a new property of words. Let L be a
positive integer. Then for a word w ∈ S∗, define the height, µL, to be the sum of
the length of its pattern and the weight of its pattern multiplied by L:
µL(w) = ω(patt(w))L+ |patt(w)|S .
We say a word in S∗ has minimal height if it has minimal µL over all words that
represent the same element. Next, we show that if a minimal weight word contains
an adjacent pair of elements of Y , then it cannot have minimal height.
Lemma 3.1.6. Suppose s and t are elements of Y , and st is a minimal weight word
representing an element g ∈ G. Then there exists u ∈ S∗ that represents g with
ω(u) = ω(g), such that µL(st) > µL(u), for all L ≥ |g|Σ.
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Proof. We have µL(st) = ω(patt(st))L + |patt(st)|S = ω(st)L + |st|S = ω(g)L + 2.
Let s1s2 · · · sj and sj+1sj+2 · · · sk be minimal weight words in Σ∗ that represent s
and t respectively.
Suppose that k < d. Then u := s1 · · · sjsj+1 · · · sk ∈ S, and is a minimal weight
representative for g. It may be the case that u ∈ Zn. If so, patt(u) is the empty
word and so µL(u) = 0 < ω(g)L+ 2 = µL(st). If not, then patt(u) = u and we have
µL(u) = ω(u)L+1 = ω(g)L+1 < ω(g)L+2. So in both cases u is a minimal weight
word representing g that has strictly smaller height than st.
Now suppose k ≥ d. By Lemma 3.1.2, there is some subproduct of length at most
d, say se+1se+2 · · · sf , that represents an element of Zn. Let v = se+1se+2 · · · sf ∈ S.
The word s1 · · · sevsf+1 · · · sk is a minimal weight representative for g (of length
e+ 1 + k − f). Since the function patt cannot increase weights, and all non-empty
words have positive weight, we have
ω(patt(s1 · · · sevsf+1 · · · sk)) ≤ ω(s1 · · · sevsf+1 · · · sk) = ω(g)− ω(v) ≤ ω(g)− 1.
Similarly, patt cannot increase lengths, so
|patt(s1 · · · sevsf+1 · · · sk)|S = |patt(s1 · · · sesf+1 · · · sk)|S
≤ |s1 · · · sesf+1 · · · sk|S = e+ k − f.
We have e− f < 0, and by hypothesis k ≤ L. So the height can be bounded above:
µL(s1 · · · sevsf+1 · · · sk) ≤ (ω(g)− 1)L+ e+ k − f < ω(g)L− L+ k ≤ ω(g)L
and so we have again found a minimal weight word that represents g with strictly
smaller height than st.
Proof of Proposition 3.1.5. Let L = max{|st|Σ | s, t ∈ Y }. Choose σ = t1 · · · tk ∈ S∗
which is a minimal weight representative for g, and such that σ has minimal height
µL amongst all minimal weight representatives for g (such a word always exists but
may not be unique). We show that the pattern of this word has length at most d.
Suppose on the contrary that l := |patt(σ)|S > d, and say the l elements of Y
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appearing in σ are ti1 , ti2 , · · · , til (in that order). By Lemma (3.1.6), the assumption
that σ has minimal height means that none of the tij can be adjacent (otherwise we
could find another minimal weight representative for g with smaller height).
Now consider the product
(ti1 · · · ti2−1)(ti2 · · · ti3−1) · · · (tid · · · tid+1−1).
By Lemma (3.1.2) some sub-product must be in Zn, say (tie · · · tie+1−1) · · · (tif · · · tif+1−1),
for 1 ≤ e ≤ f ≤ d < l. Rearrange this into a product of just two things:
(tie · · · tif )(tif+1 · · · tif+1−1). The second factor is in Zn since it lies between con-
secutive elements of patt(σ), and so the first factor must be in Zn as well. Therefore
these two factors commute, and we can switch them in σ without changing the weight
or height. This leaves a word where tif is adjacent to tif+1 . But this contradicts
Lemma (3.1.6), so l is at most d.
This leads us to make the following definition.
Definition 3.1.7. For a virtually abelian group G, let P be the finite set of patterns
of length at most d with respect to the extended generating set S:
P := {π ∈ Y ∗ | |π|S ≤ d}.
We have seen that, given any finite generating set Σ, we can pass to an extended
generating set S while preserving the weighted length of all group elements. From
now on, we will implicitly work with S, and make essential use of the fact (via
Proposition 3.1.5) that any g ∈ G can be represented by a minimal weight word
with a pattern in the finite set P .
3.1.2 Structure constants for computing standard forms
Definition 3.1.8. For a pattern π = yi1yi2 · · · yik of length k, define the set of
π-patterned words in S∗ as
W π = {xw11 · · ·xwrr yi1x
wr+1
1 · · ·xw2rr yi2x
w2r+1
1 · · · yikx
wkr+1
1 · · ·xwkr+rr | wj ∈ N}.
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Any group element represented by a word with pattern π can be represented by
a word in W π (since powers of elements of X commute). For a fixed pattern π, W π
is in one-to-one correspondence with non-negative integer vectors of length kr + r.
We define m(π) = kr+ r. When it is clear which pattern this refers to, we will just
write m.
Definition 3.1.9. Define a map ϕ : W π → Nm via
xw11 · · · xwrr yi1x
wr+1
1 · · ·xw2rr yi2x
w2r+1
1 · · · yikx
wkr+1







which records the powers of the generators contained in Zn. For w ∈ W π, write
~w := ϕ(w), and for a subset V ⊆ W π, write
−→
V := ϕ(V ) ∈ Nm.
Note that ϕ is a bijection.










Let T ⊂ G be a choice of representatives for the cosets Zn\G. We can then
express an element of G uniquely as (a1, . . . , an)
>t for aj ∈ Z, t ∈ T . In order to
pass from a patterned word to this standard form, we introduce some constants.
Notation 3.1.10. For each xi ∈ X, let xi = (z1i, z2i, . . . , zni)> ∈ Zn, and define the
n× r matrix
Z := [zji]1≤j≤n,1≤i≤r =
x1 x2 · · · xn
 ,
which encodes the abelian part of the generating set.
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 ∈ Zn (3.3)
for any powers wi ∈ N.
Now we encode conjugation of elements of Zn via matrix multiplication. Let
ei ∈ Zn be the ith standard basis vector, and yk ∈ Y . Then ykeiy−1k ∈ Zn CG, and
we will let ykeiy
−1
k = (γ1i,k, γ2i,k, . . . , γni,k) for each 1 ≤ i ≤ n, yk ∈ Y . Define the
n× n matrix































for any yk ∈ Y , ai ∈ Z.
So we can express powers of the xi generators as vectors in Zn, and we can move
powers of yk past such vectors by using the identity yk(a1, . . . , an) = Γk(a1, . . . , an)
>yk.
For the word
w = xw11 x
w2
2 · · ·xwrr yi1x
wr+1
1 · · ·xw2rr yi2x
w2r+1
1 · · · yikx
wkr+1
1 · · ·xwkr+rr ,
we can use the identities (3.3) and (3.4) to move all the yk generators to the right,
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To express this more compactly, we introduce further notation.
Definition 3.1.11. Consider the n×m matrix formed by placing the matrices Z,
Γi1Z, Γi1Γi2Z . . . next to each other. The transposes of the rows of this new matrix










Z Γi1Z Γi1Γi2Z · · · Γi1Γi2 · · ·ΓikZ
)
.
Definition 3.1.12. The word π itself represents some element of G, so we introduce









for tπ ∈ T .

















So words in W π represent the same element of G if and only if the scalar products
of the corresponding vectors with the Aπi s agree.
Remark 3.1.13. We emphasise that Aπi ∈ Zm, Bπi ∈ Z, and tπ ∈ G are constant
in the sense that they depend only on the pattern π. In particular, any two words
with the same pattern represent elements of the same coset.
Definition 3.1.14. For a pattern π = yi1 · · · yik of length k, let Aπn+1 ∈ Nm record
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the weights of the xi generators, ordered as follows:
Aπn+1 = (ω(x1), ω(x2), . . . , ω(xr), . . . , ω(x1), ω(x2), . . . , ω(xr))
>︸ ︷︷ ︸
r weights, repeated k+1 times, giving an m-dimensional vector
.





We can then express equation (3.2) more compactly using a scalar product:
ω(w) = Aπn+1 · ~w +Bπn+1. (3.7)
We now have a collection of vectors Aπi and integers B
π
i which together put words
in W π into the chosen standard form.
3.1.3 Structure constants for testing conjugacy
In what follows we introduce notation that we will need to prove Theorem 3.3.1. As
above, we fix a transversal T for Zn\G.




 ∈ Zn CG
by some other element of G via multiplication by a matrix. Let t ∈ T , and ei be
the ith standard basis vector in Zn. Then teit−1 ∈ Zn by normality. Let teit−1 =
(δ1i,t, δ2i,t, . . . , δni,t)
>, and write ∆t for the n× n matrix [δji,t]1≤i,j≤n whose columns
are teit












for any ai ∈ Z.
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Fix a pattern π. Recall the matrices Z, and Γj for each element yj ∈ Y . If
w = xw11 x
w2




2 · · ·xw2rr yi2 · · · yikx
wkr+1
1 · · ·xwmr ∈ W π,













+ · · ·








We make definitions analogous to 3.1.11 and 3.1.12 above.
Definition 3.1.15. For each pattern π, and t ∈ T , place the matrix products in











∆tZ ∆tΓj1Z · · · ∆tΓj1 . . .ΓjkZ
)
.









Definition 3.1.16. We have tπt−1 = xs for some s ∈ T , x ∈ Zn. This x depends
only on π and t. Write x =
(
























Now we have a collection of vectors that we can use to test whether two words
represent conjugate elements (provided we know that their coset representatives are
conjugate). The following Lemma makes this precise.
Lemma 3.1.17. Let v ∈ W π and w ∈ W µ for patterns π and µ, and let t ∈ T .
Then v = twt−1 if and only if
1. π and tµt−1 are in the same Zn-coset, and
2. Aπi · ~v +Bπi = A
µ
i,t · ~w +B
µ
i,t for each 1 ≤ i ≤ n.
Proof. From equation (3.6) we have
v =
{
(Aπ1 · ~w,Aπ2 · ~w, . . . , Aπn · ~w)
> + (Bπ1 , B
π
























where s is determined by the element tµt−1, and the result follows.
3.1.4 Polyhedral Sets
The following definition and results follow Benson’s work [4]. However, the ideas
appear in model theory as early as Presburger [52]. Results regarding rationality
can be found in [21], and the ideas appear in the theory of Igusa local zeta functions
(see [16]). These last are linked to subgroup growth [39], a different notion of growth
in groups not considered in this thesis.
Definition 3.1.18. Let m ∈ N+, and let · denote the Euclidean scalar product.
Then for any u ∈ Zm, a ∈ Z, b ∈ N+:
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1. an elementary set is any subset of Zm of the form {z ∈ Zm | u · z = a},
{z ∈ Zm | u · z > a}, or {z ∈ Zm | u · z ≡ a mod b},
2. a basic polyhedral set is any finite intersection of elementary sets,
3. a polyhedral set is any finite union of basic polyhedral sets.
If P ⊂ Zm is polyhedral and additionally P ⊆ Nm, we call P a positive polyhedral
set.
We record some crucial facts about polyhedral sets.
Proposition 3.1.19 (Proposition 13.1 of [4]). Polyhedral sets in Zm are closed
under finite unions, finite intersections, and set complement.
Proposition 3.1.20 (Propositions 13.7 and 13.8 of [4]). Let E : Zm → Zm′ be an
integral affine transformation (for some m,m′ > 0). That is, there is some m′ ×m
matrix with integer entries and some q ∈ Zm′ such that E(p) = Ap + q for p ∈ Zm.
If P ⊆ Zm is a polyhedral set then E(P) ⊆ Zm′ is a polyhedral set. If Q ⊆ Zm′ is a
polyhedral set then the preimage E−1(Q) ⊆ Zm is a polyhedral set.
We note that projection onto any subset of the coordinates of Zm is an integral
affine transformation.
Let P ⊆ Nm be a positive polyhedral set. Given some choice of weights (ω1, . . . , ωm)
for the coordinates of Nm, we assign the weight
∑m
i=1 aiωi to the vector (a1, . . . , am)
> ∈
P . Define
σωP(n) = #{p ∈ P | ω(p) = n},






Proposition 3.1.21 (Proposition 14.1 of [4], and Lemma 7.5 of [21]). If P is a
positive polyhedral set, the weighted growth series SωP(z) is a rational function.
We will need the following Lemma concerning polyhedral sets.
Lemma 3.1.22. Let P be a polyhedral subset of Zm for some m ≥ 1. Suppose there
exist polyhedral sets X1, . . . , Xk ⊂ Zm such that P ⊆
⋃k
i=1Xi. Then there exist




Chapter 3: Virtually Abelian Groups
Proof. We induct on k. Consider k = 1, i.e. P ⊆ X1. Let Y1 = P ∩ X1, which is
polyhedral as an intersection of polyhedral sets. In other words P = Y1.
Now assume the statement is true for some k > 1. Let P be some polyhedral set,
with polyhedral sets X1, . . . , Xk+1 such that P ⊆
⋃k+1
i=1 Xi. Consider the polyhedral
set




Now since Q ⊆
⋃k
i=1Xi, the inductive hypothesis gives polyhedral sets Yi ⊆ Xi for





Now let Yk+1 = P\Q, also a polyhedral set. We have Yk+1∩Q = ∅, and Yk+1 ⊆ Xk+1
(since the Xis cover P and Yk+1 does not intersect Q), and by definition




So the statement holds for k + 1.
3.1.5 N-fold patterns
We develop a framework for dealing with N -tuples of patterned words for some
N ∈ N+.
Definition 3.1.23. Let Q be any set of patterns (for a virtually abelian group with
some choice of finite generating set). Let N be a positive integer. An N-fold pattern
will be an N -tuple of patterns from Q. We will write π = (π1, π2, . . . , πN) ∈ QN .
Given an N -fold pattern π = (π1, π2, . . . , πN), write W
π for the set of N -tuples
of words with patterns given by π. More precisely,
Wπ =
{(
w(1), w(2), . . . , w(N)
) ∣∣w(i) ∈ W πi , 1 ≤ i ≤ N} .
Let m(π) =
∑
im(πi). As above, we extract the powers of the xi generators with
respect to each pattern and note that elements of Wπ are in one-to-one correspon-
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dence with vectors in Nm(π) via
(










In the following Lemma, we show that if we have a polyhedral set of N -tuples
in Nm(π), we can extract a minimal-weight element of each tuple, in a manner that
preserves rational growth.
Lemma 3.1.24. Let G be virtually abelian, generated by S, with weight function ω.
Fix some N-fold pattern π = (π1, π2, . . . , πN). Let V ⊂ Wπ. If
−→
V is a polyhedral
set then there exists a language L ⊂ S∗ in one-to-one correspondence with V such
that L consists of exactly one element w ∈ {v1, . . . , vN}, for each (v1, . . . , vN) ∈ V ,





w(1), . . . , w(N)
)
∈ Wπ
∣∣ω (w(j)) ≤ ω (w(k)) , 1 ≤ k ≤ N}
be those elements in Wπ where the jth component word has minimal weight. For


















Then for some N -tuple of words
(
w(1), . . . , w(N)
)
∈ Wπ, whose corresponding vector
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For w ∈ W πj and w′ ∈ W πk , equation (3.7) implies that






























Xj(π) is a polyhedral subset of Nm(π) (since it is a finite intersection of


















Let ρj : Nm(π) → Nm(πj) be the projection onto just the coordinates correspond-
ing to the jth component of the N -tuple. Since images of polyhedral sets under
projections are still polyhedral by Proposition 3.1.20, we have N polyhedral sets of
the form ρj(
−−−→
Yj(π)), each corresponding to a collection of words which are minimal-
weight representatives for their N -tuple, and each growing rationally with respect
to the generators of G (by Proposition 3.1.21). Since the
−→
Yjs are disjoint, and
cover
−→
V , the union of these polyhedral sets corresponds to a language of unique,
minimal-weight representatives for V , which grows rationally.
3.1.6 Dickson’s Lemma
In what follows we will need a version of Dickson’s Lemma.
Definition 3.1.25. Let H = {H1, . . . , Hm} be a basis for Zm. Define an ordering
on Zm by comparing the components pairwise. That is, v >H w iff Hi · v ≥ Hi · w
for all i.
Note that this is a partial order, but not a total order. Consider the following
class of bases. Let I ⊆ {1, 2, . . . ,m} be any subset. Then define HIi =
ei i ∈ I−ei i /∈ I .
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Let HI = {HI1 , . . . , HIm}, which is a basis for Zm. The following is a version of
Dickson’s Lemma (see [22]):
Lemma 3.1.26. Given some subset I ⊆ {1, . . . ,m} as above, let QmI = {v ∈ Zm |
v >HI (0, . . . , 0)} be the ‘non-negative’ quadrant with respect to the HI-ordering.
Then any subset, V m, of QmI contains a finite subset U with the property that for
each v ∈ V m there exists some u ∈ U with v >H u. In other words, every subset of
QmI has only a finite number of minimal elements.
To prove this, we need the following Lemma:
Lemma 3.1.27. Given I ⊆ {1, . . . ,m}, any infinite sequence of vectors in QmI ⊂ Zm
has in infinite, non-decreasing subsequence, with respect to HI .
Proof. We proceed by induction on m. For m = 1, HI is either {1} or {−1}. In
the positive case Q1I consists of the non-negative integers, and the ordering is the
usual one. Given a sequence {ai}i∈N ⊂ V , obtain a non-decreasing subsequence by
omitting those ai for which there is some j < i with aj > ai. This is infinite since
the original sequence can only decrease to zero, and at worst we have an infinite
sequence of zeros. In the negative case, a >H a
′ if and only if a ≤ a′, and Q1I is the
non-positive integers. The same argument with flipped directions gives the required
subsequence.
Now assume that the statement is true for Zm. Consider Qm+1I with respect to
a basis HI . Let
{ai}i∈N = {(ai1, ai2, . . . , aim+1)}i∈N
be an infinite sequence in Qm+1I . The projection of each term of the sequence onto
the first m coordinates forms an infinite sequence in QmJ , where J = I \ {m + 1}
(which may equal I). By the inductive hypothesis this sequence has an infinite





2 , . . . , a
ij
m)}j∈N.
The corresponding infinite sequence {aijm+1}j∈N then has an infinite subsequence
of terms that are non-decreasing with respect to the m + 1th basis vector in HI
(which is 1 or −1 according to whether or not m + 1 ∈ I). Call this subsequence
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{aijkm+1}k∈N. We then take the infinite sequence {(a
ijk
1 , . . . , a
ijk
m+1}k∈N ⊂ V m+1, which
is non-decreasing with respect to HI , proving the lemma.
Proof of Lemma 3.1.26. Suppose that the set of minimal elements U is not finite.
No pair of these elements is comparable, since otherwise we could omit the one which
was greater and still have a set of minimal elements. Since U ⊂ Zm is countable,
we can think of it as an infinite sequence. But then Lemma 3.1.27 gives an infinite
subsequence of elements that are non-decreasing, so in particular can be compared
pairwise. This is a contradiction, therefore U is finite.
3.2 Coset Growth series
In this section we demonstrate the following:
Theorem 3.2.1. Let G be a virtually abelian group with any choice of finite, weighted
generating set S, and H any subgroup of G. Then the set of right cosets H\G has
rational weighted growth series with respect to S.
This is proved in two parts. Firstly, we generalise the main result of [4] to show
that if a subgroup F is contained in a finite index abelian subgroup of G then there
exists a language of minimal representatives for the cosets of F in G that grows
rationally.
Secondly, for a general subgroup H, its intersection F (H) with the finite index
abelian subgroup of G is abelian, and of finite index in H. So we consider the
language of minimal representatives for the cosets of F (H) in G, and from these we
choose a language of representatives for the cosets of H. We show that this language
can be chosen so that it grows rationally.
The first step is the following special case of Theorem 3.2.1.
Theorem 3.2.2. Let G be a virtually abelian group, with any choice of finite
weighted generating set S, and with finite index normal subgroup Zn. If F is a
subgroup of G contained in Zn, then the weighted growth of F\G with respect to S
is rational.
Theorem 1.2 of [4] is the case where F is the trivial group. The proof given here
follows a similar structure to that in [4]. For each pattern π ∈ P , we establish an
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ordering on the words of W π which respects their weight, and use this to find a
polyhedral set of minimal representatives for the cosets that intersect W π. We then
show that the overlaps between these sets are also polyhedral, so can be removed
while preserving rationality. Note that if F has finite index in G, F\G is finite and
so the growth series is a polynomial, and so trivially rational. From now on we
assume that F has infinite index in G, and hence [Zn : F ] is also infinite.
We first establish a criterion for when two words represent elements of the same
F -coset. We will again use the vectors Aπ1 , . . . , A
π
n (of dimension m(π)), A
µ
1 , . . . , A
µ
n
(of dimension m(µ)) and integers Bπ1 , . . . , B
π
n , and B
µ
1 . . . , B
µ
n , of Section 3.1.
Proposition 3.2.3. Let v ∈ W π, w ∈ W µ, for some patterns π,µ. Let F < Zn be
of rank f ≤ n, with basis {b1, b2, . . . , bf} ⊂ Zn. Then v and w are in the same coset
of F in G if and only if
1. π and µ are in the same coset of Zn in G, and
2. there exist integers a1, . . . , af such that
Aπi · ~v +Bπi − (A
µ
i · ~w +B
µ






for each 1 ≤ i ≤ n (where ei as usual denotes the ith standard basis vector in
Zn).
















2 , . . . , B
µ
n)
>} tµ ∈ G
respectively, where tπ and tµ are the chosen representatives for the cosets Znπ and
Znµ.
Now two words v, w represent elements of the same F -coset if and only if
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Suppose that our words v and w do represent the same F -coset. Since Fg ⊂ Zng










− (Aµ1 · ~w,A
µ
2 · ~w, . . . , Aµn · ~w)
> − (Bµ1 , B
µ





= (Aπ1 · ~v +Bπ1 − A
µ
1 · ~w −B
µ
1 , . . . , A
π
n · ~v +Bπn − Aµn · ~w −Bµn)>.
Thus
(Aπ1 · ~v +Bπ1 − A
µ
1 · ~w −B
µ
1 , . . . , A
π




which is equivalent to condition (2).
Conversely, if v and w satisfy the conditions, then tπ = tµ and so
v(w)−1 = (Aπ1 · ~v +Bπ1 − A
µ
1 · ~w −B
µ
1 , . . . , A
π




i.e. v(w)−1 ∈ F .
We note the following special case, when π = µ.
Corollary 3.2.4. Let v, w ∈ W π, F < Zn with rank f and basis {b1, b2, . . . , bf} ⊂
Zn. Then v and w are in the same F -coset if and only if there exist integers a1, . . . af
so that




for each 1 ≤ i ≤ n.
We now build a polyhedral set of minimal weight coset representatives, for each
pattern π. The following is a modification of the arguments in Section 6 of [4].
Proposition 3.2.5. Fix a pattern π ∈ P , and with F an infinite index subgroup of
ZnCG, consider the set (F\G)π of right cosets which contain an element represented
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by a word in W π, i.e.
(F\G)π = {Fg ∈ F\G | Fg ∩W π 6= ∅}.
Then there exists a set V πF ⊂ W π consisting of minimal-weight (amongst W π) rep-
resentatives for every coset in (F\G)π, with the property that
−→
V πF is a polyhedral
set.
Proof. We will define an ordering on words in W π that is consistent with the weight
ordering, and yields a unique minimal representative for each coset in (F\G)π.
Fix a basis {b1, . . . , bf} for F . So that this proof applies in full generality, in
the case that F is the trivial group we set b1 to be the zero vector and consider the
‘basis’ {b1}. Recall the vectors Aπ1 , . . . , Aπn+1 ∈ Zm. Choose standard basis vectors
Aπn+2, . . . , A
π
K so that {Aπn+1, . . . , AπK} consists of m linearly independent vectors in
Zm (and so K = n + m). Note that m ≥ 1 since m = (k + 1)|X| and X = S ∩ Zn
is non-empty (see Definition 3.1.3). Define an order on the words of W π as follows.
We will write v ≤π w if and only if either v = w or there exist integers a1, . . . , af ,
and 0 ≤ i ≤ m such that
Aπk · (~v − ~w) = ek ·
f∑
j=1
ajbj, for 1 ≤ k ≤ n,
Aπk · (~v − ~w) = 0, for n+ 1 ≤ k < n+ i, and
Aπn+i · (~v − ~w) > 0.
We show that this is a partial order on W π. Firstly, note that the ordering is reflexive
by definition. Next, we show transitivity. Suppose u, v, w ∈ W π with u ≤π v ≤π w.
If u = v or v = w then clearly u ≤π w, so suppose u 6= v 6= w. So we have integers
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a1, . . . , af , a
′
1 . . . , a
′
f and 0 ≤ i, i′ ≤ m with
Aπk · (~u− ~v) = ek ·
f∑
j=1
ajbj, for 1 ≤ k ≤ n,
Aπk · (~u− ~v) = 0, for n+ 1 ≤ k < n+ i, and
Aπn+i · (~u− ~v) > 0
and
Aπk · (~v − ~w) = ek ·
f∑
j=1
a′jbj, for 1 ≤ k ≤ n,
Aπk · (~v − ~w) = 0, for n+ 1 ≤ k < n+ i′, and
Aπn+i′ · (~v − ~w) > 0.
Then for 0 ≤ k ≤ n we have






by linearity of the scalar product. Furthermore, Aπk · (~u − ~w) = 0 for n + 1 ≤ k <
min(i, i′) and Aπk ·(~u− ~w) > 0 for k = min(i, i′), and thus u ≤π w, so ≤π is transitive.
For antisymmetry, note that if v ≤π w and w ≤π v then either v = w or we must
have Aπk · (~v − ~w) = Aπk · (~w − ~v) = 0 for each n + 1 ≤ k ≤ K, and since the
corresponding Aπks consist of m linearly independent elements of Zm, we must have
~v = ~w, i.e. v = w. Thus the order is a well-defined partial order (although not a
total order).
If we restrict ourselves to the words representing a single F -coset (understanding
‘F -coset’ to mean ‘element’ when F is trivial), this becomes a well-ordering. To see
this, suppose we have an infinite descending chain of words in W π that represent
the same coset:
w1 ≥π w2 ≥π · · · .
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Since Aπk ∈ Nm for k > n and ~wi ∈ Nm for all i, the sequences
Aπk · ~w1 ≥ Aπk · ~w2 ≥ · · ·
for each k > n consist of non-negative integers and so must stabilize, say after ik
steps. Let imax = maxn<k≤K(ik). Then A
π
k · ~wimax = Aπk · ~wimax+j for any positive
integer j, and all n < k ≤ K. Therefore since the m vectors Aπk for k > n are
linearly independent, wimax = wimax+j and the sequence stabilizes. Note that two
words representing the same coset can always be compared under≤π, since Corollary
3.2.4 implies there are integers a1, . . . , af satisfying the definition. Thus there is a
unique ≤π-minimal word in W π that represents each coset in (F\G)π.
Note that if v ≤π w then Aπn+1 · ~v ≤ Aπn+1 · ~w and so ω(v) ≤ ω(w). Thus the
unique ≤π-minimal element in W π that represents a given F -coset is also a minimal
weight coset representative (amongst W π). Let V πF denote the set of all ≤π-minimal
representatives in W π, that is
V πF := {w ∈ W π | If v ∈ W π s.t. v ∈ Fw then w ≤π v} . (3.10)
To finish the proof, we need to show that V πF corresponds to a polyhedral set in Zm.
An element τ ∈ Zm will be called a translation (with respect to F , π) if there
exist integers a1, . . . , af and 0 ≤ i ≤ K − n such that Aπk · τ = ek ·
∑f
j=1 ajbj for
1 ≤ k ≤ n and
Aπn+1 · τ = · · · = Aπn+i−1 · τ = 0, Aπn+i · τ > 0.
Let T denote the set of all such translations. Suppose v, w ∈ W π. Then it is clear
that w ∈ Fv with w ≤π v if and only if there exists some τ ∈ T with ~v = ~w+τ . The
set T is contained in Zm. Consider T ∩ QI for some I ⊆ {1, . . . ,m}. By Lemma
3.1.26, there exists a finite set TI ⊂ T ∩QI such that each element τ ∈ T ∩QI has
a bound τ0 ∈ TI such that τ0 ≤I τ . Let Tmin =
⋃
I TI , the union of the minimal
translations across all orthants. We now claim that
−→




It is not hard to see that this is a polyhedral set, which proves the Proposition.
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~v ∈ τ + Nm for some τ ∈ Tmin, i.e. ~v = τ + ~w for some ~w ∈ Nm. This implies that
there is some w ∈ W π which shares an F -coset with v such that w ≤π v. But this
implies that v is not minimal, contradicting the assumption that v ∈ V πF .
Conversely, suppose that ~v ∈ Nm \
⋃
τ∈Tmin(τ +N
m) and v /∈ V πF . So there exists
some τ ∈ T and ~v0 ∈ V πF , with ~v = ~v0 + τ and v0 ∈ Fv. In other words ~v − ~v0 is
a translation. Choose I so that ~v − ~v0 ∈ QI , and then τ0 ∈ TI so that τ0 ≤ ~v − ~v0.
We claim that ~v− τ0 ∈ Nm, i.e. ~v ∈ τ0 +Nm, contradicting our assumption. Indeed,
for i ∈ I we have ei · τ0 ≤ ei · τ , so ei · (~v − τ0) ≥ ei · (~v − τ) = ei · ~v0 ≥ 0, and for
i /∈ I we have ei · (~v − τ0) ≥ ei · (−τ0) ≥ 0. So for all i, ei · (~v − τ0) ≥ 0, and hence
~v − τ ∈ Nm as claimed.
Since Fg ⊂ Zng for any g ∈ G, any two words that represent the same F -coset
must lie in the same Zn-coset. So we consider each Zn-coset separately. Section 3.1
tells us that for a given Zn-coset, say Znt for t ∈ T , there is a finite set of patterns
Pt, over the extended generating set S̃, whose patterned sets contain representatives
for all the elements of the coset (and no other cosets). We take the corresponding
polyhedral sets
−→
V πF from equation (3.10) for each π ∈ Pt, and combine them to find
a language of representatives for the F -cosets within Znt. We may have pairs of
words with different patterns that both represent the same coset, but we only wish
to count the minimal one. To prove Theorem 3.2.2, we show that these overlaps
between the
−→
V πF s are polyhedral, so can be removed without losing rationality.
Definition 3.2.6. Let π, µ ∈ Pt for some t ∈ T . Define the set Rπ,µ (resp. Rπ,µ∗ )
consisting of all those elements of V πF where there is an element of V
µ
F of strictly
smaller (resp. equal) weight that represents the same coset:
Rπ,µ :={v ∈ V πF | ∃u ∈ V
µ
F , u ∈ Fv, ω(u) < ω(v)}
Rπ,µ∗ :={v ∈ V πF | ∃u ∈ V
µ
F , u ∈ Fv, ω(u) = ω(v)}.
We need to discard all of Rπ,µ for every pair π 6= µ, since we only want minimal
words. If there exist two or more minimal weight representatives for the same coset
with equal weight, we must choose exactly one and discard the rest. We make the
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following definition.















So UπkF consists of those minimal-weight coset representatives in W
πk where there
are no representatives of the same coset with smaller weight and a different pattern,
and wherever there are multiple representatives with equal weight we choose based
on the order on Pt.
Proof of Theorem 3.2.2. We claim that
−−→
UπkF ⊂ Nm(π) is a polyhedral set for each
πk. Then the disjoint union of the sets U
πk
F for each πk ∈ Pt, and each t ∈ T , is a
finite disjoint union of rationally growing languages, forming a set of minimal weight
representatives for the cosets F\G, which will prove the Theorem.
To prove that
−−→





polyhedral for any π, µ, since
−−→
UπkF is then obtained from polyhedral sets via finite
unions and set complement, so is itself polyhedral.
Let 1j ∈ Z2n+2+f be the vector with a 1 at the jth entry and zeroes everywhere
else. Define the vectors










 2n+ 2 zeroes
f rows









φ ∈ Z2n+2+f | φ · En+1 > 0
}
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V πF → Zn+1 denote the integral affine transformation
Eπ : ~w 7→

Aπ1 · ~w +Bπ1
Aπ2 · ~w +Bπ2
...
Aπn+1 · ~w +Bπn+1

for any pattern π (and write (Eπ)−1X for the preimage in
−→
V πF of any X ⊆ Zn+1).
For any k′ > k, write pk : Zk
′ → Zk for the projection onto the first k coordinates.













which is a polyhedral set since projection is an affine transformation. Indeed, sup-
pose that v ∈ Rπ,µ. So there exists u ∈ V µF such that u ∈ Fv and ω(u) < ω(v). By
Corollary 3.2.4, there exist integers a1, . . . , af such that
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n+1. In other words
Aπ1 · ~v +Bπ1
Aπ2 · ~v +Bπ2
...
















and hence (Eπ(~v), Eµ(~u)) ∈ p2n+2(Φ), so ~v is contained in the right hand side of
(3.11).





















That is, there exists u ∈ V µF with z = (A
µ
1 · ~u + B
µ
1 , . . . , A
µ




there exist integers a1, . . . , af such that (Eπ(~v), z, a1, . . . , af )> ∈ Φ, and together
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this means that 
Aπ1 · ~v +Bπ1
Aπ2 · ~v +Bπ2
...
















From the definition of Φ, this implies that








for each 1 ≤ i ≤ n and Aπn+1 · ~v + Bπn+1 > A
µ
n+1 · ~u + B
µ
n+1. So v ∈ V πF and there
exists u ∈ V µF with u ∈ Fv and ω(u) < ω(v), i.e. v ∈ Rπ,µ, and so
−−→
Rπ,µ has the
polyhedral form (3.11) as claimed.













We now use the previous result to prove Theorem 3.2.1, that is, to show that
for an arbitrary subgroup H ≤ G, the set of right cosets H\G has rational growth
with respect to any choice of weighted generating set for G. The proof relies on the
understanding of the structure of subgroups in Lemma 3.4.4 and the rationality of
coset growth for free abelian subgroups in Theorem 3.2.2.
Proof of Theorem 3.2.1. First, we consider the coset structure of G. Let Zn be the
maximal free abelian normal subgroup of G. Then we have H ∩ZnCH, with finite
index c ≤ d. Fix a choice of transversal {h1, . . . , hc} for the cosets (H ∩ Zn)\H. As
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in Lemma 3.4.4, we extend this to a transversal for Zn\G, write T = {t1, . . . , td} ⊇
{h1, . . . , hc}. Suppose that the free abelian group H ∩Zn has rank f , and fix a basis
{b1, . . . , bf} ⊂ Zn.
Consider a coset Hg ∈ H\G. Following the above discussion, we may decompose
H as the finite union of its H ∩Zn-cosets. We may also write g = (g1, . . . , gn)>t for











Since H ∩ Zn is also a subgroup of G, contained in Zn, Theorem 3.2.2 provides a
minimal weight representative for each coset of H∩Zn in G of the form (H∩Zn)hjg,
and therefore a collection of c candidates for a minimal-weight representative for
Hg, since the minimal-weight representative for Hg is one of the c minimal-weight
representatives for the cosets (H ∩ Zn)hjg. We will express these candidates as c-
tuples of words, (whose patterns together make c-fold patterns, see Section 3.1.5),
and show that they correspond to polyhedral sets, from which rationality will follow.
Fix a c-fold pattern π = (π1, . . . , πc) ∈ P c (recalling the definition of P from
Definition 3.1.7), and define
V (π) =
{(
w(1), . . . , w(c)
)
∈ Uπ1H∩Zn × · · · × U
πc
H∩Zn | (3.12)
∃g ∈ G s.t. w(j) ∈ (H ∩ Zn)hjg, 1 ≤ j ≤ c
}
,
where UπkH∩Zn is the set of minimal representatives for the cosets of H ∩ Zn in G as
defined in Definition 3.2.7, where H ∩Zn plays the role of F . Each element of V (π)
consists of a c-tuple of candidates for a minimal weight representative of some coset
Hg. By Lemma 3.1.24, if
−−−→
V (π) is polyhedral then there is a language Lπ of minimal
representatives for those cosets represented by V (π), which grows rationally. Every
element of G has a minimal-weight representative with a pattern in P (by definition
of P ), and so in particular every coset has a minimal-weight representative with
pattern in P , and is therefore represented in some V (π). Thus the union
⋃
π∈P c Lπ
forms a language of minimal weight representatives for the set of cosets H\G. Since
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P c is finite, this union is a finite union of polyhedral sets, and thus has rational
growth.
We now show that
−−−→
V (π) is indeed a polyhedral set for each π ∈ P c, which will
complete the proof. For some tuple in V (π), consider the element g as in equation
(3.12). This can be expressed as (g1, . . . , gn)
>t for some gi ∈ Z and t ∈ T .
So we can decompose V (π) as a finite union
⋃
t∈T V (π, t) where
V (π, t) =
{(
w(1), . . . , w(c)
)
∈ Uπ1H∩Zn × · · · × U
πc
H∩Zn |
∃g ∈ Znt s.t. w(j) ∈ (H ∩ Zn)hjg, 1 ≤ j ≤ c
}
.
We wish to write an element of (H ∩ Zn)hj(g1, . . . , gn)>t in the standard form
defined in section 3.1.1. Recall from section 3.1.3 that for any element s ∈ T , we
have a matrix ∆s so that s(a1, . . . , an)
>s−1 = ∆s(a1, . . . , an)
> for any integers ai.
For two coset representatives s, t ∈ T , their product st will not necessarily be in T .
So let xst ∈ Zn and τst ∈ T be such that st = xstτst.
Now suppose that
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So there exist integers λ
(j)
1 , . . . , λ
(j)












































which is in the standard form. Thus for w(j) ∈ W πj , we have w(j) ∈ (H ∩ Zn)hjg
for some g = (g1, . . . , gn)
>t if and only if
1. there exists λ
(j)










































2. tπj = τhjt,
(where πj = (B
πj
1 , . . . , B
πj
n )>tπj as before). The first condition can be restated as
47
Chapter 3: Virtually Abelian Groups
follows. There exists λ
(j)





































i + ei · xhjt. (3.13)
Then we may rewrite V (π, t) as follows.
V (π, t) =
{(
w(1), . . . , w(c)
)
∈ Uπ1H∩Zn × · · · × U
πc
H∩Zn




n, s.t. each w(j) satisfies (3.13) for each 1 ≤ i ≤ n
}
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 f(j − 1) zeroes f rows f(c− j) zeroes
n rows
where 1i∆hj is the matrix product of the row vector with 1 at the ith position and

















we see that a c-tuple of words
(
w(1), . . . , w(c)
)
satisfies (3.13) for some i precisely
when there exists v ∈ Zm(π)+fc+n such that
Lji · v = −B
πj
i + ei · xhjt
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and pm(π)(v) =
(−−→




∈ Zm(π). Therefore we have
−−−−→








∣∣Lji · v = −Bπji + ei · xhjt}
)
,







V (π, t) is polyhedral, which proves the Theorem.
Benson’s result that virtually abelian groups have rational weighted growth series
with respect to all generating sets follows from the following special case of Theorem
3.2.1.
Theorem 3.2.8 (Theorem 1.2 of [4]). Let G be a virtually abelian group, with any
choice of finite weighted generating set S. For each pattern π ∈ P , with P as in def-
inition 3.1.7, there exists a set Uπ ⊂ S̃∗ such that
−→




π forms a language of unique minimal-weight representatives
for the elements of G.
Since the xi generators in U
π correspond to the coordinates of Nm(π), and the
contribution from the yk generators is constant within U
π, rational growth of
−→
Uπ
(in the sense of Proposition 3.1.21) implies rational growth of Uπ with respect to S̃,
and hence with respect to S.
3.3 Conjugacy Growth Series
In this section we will prove the following.
Theorem 3.3.1. Let G be a virtually abelian group, with finite generating set S,
and weight function ω : S → N+. Then the weighted conjugacy growth series of G
with respect to S is rational.
In order to prove this Theorem, we show that the set of conjugacy classes of a
virtually abelian group can be split into an infinite collection of finite classes, and
an infinite collection of infinite classes. For the finite case, [4] gives us a way to find
a minimal representative for each element of the conjugacy class, and express a full
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set of representatives using polyhedral sets. In the infinite case, we express each
conjugacy class as a finite union of cosets of certain subgroups. Section 3.2 gives
us a way to find a minimal representative word for a given coset, and to express a
full set of such representatives using polyhedral sets. We thus find a finite set of
candidates for a unique minimal representative for every conjugacy class (finite or
infinite). This allows us to use Lemma 3.1.24 to extract a single such representative
for each class, so that the polyhedral set description, and thus rational growth, is
preserved.
As above, we assume that G contains Zn as a normal subgroup, with [G : Zn] =
d < ∞, and we let T be a choice of transversal for G/Zn such that 1G ∈ T .
Furthermore, we fix an order on T :
T = {1, t2, t3, . . . , td}.
First, we must understand the structure of conjugacy classes in virtually abelian
groups. Conjugacy classes have different structure depending on whether they are
inside or outside the centralizer of Zn, CG(Zn). Thus we consider these cases sepa-
rately. Note that if one element of a coset Znt centralizes Zn then t must centralize
Zn and hence the whole coset is in CG(Zn). So both CG(Zn) and G \ CG(Zn) are
unions of Zn-cosets.
3.3.1 Conjugacy classes of elements inside the centralizer of
Zn
Lemma 3.3.2. Let g ∈ CG(Zn). Then the conjugacy class of g has size at most d,
and is given by
[g] = {tgt−1 | t ∈ T} = {g, t2gt−12 . . . , tdgt−1d }.
Proof. Let h ∈ G. Then hgh−1 = xtgt−1x−1 for some x ∈ Zn and t ∈ T . Since the
centralizer of a normal subgroup is itself a normal subgroup, tgt−1 centralizes Zn,
and so hgh−1 = tgt−1.
Recall the sets Uπ of minimal-length representatives for π-patterned words, in-
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troduced in Theorem 3.2.8. Each element of a conjugacy class has a unique minimal-
weight representative, and this is contained in Uπ for some π ∈ P (recall Definition
3.1.7). So by Lemma 3.3.2, each conjugacy class in CG(Zn) has at most d candidate
words for a weight minimal representative. A d-tuple of candidates has a d-fold
pattern, the d-dimensional vector where the entries are the patterns of the compo-
nent words of the d-tuple. We will show that for each d-fold pattern in P d, the
corresponding set of d-tuples of candidate representatives forms a polyhedral set.
Definition 3.3.3. Fix a d-fold pattern π = (π1, π2, . . . , πd) ∈ P d where πj ∈ CG(Zn)
for each j, and tjπ1t
−1
j ∈ Znπj for each 2 ≤ j ≤ d. Let
C(π) :=
{(
w(1), . . . , w(d)
)
∈ Uπ1 × · · · × Uπd |
w(j) = tjw(1)t
−1
j , for each 2 ≤ j ≤ d
}
.
Remark 3.3.4. Note that each tuple in C(π) corresponds to a conjugacy class, and
(by definition of the sets Uπj) the weight of a conjugacy class is realised by at least
one of the words in the corresponding tuple.
Proposition 3.3.5. For each C(π), the set
−−−→
C(π) ⊂ Nm(π) is polyhedral.
Proof. Consider w(1) ∈ Uπ1 and w(j) ∈ Uπj where tjπ1t−1j ∈ Znπj. By Lemma 3.1.17,
w(j) = tjw(1)t
−1
j if and only if
Aπ1i,tj ·
−−→








for each 1 ≤ i ≤ n. We express this using linear algebra. Define
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for each 1 ≤ i ≤ n, 2 ≤ j ≤ d. Then the vector
(−−→





some j if and only if







 = Bπji −Bπ1i,tj















∣∣∣F ji (π) · ~z = Bπji −Bπ1i,tj} .
This is therefore a polyhedral set.
3.3.2 Conjugacy classes of elements outside the centralizer
of Zn
We express the conjugacy classes in terms of certain cosets, and use the sets UπF
introduced in Definition 3.2.7 to find polyhedral sets of conjugacy class representa-
tives.
Definition 3.3.6. For any γ ∈ G, define the subgroup
F (γ) = {[x, γ] | x ∈ Zn}.
Note that this is indeed a subgroup of G, since if x, y ∈ Zn, we have
[x, γ][y, γ] = xγx−1γ−1yγy−1γ−1 = xyγx−1γ−1γy−1γ−1 = [xy, γ].
Furthermore, since Zn is normal, [x, γ] ∈ Zn, and so F (γ) is a subgroup of Zn, and
hence is free abelian.
Remark 3.3.7. Let a ∈ Zn and t ∈ T . Then since Zn is normal, [x, at] =
xatx−1t−1a−1 = xtx−1t−1aa−1 = [x, t]. So F (γ) depends only on the Zn-coset that γ
is contained in. Thus if w ∈ W π then F (w) = F (π).
If A and B are subsets of some group G, write BA for the conjugate of A by B,
that is BA = {bab−1 | a ∈ A, b ∈ B}.
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Lemma 3.3.8. If g ∈ G \ CG(Zn) then its conjugacy class is given by a union of











Proof. Let g ∈ G \ CG(Zn), and suppose x ∈ Zn. We have xgx−1 = xgx−1g−1g =
[x, g]g. Now the conjugacy class is given by
[g] = G{g} = {xtg(xt)−1 | x ∈ Zn, t ∈ T} = Z
n










| x ∈ Zn
}
tgt−1.
Definition 3.3.9. Fix a d-fold pattern π = (π1, . . . , πd) where πj ∈ G \CG(Zn) for
each j, and tjπ1t
−1
j ∈ Znπj for 2 ≤ j ≤ d. Define
C ′(π) =
{(
w(1), . . . , w(d)
)








, 2 ≤ j ≤ d
}
,
where UπiF (πi) is as in Definition 3.2.7. That is, C
′(π) is the set of d-tuples of words
where each w(j) is the unique minimal representative for its F (πj)-coset, and w(j) is
conjugate to w(1) via an element of Zntj.
Proposition 3.3.10. Each element of C ′(π) consists of a d-tuple of words rep-
resenting elements of the same conjugacy class. Furthermore, the weight of the
conjugacy class is realised by the word(s) of smallest weight in the d-tuple.
Proof. Let
(
w(1), w(2), . . . , w(d)
)
∈ C ′(π). From the definition of C ′(π), each w(j)
is conjugate to w(1), so each component word represents an element of the same
conjugacy class. Now from Lemma 3.3.8, we see that each word represents one of
the finite number of cosets that make up the corresponding conjugacy class. In fact,
since each w(j) is contained in UF (πj), each component word is a minimal-weight
representative for the coset. Therefore the minimal-weight representative(s) for the
conjugacy class must be contained in {w(1), w(2), . . . , w(d)}.
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Proposition 3.3.11. The set
−−−→













j = F (πj)tjw
(1)t−1j .








Write fj for the rank of the free abelian group F (πj) ⊂ Zn. Let {b
πj




choice of basis for F (πj). Then there exists y ∈ F (πj) satisfying (3.15) if and only






































































w(1) − Aπji ·
−−→











for each 1 ≤ i ≤ n. We express this using linear algebra.
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For each 1 ≤ i ≤ n and 2 ≤ j ≤ d, consider the vectors















































j=1 fj, i.e. the sum of the ranks of the free abelian subgroups F (πj), and






when there exist integers a1, a2, . . . af such that






















for each 1 ≤ i ≤ n and 2 ≤ j ≤ d. We see that each of these identities defines an
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Taking the intersection of each elementary set, discarding the vector (a1, . . . , ar), and
intersecting with the cartesian product of polyhedral sets UF (π1)×· · ·×UF (πd), allows




























where, as before, pk denotes projection onto the first k coordinates.
We are now ready to prove Theorem 3.3.1.
Proof of Theorem 3.3.1. Each conjugacy class in G has a d-tuple of candidates for
a weight-minimal representative (see Remark 3.3.4 and Proposition 3.3.10), given
by an element of C(π) or C ′(π) for an appropriate d-fold pattern π. The result will
follow from the following claim:
There exists a finite set of d-fold patterns, R, so that:
1. the candidate representatives for every conjugacy class in G (as d-tuples of
words) have a d-fold pattern in R, and
2. no conjugacy class is represented by more than one d-fold pattern in R.
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For each π ∈ R, Lemma 3.1.24 yields a set Lπ ∈ S̃∗ of unique, minimal-weight
representatives for the tuples of C(π), or C ′(π). It follows from the above claim
that
⋃
π∈R Lπ is a finite disjoint union of sets, forming a language of unique minimal-
weight representatives for the conjugacy classes of G. Since each Lπ has rational
growth series, we conclude that G has rational conjugacy growth series.
Now we prove the claim. If P is the finite set of patterns (with respect to S̃∗)
providing minimal weight representatives for each element of G (as per Definition
3.1.7), consider the set of ordered d-tuples (π1, π2, . . . , πd) of elements of P , with the
condition that tiπ1t
−1
i ∈ Znπj. For any set of such d-tuples which are permutations of
each other, choose only one (arbitrarily), and discard the others. Call the resulting
reduced set of d-fold patterns R. This is clearly a finite set, and is sufficient to
represent all d-tuples of elements of G. This proves part (1).
To see part (2), note that the candidates are uniquely determined (either the
unique weight-minimal representatives for each element, in the CG(Zn) case, or the
unique weight-minimal representatives for each coset component, in the G \CG(Zn)
case). A tuple of candidates uniquely determines a d-fold pattern in R (since we
have removed permutations). Thus the claim holds, and the theorem follows.
3.4 Relative growth series
Given a group G with finite generating set S, consider a subset V ⊂ G. One can
construct the relative (weighted) growth series of V with respect to the generators
of G by defining σ(n) to be the number of elements of V with weight n. We prove
that if V can be represented by polyhedral sets in an appropriate way then the
relative growth of V is rational. In particular, we prove that for any subgroup of a
virtually abelian group, the relative weighted growth series is rational (for any finite
generating set and positive integer weight function).
We will use the polyhedral sets Uπ from Benson’s Theorem 3.2.8, which together
are in one-to-one correspondence with a language of geodesic representatives for the
elements of G.
Theorem 3.4.1. Let G be virtually abelian, with normal free abelian subgroup Zn,
and corresponding transversal T , and let S be a finite weighted generating set. Let
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V ⊆ G such that there exist polyhedral subsets Vt ⊆ Zn with V =
⋃
t∈T Vtt. Then V
has rational weighted growth series with respect to S.
Proof. Let Pt denote the (finite) set of patterns π such that π ∈ Znt and |π| ≤





Rπ = {u ∈
−→








So Rπ is a polyhedral subset of Zm(π), and thus
∑
n≥0 σRπ(n)z

























Since P is finite, this is a finite sum of rational functions, and thus V has rational
relative growth series.
We now show that we can test for subgroup membership using polyhedral sets,
resulting in the following.
Theorem 3.4.2. Let G be a finitely generated virtually abelian group and let H
be any subgroup of G. Then H has rational weighted growth series relative to any
choice of generators of G (with any weight function).
We need the following Lemmas.
Lemma 3.4.3. Any subgroup of a virtually abelian group is virtually abelian.
Proof. Let G be virtually abelian, with normal free abelian finite index subgroup
Zn as usual. Let d = [G : Zn]. Suppose H is a proper subgroup of G. By the second
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Since [G : Zn] = [G : HZn][HZn : Zn] and [G : Zn] is finite, [HZn : Zn] is also finite
(with [HZn : Zn] ≤ [G : Zn]), and so H ∩Zn is a finite index (free) abelian subgroup
of H, proving the claim.
In the next Lemma, we establish criteria for an element of a virtually abelian
group to lie in a chosen subgroup.
Lemma 3.4.4. Let G be a finitely generated virtually abelian group, with normal
subgroup Zn of finite index d as usual. Let H < G, and choose a set {h1, . . . , hc} ∈ H
of coset representatives for H ∩ Zn\H. Then this set can be extended to a set
{h1, . . . , hc, . . . , hd} of coset representatives for Zn\G, and an element xhi ∈ G,
with x ∈ Zn, is in H if and only if
1. 1 ≤ i ≤ c, and
2. x ∈ H ∩ Zn.
Proof. Firstly, Lemma 3.4.3 implies that H ∩ Zn is a finite index subgroup of H,




(H ∩ Zn)hi. (3.17)
Next, we note that each element hi ∈ {h1, . . . , hc} represents a unique Zn-coset: let
hi 6= hj, and suppose that they define the same coset in G/Zn. Then hih−1j ∈ Zn,
and since both are elements of H, hih
−1
j ∈ H ∩ Zn. But this would imply that they
represent the same coset in H/H ∩ Zn, which is a contradiction.
Now choose elements hc+1, . . . , hd so that {h1, . . . , hd} is a set of coset represen-














From this decomposition, it is clear that an element xhi ∈ G (with x ∈ Zn) is in
H if and only if it lies in one of the cosets that intersectsH (that is, hi ∈ {h1, . . . , hc})
and the abelian part lies in H ∩ Zn (that is, x ∈ H ∩ Zn).
60
Chapter 3: Virtually Abelian Groups
Proof of Theorem 3.4.2. The strategy of the proof is to use the criteria given in
Lemma 3.4.4 to detect those elements of G which are contained in H, pattern by
pattern, and show that they form polyhedral sets. We can then use the sets Uπ to
find minimal representatives for the elements of H.
Fix a generating set S for G, and a weight function ω. We consider the expanded
generating set S̃ of Section ??, and the corresponding finite set of patterns P as in
Definition 3.1.7. Since words with the same pattern represent elements of the same
Zn-coset (see Remark 3.1.13), only words whose pattern represents an element of⊔c
i=1 Znhi can possibly be in H. Call the set of such patterns PH .
Fix one of these patterns, π ∈ PH , and the resulting vectors Aπi and integers Bπi
as in section 3.1. Consider a word w ∈ W π. By design, we have an hi with 1 ≤ i ≤ c
so that w ∈ Znhi, so criterion (1) is satisfied. Now by criterion (2), w represents an




























 ∈ H ∩ Z
n. (3.19)
Now H ∩Zn is a (free abelian) subgroup of Zn. Suppose it has dimension f , and
choose a basis {b1, . . . , bf} ⊂ Zn. Then w satisfies (3.19) if and only if there exist











 = a1b1 + · · ·+ afbf .
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In other words,
Aπi · ~w +Bπi = ei · (a1b1 + · · ·+ afbf ) = a1(ei · b1) + · · ·+ af (e1 · bf ) (3.20)
for each 1 ≤ i ≤ n.
We will now express the set of all vectors satisfying (3.20) as a polyhedral set.








 m rows f rows
where the first m entries are the entries of the vector Aπi , and the last f entries are−1
times the ith component of the basis vectors. Now a vector ~w ∈ Zm satisfies (3.20)
for some i precisely when there is a vector ~v ∈ Zm+f , with entries v1, v2, . . . , vm+f ,
such that ~w = (v1, . . . , vm)
> and Aπi · ~w + Bπi = ei · (vm+1b1 + · · · + vm+fbf ). We























Cπi · ~v = −Bπi .
Let pm : Zm+f → Zm denote projection onto the first m coordinates. We can







∣∣Cπi · ~v = −Bπi }
)
∩ Nm.
Note that {~v ∈ Zm+f | Cπi · ~v = −Bπi } is an elementary set for each i, and therefore
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the intersection is a (basic) polyhedral set. Therefore Xπ is also a polyhedral set.






the result now follows from Theorem 3.4.1.
Corollary 3.4.5. Finite unions of subgroups of virtually abelian groups have rational
relative growth.
Proof. First note that the growth series of a finite disjoint union of subsets of G is
simply the sum of their individual growth series, and for subsets A ⊂ B ⊆ G, the
growth series of B \ A is the difference of their individual growth series. We will
induct on the number of subgroups in the finite union.
For subgroups H1 and H2, let I = H1 ∩H2. Then we can express their union as
a disjoint union of three subsets,
H1 ∪H2 = I ∪ (H1 \ I) ∪ (H2 \ I).
Since H1, H2, and I are all subgroups, they have rational relative growth, so each
term in the above expression does also, and so H1 ∪H2 has rational growth series.
Now assume the union of k subgroups has rational growth. Consider a union of











∩Hk+1. Then we have a disjoint union
k+1⋃
i=1






\ J ∪ (Hk+1 \ J)
and so if J has rational growth then
⋃k+1
i=1 Hi has rational growth. But we can write
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In this chapter we study the cumulative conjugacy growth of some nilpotent groups
of class 2. We first recall the essential definitions, using Hall [43] as a basic reference.
Definition 4.0.1. If x1, x2 are elements of a group, we define their commutator




2 . We can then define the n-fold commutator of elements
x1, x2, . . . , xn inductively:
[x1, x2, . . . , xn] := [[x1, x2, . . . , xn−1], xn].
Definition 4.0.2. For subgroups X1, X2, . . . Xn of some group, define their n-fold
commutator subgroup
[X1, X2, . . . , Xn] = 〈[x1, x2, . . . , xn] | xi ∈ Xi〉 .
Definition 4.0.3. Let G(c) = [G,G, . . . , G︸ ︷︷ ︸
c copies
]. Then the lower central series of the
group G is the subnormal series
G = G(0) BG(1) BG(2) B · · ·
Remark 4.0.4. If φ ∈ Aut(G), for some group G, then φ([g, h]) = [φ(g), φ(h)]
(for any g, h ∈ G). Thus the derived subgroup of any group G is a characteristic
subgroup. By an analogous argument, the ith term in the lower central series is
characteristic, for any i.
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Definition 4.0.5. A group is called nilpotent if its lower central series terminates.
That is, there exists c ∈ N such that G(c) is trivial. The minimal such c is called the
nilpotency class of the group.
The class 1 nilpotent groups are precisely the abelian groups.
Note that each G(i−1)/G(i) is abelian, and furthermore is central in G/G(i). Write
rk(H) for the torsion-free rank of any abelian group H.









Remark 4.0.7. For φ ∈ Aut(G) we have φ([x1, . . . , xr]) = [φ(x1), . . . , φ(xr)] and
therefore the subgroup G(r) is characteristic.
The following Theorem was proved independently by Bass [3] and Guivarc’h [41],
[42].
Theorem 4.0.8. Let G be nilpotent. Then the (cumulative) growth function of G
is polynomial of degree
∑c





The following celebrated theorem of Gromov provides the converse to this, ce-
menting the connection between growth and algebraic structure.
Theorem 4.0.9 ([37]). A finitely generated group has polynomial growth if and only
if it is virtually nilpotent.
Definition 4.0.10. The (higher) Heisenberg groups are class 2 nilpotent groups,
with a parameter r ∈ N+, given by the following presentation.
Hr : =
〈
a1, b1, a2, b2, . . . , ar, br
∣∣∣∣∣∣∣∣∣
[ai, aj] = [ai, bj] = [bi, bj] = 1 ∀i 6= j
[ai, bi] = [aj, bj] ∀i 6= j
[[ai, bi], aj] = [[ai, bi], bj] = 1 ∀i, j
〉
.
We will usually write c = [ai, bi].
Stoll classified the class 2 nilpotent groups G with [G,G] ∼= Z in terms of the
groups Hr. Each such G has a finite-index subgroup isomorphic to some Zm ×Hr,
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and this r is called the Heisenberg rank of G. Stoll then proved that for r ≥ 2, G
has a generating set for which the standard growth series is rational, and one for
which it is transcendental.
By contrast, Duchin and Shapiro [24] have shown that H1 has rational standard
growth with respect to any generating set.
Babenko [2] provided good asymptotic estimates for the conjugacy growth of the
higher Heisenberg groups.
Theorem 4.0.11 (Theorem 4.1 of [2]). Let ρ be any left-invariant metric on Hr,
and write cHr,ρ(n) for the number of conjugacy classes intersecting the n-ball with










for r ≥ 2, where ζ denotes the Riemann zeta function.
Remark 4.0.12. Observe that if the conjugacy growth series of Hr were rational,
then Proposition 2.3.8 would imply that ζ(2r−1)
ζ(2r)
was a rational number. To the au-
thor’s knowledge this is not known, for any integer r > 1, but would seem to be
unlikely.
In this chapter we use more elementary methods to recover Babenko’s results in
the special case where ρ is the word metric arising from some finite generating set,
and extend the scope to include all class 2 nilpotent groups with infinite cyclic de-
rived subgroup (Theorem 4.3.3). This comes at a cost: we only recover asymptotics
up to the usual equivalence of growth functions, whereas Babenko’s original result
includes the leading terms.
Babenko also provides a (fairly terse) proof that groups with a finite-index sub-
group isomorphic to H1 also have conjugacy growth equivalent to n
2 log n. We
provide a similar proof here with full details (Theorem 4.5.1). It is hoped that the
same techniques can be generalised to study the conjugacy growth of other virtually
nilpotent groups.
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4.1 Centrally amalgamated direct products
This section details Stoll’s classification [57] of class 2 nilpotent groups whose derived
subgroup is infinite cyclic.
LetG1, . . . , Gr be groups with central subgroups Z1, . . . , Zr respectively. Suppose
that there exists an abelian group Z and homomorphisms ϕi : Zi → Z for each i,
and consider the product homomorphism ϕ : Z1 × · · · × Zr → Z defined by
ϕ : (z1, . . . , zr) 7→ ϕ1(z1) · · ·ϕr(zr).
Furthermore, suppose that ϕ is surjective.
Definition 4.1.1. The group
G =
G1 × · · · ×Gr
kerϕ
is called the centrally amalgamated direct product of G1, . . . , Gr with respect to ϕ.
We will write central product for brevity.
Let Ai = Gi/Zi for each i. We have Z ∼= Z1 × · · · × Zr/ kerϕ. Then let
A := G/Z ∼=
G1 × · · · ×Gr/ kerϕ
Z1 × · · · × Zr/ kerϕ
∼=
G1 × · · · ×Gr
Z1 × · · · × Zr
∼= A1 × · · · × Ar.
Example 4.1.2. Let G1 ∼= G2 ∼= Z2 be given by the presentations
G1 = 〈x1, y1 | [x1, y1]〉, G2 = 〈x2, y2 | [x2, y2]〉,
and let Z = 〈z | z2〉. Define homomorphisms from the second direct factor of each
Gi to Z: ϕi : 〈yi〉 → Z given by ϕ : yi 7→ z. Then the centrally amalgamated direct
product, G, of G1 and G2 with respect to ϕ is given by the presentation
〈x1, x2, z | [x1, x2], [x1, z], [x2, z], z2〉 ∼= Z2 × Z/2Z.
From now on we will deal exclusively with the case where each Zi is infinite
cyclic, generated by an element zi, and similarly Z is infinite cyclic, generated by
an element z. Hence, each ϕi is determined by an integer di as follows ϕi : zi 7→ zdi .
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Given pairs (G1, z1) and (G2, z2), we will write (G1, z1) ⊗d (G2, z2) for the central
product ofG1 andG2, amalgamated over the subgroups 〈z1〉 and 〈z2〉 with ϕ1(z1) = z
and ϕ1(z2) = z
d. If d = 1, we simply write (G1, z1)⊗ (G2, z2).
We now assume that each Gi is 2-step nilpotent with infinite cyclic derived
subgroup, and set Zi = [Gi, Gi]. Thus each Ai, and hence A, is abelian. We will use
the following classification given by Stoll.
Lemma 4.1.3 (Lemma 7.1 of [57]). Let G be a finitely generated 2-step nilpotent
group with [G,G] ∼= Z. Then there exists a finitely generated infinite abelian group
G0, and a tuple D = (δ1, . . . , δr−1) ∈ N+, with δk|δk+1 for each k, such that
G ∼= (· · · ((((G0, z)⊗ (H1, c))⊗δ1 (H1, c2))⊗δ2 (H1, c3)) · · · )⊗δr−1 (H1, cr).
Since the abelian group Γ := G0/〈z〉 is central, we have the following immediate
corollary.
Corollary 4.1.4. With the assumptions of Lemma 4.1.3, there exists a finitely
generated abelian group Γ (possibly finite or trivial) such that
G ∼= Γ×
(
(· · · (((H1, c)⊗δ1 (H1, c2))⊗δ2 (H1, c3)) · · · )⊗δr−1 (H1, cr)
)
.
Definition 4.1.5. We will write
HD = (· · · (((H1, c)⊗δ1 (H1, c2))⊗δ2 (H1, c3)) · · · )⊗δr−1 (H1, cr).
Thus, given an abelian group Γ, and an (r − 1)-tuple D of positive integers (for
r ≥ 1) where each entry divides the next, we can define a group Γ×HD. All finitely
generated nilpotent groups with infinite cyclic derived subgroup are of this form.
If Γ is trivial and each δk = 1, the corresponding Stoll group is the rth (higher)
Heisenberg group, with H1 corresponding to the case where r = 1 (i.e. D is empty).
That is,
Hr = (H1, c)⊗ (H1, c2)⊗ · · · ⊗ (H1, cr)︸ ︷︷ ︸
r copies of H1
.
We will need the following observation.
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Lemma 4.1.6. For any group HD as above, the centre Z(HD) = 〈c〉 has quadratic
relative (cumulative) growth.
Proof. We work with the generating set {a1, b1, . . . , ar, br}, and write B(n) for the





cδi−1mn. Write C(n) = {cl | |l| ≤ n}. Let ck ∈ C(n2), and suppose k > 0. So we can














and thus |ck| < (n− α) + (n− β) + 1 + β + (n− α− 1) + n = 4n− 2α. An exactly
symmetrical argument deals with the case of k negative. Therefore any element of
C(n2) has length at most 4n, i.e. C(n2) ⊂ Z(HD) ∩B(4n).
On the other hand, the highest possible power of c, written as a word over 4n
generators, is [anr , b
n
r ] = c





















i.e. |Z(HD) ∩B(n)| ∼ n2 as required.
4.2 Greatest Common Divisors
To count conjugacy classes we will need various facts about greatest common divisors
of tuples of integers, starting with the following lemma of Fernández and Fernández.
Lemma 4.2.1 ([29]). For n ≥ 1, let X(n)1 , X
(n)
2 , . . . be a sequence of independent
random variables, uniformly distributed in {1, 2, . . . , n}. Then the expected value
of the greatest common divisor of the first s of these random variables behaves as
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where C ≥ 0 is some constant.
For our purposes we will phrase this in terms of the sum of the greatest common
divisors of tuples of integers whose values are at most n.
Definition 4.2.2. We define two different n-balls in Zs.
1. Let B
(s)
 (n) = {(x1, . . . , xs) ∈ Zs | |xi| ≤ n for each 1 ≤ i ≤ s}. That is, the n-




(n) = {(x1, . . . , xs) ∈ Zs |
∑
|xi| ≤ n}. That is, the n-ball in Zs with
respect to the generating set consisting of standard basis vectors.
We will omit the superscript s when it is clear which dimension we are working with.








where R2 ∈ Q. And
∑
(x1,...,xs)∈B(s)
gcd(x1, . . . , xs) = Rs
ζ(s− 1)
ζ(s)
ns +O(ns−1 log n)
where Rs ∈ Q depends on the dimension s.
Proof. The sum of the values of a function over some fixed finite domain is equal to
the expected value of the function over the domain, multiplied by the cardinality of
the domain. The cumulative growth function of Zs is equivalent to Cns (Proposition
2.2.7), where C depends on the choice of generating set, but is always rational
since otherwise Proposition 2.3.8 would imply that the standard growth series was
irrational, contradicting Benson’s main result (Theorem 3.2.8).
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We will also need the following consequence of Lemma 4.2.1.
Corollary 4.2.4. Let (a, b) ∈ Z2 be fixed. Then
∑
(x,y)∈B(s) (n)
gcd(x− a, y − b) ∼ n2 log n.
Proof. Assume a, b ≥ 0. The other cases will follow by symmetry, since gcd(−a, b) =
gcd(a,−b) = gcd(−a,−b) = gcd(a, b). We have
∑
(x,y)∈B(s) (n)











where A = {(x, y) ∈ Z2 | |x−a| ≤ n, |y−b| ≤ n}\B(n) and B = B(n)\{(x, y) ∈
Z2 | |x− a| ≤ n, |y − b| ≤ n}.
We have |A| < (2n + 1)(a + b) and |B| < (2n + 1)(a + b). Furthermore, for
(x, y) ∈ A ∪B, gcd(x, y) ≤ max(n+ a, n+ b) = n+ max(a, b). Therefore
∑
(x,y)∈A
gcd(x, y) < (n+ max(a, b))(2n+ 1)(a+ b) 4 n2
and similarly for B. So since
∑
(x,y)∈B(n) gcd(x, y) ∼ n
2 log n, equation (4.1) gives
the result.
We now define a weighted form of the greatest common divisor tailored to our
needs.
Definition 4.2.5. LetD = (δ1, δ2, . . . , δr−1) ∈ Nr−1+ , and α = (i1, j1, i2, j2, . . . , ir, jr) ∈
Z2r. Then define
gD(α) = gcd(i1, j1, δ1i2, δ1j2, δ2i3, δ2j3, . . . , δr−1ir, δr−1jr).
Lemma 4.2.6. Let H ⊂ Z2r be the union of hyperplanes that contain the origin,
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and are perpendicular to an axis, i.e.
H = {z ∈ Z2r | ∃i s.t. zi = 0}.





Proof. Fix a coordinate to be zero (there are 2r choices). There are then (2n+1)2r−1
ways to complete the entries of α. Thus |H ∩ B(n)| = 2r(2n+ 1)2r−1 = O(n2r−1).
For a general element α ∈ B(n), we have gD(α) ≤ δmaxn where δmax = max{δi |
1 ≤ i ≤ r − 1}. Thus we have
∑
α∈H∩B(n)
gD(α) ≤ 2r(2n+ 1)2r−1 · δmaxn
and the result follows.
Theorem 4.2.7. Let r ≥ 1. Fix an (r− 1)-tuple D as above. Let α ∈ Z2r. Then if
r = 1 we have ∑
α∈B(2)l1 (n)
gD(α) ∼ n2 log n,
and if r > 1 we have ∑
α∈B(2r)l1 (n)
gD(α) ∼ n2r.
Proof. By symmetry, we only need consider α with non-negative coordinates (up to
a constant factor of 2r). Additionally, we will assume that the coordinates of α are
all positive, since the other case is covered by Lemma 4.2.6.
Let g1(α) = gcd(i1, j1, i2, j2, . . . , ir, jr), i.e. g1 = gD where all the entries of D are
equal to 1. We show that it suffices to prove the proposition for this special case.
Consider general D. Observe first that for any x, y, z ∈ Z we have
gcd(x, y) ≤ gcd(x, yz) ≤ gcd(xz, yz) = z gcd(x, y).
Since the greatest common divisor is an associative binary operation, and each
73
Chapter 4: Nilpotent groups
δk|δk+1, this gives the following bounds for gD(α), for all α ∈ Z2r:
g1(α) ≤ gD(α) ≤ δr−1g1(α).
















From now on we only consider g1(α).
Next we observe that counting in the l1 metric is equivalent to counting in the





















Corollary 4.2.3 now gives the result.
4.3 Conjugacy Growth
We now return to the group HD, with generators ai, bi and commutator c as in
Definition 4.1.5. The next proposition describes the structure of conjugacy classes
in HD.






2 · · · airr bjrr ∈ Ab(HD) ∼= Z2r, and consider
the element αck ∈ HD for some k ∈ Z. Then the conjugacy class represented by
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αck ∈ HD is either a singleton set, or a coset of a cyclic subgroup:
[αck] =
{c
k} α = 0
αck〈cgD(α)〉 α 6= 0.
Proof. First, ck is central, so [ck] = {ck}. Now consider non-identity α. Note that
by the construction of HD, we have
[at, bt] = ct =
c t = 1cδt−1 t > 1 .






1 · · · airr bjrr cka−1t
= ai11 b
j1




t · · · airr bjrr ck
= ai11 b
j1
1 · · · aitt b
jt














Now we estimate the length of the conjugacy classes with respect to the gener-
ating set {a±11 , b±11 , . . . , a±1r , b±1r }.
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2 · · · airr bjrr be a non-trivial
element of the abelianisation.
Then there exists K ≥ 0 such that |α| ≤ |[αck]| ≤ |α|+K for all k ∈ Z. This K
depends only on the tuple D, so is a constant for a given group.
Proof. Without loss of generality, we assume that each coordinate of α is non-
negative. The full result will follow by isometries of (the Cayley graph of) G which
send some subset of the generators to their inverses. First, we claim that any element
αck has length at least |α|, so |α| ≤ |[αck]|. To see this, consider any word over the
generators a1, b1, . . . , ar, br that represents αc
k. We can put this into normal form
by collecting the powers of generators into the given order, at the cost of powers of
c, using the identities [at, bt] = c
δt−1 for each t. Note that the exponent sum of each
generator can never increase. So any word representing αck has at least i1 instances
of a1, and so on.
From the structure of conjugacy classes given in Proposition 4.3.1, each conju-
gacy class [αck] has a representative of the form αc−l where 0 ≤ l < gD(α). We
will show that there is a global K such that all such elements have length at most
|α|+K, which proves the proposition.
By definition of the greatest common divisor, we have
gD(α) ≤ min{δkik, δkjk | 1 ≤ k ≤ r, ik 6= 0, jk 6= 0}.
Choose some ik or jk which is non-zero. We will suppose it is an ik but the argument
works analogously in the second case.

















and so the element represented by aikk b
jk
k c
−Ikδk has length ik + jk, and consequently
the element αc−Ikδk has length |α|, for all 1 ≤ Ik ≤ ik. Any element of the form
αc−l, where 0 ≤ l < gD(α), can be expressed as αc−Ikδkcε for some 1 ≤ Ik ≤ ik and
0 ≤ ε < δk. We have cε = [aε1, b1], so |cε| ≤ 2ε + 2, and thus our element has length
at most |α|+ 2ε+ 2.
Now suppose jk = 0. To use the identity (4.2) we need to introduce an extra
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copy of bk and b
−1
k , which adds 2 to the length of the word. Therefore in general we
have the bound |αc−l| ≤ |α|+ 2ε+ 4. Since ε ≤ δk ≤ δr−1, setting K = 2δr−1 + 4 is
enough to prove the proposition.
We can now calculate asymptotics for the conjugacy growth of any group of the
form Γ×HD.
Theorem 4.3.3. Let G be a class 2 nilpotent group, with infinite cyclic derived
subgroup, and let its Heisenberg rank be r ≥ 1. Then there exists s ∈ N such that
cG(n) ∼
n
2+s log n r = 1
n2r+s r ≥ 2.
Corollary 4.3.4. If G is a class 2 nilpotent group with infinite cyclic derived sub-
group, with Heisenberg rank equal to 1, then the conjugacy growth series of G is
transcendental (with respect to any finite generating set).




∣∣∣an+1an ∣∣∣ < 1 then the series ∑n≥0 an converges. From Theorem 4.3.3 we have





n converges as long as |z| < 1. So by Fatou’s Theorem
2.3.9, it is either rational or transcendental.
Suppose it is rational. Now since cG(n) is bounded above by a polynomial, and
is non-decreasing (since it is a cumulative growth function), Corollary 2.3.7 implies
that, in fact, there is some d ∈ N for which cG(n) ∼ nd. Since this is not the case,
the series cannot be rational and therefore must be transcendental. Note that the
asymptotics do not depend on the choice of generating set (by Proposition 2.4.1)
and therefore transcendence holds for all generating sets.
Proof of Theorem 4.3.3. First, supposeG = HD for some tupleD = (δ1, δ2, . . . , δr−1)
where δk | δk+1 for each k. For a fixed non-identity α ∈ Ab(HD), Proposition 4.3.1
implies that there are exactly gD(α) conjugacy classes in the coset α〈c〉, and Propo-
sition 4.3.2 implies that they have length in the range [|α|, |α|+K] for some K ≥ 0
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depending only on D. The conjugacy classes corresponding to α = 1 ∈ Ab(HD) are









We have βZ(HD)(n) ∼ n2 for any HD, so from Theorem 4.2.7 we have
cHD(n) ∼
n
2 log n r = 1
n2r r ≥ 2
Now a general step 2 nilpotent group G with infinite cyclic derived subgroup has the
form Γ×HD for an abelian group Γ and some D. Any abelian group has conjugacy
growth function equivalent to ns for some s ∈ N and so by Lemma 2.4.3, we have
cG(n) ∼ ns · cHD(n), which proves the Theorem.
4.4 Automorphisms of the Heisenberg group
In order to understand the conjugacy growth of finite extensions of H1, we need to
understand its automorphisms.
Lemma 4.4.1. Let G be a group with a characteristic subgroup N . Then the natural
homomorphism p : G→ G/N induces a homomorphism φ : Aut(G)→ Aut(G/N).
Proof. Let θ ∈ AutG. We define φθ ∈ Aut(G/N) as follows. For some element
x ∈ G/N , choose a lift γ ∈ G. Then define φθ(x) = p(θ(γ)). Suppose γ′ is a different
lift of x. So γ−1γ′ ∈ Ker(p) = N , and so θ(γ−1γ′) ∈ N since θ is characteristic.
Thus p(θ(γ−1γ′)) = 1 and we have p(θ(γ)) = p(θ(γ))p(θ(γ−1γ′)) = p(θ(γ′)). So φθ
is well-defined.
We also have
φθ1 ◦ φθ2(x) = φθ1(p(θ2(γ))) = p(θ1 ◦ θ2(γ)) = φθ1◦θ2(x),
where the second equality holds because θ2(γ) is a lift of p(θ2(γ)). Hence φθ1 ◦φθ2 =
φθ1◦θ2 so φ is a homomorphism.
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The proof of the following theorem follows that given by Osipov [50], with thanks
to Alan Logan for the simplified argument for exactness at GL2(Z).
Theorem 4.4.2. Let H1 denote the Heisenberg group as usual. Then its automor-
phism group fits into the following short exact sequence:
1→ Z2 ι−→ Aut(H1)
φ−→ GL2(Z)→ 1
where Z2 ∼= Inn(H1), ι is the inclusion map, and φ is the homomorphism induced
by the abelianisation map H1 → Z2, as in Lemma 4.4.1.
Proof. First, note that we have Inn(H1) ∼= H1/Z(H1) ∼= 〈a, b〉 ∼= Z2. Now we show
that the sequence is exact. An inner automorphism will always induce the identity
automorphism on the abelianisation, so φ maps any inner automorphism to the
identity in GL2(Z). So Im(ι) ⊆ Ker(φ). Conversely, let f ∈ Ker(φ). So there exist
α, β ∈ Z such that f(a) = acα and f(b) = bcβ. Consider the element aβb−α. We
have
aβb−α · a · bαa−β = acα
aβb−α · b · bαa−β = bcβ.
So the inner automorphism defined by conjugation by aβb−α coincides with f on
the generators of H1, so they are the same automorphism. Thus Ker(φ) ⊆ Im(ι) =
Inn(H1), and so the sequence is exact at Aut(H1).







. Define maps H1 → H1, via their values on the
generators as follows:
θ1 :
a 7→ abb 7→ b , θ2 :
a 7→ bb 7→ a.
Since [ab, b] = [ab−1, b] = [a, b], and [b, a] = [a, b]−1, we have [[ab, b], a] = [[ab, b], b] =
1, [[ab−1, b], a] = [[ab−1, b], b] = 1, and [[b, a], a] = [[b, a], b] = 1. Therefore θ1 and θ2
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, θ−12 = θ2.






 respectively by φ, and
hence φ is surjective.
We now describe a general automorphism of H1 more explicitly.
Proposition 4.4.3. Let θ ∈ Aut(H1). Then there exist integers α, β, γ, δ, ε, ζ (de-







where d = αδ − βγ.
Proof. By Theorem 4.4.2, we have Aut(H1)/Inn(H1) ∼= GL2(Z). We can choose, as




 with d = detD = ±1, where θD : a 7→ aαbγ and θD : b 7→





So any element of Aut(H1) has the form c(ε,ζ) ◦ θD where c(ε,ζ) is the inner auto-
morphism defined by conjugation by aεbζ and D ∈ GL2(Z) as above. We calculate
the image of an element aibjck ∈ H1 under such an automorphism. First note that
θD(c) = θD([a, b]) = [a
αbγ, aβbδ] = aαbγaβbδb−γa−αb−δa−β = cαδ−γβ = cd.
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We also note the following basic conjugacy calculation:
aεbζ · aIbJ · b−ζa−ε = aIbJcεJ−ζI .
Combining these we now have















Remark 4.4.4. Under the map φ in the proof of Theorem 4.4.2, θD induces the
linear map D ∈ GL2(Z).
4.5 Virtually Heisenberg
This section is devoted to the following, which forms part of Theorem 5.1 of [2].
Theorem 4.5.1. If G has a finite index subgroup isomorphic to the Heisenberg
group H1, then G has cumulative conjugacy growth function equivalent to n
2 log n.
The proof here broadly follows the argument given in [2], but provides full details.
We start with the following observation.
Lemma 4.5.2. If a group G has a finite-index subgroup isomorphic to H1, it con-
tains a finite index characteristic subgroup isomorphic to H1.
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Proof. Lemma 2.1.1 gives a finite-index characteristic subgroup of G that is con-
tained in the first H1 (and so is a characteristic subgroup of H1). The lemma will
follow if every finite-index subgroup of H1 is isomorphic to H1.
So suppose Γ is such a subgroup. Since the torsion-free ranks of the quotients
in the lower central series are a quasi-isometry invariant (Theorem 6.3.2), those of
Γ are equal to those of H1. So Γ is a torsion-free, class 2, nilpotent group, [Γ,Γ] of
rank 1, and Γ/[Γ,Γ] of rank 2. So Stoll’s classification above implies that Γ must be
isomorphic to H1.
Proof of Theorem 4.5.1. Firstly, by Lemma 2.4.5, we have cG(n) < cH1(n) ∼ n2 log n.
So only an upper bound remains to be shown.
We will consider each H1-coset separately, and only consider conjugation by
elements of the H1 subgroup. This is sufficient for an upper bound on the conjugacy
growth, since further conjugation can only reduce the number of conjugacy classes.
We have the following short exact sequence (where H1 is normal in G by Lemma
4.5.2):
1→ H1 → G→ ∆→ 1 (4.3)
where ∆ is some finite group.
Fix a transversal T so that each coset in G/H1 has the form tH1 for some t ∈ T .
Consider conjugating an element th ∈ tH1 by some x ∈ H1:




where θt : x 7→ t−1xt is an automorphism of H1 (since H1 is normal in G). Thus for
a fixed coset tH1, conjugation by the elements of H1 can be understood as twisted
conjugation within H1.








So if we have x = aibjck and h = albmcn (and so x−1 = c−kb−ja−i = a−ib−jc−k−ij),
then
θt(x)hx
−1 = al+(α−1)i+βjbm+γi+(δ−1)jcn+f(i,j) (4.4)
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where
f(i, j) = k(d−1)−αγ i(i− 1)
2
−βδ j(j − 1)
2
+(ε+i−l)(γi+δj)−ijβγ−ij+im−ζ(αi+βj).
For a fixed h ∈ H1, equation (4.4) defines a map Z3 → Z3 via x 7→ θt(x)hx−1.
Switching to vector notation, with h = albmcn = (l,m, n)T and x = aibjck =































. Write the determinant of D − I2 as d1 = (α− 1)(δ − 1)− βδ =
d− α− δ + 1, where d = detD. So
α + δ = d− d1 + 1 (4.5)
We consider the possible eigenvalues of the linear map D . If det(D − λI) =
λ2 − λ(α + δ) + d = 0 then
λ =
α + δ ±
√
(α + δ)2 − 4d
2
=
d− d1 + 1±
√
(d− d1 + 1)2 − 4d
2
. (4.6)
Furthermore, since ∆ is a finite group, D must have finite order, so λ is a root of
unity. We consider cases depending on the value of the determinants d and d1. Since
D ∈ GL2(Z), d ∈ {1,−1}.
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Case d = 1, d1 = 0
From (4.6), we have λ = 1 so D has a fixed non-zero point. Since d = 1, D is not a
reflection, but it has finite order so must be the identity. And so θt ∈ Inn(H1), and
(4.4) gives:
θt(a
ibjck)albmcn(aibjck)−1 = albmcn+εi+ζj−ij+im−jl = albmcn+(m−ζ)i+(ε−l)j.
So the H1-conjugacy classes of tH1 have the form
[talbmcn]H1 = {talbmcn+(m−ζ)i+(ε−l)j | i, j ∈ Z}
and every such class contains an element of the form talbmcr for some r in the range
[0, gcd(m − ζ, l − ε)) (since we can choose appropriate values of i and j to achieve
a power of c in the desired range). Thus the following set contains a representative
for every H1-conjugacy class in tH1:
S = {talbmcr | l,m ∈ Z, 0 ≤ r < gcd(m− ζ, l − ε)}.
We claim that the length of each element of S is within a globally bounded distance
of a minimal-length conjugacy representative, and therefore the growth of S provides
an asymptotic upper bound for the relative growth of the H1-conjugacy classes of
tH1, and hence also the G-conjugacy growth of tH1. By Corollary 4.2.4, and Lemma
2.2.11, this set has growth equivalent to n2 log n for l,m ≤ n, which is therefore an
upper bound for the relative conjugacy growth of tH1 in this case.
Now we prove the claim. We have
0 ≤ r < gcd(m− ζ, l − ε) ≤ min(|m− ζ|, |l − ε|)
≤ min(|m|+ |ζ|, |l|+ |ε|) ≤ min(|m|, |l|) + max(|ζ|, |ε|),
and so, for l,m, r as in the set S, we can write albmcr = albmcr1+r2 where 0 ≤ r1 ≤
min(|m|, |l|) and 0 ≤ r2 ≤ max(|ζ|, |ε|). By the proof of Proposition 4.3.2, there is a
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global K > 0 such that
|l|+ |m| ≤ |albmcr1| ≤ |l|+ |m|+K.
The bound on r2 depends only on θt (since the integers ζ and ε depend only on θt),
so for our fixed coset tH1 there is a constant L > 0 such that
|l|+ |m| ≤ |albmcr| ≤ |l|+ |m|+K + L.
Now by Lemma 2.2.11 there exists M > 0 such that any element of the form talbmcn
(and hence the H1-conjugacy class [ta
lbmcn]H1) has length at least |l| + |m| −M ,
and at most |albmcn|+M . In particular we have
|l|+ |m| −M ≤ |talbmcr| ≤ |l|+ |m|+K + L+M.
Thus each talbmcr ∈ S is within bounded length of being a minimal-length conjugacy
representative, as claimed.
Case d = 1, d1 6= 0





. It is easily
checked that the only integer values of d1 for which |λ| = 1 are d1 ∈ {1, 2, 3, 4}.
Thinking of H1 embedded in R3, from equation (4.4), we see that the H1-















 , z = n+ f ′(i, j), i, j ∈ Z






By considering the projection onto the x–y plane, we see that there are at most
detD1 = d1 ∈ {1, 2, 3, 4} distinct orbits on a given surface. No two surfaces can
intersect (since if they did it would violate the fact that the map D1 is injective).
Thus at most ∼ n2 surfaces pass through any vertical axis in the n-ball (since
B(n)∩ tH behaves like B(n)∩H). So there are at most ∼ n2 surfaces in B(n)∩ tH,
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and hence at most ∼ n2 conjugacy classes. Therefore the relative conjugacy growth
of tH1 is O(n2) in this case.
Case d = −1
In this case we have f(0, 0) = −2k. If x = ck for some k ∈ Z we have θt(x)hx−1 =
albmcn−2k. So conjugating only by elements ck ∈ H1 already reduces to just two
conjugacy classes at each talbm〈c〉, and further conjugation will only reduce this.
Therefore the following is a sufficient set of representatives for the H1-conjugacy
classes in tH1: {
talbmcε | l,m ∈ Z, ε ∈ {0, 1}
}
.
An analogous argument to that made for the set S above shows that the elements
of this set are within bounded length of minimal-length conjugacy geodesics. Thus
in this case the contribution to the conjugacy growth from the coset tH1 is at most
equivalent to the relative growth of this set, which is O(n2).
In summary, cosets tH1 where θt ∈ Inn(H1) have relative conjugacy growth
O(n2 log n), and cosets where θt ∈ Aut(H1)\Inn(H1) have relative conjugacy growth
O(n2). Thus the conjugacy growth of G is O(n2 log n).
The following corollary is proved in the same way as Corollary 4.3.4 above.
Corollary 4.5.3. If G has a finite-index subgroup isomorphic to H1, then G has
transcendental conjugacy growth (with respect to any finite generating set).
4.6 Free nilpotent groups
We end the chapter with a brief discussion of free nilpotent groups of class 2. Guba
and Sapir [40] claim without proof that for any finitely generated nilpotent group,
the conjugacy growth is bounded above by nd where d is the Hirsch length. In this
section we provide a counter-example.
Definition 4.6.1. Let Fr denote the free group of rank r. Then the free nilpotent
group of rank r and class c is the quotient Fr/F
(c)
r . It has the presentation
Nr,c = 〈a1, a2, . . . , ar | [ai0 , ai1 , . . . , aic ] = 1 ∀ik ∈ {1, 2, . . . , r}〉.
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Note that the group N2,2 is precisely the Heisenberg group H1.
Proposition 4.6.2. The free nilpotent group Nr,2 has conjugacy growth at least
equivalent to nr(r−1).
Proof. Since [Nr,2, Nr,2] is central (and therefore abelian), the conjugacy growth
of Nr,2 can be expressed as the sum of the standard growth of Z := [Nr,2, Nr,2]
(relative to Nr,2) and the conjugacy growth of Nr,2 \ Z (relative to Nr,2). Therefore
the conjugacy growth of Nr,2 is bounded below by the standard growth of Z (relative
to G).






, generated by the commutators of the form [ai, aj] for i 6= j. By a similar
argument to Lemma 4.1.6, each infinite cyclic factor 〈[ai, aj]〉 ≤ Z has quadratic





such direct factors, and they all commute, Z
has growth equivalent to (n2)(
r
2) = nr(r−1) as claimed.
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This chapter is based on joint work with Laura Ciobanu and Turbo Ho, appearing
in the paper [11]. We study the conjugacy growth series of the soluble Baumslag-
Solitar groups of the form BS(1, k), defined below, with respect to their natural
generating sets. In Section 5.1 we show that a certain subgroup Zk has rational
relative conjugacy growth. The complement of this subgroup is then shown to have
transcendental relative conjugacy growth (Proposition 5.3.1) resulting in our main
conclusion (Corollary 5.3.2) that the group as a whole has transcendental conjugacy
growth series. We also provide explicit formulae for this growth series, and study
the growth rate (see Section 2.2.1) showing in Corollary 5.3.3 that the conjugacy
and standard growth rates are equal.
Throughout the chapter, we will write
G = BS(1, k) = 〈a, t | tat−1 = ak〉
where k ≥ 2 is a natural number. Lengths will always defined with respect to
the symmetric generating set {a±1, t±1}. Let Zk = Z[ 1k ] = {x ∈ Q | k
nx ∈
Z for some n ∈ Z} and consider the semidirect product Zk o Z, where the action
of Z on Zk is multiplication by k. Then BS(1, k) ∼= Zk o Z, with the isomorphism
given by a→ (1, 0) ∈ Zk and t→ (0, 1) ∈ Z where we write an element of G in the
semidirect normal form (x,m).
Suppose that m > 0. Since
(tm)a = atma−1 = a · a−kmtm = (1− km,m) (5.1)
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and at = ak, we get that conjugation by generators amounts to:
(x,m)a = (x+ (1− km),m) and (x,m)t = (kx,m). (5.2)
The form of geodesics in the soluble Baumslag-Solitar groups has been studied in
several articles, and we summarise here the results in a form convenient for further
use. The following propositions are derived from section 4 of [17]. We restrict for
now to only those elements with zero t-exponent sum.
Proposition 5.0.1. Let k = 2r + 1 for some positive integer r. The set Eo of
words in the following forms comprises a set of unique geodesic representatives for
the elements of the subgroup Zk.
(Oa.) {ε, a±1, . . . a±(r+1)}
(Ob.) {ax0tax1 · · · taxdt−d | d ≥ 1, xd 6= 0,A}
(Oc.) {t−bax0tax1 · · · taxdt−c | b, c, d ≥ 1, d = b+ c, x0 6= 0, xd 6= 0,A}
(Od.) {t−dax0tax1 · · · taxd | d ≥ 1, x0 6= 0,A}
Here A signifies the conditions |xd| ≤ r + 1, |xi| ≤ r for i < d, and if xd−1 = ±r
then xd 6= ∓1.
Proposition 5.0.2. Let k = 2r for some r ≥ 2. The set Ee of words in the following
forms comprise a set of unique geodesic representatives for the elements in Zk.
(Ea.) {ε, a±1, . . . , a±(r+1)}
(Eb.) {ax0tax1 · · · taxdt−d | d ≥ 1, xd 6= 0,A,B}
(Ec.) {t−bax0tax1 · · · taxdt−c | b, c, d ≥ 1, d = b+ c, x0 6= 0, xd 6= 0,A,B}
(Ed.) {t−dax0tax1 · · · taxd | d ≥ 1, x0 6= 0,A}
Here, A signifies the conditions |xd| ≤ r + 1, and for each 0 ≤ i < d, |xi| ≤
r, if xi−1 = r then 0 ≤ xi < r for i < d, and if xi−1 = −r then −r < xi ≤
0. And B signifies that the following subwords are forbidden: a±rta±(r−2)ta∓1t−1,
a±(r−1)ta∓1t−1.
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Proposition 5.0.3. Let k = 2, i.e. G = BS(1, 2). The set E2 of words in the
following forms comprise a set of unique geodesic representatives for the elements
in Zk.
(2a.) {ε, a±1, a±2, a±3}
(2b.) {ax0tax1t · · · taxdt−d | d ≥ 1, |xd| ∈ {2, 3},A}
(2c.) {t−bax0tax1 · · · taxdt−c | b, c, d ≥ 1, d = b+ c, x0 6= 0, |xd| ∈ {2, 3},A}
(2d.) {t−dax0t · · · taxd | d ≥ 1, x0 6= 0,A}
Here, A signifies the conditions |xi| ≤ 1 for i < d, if xi−1 6= 0 then xi = 0 for i < d,
if xd > 0 then xd−1 ≥ 0, and if xd < 0 then xd−1 ≤ 0.
5.1 The conjugacy classes [(x, 0)] in BS(1, k)
In this section we show that the conjugacy growth series of the subgroup Zk, relative
to G = BS(1, k), is rational with respect to the generating set {a, t}. We explicitly
calculate the series via context-free grammars, and extract the growth rate. We note
that Freden, Knudson, and Schofield [32] also use context-free grammars to calcu-
late growth series, but they are concerned primarily with the so-called horocyclic
subgroup, 〈a〉 in our notation, which is a proper subgroup of Zk. In fact, Zk is the
normal closure of 〈a〉.
We treat the cases of odd and even k separately.
5.1.1 Odd case
Let k = 2r + 1 for some integer r ≥ 1.
Proposition 5.1.1. In BS(1, 2r + 1) the set of words
Co = {ε, a±1, . . . a±(r+1)} ∪ {ax0tax1t · · · taxdt−d | d ≥ 1, x0 6= 0, xd 6= 0,A},
where A signifies the conditions |xd| ≤ r + 1, |xi| ≤ r for i < d, and if xd−1 = ±r
then xd 6= ∓1, comprises a set of unique geodesic representatives for the conjugacy
classes of G that lie in Zk.
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Proof. Let Eo be as in Proposition 5.0.1 and note that Co ⊂ Eo. We use the following
key observation: if an element is represented by a word in Eo \ Co, then it cannot be
represented by a word in Co, by the uniqueness condition on Eo. We will first prove
that no pair of words in Co represent the same conjugacy class, and then prove that
every word in Eo is conjugate to a word in Co with at most the same length. Then
since every group element is represented in Eo, every conjugacy class is represented
(uniquely) in Co. Furthermore, this unique representative has length at most that
of each of the corresponding (element-minimal) representatives in Eo. This proves
the proposition.
Proposition 5.0.1 implies that no two words in Co represent equal elements. We
show that no two words represent conjugate group elements either. Suppose, on the
contrary, that w, v ∈ Co represent conjugate elements. So there exists a non-zero
integer m such that tmwt−m =G v (since a commutes with every element of Zk, and
hence with every element of Co). First suppose that w = an for |n| ≤ r + 1. Then
tmantm−1 is a word in either (Ob.) (with x0 = 0) or (Oc.), depending on the sign
of m, and thus by the above observation the word v /∈ Co, which is a contradiction.
Now suppose that w = ax0tax1t · · · axdt−d for d ≥ 1, x0 6= 0, with conditions A. So
v = tmwt−m = tmax0tax1t · · · axdt−d−m. If m > 0, v is a word in (Ob.) (and not in
Co). If m < 0, v is a word in either (Oc.) or (Od.). In both cases v /∈ Co, which is
again a contradiction.
Now let w ∈ Eo. We show that there exists v ∈ Co such that w and v represent
conjugate group elements, and moreover |w| ≥ |v| (as words). We assume that
w /∈ Co (otherwise the claim is trivial). First, suppose that w is in form (Ob.),
and let i > 0 be such that xi is the left-most non-zero power of a. Then the
word v = axitaxi+1t · · · taxdt−d+i is in Co and represents a conjugate of w. Further,
the number of a±1s in v is the same as that in w, and the number of t±1s in v is
(d− i) + (d− i) < 2d and therefore |v| < |w|. Now suppose w is of the form (Oc.)
(resp. (Od.)). Let v = ax0tax1t . . . axdt−d. Since v is a leftward cyclic permutation
of w by b (resp. d) places, the words represent conjugate elements and are of equal
length.
Proposition 5.1.2. Let k = 2r + 1, where r ≥ 1.
1. In BS(1, k) the set Co is unambiguous context-free.
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2. The subgroup Zk has rational relative conjugacy growth.
Proof. (1) We show the language is context-free by exhibiting an explicit grammar.
We use capital letters for variables and lower case for terminals. Write a±n as
shorthand for the concatenation of n copies of the terminal a±1. It is straightforward
to see that the following context-free grammar, starting from S, produces the set
in question unambiguously. Each production rule either replaces a variable with an
appropriate power of a, or adds corresponding instances of t and t−1, together with
appropriate powers of a (including a0). If ar or a−r are produced, restrictions apply
via V and W .
S → ε | A | T, A→ a−r−1 | · · · | a−1 | a | · · · | ar+1
B → a−r+1 | · · · | a−1 | a | · · · | ar−1, T → BtUt−1 | artV t−1 | a−rtWt−1
U → A | tUt−1 | T, V → tUt−1 | T | a−r−1 | · · · | a−2 | a | · · · | ar+1
W → tUt−1 | T | a−r−1 | · · · | a−1 | a2 | · · · | ar+1.
(2) By Theorem 2.5.2 the growth series of the language Co, and hence the relative
conjugacy growth series of the subgroup Zk, is algebraic. However, a stronger result
holds here. Applying the DSV method (see section 2.5) to the grammar above gives
the growth series of the language Co. The production rules become the equations:













, T (z) = B(z)U(z)z2 + V (z)zr+2 +W (z)zr+2,









Chapter 5: Soluble Baumslag-Solitar groups
Solving these equations for S(z) we find that
So(z) = S(z) =
2zr+6 − 2zr+5 − 4zr+4 + 2zr+2 + 3z3 + z2 − z − 1
z3 − 2zr+3 + z2 + z − 1
. (5.3)
Example 5.1.3. For illustrative purposes, we derive an element of Co using the
grammar described above. The table below lists, on the left, the production rules
used to produce the word at2arta−2t−3, and the result of applying each rule on the
right.
production rule result
S → T T
T → BtUt−1 BtUt−1
B → a atUt−1
U → tUt−1 at2Ut−2
U → T at2Tt−2
T → artV t−1 at2artV t−3
V → a−2 at2arta−2t−3




Proof. Denote by do the denominator of S(z) in (5.3), that is, do(z) = z
3 − 2zr+3 +
z2 + z − 1 = z3(1− zr) + z(1− zr+2) + (z2 − 1), which implies that for z ∈ (−1, 0),
















)r > 0, so there is a
root ρo ∈ (12 ,
3
4
) of do. Furthermore, do(0) = −1 and d′o(z) > 0 for z ∈ [0, 12 ], so ρo is
the real root with smallest absolute value.
Write a = ρ0 for ease of notation. The fact that a is a root of the denominator
gives 2ar+3 = a3 + a2 + a− 1. Using this identity we can substitute each a≥r by the
appropriate expression into the numerator and obtain 2ar+6−2ar+5−4ar+4+2ar+2+
3a3+a2−a−1 = a7−2a5−a4+a3+2a2−1. Furthermore, a7−2a5−a4+a3+2a2−1 = 0




). Thus ρo is not a root of the
numerator of S(z) in (5.3), so the growth rate, which is the reciprocal of ρo, lies in
the given range.
93
Chapter 5: Soluble Baumslag-Solitar groups
5.1.2 Even case
Let k = 2r, for some integer r ≥ 2.
Proposition 5.1.5. In G = BS(1, 2r), r ≥ 2, the set of words
Ce = {ε, a±1, . . . , a±(r+1)} ∪ {ax0tax1 · · · axdt−d | d ≥ 1,A,B, x0 6= 0}
comprises a set of unique geodesic representatives for the conjugacy classes of G that
lie in Zk. Here, A signifies the conditions |xd| ≤ r + 1, and for each 0 ≤ i < d,
|xi| ≤ r, if xi−1 = r then 0 < xi < r for i < d, and if xi−1 = −r then −r < xi <
0. And B signifies that the following subwords are forbidden: a±rta±(r−2)ta∓1t−1,
a±(r−1)ta∓1t−1.
Proof. Let Ee be as in Proposition 5.0.2 and note that Ce ⊂ Ee. We use the following
key observation: if an element is represented by a word in Ee \ Ce, then it cannot be
represented by a word in Ce, by the uniqueness condition on Ee. We will first prove
that no pair of words in Ce represent the same conjugacy class, and then prove that
every word in Ee is conjugate to a word in Ce with at most the same length. Then
since every group element is represented in Ee, every conjugacy class is represented
(uniquely) in Ce. Furthermore, this unique representative has length at most that
of each of the corresponding (element-minimal) representatives in Ee. This proves
the proposition.
Proposition 5.0.2 implies that no two words in Ce represent equal elements. We
show that no two words represent conjugate group elements either. Suppose, on the
contrary, that w, v ∈ Ce represent conjugate elements. So there exists a non-zero
integer m such that tmwt−m =G v. First suppose that w = a
n for |n| ≤ r+ 1. Then
tmantm−1 is a word in either (Eb.) (with x0 = 0) or (Ec.), depending on the sign
of m, and thus by the above observation the word v /∈ Ce, which is a contradiction.
Now suppose that w = ax0tax1t · · · axdt−d for d ≥ 1, x0 6= 0, with conditions A and
B. So v = tmwt−m = tmax0tax1t · · · axdt−d−m. If m > 0, v is a word in (Eb.) (and
not in Ce). If m < 0, v is a word in either (Ec.) or (Ed.). In both cases, we have
v /∈ Ce, which is again a contradiction.
Now let w ∈ Ee. We claim that there exists v ∈ Ce such that w and v represent
conjugate group elements, and moreover |w| ≥ |v| (as words). We assume that
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w /∈ Ce (otherwise the claim is trivial).
There are two exceptional cases. First, suppose
w = t−dax0tax1 · · · axd−2ta±(r−1)ta∓1
with d ≥ 1 and conditions A (so in particular w is in the form (Ed.)). Then w is
conjugate to the element represented by ax0tax1 · · · axd−1ta±(r−1)ta∓1t−d. This word
contains a forbidden subword and therefore does not satisfy condition B, so is not in
Ce. However, it represents the same element as v := ax0tax1 · · · axd−1ta∓(r+1)t−d+1 ∈




i=0 xi+(r+1)+2(d−1) = |v|.
For the second exceptional case, suppose
w = t−dax0tax1 · · · axd−3ta±rta±(r−2)ta∓1.
Then w is conjugate to the element represented by
ax0tax1 · · · axd−3ta±rta±(r−2)ta∓1t−d,
which contains a forbidden subword, but represents the same element as v :=




xi + r + (r − 2) + 1 + 2d =
d−3∑
i=0
xi + r + (r + 1) + 2(d− 1) = |v|.
For the general case, where w is in the form (Eb.), (Ec.), or (Ed.) (excluding the
exceptional cases) and is not already an element of Ce, it is clear that conjugation
by t±1 an appropriate number of times takes w to a word in Ce, which has at most
the same length as w.
Proposition 5.1.6. Let k = 2r, r ≥ 2.
1. In G = BS(1, k), the set Ce is an unambiguous context-free language.
2. The subgroup Zk has rational conjugacy growth.
Proof. (1) We claim that the following grammar, with S as the starting point,
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generates Ce unambiguously.
S → ε | A | T, A→ a−(r+1) | a−r | · · · | a−1 | a | · · · | ar+1
T → BtUt−1 | artV t−1 | a−rtWt−1 | ar−1tXt−1 | a−(r−1)tY t−1
B → a−(r−2) | a−(r−3) | · · · | a−1 | a | · · · | ar−2, U → tUt−1 | T
V → a | a2 | · · · | ar−1 | tUt−1 | atUt−1 | · · · | ar−3tUt−1 | ar−2tXt−1 | ar−1tXt−1
W → a−1 | a−2 | · · · | a−(r−1) | tUt−1 | a−1tUt−1 | · · ·
· · · | a−(r−3)tUt−1 | a−(r−2)tY t−1 | a−(r−1)tY t−1
X → a−(r+1) | a−r | · · · | a−2 | a | a2 | · · · | ar+1 | U
Y → a−(r+1) | a−r | · · · | a−2 | a−1 | a2 | · · · | ar+1 | U
Starting from S, this grammar produces words in Ce by choosing the values of the
powers xi from left to right, while keeping track of the number d of such powers. If
xi is chosen to be ±r or ±(r − 1), restrictions apply to the following power.
(2) We use the grammar above to explicitly calculate the growth function. The
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grammar yields the following system of equations.














, U(z) = z2U(z) + T (z),













+ z2X(z)(zr−2 + zr−1),
X(z) = Y (z) = 2
r+1∑
i=1









−1− 2zr+2 + 2z3 + z4 + 2z2 − 4z3r+6 + 4z3r+8 − 2z2r+8 + 4z3r+4 − 4zr+6
(2z2r+4 − 2zr+4 − z3 + 2zr+2 − z2 − z + 1)(z − 1)
(5.4)
+
4z6+2r − 2z2r+7 + 2z2r+2 + 2zr+5 − 6z2r+4 − 6zr+3 + 6zr+4
(2z2r+4 − 2zr+4 − z3 + 2zr+2 − z2 − z + 1)(z − 1)
.
That is, the denominator of S(z) is d(z) = (2z2r+4 − 2zr+4 − z3 + 2zr+2 − z2 − z +
1)(z − 1) and the numerator n(z) = −1 + 2z2 + 2z3 + z4 − 2zr+2 − 6zr+3 + 6zr+4 +
2zr+5−4zr+6+2z2r+2−6z2r+4+4z6+2r−2z2r+7−2z2r+8+4z3r+4−4z3r+6+4z3r+8.
Corollary 5.1.7. The conjugacy classes in Zk have growth rate in the range (43 , 2).
Proof. For z ∈ [−1
2
, 0], d(z) = 2z2r+4 − 2zr+4 − z3 + 2zr+2 − z2 − z + 1 = (1− z)−




> 0, so there is no root in
[−1
2




], we have that d(z) = (1 − z) − z2(1 − z2r+2) −





















> 0 and d(3
4





) of d. Furthermore, d(0) = 1 and d′(z) < 0 for z ∈ [0, 1
2
], so the real root
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Write a to be the real root with smallest absolute value of d(z). The fact that
a is a root of the denominator gives 2a2r+4 − 2ar+4 + 2ar+2 − a3 − a2 − a + 1 = 0.
In particular, 2a2r+4 = 2ar+4 − 2ar+2 + a3 + a2 + a − 1 = 0 and a3 + a2 + a − 1 =
2a2r+4 − 2ar+4 + 2ar+2. Using these identities we get that
n(a) = −1 + 2a2 + 2a3 + a4 − 2ar+2 − 6ar+3 + 6ar+4 + 2ar+5 − 4ar+6+2a
2r+2
− 6a2r+4 + 4a6+2r − 2a2r+7 − 2a2r+8 + 4a3r+4 − 4a3r+6 + 4a3r+8
=(a+ 1)(a3 + a2 + a− 1)− 2ar+2 − 6ar+3 + 6ar+4 + 2ar+5 − 4ar+6 + 2a2r+2
− 6a2r+4 + 4a6+2r − 2a2r+7 − 2a2r+8 + 2a2r+4(2ar − 2ar+2 + 2ar+4)
=(a+ 1)(2a2r+4 − 2ar+4 + 2ar+2)− 2ar+2 − 6ar+3 + 6ar+4 + 2ar+5
− 4ar+6 + 2a2r+2 − 6a2r+4 + 4a6+2r − 2a2r+7 − 2a2r+8
+ (2ar+4 − 2ar+2 + a3 + a2 + a− 1)(2ar − 2ar+2 + 2ar+4)
=2ar(a+ 1)(a− 1)2((a3 − a− 1)ar+2 + a4 + a2 − 1)




) implies a3−a−1 < 0 and a4 +a2−1 < 0, so ((a3−a−1)ar+2 +
a4 + a2 − 1) < 0. Also a 6= −1, 0, 1, so a is not a root of the numerator of S(z) in
(5.4), and thus the growth rate, which is the reciprocal of a, lies in the given range.
5.1.3 The case k = 2
Let G = BS(1, 2).
Proposition 5.1.8. In BS(1, 2) the set of words
C2 = {ε, a±1, a±3} ∪ {ax0tax1t · · · taxdt−d | d ≥ 1, |xd| ∈ {2, 3}, x0 6= 0,A}
comprises a set of unique geodesic representatives for the conjugacy classes of G
that lie in the subgroup Zk. Here, A signifies the conditions |xi| ≤ 1 for i < d, if
xi−1 6= 0 then xi = 0 for i < d, if xd > 0 then xd−1 ≥ 0, and if xd < 0 then xd−1 ≤ 0.
Proof. Let E2 be as in Proposition 5.0.3 and note that C ⊂ E2. As above, we use the
following key observation: if an element is represented by a word in E2 \ C2, then it
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cannot be represented by a word in C2, by the uniqueness condition on E2. We will
first prove that no pair of words in C2 can represent the same conjugacy class, and
then prove that every word in E2 is conjugate to a word in C2 of at most the same
length, proving the proposition.
We show that no pair of words in C2 represent conjugate elements. Let w ∈ C2
and suppose on the contrary that it represents the same conjugacy class as some
v ∈ C2. Since no pair of words in E2 represent the same element, there exists m 6= 0
with tmwt−m =G v. First consider the case where w ∈ {ax0tax1t · · · taxdt−d | d ≥
1, |xd| ∈ {2, 3}, x0 6= 0, A}. Then tmwt−m has the form (2b.) with x0 6= 0, or (2c.),
or (2d.), which contradicts the key observation. Now consider the case w = a±1,
with m = 1. Then twt−1 = ta±1t−1 =G a
±2, and hence the word twt−1 cannot be
in C2 by the uniqueness condition on E2. In the case w = a±1, with m = −1, we
have t−1wt in the form (2d.), again a contradiction. Next, consider w = a±1 with
|m| ≥ 2. We have tma±1t−m =G tm−1a±2t−(m−1), which is a word in the form (2b.)
with x0 6= 0, or (2c.), or (2d.), again contradicting the key observation. Finally
consider the case w = a±3. Then tma±3t−m is in the form (2b.) with x0 6= 0, or
(2c.), or (2d.), again contradicting the key observation.
Now let w ∈ E2. We show that there exists v ∈ C2 such that w and v represent
conjugate elements, and that |w| ≥ |v|. We assume w /∈ C2. Firstly, a±2 is conjugate
to a±1 ∈ C2, which has strictly shorter length. Now suppose w = t−dax0t · · · axd−1ta ∈
(2d.), where xd−1 ∈ {0, 1}. Then w is conjugate, via td, to ax0t · · · taxd−1tatd, which
has the same length. This word represents the same element as ax0t · · · taxd−1+2td−1 ∈
C2 which has strictly smaller length. Similarly, if w = t−dax0t · · · axd−1ta−1 ∈ (2d.),
we must have xd−1 ∈ {−1, 0}, and w represents the same conjugacy class as the
shorter word ax0t · · · taxd−1−2td−1 ∈ C2. In all other cases, w is clearly conjugate, via
an appropriate number of t±1s, to a word in C2 of equal or shorter length.
Proposition 5.1.9. The subgroup Z2 ≤ BS(1, 2) has rational conjugacy growth.
Proof. It is straightforward to see that the following grammar, starting from S,
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produces C2 unambiguously.
S → ε | A | T, A→ a−3 | a−1 | a | a3,
T → at2Ut−2 | a−1t2Ut−2 | ata2t−1 | ata3t−1 | a−1ta2t−1 | a−1ta3t−1,
U → tUt−1 | T | a−3 | a−2 | a2 | a3
The grammar becomes the following system of equations.
S(z) = 1 + A(z) + T (z), A(z) = 2(z + z3),
T (z) = 2z5U(z) + 2z5 + 2z6, U(z) = z2U(z) + T (z) + 2(z2 + z3).
Solving these yields the following rational expression:
S(z) =
1 + 2z − z2 − 2z5 − 2z6 + 2z7 − 2z8
1− z2 − 2z5
. (5.5)
Corollary 5.1.10. The conjugacy classes in Z2 ≤ BS(1, 2) have growth rate ap-
proximately 1.348.
Proof. The only real root of the polynomial 1− z2 − 2z5, the denominator of (5.5),
is approximately 0.742. Denote this root by a, so that 1− a2 − 2a5 = 0. Using this
identity, we find that the numerator of (5.5) is equal to a+a2−a4 +a6 when z = a.
Since a4 < a2, we see that a is not a root of the numerator. Therefore the growth
rate is the reciprocal of a, approximately 1.348.
5.2 The conjugacy classes [(x,m)], m 6= 0, in BS(1, k)
In this section we find and describe a set of minimal representatives for the conjugacy
classes of the form [(x,m)] with m 6= 0.
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5.2.1 The conjugacy geodesics
We first need the following result by Collins-Edjvet-Gill, which although stated for
k even, also holds for k odd.
Lemma 5.2.1. [17, Lemma 2.2] Let w be a geodesic word. Then:
1. If w has a subword of the form t−rai0tai1t · · · taint−s, where i0, in 6= 0, r, s, n ≥
1, then r + s ≤ n.
2. If w has a subword of the form trai0t−1ai1t−1 · · · t−1aints, where i0, in 6= 0,
r, s, n ≥ 1, then r + s ≤ n.
3. w has at most one subword of the form t−1ait where i 6= 0, and at most one
subword of the form tait−1 where i 6= 0.
The following proposition shows that a conjugacy geodesic w has no ‘pinches’,
that is, no subwords of the form t−1ait or tait−1 where i 6= 0.
Proposition 5.2.2. Every conjugacy geodesic w for [(x,m)] with m > 0 must be, up
to a cyclic permutation, of the form ax0tax1t · · · axm−1t for some x0, · · · , xm−1 ∈ Z.
Proof. Let w be a conjugacy geodesic for [(x,m)].
Suppose that w contains t−1 non-trivially. By Lemma 5.2.1 (3), after cyclically
permuting w if necessary, we may assume that
w = ax0tax1t · · · axn−1taynt−1ayn−1t−1 · · · aym+1t−1
with x0, yn 6= 0, and n > m. Since a commutes with any word with t-exponent sum
equal to zero, we can rewrite w as follows, without increasing its length:
w = ax0tax1t · · · taxn−1(taynt−1)ayn−1t−1ayn−2 · · · aym+1t−1
= ax0tax1t · · · axn−2(t2aynt−1axn−1+yn−1t−1)ayn−2 · · · aym+1t−1
...
= ax0tax1t · · · axmtn−maynt−1axn−1+yn−1t−1 · · · axm+1+ym+1t−1.
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For ease of notation we will rename exponents so that
w = ax0tax1t · · · axmtn−maynt−1ayn−1t−1 · · · aym+1t−1,
and note that its cyclic permutation
ax1t · · · axmtn−maynt−1ayn−1t−1 · · · aym+1t−1ax0t
has a subword tn−maynt−1ayn−1t−1 · · · aym+1t−1ax0t which contradicts Lemma 5.2.1
(2). So, w cannot contain any t−1.
Thus, w must have the form ax0tax1t · · · axm−1t, up to a cyclic permutation.
Now by checking through the list of geodesics in [17, Section 4], we see a conju-
gacy geodesic must be of the form (MWe1a). Translating this to our language and
using the fact that a cyclic permutation of a conjugacy geodesic is still a geodesic,
we obtain the following proposition:
Proposition 5.2.3. In BS(1, k), every conjugacy geodesic w for [(x,m)] with m >
0 must be, up to a cyclic permutation, of the form ax0tax1t · · · axm−1t for some
x0, · · · , xm−1 ∈ Z such that:
 If k = 2r + 1 is odd, then |xi| ≤ r for every i.
 If k = 2r is even, then |xi| ≤ r, and for each i, if xi−1 = r then 0 ≤ xi < r,
and if xi−1 = −r then −r < xi ≤ 0. (Here and henceforth in this section, we
use the convention that x−1 = xm−1.)
5.2.2 The conjugacy representatives
We now give conjugacy representatives for a fixed m > 0. Recall that by 5.2 two
elements (x,m) and (y, n) are conjugate only if m = n, so it suffices to restrict the
analysis to elements of the form (x,m), with m fixed, in the following arguments.
Lemma 5.2.4. Suppose k = 2r + 1 and m > 0. Let
Am = {ax0tax1t · · · axm−1t | |xi| ≤ r} \ {(a−rt)m}.
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Then two words in Am are conjugate if and only if they are cyclic permutations of
each other, and every word in Am is a conjugacy geodesic.
The proof of the odd case is the same as the proof for even case, but simpler.
Thus, we shall only prove the even case.
Lemma 5.2.5. Suppose k = 2r and m > 0. Let Am be the set of words ax0tax1t · · · axm−1t
satisfying
1. |xi| ≤ r,
2. for each i, if xi−1 = r then 0 ≤ xi < r, and if xi−1 = −r then −r < xi ≤ 0,




2 are excluded from Am.
Then two words in Am are conjugate if and only if they are cyclic permutations of
each other, and every word in Am is a conjugacy geodesic.
Proof. We first show that two distinct words, ax0tax1t · · · axm−1t and
ay0tay1t · · · aym−1t, in Am cannot be conjugate by a`, ` 6= 0. Suppose we have such a





i, (1) implies that |x| ≤ (km−1) k
2(k−1) , and similarly |y| ≤ (k
m−1) k
2(k−1) .
The conjugation by a` translates into x = y + `(km − 1), which together with the
above inequalities forces |`| = 1. Without loss of generality, we will assume that
` = 1.
Now as ` = 1, x−y =
m−1∑
i=0
(xi−yi)ki = km−1 = (k−1)+(k−1)k+· · ·+(k−1)km−1.
Suppose xi− yi 6= k− 1 for some i, and let i1 be the smallest such index. By taking
m−1∑
i=0
(xi − yi)ki = (k − 1) + (k − 1)k + · · ·+ (k − 1)km−1 (5.6)
modulo ki1+1, we must have xi1− yi1 = −1 since all higher terms are 0 (mod ki1+1),
all lower terms on both sides cancel, and so (xi1 − yi1)ki1 ≡ (k − 1)ki1 (mod ki1+1)
(and |xi1 − yi1| ≤ k). By taking equation (5.6) modulo ki1+2, similar computations
show that xi1+1 − yi1+1 ≡ 0 (mod k). If xi1+1 − yi1+1 = 0, then the same argument
implies xi1+2 − yi1+2 ≡ 0 (mod k), etc. Suppose i2 is the first index such that
xi2 − yi2 6= 0.
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 If xi2 − yi2 = k, this forces xi2 = r and yi2 = −r. By (2), this means 0 ≤
xi2+1 < r and 0 ≥ yi2+1 > −r, so 0 ≤ xi2+1−yi2+1 ≤ k−2. But equation (5.6)
modulo ki2+2 implies xi2+1 − yi2+1 ≡ −1 (mod k), a contradiction.
 If xi2 − yi2 = −k, this forces xi2 = −r and yi2 = r. By (2), this means
0 ≥ xi2+1 > −r and 0 ≤ yi2+1 < r, so 0 ≥ xi2+1−yi2+1 ≥ −k+2. But equation
(5.6) modulo ki2+2 implies xi2+1 − yi2+1 ≡ 1 (mod k), a contradiction.
This means that we actually have xi− yi = k− 1 = 2r− 1 for all i. Thus, (xi, yi) =
(r,−r + 1) or (r − 1,−r) for every i. But by (2), m must be even since the r and
r−1 need to alternate in w as a cyclic word, and ay0tay1t · · · aym−1t = (a−rta−r+1t)m2
or (a−r+1ta−rt)
m
2 . This violates (3), and thus any two distinct words in Am cannot
be conjugate by a`.
Now let w = ax0tax1t · · · axm−1t ∈ Am and suppose some word u in Am is
conjugate to w, that is, w = u(x,l), where (x, l) ∈ BS(1, k). Consider the cyclic
permutation w′ of w ending in t given by w′ = wv, where v = ax0tax1t · · · axl−1t
and xp = xp mod m, for any p ∈ N. Clearly w′ is also in Am, and v has the
form (y, l). Then u(x,l)
−1(y,l) = w′, so u is conjugate to w′ by a power of a since
(x, l)−1(y, l) = (z, 0) for some z ∈ Zk, which gives a contradiction to our previous
claim. Thus u must be a cyclic permutation of w, proving the first assertion of the
lemma.
Suppose w = ax0tax1t · · · axm−1t ∈ Am, and take a conjugacy geodesic u of [w].
By Proposition 5.2.3, u is a word in Am if it is not excluded by (3) and by the first as-
sertion of this lemma, w is a cyclic permutation of u, thus also a conjugacy geodesic.





2 and has the same length as u, so is also a conjugacy geodesic.
The above discussion concerns the case when m > 0. The antiautomorphism
(x,m) 7→ (x,m)−1 = (− x
km
,−m) provides a bijection between elements of the form
(x,m) and those of the form (y,−m). Since g−1 has the same length as g, and taking
inverses preserves conjugacy, the results above translate to the case when m < 0.
Thus, writing A+ =
⋃
m>0
Am and A− = A−1+ , we have the following description of
conjugacy representatives:
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Corollary 5.2.6. The set A, modulo cyclic permutations, gives a set of minimal
length conjugacy representatives for the conjugacy classes of the group BS(1, k) that
are not in the base group Zk.
1. Let k = 2r + 1, r ≥ 1. Then A = A+ ∪ A−, where
A+ ={ax0tax1t · · · axm−1t | m ≥ 1, |xi| ≤ r for 0 ≤ i ≤ m− 1} \ {(a−rt)m | m ≥ 1},
A− ={t−1ax0t−1ax1 · · · t−1axm−1 | m ≥ 1, |xi| ≤ r} \ {(t−1a−r)m | m ≥ 1}.
2. Let k = 2r, r ≥ 1. Then A = A+ ∪ A−, where





2 | m ≥ 2,m ≡ 0 (mod 2)},
A− ={t−1ax0t−1 · · · t−1axm−1 | m ≥ 1, |xi| ≤ r,∀i(xi = ±r =⇒ 0 ≤ ±xi−1 < r)}
\ {(t−1art−1ar−1)
m
2 , (t−1ar−1t−1ar)m | m ≥ 2,m ≡ 0 (mod 2)}.
Proof. We have shown that the elements of A are conjugacy geodesics, unique up
to cyclic permutation. It remains to show that every conjugacy class of BS(1, k)
not contained in Zk has a representative in A.
By the observation above, we only need to show that for m > 0, every element
of the form (x,m) is conjugate to an element represented by a word in A+. Again,
we will only prove this for the more complicated case of k = 2r.
First, we show that any element of the form (x,m) is conjugate to an element
represented by a word of the form ax0tax1t · · · axm−1taxm (where xi ∈ Z). From [17],
the element (x,m) has a (geodesic) representative in one of the following forms:
 MWe1a: ax0tax1t · · · taxm
 MWe2a: t−nax0tax1t · · · taxm+n , some 1 ≤ n < m
 MWe3a: ax0tax1t · · · taxm+nt−n, some 1 ≤ n < m
 MWe4a: t−lax0tax1t · · · taxm+n+lt−n, some n, l ≥ 1, n+ l < m.
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Words in MWe1a are already of the required form. Cyclic permutation ensures that
words in MWe2a or MWe4a are conjugate to words in MWe3a. Such a word can be
expressed as follows:




by expressing the suffix axmtaxm+1t · · · axm+nt−n in terms of a only. This is in the
required form.
Next, we show that any element of the form ax0tax1t · · · axm−1taxm is conjugate
to an element of the form ay0tay1t · · · aym−1t, where |yi| ≤ r for all i. To see this,
consider the following procedure:
1. Choose i < m such that |xi| > r. Modify the word using the rewrite a±(r+1)t 7→
a∓(r−1)ta±1 (which doesn’t change the group element). Repeat this step until
there is no such i.
2. Cyclically permute the (now possibly altered) axm to the front of the word
(which doesn’t change the conjugacy class). If there is now some i < m with
|xi| > r, return to step 1. Otherwise the procedure terminates.
Clearly if this process terminates we will have a word in the desired form. To see
that it does indeed terminate, consider the quantity h :=
∑m
i=0 |xi|. The rewrite in
step 1, applied to axi say, reduces |xi| by 2, and modifies |xi+1| by ±1, depending
on signs, thus step 1 always reduces h. Step 2 cannot increase h, it either keeps it
constant or reduces it, depending on the signs of x0 and xm. Since h can never be
negative, the process must terminate.
Finally, we show that any element of the form ay0tay1t · · · aym−1t, where |yi| ≤ r
for all i, is conjugate to an element of A+. Consider the following procedure:
1. If there are any is with xi−1 = ±r and ±xi < 0, rewrite the left-most occur-
rence according to the rule a±rtaxit 7→ a∓rtaxi±1t. Repeat this step until there
are no such i.
2. If there are any subwords of the form a±rta±rt, rewrite the left-most such
subword to a∓rta∓(r−1)ta±1. Repeat this step until there are no such subwords.
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3. If the previous steps have resulted in a new a±1 appearing at the end of the
word, cyclically permute it to the front. Return to step 1.
It is clear that if this process terminates, the new word will either be an element of




2 | m ≥ 2,m ≡ 0 (mod 2)}.
In the latter case, the word is conjugate to an element of A+. This finishes the
proof.
To see that the process terminates, note that since we work from left to right,
each step will only be repeated a finite number of times before moving onto the next
step. Furthermore, working left to right in step 1 also ensures that no additional
candidates for step 2 are created. Repeating step 2 any number of times will result
in at most one a±1 appearing at the right hand end of the word. After cyclically
permuting, and returning to step 1, there may be a subword of the form a±rta±rt at
the start of the word. However, after repeating step 2 as many times as necessary,
any letter appearing at the right hand end of the word will have the same sign at the
previous time, and thus when cyclically permuted cannot result in another subword
of the form a±rta±rt. Thus the process will terminate.
5.3 The conjugacy growth series of BS(1, k)
In this section we show, in Corollary 5.3.2, that the conjugacy growth series of
BS(1, k) with respect to its standard generating set is transcendental. This fol-
lows from determining the asymptotics (and transcendental behaviour) of conjugacy
growth outside Zk in the following proposition.
Proposition 5.3.1. The generating function for the number of conjugacy classes in
BS(1, k) of the form [(x,m)], with m 6= 0, is transcendental.
Proof. We compute the asymptotics for the number of conjugacy classes of length n
in BS(1, k) by finding the growth of the set A in Corollary 5.2.6. We show that this
growth is asymptotically of the form ρ
n
n
(up to multiplicative constants). In order
to obtain this growth expression, we will not count the set A exactly, but make
simplifications along the way which will not affect the final result but will make the
counting easier.
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We start with the odd case k = 2r + 1 and apply Corollary 5.2.6 (1). Since
there is a length-preserving bijection between A+ and A−, it suffices to consider the
asymptotics for A+. Moreover, since the set No = {(a−rt)m | m ≥ 1} being removed
has negligible size (there is at most one word in No of length n for fixed r and n), it is
sufficient to compute the growth of Ao := {ax0tax1t · · · axm−1t | m ≥ 1, |xi| ≤ r}. Let
So := {t, at, a−1t, a2t, a−2t, . . . , art, a−rt}. Then Ao is equal to S∗o , so the generating
function for Ao is Ao(z) = 11−So(z) , where




is the generating function of So (see Theorem I.1 of [31]). We get
Ao(z) =
1




1− 2z − z2 + 2zr+2
. (5.8)
The denominator of Ao(z), that is, the polynomial p(z) = 1−2z−z2+2zr+2, satisfies
p(0) = 1 > 0 and p(1
2
) < 0 (and p(1
2




for r = 1). Moreover, p′(α) = −2 − 2α + 2(r + 2)αr+1 < 0 for 0 < α < 1
2
,
so ρo is a simple root. Also, 1 − 2z − z2 + 2zr+2 = (1 − z2) − 2z(1 − zr+1), so it
has no root in (−1, 0). Thus the growth rate of the set Ao is 1ρo > 2, which implies
that the number of words of length n in Ao, and therefore also A, is asymptotically
co(r)ρ
−n
o , where co(r) is a constant depending on r.
Now let k be even, k = 2r. The counting is similar, except that we impose on
the set Ao := {ax0tax1t · · · axm−1t | m ≥ 1, |xi| ≤ r} considered above the conditions
from Corollary 5.2.6(2), that is, art and a−rt can each be followed only by r words
out of the total 2r + 1 in S. Call the set with these restrictions Ae, and let Se =
{t, at, a−1t, . . . , ar−1t, a−r+1t, a±rtt, a±rta±1t, . . . , a±rta±(r−1)t}
(and Se = {t, a±1tt} for r = 1). Note that S∗e does not include any words that end in
art or a−rt, but since we need to consider the setAe up to cyclic permutations, the set
S∗e will in fact suffice to give the asymptotics for Ae up to cyclic permutations, since
it ensures only ‘legal’ occurrences of art or a−rt appear when cyclically permuting
the words.
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Then since
Se(z) = z + 2z2 + · · ·+ 2zr + 2zr+2 + · · ·+ 2z2r+1 (5.9)
= z + 2z2
z2r − 1
z − 1
− 2zr+1 = −z − z





1− 2z − z2 + 2zr+1 − 2zr+2 + 2z2r+2
. (5.10)
For r > 1, the denominator p(z) of (5.10) satisfies p(0) = 1 > 0 and p(1
2
) < 0, so
it has a root ρe ∈ (0, 12). Moreover, p
′(α) = −2− 2α + 2(r + 1)αr − 2(r + 2)αr+1 +
2(2r + 2)α2r+1 < 0 for 0 < α < 1
2
, so ρe is a simple root, and the growth of the
languages S∗e , and consequently Ae, is 1ρe > 0. (For r = 1, ρe ≈ 0.590.) Also,
1 − 2z − z2 + 2zr+1 − 2zr+2 + 2z2r+2 = (1 − z2) − 2z(1 + zr+1)(1 − zr), so it has
no root in (−1, 0). This implies that the number of words of length n in Ae, is
asymptotically ce(r)ρ
−n
e , where ce(r) is a constant depending on r.
Now in order to find the growth of the conjugacy classes for m 6= 0, we need
to count the number of representatives of length n in Ao or Ae, up to the cyclic
permutation of the subwords in So or Se. For each word in Ao or Ae there are m
possible distinct cyclic permutations unless that word is a non-trivial power. Given
that the number of powers is negligible compared to the total number of words (to
see this, suppose that an alphabet X consists of x > 1 letters; while the number





i < xn/2+1, and x
n/2+1
xn
→ 0 as n → ∞), for fixed n and m the







, respectively. Since each word of length n in Ao or Ae consists of m
‘syllables’ of bounded length we get n
r+1
≤ m ≤ n in the odd case and n
r+ 1
2
≤ m ≤ n
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Finally, by [30, Theorem D] the generating function for any sequence with asymp-




multiplicative constants), is transcendental.
Corollary 5.3.2. The conjugacy growth series for BS(1, k), with respect to the
generating set {a, t}, is transcendental.
Proof. By Propositions 5.1.2, 5.1.6, 5.1.9, the conjugacy growth series for Zk (when
m = 0) is rational, and by Proposition 5.3.1 the generating function for conjugacy
classes of the form [(x,m)] with m 6= 0 is transcendental. Since the sum of a
transcendental function and a rational function is transcendental, we obtain the
result.
Corollary 5.3.3. The conjugacy and standard growth rates of BS(1, k), with respect
to the generating set {a, t}, are equal.
Proof. We start with the odd case. By [17, Theorem (iii)] (see also [7, Lemma
11(b)]) the standard growth rate is the inverse of the smallest absolute value of the
real roots of the polynomial 1− 2t− t2 + 2tr+2 which appears in the denominator of
the standard growth series. But the same polynomial appears in the denominator of
(5.8), and since the smallest absolute value of real roots is ρo ≤ 12 , this will dominate
the growth rate of the conjugacy classes in Zk, which is smaller than 2 by Corollary
5.1.4. Thus the standard and the conjugacy growth rates are equal.
In the even case with k > 2, note that the second factor in the denominator in
[17, Theorem (i)] is identical to that in formula (5.10), and both denominators have
the same smallest absolute value of real roots ρe <
1
2
which dominates the growth
rate of the conjugacy classes in Zk, which is smaller than 2 by Corollary 5.1.7, so
the two rates are equal.
In the case when k = 2, note that the second factor in the denominator in [17,
Theorem (ii)] is also a factor to that in formula (5.10), and both denominators
have the same smallest absolute value of real roots ρe ≈ 0.590 which dominates the
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growth rate of the conjugacy classes in Zk, which is approximately 10.742 ≈ 1.348 by
Corollaries 5.1.10, so the two rates are equal.
We note that it follows from work of Valiunas [58] that the relative standard
growth of the subgroup Zk is bounded above by the standard growth of BS(1, k)\Zk.
Since conjugacy growth is bounded above by standard growth, this is sufficient to
prove Corollary 5.3.3, without using the specific bounds for Zk we computed in
Corollaries 5.1.4 and 5.1.7. However, the computation of those bounds adds to the
quantitative understanding of the conjugacy growth asymptotics and the formulae
for the conjugacy growth series of Zk are necessary for the computations in the next
section.
5.4 Conjugacy growth series formulae
In this section we give formulae for the growth series of the conjugacy classes of
BS(1, k) outside the normal abelian subgroup Zk. That is, we compute the gener-
ating function for the set A, up to cyclic permutation, given in Corollary 5.2.6.
In the description of A in Corollary 5.2.6 there is a length-preserving bijection
between A+ and A−, so it suffices to consider the generating function for the set
A+ up to cyclic permutations.




(r+1)m, it is sufficient to compute the generating function
of Ao := {ax0tax1t · · · axm−1t | m ≥ 1, |xi| ≤ r} up to cyclic permutation.




2 | m ≥ 2,m ≡ 0
(mod 2)} has generating function Ne(z) =
∑
m≥1 z
(2r+1)m, it is sufficient to compute
the generating function of Ae = {ax0tax1t · · · axm−1t | m ≥ 1, |xi| ≤ r,∀i(xi−1 =
±r =⇒ 0 ≤ ±xi < r)} up to cyclic permutation.
This is exactly the cycle construction (see page 26 in [31]) applied to the sets
So = {t, at, a−1t, a2t, a−2t, . . . , art, a−rt}
and
Se = {t, at, a−1t, . . . , ar−1t, a−r+1t, a±rtt, a±rta±1t, . . . , a±rta±(r−1)t},
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respectively, defined in the proof of Proposition 5.3.1. Thus by applying the formula















where Se(z) is given in (5.9). We thus obtain (note So and So etc are different):
Proposition 5.4.1. The conjugacy growth series for BS(1, 2r + 1) is the series
So(z) + Cyc(Ao)−No(z),
where So(z) is given by (5.3), and the conjugacy growth series for BS(1, 2r) is
Se(z) + Cyc(Ae)−Ne(z),
where Se(z) is given by (5.4).
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Conjectures and future work
6.1 Rational Conjugacy Growth
We saw in Theorem 3.3.1 that virtually abelian groups always have rational conju-
gacy growth series. Every conjugacy growth series for a non-virtually abelian finitely
presented group which has been studied, has been found to be transcendental. This
leads us to make the following conjecture.
Conjecture 6.1.1 (see also [26]). The conjugacy growth series of any finitely pre-
sented group that is not virtually abelian is transcendental.
Note that we include finitely presented in the hypothesis as Hull and Osin have
constructed a group with exponential conjugacy growth which possesses an index
2 subgroup with only two conjugacy classes. So this subgroup has rational growth
(in fact, the growth series is simply a polynomial). However, this subgroup is not
finitely presented.
6.2 Growth Rates
Regarding growth rates, we ask the following question.
Question 6.2.1. If the conjugacy and standard growth rates of a group are equal
for some generating set, are they equal for all generating sets?
The question is related to the conjecture below. This has already been shown
to hold in hyperbolic [1], relatively hyperbolic [33], most graph products [14], and
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lamplighter groups [49].
Conjecture 6.2.2. For any choice of generating set, the conjugacy and standard
growth rates of a finitely presented group are equal.
6.3 Quasi-Isometric invariance
Definition 6.3.1. Let (X, d) and (X ′, d′) be metric spaces. Then a map f : (X, d)→




d(x, y)− C ≤ d′(f(x), f(y)) ≤ λd(x, y) + C
for all x, y ∈ X. If, in addition, there is a constant D ≥ 0 such that for all z ∈ X ′,
there is some w ∈ f(X) with d′(x,w) ≤ D, then f is a quasi-isometry. We say that
X and X ′ are quasi-isometric.
Any two Cayley graphs of the same finitely generated group are quasi-isometric.
This allows us to extend the definition above to groups. We say that groups G and H
are quasi-isometric if any (and therefore every) pair of their respective Cayley graphs
are quasi-isometric. There is considerable interest in identifying which properties of
groups are invariant under quasi-isometry. It is not hard to see that the asymptotic
behaviour of the standard growth function is such a property.
As mentioned above, Hull and Osin [45] exhibit a finitely generated group with
exponential conjugacy growth function, possessing a finite-index subgroup with only
two conjugacy classes. Since any group is quasi-isometric to its finite-index sub-
groups, this demonstrates that the conjugacy growth type of a group is not a quasi-
isometry invariant. On the other hand, the conjugacy growth of a virtually abelian
group is equivalent to its standard growth (see Proposition 3.0.1), and so conjugacy
growth is a quasi-isometry invariant in this very restricted context. The question
arises then as to which other groups fall into this category. A natural next class of
groups to consider would be the (virtually) nilpotent groups. The following Theorem
of Pansu gives insight into the nature of quasi-isometry in nilpotent groups.
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With this in mind, we venture the following conjecture, which would imply that
conjugacy growth was a quasi-isometry invariant in this class of groups.
Conjecture 6.3.3. The conjugacy growth of a finitely generated nilpotent group




, i.e. the torsion-free ranks of the
quotients of the lower central series.
6.4 Further Work
We conclude with some concrete research directions that arise directly from the work
in this thesis.
1. Theorem 4.3.3 shows that certain groups with a finite-index subgroup isomor-
phic to the higher Heisenberg groups Hr have conjugacy growth equivalent to
that of Hr. Theorem 4.5.1 shows that all virtually H1 groups have growth
equivalent to that of H1. To show that all virtually Hr groups have growth
equivalent to Hr, it should be possible to generalise Theorem 4.5.1, considering
finite order automorphisms of Hr.
2. With a view to proving Conjecture 6.3.3, it would be useful to have a larger
amount of data about the asymptotics of conjugacy growth in nilpotent groups.
A good place to start would be to improve the bound for free nilpotent groups
of class 2 given in Proposition 4.6.2.
3. Sánchez and Shapiro [55] study the growth of so-called higher Baumslag-Solitar
groups. These are HNN-extensions of Zm given by the endomorphism g 7→ g3
that cubes all elements. Formal language techniques are used to show that
these groups have rational growth series, with respect to a natural choice of
generating set. Some of the techniques of Chapter 5 may allow us to study
conjugacy growth in this setting and help verify conjecture 6.1.1 for this special
case.
4. For groups with transcendental conjugacy growth, it would be interesting to
classify their algebraic complexity more finely. For example, a series is called
D-finite if it is the solution to an equation involving derivatives of finite order,
115
Chapter 6: Conjectures and future work
as well as polynomials. All algebraic series are D-finite, but not vice-versa.
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