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JOINT NUMERICAL RANGES AND COMMUNTATIVITY OF MATRICES
CHI-KWONG LI, YIU-TUNG POON, YA-SHU WANG
Abstract. The connection between the commutativity of a family of n× n matrices and the
generalized joint numerical ranges is studied. For instance, it is shown that F is a family of
mutually commuting normal matrices if and only if the joint numerical range Wk(A1, . . . , Am)
is a polyhedral set for some k satisfying |n/2 − k| ≤ 1, where {A1, . . . , Am} is a basis for the
linear span of the family; equivalently, Wk(X,Y ) is polyhedral for any two X,Y ∈ F . More
generally, characterization is given for the c-numerical range Wc(A1, . . . , Am) to be polyhedral
for any n× n matrices A1, . . . , Am. Other results connecting the geometrical properties of the
joint numerical ranges and the algebraic properties of the matrices are obtained. Implications
of the results to representation theory, and quantum information science are discussed.
1. Introduction
Denote by Mn the set of n × n complex matrices. Let c ∈ R
n be a real vector with entries
c1 ≥ · · · ≥ cn. The joint c-numerical range of A = (A1, . . . , Am) ∈M
m
n is defined by
Wc(A) =


( n∑
j=1
cjx
∗
jA1xj , . . . ,
n∑
j=1
cjx
∗
jAmxj
)
: {x1, . . . , xn} is an orthonormal set

 .
If c1 = cn, then Wc(A) = {c1(trA1, . . . , trAm)}. We will always assume that c1 > cn to
avoid this trivial case. When c1 = · · · = ck = 1 and ck+1 = · · · = cn = 0, Wc(A) reduces to the
joint k-numerical range of A, denoted by Wk(A). In particular, if k = 1, we get the classical
joint numerical range W (A). The joint c-numerical range is useful in studying the behavior of
the family of matrices {A1, . . . , Am}. One may see [2, 6, 10, 12] for some background. Even for
a singular matrix A ∈ Mn, there is interesting interplay between the geometrical properties of
Wc(A) and the algebraic and analytic properties of A ∈Mn; see [8, 11, 12]. Here we list a few
such properties pertinent to our study.
(1.1) Wc(A) is always convex.
(1.2) Wc(A) is a singleton if and only if A = µI is a scalar matrix.
(1.3) Wc(A) is a line segment if and only if A = αI + βH for a Hermitian matrix H ∈ Mn
and α, β ∈ C.
(1.4) If A is normal, then Wc(A) is polyhedral, i.e., the convex hull of a finite set in C.
(1.5) The following conditions are equivalent.
(a) A is normal.
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(b) There is a positive integer k with |n/2− k| ≤ 1 such that Wk(A) is polyhedral.
(c) There is c = (c1, . . . , cn)
t ∈ Rn with c1 ≥ · · · ≥ cn satisfying ck > ck+1 for some k
with |n/2− k| ≤ 1 such that Wc(A) is polyhedral.
(d) For any c ∈ Rn, Wc(A) is polyhedral.
More generally, we have the following characterization of A ∈Mn such thatWk(A) or Wc(A)
is polyhedral for general k and c. For c ∈ Rn with entries arranged in descending order
c1 ≥ · · · ≥ cn, let
γ(c) = max({j ≤ n/2 : cj > cj+1} ∪ {n − j ≤ n/2 : cj > cj+1}). (1)
(1.6) Let k ∈ {1, . . . , ⌊n/2⌋}. The following conditions are equivalent.
(a) Wk(A) is polyhedral.
(b) A is unitarily similar to D⊕Q such that D ∈Mℓ is a diagonal matrix with ℓ ≥ k,
and Wk(A) =Wk(D).
(c) There is c ∈ Rn with γ(c) = k such that Wc(A) is polyhedral.
(d) For any c ∈ Rn with γ(c) ≤ k, Wc(A) is polyhedral.
It is known that (1.1) may fail, i.e., Wc(A1, . . . , Am) may not be convex, if m > 1; see [2, 10].
In this paper, we will extend Properties (1.2) - (1.6) to the joint c-numerical range. Some other
results concerning the geometrical properties of Wc(A1, . . . , Am) and the algebraic properties
of A1, . . . , Am will also be obtained. In particular, we show that the joint c-numerical range is
useful for studying the commutativity of a (finite or infinite) family of matrices. For instance,
we show in Section 3 that a family F ⊆ Mn consists of mutually commuting normal matrices
if and only if the joint numerical range Wk(A1, . . . , Am) is polyhedral for some k satisfying
|n/2 − k| ≤ 1, where {A1, . . . , Am} is a basis for span (F), the linear span of F ; equivalently,
Wk(X,Y ) is polyhedral for any two X,Y ∈ F . The same conclusion holds if we replace Wk(·)
by Wc(·) for any c with |n/2 − γ(c)| ≤ 1, where γ(c) is defined as in (1). Furthermore, we
characterize A = (A1, . . . , Am) such that Wc(A) is a singleton, or a line segment in C
m, i.e.,
the convex hull of two points.
Our paper is organized as follows. In Section 2, we present some preliminary results. In
Section 3, we characterize a (finite or infinite) subset of (mutually) commuting normal matrices
in terms of the geometrical properties of the c-numerical ranges. Some implications of the
result to representation theory and quantum information science are discussed. In Section
4, we obtain some other results connecting the geometric properties of Wc(A1, . . . , Am) and
algebraic properties of A1, . . . , Am. In Section 5, we characterize A = (A1, . . . , Am) ∈M
m
n such
that Wc(A) is polyhedral for a general real vector c = (c1, . . . , cn).
2. Preliminaries
Suppose A = (A1, . . . , Am) ∈M
m
n , and c = (c1, . . . , cn)
t ∈ Rn. Let C be the diagonal matrix
diag (c1, . . . , cn). Then it is easy to check that
Wc(A) =WC(A) = {(trCU
∗A1U, . . . , trCU
∗AmU) : U ∈Mn is unitary}.
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The set WC(A) is referred to as the C-numerical range of A. We will use the formulation
WC(A) in our discussion. The following result is easy to verify, and can be viewed as an
extension of the results corresponding to Wk(A) and WC(A) in [8, 9]. In particular, condition
(c) below is an extension of Property (1.3).
Proposition 2.1. Let C = diag (c1, . . . , cn) be a real diagonal matrix, and A = (A1, . . . , Am) ∈
Mmn .
(a) For any unitary U, V ∈Mn, if D = U
∗CU and Bj = V
∗AjV for j = 1, . . . ,m, then
WC(A1, . . . , Am) =WD(B1, . . . , Bm).
(b) For any real vector (a1, . . . , am),
WC(A1 − a1I, . . . , Am − amI) =WC(A1, . . . , Am)− (trC)(a1, . . . , am),
and
W(aC+bI)(A1, . . . , Am) = aWC(A1, . . . , Am) + b(trA1, . . . , trAm),
(c) If A1, . . . , Am are diagonal matrices, then
WC(A) = conv {(tr(CP
tA1P ), . . . , tr(CP
tAmP )) : P is a permutation matrix}
is polyhedral.
(d) Suppose Aj = H2j−1 + iH2j for two Hermitian matrices H2j−1,H2j for j = 1, . . . ,m.
Then WC(A) can be identified with WC(H1, . . . ,H2m) ⊆ R
2m.
(e) Suppose R = (rij) ∈ Mm is invertible, f = (f1, . . . , fm)
t ∈ Cm, and B1, . . . , Bm satisfy
Bi =
∑m
j=1 rijAj + fiIn for i = 1, . . . ,m. Then (b1, . . . , bm) ∈ W (B1, . . . , Bm) if and
only if
(b1, . . . , bm)
t = R(a1, . . . , am)
t + (f1, . . . , fm)
t for some (a1, . . . , am) ∈W (A1, . . . , Am).
Note that Ik ⊕ 0n−k = I − (0k ⊕ In−k). By conditions (a) and (b), we have
Wk(A) = (trA1, . . . , trAm)−Wn−k(A).
By conditions (d) and (e) above, one can focus on the study ofWC(A1, . . . , Am) for Hermitian
matrices A1, . . . , Am. Furthermore, one may focus on (A1, . . . , Am) such that {A1, . . . , Am} is
a linear independent set in the real linear space of trace zero Hermitian matrices if desired.
Nevertheless, we will state most of our results in terms of general complex matrices so that one
does not need to impose the additional assumption when the result is applied.
It is easy to check that if {A1, . . . , Am} is a family of mutually commuting normal matrices,
then for all real diagonal matrix C, WC(A1, . . . , Am) is polyhedral and therefore is convex. In
the next section, we will show that the converse is also valid. In fact, one only needs to check
that WC(A1, . . . , Am) is polyhedral for some special C, it will follow that {A1, . . . , Am} is a
commuting family of normal matrices.
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3. Commuting normal matrices
If F is a family of (mutually) commuting normal matrices, thenW (A1, . . . , Am) is polyhedral
for any subset {A1, . . . , Am} of F . But the converse may not hold as shown in the following
example; for example see [12].
Example 3.1. Let w = ei2π/3 and A = A1 + iA2 = diag (1, w,w
2) ⊕
(
0 0.1
0 0
)
. Then
W (A1, A2) ≡ W (A) = conv {1, w,w
2} is a triangular disk, but A1, A2 do not commute, equiv-
alently, A is not normal.
Even if we assume that the family of matrices have nice property, say, it consists of unitary
matrices, we still cannot get nice conclusion.
Example 3.2. Let A = A1+ iA2 = diag (1+ i, 1− i,−1+ i,−1− i)⊕
(
1 1
−1 −1
)
. Then A1, A2
are unitary, and W (A) = conv {1 + i, 1− i,−1 + i,−1− i}. But A1, A2 do not commute.
It turns out that one can detect the commutativity of a family of matrices using the C-
numerical range or k-numerical range for some special C and k. The following is an extension
of property (1.5).
Theorem 3.3. Let A1, . . . , Am ∈Mn. The following conditions are equivalent.
(a) {A1, . . . , Am} consists of mutually commuting normal matrices.
(b) There is a positive integer k with |n/2− k| ≤ 1 such that Wk(A1, . . . , Am) is polyhedral.
(c) There is a Hermitian C ∈ Mn with eigenvalues c1 ≥ · · · ≥ cn satisfying ck > ck+1 for
some k with |n/2− k| ≤ 1 such that WC(A1, . . . , Am) is polyhedral.
(d) For any Hermitian C, WC(A1, . . . , Am) is polyhedral.
Proof. Suppose (a) holds. Then there is a unitary U ∈ Mn such that U
∗AjU is a diagonal
matrix for j = 1, . . . ,m. By Proposition 2.1 (a) and (c), we see that WC(A1, . . . , Am) is
polyhedral for any Hermitian C ∈Mn. Thus (d) holds.
If (d) holds, then clearly (c) and (b) hold.
Suppose (c) holds. We can let Aj = H2j−1 + iH2j such that H2j−1,H2j are Hermitian for
j = 1, . . . ,m. Then WC(A1, . . . , Am) ⊆ C
m can be identified with WC(H1, . . . ,H2m) ⊆ R
2m,
which is polyhedral. Thus, WC(Hr,Hs) is polyhedral for any r, s. Thus, by Property (1.5),
Hr + iHs is normal, i.e., HrHs = HsHr for any 1 ≤ r, s ≤ 2m. Hence, {H1, . . . ,H2m} is
a commuting family of Hermitian matrices so that {A1, . . . , Am} is a commuting family of
normal matrices. Hence (a) holds. If (b) holds, then (c) holds. Thus, (a) holds. 
Note that Theorem 3.3 can also be deduced from Theorem 5.1, whose proof is more involved.
The short proof above actually gives rise to other useful consequences. For instance, from the
proof of Theorem 3.3, we see that one only needs to check any two matrices in {H1, . . . ,H2m}
commute, then we can conclude that {A1, . . . , Am} is a commuting family of normal matrices.
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In fact, it is difficult to visualize WC(A1, . . . , Am) ⊆ C
m or WC(H1, . . . ,H2m) ⊆ R
2m if m > 1.
It is more practical to check WC(Hr,Hs) ⊆ R
2 for all 1 ≤ r < s ≤ 2m. Of course, one
may let {G1, . . . , Gr} be a maximal linearly independent subset of {H1, . . . ,H2m} and examine
WC(Gu, Gv) ⊆ R
2 for 1 ≤ u < v ≤ r to deduce the desired conclusion.
Even for an infinite family F ⊆ Mn, if we take the Hermitian and skew-Hermitian parts
of the matrices in F and show that any two of them commute, then F will be a family of
commuting normal matrices. Also, if we take a basis B = {B1, . . . , Bm} for the linear span of S
and show that B is a family of commuting normal matrices, then so is the family S. By these
observations, we can extend Theorem 3.3 to the following.
Theorem 3.4. Suppose F ⊂Mn is a non-empty set of matrices, and F
∗ = {A∗ : A ∈ F}. Let
B = {B1, . . . , Br} be a basis for span (F), span (F
∗), or span (F ∪ F∗). In the last case, we
may assume that B1, . . . , Br are Hermitian matrices. The following conditions are equivalent.
(a) One of / all the sets F ,F ∪ F∗ or B consists of mutually commuting normal matrices.
(b) For any Hermitian C and {A1, . . . , Am} ⊆ span (F∪F
∗), WC(A1, . . . , Am) is polyhedral.
(c) There is a Hermitian C ∈Mn with eigenvalues c1 ≥ · · · ≥ cn and ck > ck+1 for some k
satisfying n/2 − 1 ≤ k ≤ n/2 + 1 such that WC(X,Y ) is polyhedral for any X,Y ∈ S,
where S can be any one of the sets F ,F∗,F ∪ F∗,B.
(d) There is a positive integer k with n/2−1 ≤ k ≤ n/2+1 such that Wk(X,Y ) is polyhedral
for any X,Y ∈ S, where S can be any one of the sets F ,F∗,F ∪ F∗,B.
(e) There is a Hermitian C ∈Mn with eigenvalues c1 ≥ · · · ≥ cn and ck > ck+1 for some k
satisfying n/2− 1 ≤ k ≤ n/2 + 1 such that WC(B1, . . . , Br) is polyhedral.
We include many equivalent conditions in the statement of Theorem 3.4 so that it can
be applied to different situations. For instance, Theorem 3.4 can be used to check whether
F = Φ(G) consists of commutative matrices if Φ is a finite dimensional unitary representation
of a group G. Therefore, it can be used to check whether a finite group G is Abelian if Φ is the
left regular representation of G.
More generally, every bounded group G of matrices in Mn, there is an invertible matrix
S ∈ Mn such that S
−1GS = {S−1AS : A ∈ G} is a group of unitary matrices; see [1] and
also [4]. Then the above results can be used to check whether the group S−1GS consists of
commutative unitary matrices. Of course, G is Abelian if and only if S−1GS is Abelian.
In quantum information science, if A1, . . . , Am ∈ Mn are Hermitian matrices corresponding
to m observable on a quantum system with quantum state represented as density matrices in
Mn, i.e., positive semidefinite matrices of trace one, then
convW (A1, . . . , Am) = {(trA1P, . . . , trAmP ) : P is a density matrix}
is the set of joint measurements of different quantum states P . As mentioned before, even
if convW (A1, . . . , Am) is polyhdral, we may not be able to conclude that {A1, . . . , Am} is a
commuting family. By Theorem 3.3, suppose we consider the subset Sk of states consisting of
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1
kA, where A is a convex combination of rank k-orthogonal projections. Then
Sk = {A ∈Mn : trA = 1, 0 ≤ A ≤ I/k},
where X ≥ Y means X − Y is positive semidefinite for for X,Y ∈Mn, and
convWk(A1, . . . , Am) = {k(trA1P, . . . , trAmP ) : P ∈ Sk}.
Hence, {A1, . . . , Am} is a commutative family of Hermitian matrices if and only if the joint
measurements of the states in Sk form a polyhedral set for some k satisfying |n/2− k| ≤ 1.
Recall that an operator system S in Mn is a subspace containing In and satisfies A
∗ ∈ S
whenever A ∈ S. Operator systems are useful structure in the study of operator algebras
and functional analysis; see [14]. Recently, it is shown that operator systems are useful in
studying the properties of quantum channels; see [7]. Every operator system in S ⊆ Mn has a
basis {I,B1, . . . , Bm} consisting of Hermitian matrices. So, one can use Theorem 3.3 to check
whether an operator system is commutative. This turns out to be equivalent to the condition
that the associated quantum channel is a Schur channel; see [5].
We can use the C-numerical range to see that a family of matrices are commuting normal
matrices with special structure. The following result extends Properties (1.2) and (1.3) to the
following
Theorem 3.5. Let C ∈Mn be a non-scalar Hermitian matrix. Let A = (A1, . . . , Am) ∈M
m
n .
(a) WC(A) is a singleton if and only if Aj = ajI is a scalar matrix for each j.
(b) WC(A) is a line segment in C
m if and only if there is a Hermitian matrix H such that
Aj ∈ span {I,H} for each j.
Proof. (a) If WC(A) is a singleton, then so is WC(Aj) for each j. By (1.2), Aj is a scalar
matrix. The converse is clear.
(b) Let Aj = H2j−1 + iH2j for j = 1, . . . ,m. Then WC(Hu + iHv) is a line segment for any
1 ≤ u < v ≤ 2m. If all the line segments are degenerate (with length zero), then Hu + iHv is a
scalar matrix by (1.2) for all u, v. Else, we may assume that WC(H1+ iH2) is a non-degenerate
line segment and H1 = (trH1)I/n+H for a nonzero Hermitian matrix H with trace 0 by (1.3).
Now, WC(H1 + iHv) is a line segment for each v > 1. By (1.3) again, we see that for each
v > 1, Hv = (trHv)I/n + bvH for some bv ∈ R.
The converse is clear. 
4. Other properties
We establish some other properties connecting the geometric properties of WC(A1, . . . , Am)
and the algebraic properties of A1, . . . , Am. These results have their own interest, and will
be useful in studying the polyhedral property of WC(A1, . . . , Am) in the next section. By the
comments in Section 2, we will focus on Hermitian matrices C,A1, . . . , Am ∈Mn.
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First we give a description of the convex hull of WC(A1, . . . , Am). The result is an extension
of [11, Theorem 2.1]. Denote by λ1(A) ≥ · · · ≥ λn(A) the eigenvalues of a Hermitian matrix
A ∈Mn.
Theorem 4.1. Let C,A1, . . . , Am ∈ Mn be Hermitian such that C = diag (c1, . . . , cn) with
c1 ≥ · · · ≥ cn. Then for A = (A1, . . . , Am),
convWC(A) = ∩{Pv(A) : v ∈ R
m, vtv = 1},
where for v = (v1, . . . , vm)
t ∈ Rm,
Pv(A) =

(a1, . . . , am) :
m∑
j=1
vjaj ≤
n∑
j=1
cjλj(v1A1 + · · ·+ vmAm)

 .
Proof. To prove “⊆”, let v = (v1, . . . , vm)
t be a unit vector in Rm, and let U ∈Mn be unitary
such that
(a1, . . . , am) = (trCU
∗A1U, . . . , trCU
∗AmU) ∈WC(A).
Then by [11, Theorem 2.1] and also [8],
m∑
j=1
vjaj =
m∑
j=1
vj(trCU
∗AjU) = tr[CU
∗(
m∑
j=1
vjAj)U ] ≤
n∑
j=1
cjλj(v1A1 + · · · + vmAm).
Hence, WC(A1, . . . , Am) is a subset of the convex set ∩{Pv : v ∈ R
m, vtv = 1}, and so is
convWC(A1, . . . , Am).
For the reverse inclusion, suppose (b1, . . . , bn) /∈ convWC(A1, . . . , Am). Then there is a
linear functional f : Rm → R of the form
(x1, . . . , xm)→ v1x1 + · · ·+ vmxm
for a unit vector (v1, . . . , vm)
t ∈ Rm such that f(b1, . . . , bm) > f(a1, . . . , am) for all (a1, . . . , am) ∈
convWC(A1, . . . , Am), and hence f(b1, . . . , bm) > f(trCU
∗A1U, . . . , trCU
∗AmU) for any uni-
tary U ∈Mn. Hence, if V ∈Mn is unitary such that V
∗(v1A1+· · ·+vmAm)V = diag (λ1, . . . , λn)
with λ1 ≥ · · · ≥ λn, then
m∑
j=1
vjbj >
m∑
j=1
vj(trCV
∗AjV ) = tr[CV
∗(
m∑
j=1
vjAj)V ] =
n∑
j=1
cjλj.
Thus, (b1, . . . , bm) /∈ Pv(A) with v = (v1, . . . , vm)
t. 
Let S ⊂ Rm. A point p ∈ S is a conical point if there is an invertible affine transform
f : Rm → Rm such that f(p) = 0 and f(S) ⊆ {(x1, . . . , xm) : xj ≤ 0 for all j = 1, . . . ,m}.
In the following, we also use Rm to denote the set of row vectors. It is known that if
p = (p1, . . . , pm) is conical point of W (A1, . . . , Am), where A1, . . . , Am ∈ Mn are Hermitian,
then there is a unit vector v ∈ Cn such that Ajv = pjv; see [3]. In other words, A1, . . . , Am has
a common eigenvector v. We will extend this result to the C-numerical range.
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Theorem 4.2. Let A1, . . . , Am ∈Mn be Hermitian matrices. Suppose C = diag (c1, . . . , cn) =
ξ1In1 ⊕ · · · ⊕ ξrInr such that ξ1 > · · · > ξr and n1 + · · · + nr = n. If U ∈ Mn is unitary such
that (trCU∗A1U, . . . , trCU
∗AmU) is a conical point of WC(A1, . . . , Am), then each U
∗AjU =
Aj1 ⊕ · · · ⊕Ajr ∈Mn1 ⊕ · · · ⊕Mnr has the same direct sum structure as C.
Proof. Let A = (A1, . . . , Am). We may assume that U = In. By an affine transform, we may
assume that WC(A) lies in the set {(a1, . . . , am) : a1, . . . , am ∈ (−∞, 0]} and trCAj = 0 for all
1 ≤ j ≤ m. Then for each Aj = (a
(j)
uv ), we see that WC(Aj) ⊆ (−∞, 0] and
0 = trCAj =
n∑
u=1
cua
(j)
uu =
n∑
u=1
cuλu(Aj).
Note that sum of the first v diagonal entries of Aj is always smaller than or equal to the sum
of the v largest eigenvalues of Aj . So,
n∑
u=1
cua
(j)
uu = (ξ1 − ξ2)
n1∑
u=1
a(j)uu + (ξ2 − ξ3)
n1+n2∑
u=1
a(j)uu + .....+ ξℓ(trAj)
≤ (ξ1 − ξ2)
n1∑
u=1
λu(Aj) + ....+ ξℓ(trAj) =
n∑
u=1
cuλu(Aj).
As a result, the equality holds implies that
∑ℓ
u=1 a
(j)
uu =
∑ℓ
u=1 λu(Aj) for ℓ = n1, n1+n2, . . . , n1+
· · ·+ nr−1. It follows [8] that Aj = Aj1 ⊕ · · · ⊕Ajr. 
By Theorem 4.2, we have the following result on general matrices A1, . . . , Am ∈Mn.
Corollary 4.3. Suppose C ∈ Mn is Hermitian with n distinct eigenvalues. Let A1, . . . , Am ∈
Mn. If WC(A1, . . . , Am) has a conical point, then {A1, . . . , Am} is a commuting family of
normal matrices.
The next result shows that if A1, . . . , Am ∈Mn1⊕· · ·⊕Mnr has common direct sum structure,
then we can find a containment regions for Wk(A1, . . . , Am) using the joint ℓ-numerical ranges
of the smaller matrices in the component of the direct sum. The result will be useful in the
study of polyhedral property of WC(A1, . . . , Am).
Theorem 4.4. Suppose A1, . . . , Am ∈ Mn are Hermitian such that Aj = Aj1 ⊕ · · · ⊕ Ajr ∈
Mn1 ⊕ · · · ⊕Mnr . Then
Wk(A1, . . . , Am) ⊆ convW = convWk(A1, . . . , Am),
where
W = ∪{Wk1(A11, . . . , Am1) + · · ·+Wkr(A1r, . . . , Amr) : k1, . . . , kr ≥ 0,
r∑
j=1
kj = k},
with the convention that W0(B1, . . . , Bm) = {(0, . . . , 0)} for any B1, . . . , Bm ∈Mq.
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Proof. First, we proveWk(A1, . . . , Am) ⊆ convW. Suppose r = 2. Let (trA1P, . . . , trAmP ) ∈
Wk(A1, . . . , Am), where P is a rank k orthogonal projection. Suppose P =
(
P11 P12
P ∗12 P22
)
with
P11 ∈Mn1 .
We claim that P11⊕P22 is a convex combination of rank k orthogonal projections of the form
Q1⊕Q2 with Q
2
1 = Q1 and Q
2
2 = Q2, i.e., Q1, Q2 are orthogonal projections. Then (trAjP )
m
j=1 =
(trAj(P11 ⊕ P22))
m
j=1 will be a convex combination of the form (trAj1Q1 + trAj2Q2)
m
j=1. So,
Wk(A1, . . . , Am) is a subset of the convex hull of
∪{Wk1(A1, . . . , Am) +Wk2(A1, . . . , Am) : k1, k2 ≥ 0, k1 + k2 = k}.
To prove our claim, let V1 ∈ Mn1 be unitary such that R11 = V
∗
1 P11V1 = diag (d1, . . . , dn1)
with d1 ≥ · · · ≥ dn1 . Let di = 1 for i ≤ p and di = 0 for q < i, where p = max(0, k − n2) and
q = min(k, n1). Note that P22 has eigenvalues 1 − dk ≥ · · · ≥ 1 − dk+1−n2 . So we can choose
a unitary matrix V2 ∈ Mn2 such that R22 = V
∗
2 P22V2 = diag (1 − dk, . . . , 1 − dk+1−n2). For
p ≤ ℓ ≤ q, define
Tℓ = (Iℓ ⊕ 0n1−ℓ)⊕ (Ik−ℓ ⊕ 0n2−k+ℓ).
Since dℓ = 1 for ℓ ≤ p and dℓ = 0 for ℓ > q, we have
R11 ⊕R22 =
q∑
ℓ=p
(dℓ − dℓ+1)Tℓ and
q∑
ℓ=p
(dℓ − dℓ+1) = 1.
Hence, if Tˆℓ = V TℓV
∗ for p ≤ ℓ ≤ q, where V = V1 ⊕ V2,
P11 ⊕ P22 =
q∑
ℓ=p
(dℓ − dℓ+1)Tˆℓ.
The general case follows from induction on r .
It is clear that Wk1(A11, . . . , Am1) + · · · +Wkr(A1r, . . . , Amr) ⊆ Wk(A1, . . . , Am) whenever
k1, . . . , kr ≥ 0 satisfy
∑r
j=1 kj = k. Thus, convW ⊆ convWk(A1, . . . , Am). By the result in
the precding paragraph, we have the reverse inclusion. 
5. Polyhedral property
The following theorem characterizes (A1, . . . , Am) ∈M
m
n such that WC(A1, . . . , Am) is poly-
hedral. The result extends Property (1.6). We will focus on Hermitian matrices A1, . . . , Am ∈
Mn by the comment in Section 2.
Supppose C ∈Mn is Hermitian with eigenvalues c1 ≥ · · · ≥ cn. Let
γ(C) = max({j ≤ n/2 : cj > cj+1} ∪ {n − j ≤ n/2 : cj > cj+1}). (2)
Theorem 5.1. Let A1, . . . , Am ∈Mn be Hermitian matrices, and let k ∈ {1, 2, . . . , ⌊n/2⌋}. The
following are equivalent.
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(a) There is a Hermitian matrix C ∈ Mn with γ(C) = k such that convWC(A1, . . . , Am)
or WC(A1, . . . , Am) is polyhedral.
(b) There exist ℓ ≥ 2k and a unitary U ∈ Mn such that for each j = 1, . . . ,m, U
∗AjU =
Dj⊕Qj, where Dj ∈Mℓ is a diagonal matrix, and Wk(A1, . . . , Am) =Wk(D1, . . . ,Dm).
(c) There exist ℓ ≥ 2k and a unitary matrix U ∈ Mn such that for each j = 1, . . . ,m,
U∗AjU = Dj⊕Qj, where Dj ∈Mℓ is a diagonal matrix, and for any Hermitian C ∈Mn
with eigenvalues c1 ≥ · · · ≥ cn and γ(C) = k, we have W(C−ck+1I)(A1, . . . , Am) =
WCˆ(D1, . . . ,Dm), where Cˆ = diag (c1 − ck+1, . . . , ck − ck+1, ck+n−ℓ+1 − ck+1, . . . , cn −
ck+1) ∈Mℓ.
(d) WC(A1, . . . , Am) is polyhedral for any Hermitian C with γ(C) ≤ k.
Proof. (a) ⇒ (b). Suppose C ∈Mn is Hermitian with γ(C) = k, and convWC(A1, . . . , Am)
is polyhedral. Let p = (p1, . . . , pm) be a conical point of convWC(A1, . . . , Am). We may
assume that C = diag (c1, . . . , cn) with c1 ≥ · · · ≥ cn and ck > ck+1. We may further assume
that C = ξ1In1 ⊕ · · · ⊕ ξrInr with ξ1 > · · · > ξr and n1 + · · · + nr = n. Applying an affine
transform, we may assume that (p1, . . . , pm) = (0, . . . , 0) and
WC(A1, . . . , Am) ⊆ {(x1, . . . , xm) : x1, . . . , xm ∈ (−∞, 0]}.
By Theorem 4.2, there is a unitary U ∈Mn such that U
∗AjU = Aj1⊕· · ·⊕Ajr ∈Mn1⊕· · ·⊕Mnr .
Let q be such that n1+ · · ·+nq = k. From the proof of Theorem 4.2, if Bj = Aj1⊕· · ·⊕Ajq,
then bj = trBj =
∑k
u=1 λu(Aj). Hence,
(b1, . . . , bm) ∈Wk(A1, . . . , Am) ⊆ {(x1, . . . , xm) : x1, . . . , xm ∈ (−∞, bj ]}.
So, (b1, . . . , bm) lies in the intersection of the m support planes: Pj = {(x1, . . . , xm) : xj ≤ bj}
for j = 1, . . . ,m, and is a conical point of Wk(A1, . . . , Am).
Now, for any 1 ≤ u, v ≤ m, WC(Au + iAv) ⊆ {x + iy : x, y ∈ (−∞, 0]} is polyhedral with
a vertex 0. By the results in [11], we see that Wk(Au + iAv) is polyhedral, and (bu + ibv) is a
vertex and hence BuBv = BvBu. Since this is true for all u, v, we see that {B1, . . . , Bm} is a
commuting family and hence we may assume that B1, . . . , Bm are in diagonal form.
Now, let ℓ ∈ {k, . . . , n} be the maximum integer for the existence of a unitary V ∈Mn such
that V ∗AjV = Dj ⊕Qj , where Dj ∈Mℓ is a diagonal matrix and Qj ∈Mn−ℓ for j = 1, . . . ,m.
Without loss of generality, we may assume that Aj = Dj ⊕Qj .
If every conical point of Wk(A1, . . . , Ak) lies in Wk(D1, . . . ,Dm), then Wk(D1, . . . ,Dm) =
Wk(A1, . . . , Am). Suppose there is a conical point (a1, . . . , am) of Wk(A1, . . . , Am) not lying in
Wk(D1, . . . ,Dm). We may apply an affine transform to the matrices A1, . . . , Am, and assume
that (a1, . . . , am) = (0, . . . , 0) and Wk(A1, . . . , Am) ⊆ {(x1, . . . , xm) : x1, . . . , xm ∈ (−∞, 0]}.
So, 0 =
∑k
u=1 λu(Aj) for j = 1, . . . ,m.
By Theorem 4.4, (a1, . . . , am) = (trA1P, . . . , trAmP ) for some rank k orthogonal projection
P so that (a1, . . . , am) is a convex combination of elements of the form (trA1R, . . . , trAmR),
where R = R1 ⊕ R2 ∈ Mℓ ⊕Mn−ℓ. Since (a1, . . . , am) is an extreme point, P must equal to
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one of the R = R1 ⊕R2. Clearly, R2 6= 0. Else, (trA1R, . . . , trAmR) ∈ Wk(D1, . . . ,Dm). Now,
there is a unitary V = V1⊕V2 ∈Mℓ⊕Mn−ℓ such that V
∗(R1⊕R2)V = Iq⊕0n−k⊕ Ik−q. Then
tr(V ∗AjV V
∗(R1 ⊕R2)V ) = tr(Aj(R1 ⊕R2)) = aj, j = 1, . . . ,m.
Hence, for each j the first q diagonal entries and the last k − q diagonal entries of V ∗AjV
summing up to 0 = aj =
∑k
u=1 λu(Aj); as a result,
V ∗AjV = V
∗
1 DjV1 ⊕ V
∗
2 QjV2 = (Tj ⊕ Sj)⊕ (Qˆj ⊕ Dˆj),
where Tj ∈Mq and Dˆj ∈Mk−q. If 1 ≤ u < v ≤ m, then Wk(Au + iAv) ⊆ {x+ iy : x, y ≤ 0} is
polyhedral and 0 = tr(Tu+ iTv)+ tr(Dˆu+ iDˆv) is a conical point. By [11, Lemma 2.6], Tu+ iTv
and Dˆu + iDˆv are normal matrices, i.e., TuTv = TvTu and DˆuDˆv = DˆvDˆu. Since this is true
for all 1 ≤ u < v ≤ m, up to unitarily similarity, we may assume that T1, . . . , Tm are diagonal
matrices, and so are Dˆ1, . . . , Dˆm. So, there is Vˆ ∈Mn−ℓ such that Vˆ
∗Qj Vˆ = Dˆj ⊕ Qˆj for each
j. Consequently,
(Iℓ ⊕ Vˆ )
∗Aj(Iℓ ⊕ Vˆ ) = Dj ⊕ Dˆj ⊕ Qˆj, j = 1, . . . ,m,
contradicting the choice of ℓ.
Now, we show that ℓ ≥ 2k. Suppose the contrary that ℓ < 2k ≤ n. Note that for every j,
Wk(Dj) =Wk(Aj). Then we have
λi(Dj) = λi(Aj) and λn−i+1(Aj) = λℓ−i+1(Dj), for all 1 ≤ i ≤ k.
It follows that
λℓ−k+1(Dj) ≤ λn−ℓ(Qj) ≤ λ1(Qj) ≤ λk(Dj) ≤ λℓ−k+1(Dj)
because ℓ− k+1 ≤ k. So we have λℓ−k+1(Dj) = λk(Dj) and Qj = λk(Aj)In−ℓ. Hence, we have
V ∗AjV = Dj for each j and ℓ = n ≥ 2k, a contradiction.
(b) ⇒ (c). Suppose (b) holds. Without loss of generality, assume that Aj = Dj ⊕ Qj for
j = 1, . . . ,m and
Wk(A1, . . . , Am) =Wk(D1, . . . ,Dm).
If v = (v1, . . . , vm)
t ∈ Rm is a unit vector, Av = v1A1+· · ·+vmAm andDv = v1D1+· · ·+vmDm,
then
[
k∑
j=1
λn−j+1(Av),
k∑
j=1
λj(Av)] =Wk(v1A1 + · · · + vmAm)
= {
m∑
j=1
vjaj : (a1, . . . , am) ∈Wk(A1, . . . , Am)} = {
m∑
j=1
vjaj : (a1, . . . , am) ∈Wk(D1, . . . ,Dm)}
= Wk(v1D1 + · · ·+ vmDm) =

 k∑
j=1
λℓ−j+1(Dv),
k∑
j=1
λj(Dv)

 .
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So,
λi(Dv) = λi(Av) and λn−i+1(Av) = λℓ−i+1(Dv), for all 1 ≤ i ≤ k.
Now, if C ∈ Mn is Hermitian with eigenvalues c1 ≥ · · · ≥ cn and γ(C) = k, then C − ck+1I
has at most k positive eigenvalues and at most k negative eigenvalues. Moreover, all the
nonzero eigenvalues of C − ck+1I will also be those of Cˆ. As a result, for any unit vector
v = (v1, . . . , vm)
t ∈ Rm, if Av = v1A1 + · · · + vmAm and Dv = v1D1 + · · · + vmDm, then
WC−ck+1I(Av) =WCˆ(Dv). So,
convWC−ck+1I(A1, . . . , Am) ⊆ convWCˆ(D1, . . . ,Dm) =WCˆ(D1, . . . ,Dm).
Clearly, if we assume that Aj = Dj ⊕Qj for j = 1, . . . ,m, and D = Cˆ ⊕ 0n−ℓ which is unitarily
similar to C − ck+1I, then for any unitary V ∈Mℓ, we can let Vˆ = V ⊕ In−ℓ so that
(trCˆV ∗D1V, . . . , trCˆV
∗DmV ) = (trDVˆ
∗A1Vˆ , . . . , trDVˆ
∗AmVˆ ) ∈WC−ck+1I(A1, . . . , Am).
Hence, we have
convWC−ck+1I(A1, . . . , Am) ⊆WCˆ(D1, . . . ,Dm) ⊆WC−ck+1I(A1, . . . , Am).
Thus, condition (c) holds.
Suppose (c) holds. Then for any Hermitian C with γ(C) ≤ k, WC−ck+1I(A1, . . . , Am) is
polyhedral and so is WC(A1, . . . , Am). Thus, (d) holds.
The implication (d) ⇒ (a) is clear. 
By Theorem 5.1, we see that if convWC(A1, . . . , Am) is polyhedral, then WCˆ(A1, . . . , Am)
is polyhedral for any Hermitian Cˆ ∈ Mn with γ(Cˆ) ≤ γ(C). In particular, we can choose
C = Cˆ so that WC(A1, . . . , Am) is polyhedral. Similarly, if convWk(A1, . . . , Am) is polyhedral
for some k ≤ n/2, then Wr(A1, . . . , Am) is polyhedral for any r ≤ k.
Note that checking F ⊆Mn is a set of commuting normal matrices can be reduced to checking
whether XY = Y X for any two matrices X,Y ∈ F . That is why we can focus on the polyhedral
property of WC(X,Y ) is normal for any two matrices in X,Y ∈ F for a suitable C in Theorem
3.3. We cannot use the same strategy for Theorem 5.1 because WC(X,Y ) is polyhedral for all
X,Y ∈ B.
Example 5.2. Let A1 = diag (1, 1,−1 − 1, 1,−1), A2 = diag (1,−1, 1,−1) ⊕
(
0 i
−i 0
)
, A3 =
[1] ⊕
(
0 i
−i 0
)
⊕ diag (1,−1,−1), then W (X,Y ) = conv {(1, 1), (1,−1), (−1, 1), (−1,−1)} for
all X,Y ∈ {A1, A2, A3}, but W (A1, A2, A3) is not polyhedral as it has only two conical points
(1, 1, 1) and (−1,−1, 1) associated with the two common reducing eigenvectors e1 and e4 of the
matrices A1, A2, A3.
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