The main objective of this work is to study a split hierarchical monotone variational inclusion problem, which includes split variational inequality problems, split monotone variational inclusion problems, split hierarchical variational inequality problems, etc., as special cases. We propose an iterative algorithm for solving split hierarchical monotone variational inclusion problem. Further, we prove that the sequence generated by proposed algorithm converges weakly to the solution of split hierarchical monotone variational inclusion problem. Our result improve and extend the corresponding results announced by many authors in this area.
Introduction
Let C be a nonempty closed convex subset of a real Hilbert space H and f : H → H be an operator. The variational inequality problem defined by C and f is to find x * ∈ C such that f (x * ), x − x * ≥ 0, for all x ∈ C.
It is equivalent to several problems, namely, complementarity problems, optimizations, saddle point problems, fixed point problems, etc. The theory of variational inequality is well established and has many applications in different branches of science and engineering.
A variational inequality problem defined over Fix(T ), the set of fixed points of a mapping T : H → H is called hierarchical variational inequality problem (in short: HVIP). More precisely, let T : H → H be a nonlinear operator and f : H → H be an operator. The HVIP is to find x * ∈ Fix(T ) such that
where Fix(T ) = φ. It includes several problems such as signal recovery problem [5] , beamforming problem [11] and power control problem [6] .
In 2010, Censor et al. [4] introduced a new type of variational inequality problem, named split variational inequality problem (in short, SVIP):
and such that
where C is closed, convex subset of Hilbert space H 1 ; Q is closed, convex subset of Hilbert space H 2 ; A : H 1 → H 2 is a bounded linear operator; f : H 1 → H 1 and g : H 2 → H 2 are two operators.
In 2011, Moudafi [10] extended split variational inequality problem to split monotone variational inclusion problem (in short: SMVIP),
where Moudafi [10] proposed an iterative algorithm to find the solution of SMVIP(5)- (6) . Let λ > 0, select an arbitrary starting point x 0 ∈ H 1 . Compute
where γ ∈ (0, 1/L) with L being spectral radius of operator A * A, A * is the adjoint operator of A, U = J
Recently, Ansari et al. [1] introduced split hierarchical variational inequality problem (in short: SHVIP),
where f, T : H 1 → H 1 are operators such that Fix(T ) = φ; g, S : H 2 → H 2 are operators such that Fix(S) = φ; A : H 1 → H 2 be an operator with R(A) ∩ Fix(S) = φ, where R(A) denotes the range set of A.
Motivated and inspired by the research works of Censor et al. [4] , Moudafi [10] , Ansari et al. [1] and by the ongoing research in this direction, we introduce the following split hierarchical monotone variational inclusion problem (in short: SHMVIP),
where
are multi-valued mappings on Hilbert spaces H 1 and H 2 respectively; f, S : H 1 → H 1 are operator with Fix(S) = φ and g, T : H 2 → H 2 are operators with Fix(T ) = φ and A : H 1 → H 2 be a bounded linear operator with R(A) ∩ Fix(T ) = φ.
Our SHMVIP (10)- (11) is more general and include many problems exist in literature. Some special cases of SHMVIP (10)- (11) are given below: (i) If S = I H 1 , the identity operator on H 1 and T = I H 2 , the identity operator on H 2 . Then SHMVIP (10)- (11) becomes SMVIP (5)- (6) of [10] .
(ii) If B 1 = N Fix(S) and B 2 = N Fix(T ) are normal cones to closed convex sets Fix(S) and Fix(T ), we recover the split hierarchical variational inequality problem studied in [1] .
(iii) If S = I H 1 , the identity operator on H 1 , T = I H 2 , the identity operator on H 2 and B 1 = N Fix(S) , B 2 = N Fix(T ) are normal cones to closed convex sets Fix(S) and Fix(T ). Then SHMVIP (10)- (11) coincide with SVIP (3)- (4).
(iv) If S = I H 1 , the identity operator on H 1 , T = I H 2 , the identity operator on H 2 and f = g = 0. Then SHMVIP(10)-(11) covers split common null point problem (in short: SCNPP), studied by Byrne et al. [2] .
(v) If T = I H 2 , the identity operator on H 2 and f = g = 0, then our problem coincides with the problem studied by Kazmi et al. [7] .
Preliminaries and Auxiliary Results
In this section, we collect some basic notions and auxiliary results.
(ii) α-strongly monotone, if there exists a constant α > 0 such that
(iii) β-inverse strongly monotone, if there exists a constant β > 0 such that
(vi) strongly nonexpansive, if T is nonexpansive and
whenever {x n } and {y n } are bounded sequences in H and
M is said to be maximal monotone, if graph(M ) is not properly contained in the graph of other monotone mapping. In other words, we can say M is maximal if and only if for
Remark 2.3 It can be easily seen that T is firmly nonexpansive if and only if T can be expressed as
where S : H → H is a nonexpansive mapping and I is an identity mapping.
The following are some important properties of averaged operators, see; e.g., [3, 8, 10] .
A mapping T : H → H is said to be averaged if and only if it can be written as the average of identity mapping and a nonexpansive mapping, namely T = (1 − α)I + αS, where α ∈ (0, 1) and S : H → H is nonexpansive. Thus firmly nonexpansive mapping (in particular, projection on nonempty closed and convex subsets and resolvent operators of maximal monotone operators) are averaged. It can also be note that average mapping are nonexpansive. . Theorem 2.5 [9] (Krasnoselskii-Mann Theorem) Let M : H → H be averaged operator and assume Fix(T ) = φ. Then, for any starting point x 0 , the sequence {M k x 0 } converges weakly to a fixed point of M .
The solution of SHMVIP (10)- (11) is denoted by Ξ = {x * ∈ Fix(T ) such that 0 ∈ f (x * ) + B 1 (x * ) and Ax * ∈ Fix(S) solves 0 ∈ g(Ax * ) + B 2 (Ax * )}.
Main Results
In this section, we first have the following lemma, which is immediately consequence of the definition of resolvent operator J B λ . λ (I − λf )S(x * ), for some λ > 0.
λ and S are averaged operator being firmly nonexpansive and (I−λf ) is averaged being the compliment of ism-operator λf . Therefore, using the fixed point property of averaged operators, we have
Based on the work of Censer et al. [4] and Moudafi [10] , we propose the following iterative algorithm.
Algorithm 3.2 Let λ > 0 and 0 ∈ H 1
Step 0 Choose x 0 ∈ H 1 arbitrary and let n = 0.
Step 1 Given x n ∈ H 1 , compute x n+1 ∈ H 1 as
Step 2 update n = n + 1 and go to Step 1. where
) with L being the spectral radius of operator A * A. , we have
(13) Using (12) and (13), we have
It follows that A
, we have γA
-ism. Therefore its compliment I − γA * (I − V T )A is averaged. Therefore by Theorem 2.5, the sequence generated by Algorithm 3.2 converges weakly to a fixed point x * of the operator U S(I − γA
Now, we show that x * ∈ Ξ. Let z ∈ Ξ, that is z ∈ Fix(S) such that 0 ∈ f (z)+B 1 (z) and Az ∈ Fix(T ) solves 0 ∈ g(Az)+B 2 (Az). Using Lemma 3.1, we can write z ∈ Fix(U S) and Az ∈ Fix(V T ). Also z ∈ Fix(I − γA
This implies that z ∈ Fix(U S(I − γA
Since x * ∈ Fix(U S(I − γA * (I − V T )A)), we have
Now, we show that Ax * ∈ Fix(T ) and Ax this implies that w = 0, that is Ax * = V T (Ax * ). Since operator V T is averaged, we have Ax * ∈ Fix(T ) and Ax * = V (Ax * ). This completes the proof.
Taking S = I H 1 , the identity mapping on Hilbert space H 1 ; T = I H 2 , the identity mapping on Hilbert space H 2 and f = g = 0 in Theorem 3.3, we derive the result of Byrne et al. [2] as a corollary. λ )Ax n ) converges weakly to a point x * ∈ Γ, provided Γ = φ and γ ∈ (0, 1/L) where L = A * A and Γ denotes solution set of two-mappings SCNPP: find x * ∈ H 1 such that 0 ∈ B 1 (x * ) and 0 ∈ B 2 (Ax * ).
