The wireless sensor nodes are getting smaller, but Wireless Sensor Networks (WSNs) are getting larger with the technological developments, currently containing thousands of nodes and possibly millions of nodes in the future. To deal with the large volume of data produced by these special kinds of wireless networks, one approach is use of Data Mining techniques. Classification is an important task in data mining. Classification of sensory data is a major research problem in WSNs and it can be widely used in reducing the data transmission in WSNs effectively and also in process monitoring. In this paper, Labelled Wireless Sensor Network Data is used for mining. This multihop data consist of humidity and temperature measurements. To mine the sensor data three classification techniques J48(Decision Tree), Naive Bayes, and ZeroR are considered in this study. Experimental investigation yields a significant output in terms of the correctly classified instances. At the end it has been found that Naïve Bayes is a suitable method to classify the large amount of data considered is made finally according to the mining result.
INTRODUCTION
The miniature autonomous devices with sensors embedded in them are known as sensor nodes. These sensor nodes are battery powered and equipped with a wireless radio transceiver, small CPU, actuators, memory, and one or more sensors that can measure temperature, light, humidity, pressure, sound, vibration, etc. WSNs have been successfully applied for national security and military applications [1, 2] , data collection [3, 4] , monitoring and surveillance [5, 6] and medical care [7, 8] . In WSN, sensor nodes are deployed in open and unsupervised environment where physical communication is not possible. It operated on an unattended mode area. WSN produces a large dataset. The capabilities for collecting and storing data have far outpaced someone's abilities to analyze, summarize, and extract knowledge from these data. So, the transmission of all sensory data to the sink can be reduced by using data mining techniques. When each sensor node only selects important data, which is usually the fault data, to send to the fusion center, then energy consumption, network traffic can be reduced, and it can extend the lifetime of sensor networks. It happens in in-network scheme [9, 10] . In this paper, classes of the WSN database used have examined. And it also examines the role of different types of data mining techniques to distinguish these classes automatically in order to reduce the non-important ones.
The remainder of this paper is organized as follows: In Section 2, the related works on sensor data is presented. In Section 3, Classification of WSN data is described in brief. In Section 4, the experimental investigation is reported and this study is concluded in Section 5
RELATED WORK
Sensor data mining is emerging as a novel area of research and it offers wide application areas. The availability of sensors creates exciting new opportunities for data mining and data mining application.
Khushboo Sharma et. al., [11] , used Nearest Neighbour Classification technique to classify the Wireless Sensor Network data. Their experimental investigation yielded a significant output in terms of the correctly classified success rate being 92.3%.
In [12] , Y. Gao et. al. presented the use of data mining techniques in understanding building energy performance of geothermal, solar and gas burning energy systems. The objective of their paper was to predict comfort levels based on the Heating, Ventilating, and Air Conditioning (HVAC) system performance and external environmental conditions. In their work, classification methodology was used to analyse a combination of internal and external ambient conditions. Developed Classification rules were analysed for their application to modify control algorithms and to apply results to generalise hybrid system performance. The results of this study can be generalised for an entire building, or a set of buildings, under a single energy network subject to the same constraints. In this research, data mining classification is applied to wireless and wired sensor measurements. Amongst data mining tools, classification models were chosen as the most appropriate tool to predict comfort under different environmental conditions. Maria Muntean et. al., [13] , presented a wind energy monitoring with the help of classification in which sensor node monitors six attributes: speed, direction, temperature, pressure, humidity, and battery voltage. Every attribute value is set as four measures: average, instantaneous, minimum, and maximum. Authors present several data mining techniques applied on the wireless sensor network's data considered: Naïve Bayes, knearest neighbour, decision trees, IF-THEN rules, and neural networks. For solving wind energy monitoring problem authors have tested all these classifiers in order to conclude which is more suitable to their dataset. It is concluded that Decision Tree algorithm is more suitable to reduce the data transmission in WSN effectively and to implement classification of different types of parameters simply and practicably. P.Garrity et. al., [14] , presented a research that has been conducted for deploying a WSN package at a runway for the general aviation to differentiate flight landing from vehicle movement. In this paper authors demonstrated the use of Wireless Sensor Network (WSN) to detect seismic/vibration activity integrated with real time alert software to classify the category of vehicle. In their work, WEKA J48 algorithm (equivalent to C4.5 algorithm [13] .) for classification was used on the data collected by experiments to classify vehicle based on vibration. Authors used cluster algorithm to identify the range of vibrations.
CLASSIFICATION OF WSN DATA
Classification is one of the primary tasks in data mining. It represents the task of learning a target function (classification model) that maps each attribute set to one of the predefined class labels [15] . By applying classification to the WSN data only required data will be sent to the sink. To solve above said problem, we have tested J48(Decision Tree), Naive Bayes and ZeroR classifiers have been tested in order to conclude which is more suitable to selected dataset.
EXPERIMENTAL AND RESULTS ANALYSIS

The Dataset
The experiments performed in this paper evaluate the datasets obtained from Labelled Wireless Sensor Network Data Repository (LWSNDR) [16] . For experimental purpose, datasets obtained from Multi-hop wireless sensor network deployment are used. The data consists of humidity and temperature measurements collected during 6 hour period at interval of 5 seconds. Label '0' denotes normal data and label '1' denotes an introduced event. Two datasets have been used one of mote id 3 and another of Mote id 1.
The Classification Results
Algorithms J48, Naïve Bayes and ZeroR have been chosen to implement classifications. It has been tried to obtain results by choosing a 30% split percentage, that means about 30% records were used as test data in the pre-implemented training process before classification. The three classifiers were evaluated on how well these clssifiers predicted the percentage of the data held out for testing. It has been tried to determine one of these three classifiers which classifier was suitable for chosen datasets. To determine this, it has been tried to show the performance of each five technique for both datasets in the terms of Summary of Accuracy and Classifier Error. Here also showing the confusion matrix for each of them. These terms are:
(a) Summary of accuracy: A list of statistics summarizing how accurately the classifier was able to predict the true class of the instances under the chosen test mode. 
Confusion Matrix
The Confusion Matrices for the two classes of first dataset are shown as follows : 
Classifier Error of
Confusion Matrix
The Confusion Matrices for the two classes of second dataset are shown as follows: 
CONCLUSIONS
From the above classification results, tables of classification techniques for both datasets could be concluded as follows: From both the tables it has been concluded that J48 Tree classifier model have a higher level of classification accuracy than the ZeroR classifier models for the both datasets. The Naïve Bayes algorithm is more adequate to first data set and Naïve Bayes & J48 both are adequate for second dataset. So it has been concluded that Naïve Bayes is adequate for both datasets. The results attained by experiments show that the Naïve Bayes algorithm is more suitable to reduce the data transmission in WSN effectively and to implement classification simply. By classifying the large dataset at the sensor nodes level, normal values can be discarded and transmit only the anomaly values to the central server.
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