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A projection operator method is described for obtaining selection 
rules. Explicit use is made of the representing matrices of the irreduc- 
ible representations. Except for the one dimensional irreducible 
representations, this method provides for a more detailed examina- 
tion of the selection rules than IS provided via the character system. 
The method is of particular importance for investigating localized 
electronic energy levels in solids. 
INTRODUCTION 
When a physical system displays some particular sort of symmetry, 
one frequently desires to know certain selection rules. Oftentimes these 
selection rules follow easily from a knowledge of the characters of the 
appropriate irreducible representations of the symmetry group. 
The purpose of this paper is to point out that (in certain cases) it is 
possible to improve the veracity of the selection rules obtained in this 
manner. 
The selection rules which are obtained from the character tables are 
stated on a yes or no basis. No means no, absolutely.’ On the other 
hand yes merely means not-no, or maybe. There is always the possibility 
that certain accidental cancellations (which cannot be taken into account 
in the symmetry analysis) will yield a no answer, even though it is allowed 
by symmetry. 
However it is not this sort of “accidental” cancellation which we 
discuss here. What we stress here, is that whenever the irreducible 
representations are of dimensionality greater than one, then a symmetry 
analysis which is based primarily on the character system is possibly 
1 i.e., to a given order of approximation. 
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superficial. A more detailed symmetry analysis, based upon the rep- 
resenting matrices (and not just their traces) of the irreducible representa- 
tions) may then be desirable. 
We expect this method to be especially useful for investigating 
localized electronic energy levels in solids. For example, transitions are 
allowed only for such processes which connect the proper spin eigenvalues. 
In such cases, the use of the spin double group, together with the method 
described below, will display the proper selection principle in a most 
incisive manner. 
It should be pointed out that the techniques which we employ here 
are not unknown in group theory. Much of the mathematical content 
of the method (which we do not give here) may be found in the book 
by Wigner [I]. 
IwAn1.4wr SUBSPACES 
In the method discussed below, one works not merely with the char- 
acters of the irreducible representations but actually with the representing 
matrices themselves. This entails a considerably greater amount of 
labor; however the problem at hand is now to be subjected to a more 
detailed symmetry analysis (than with just the characters of the irreduc- 
ible representations). Consequently the result of such an analysis may 
be expected to provide more detailed information regarding the transition 
probabilities (matrix elements). In some cases a sharpening of the selec- 
tion rules is obtained, although this can by no means be guaranteed in 
advance. However, in any event, the analysis yields in addition certain 
useful information which will materially facilitate any subsequent evalua- 
tion of the matrix elements (if this should be desired). 
The nonvanishing of the matrix element (f, Ri) is usually inferred 
from the intersection of the two invariant subspaces which are spanned 
by (fj and RI i) respectively. 
PRIMITIVE SUBSPACES 
In the event that the dimensionality of one of the invariant subspaces 
is greater than unity, then the following situation may arise. For a 
particular irreducible representation, it may be that the wave functions 
(basis functions) in question do not span the entire invariant subspace, 
but may reside completely in a “corner” of the larger invariant subspace. 
This “corner” may be a smaller subspace which, if it is one- 
dimensional, we will call a primitive subspace. It may be shown that 
when the basis functions are irreducibly chosen, the primitive basis func- 
tions are orthogonal. 
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THE IDEMPOTRNT OPERATORS 
We begin by defining the following idempotents.2 
e@) = i 2 {P(S)}* P(S). 
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Here (k) is the label of the kth irreducible representation, Ik is the 
dimensionality of this particular irreducible representation, and h is the 
order of the group.3 
The sum goes over all the symmetry operation of the group in question. 
Here r@) is as usual the trace (character) of the representing matrices; 
note that it is the complex conjugate which is involved here. 
The symbol P(S) has the following significance: it is an operator 
which represents the effect of the symmetry operation S upon some as 
yet unspecified operand (wave functions, symmetry coordinates, etc.). 
If the operand happens to be a set of wave functions, then P(S) will be 
some sort of unitary transformation. Some authors prefer to represent 
P(S) simply by the symbol S. 
The idempotents defined above we call the primary* idempotents. 
There is just one such primary idempotent associated with each irreduc- 
ible representation or, said differently, one primary idempotent associated 
with the corresponding invariant subspace. In the event that the invariant 
subspace is n-dimensional, we may define the following operators, 
which (for n > 1) we shall refer to as the primitive operators. They are 
defined by5 
e$) = $ JjY {T/!,“‘(S)}* P(S). 
Now the representing matrices of the irreducible representation are 
required; here Fii is the (ii) matrix element of the matrix which rep- 
resents S in the (k)th irreducible representation. The diagonal elements 
z cf. Wigner, ref. 1, p. 112, Eq. (12.3). 
3 The factor lk/h is actually a group theoretical normalizing factor and is 
unessential for most physical applications. 
4 Only if the irreducible representation is one dimensional will the primary 
idempotent also be a primitive idempotent. An idempotent element e is said to be 
primitive if it is not possible to effect a reduction into independent nonvanishing 
idempotent elements: e = e, + es -+- . . + e,. 
5 cf. Wigner, ref. 1, p. 112, Eq. (12.3a). 
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ey , which are n. in number, we shall call the primitive idempotents: 
the off diagonal elements elf) are nilpotent operators. 
{eif)}i = null (; # i). 
Given just one of the basis functions, all the remaining basis func- 
tions may be obtained by application of the nilpotent operators. In a 
certain sense nilpotent operators may be regarded as operators which 
project functions out of one subspace and into another. As such, their 
use frequently provides an important alternative, or supplement over 
the exclusive use of idempotents alone. In the interest of brevity we 
shall not refer to the nilpotents again, only to the idempotents; however 
their existence and usefulness should be kept in mind. 
THE PRESENT METHOU 
1. Let lI@) be the character system of the kth irreducible representa- 
tion which is common to both (fi and RI i). 
2. We propose to examine only those n-dimensional irreducible 
representations for which n > 1. 
3. Obtain (somehow) the representing matrices of the kth irreducible 
representation. 
4. Construct the various idempotents e$’ for i = 1, 2,. . S. Note 
that only the diagonal elements of the representing matrices are actually 
required. 
5. Beginning with the first idempotent, apply the idempotents found 
in (4) successively to both (fl and RI i). 
6. In this manner we determine whether or not (fj and RI i) belong 
to the same primitive subspace (or subspaces). 
7. If (f( and RI ;) should belong to different primitive subspaces, 
then the basis functions e$’ (f/ and ej;) RI i) will not “mix” (they are 
orthogonal) and we will have established a refinement of the old selec- 
tion rules. 
8. In the event that (fl and RI i) d o in fact belong to the same primitive 
subspaces, there is no new selection principle. However the linear 
combination of operands elf’ (f/ and 6::;) RI i) will now make easy the 
calculation of the (f, Ri), since in this frame of reference the (f, Y), where 
11) = RI i) are now diagonal. 
It will be recognized that this use of the idempotents is essentially 
equivalent to the use of a Clebsch-Gordan expansion. However we 
believe that the idempotent operator technique provides less conceptual 
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difficulties than the latter. It should be emphasized that the decomposition 
indicated above is not unique, but depends upon the particular form 
of the representation. 
CONCLUSIONS 
It should perhaps be pointed out that in this application of the 
idempotent analysis we are reversing the usual order of importance, 
that the primary function of the idempotents is to provide the proper 
linear combinations of basis functions, and that any sharpening of selection 
rules which may result is incidental. However we would hasten to remark 
that it is not overwhelmingly difficult to examine the possibility of 
existence of such refined selection rules. 
REFERENCE 
1. WIGNER, E. P. “Group Theory,” p, 112, pp. 102 ff. Academic Press, New 
York, 1959. 
