Abstract-This paper presents a novel approach to cluster Fuzzy numbers using hierarchical method to be called (FHCA). In this approach a Dendrogram is drawn over fuzzy numbers until we could cluster fuzzy numbers using hierarchical cluster tree with inconsistency coefficient or other useful measures. All the similar previous methods extended FCM (Fuzzy Clustering Method) to support fuzzy data. On contrary, the present work is based on hierarchical method, i.e., we extended the hierarchical clustering algorithm to cluster fuzzy data for the first time. Finally this approach has been compared with some of the newly presented methods in the literature. The major advantage of the algorithm is its fault tolerance against noisy samples.
I. INTRODUCTION
For a long time, clustering methods has attracted researcher in various applications in diverse areas. In many clustering methods crisp data can only be used. There are two main groups in clustering algorithms:-
• Clustering algorithm that works on only crisp data • Clustering algorithm that can work on fuzzy data as well as crisp data Here we are concerned with the second group. Fuzzy data is a kind of data that is imprecise or with some source of uncertainty. This data type has been readily used in natural language, social science, knowledge representation, etc. Recently some methods have been presented in this field; Amir B. Geva presented a new recursive algorithm for hierarchical fuzzy partitioning [8] . Miin-Shen Yang, et al. presented Fuzzy clustering algorithms for mixed feature variables [4] ; Hathaway et al. proposed FCM for fuzzy data [12] ; Vicenc Torra presented another type of Fuzzy c-means [7] .
Some of these papers are concentrated on crisp data [5, 7, 8, 13] , and some others extended FCM (that is the one of the widely used fuzzy clustering models [3, 9] ) to cluster fuzzy data [4, 12, 14, 17] . In the present work, we focused on +98-915-9620831; fax: +98-561-4434070; e-mail: ghasemigol@wali.um.ac.ir).
the hierarchical clustering method for clustering fuzzy data (a non-fuzzy algorithm for clustering fuzzy data). In other words, an extension for hierarchical clustering algorithm that can work on fuzzy data too. Due to the usage of hierarchical methods, the proposed algorithm has inherited all the benefits of these methods, since it is very illustrative and clear that we can guesstimate dispersion of clusters in a glance at the dendrogram as well as its fault tolerance against noisy data.
We use the Miin-Shen Yang dissimilarity measures and build a dissimilarity matrix based on it. Then we can use different linkage algorithms (single-link, complete-link, average, median, centroid and weighted average) to create hierarchical cluster tree. Due to the usage of fuzzy data, we named this algorithm "FHCA", and the created tree "Fuzzy dendrogram". Finally we cluster data by proper measures like inconsistency coefficient [16] or maximum number of clusters.
As an important deficiency, all of similar works cannot tolerate noise on samples. We demonstrate our proposed method can resolve this defect by discovering noisy samples and clustering them into the separate clusters. This paper is organized as follows. In the next section we review hierarchical clustering method. The proposed method is explained in Section 3. Finally, in the last section we evaluate the performance of FHCA and compare it to similar proposed algorithms.
II. REVIEW OF HIERARCHICAL CLUSTERING METHOD
Hierarchical clustering procedures are the most commonly used method of summarizing data structure. A hierarchical tree is a nested set of partitions represented by a tree diagram or dendrogram (see Fig 1) . Sectioning a tree at a particular level produces a partition into g disjoint groups. If two groups are chosen from different partitions (the results of partitioning at different levels) then either the groups are disjoint or one group wholly contains the other [1] . The hierarchical algorithm contained the following procedure, where c is the desired number of final clusters. If c=1 then the dendrogram could be created [2] .
Algorithm (Agglomerative hierarchical clustering) Begin . By this technique we will draw cluster's dendrogram and use it to specify clusters. So at first, dissimilarity matrix is created. This matrix shows the distance between each pair of samples. Suppose that at the beginning, every sample is a cluster with one sample. Then in each step two clusters that are closer to each other get selected and joined as a new cluster. At the end, we have a nested set of clusters that can be analyzed.
In the hierarchical method we use several mechanisms to obtain the distance of two clusters. One of which is single-link method. In this method the distance between two clusters is defined as the distance between their closest members of two clusters. In other words the distance between two groups, A and B, is defined as:
Another mechanism is complete-link. In this method the distance of two clusters is defined as the distance between their furthest members of two clusters, i.e., the distance between two groups, A and B, is
In this method, we make sure that other samples of two clusters are closer than the distance between of them.
III. THE PROPOSED HIERARCHICAL CLUSTERING ALGORITHM (FHCA)
In this section we explain how we can generalize hierarchical method for fuzzy data. For this reason first we should define fuzzy data and measure to obtain the distance between them. We can extend symmetric trapezoidal fuzzy numbers (TFNs) to all TFNs by defining its parameterization as shown in The benefit of this representation is that we can easily show four kinds of fuzzy data (see Fig 3) . According to the representation above, A = [a 1 
Now, we explain our proposed algorithm for clustering fuzzy data. This algorithm has five steps that will be explained in this section.
The 
Extract clusters from fuzzy dendrogram.(with inconsistency coefficient or max number of clusters) End
Step1: For each fuzzy data, we need four crisp numbers to show it. So with x (is an n-by-4 matrix) we can present n fuzzy data samples.
Here we explain the proposed algorithm to cluster fuzzy
data by a simple example. Suppose that we have six fuzzy data (see Fig 4) . Step3: Now, we can easily create dissimilarity matrix. In this matrix each item shows the distance between two fuzzy data. This matrix is used for creating fuzzy dendrogram. Step4: Here, we should choose a method such as single-link, complete-link, median, etc. to create fuzzy dendrogram and form our clusters. We discussed two methods of them (single-link and complete-link) in section 2. Each method has its priority and can be useful in some cases.
'single-link ' ---nearest distance 'complete-link ' ---furthest distance 'average' ---unweighted average distance (UPGMA) (also known as group average) 'weighted' ---weighted average distance (WPGMA) 'centroid' ---unweighted center of mass distance (UPGMC) 'median' ---weighted center of mass distance (WPGMC) 'ward' ---inner squared distance (minimum variance algorithm)
If we run single-link method on the dissimilarity matrix, we reach these results (see Table 2 ). Step5: This is the most important stage in our algorithm. Here we should extract the clusters from the fuzzy dendrogram. For this purpose there are two ways. One way is based on the max number of clusters. For example if we want to have two clusters, it is enough to aggregate samples that are in each sub tree of dendrogram root, in a new cluster. In other words, we can divide dendrogram from the highest level into two clusters. This result is deducible from Fig 4. The other way is based on the inconsistency coefficient [16] . In this way we define a label for each link in our dendrogram. This label shows how much two clusters are similar. With this measure, we can join clusters if the inconsistency value is less than specific threshold. The inconsistency coefficient characterizes each link in a cluster tree by comparing its length with the average length of other links at the same level of the dendrogram. The higher the value of this coefficient, the less similar the clusters connected by the link. To calculate inconsistency coefficient we should define two matrixes.
Linkage matrix is an (n-1)-by-3 matrix containing cluster tree information. Table 3 shows the value of Linkage matrix for the samples in The other matrix is Inconsistency matrix ( Table 4) that is an (n-1)-by-4 matrix, formatted as follows. Table 4 Inconsistency matrix properties
Column Description 1
Mean of the lengths of all the links included in the calculation.
2
Standard deviation of all the links included in the calculation.
3
Number of links included in the calculation.
4
Inconsistency coefficient.
We used the distance between two clusters, as length of the link that connects them to each other. If we name Linkage matrix, Z and Inconsistency matrix, W then the inconsistency coefficient for each link, is calculated by following formula:
W( k , 4) = ( Z( k , 3 )-W( k , 1) ) / W( k, 2)
(1) For leaf nodes, nodes that have no further nodes under them, the inconsistency coefficient is set to zero. An important benefit of this algorithm is its fault tolerance against noisy samples. We have tree structure of clusters and by analyzing that exactly, we can discover the noisy samples in two cases, low SNR 1 and medium SNR.
A. Low SNR Indisputably, noisy samples are far from other samples, so the inconsistency coefficient between noisy samples and normal samples is larger. Thus, we can find noisy samples when the inconsistency coefficient grows up suddenly. In other words, this algorithm, noisy samples are classified in separated clusters. Usually, noisy samples appear in highest level of dendrogram.
B. Medium Level of SNR
FHCA can tolerate the medium domain of noise on some samples. For example if we have a little noise on a sample, it shouldn't have any effect on our clustering. In the other words, medium level of noise must not effect over clusters or clustering procedure must be robust against medium level of noise.
We consider a data set with six triangular fuzzy data (Fig  7) . We cluster them and then put a bit noise on a sample. Afterwards we cluster them again and compare the obtained results in two stages (Low level of noise on some samples). After clustering these samples, we obtained a dendrogram that is shown in Fig 8 . . We want to find the maximum value of α that doesn't alter our clustering. After executing this experiment, α =2.04.
For example if D = [6.96; 0; 2; 2], we have the following dendrogram (see Fig 9) . This dendrogram shows the maximum noise on the center of sample D that can be supported. If the noise is bigger than 2.04 then we have different clusters. So, if we suppose threshold=1.4450 and run FHCA on these samples, it can tolerate %23 noise on center of D. Table  6 shows the rest of the results. We can do this experiment on right, left and length of a fuzzy sample instead of its center. As it can be seen, we presented a fuzzy data by four crisp data, and that is possible to have noise on any of them. . We can't find the maximum value of α, β, λ and γ that do not alter our clustering, because they are mutually depend on each other. But we can consider results in a special state when we suppose that α=β=λ=γ. In this way we can find out the minimum noise that can be tolerated by this algorithm. For example, if according to Fig  10, we received D= [7.5; 1; 2.5; 2] instead of D= [9; 0; 2; 2] we get the following dendrogram (Fig 11) . So, we have the same two previous clusters (C1= {A, B}, C2={C, D, E, F}) and our clustering remained without any change. In Table 7 , you can see the minimum noise on fuzzy data (used in this Example) that can be tolerated. These noises can be added to each part of a fuzzy sample (center, length, left and right) without change of clustering. Table 7 The minimum noise that can be tolerated for each samples in In Table 7 we suppose that a fuzzy data is shown as
, that α is the minimum noise which can be tolerated by FHCA. In this table, we just compute the percent of noise tolerance for center of fuzzy samples, because center of fuzzy samples are very important to cluster data. We can compute the percent of noise tolerance for other part of fuzzy samples (length, left and right) similarly.
According to Table 7 , we can tolerate noise on inner samples of clusters more than boundary samples. Finally consider that the value of noise tolerated is different in any example and based on the distance of clusters from each other.
IV. EXPERIMENTAL RESULTS
We consider a data set G with 20 triangular fuzzy data [11] . Intuitively, the number of clusters that is suitable for data set G is two (Fig 12) . If we run our algorithm on these fuzzy numbers, a dendrogram is formed and we can easily extract the clusters from that, by removing the highest link of dendrogram or via inconsistency coefficient measure by selecting threshold between 1 Now, we repeat these algorithms on this data set after adding a noisy sample to it. For this reason we add a point (100; 0.71; 1.79) to the data set G. The added point is far away from the other TFNs so that it can be regarded as an outlier. In this case we reach the following dendrogram. Table 8 shows the clustering results of FHCA, FCM and AFCN after adding a noisy sample. So we have three clusters C 1 , C 2 and C 3 that are distinguished in Fig 13, because the inconsistency coefficient of two levels of dendrogram are upper than threshold (Note that threshold is 2.2550). Table 8 shows that FCM cannot tolerate noisy samples, AFCN is better than FCM but FHCA is the best because the noisy samples are classified in the separate clusters and the noisy samples cannot change the other clusters. V. CONCLUSION
In this paper we have described a new approach for clustering fuzzy data. So far several papers have been presented methods to cluster fuzzy data that are based on fuzzy c-means algorithm. Here we open a new point of view to cluster fuzzy data based on hierarchical clustering methods. In this method, computing the distance between fuzzy data and drawing fuzzy dendrogram, lead to forming clusters. The experimental results demonstrated the major advantage of the FHCA in comparison with similar methods that is its fault tolerance against noisy samples. Furthermore the fuzzy dendrogram can present us a general view from the relations between fuzzy data which help us to cluster them more accurately. Finally, FHCA is a very suitable clustering algorithm for fuzzy data because the nature of this algorithm is illustrative and clear so that we can guesstimate dispersion of clusters, with a glance at the dendrogram.
