Let a ∨ b denote the join of degrees a and b which always exists in R. Sacks [Sac63] introduced a stronger form of the finite injury method to prove his splitting theorem, (∀a > 0)(∃x, y)[x | y & x ∨ y = a]. Sacks [Sac64] then developed a version of the infinite injury priority method to prove the density theorem, (∀a, b)[a < b → (∃x)[a < x < b]]. Shoenfield [Sho65] then conjectured that for all finite upper semi-lattices P ⊆ Q with least and greatest elements, any embedding of P into the upper semi-lattice (R, <, ∨, 0, 0 ) can be extended to an embedding of Q into the same. However, Lachlan [Lac66] and independently Yates [Yat66] refuted Shoenfield's conjecture by constructing a minimal pair , namely a pair of nonzero c.e. degrees a, b such that a ∧ b = 0.
The next significant advance was the Lachlan nonsplitting theorem [Lac75] which asserts that the Sacks splitting and density theorems cannot be combined simultaneously, ¬(∀a, b)[b < a → (∃x, y)[b < x, y < a & a = x ∨ y]]. Lachlan's result was significant first because it demonstrated a new kind of nonextension phenomenon, and second because its proof introduced a new and powerful technology (the 0 -priority method) for constructing c.e. sets. During the 1970's and 1980's this method was further developed and applied to prove a number of deep results about R such as the Harrington and Shelah theorem [HS82] that the elementary theory of R is undecidable. It remained evident that R admits a considerable level of algebraic analysis. In this vein, attention was directed toward embedding and extension of embeddings problems for R. Virtually all the major algebraic results about R can be viewed as embedding, extension of embeddings results, or nonextension of embeddings results for R viewed as either a partial ordering or sometimes with partial lattice structure.
The extension of embeddings question was solved for certain related structures. For example, Fejer and Shore [FS85] solved it for the c.e. tt-degrees and wtt-degrees. Shore and Slaman [SS91] calculated the extension of embeddings theory which is common to all principal ideals in R for which the top point is low 2 (i.e. a = 0 ). The method of proof in these results is to rule out certain extensions using the minimal pair method and then to realize those remaining extensions using the methods of the Sacks density theorem. However, the minimal pair method, with its associated theorems about meet and join, is not sufficient to capture all the nonextension properties of R.
We solve the full extension of embeddings problem for the structure of the c.e. degrees R. In §2, we state the extension criterion in terms of two relatively simple algebraic conditions on P and Q. If Condition (1) holds, then in §3 we embed P into R so that there is no extension to an embedding of Q; the proof uses a combination of elements from the proofs of the minimal pair and splitting theorems. If Condition (2) holds, then in §5 we construct a similar counterexample to extension of embedding; the proof uses a version of the Lachlan nonsplitting technology and the 0 -method. If Conditions (1) and (2) both fail, then in §4 we construct the required extension; the proof uses a strengthening of the Sacks density method generalizing [HS92] . Theorem 2.2 unifies the algebraic extension and nonextension results about R. (Note that several of the theorems above are corollaries of it.) Its proof unifies the principal proof methods for c.e. degrees: it shows that the minimal pair method and Lachlan nonsplitting method are complementary to the Sacks density method, when all are suitably generalized.
The decision procedure
We use these conventions: P and Q are finite partial orders with 0 and 1 with P contained in Q; lower case Roman letters denote elements of P and Q; a, b, c, and d denote elements of P ; and x, y, z, u, and v denote elements of Q − P .
Definition 2.1 For S a subset of Q, we define
A(S) = {a a ∈ P & for all x in S, a ≥ x} B(S) = {b b ∈ P & for all x in S, x ≥ b} A(S) and B(S) are the filter and ideal in P determined by S. We write A(x) for A({x}) and B(x) for B({x}). We also write x ≥ B if x ≥ b for all b ∈ B and similarly x ≤ A if x ≤ a for all a ∈ A. Theorem 2.2 Suppose that P and Q are finite partially ordered sets with 0 and 1, and that P is a sub-partial-order of Q. If P and Q satisfy either of the following two conditions (1) or (2) then there is an embedding of P into R which cannot be extended to an embedding of Q into R:
(1) (∃x, y ∈ Q)[x ≥ y & B(A(y)) ⊆ B(A(B(x)))], If neither of these two conditions applies then every embedding of P into R can be extended to an embedding of Q into R.
Corollary 2.3 Given P, Q , a pair of finite partially ordered sets with 0 and 1 such that P ⊆ Q, it is a uniformly computable condition whether every embedding of P into R extends to an embedding of Q into R.
We present our proofs as priority constructions using the heuristics of the tree method. See Soare [Soa87] for this material and for notation and definitions. Upper case letters A, B, X and Y denote computably enumerable sets, ostensibly the images of a, b, x and y in some embedding of Q into R. Upper case Greek letters such as Φ, Ψ or Θ denote Turing functionals. When Φ(A, x) = y, we let ϕ(A, x) be the largest number which is mentioned in the computation of Φ(A) at x. We say that ϕ(A, x) is the use of Φ(A) at x. Thus, if Φ(A, x) = y and A agrees with B on all numbers less than or equal to ϕ(A, x) then Φ(B, x) = y. We let f x (f s) denote the restriction of f to arguments y < x (respectively (y ≤ x). If α and β are sequences, then α β is the sequence with the elements of α followed by those of β, and |α| denotes the length of α. In addition to computably enumerable sets, we also enumerate computable functionals Γ. When we define Γ(A, x) = y with use γ(A, x), we enumerate a computation into the functional Γ which states that if X extends A γ(A, x) then Γ(X, x) = y.
We approximate the satisfaction of equations of the form Φ(U ) = V . During stage s of our construction, our approximation depends on the finite subsets Φ[s], U [s] and V [s] of Φ, U and V as enumerated by stage s, and we use p [s] or p s to denote the value of parameter p at the end of stage s. We say that s is Φ(U ) = V -expansionary if the stage s approximation to the initial segment of numbers on which Φ(U ) = V is larger than at any earlier stage.
The first nonextension theorem
Ruling out extensions by infima and suprema. In this section we prove that the first condition (1) of Theorem 2.2 leads to nonextendibility. Theorem 3.1 Suppose that P and Q are finite partially ordered sets with 0 and 1, and that P is a sub-partial-order of Q, and satisfies Condition (1). Then there is an embedding of P into R which cannot be extended to an embedding of Q into R.
The second conjunct in (1) is equivalent to, the assertion that it is consistent to extend P to a lattice L such that (3) B(x) ≥ A(y), where B(x) represents the supremum in L of the elements b ∈ B(x) and A(y) the infimum of the elements a ∈ A(y). The details are similar to those in [SS91] , using the Lachlan, Lerman and Thomason result [Soa87, p. 157 ] that any finite distribute lattice can be embedded into R preserving least element, and the dual result by Ambos-Spies [AS80] for embeddings preserving greatest element. 
The extension theorem
We now restate the Extension Theorem in a more convenient form using conditions equivalent to the former ones.
Theorem 4.1 (Extension Theorem) Suppose that P and Q are finite partially ordered sets with 0 and 1, and that P is a sub-partial-order of Q which satisfy the following two conditions:
, and
, where
Then any embedding of P into R extends to an embedding of Q into R.
Proof. We first remark that conditions (4) and (5) are equivalent to the conjunction of the negations of (1) and (2) Intuition. To better understand (5), the reason for it, and the construction in this section, consider the adjacent diagram shown in Figure 2 . (We use this diagram because it is the easiest one to illustrate the difficulties for coding Z into W and X, and the need for the partition of X into 1 X and 2 X. However, it is not extendible because it does not satisfy condition (5) as explained in §5.1 just after the Let the upper case letters represent the c.e. sets realizing the points with the corresponding lower case letters. We cannot simply code Z directly into X because then any restraint on (elements entering) X produces implied restraint on Z. An element n entering B can lift the X-restraint and hence the implied Z-restraint also. However, in this diagram we do not have A ≥ B, so A cannot compute when the Z-restraint will drop, and thus A cannot compute Z. Abstractly, Z(X) is the set of points Z where we encounter this difficulty relative to X. For those points W ∈ Z(X) the problem does not occur, so we do code W into X. This key distinction lies at the heart of our proof of the Recovery Lemma 4.8.
To overcome this problem, we code Z into W because Z ∈ Z(W ), but we cannot and do not code Z into X because Z ∈ Z(X). (Therefore, the coding described below will not be transitive.) In general, this would be a fatal shortcoming and would prevent us from extending the embedding, as is the case for the diagram in Figure 3 of section 5.1. However, in the present case condition (5) saves us and says that we do not need to explicitly code Z into X because by (5) we can already compute Z from the join of B(X) (and hence from X itself) as we prove in the Recovery Lemma 4.8 and the Comparability Lemma 4.9.
This brings yet another key difficulty. Since W ∈ Z(X) we do wish to directly code W into X. But Z < W , and Z was coded into W as above, and Z must not be coded into X. Therefore, Z and every U ∈ Q − P will be decomposed into the disjoint union of two pieces: (i) the indirect coding set 2 U which will code the contributions of the incomparability requirements for all α such that U = Y α in (9) of requirement R α ; and (ii) the direct coding set 1 U which will code, for (V, U ) ∈ C of (6), either V itself if V ∈ P , or merely 2 V if V ∈ Q − P . Thus, both 2 U and 1 U will consist of finitely many disjoint components, corresponding to all such α (V respectively). For the sets in our diagram, the set 2 Z will be coded into 1 W but not into X, which is not allowed because Z ∈ Z(X). The set 2 W will be coded into 1 X because W ∈ Z(X). We do not code 1 W into X because this would inadvertently code 2 Z into X.
The strategies for the requirements. Fix an embedding π of P into R. For each a ∈ P fix a c.e. set A ∈ π(a). We identify P with π(P ), identify the elements of Q with the c.e. sets in P and those we are constructing for Q − P . We let A, B, C, D represent members of P and X, Y , Z, U , V represent members of Q (which may also be members of P ). For S ⊆ P let (S) be ⊕{X X ∈ S}, where ⊕ is the usual join operation. Our task is to assign to each member of Q − P a c.e. set X so that X ≤ T Y iff Q |= X ≤ Y . The requirements on the sets we are building can be divided into the comparability requirements V ≤ U , and the incomparability requirements V ≤ U . We mostly write X ≤ Y instead of X ≤ T Y for X, Y ∈ Q, but after constructing the c.e. sets in Q − P we sometimes use X ≤ T Y , particularly to compare X to a set such as S which may not be in Q.
Comparability requirements V ≤ U of type 1 and direct coding. The comparability requirements of type 1 are those corresponding to the pairs,
The remaining comparability requirements are considered in the Comparability Lemma 4.9. For S ⊆ ω let S [n] = { x, y : y = n }. We will define a tree T ⊂ ω <ω , whose definition begins here and is completed just before Definition 4.2.
We adopt an effective indexing of all α ∈ ω <ω , identify α with its index n, and let
. Let c be the cardinality of C. Each new set W constructed will be decomposed into two disjoint sets 1 W and 2 W , where we enumerate elements in 1 W for direct coding (to be explained below), and in 2 W for the Sacks coding to meet an incomparability requirement of the form (9) with W = Y α , to be explained as we proceed. For each i, 0 ≤ i < c, we put node α = 0 i in T , and assign to α the requirement,
where (V α , U α ) is the i th pair in C. If (V α , U α ) ∈ C, and V α ∈ P , then we directly code 2 V α into 1 U α by putting x, α into 1 U α exactly when x is enumerated in 2 V α . This action will not be subject to restraint by any other requirement.
α ≤ T U α . Likewise, if V α ∈ P , and (V α , U α ) ∈ C, we directly code V α into 1 U α . We call 2 V α (in case V α ∈ P ) and V α (in case V α ∈ P ) the direct coder for P α . (Note that the pairs in C produce finitely many direct coding requirements, and these take precedence over all the incomparability requirements below.) Incomparability requirements Y ≤ X. For the incomparability requirements Y ≤ X, let (Φ e , X e , Y e ) be an enumeration of all triples (Φ, X, Y ) such that Φ is a partial computable functional, Q |= Y ≤ X, and at least one of X and Y is in Q − P . (Here we assume that both X and Y are in Q − P so we restrain elements from X and code elements into Y . If one of X and Y is in P then we modify the construction to eliminate one of these parts.) For each α ∈ T , |α| ≥ c, let (Φ α , X α , Y α ) be (Φ e , X e , Y e ) where |α| = c + e. By hypothesis (4) we have,
We call D α an indirect coder for Y α , and we note that D α ∈ B(A(Y α )). For each α ∈ T , |α| ≥ c, we assign to α the requirement,
We meet R α by building a functional Ψ α such that
Let ϕ α and ψ α be the use functions of Φ α and Ψ α . Each functional has one intended oracle. We omit that oracle, and write ψ α,s in stead of ψ Xα,s⊕Yα,s α,s
. We describe the α-strategy and drop the subscript α. Define the length functions and restraint functions (recalling that X x denotes the restriction of X to arguments y ≤ x):
At stage s + 1 restrain with priority α any x ≤ r(s) from entering X or entering 2 V β for any V β ∈ Q − P such that (V β , U β ) ∈ C, U β = X, because 2 V β ≤ T 1 U β by direct coding as above. This is the implied restraint on 2 V β by restraint on U β . Note that there is no restraint on 1 V β . (See the precise implementation of this direct coding and implied restraint in the Construction, Steps 1-2.)
In addition, if x < (s), ψ s (x) ↑ , and ϕ s (x) ↓ , then at stage s + 1 define Ψ(x) = D s (x) and define ψ(x) to be the least z ∈ ω [α] such that z > ϕ s (x), s, ψ s (y), for all y < x. If later some element y ≤ ϕ(x) enters X causing ϕ(x) to become undefined then we also make ψ(x) undefined using y ≤ ϕ(x) < ψ(x). Hence,
If at some later stage t, x ∈ D t , x < (t), and Ψ t (x) = 0, then at stage t + 1 we enumerate ψ t (x) in Y , and redefine Ψ t+1 (x) = 1.
Since lim s r(s) = ∞ each element x ∈ X is eventually permanently restrained from X. The use of m(s) and the quantifier there (∃v < s) rather than (∃v ≤ s) causes a delay in believing a computation. Using m(s) rather than (s) prevents the restraint from dropping (even if there is a Y change) unless there is an X change below r(s). (We return to this point when we define Φ α , and in Lemma 4.5.) Only β-requirements for β < α can lift an α-restraint. In Lemma 4.5, we will show that we can tell whether a given restraint is permanent computably in B(X). Hence, X ≤ T B(X). From this and (8) we have, C ≥ T B(X) ≥ T X, so C ≥ T D, contrary to (8).
(The Sacks Density Theorem, which is a very special case of our Extension Theorem 4.1, asserts that if D > C are c.e. sets then there is a c.e. set Y , D > Y > C. To meet the condition Y ≤ C, use the above strategy for requirements R α with C and coder D.)
The tree T of strategies. For each i, 0 ≤ i < c, we have already put node α = 0 i in T , and have assigned to α the requirement P α as in (7) . If α ∈ T , |α| ≥ c, put α d, r, k in T where d, r ∈ ω, k ∈ {0, 1}, and associate with α the requirement R α as in (9). We order these triples d, r, k lexicographically by first differences. Then we order all the nodes α ∈ T as in [Soa87, p. 301] , with the usual notation such as α < L β, and α ≤ β.
Definition 4.2
We define the true path f ∈ [T ] as follows by induction on |α|. For n < c, define f (n) = 0. Let α = f n for some n ≥ c. Define
, and r α = lim inf s r α (s), and let k α be defined as below.
We define a computable sequence {f s } s∈ω such that lim inf s f s = f . We define s to be an α-stage if s = 0 or if α ⊆ f s and |α| < s. Define To modify the α-strategy we define the following two functions:
¿From the definition of g(α, s) here, and the definition of ψ s (α, i) in Step 6 below, it will follow that g(α, s) ≤ g(α, t) for all s ≤ t. Hence, either lim s g(α, s) = ∞ or lim s g(α, s) ↓ < ∞. Define
(The point is that if α ⊂ f , β < d, r, k > ⊆ α, and k = 0, then β may enumerate infinitely many elements of the form ψ β,s (i) all of which ignore any restraint r α,s by α. However, to neutralize this effect, α can wait for g(β, s) > z for some z which α wants to restrain. In the case k = 1, node β will act only finitely often, and α will eventually cease to be injured by β.) Let s be the greatest α-stage < s. Define the following functions,
Defineˆ (α, s),m(α, s), andr(α, s) as above but with Φ α,s (x) in place of Φ α,s (x). Hence,
The members β of F(α) are exactly those nodes on T which have the power to restrain elements from 2 Y α , because β < α and either X β = Y α or there is a direct coding P -requirement to ensure that 2 Y α ≤ T 1 X β , so X β -restraint becomes implied 2 Y α -restraint. Define (14) F (α) = max{r β β ∈ F(α)}, and F (α, s) = max{r(β, s) β ∈ F(α)}.
The modified α-strategy is roughly the same as above except that α can define ψ α,s+1 (i) = z only if α ⊆ f s+1 and z > max{s, ϕ α,s+1 (i), g(α, s)}, but if i ∈ D α,s and ψ α,s (i) = z > F (α, s) then α will enumerate z in Y α,s+1 immediately (whether or not α ⊆ f s+1 ) and will initialize every γ ∈ T (i.e. cause ψ γ,s+1 to become undefined) such that α < L γ. Such enumeration when α ⊂ f s+1 is called residual action for α. We also initialize γ at stage s
The construction. To initialize node α at stage s means to let ψ α,s (i) be undefined for all i.
Stage s = 0. For all α ∈ T and i ∈ ω let ψ α,0 (i) be undefined, and let Z 0 = ∅ for all Z ∈ Q. Let P = {C 1 , . . . , C p }. For all 1 ≤ j ≤ p, choose e j such that W e j = C j .
Stage s+1. Perform these steps in order.
Step 1. Representing P . If x ∈ W e j ,s − C j,s , and x < s, then enumerate x in C j and enumerate x, β in U β (necessarily in 1 U β ) for each β such that (V β , U β ) ∈ C with V β = C j .
Step 2. Enumerating ψ α (i). Choose the <-least α (if such α exists) such that c ≤ |α| < s, and:
Now choose the next least α satisfying the above, and perform the indicated action. Iterate until there are no more α.
Step 3. Canceling ψ α (i). For each α and i if there exists z ≤ ϕ α,s (i) such that z ∈ X α,s+1 − X α,s then let ψ α,s+1 (i) be undefined.
Step 4. Defining f s+1 . Define f s+1 , the approximation to the true path at stage s + 1, as follows. For n < c, define
Step 5. Defining ψ α (i). Suppose that Steps 1-4 do not cause ψ α,s+1 (i) to become undefined, and
For each such α choose the least such i and z, and define ψ α,s+1 (i) = z, and
The verification. By construction, α ⊂ f if and only if there are only finitely many stages during which α is initialized and there are infinitely many stages s during which α ⊂ f s .
Step 5, and
In the remaining case where
, and hence ψ β,s (d β ), diverge for infinitely many s by Step 3. Hence, lim s g(β, s) = ∞ by Step 5 and by the second clause in the definition of g(β, s).
If Φ
Step 5 means that ψ β (j) is never redefined at any stage s ≥ t β for any j ≥ d β . Hence, β contributes at most finitely many elements to Y β . Choose v α large enough to exceed: u α , the supremum of the stages t β for all β ⊂ α; and the stages at which there are contributions of ψ β,s (i) for some i ≤ d β,s for β such that β d, r, k ⊂ α and k = 1.
After stage v α no β < α can contribute an element to Y β unless β d, r, k ⊆ α and k = 0. In this case the contribution must be of the form ψ β,s (i) for
Lemma 4.5 (Correctness Lemma) Suppose thatr(α, s) is B(X α )-correct at s, z ≤r(α, s), and z ∈ X α,s . Then either z ≤r(α, t) for all t ≥ s, in which case z ∈ X α , or at some stage t > s we initialized α (and hence all γ ≥ α).
Proof. By the definitions ofm(α, s) andr(α, s) the restraintr(α, s) cannot decrease unless some element x ≤r(α, s) enters X α or else α is initialized. Fix z, s,r(α, s), and X α,s as in statement of the Lemma. Suppose that α is not initialized after stage s. Choose the least t ≥ s such that some z ≤r(α, s) enters X α at stage t + 1. Note thatr(α, s) ≤r(α, t).
Case 1. z enters X α because of Step 1 at stage t+1 for C ∈ P . Then either C = X α or C = V β , (V β , U β ) ∈ C, and U β = X α . In either case, C ∈ B(X α ), contrary to our assumption thatr(α, s) is B(X α )-correct at s.
Case 2. z enters X α because of Step 2 at stage t + 1. Then either:
, and U β = X α , and Step 2 acted to (13) and (14), and by clause 3 of Step 2 of the construction, the restraint by α prevents γ from enumerating x into X α at stage t + 1. (Note that x < z = x, β and hence restraint on z is restraint on x.) Lemma 4.6 (True Computation Lemma) Fix α ⊂ f , the true path. Take
Proof. No β such that β < α or β d, r, 1 ⊆ α can act at any stage s ≥ w α , and α cannot be initialized at such a stage. By the definitions of G(α, s) and Φ Xα,s α,s no β d, r, 0 ⊆ α can contribute an element z <r(α, s) to X α . Hence, by Lemma 4.5 the computations of ϕ α and Φ α remain unchanged at all t > s. By Step 3 of the construction, the value of ψ α also remains unchanged.
Lemma 4.7 (Incomparability Lemma) The incomparability requirements
Proof. We discuss the most complicated case where both P and Q are in Q−P . Suppose towards a contradiction that Q |= Y ≤ X, but Φ X e = Y for some e.
3 such that for all s ≥ s 0 : α is not initialized at stage s; for all β and i if β < L α, or if β ⊂ α and i < d β , then ψ β,s (i) = ψ β (i) (which may diverge for some i if β < L α), and ψ β (i) is not enumerated at stage s. 
Thus, at some α-stage u i ≥ t i there exists a z satisfying Step 5 and we define ψ α,u i (i) = z. Hence, ψ α,s (i) = ψ α (i) for all s ≥ u i because after stage u i , α is never initialized and Step 3 does not apply to
From this and the first clause of (8) we have, C α ≥ T B(X α ) ≥ T X α , and therefore C α ≥ D α , contrary to the third clause of (8).
Case 2. Z [β] ⊆ 1 Z and there is some (V β , U β ) ∈ C with U β = Z, and V β = Y α for some Sacks incomparability requirement R α . We may assume by induction the rank of < in Q (measured by the length of chains) that
for all s > u and all γ and j, because of the restriction z > s in Step 5. In this case z ∈ Z iff z ∈ Z u .) Let D α be the indirect coder for Y α used by the α-strategy, and recall that D α ∈ B(A(Y α )) by (8). Hence, effectively in B(A(Z)) we compute whether i ∈ D α , and if so, compute the
It remains to determine computably in B(A(Z)) the least t ≥ v such that either: z is permanently restrained for all s ≥ t by some β < α; or z is canceled as a position for ψ α (i); or z enters Z. For each s define
These are exactly the nodes β which at stage s are restraining z from entering Z according to Step 2 clause (iii) . ¿From the definition of F(α) we know that for each such β, either Y α = X β or (Y α , X β ) ∈ C. In the latter case by the definition (6) of C we know Y α ∈ Z(X β ). Therefore, by the definition (5) of Z(X), we have
Thus, in either case
Hence, by Lemma 4.6 computably in B(A(Z)) we can search for the first stage t ≥ v such that: (i) there is a β ∈ S t such that the β-restraint is permanent thereafter, i.e. r(β, s) ≥ z for all s ≥ t; or (ii) ψ α,t (i) = z; or (iii) for all β ∈ S t ,r(β, t) < z. If (iii) occurs, then z enters Z at stage t + 1 by Step 2. Otherwise, z will never enter Z.
We now verify that the above search will terminate. If z ≤ F (α), then z ≤ r β for some β ∈ F(α), so (i) holds for β at almost every stage s. If z > F (α), then let γ be the >-greatest (shortest) node on f which is incompatible with α. Let t 0 be so large that for every t ≥ t 0 and every
, there must be a stage t 1 greater than or equal to t 0 such that for each β ∈ F(α), if β < L γ thenr(β, t) is less than z, by virtue of a change in X β since the most recent β stage prior to t 1 . Since t 1 ≥ t 0 , for such β there will be no β stages after stage t 1 , and so if t ≥ t 1 thenr(β, t) < z. For each of the other elements β of F(α), z is greater than or equal to r β (by the enumeration of Ψ α in Step 2), and for each γ stage t,r(β, t) = r β . Consequently, F (α, t) < z during the first γ stage t greater than t 1 . Lemma 4.9 (Comparability Lemma) All the comparability requirements V ≤ U are satisfied.
Proof. Suppose V ≤ U . We must show that V ≤ T U . The proof is by induction on the rank of V , where the rank of V is defined as the length of the longest chain of elements of Q below V . Case 1. V ∈ Z(U ). In this case by (5) we have, B(A(Z(U ))) ⊆ B(U ), and thus in particular, B(A(V )) ⊆ B(U ). But by Lemma 4.8, we have V ≤ T B(A(V )), and clearly
Step 1. Assume V ∈ P . Then V is decomposed into the disjoint union of
Each W j has lower rank than V and hence W j ≤ T U by the inductive hypothesis. Therefore, 1 V ≤ T U . The remaining part of V is 2 V which is coded into 1 U (and hence into U ) under Step 2 because V ∈ Z(U ).
This completes the proof of the Lemma and of Theorem 4.1. We turn to some applications and examples of the Extension Theorem 4.1.
Some further examples. The left hand example of Figure 3 illustrates some of the features of our Extension Theorem 4.1. This example requires our modified coding method because to meet the requirement Y 1 ≤ T A 2 we use A 1 as the indirect coder and ensure Φ A 2 = Y 1 implies Ψ Y 1 ⊕A 2 = A 1 . A further apparent complication in this example is that since we directly code Y 1 into X, any X restraint causes implicit Y 1 restraint. However, the Sacks coding of A 2 into Y 2 (to achieve Y 2 ≤ T B), may cause the X restraint to drop, allowing elements to enter Y 1 . Since A 2 ≤ T A 1 this appears to jeopardize the recovery procedure to prove Y 1 ≤ T A 1 . Nevertheless, by putting the construction on a tree we have allowed each requirement R α , α ⊂ f , to correctly guess at the computable set contributed by each β < α so this is not an obstacle. It is easy to check that conditions (4) and (5) are both satisfied in this example.
In the previous example we have Z(w) = ∅ for every w ∈ Q − P . To produce an extendible example where Z(w) = ∅ for some w consider the second example in Figure 3 . Note that B(x) = {d 1 , d 2 , b, 0}, A(z) = {a, c 1 , c 2 , 1}, and (5) is still satisfied and the Extension Theorem 4.1 applies. An even simpler example where Z(w) = ∅ is given by the following description of Q, Q = {0 < z < c < b < x < a < 1}. Now B(X) = {0, c, b} ⊆ {c} = B(A(z)) so Z(x) = {z}. However, B(A(z)) ⊆ B(x) so (5) is still satisfied and the Extension Theorem 4.1 applies.
The second nonextension theorem
Theorem 5.1 (Second Nonextension) Suppose that P and Q are finite partially ordered sets with 0 and 1 and that P is a sub-partial-order of Q. If there is an x in Q − P such that Z(x) is not empty and B(A(Z(x) ∪ B(x))) is not contained in B(x) then there is an embedding of P into R which cannot be extended to an embedding of Q into R.
Under the hypotheses of Theorem 5.1, there is an x in Q−P and an element h of P such that h is not below x but h is below every element of P which is an upper bound of Z(x) ∪ B(x). We will embed P into R so that for every sequence of candidates Z which could be assigned to the elements of Z(x), either Z does not satisfy the comparability and incomparability requirements associated with Z(x) or the join of Z with the image of B(x) is above the image of h. Consider the example of Figure 4 , in which P equals {0, a, b, 1} and Q − P equals {z, x}.
Here, A(z) is {a, 1}; B(A(z)) is {a, 0}; B(x) is {b, 0}; thus, B(x) is not contained in B(A(z)). Since z < x, z ∈ Z(x). Of course, z is the only possible element of Z(x) since it is the only element of Q − P which is strictly below x. Further, A(Z(x) ∪ B(x)) is A({z} ∪ {0, b}) and the only element of P above all the elements of {0, z, b} is 1. Thus,
. Thus, this example satisfies the hypotheses of Theorem 5.1. Definition 5.2 (1) Let q be the number of elements in Z(x). Let z 1 , z 2 , . . . , z q enumerate the elements of Z(x). (2) for each i less than or equal to q, let q i be the number of elements of A(z i ) and let ,2) , . . . , A (i,q i ) and be an enumeration of the image of A(z i ). Of course, A i is to be constructed. In addition to satisfying the isomorphism requirements for the embedding of P in R, we will ensure that for every bijection z i → Z i between Z(x) and a sequence of computably enumerable sets Z one of following three conditions holds:
1. There is a z i in Z(x) and an a (i,j) in A(z i ) such that A (i,j) ≥ T Z i . Thus, P ∪ Z(x) → P R ∪ Z fails to preserve an instance of comparability required by Q.
H is computable in
3. There is a c in P with constructed image C and a z i in Z(x) such that c ∈ A(z i ) and C ≥ T Z i . Thus, P ∪ Z(x) → P R ∪ Z fails to preserve an instance of incomparability required by Q.
These conditions ensure that our constructed embedding of P into R cannot be extended to an embedding of Q into R. We can translate these conditions into requirements on the sets to be constructed as follows. For each sequence of c.e. sets Z of length q and each family of Turing functionals Ψ = {Ψ (i,j) i ≤ q and j ≤ q i }, one of the following conditions must hold.
T1. There are i and j such that i ≤ q, j ≤ q i and Ψ (i,j) (A (i,j) ) is not equal to Z i .
T2. There is a Turing functional Γ such that Γ(Z ⊕ B) equals H.
T3. There is an i less than or equal to q, a set C in P R which is not in A i and a Turing functional ∆ such that ∆(C) = Z i .
Notation. The requirements that the images of 1 and 0 be complete and computable are denoted by C and R, respectively. For each instance of comparability c > d in P , the requirement that D be computable in C is denoted by D(C, D). For each Z and Ψ as above, the associated trichotomy requirement is denoted T (Z, Ψ). We divide the incomparability requirements in P into three types, each to be satisfied differently. 
Strategies
We enumerate the elements of P R in the context of a Π 3 -priority construction. We have nontrivial action on the Π 3 -level by the strategies associated with the Z-trichotomy requirements: we build functionals Γ and ∆ playing the roles described above so that whether Γ is total relative to Z ⊕ B or ∆ is total relative to C is a general Π 3 -statement. In the context of our construction, Γ(Z ⊕ B) or ∆(C) will be total unless some Π 2 -strategy chooses a w and changes the computation of Γ(w, Z ⊕ B) or ∆(w, C) infinitely often.
The incomparability requirements have Π 2 -strategies. A particular Π 2 -strategy will either cause a higher priority Π 3 -strategy to have a Σ 3 -outcome or will ensure that its associated requirement is satisfied. For each requirement, there will only be finitely many requirements of higher priority; so the latter case will apply for some strategy for each requirement.
The tree method. We define T , the tree of strategies, and label the nodes of T by strategies and the edges by outcomes of the strategies associated with the nodes from which they emerge. T will have a greatest element called the root of T . We uniquely refer to a node α in T by specifying the sequence of pairs of strategies and outcomes which lead from the root to α. We order T by ordering the outcomes of each strategy and then defining α < L β if at the point n at which α and β first disagree the outcome appearing in α is less than that appearing in β.
A Π 2 -strategy σ will work within the environment created by the application of finitely many earlier strategies. We will be given a sequence α of strategies and predicted outcomes for those strategies. So, α will be a sequence σ i , o i i < n in which σ i is a strategy and o i is one of its outcomes.
We use {α} as a suffix to denote that the preceding expression is interpreted relative to the sequence α. For example, σ{α} is the strategy assigned to α in the tree of strategies. The strategy σ{α} might be associated with the requirement T (Z, Ψ){α}. In which case, σ{α} might enumerate a functional Γ{α} and ensure that if there are infinitely many expansionary stages for the system of equations Ψ (i,j) {α}(A (i,j) ) = Z i {α} then there will be infinitely many expansionary stages for the equation Γ{α}(Z{α} ⊕ B) = H. When it does not become too unwieldy, we will economize, such as writing the last expression as (Γ(Z ⊕ B) = H){α}. The strategy σ{β} is above σ{α} if β is a proper initial segment of α. In describing strategy σ we will omit appending {α} to the objects under construction by σ.
Specifying strategies. Our construction is organized by a global recursion on stages. In describing the recursion step, we speak of the current stage and denote it by s. We specify a strategy σ by describing its step-by-step action in the context of the global recursion. We begin the activity of σ in Step 1. Then, σ follows the instructions in its description until it reaches an instruction which ends its activity for that stage or it has no more instructions to follow. During subsequent stages in which σ acts, σ resumes with the step in which it most recently ended.
Notation for the action during stage s. If W is a given c.e. set then W [s] is the finite set of numbers less than s which can be enumerated into W by computations of length less than s. In the full construction, we will not only have stages s but also substages t and we will use the notation A
] is equal to α and we execute σ{α}. We let o{α}[s, t] denote the approximation to the outcome of σ{α} during substage t of stage s. In this case, σ{α} will already have acted during an earlier substage. As above, we write (Γ(Z ⊕ B) x = H x)[s] to denote that the entire expression is to be evaluated during stage s. Generally, we omit the substage notation and discuss the stage s behavior of σ.
The programming environment. There are be finitely many T (Z, Ψ) strategies which directly effect σ. We say that the functionals enumerated by these strategies are active. They are the functionals which are enumerated by strategies above σ and which no other strategy above σ has caused to be partial. There are two types of T (Z, Ψ) strategies. A strategy t1(Z,
only numbers which σ{α} may enumerate into any set or functional are those which lie in this interval. This σ imposes restraint on strategies of lower priority enumerating numbers into nonzero elements of P R by setting their value of r 0 greater than the desired restraint.
Notation associated with the trichotomy strategies. We approach the requirement T (Z, Ψ) with a strategy t1(Z, Ψ){α 1 }, which enumerates Γ{α 1 } and ensures that if Γ(Z ⊕ B){α 1 } is total then its value is H. If making Γ(Z ⊕ B){α 1 } total interferes with the action of an incomparability strategy i3(C, B, Θ){α 2 } attempting to establish (Θ(n, C) = D(n)){α 2 } then i3(C, B, Θ){α 2 } has outcome R|α 1 |. In this case, i3(C, B, Θ){α 2 } makes Γ(Z ⊕ B){α 1 } partial. We then use a strategy t2(Z, Ψ){α 3 } to enumerate ∆{α 3 } and ensure that if ∆(C){α 3 } is total then it equals Z i * {α 3 }, where C{α 3 } equals C{α 2 }, Z{α 3 } equals Z{α 1 } and i * {α 3 } is the least index i such that c{α 3 } is not above z i . Finally, if ∆(C){α 3 } is not total then we conclude that there is a pair (i, j) such that Ψ (i,j) (A (i,j) ){α 1 } = Z i {α 1 }.
Definition 5.3
If σ{α} is t2(Z, Ψ){α}, then define: (1) k{α} to be the greatest k such that σ{α k} equals t1(Z, Ψ){α k} and both strategies are working on the requirement T (Z, Ψ){α k}; and (2)l{α} to be the greatest l such that σ{α l} equals i3(C, D, Θ){α l} and o{α} equals Rk{α}.
Opening and closing stages. The stages during which σ is active are divided into two types: opening stages and closing stages, suggesting the behavior of the i3(C, D, Θ) strategies. In turn, σ must provide infinitely many stages of each type. Each opening stage provided by σ, s must have been an opening stage for σ and, excluding the completeness strategy, σ must not have enumerated any number into any set in P R . Each closing stage provided by σ, must have been an closing stage for σ. We define an ordering < L of the outcomes of our strategies, to be read as to the left of .
Operating hypothesis. The strategy σ{α} is based on the following assumptions, called the operating hypothesis. The opening stages mark the beginnings of intervals during which each Z{α j} associated with an active functional ∆{α j} will only change if permitted to do so by C{α j}. During such intervals, we have an implicit ability to restrain numbers from entering Z{α j} by restraining C{α j}.
Presentation of strategies. We now present the families of strategies which will appear in our construction. We divide our discussion of each into these parts: the strategy itself; an analysis and ordering < L of the strategy's possible outcomes, under the assumption that it is executed under the operating hypothesis; an approximation method, which looks at the stage s behavior of σ and either terminates stage s or produces an approximation to the outcome of σ and an interval (r 0 , r)[s] to be used as the interval of activity for the next strategy in the construction; and an analysis of the strategy's effectiveness toward satisfying the requirements of the construction.
In discussing the direct coding, completeness and computability strategies, we act as if their interval of activity is [0, ∞). These are the first strategies in our construction and we can safely implement them in this way. During stage s, the remaining strategies work within subintervals of [0, s]. We ensure that for each n, n ∈ D if and only if the nth element of R is in C. Whenever we enumerate a number n into D, we enumerate its image, the nth element of R, into C. We fix a procedure CODE: if a strategy σ enumerates a finite set of numbers into elements of P R and then calls CODE, CODE will enumerate all of the finitely many numbers into elements of P R required by the direct coding strategies. c and r: Completeness and computability strategies. We ensure that 0 and 1 map to a computable set and a complete set, respectively. We ensure the former by mapping 0 to ∅. We ensure the latter by directly coding a complete Σ 0 1 set into the image of 1. Although we do not construct the set being coded, the coding strategy works just as in the previous section. We let c and r denote the completeness and computability strategies, respectively. t1(Z, Ψ) and t2(Z, Ψ): Z-trichotomy strategies. We let t1(Z, Ψ) and t2(Z, Ψ) denote Γ and ∆-strategies, respectively. t1(Z, Ψ): Enumerating Γ. Let Z be a sequence of c.e. sets Z 1 , . . . , Z q and let Ψ be associated family of Turing functionals Ψ (i,j) . Suppose that σ{α} is a t1(Z, Ψ) strategy to enumerate Γ. Let R be the infinite computable set designated for the sole use of t1(Z, Ψ).
Notation. Let [s] be the greatest l such that for each x less than or equal to l, i less than or equal to q and j less than or equal to q i , We enumerate Γ so that if there are infinitely many stages which are expansionary for the equations Ψ (i,j) (A (i,j) ) = Z i then there are infinitely many stages during which we extend the equality between Γ(Z ⊕ B) and H. We leave it to the reader to work through the analysis of t1(Z, Ψ). t2(Z, Ψ): Enumerating ∆(C) = Z i * . Consider the case when σ{α} equals t2(Z, Ψ). This strategy is used when an earlier i3(C, D, Θ){α l{α}} forced Γ(Z⊕B){α k{α}} to be partial and attempts to ensure that C computes a member of Z.
Definition 5.5 We define C{α} to be C{α l{α}} and (Z, Ψ){α} to be (Z, Ψ){α k{α}} . The critical index for α is the least i such that c{α} ≥ z i . Let i * {α} denote the critical index for α.
We enumerate ∆ like Γ. During t2(Z, Ψ)-expansionary stages, we enumerate computations into ∆ to define ∆(C). If Z i * changes, then we change C to correct the value of ∆(C), during closing stages for t2(Z, Ψ),
The analysis of t2(Z, Ψ) is parallel to that of t1(Z, Ψ). We label the outcomes 1 and 2, for finitely and infinitely many changes of state. In addition, note that C{α} appears in an i3-strategy. Hence, c{α} is above B(x) and so t2(Z, Ψ) is compatible with r, which requires that 0 → ∅.
Incomparability strategies to ensure Θ(C) = D. Suppose that c and d are elements of P with c ≥ d and with images C and D. For each Θ, we must ensure Θ(C) = D. We have three possible contributions to C: direct coding strategies D(C, D), t1(Z, Ψ)-strategies which put numbers into B which then enter C directly or through direct coding strategies and t2(Z, Ψ)-strategies which similarly put numbers into C, either directly or through direct coding strategies. By the transitivity of ≤ in P , the direct coding strategies alone will not require a change in D to cause a change in C. However, either of the other types of strategies could cause numbers to enter C.
Let I and J be the sets of indices i such that Γ{α i} is active at α and j such that ∆{α j} is active at α, respectively. Then, σ{α} works during expansionary stages for their associated strategies.
There are three types of incomparability strategies, depending on the position of c with respect to B(x) and Z(x). We denote these strategies by i1(C, D, Θ), i2(C, D, Θ) and i3(C, D, Θ). A(B(x) ). Suppose that c ∈ A(B(x)). Let b k * ∈ (B(x) \ B(c)) and let B k * be its image. Let R be the computable set designated for the sole use of i1(C, D, Θ). We let i1(C, D, Θ) act as follows. 
i1(C, D, Θ): Incomparability strategies when c is not in

i2(C, D, Θ): Incomparability strategies when c is in A(B(x) ∪ Z(x)).
Suppose that c is above B(x) and also above Z(x). By definition of h, c is also above h. Given that c ≥ d, we have h ≥ d. Consequently, it is possible to preserve H while changing D. Thus, we can prevent the Γ-strategies from causing changes in C by preserving H. Let J C equal the set of j in J such that c{α j} ≤ c. If j is in J C , a change in Z i * {α j} is then reflected by a change in C through the functional ∆{α j}. In this section, we use the fact that c is in A(Z(x)) to conclude that we can indirectly restrain numbers from entering any Z i * {α j} by restraining C. For each j in J C , fix Ψ{α j} so that the enumeration of ∆(C){α j} is predicated on the existence of infinitely many expansionary stages for Ψ{α j}(C) = Z i * {α j}. Such a Ψ{α j} exists since c ∈ A(Z(x)).
Definition 5.8 During stage s of the construction, we say that C p is stable if for all x and all j in J C ,
and ψ(x, C){α j}[s] < p.
Lemma 5.9 If C[s] p is stable then none of the strategies along α enumerating active functionals will initiate the enumeration of any numbers into C below p after stage s.
We omit the proof of the previous lemma. Our implementation, i2(C, D, Θ) of the Friedberg-Mučnik strategy in this environment goes as follows during stage s. As before, R is the computable set designated for the sole use of i2(C, D, Θ) and (r 0 , r)[s] is the interval in which i2(C, D, Θ) can act during stage s.
Program 5.10
1. If n has not yet been defined and it is possible to do so, choose n to be the least element of R which is in (r 0 , r) [s] and not yet in D. Restrain n from entering D. Go to 2. Otherwise, end stage s. Now, we present the procedure STABILIZE. It records the stage s 0 when it is called; it accepts a number input k and a set input J S contained in the set of indices for strategies on α enumerating active ∆-functionals; and it attempts to find a stable initial segment of C larger than k. (b) Otherwise, in decreasing order of j in J S , for each j for which w j is not defined, set w j to a value from (r 0 , r)[s] ∩ R which is larger than k and larger than any number previously used as the value of some w j . Go to 3. We will either find a stable point in C or make at least one of ∆ j (C) undefined at its limiting value for w j , where j is an element of J.
3. Let p equal the maximum of {ψ{α j}(w j , C)[s] j ∈ J S }. We attempt to make C p stable with respect to the functionals indexed by J S . iii. Call the procedure OPEN-CLOSE. When it returns control, cancel the value of j and go to 1.
If we are unable to obtain a stable segment with which to preserve C, then we locate the lowest priority functional which causes trouble and we force all the functionals of equal or lower priority to be partial. Outcomes. Let j 1 , . . . , j l enumerate J C in increasing order. There are two possible states in which i2(C, D, Θ) could reach a limit. First, i2(C, D, Θ) could reach Step 2 and never find a computation of Θ(C, n). We amalgamate this outcome with another below. In outcome 4, either J C is empty or at some stage s, STABILIZE returns a p such that C[s] p is stable and i2(C, D, Θ) moves to Step 4. Once it reaches Step 4, there is no instruction by which i2(C, D, Θ) can leave and i2(C, D, Θ) reaches a limit there.
The only other step from which i2(C, D, Θ) does not have an automatic exit is Step 2a in STABILIZE. By the assumption that r[s] goes to infinity and R is infinite, STABILIZE cannot have Step 2a as its limiting state; eventually r[s] will move past the first l many unused elements of R. Thus, under the operating hypothesis, the above two cases are the only ones in which the state of i2(C, D, Θ) reaches a limit.
In addition to the finite outcomes, i2(C, D, Θ) has two types of infinite outcomes: i2(C, D, Θ) could call STABILIZE infinitely often without its ever returning a stable initial segment of C and i2(C, D, Θ) could call STABILIZE at stage s 0 after which STABILIZE never returns control to i2(C, D, Θ).
We let 2 denote the outcome in which there are infinitely many stages during which i2(C, D, Θ) is in Step 2. This can happen either by i2(C, D, Θ)'s reaching a limit there or by returning there infinitely often. In the second case in the analysis of STABILIZE, STABILIZE is active for every i2(C, D, Θ)-stage after s 0 . Note, once w j l is defined its value is never canceled. Thus, there is a least j such that the value of w j reaches a limit. Let j be the least such j. We denote this outcome by Sj and remark that it depends on the value of j . Compatibility. In outcome SJ , there is a stage s 0 during which i2(C, D, Θ) calls STABILIZE and after which control is never returned to i2(C, D, Θ). After stage s 0 , the approximation to the outcome cannot equal 2 or 4. The approximated outcome to i2(C, D, Θ) during stage s will be Sj, where j is the greatest index whose value of w was not canceled during stage s. By definition, j is the least j such that the value of w j is only canceled finitely often. Thus, the approximation to the outcome of i2(C, D, Θ) will equal Sj infinitely often and only be to its left finitely often. This verifies the true path assumptions for α i2(C, D, Θ), Sj . We defined r 0 {α i2(C, D, Θ), Sj }[s] to equal the maximum of |α| and r 0 {α}[s] and so it reaches a limit. We defined r{α i2(C, D, Θ), Sj }[s] to equal the minimum of r{α}[s] and the elements of the sets {γ(w j , Z ⊕ B){α i} i > j and σ{α i} = t1(Z, Ψ){α i}}[s] and {δ(w j , C){α j} j ≥ j and σ{α j} = t2(Z, Ψ){α j}}[s]. Since we reset the use for these functionals infinitely often, this minimum goes to infinity. Our positive action is to enumerate these uses into their relevant sets, so after the last stage in which the value of w j is canceled we do not enumerate any number less than this minimum into any set. This verifies the interval of activity assumptions for α i2(C, D, Θ), Sj . Finally, we call OPEN-CLOSE each time we execute Step 3(a)i or Step 4(b)i so there are infinitely many opening and closing stages for α i2(C, D, Θ), Sj . Efficacy. If i2(C, D, Θ) has outcome Sj then Ψ(w j , C){α j } is not defined in the limit. Since w j reaches a limit, for each j greater than j , w j also reaches a limit and so does the computation of Ψ(w j , C){α j}. Otherwise, the value of w j would be canceled infinitely often in Step 3(a)ii.
First consider j equal to j 1 . In this case, if Ψ(w j , C){α j } converges then p reaches a limit. But then, after redefining the uses of the ∆{α j m }'s in
Step 4 finitely many times, STABILIZE reaches Step 4a and returns control to the main program for i2(C, D, Θ). This is contrary to assumption. Otherwise, if Ψ(w j , C){α j } converges in the limit, then once the value of w j and the computation of Ψ(w j , C){α j } are fixed there is no mechanism by which the value of w on the predecessor of j is canceled. This contradicts the choice of j . In either case, there are infinitely many stages during which the approximation to the computation of Ψ(w j , C){α j } changes. Thus, Ψ(w j , C){α j } diverges.
In this case we make each Γ{α i} and ∆{α j} with index greater than or equal to j undefined at the limiting value of w j . Each such strategy thus has a computable effect. It can enumerate a number n only so long as n is less than the minimum of γ(w j , Z ⊕ B){α i}[s] and δ(w j , C){α j}[s] for i and j greater than or equal to j , which goes to infinity as s does.
Our cancellation of these strategies is appropriate since they are predicated on the assumption that Ψ{α j }(C) is total. For the strategies earlier in α than j , we redefine their w j 's infinitely often, whenever we act with j [s] equal to j . Thus, if i and j are less than j then we only affect the value of γ(Z ⊕ B){α i} and δ(C){α j} finitely often at each argument. This outcome provides a Σ 3 -outcome for the strategy associated with T (Z, Ψ){α j }, injures all the Π 3 -strategies of lower priority than this one and is compatible with all of the Π 3 -strategies of higher priority.
In outcome 2, either there is a stage after which Θ(n, C)[s] is never equal to D(n) [s] or each time STABILIZE is called, STABILIZE later returns with a change in C below θ(n, C) [s] . In either case, Θ(C, n) is not equal to D(n). Further, each time that STABILIZE is called it is put into its initial state and chooses a new value for each of the w j 's infinitely often. So, there is no w and no i or j such that i2(C, D, Θ) requires an increase in the use of Γ i or ∆ j infinitely often at w. Thus, i2(C, D, Θ) satisfies the diagonalization requirement without interfering with the strategies of higher priority.
In outcome x) ). Consider the requirement Θ(C) = D. Now, D may be equal to H or coded into H. Our enumerating numbers into D sets off a chain reaction: the D change implies an H change and the H change requires a correction to the active Γ{α i}'s. If at least one Z{α i} does not change then we must change B; the B change is coded into C; and the computation of Θ(C, n) is destroyed. If this occurs infinitely often, then one of the sequences, say Z{α i}, must remain unchanged during infinitely many of the periods between our enumerating numbers into D (i.e. providing an opening stage) and our changing C (during a closing stage). In effect, Z{α i} cannot change unless C changes. This is exactly what we need to preserve the operating hypothesis while introducing a strategy t2(Z, Ψ) to code Z i * {α i} into C.
By Definition 5.2, z 1 , . . . , z q is an enumeration of Z(x), a (i,1) , . . . , a (i,q i ) is an enumeration of A(z i ), and A (i,j) is the image of a (i,j) . We defined i * {α} to be the least i such that z i is not below c{α}. By the definition of Z(x), for each i less than or equal to q there is an a (i,j) such that a (i,j) is not above B(x). We let j * {α} be the least j such that a (i * {α},j) is not above B(x). For the following, let i * and j * be i * {α} and j * {α}, respectively.
Recall, I is the set of i such that t1(Z, Ψ){α i}) is enumerating an active Γ-functional and let J be the set of j such that t2(Z, Ψ){α j} is enumerating an an active ∆-functional relative to C{α j} and c{α j} is less than or equal to c in P . For each index in I there is a possibility that the strategy with that index will prevent our preserving C. The strategies with indices in J can be prevented from causing numbers to enter C by coordinating the actions of i3(C, D, Θ) with those of strategies of higher priority.
We must preserve an initial segment C r of C while changing D and respecting the constraints of the strategies enumerating the active functionals causing numbers to enter C. We will use the operating hypothesis to control the Z{α j} computed by active functionals ∆{α j} to preserve Z i * {α j} r during periods in which we allow numbers to enter sets not below C; at other times, we can hold Z i * {α j} r by holding the computation of Z i * {α j} r from A (i * ,j * ){α j} ; and we will attempt to clear C r of all but a fixed set of values of the γ{α i}. If we are unable to succeed as above, then we will make some active Γ{α i} partial and, in a subsequent strategy, introduce a new functional ∆(C{α}) either to compute the i * th element of Z{α i} or to demonstrate that some element of Ψ{α i} is not equal to its intend value.
As before, R is the infinite computable set designated for the sole use of We will attempt to find a computation relative to C which is clear of values of the γ{α i} for i in I and arguments greater than or equal to v.
2. If n is not defined, choose n to be the least element of R which is in (r 0 , r) [s] and not yet in D. Restrain n from entering D. Go to 3. We choose the witness n and attempt to make Θ(C, n) different from D(n). changing ends. We switch to directly holding these Z{α j}'s by holding computations of them from sets that we are building.
8. At the next opening stage for t1(Z, Ψ){α i ♦ } go to 9. Wait for another opening stage for t1(Z, Ψ){α i ♦ }.
] then take the following action.
i. Cancel the values of n and u 0 , drop all restraint previously imposed by i3(C, D, Θ), and cancel all delays imposed by i3(C, D, Θ). Go to 9(a)ii. ii. At the next closing stage for i3(C, D, Θ), go to 9(a)iii. iii. For every active functional Γ(Z ⊕ B){α i} or ∆(C){α j} with i or j greater than or equal to i ♦ , enumerate γ(Z ⊕ B){α i} into B and enumerate δ(C){α j} into C{α j}. Call CODE. Require that any future axioms for these functionals at arguments greater than or equal to v have use greater than the current stage. Go to 3.
Either we lost the computation relative to C, possibly because of a correction to a Γ{α i} with i < i ♦ , or
We kill off the functionals of lower priority than t1(Z, Ψ){α i ♦ } and prepare to make C compute Z i * {α i ♦ }. (b) Otherwise, go to 11. The recursion is complete.
11. Execute the following steps.
(a) Enumerate n into D and call CODE. Drop the delay imposed on strategies of higher priority. Restrain any strategy of lower priority from enumerating any number less than θ(C, n)[u 0 ] into C or any set below C. We held all of the strategies of higher priority in an opening state. Thus, we can infer that no Z{α j} will change below θ(C, n)[u 0 ], unless C changes first. We can change D now.
(b) Call the procedure SWITCH-TO-A-RESTRAINT with input J. When control is returned to i3(C, D, Θ) go to 11c. Again, we switch our hold on the Z i * {α j} to restraints on the A (i * ,j * ) {α j}.
(c) Restrain all numbers less than or equal to θ(n, C)[u 0 ] from entering C or any set being coded into C, except for corrections to the Γ{α i} for i in I. Maintain the restraints imposed by SWITCH-TO-A-RESTRAINT. Go to 12. With the exception of corrections to the active Γ{α i} at arguments less than v, we can preserve the computation of Θ(C, n) by preserving C θ(C, n)[u 0 ] and the
Watch for a change in C due to a change in H v.
The procedure SWITCH-TO-A-RESTRAINT accepts inputs p, an integer, and U , a finite set of indices for strategies which enumerate Γ-functionals which are active for i3(C, D, Θ). Next, there could be an i in I such that i3(C, D, Θ) executes infinitely many cycles of the preservation recursion with i ♦ [s] equal to i for which all but finitely many result in i3(C, D, Θ)'s exiting from the recursion through
Step 9(a)iii. Since, for each element of I, i3(C, D, Θ) cannot execute a cycle with i ♦ [s] equal to that value without having completed cycles for all larger elements of I, the value of i as above is unique. Call it i ♦ . Let Ri ♦ denote this outcome of i3(C, D, Θ).
Consider i3(C, D, Θ) in outcome Ri ♦ . First, it puts an infinite set of numbers into B and the sets C{α j m } above B. For each t1(Z, Ψ){α i} with i greater than or equal to i ♦ , the values of γ(v, Z⊕B){α i} go into B. Similarly, for each t2(Z, Ψ){α j} with j greater than i ♦ , the values of δ(v, C){α j} go into C{α j}. In Step 9(a)iii, i3(C, D, Θ) requires that the subsequent values of γ(v, Z ⊕ B){α i} and δ(v, C){α j} increase with such action. Conse-quently, the set of numbers so enumerated by i3(C, D, Θ) is computable. Since i3(C, D, Θ) only completes finitely many cycles for i ♦ in Step 9b, it only enters finitely many cycles for indices from I which are less than i ♦ . Thus, the use functions for functionals with those indices are only changed finitely often.
Second, i3(C, D, Θ) restrains the sets A (i * ,j * ) {α j}. This restraint is dropped when i3(C, D, Θ) enters Step 6. Consequently, strategies operating during i3(C, D, Θ)'s cycles for i ♦ enumerate numbers into these sets subject to timing constraints.
Third, consider Z{α i ♦ } in outcome Ri ♦ . If i3(C, D, Θ) begins a cycle for i ♦ during stage t 0 , it also completes a cycle for the next larger i in I in
Step 9b during stage t 0 . Thus, In its final outcome, i3(C, D, Θ) completes the preservation recursion on all indices and proceeds to Step 11. At that point, it enumerates n into D, calls SWITCH-TO-A-RESTRAINT, and when control is returned imposes a finite restraint on C and various sets A (i * ,j * ) {α j} for j in J. Then i3(C, D, Θ) goes to Step 12 and can only leave if C changes below θ(n, C)[u 0 ]. Because i3(C, D, Θ)'s restraint, this change could only come from one of the active Γ's. For each of these Γ{α i}'s, if a change in H at x requires a change in B below θ(n, C)[u 0 ] then x < v. For x ≥ v, γ(x, Z ⊕ B){α i} was seen to be larger than θ(n, C)[u 0 ] during Step 9 or i3(C, D, Θ) would have exited the recursion during the cycle for i. There are only finitely many numbers less than v so i3(C, D, Θ) can only exit from Step 12 finitely often. So, Steps 11 and 12 contribute only the finite outcome in which i3(C, D, Θ) reaches a limit in Step 12. We let 12 denote this outcome.
Let i 1 , . . . , i n be an enumeration of I, in increasing order. We order the outcomes by 12 < L Ri 1 < L · · · < L Ri n < L 3. Efficacy. In its outcomes 3 and 12, i3(C, D, Θ) satisfies its incomparability requirement without causing any of the active functionals for α to be partial. In outcome Ri ♦ , i3(C, D, Θ) causes each functional enumerated by a strategy at or below α i ♦ to be undefined at v. However, in so doing i3(C, D, Θ) produces the features required by the operating hypothesis in order to execute a t2-strategy for T (Z, B){α i ♦ }.
Construction
We conclude with an overview of the construction and verification.
Assigning priority. We let P be a computable list of all of the requirements for our theorem and and use > P to denote the ordering of requirements.
(16)
The priority tree. One defines T , the tree of strategies, by recursion based on priority and outcome, and defines < L on T by α < L β if at the point at which α and β first disagree the outcome indicated in α is < L the one indicated in β. Simultaneously with defining T , one defines functions Active and Satisfied on the nodes of T . If α is a node in T then Active(α) will the the set of strategies labeling nodes in T above α which enumerate functionals which are active from the point of view of α. Similarly, Satisfied(α) will be the finite set of requirements which seem to have been satisfied by the action of strategies above α. We omit specifying T .
Links. During stage s we use a finite subrecursion to generate a path υ[s] in T of length no greater than s. We begin at the root of T . Given We must modify this picture for the i3(C, D, Θ) strategies. These strategies affect the timing of strategies of higher priority when they impose delays and they act out of turn when they call the procedure SWITCH-TO-A-RESTRAINT. We introduce links between nodes on T which indicate that some action is pending by the lower strategy that only depends on the operating hypothesis of the higher strategy. We have two sorts of links: soft links and hard links. Both are introduced by the action of i3-strategies. A link goes from i3(C, D, Θ){α} to an earlier strategy t1(Z, Ψ){α k}, where k < |α|.
When i3(C, D, Θ){α} calls SWITCH-TO-A-RESTRAINT in Step 7, we set up soft links to each of the strategies t1(Z, Ψ){k} at whose expansionary stages i3(C, D, Θ){α} imposes restraint on A (i * ,j * ) {α j}. When we encounter a soft link we impose restraint with priority α, remove the link, and continue.
We install a hard link when, in Step 5, i3(C, D, Θ){α} imposes a delay on the strategies below t1(Z, Ψ){α k}. A hard link indicates that these delayed strategies should not act until i3(C, D, Θ){α} has exited from its recursion, with the exception of their finishing the action implied by soft links. If we encounter a hard link from i3(C, D, Θ){α} to t1(Z, Ψ){α 0 } during a t1(Z, Ψ){α 0 } expansionary stage, then we execute and remove all the soft links to α 0 , and go directly to i3(C, D, Θ){α}. We move the hard link up when i3(C, D, Θ){α} imposes a delay for a smaller i ♦ in Step 5, and remove it when i3(C, D, Θ){α} drops all of its delays, as in Steps 9a or 11. Figure 5 : Links between strategies Figure 5 shows the pattern of links installed during a stage when i3(C, D, Θ){α n 2 } opens its cycle with i ♦ equal to n 1 , i3(C, D, Θ){α n 6 } opens its cycle with i ♦ equal to n 5 , i3(C, D, Θ){α n 10 } opens its cycle with i ♦ Consequently, Υ is infinite. A requirement S in P acts at α if α is on Υ and either σ{α} is a strategy for S or S is an element of Satisfied{α + }−Satisfied{α}, where α + is the immediate successor of α on Υ.
Lemma 5.16 For each requirement S, S acts finitely often on Υ.
Consider the requirement T (Z n , Ψ n ) and α with σ{α} = t1(Z n , Ψ n ). T (Z n , Ψ n ) can act twice without any action by requirements of higher priority: once if there is an α 1 on Υ extending α for which σ{α 1 } equals t2(Z n , Ψ n ) and again if there is an α 2 extending α 1 such that σ{α 2 } is i2(C, D, Θ{α 2 }) and o{α 2 } is S|α 1 |. But then S is in Satisfied{α + 2 }. It can only be removed from Satisfied if some requirement of higher priority acts, contrary to assumption. Thus, T (Z n , Ψ n ) acts finitely often on Υ after α.
Lemma 5.17 For each requirement R in P, R is satisfied.
By Lemma 5.16, there is a greatest α on Υ at which R acts. Let α R be this element of Υ. By the earlier analysis of efficacy, if R is an element of Satisfied{α R }, then R is satisfied based on the action of the strategies in Υ appearing on α and the hypothesis that no requirement of higher priority than R acts below α. If σ{α} is a strategy for R, then either R is an element of Satisfied{α + } and R is satisfied as before or σ{α} is an element of Active{α + }. In the second case, σ{α} must be in Active{β} for each β on Υ. Otherwise, R would act again contrary to the choice of α. But then, σ{α} must produce a total functional. Hence, R is satisfied.
Theorem 5.1 follows directly from Lemma 5.17.
