In this paper, we present an empirical study on convergence nature of Differential Evolution (DE) 
INTRODUCTION
Evolutionary algorithms (EA) have been widely used to solve optimization problems. Differential Evolution [1] is an EA proposed to solve optimization problems, mainly to continuous search spaces. The DE algorithm, a stochastic population-based search method, has been successfully applied to many global optimization problems [2] . As traditional EAs, several optimization problems have been successfully solved by using DE [3] . It shows superior performance in both widely used benchmark functions and real-world application [4, 5] . DE shares similarities with traditional EAs. As in other EAs, two main processes that derive the evolution are the perturbation process (crossover and mutation) which ensures the exploration of the search space and the selection process which ensures the exploitation properties of the algorithm. Both perturbation and the selection process are simpler than those used in other evolutionary algorithms. In the case of DE, the perturbation of a population element is done by probabilistically replacing it with an offspring obtained by adding to a randomly selected element a perturbation proportional with the difference between other two randomly selected elements. The selection is done by one to one competition between the parent and its offspring.
There are three strategy parameters in DE, the population size NP, the crossover rate CR and the scaling factor F. Many works have been done to study the suitable setting of these control parameters [6, 7, 8] . The CR parameter controls the influence of the parent in the generation of the offspring. The F parameter scales the influence of the set of pairs of solutions selected to calculate the mutation value. DE performs the perturbation based on the distribution of the solutions in the current population. In this way, search directions and possible step sizes depend on the location of the individuals selected to calculate the mutation values.
Based on different strategies followed for perturbation, there are various DE variants are exists, they differ in the way how the solution is generated. Besides the suitable setting of control parameters, another important factor when using DE is the selection of the variant. The most popular variant of DE is rand/1/bin. There is a nomenclature scheme developed to reference different DE variants. In rand/1/bin, "DE" means Differential Evolution, the word "rand" indicates that the individuals selected to compute the mutation values are chosen at random, "1" is the number of pairs of individuals chosen and finally "bin" means that a binomial crossover is used. The algorithm for rand/1/bin is presented in Figure. 1. Figure 1 . "rand/1/bin" algorithm, steps pointed out with ♦ will change from variant to variant.
With seven commonly used differential mutation strategies, as listed in Table 1 The remainder of the paper is organized as follows. After a brief review of the related work in Section 2, Section 3 details the design of experiments. Section 4 describes the empirical measurements done in our study, Section 5 discusses the simulation results and finally Section 6 concludes the paper. 
RELATED WORKS
Menzura-Montes et. al. [12] empirically compared the performance of eight DE variants on unconstrained optimization problems. Variants with arithmetic recombination, since they are rotationally invariant, were also considered in their work. He used convergence measure to identify the competitiveness of the variants. The study concluded rand/1/bin, best/1/bin, current-to-rand/1/bin and rand/2/dir as the most competitive variants. However, the potential variants like best/2/*, rand-to-best/1/* and rand/2/* were not considered in their study.
Daniela Zaharie [6] , provides theoretical insights on explorative power of Differential Evolutional algorithms, she describes an expression as a measure of the explorative power of population-based optimization methods. In her results, she analyzed the evolution of population variance for rand/1/bin for two test functions (Rastrighin and Ackley). Control of diversity and associated parameter tuning are discussed in [7, 8, 9] Hans-Georg Beyer [10] , analyzed how the ES/EP-like algorithms perform the evolutionary search in the real-valued N-dimensional spaces. He described the search behavior as the antagonism of exploitation and exploration, where exploitation works in one dimension, whereas the exploration is a random walk.
DESIGN OF EXPERIMENTS
In this paper, we identify the competitiveness of DE variants and it is justified by investigating their convergence nature by implementing them on a set of benchmark problems with high dimensionality and different features. We have chosen fourteen test functions [11, 12] , of dimensionality 30, grouped by the feature -unimodal separable, unimodal nonseparable, multimodal separable and multimodal nonseparable. The details of the benchmark problems are described in Table 2 .
All the test functions have an optimum value at zero except f08. In order to show the similar results, the description of f08 was adjusted to have its optimum value at zero by just adding the optimal value for the function with 30 decision variables (12569.486618164879) [12] .
The parameters for all the DE variants were: population size NP = 60 and maximum number of generations = 3000 (consequently, the maximum numbers of function evaluations calculate to 180,000). The moderate population size and number of generations were chosen to demonstrate the efficacy of DE variants in solving the chosen problems. The variants will stop before the maximum number of generations is reached only if the tolerance error (which has been fixed as an error value of 1 x 10 -12) with respect to the global optimum is obtained. Following [12, 13] , we defined a range for the scaling factor, F∈ [0.3, 0.9] and this value is generated anew at each generation for all variants. We use the same value for K as F. Table 2 . Details of the test functions used in the experiment
Functions and Ranges
Functions and Ranges
The crossover rate, CR, was tuned for each variant-test function combination. Eleven different values for the CR viz. {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} were tested for each variant-test function combination. For each combination of variant-test function-CR value, 50 independent runs were conducted. Based on the obtained results, a bootstrap test was conducted in order to determine the confidence interval for the mean objective function value. The CR value corresponding to the best confidence interval was chosen to be used in our experiment. The fourteen variants of DE along with the CR values for each test function are presented in Table 3 .
As EA's are stochastic in nature, 100 independent runs were performed per variant per test function (by initializing the population for every run with uniform random initialization within the search space). The competitiveness of DE variants in solving the benchmark functions are identified by comparing their mean objective function values (MOV). The convergence analysis of the variants are carried out by measuring their Convergence Speed (C s ), Quality Measure(QMeasure Q m ) [14] for each variant-test function combination. 
EMPIRICAL MEASUREMENTS
Convergence Speed is used to detect which variant is most competitive. To measure the convergence speed, we calculated the mean percentage out of the total 1, 80,000 function evaluations required by each of the variant to reach its best objective function value, for all the 100 independent runs
The algorithm convergence, usually mean the convergence of the objective function that we minimize. The rate of convergence is generally described by f(gen), where gen is the current generation. We use Q-Measure to study the convergence nature of DE Variants. Quality measure or simply Q-Measure is an empirical measure of the algorithm's convergence. It serves to compare the objective function convergence of different evolutionary methods. In our experiment, it is used to study the behavior of our DE variants.
The formula of Q-Measure is Q m = C / P c P c -Probability of convergence, C -Convergence Measure.
The Convergence Measure (C) is calculated as C = SumEj / nc nc -number of successful runs SumEj -total number of function evaluations taken for all the successful runs
RESULTS AND DISCUSSION
The mean objective function values obtained for the unimodal separable functions: f 1 , f 2 , f 4 , f 6 and f 7 , and the unimodal nonseparable function f 3 are presented in Table 4 . The results shows that best performance were provided by rand-to-best/1/bin, rand/1/bin, best/2/bin and rand/2/bin variants for the unimodal separable functions. best/1/*, current-to-rand/1/exp and current-to-best/1/exp were the poorly performing variants. best/2/* variants alone was able to solve the unimodal nonseparable problem. The variant current-to-rand/1/* and current-tobest/1/* displayed the worst performance. 14 , and for the multimodal non-separable functions f 5 , f 10 , f 11 , f 12 and f 13 . In case of multimodal separable problems, the best performance was shown by rand/1/bin, rand-to-best/1/bin and rand/2/bin variants once again as in the case of unimodal separable problems. Similarly, the variants current-to-rand/1/exp and current-to-best/1/exp consistently showed poor performance. In the case of multimodal nonseparable problems, function f 5 and f 10 were not solved by any variants.
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Next to Convergence Speed, we measured Q-Measure. This measure provides a more objective vision of the behavior of a DE variant. It is an integral measure that combines the convergence of a DE algorithm with its probability of convergence. By combining the convergence rate and its probability in one, now the Q m is a single criterion to be minimized. From the Q m values measured for all the variant-function combinations, we identified that the variants with least Q m value are rand-to-best/1/bin, best/2/bin, rand/1/bin and rand/2/bin. The variants with higher Q m value, ie., poor in performance, are best/1/bin, best/1/exp, current-to-best/1/exp and current-to-rand/1/exp. Q m value increases as probability of convergence decreases, ie., variants with lower probability of convergence gives higher value for quality measure and vice versa. The results suggest that the variants with good convergence rate and higher probability of convergence gives minimum value of Q m , such variants are rand-to-best/1/bin, best/2/bin, rand/1/bin and rand/2/bin. The variants best/1/bin, best/1/exp, current-to-rand/1/exp and current-to-best/1/exp are slow in convergence.
For the unimodal functions, the values of Q m are presented in the Table 7 . The results show that the top four variants with least Q m values are rand/1/bin, best/2/bin, rand-to-best/1/bin and rand/2/bin. The variants best/1/exp, current-to-rand/1/exp and current-to-best/1/exp could not provide any successful run. The variant with highest Q m value, id., poorest performance, is best/1/bin. The results suggest that, even though some of the "bin" variants behave worst, all the variants in the top are "bin" variants. Similarly, even though some of the "exp" variants could give moderate Q m value, all the variants which could not provide any successful run are "exp" variants. This shows the influence of binomial recombination in DE variants.
For the function f 3 , results ( 
The Q m values measured for the multimodal functions are presented in Table 9 The results suggest the influence of binomial recombination, the variants with higher convergence rate and higher probability of convergence are "bin" variants. But due to its less probability of convergence (0.2%), the variant best/1/bin could not perform well as other "bin" variants. The worst performing variants were found to have less probability of convergence, and hence they were slow in convergence. The identified difference in convergence behavior of the variants may be due to either stagnation problem or premature convergence, which are lead by improper balance between exploration and exploitation processes. This work can be still further analyzed by focusing on improving the performance of variants in the light of bringing balance between explorations exploitation during the generations.
