Auditory and visual signals provide complementary information but few applications successfully combine the two sources. We consider a distinctive feature approach to Audio Visual Automatic Speech Recognition (AV-ASR) in which features appropriate to each modality are employed, and demonstrate that in the absence of knowledge about the noise the modality-specific approach is best. However even information from the non-preferred modality can be usefully employed if the environmental context (e.g. SNR) is accounted for by adaptively weighting each modality. Future research is focusing on deriving these distinctive feature automatically from data rather than using those proposed by linguists.
INTRODUCTION
The objective of Audio-Visual Automatic Speech Recognition (AV-ASR) is to enhance traditional speech recognition by incorporating a visual signal into the system. A simple way to achieve this is to combine both the acoustic and visual features into one large feature vector which is used for recognition. This technique is effective, given enough training data, time and resources, but we can use knowledge from Psychology and Linguistics to conceive a more elegant and effective system Visually perceivable speech gestures group into distinct classes of phoneme-like visemes that are complementary to speech sounds difficult to perceive in high acoustic noise [1] . Sub-systems can thus be specialised for their modality and increase the overall system accuracy [2] . However, a one-to-many mapping does not exist between visemes and phonemes, so it may add another layer of complexity.
Research into AV-ASR has been fruitful and systems have been developed showing very encouraging results (e.g. [3] ). Although only minimal improvement is found under optimal conditions, improvements using a degraded acoustic signal have been large. However, a challenging and unique problem also arises with AV-ASR and that is how to best combine the acoustic and visual signals without the result being worse than acoustic or visual recognition alone, that is catastrophic fusion [4] . This is a lively research area in AV-ASR and the effectiveness of different techniques, such as early and late fusion, is still being decided.
Early, or feature fusion is when the acoustic and visual features are concatenated together and then classified. Late, or decision fusion is when each modality is classified separately and the outputs are fused. The main unit for classification is the phoneme and late fusion proceeds using weighted product of the outputs:
where P (w i ) is the estimated probability of phoneme w i , s is the modality of either audio (A) or video (V), λ s is the weight associated with modality s, and P (w i |s) is the conditional probability of w i given modality s. By incorporating relative stream reliability (λ s ), late fusion has the potential to allow more accurate classification, increased generalisation and faster more reliable training, but this potential has not generally been realised.
Early and late phoneme fusion are the defacto standard approaches to sensor fusion in AV-ASR. This paper investigates the linguistic distinctive feature as an alternative unit of AV fusion. First, the approach of distinctive feature fusion is explained and then experiments comparing performance with the standard architectures are presented. Finally, future work is discussed that involves the discovery of features using unsupervised methods rather than using features proposed by linguists.
DISTINCTIVE FEATURE FUSION
The concept of using sub-phoneme features for speech recognition is not new in the area of audio-only ASR (e.g. [5] ), nor is the concept new to the literature of AV-ASR. However, there is little evidence for its implementation, especially with comparisons to other fusion techniques. This section reviews others contributions to AV-ASR using fusion models other than the standard late product fusion.
A distinctive feature is a phonetic feature that distinguishes minimal pairs of words for a particular language [6] . For example, the difference (ignoring aspiration) between the minimal pair /pit/ and /bit/ is that the initial sound differs in the feature voice (−voice for /pit/ and +voice for /bit/). Thus, we can say that the phonemes /p/ and /b/ are distinctive sounds in English and also that [6] . Thus, the minimal units for speech perception are arguably the distinctive features for a language. Niyogi et al. [7] describe a proposal for using distinctive features for AV-ASR. Distinctive features have both acoustic and visual correlates and it is suggested that fusion may be performed more naturally at the intermediate level of distinctive features by using a distinctive feature lattice. Furthermore, Niyogi and Ramesh [8] show that this information can be incorporated into traditional speech systems such as the Hidden Markov Model (HMM). Niyogi et al.'s proposal [7] is that audio-visual integration might proceed in a multi-pass manner in which the acoustic signal is used to identify some features and reduce the recognition problem to a sub-problem in which visual cues are used to disambiguate between the different phonemes.
The VPAM (Vision-Place, Audition-Manner) model proposes that fusion can be realised on logical values where each modality is in charge for a specific group of phonetic (distinctive) features [9] . A criticism of the VPAM model is that it insists there is a strict dichotomy of roles of vision and audition. Schwartz et al. [10] suggest that both modalities can play a part in place and manner identification, which is a logical conclusion given that audio-only ASR is able to identify place. Thus, a distinctive feature based system may well make decisions based upon both acoustic and visual information.
Berthommier [11] examined human perception of spectrally reduced AV speech and found that errors are not precisely independent, but anti-correlated at the phonetic (distinctive) feature level. Given this finding, and previous research that suggests that the consonant classification process relies on articulatory features and that these features are processed in separate streams specialised for a feature [12] , Berthommier proposed the Articulatory Feature Coding (AFC) model. This model relies upon the decomposition of the recognition process into streams specific for each articulatory feature and expressing specific rules of audio-visual fusion for each of these articulatory features that are based on averaging. Therefore, identification of the phonetic class is preceded by a separate evaluation of each feature (voicing, manner, place, etc.), independently for audio and video. This model is found to compare well to the Bayesian formulation put forward by Massaro (e.g. [13] ) when used to predict human responses to AV speech stimuli, without any supplementary assumptions (e.g. conditional independence).
Fig. 1. Distinctive Feature Fusion Architecture
The AFC model is similar to the distinctive feature lattice of [7] . However, whilst the AFC model has a more complete theory backed by human perception studies, neither model has been implemented in the context of machine AV-ASR, nor have they been extensively compared to the other AV fusion models. Our research investigates distinctive feature fusion and compares its performance to early and late fusion models. The nine phonemes in Table 1 are used for evaluation as they vary on two specific distinctive features that are more easily distinguished acoustically (voicing: unvoiced/voiced/nasal) or visually (place: labial/alveolar/velar). For example, the distinction between /p/ and /b/ is performed more easily acoustically, whilst the distinction between /p/ and /t/ may be better achieved visually.
The model of distinctive feature fusion using the nine phonemes in Table 1 is outlined in Figure 1 . In comparison to early and late fusion, this model has the classification unit of a particular distinctive feature, which in this case is either voicing or place. This model can be expressed in three different forms 1. DF-I: audio influences voicing and video the place 2. DF-II: audio can influence both voicing and place 3. DF-III: audio and video influence both features DF-I is similar to the VPAM model, whilst the other two allow greater influence of each modality. In our current experiments competitive fusion (a crossed circle) uses the product (or geometric mean) of the modalities, whilst complementary fusion (an uncrossed circle) integrates the fused outputs of the place and voice classifiers and uses the sum (or arithmetic mean).
PHONEME RECOGNITION
The classifiers used to estimate the a posteriori probabilities of the phonemes are Artificial Neural Networks (ANNs). The best architecture for the audio-only networks consisted only of an input and output layer, whilst the video-only and early fusion ANNs had an additional ten node hidden layer. The ANNs were trained using gradient descent with an adaptive learning rate (initially 0.001) and a momentum constant (0.9) with training ending at a specific number of epochs (1000 in results presented). Results presented are for a leave-one-out cross-validation paradigm.
The AV corpus used consisted of one male speaker uttering the nine phonemes in Table 1 in a VCV context ten times [14] . Although this corpus is small it accentuates and contrasts the specific distinctive features under analysis. The audio features were the 12 Mel frequency cepstral coefficients, the log energy, plus the derivatives of each, giving 26 features per frame. Ten consecutive frames were used, centred around the middle of the target phoneme, resulting in a 260 feature vector that is used as input to the audio-only ANNs. Audio samples were also contaminated with white noise of 5dB to 20dB, and then the same feature set was extracted.
A filter-based extraction algorithm [2] was used to find the height and width of the outer mouth contour as the primary visual features, and the mean grayscale and saturation values for the middle third of the mouth were used as secondary features, giving an indication to the presence of the teeth and tongue, for a total of four features per frame. Again, ten frames were used, centred around the middle of the target phoneme, resulting in a 40 feature input vector. The audio and visual features are also concatenated as a 300 feature vector for early fusion.
The weights used here are derived by hand, and so allows for a fairer comparison between the AV-ASR models, not the weighting methods. The normalised weights for each modality (λ) are calculated as follows:
where s ∈ {A, V } and f ∈ {phoneme,place,voice}. The range of SNR A values is [1.
.21] (SNR A,max = 21, the clean signal). The SNR for the V is set to 1.0 as the visual signal is assumed to be of consistent quality. The p values for A and V were {1.0,0.8,1.0} and {0.9,0.95,0.8}, respectively, and closely reflect the performance of the classifiers when there is no noise present. The first group in Table 2 reveals that ignoring information about environmental context (unweighted) results in none of the fusion techniques performing better than the video-only classifier at a 5dB noise level. In fact, DF-I and III are the only classifiers in this group not to be significantly less than video-only. At an SNR of 10dB the only fusion technique to be significantly better than both the audio-and video-only classifiers is the DF-I classifier and at 15dB all the distinctive feature fusion models are performing significantly better than both the audio-and video-only classifiers.
DF-I is the best in low SNR because it is least affected by the poorly performing audio-only classifier. It has an equal contribution from both of the modalities in which they are specialised. The poorer performance of DF-II and III is due to the effect of the acoustic place classifier.
As the SNR increases, the ability of all of the audioonly classifiers (phoneme, voice, and place) increases and so their contribution to the fusion starts to have a positive effect. This can be seen at 20dB where DF-II and III now perform significantly better than DF-I. Moreover, DF-II and III are the only classifiers to be significantly better than the both audio-and video-only classifiers at this SNR.
Since the audio-only classifier is trained on only clean data and when tested in this environment it performs almost perfectly, none of the fusion classifiers are significantly better than audio-only. However, they are not significantly less and all are better than video-only.
The most interesting results from this set of experiments arise using SNR to weight the fusion (last group in Table 2 ). As has been found previously, weighting the late product fusion can increase its performance in low SNR, but more interesting is that the wDF-III classifier is significantly better than both the audio-and video-only classifiers, except in clean audio where performance for all acoustic based classifiers is essentially perfect. The wDF-III model is able to adaptively weight its fusion at the level of distinctive features based upon both the acoustic and visual inputs. This advantage can be seen at an SNR of 5dB where wDF-III significantly outperforms wDF-II as it utilises the noise resilient visual input. Moreover, in higher SNRs the wDF-III can switch over and rely more upon its acoustic classifiers which is shown by its superiority over the DF-I. It is notable that DF-III architecture is the only classifier that shows no significant catastrophic fusion for any condition tested.
FUTURE DIRECTIONS
This paper has shown that use of acoustic and visual distinctive features can achieve excellent improvements in relatively noise-free data or when contextual/confidence information is provided. We have used here only the traditional linguistic features of place of articulation and voicing/nasalisation, exploring whether both modalities provide useful information about both features -and the answer is a resounding yes, provided contextual/confidence information is made available to provide an informed basis for resolving a conflict under noisy conditions. In this paper, we only consider acoustic noise, but visual noise is also clearly of relevance -whether from facial hair, lighting conditions, distance and orientation of the speaker relative to the camera, etc. Further research needs to specifically examine which features are most resilient to which different kinds of noise or degradation, as well as to explore the development or self organisation of novel features. This will be even more important as we broaden our study beyond the nine plosive phonemes and their orthogonal distinctive features. Preliminary experiments using the AVOZES data corpus [15] have shown that distinctive features can improve performance for English consonant classification across multiple speakers.
An ontogenetically and neurophysiologically plausible account of language learning [16] recognises that babies are not treated to the full supervised training paradigm with well-defined learning, validation and testing data sets (Poverty of the Stimulus). Rather self organisation of the acoustic system and visual systems seems to start before birth [17] and multimodal integration/fusion is possible from a baby's first hug or feed, if not earlier. Thus AV-ASR is not seen as an isolated example of the utility of multi-modal signal processing but as part of a broad AVSP program in which we are exploring the separate self organisation of the different models (particularly AV), the development of generally useful features for a variety of environmental conditions and situations, and the correlation of AV information as a generalisation of Auditory Scene Analysis [18] .
