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Naslov: Strategije za uravnotezˇeno izbiro retrospektivnih podatkov za si-
mulacijo prospektivnih raziskav
Porast raziskav v medicini poraja vedno vecˇ ugotovitev, ki imajo lahko za
posledico nova ali izboljˇsana obstojecˇa zdravljenja. Obenem pa potrebe po
novih raziskavah pripeljejo do tezˇav pri zagotavljanju zadostnega sˇtevila
bolnikov za prospektivne raziskave vseh obetajocˇih zdravljenj. Po drugi
strani lahko z restrospektivno raziskavo na obstojecˇih podatkih bolnikov do
dolocˇene mere simuliramo prospektivno raziskavo. Glavna tezˇava pri tem pri-
stopu je, da imajo obstojecˇi podatki obicˇajno neuravnotezˇene porazdelitve
karakteristik po mnozˇicah bolnikov, na katerih izvajamo retrospektivno raz-
iskavo, kar otezˇi vrednotenje ucˇinkov zdravljenja. Predstavljen je algoritem
za uravnotezˇevanje mnozˇic bolnikov z danimi karakteristikami, ki z upar-
janjem in z izlocˇanjem izbranih bolnikov ustvari uravnotezˇene podmnozˇice
bolnikov. Algoritem uporablja Pearsonov test χ2 za merjenje kvalitete medse-
bojne uravnotezˇenosti mnozˇic in vsoto utezˇenih razlik vrednosti karakteristik
za dolocˇanje parov elementov med dvema mnozˇicama. Uvedeni sta dve novi
strategiji uparjanja elementov: s pozˇresˇno metodo preko matrike podobnosti
parov, ter z algoritmom minimin na drevesu stanj do predpisane globine za
izbiro naslednjih dveh elementov za uparjanje. Uvedena je mera kvalitete
uparjenosti med dvema mnozˇicama. Rezultati kazˇejo, da pozˇresˇna metoda
daje boljˇse rezultate od izvirnega algoritma, medtem ko se algoritem mini-
min izkazˇe za cˇasovno zahtevnega zaradi kombinatoricˇne zahtevnosti in pri
globinah, ki so glede tega sˇe prakticˇne za izvajanje algoritma, daje kvecˇjemu
primerljive rezultate izvirnemu algoritmu, vendar slabsˇe od pozˇresˇne metode.
Metode so bile eksperimentalno primerjane na realnih podatkih iz medicin-
skih raziskav zdravljenja raka.
Kljucˇne besede: retrospektivne raziskave, simulacija prospektivnih raz-
iskav, uparjanje, uravnotezˇevanje mnozˇic, hevristicˇno preiskovanje, hevri-
sticˇna ocena kvalitete uravnotezˇenosti, Pearsonov test χ2.
Abstract
Title: Strategies for Balanced Selection from Retrospective Data for Simu-
lation of Prospective Studies
The increase of medical research generates more and more findings which
can result in new or enhanced existing treatments. This increase of medi-
cal research leads to problems at ensuring a sufficent number of patients for
prospective studies of all of the promising treatments. On the other hand
a prospective study can be simulated to a certain degree with a retrospec-
tive study using existing data. The main problem with this approach is,
that the existing data usually have unbalanced distributions of characteris-
tics over the sets of patients, which makes it difficult to evaluate effects of
treatment. An algorithm is described for balancing sets of patients with given
characteristics, which creates balanced subsets of patients using pairing and
elimination of selected patients. The algorithm uses Pearson’s χ2 test for
measuring the balance quality between two sets, and the sum of weighed dif-
ferences between the characteristics for defining element pairs between sets.
Two new element pairing strategies are introduced: a greedy method using
an element similarity matrix, and the minimin algorithm using a state tree
with limited depth for choosing the next elements to pair. A measure for
the quality of a match between two sets is introduced. Results show that
the greedy method gives better results from the original algorithm, whereas
the minimin algorithm turns out to be time demanding because of the com-
binatorial complexity. At depths at which the algorithm is still practical to
use, it gives results at best comparable to the original algorithm, but worse
than the greedy method. The methods were experimentally compared on
real data from medical studies in cancer treatment.
Keywords: retrospective studies, simulated prospective studies, pairing,




Z vse hitrejˇsim razvojem v medicini prihaja do vedno vecˇ odkritij glede zdra-
vljenj bolezni. Zaradi tega vse pogosteje prihaja do situacij, ko ni mogocˇe
zagotoviti skupin bolnikov za preizkuse vseh novih potencialno uspesˇnih zdra-
vljenj, saj preprosto ni na voljo takega sˇtevila bolnikov. Nova zdravljenja pa
morajo skozi vrsto preizkusov, kjer se praviloma pri koncˇnem preizkusu vrsˇi
prospektivna randomizirana klinicˇna sˇtudija, ki potrebuje vecˇ sto ali celo vecˇ
tisocˇ bolnikov.
Ker je bolnikov premalo, da bi lahko izvedli preizkuse vseh potencialno
uporabnih zdravljenj, je potrebno za klinicˇne sˇtudije izbrati samo najbolj
obetavna zdravljenja. To lahko naredimo z retrospektivnimi sˇtudijami na
obstojecˇih podatkih bolnikov, nastalih skozi prejˇsnja zdravljenja. Z retro-
spektivno sˇtudijo testiramo hipotezo na obstojecˇih podatkih. Rezultate take
sˇtudije ne moremo enacˇiti z rezultati, ki bi jih dobili s prospektivno sˇtudijo,
saj so retrospektivne sˇtudije dovzetne za razne pristranskosti. Pri prospektiv-
nih sˇtudijah se vecˇini pristranskosti izognemo z randomiziranimi nadzorova-
nimi sˇtudijami, kjer bolnike randomiziramo in izvajamo preizkuse na slepo.
Randomiziranje zagotavlja, da so tako znani kot neznani dejavniki enako-
merno porazdeljeni med skupinami, z izvajanjem na slepo pa se sˇcˇitimo pred
placebo-efektom in pred pristranskostjo izvajalca [1].
Testiranje hipoteze pri retrospektivni sˇtudiji poteka na sledecˇi nacˇin. Naj-
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prej se dolocˇi ena ali vecˇ karakteristik na obstojecˇih podatkih bolnikov, po
katerih razbijemo mnozˇico na vecˇ podmnozˇic. Tipicˇne karakteristike bolnikov
so na primer: prejeta zdravila, spol, starost, odzivi na zdravljenja, biolosˇki
markerji. Nato pa gledamo dolocˇeno karakteristiko podmnozˇic bolnikov, ki
nas zanima za testiranje hipoteze, tipicˇno je to prezˇivetje oz. ozdravitev
bolnikov. V najbolj preprosti obliki retrospektivne sˇtudije nas zanima, cˇe
je mozˇnost prezˇivetja bolnikov vecˇja vkolikor jemljejo dolocˇeno zdravilo, kot
pa da ga ne jemljejo. To pomeni, da najprej razdelimo bolnike na dve pod-
mnozˇici, podmnozˇico bolnikov, ki so dobili zdravilo, ter podmnozˇico bolnikov,
ki niso dobili zdravila. Z danim zdravilom smo izboljˇsali mozˇnost prezˇivetja
bolnikov, vkolikor podmnozˇica bolnikov, ki je dobila zdravilo, kazˇe statisticˇno
znacˇilno vecˇje prezˇivetje. Tako potrjene hipoteze so samo predlog, sˇe vedno
jih je potrebno potrditi s prospektivnimi sˇtudijami. Rezultati retrospektiv-
nih sˇtudij so zato uporabni za manjˇsanje sˇtevila sˇtudij, ki naj se izvedejo na
prospektivni nacˇin, ali njihovo prioritiziranje.
Statisticˇni testi so najbolj zanesljivi na uravnotezˇenih podatkih [1]. To
pomeni, da bolj ko so si bolniki med podmnozˇicami podobni, manj nas skrbi
vpliv razlik med bolniki na rezultat sˇtudije in bolj zaupamo rezultatu sˇtudije.
Vendar se pri retrospektivnih sˇtudijah obicˇajno ukvarjamo s podmnozˇicami s
precej neenakomerno porazdelitvijo karakteristik bolnikov. Zato je potrebno
podmnozˇice bolnikov najprej uravnotezˇiti. Ena od metod za uravnotezˇevanje
podatkov je multivariatno uparjanje [2]. Metoda deluje tako, da med bolniki
dveh mnozˇic izbira pare po karakteristikah podobnih bolnikov, po enega iz
vsake mnozˇice, ter iz njih sestavi podmnozˇici originalnih dveh mnozˇic. Na-
stali podmnozˇici sta manjˇsi, vendar uravnotezˇeni po karakteristikah bolnikov.
Na zelo neuravnotezˇenih podatkih multivariatno uparjanje dosega slabe
rezultate, zato smo za izhodiˇscˇe uporabili algoritem A. Sadikova [3], ki poleg
opisanega uparjanja uporablja sˇe izlocˇanje bolnikov s pozˇresˇno metodo in s
posebej za to zasnovano hevristicˇno oceno. Ideja je, da po opisani uparitvi
bolnikov iz dveh mnozˇic, novonastalim podmnozˇicam izmerimo njuno medse-
bojno uravnotezˇenost in pricˇnemo izlocˇati bolnike, ki uravnotezˇenost najbolj
3kvarijo. To pocˇnemo, dokler podmnozˇici ne postaneta uravnotezˇeni.
Podobnost dveh bolnikov je pojem, ki ga je mogocˇe dolocˇiti na razlicˇne
nacˇine, odvisno od tega kako strogi zˇelimo biti. To neposredno vpliva tudi
na kvaliteto rezultata, saj z manj strogim dolocˇilom podobnosti v splosˇnem
dosezˇemo manj uravnotezˇen rezultat. Obicˇajno imamo dolocˇen nek krite-
rij za to, kdaj sta dve mnozˇici (sˇe) uravnotezˇeni in zˇelimo pregledati rezul-
tate uravnotezˇevanja pri razlicˇno dolocˇenih podobnostih, da dobimo obcˇutek,
kako vplivajo na uravnotezˇenost. En tak primer je, cˇe zˇelimo dobiti cˇim vecˇje
mnozˇice bolnikov, ki so sˇe uravnotezˇene. Iz same definicije podobnosti na-
mrecˇ ne moremo neposredno sklepati na kvaliteto rezultata, potrebno je izve-
sti uravnotezˇevanje in izmeriti uravnotezˇenost. To pomeni precej racˇunskega
dela nad kopico podatkov, zato je v veliko pomocˇ ustrezen program za urav-
notezˇevanje.
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Poglavje 2
Metodologija
Za izhodiˇscˇe smo uporabili algoritem A. Sadikova za uravnotezˇevanje [3] ter
meri za kvaliteto uravnotezˇenosti dveh mnozˇic in za kvaliteto uparjenosti
oz. podobnosti dveh elementov, ki ju uporablja. V nadaljevanju bomo ta
algoritem imenovali ,,izvirni algoritem“. Ustvarili smo dodatne strategije za
uravnotezˇevanje in dodatno mero, ki meri kvaliteto uparjenosti dveh mnozˇic.
2.1 Mere
Podobnost dveh mnozˇic skusˇamo zagotoviti z uravnotezˇeno porazdelitvijo
vrednosti dolocˇenih karakteristik med mnozˇicama elementov. Tem karakte-
ristikam pravimo uravnotezˇevalne karakteristike. Izbere jih strokovnjak in
z njimi dolocˇi mero podobnosti med dvema elementoma. Za mero urav-
notezˇenosti med dvema mnozˇicama elementov uporabimo Pearsonov sta-
tisticˇni test χ2 po frekvencah vrednosti med mnozˇicama za vsako urav-
notezˇevalno karakteristiko posebej.
2.1.1 Podobnost dveh elementov
Za dva elementa (bolnika) pravimo, da sta si podobna, ko je mera podobnosti
med njima znotraj dolocˇenega praga. Vrednost mere podaja kvaliteto upari-
tve obeh elementov. Bolj sta si elementa podobna, boljˇsa je kvaliteta uparitve
5
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in manjˇsa je ta vrednost. Vrednost 0 pomeni, da sta elementa enaka. Tako
mero kot prag dolocˇi strokovnjak, oblika mere pa je tipicˇno uravnotezˇena




ki |ai − bi| (2.1)
kjer je s mera podobnosti, i je indeks uravnotezˇitvene karakteristike, ki je
koeficient karakteristike i, ai in bi pa sta vrednosti karakteristike i elementov
a in b. Vkolikor vrednosti karakteristik niso podane numericˇno, jih moramo
najprej pretvoriti v numericˇno obliko, kar lahko najpreprosteje storimo z
oblikovanjem zaporednih sˇtevilk vrednosti. Elementa a in b sta si podobna,
ko njuna podobnost ne presezˇe praga:
s(a, b) ≤M (2.2)
kjer je M prag, do kjer sˇe trdimo, da sta si elementa podobna.
Lahko se tudi predpiˇsejo pragovi za vsako karakteristiko posebej, kjer
razlika med vrednostima dane karakteristike ne sme presecˇi njenega praga.
Tako podane omejitve prevedemo v obliko v enacˇbi 2.1.
2.1.2 Uravnotezˇenost dveh mnozˇic
Za racˇunanje mere uravnotezˇenosti med dvema mnozˇicama uporabimo Pe-
arsonov statisticˇni test χ2 [4]. Racˇuna se posebej za vsako uravnotezˇitveno
















kjer je i indeks mnozˇice, j je indeks vrednosti za dano karakteristiko, F oi,j je
frekvenca oz. sˇtevilo elementov iz mnozˇice i z j-to vrednostjo, Fi je vsota
frekvenc iz mnozˇice i, Fj je vsota frekvenc za j-to vrednost, N pa je sˇtevilo
vseh elementov.
Za vsako karakteristiko se predpiˇse mejna p-vrednost, to je p-vrednost,
ki je sˇe dopustna, da se mnozˇici smatrata za uravnotezˇeni. Na podlagi dane
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mejne p-vrednosti in prostostne stopnje karakteristike se dolocˇi mejna vre-
dnost χ2. Cˇe so dejanske vrednosti χ2 vseh karakteristik pod njihovimi mej-
nimi vrednostmi, se smatra da sta si mnozˇici podobni in s tem uravnotezˇeni.
Racˇunanje te mere smo dopolnili z Yatesovo korekcijo [5]. Standardno
se uporablja pri matrikah velikost 2 × 2, kjer vsaj ena izmed frekvenc pade
pod 5. V nasˇem primeru to pomeni, da uporabimo Yatesovo korekcijo v pri-
meru, ko imamo karakteristiko z dvema mozˇnima vrednostima (natancˇneje,
s prostostno stopnjo 1), kjer frekvenca vsaj ene vrednosti v eni izmed mnozˇic
pade pod 5.
2.1.3 Kvaliteta uparjenosti dveh mnozˇic
Poleg merjenja uravnotezˇenosti dveh mnozˇic smo v rezultatih zˇeleli meriti
tudi kvaliteto uparjenosti elementov. Ker algoritmi, ki so opisani v nada-
ljevanju, v splosˇnem uravnotezˇijo mnozˇice tako, da niso enakih velikosti, se
nismo mogli posluzˇiti povprecˇja podobnosti elementov med mnozˇicama. Se-
stavili smo novo mero kvalitete uparjenosti dveh mnozˇic u.
Najprej definiramo minimalno podobnost danega elementa a iz mnozˇice
A z mnozˇico B kot najmanjˇso podobnost elementa a s katerimkoli elementom




Kvaliteto uparjenosti mnozˇicA in B definiramo kot povprecˇno najmanjˇso









Izvirni algoritem [3] je bil sestavljen za konkretni problem uravnotezˇevanja
sˇtirih skupin bolnikov z rakom dojke glede na to, s katerim od dveh nacˇinov so
bili zdravljeni (s kemoterapijo z antraciklini, ali s kemoterapijo po shemi CMF
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- ciklofosfamid, metotreksat in 5-fluorouracil) in glede na eno od dveh vredno-
sti kombinirane karakteristike bolnikov z oznako uPA/PAI-1 [6]. Vrednost
slednje karakteristike je bila dolocˇena na podlagi vrednosti karakteristik uro-
kinaznega aktivatorja plazminogena (uPA) in njegovega glavnega zaviralca
(PAI-1), mozˇni vrednosti pri obeh pa sta: nizek nivo in visok nivo. Vrednost
uPA/PAI-1 zavzame nizek nivo, cˇe oba, uPA in PAI-1, vsebujeta nizek nivo,
sicer pa zavzame visok nivo. Nacˇin zdravljenja in vrednost uPA/PAI-1 raz-
bijeta mnozˇico bolnikov na sˇtiri podmnozˇice: po nacˇinu zdravljenja in po
vrednosti karakteristike uPA/PAI-1. Cilj je bilo preveriti hipotezo, da imajo
bolniki z visokim nivojem uPA/PAI-1 vecˇjo stopnjo prezˇivetja pri zdravljenju
s kemoterapijo z antraciklini, kot pa pri zdravljenju s kemoterapijo po shemi
CMF.
Mnozˇico oz. kohorto bolnikov, ki so bili zdravljeni s kemoterapijo z an-
traciklini, oznacˇimo z A, mnozˇico oz. kohorto bolnikov, ki so bili zdravljeni
s kemoterapijo po shemi CMF, pa z B. Obe mnozˇici nadalje razdelimo glede
na vrednost karakteristike uPA/PAI-1. Mnozˇica z indeksom 0 vsebuje bol-
nike z nizkim nivojem uPA/PAI-1, mnozˇica z indeksom 1 pa vsebuje bolnike
z visokim nivojem uPA/PAI-1. Tako dobimo mnozˇice A0, A1, B0 in B1
(slika 2.1).
Znacˇilnost tega problema je, da je sˇtevilo bolnikov z nizkim nivojem
uPA/PAI-1 (mnozˇici A0 in B0) priblizˇno trikrat manjˇse od sˇtevila bolnikov
z visokim nivojem uPA/PAI-1 (mnozˇici A1 in B1), zato algoritem v prvem
koraku pricˇne z medsebojnim uravnotezˇevanjem obeh manjˇsih podmnozˇic.
Rezultat sta dve uravnotezˇeni mnozˇici, A′0 in B
′
0. Ti mnozˇici predstavljata
jedri, s katerima algoritem v drugem koraku uravnotezˇi mnozˇici A1 in B1.
Pri tem skusˇa algoritem ohraniti razmerje 1:3 med mnozˇicama A0 in A1 ter
med B0 in B1. Bistvena razlika med korakoma je v tem, da algoritem v pr-
vem koraku oblikuje obe zacˇetni mnozˇici z indeksom 0, v drugem koraku pa
dvakrat oblikuje po eno mnozˇico z indeksom 1, kjer zˇe oblikovane mnozˇice z
indeksom 0 ne spreminja. Potek opisanega racˇunanja je shematsko prikazan
na sliki 2.2.


































































Slika 2.2: Shematski potek uravnotezˇevanja v izvirnem algoritmu
Uravnotezˇevanje mnozˇic v prvem koraku poteka v dveh fazah. Najprej
se med obema zacˇetnima mnozˇicama poiˇscˇejo pari enakih elementov, to-
rej kjer funkcija podobnosti dveh elementov vrne vrednost 0. Rezultat sta
uravnotezˇeni mnozˇici, kjer ima vsak element ene mnozˇice svoj par v drugi
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Algoritem 2.1: Prva faza prvega koraka.
function poisci enake(A0, B0) :
A′0 ← ∅
B′0 ← ∅
foreach a ∈ A0 :
foreach b ∈ B0 \B
′
0 :










Algoritem 2.2: Druga faza prvega koraka.





foreach a ∈ A0 \A
′
0 :
foreach b ∈ B0 \B
′
0 :
i f (s(a, b) ≤M ) and
(mnozici sta podobni(A′0 ∪ {a}, B
′







mnozˇici, ki je po meri podobnosti enak. Ta faza je orisana v algoritmu 2.1. V
drugi fazi pa algoritem med zacˇetnima mnozˇicama poiˇscˇe sˇe pare podobnih
elementov, ter jih doda koncˇnima mnozˇicama, vkolikor tako dodajanje ne
povzrocˇi, da si mnozˇici nista vecˇ podobni. Druga faza je orisana v algoritmu
2.2. Fazi se razlikujeta v tem, da algoritem v prvi fazi nabira samo pare
enakih elementov, v drugi fazi pa nabira pare podobnih elementov, ki ne
kvarijo uravnotezˇenosti obeh mnozˇic. Potreba po tako razlicˇnih fazah izvira
iz dejstva, da uravnotezˇenost obeh mnozˇic lahko merimo sˇele, ko sta dovolj
veliki. Pri statisticˇnem testu χ2 se standarno zahteva, da je vsaka vrednost
zastopana vsaj petkrat (oz. da je njena frekvenca vsaj 5). Zaradi tega cˇisto
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Algoritem 2.3: Prva faza drugega koraka.
function poisci N najprej enakih potem podobnih(A0, A1, N) :
A′1 ← ∅
foreach a0 ∈ A0 :
n← 0
foreach a1 ∈ A1 \A
′
1 :





foreach a1 ∈ A1 \A
′
1 :






na zacˇetku sˇe ne moremo meriti uravnotezˇenosti mnozˇic. Da premosti ta
problem, algoritem na zacˇetku iˇscˇe zgolj pare enakih elementov, saj le-ti ne
morejo pokvariti uravnotezˇenosti med mnozˇicama. Tako oblikovani mnozˇici
predstavljata medsebojno uravnotezˇeni mnozˇici A′0 in B
′
0. Ker je velikost
mnozˇic A0 in B0 priblizˇno trikrat manjˇsa od velikosti mnozˇic A1 in B1, na-
dalje algoritem postopa tako, da mnozˇic A′0 in B
′
0 ne spreminja vecˇ, saj so
elementi iz teh mnozˇic bolj redki in s tem bolj kriticˇni.
V drugem koraku algoritem posebej uravnotezˇi mnozˇici A1 in B1, dobimo
uravnotezˇeni mnozˇici A′1 in B
′
1. Ker se korak izvede dvakrat, enako enkrat
za A1 in enkrat za B1, se v nadaljevanju opisa omejimo samo na A1. Tudi
ta korak je sestavljen iz dveh faz. V prvi fazi poizkusˇa algoritem vsakemu
elementu iz mnozˇice A0 poiskati do tri enake ali podobne elemente v mnozˇici
A1, z namenom ohranitve razmerja med mnozˇicama. Pri tem algoritem
ne pazi na uravnotezˇenost obeh mnozˇic, ampak zgolj skusˇa upariti cˇim vecˇ
elementov. Opisan postopek je prikazan v algoritmu 2.3.
V drugi fazi algoritem poskrbi za to, da mnozˇici A′0 in A
′
1 postaneta urav-
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notezˇeni. Poiˇscˇe element mnozˇiceA′1, ki najbolj prispeva k neuravnotezˇenosti
mnozˇice A′1 glede na mnozˇico A
′
0 in ga izlocˇi iz mnozˇice, ter to ponavlja
dokler mnozˇici ne postaneta uravnotezˇeni, ali dokler ne najde vecˇ takega ele-
menta. Za merjenje uravnotezˇenosti mnozˇic algoritem uporablja prej opisan
Pearsonov statisticˇni test χ2 ter predpisane mejne p-vrednosti posameznih
uravnotezˇevalnih karakteristik. Iz mejne p-vrednosti in iz prostostne stopnje
posamezne karakteristike izracˇuna mejno vrednost χ2m. Za oceno tega, koliko
posamezni element iz mnozˇice A′1 prispeva k neuravnotezˇenosti mnozˇice A
′
1,
algoritem izracˇuna hevristicˇno oceno e na podlagi tega, koliksˇna je razlika
med χ2m in trenutno vrednostjo χ
2 posamezne karakteristike, ter kaksˇna bi









−(M − pa)∆a, sicer
(2.6)
kjer je pa razlika med χ
2
m in dejansko vrednostjo χ
2 karakteristike a, pca
je taka razlika brez trenutno obravnavanega elementa, ∆a = pa − pca in
M = maxa(pa) + 0,1. Hevristicˇna ocena je sestavljena tako, da dani ele-
ment izvzame iz nadaljnje obravnave (vrednost e = −1), vkolikor bi njegova
izkljucˇitev privedla katero zˇe uravnotezˇeno karakteristiko v neuravnotezˇeno
stanje (pogoj pa ≥ 0 ∧ pca < 0), sicer pa zanj sesˇteje nagrade in kazni glede




1000 pa∆a predstavlja nagrado za neuravnotezˇene karakteristike,




stavlja ali nagrado ali kazen za zˇe uravnotezˇene karakteristike, katerih urav-
notezˇenost bi se z izkljucˇitvijo danega elementa ali izboljˇsala ali poslabsˇala.
Konstanta 0,1 pri izracˇunu M poskrbi za minimalno kazen ali nagrado. S
konstanto 1000 pa zˇelimo poudariti, da ima prednost uravnotezˇevanje neu-
ravnotezˇenih karakteristik.
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2.3 Dodatne strategije
Sestavili smo dodatne strategije za uravnotezˇevanje mnozˇic elementov, ter s
tem skusˇali dobiti boljˇse rezultate od izvirnega algoritma. Pri tem smo upo-
rabili algoritem minimin [7] in pozˇresˇni algoritem. Z bolj splosˇnimi in boljˇsimi
hevristicˇnimi algoritmi, kot so A* in njegove verzije, se nismo ukvarjali. Da bi
lahko uporabili algoritem A*, bi morali definirati funkciji razdalje med dvema
stanjema in hevristicˇne cenilke razdalje do ciljnega stanja. Definicija takih
funkcij ni trivialna, saj bi morali uposˇtevati vse kvalitete, ki jih hocˇemo opti-
mizirati (maksimalna velikost, uparjenost in uravnotezˇenost mnozˇic). Le-te
so si v nasprotju, saj intuitivno lahko v splosˇnem povecˇamo velikost mnozˇic
samo na racˇun znizˇanja kvalitet uparjenosti in uravnotezˇenosti. V zˇelji da
cˇim prej damo algoritme v uporabo na realnih podatkih, smo zato izhajali
iz izvirnega algoritma in sestavili nekaj dodatnih preprostih algoritmov. Na
podlagi rezultatov v praksi se bo v prihodnosti pokazalo, cˇe in kaksˇne iz-
boljˇsave v algoritmih so potrebne.
2.3.1 Pozˇresˇna metoda
Pri iskanju podobnih elementov med dvema mnozˇicama izvirni algoritem
po vrsti pregleduje elemente in nabere pare elementov, kjer sta si elementa
enaka oz. podobna. Namesto tega postopka smo uporabili pozˇresˇno metodo
tako, da v vsaki iteraciji med vsemi potencialnimi pari poiˇscˇe in izbere par
najbolj podobnih elementov, ter ga izlocˇi iz nadaljnje obravnave. Algoritem
ponavlja iteracije, dokler obstaja sˇe vsaj en neizbrani par elementov, ki sta
si podobna. Postopek izbire najboljˇsega para si pomaga z matriko cen, kjer
stolpci matrike predstavljajo elemente ene mnozˇice, vrstice pa elemente druge
mnozˇice. Posamezna cena oz. vrednost celice v matriki je vrednost funkcije
podobnosti med elementoma s (enacˇba 2.1). Postopek izbere najboljˇsi par
elementov tako, da pregleda vse celice in izbere tako, ki ima najmanjˇso vre-
dnost. Cˇe je takih celic vecˇ, izbere prvo tako. Cˇe je vrednost celice nad
predpisanim pragom za podobnost, algoritem koncˇa z delom, saj to pomeni,
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da ni vecˇ neizbranih parov podobnih elementov. Po izboru celice je potrebno
odgovarjajocˇa elementa oznacˇiti kot zasedena, da ne moreta biti kandidata
pri kasnejˇsih izborih. Postopek to naredi z oznacˇitvijo vseh celic v istem
stolpcu in vseh celic v isti vrstici, da so zasedene. Kadar algoritem uparja
k elementov ene mnozˇice k vsakemu elementu druge mnozˇice, se postopek
oznacˇevanja spremeni. Tedaj, cˇe privzamemo da uparjamo k stolpcev k vsaki
vrstici matrike, oznacˇimo vse celice v posamezni vrstici kot zasedene sˇele, ko
smo k tej vrstici uparili k-ti stolpec po vrsti.
2.3.2 Algoritem minimin z rezanjem alfa
Izvirna strategije nabiranja je naivne narave, saj po vrsti preiskuje pare ele-
mentov, ter izbere tiste, ki ustrezajo kriteriju. Pri taki strategiji ne moremo
biti prepricˇani v optimalnost izbire, kjer hocˇemo maksimizirati velikost re-
zultirajocˇih mnozˇic. Preprosta resˇitev tega problema bi bila, da bi v danih
omejitvah z ozirom na podobnost in uravnotezˇenost, zgenerirali vse mogocˇe
razlicˇne resˇitve in bi na koncu privzeli resˇitev, ki vsebuje najvecˇ elementov.
Vsako resˇitev si lahko predstavljamo kot eno pot po drevesu, kjer posamezno
vozliˇscˇe predstavlja neko vmesno stanje dveh mnozˇic, ki ju uravnotezˇujemo,
posamezna povezava pa predstavlja potezo, to je par podobnih elementov, ki
ju izberemo, da pridemo do novega stanja. Koren drevesa predstavlja zacˇetno
stanje brez elementov, listi drevesa pa predstavljajo vse mozˇne resˇitve, to so
koncˇna stanja, od kjer naprej ni mogocˇe vecˇ narediti poteze, torej ni mocˇ vecˇ
najti parov podobnih elementov.
Kombinatoricˇna zahtevnost takega resˇevanja je prevelika za prakticˇno
uporabo, namesto tega smo uporabili algoritem minimin z rezanjem alfa (al-
pha pruning), ki ga je Korf uporabil v fazi iskanja poteze za algoritem RTA*
[7]. Samega algoritma RTA*, ki se uporablja v fazi izvedbe poteze, nismo
uporabili. Algoritem RTA* se uporablja pri problemih, ki rabijo odlocˇanje
v realnem cˇasu, kar ni narava nasˇega problema, poleg tega smo postavljeni
pred enako nalogo dolocˇitve funkcij razdalje med dvema stanjema in hevri-
sticˇne cenilke razdalje do ciljnega stanja, kot pri algoritmu A*. Algoritem
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minimin deluje tako, da preiskuje opisano drevo od trenutnega stanja do
dolocˇene globine. Cilj, ki ga zasledujemo, je pridobiti cˇim vecˇji uravnotezˇeni
mnozˇici. Intuitivno gre to na racˇun zmanjˇsane kvalitete uparjenosti in urav-
notezˇenosti mnozˇic, vendar sta ti dve kvaliteti v nasˇem primeru sekundarna
cilja in zadosˇcˇa, da uparjenost in uravnotezˇenost dosegata vsaka svojo dano
minimalno kvaliteto. Zato uparjenosti in uravnotezˇenosti z namenom poeno-
stavitve ne uposˇtevamo v hevristicˇni oceni. Za uparjenost skrbimo s tem, da
izbiramo samo pare podobnih elementov, za uravnotezˇenost pa poskrbimo
na koncu z izlocˇanjem elementov, kakor je to narejeno v izvirnem algoritmu.
Vsako stanje ocenimo s hevristicˇno oceno njegove prostostne stopnje, to
je stopnja njegove prostosti pri izbiri naslednje poteze. Vecˇ kot je mozˇnih
potez iz stanja, vecˇja je njegova prostostna stopnja. Predpostavljamo, da
cˇe vsakicˇ izberemo potezo, ki vodi v stanje z najvecˇjo prostostno stopnjo,
bomo s tem maksimizirali velikost mnozˇic v rezultatu. V ta namen smo
definirali hevristicˇno oceno, ki kaznuje stanja z manjˇso prostostno stopnjo.
V nadaljevanju bomo to oceno uporabili za iskanje poteze, ki vodi v stanje z
najmanjˇso kaznijo oz. ceno stanja in s tem z najvecˇjo prostostno stopnjo.
Hevristicˇno oceno smo definirali s sledecˇim postopkom. V vsakem stanju
imamo na voljo prej opisano matriko cen, ki predstavlja mere podobnosti v
posameznem paru med elementoma iz obeh mnozˇic. Celice matrike, ki niso
oznacˇene kot zasedene in ki vsebujejo ceno, ki ne presega praga za podobnost,
predstavljajo mozˇne naslednje poteze. Uvedemo funkcijo n(e), ki za dano
vrstico ali stolpec, predstavljeno z danim elementom e ene ali druge mnozˇice,
presˇteje sˇtevilo nezasedenih celic s ceno pod pragom. Drugacˇe povedano
nam n(e) pove, s koliko elementi nasprotne mnozˇice lahko e tvori par, kar
je ekvivalentno sˇtevilu potez, ki jih omogocˇa element e. Rezultat funkcije
n(e) smo hoteli utezˇiti s kaznovalno funkcijo na tak nacˇin, da se rezultat
n(e) = 0 zelo kaznuje, rezultat n(e) = 1 se kaznuje precej manj, pri n(e) = 2
se kaznuje sˇe nekoliko manj, za nadaljnje rezultate pa se kaznuje po polozˇno
padajocˇi priblizˇno linearni funkciji. S tem smo hoteli dosecˇi mocˇno izogibanje
potezam, ki povzrocˇijo izlocˇitev elementa e
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mocˇno izogibanje potezam, kjer z elementom e sˇe mozˇno tvoriti nadaljnje
poteze. Opisano po obliki ustreza obrnjeni logaritemski funkciji, ki smo jo
zato vzeli za osnovo pri definiciji kaznovalne funkcije g:
g(n(e)) = −
1000
ln (9/(10 + 3,5n(e)))
, (2.7)
kjer n(e) predstavlja sˇtevilo mozˇnih potez za element e. Konstante v funkciji
smo empiricˇno dolocˇili tako, da je funkcija g(n) definirana za pozitivne vre-
dnosti n, ter da ustreza nasˇim zahtevam glede zˇeljenih utezˇi. Graf funkcije
g(n) za n = 0..10 je predstavljen na sliki 2.3. Iz njega je razvidno, da je funk-











Slika 2.3: Utezˇitvena funkcija g(n) za element s hevristicˇno oceno prostostne
stopnje n.
cija g(n) sprva zelo strma, pri vecˇjih n pa postaja vedno bolj polozˇna. To je
v skladu z nasˇo zahtevo, da se majhno sˇtevilo mozˇnih potez za dani element
zelo kaznuje (najbolj ekstremno, ko ni vecˇ mozˇnih potez), pri viˇsjem sˇtevilu
mozˇnih potez pa razlika med sosednjima sˇteviloma ni vecˇ tako pomembna,
zato so tudi razlike v kaznih majhne.
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kjer je S stanje, ponazorjeno z matriko cen, katerega hevristicˇno oceno ra-
cˇunamo, A in B sta mnozˇici elementov, med katerima uparjamo, n je prej
opisana funkcija, ki za dani element presˇteje s koliko elementi nasprotne
mnozˇice lahko tvori par, g pa je funkcija iz enacˇbe 2.7.






3 5 2 7 1
1 8 1 2 4
2 3 5 0 4
6 7 8 4 0
0 6 2 5 3
Slika 2.4: Primer uparjanja elementov dveh mnozˇic z matriko cen.
Za ilustracijo vzemimo primer matrike na sliki 2.4, ki vsebuje cene oz.
mere podobnosti za uparjanje elementov mnozˇic {a, b, c, d, e} in {v, w, x, y, z}.
Prag, kjer se sˇteje, da sta si dva elementa sˇe podobna, je dolocˇen pri 3. Vse
celice s cenami, ki presegajo prag, so prikazane sˇrafirano; parov s takimi ce-
nami ne moremo uporabiti, saj si elementa v paru nista podobna. Vzemimo,
da hocˇemo upariti elementa d in x, ki sta si s ceno 0 enaka. S tem naredimo
potezo v naslednje stanje, kjer se ta dva elementa ne smeta vecˇ uporabiti, saj
sta bila ,,porabljena“. Zato iz nadaljnje obravnave izlocˇimo vse celice ma-
trike, kjer nastopata ta dva elementa. Take celice so na sliki obarvane s sivo
barvo. Vendar s tako potezo iz nadaljnje obravnave izlocˇimo tudi element b,
saj ga ni mocˇ porabiti v nobenem od mozˇnih parov, ker ni podoben nobe-
nemu od preostalih elementov nasprotne mnozˇice. Sˇtevilo mozˇnih nadaljnjih
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potez pri elementu b pade na 0, zaradi cˇesar se na tem mestu potezi pripiˇse
najvecˇja kazen, kakor je razvidno iz grafa funkcije g(n) na sliki 2.3.
Ilustrirana poteza ima za posledico, da iz nadaljnje obravnave izpadejo
trije elementi. Cˇe bi namesto te poteze izbrali katero drugo potezo, ki po-
stransko ne povzrocˇi izpada dodatnih elementov, bi iz nadaljnje obravnave
izpadla samo izbrana elementa in bi bila hevristicˇna ocena novega stanja
manjˇsa. Za izbiro poteze, ki privede do stanja z najmanjˇso hevristicˇno oceno
v omejeni okolici, smo uporabili algoritem minimin z rezanjem alfa [7]. Algo-
ritem minimin do omejene globine v drevesu stanj poiˇscˇe stanje z najmanjˇso
hevristicˇno oceno, v smeri katerega naredimo naslednjo potezo. Vsako vme-
sno stanje na poti do resˇitve (oz. cilja) si lahko predstavljamo kot koren
poddrevesa v prej opisanem celotnem drevesu resˇevanja. Da lahko izberemo
naslednjo potezo, najprej z iskanjem v globino do dolocˇene globine pregle-
damo poddrevo, katerega koren je trenutno stanje. Stanja na tej najvecˇji glo-
bini so listi poddrevesa. Med preiskovanjem ves cˇas vzdrzˇujemo minimalno
ceno stanja v obiskanih listih. Na zacˇetku, ko pricˇenjamo s preiskovanjem,
nastavimo minimalno ceno na ∞. Ko pridemo do prvega lista, se njegova
cena privzame za minimalno ceno. Ko pridemo do lista z manjˇso ceno od
minimalne, se minimalna cena prepiˇse z njegovo ceno, in tako naprej. Pri
preiskovanju poddrevesa se posluzˇimo dejstva, da je hevristicˇna ocena h(S)
monotono narasˇcˇajocˇa z globino drevesa. To izvira iz dejstva, da vsaka po-
teza znizˇa prostostno stopnjo vsaj dvema elementoma novega stanja. Zaradi
te lastnosti hevristicˇne ocene lahko uporabimo rezanje alfa (alpha pruning)
in preskocˇimo preiskovanje vmesnih stanj poddrevesa, ki imajo enako ali
vecˇjo ceno od trenutne minimalne cene, saj zagotovo s preiskovanjem potez,
ki sledijo takemu stanju, ne bomo dobili stanja z manjˇso ceno od trenutne
minimalne cene.
Primer takega preiskovanja je ilustriran na sliki 2.5, kjer iˇscˇemo do globine
2. Vsakemu stanju, ki sledi iz trenutnega korena s, je pripisana njegova
hevristicˇna ocena. Na zacˇetku dodelimo minimalni ceni vrednost ∞ in se iz
korenskega stanja premaknemo v stanje a s ceno 2. Ker je cena tega stanja
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a2 b 7 c 4
d9 e5 f7 g9 h8 i6 j8
Slika 2.5: Primer iskanja najboljˇse poteze.
2 < ∞, obiˇscˇemo sˇe stanja, ki sledijo iz a. Ta stanja so na najvecˇji globini,
torej so listi poddrevesa in zato prvo stanje d spremeni minimalno ceno v 9.
Naslednje stanje je e, katerega cena je 5, ki je manjˇsa od trenutne minimalne
cene, zato nova minimalna cena postane 5. Zadnje stanje pod a je f , ki
pa ima vecˇjo ceno od trenutne minimalne cene. Sedaj se pomaknemo nivo
viˇsje in nadaljujemo z naslednjim stanjem na tem nivoju, s stanjem b. Ker
ima to stanje ceno 7, ki je vecˇja od trenutne minimalne cene 5, preskocˇimo
obisk stanj, ki sledijo iz njega. Nadaljujemo s stanjem c, ki ima manjˇso ceno
od trenutne minimalne cene. Obiˇscˇemo sˇe obe stanji, ki sledita iz stanja
c, ki pa ne spremenita minimalne cene. Na koncu preiskovanja ugotovimo,
da je minimalna cena bila dosezˇena v poddrevesu, ki ima koren v stanju a,
zato bo nasˇa naslednja poteza, da preidemo v stanje a, ki postane koren
novega poddrevesa. Ta postopek ponavljamo, dokler ne pridemo v stanje
brez nadaljnjih potez.
2.3.3 Naberi in oklesti
Izvirni algoritem postopa v dveh korakih, kjer se posamezni korak nadalje
deli na dve fazi. V prvem koraku algoritem sestavi zacˇetni mnozˇici A′0 in B
′
0
tako, da najprej nabere paroma enake, nato pa sˇe podobne elemente, ki ne
pokvarijo uravnotezˇenosti. V drugem koraku pa za vsako zacˇetno mnozˇico
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(A′0 in B
′




1), nato pa jo oklesti,
dokler ne dosezˇe uravnotezˇenosti. Z zˇeljo po poenostavitvi postopka smo
ta algoritem nekoliko predrugacˇili. Nastal je preprost algoritem, ki najprej
nabere vse paroma podobne elemente za vse sˇtiri mnozˇice, nato pa klesti vse
sˇtiri mnozˇice, dokler ne dosezˇe uravnotezˇenosti. Pri nabiranju parov smo se
posluzˇili enake ideje, kot pri izvirnem algoritmu. Najprej uparimo elemente
med dvema manjˇsima mnozˇicama (A0 in B0), nato pa k vsaki tako nastali
mnozˇici poiˇscˇemo sˇe pare iz nasprotne mnozˇice v razmerju 1:3. Bistvena raz-
lika od izvirnega algoritma tukaj je, da samo uparjamo podobne elemente,
brez dodatnih omejitev. Sˇele na koncu se posluzˇimo izlocˇanja elementov,
ki najbolj kvarijo uravnotezˇenost. Ker smo med vsemi mnozˇicami uparjali
brez uposˇtevanja, kako to vpliva na uravnotezˇenost, smo sestavili nekoliko
drugacˇen postopek izlocˇanja. Izvirni algoritem uporablja postopek, v kate-
rem za izlocˇanje obravnava elemente samo ene mnozˇice. Z ozirom na to, da
je k zˇe prej uravnotezˇeni mnozˇici (z indeksom 0) uparil novo mnozˇico (z in-
deksom 1), je smiselno, da obravnava samo novo mnozˇico. Novi algoritem pa
mora obravnavati obe mnozˇici, saj nobena sˇe ni bila uravnotezˇena. Zaradi
tega novi algoritem med izlocˇanjem uporabi obstojecˇi postopek za izlocˇanje
dvakrat: najprej ugotovi najboljˇsi element za izlocˇitev iz ene mnozˇice, nato
pa sˇe najboljˇsi element za izlocˇitev iz druge mnozˇice. Izlocˇi tistega, ki je
najboljˇsi od obeh tako dobljenih elementov. Vendar moramo uravnotezˇevati















demo do naslednjega postopka za izlocˇanje: najprej pridobimo 8 najboljˇsih
elementov za izlocˇitev (ki najbolj prispevajo k neuravnotezˇenosti), po dva
za vsak par mnozˇic, nato pa izlocˇimo tistega, ki najbolj prispeva k neurav-
notezˇenosti. To ponavaljamo, dokler mnozˇice niso uravnotezˇene.
Pri testiranju smo za uparjanje enkrat uporabili pozˇresˇno metodo, drugicˇ
pa algoritem minimin.
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2.3.4 Vzemi in oklesti
Za primer, ko hocˇemo dosecˇi cˇim vecˇjo velikost uravnotezˇenih mnozˇic, smo
sestavili naivni algoritem. Ta algoritem preskocˇi uparjanje in vzame zacˇetne
mnozˇice in iz njih po vrsti izlocˇa elemente, ki najbolj prispevajo k neurav-
notezˇenosti mnozˇic, nato pa sˇe po vrsti izlocˇa elemente, katerih minimalna
podobnost sm (enacˇba 2.4) presega prag za podobnost dveh elementov. Algo-
ritem uporabi enak postopek za izlocˇanje elementov, kot preprosti algoritem
iz poglavja 2.3.3.
2.4 Ponovljivost rezultatov in mozˇnosti zlo-
rab
Pri medicinskih raziskavah je pomembno, da raziskovalec nima mozˇnosti, da
s kaksˇnim trikom priredi okoliˇscˇine raziskave, z namenom da dobi zˇeljene
rezultate. Prav tako je pomembno, da so rezultati ponovljivi, da se jih lahko
neodvisno preveri. Algoritmi, ki smo jih do sedaj opisali, so obcˇutljivi na
vrstni red podanih podatkov, kar lahko uporabnik izkoristi tako, da s pre-
urejanjem vrstnega reda elementov v vhodnih mnozˇicah poizkusi priti do
rezultatov, ki jih favorizira. Uporabniku skusˇamo otezˇiti tak primer zlorabe
s tem, da vhodne mnozˇice elementov najprej uredimo po vrednostih vseh ka-
rakteristik. S tem preprecˇimo mozˇnost zlorabe s preurejanjem vrstnega reda
vhodnih elementov. Vendar se s tem ne ognemo v celoti mozˇnosti zlorabe,
saj lahko na primer uporabnik preuredi vrstni red karakteristik v vhodnih
podatkih in s tem vpliva na urejenost podatkov. S tem problemom se tu-
kaj nismo podrobno ukvarjali, ker nasˇ namen ni bil iskati mozˇnosti vpliva
na rezultate z mesˇanjem vhodnih podatkov. V prihodnosti pa nacˇrtujemo
sestavitev zgosˇcˇevalne funkcije, katere rezultat uporabimo kot seme za gene-
rator nakljucˇnih sˇtevil. Zgosˇcˇevalna funkcija bo neodvisna tako od vrstnega
reda podanih elementov mnozˇic, kot od sˇtevila in vrstnega reda podanih ka-
rakteristik pri vsakem elementu. Taka funkcija bo vedno izracˇunala enako
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sˇtevilo pri enakih podatkih in enakih uravnotezˇevalnih karakteristikah, ne
glede na kakrsˇenkoli vrstni red. Generator nakljucˇnih sˇtevil pa bo zaradi




To poglavje opiˇse rezultate in jih hkrati tudi prediskutira. Ta dva dela
nacˇrtno nista razdeljena na dve poglavji zaradi lazˇjega toka besedila.
Testirali smo razlicˇne strategije uravnotezˇevanja sˇtirih podmnozˇic bolni-
kov na realnih podatkih bolnikov z rakom dojke [6]. Kohorta bolnikov A
je bila zdravljena s kemoterapijo z antraciklini, kohorta B pa s kemotera-
pijo po shemi CMF. Znotraj vsake kohorte se bolniki nadalje delijo glede na
nizko (indeks 0) ali visoko (indeks 1) stanje karakteristike uPA/PAI-1. Na ta
nacˇin dobimo sˇtiri mnozˇice za uravnotezˇevanje: A0 in B0 z bolniki iz obeh
kohort z nizkim uPA/PAI-1, ter A1 in B1 z bolniki iz obeh kohort z visokim
uPA/PAI-1.
Merili smo kvaliteto uravnotezˇevanja izracˇunano z uporabo Pearsonovega
testa χ2 (enacˇba 2.3), kvaliteto uparjenosti u (enacˇba 2.5), ter sˇtevilo bolni-
kov c, katerih minimalna podobnost sm (enacˇba 2.4) presega prag za mero
podobnosti. Mnozˇice smo uravnotezˇevali po sedmih karakteristikah, ki jih
je izbral in definiral medicinski ekspert. Po vrsti so to: status menopavze,
tip tumorja, status hormonskih receptorjev, tip zdravljenja, velikost tumorja,
kardiovaskularna invazija in prizadetost bezgavk. Prizadetost bezgavk je bila
trinarna, ostale karakteristike pa binarne.
Kvaliteto uravnotezˇevanja smo merili za vsako karakteristiko posebej.
V rezultatih je prikazana kot tabela med posameznima mnozˇicama s tremi
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stolpci: mejne p-vrednosti pm, dejanske p-vrednosti pd in razlike med njimi
∆. Pozitivna razlika pomeni, da so dejanske p-vrednosti nad mejnimi in kot
take sprejemljive, negativna razlika pa pomeni, da dejanske p-vrednosti ne
dosegajo mejnih.
Pri definiciji podobnosti dveh elementov s (enacˇba 2.1) je medicinski ek-
spert dolocˇil prag z vrednostjo 2, utezˇ pri prizadetosti bezgavk je nastavil
na 10, za ostale karakteristike pa je nastavil utezˇ na 1. Glede na prag to
pomeni, da se je pri podobnih bolnikih morala prizadetost bezgavk ujemati,
drugje pa ni smelo biti odstopanja v vecˇ kot dveh karakteristikah.
Na voljo so bili podatki o 655 bolnikih, od tega jih je bilo v mnozˇici
A0 78, v mnozˇici A1 208, v mnozˇici B0 80, ter v mnozˇici B1 289. Cilj
je bilo dosecˇi rezultat s cˇim vecˇjimi uravnotezˇenimi mnozˇicami, v razmerju
priblizˇno 1:3 med mnozˇicama v posameznih kohortah. Pri tem je bil posebej
poudarek na doseganju cˇim vecˇjega sˇtevila elementov v manjˇsih mnozˇicah A′0
in B′0. Ti dve mnozˇici sta kriticˇni zaradi veliko manjˇsega sˇtevila kandidatov
za uparjanje, poleg tega pa v algoritmih nastopata kot svojevrstno seme za
sestavitev mnozˇic A′1 in B
′
1.
Vsak rezultat je predstavljen s kvadratno shemo, ki je razdeljena na sˇtiri
kvadrante, kjer vsak predstavlja eno mnozˇico rezultata. Kvadranti so v zu-





B′1. Velikost posamezne mnozˇice je v vsakem kvadrantu navedena v vecˇji
velikosti pisave. Na vsaki meji med sosednjima kvadrantoma se nahajajo
tabela, ki ponazarja kvaliteto uravnotezˇevanja, ter kvaliteta uparjenosti u in
sˇtevilo bolnikov c, katerih minimalna podobnost sm presega prag za mero
podobnosti.
3.1 Izvirni algoritem
Rezultate izvirnega algoritma na sliki 3.1 navajamo kot izhodiˇscˇe za primer-
javo z ostalimi strategijami uravnotezˇevanja. Metrike kazˇejo, da je kvaliteta
uravnotezˇenosti dobra, le pri primerjavi mnozˇic A′1 in B
′
1 vidimo slabsˇi re-

















































Slika 3.1: Rezultat izvirnega algoritma.
zultat. Vzrok temu je, da algoritem ne poskrbi za uravnotezˇevanje med tema
mnozˇicama. Da bi dodatno uravnotezˇili sˇe ti dve mnozˇici, bi morali izlocˇiti
elemente, ki kvarijo uravnotezˇenost. To bi povzrocˇilo zmanjˇsanje velikosti
ene ali obeh mnozˇic
3.2 Naivni algoritem
Mnozˇice smo skusˇali uravnotezˇiti z naivno metodologijo (poglavje 2.3.4), kjer
iz mnozˇic po vrsti izlocˇamo elemente, ki najbolj kvarijo podobnost. Izlocˇanje

















































Slika 3.2: Rezultat naivnega algoritma, ki zgolj izlocˇi elemente, ki najbolj
kvarijo uravnotezˇenost in uparjenost mnozˇic.
je potekalo v dveh fazah: najprej smo pozˇresˇno izlocˇali elemente, ki najbolj
kvarijo uravnotezˇenost, v drugi fazi pa sˇe take, ki najbolj kvarijo uparjenost.
Rezultati te metodologije na sliki 3.2 so se izkazali za zelo slabe. Na-
stale mnozˇice so zelo majhne, kvaliteta pa je pravtako slabsˇa od izvirnega
algoritma. Domnevamo, da bi boljˇsi rezultat lahko dobili, cˇe bi pri izlocˇanju
nekako uposˇtevali obe metriki, uravnotezˇenost in uparjenost, skupaj.
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Slika 3.3: Rezultat preprostega algoritma, ki najprej s pozˇresˇno strategijo
nabere pare podobnih elementov, nato pa izlocˇi elemente, ki najbolj kvarijo
uravnotezˇenost mnozˇic.
Poizkusili smo poenostaviti izvirni algoritem tako, da smo najprej pozˇresˇno
nabrali vse paroma podobne elemente, nato pa po smo po vrsti izlocˇali ele-
mente, ki najbolj kvarijo uravnotezˇenost med mnozˇicami (poglavje 2.3.3).
Ubrali smo podobno strategijo, kot pri izvirnem algoritmu. Najprej smo
uparili elemente med mnozˇicama A0 in B0, nato pa smo k A
′
0 uparili A1, k
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B′0 pa B1. Izvirni algoritem je tukaj malo bolj kompliciran, saj pri uparjanju
A0 z B0 najprej iˇscˇe enake elemente, nato pa sˇe podobne ter pri tem ohranja
mnozˇici uravnotezˇeni. Na koncu smo iz mnozˇic izlocˇili elemente, ki kvarijo
uravnotezˇenost. Elemente smo izlocˇali tako, da smo za vsak od sˇtirih parov
mnozˇic poiskali tak element, z izlocˇitvijo katerega bi se uravnotezˇenost med
mnozˇicama najbolj izboljˇsala, nato pa smo sˇe izmed teh elementov izbrali
takega, izlocˇitev katerega najbolj prispeva k izboljˇsanju uravnotezˇenosti in
ga izlocˇili.
Rezultati tega algoritma so prikazani na sliki 3.3. Glede na rezultat izvir-
nega algoritma na sliki 3.1 so vidno boljˇsi. Vsaka od sˇtirih mnozˇic je vecˇja,
tudi metrike so v splosˇnem malo boljˇse. Med mnozˇicama A′0 in B
′
0 vidimo
slabsˇe vrednosti metrik, k cˇemur prispeva povecˇanje velikosti teh mnozˇic.
To povecˇanje se je zgodilo zato, ker se pri uparjanju zacˇetnih dveh mnozˇic
nismo ozirali na uravnotezˇenost, kakor to dela izvirni algoritem. Ker sta s
tem zacˇetni mnozˇici A′0 in B
′
0 postali vecˇji, je algoritem lahko k elementom
le-teh poiskal vecˇ parov iz A1 in B1. Vrednosti uravnotezˇenosti skupin med
vsemi sˇtirimi pari mnozˇic kazˇejo pozitiven rezultat, kar je sˇe eno izboljˇsanje
napram izvirnemu algoritmu. Vzrok temu je, da tukaj pri izlocˇanju elemen-
tov, ki kvarijo uravnotezˇenost, uposˇtevamo vse pare mnozˇic hkrati. Izvirni




1 glede na B
′
0, torej
ni globalno uposˇteval vpliva izlocˇitve posameznega elementa, kot to pocˇne
algoritem za izlocˇanje tukaj.
3.4 Preprosti algoritem in algoritem minimin
Preprostemu algoritmu smo spremenili strategijo nabiranja parov podobnih
elementov. Namesto strategije s pozˇresˇnim iskanjem parov z najboljˇso podob-
nostjo smo uporabili algoritem minimin, opisan v poglavju 2.3.2, ki preiskuje
drevo stanj z uporabo hevristicˇne ocene v enacˇbi 2.8. Algoritem smo testirali
na globinah preiskovanja 1 in 2. Cˇas izvajanja tako spremenjenega algoritma
se je precej podaljˇsal. S prej opisanimi algoritmi smo dobili rezultat sko-

















































Slika 3.4: Rezultat preprostega algoritma, ki najprej nabere pare podobnih
elementov z uporabo algoritma minimin na drevesu stanj do globine 1, nato
pa izlocˇi elemente, ki najbolj kvarijo podobnost med mnozˇicami.
raj hipno, sedaj pa zˇe pri globini 1 algoritem rabi za izvajanje priblizˇno 67
sekund, pri globini 2 pa slabih 6 ur.
Rezultat izvajanja algoritma pri globini 1 (slika 3.4) kazˇe slabsˇo kvaliteto
uparjenosti od izvirnega in od preprostega algoritma s pozˇresˇnim iskanjem.
Kvaliteta uravnotezˇenosti mnozˇic je malo boljˇsa od obeh omenjenih algorit-
mov, medtem ko je velikost celotne mnozˇice (206 elementov) malo slabsˇa od
preprostega algoritma s pozˇresˇnim iskanjem (210 elementov), vendar boljˇsa

















































Slika 3.5: Rezultat preprostega algoritma, ki najprej nabere pare podobnih
elementov z uporabo algoritma minimin na drevesu stanj do globine 2, nato
pa izlocˇi elemente, ki najbolj kvarijo podobnost med mnozˇicami.
od izvirnega algoritma (180 elementov). Izstopajo manjˇsi velikosti mnozˇic
A′0 in B
′
0, ki sta sˇe posebej kriticˇni zaradi manj razpolozˇljivih elementov, ki
jih lahko uvrstimo sem, ter precej slabsˇa uparjenost mnozˇic. Da je uparjenost
zelo slaba, nakazuje tudi dejstvo, da je v celotni mnozˇici kar 8 elementov,
katerih minimalna podobnost presega prag podobnosti. To izhaja iz tega, da
hevristicˇna ocena, ki jo uporablja algoritem minimin, meri prostostno sto-
pnjo stanj. S ciljem dosecˇi cˇim vecˇjo velikost celotne mnozˇice, hevristicˇna
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ocena dano stanje kaznuje glede na to koliko nadaljnjih stanj je mozˇno izpe-
ljati iz njega: manj kot je mozˇnih stanj, vecˇja je kazen. Kvaliteta uparjenosti
se pri oceni ne uposˇteva, zato postane slabsˇa. Pri globini 2 (slika 3.5) ne
opazimo izboljˇsave, velikost koncˇne mnozˇice se celo zmanjˇsa. Na rezultatih
testov enakega algoritma na vhodnih mnozˇicah, ki jih nismo uredili (sliki
A.3 in A.4) pa nasprotno opazimo izboljˇsanje rezultatov s povecˇanjem glo-
bine iskanja. Do take razlike v rezultatih pride, ker hevristicˇna ocena, ki je
uporabljena pri algoritmu minimin, ne uposˇteva kvalitet uravnotezˇenosti in
uparjenosti, kar privede do precejˇsnje obcˇutljivosti na zaporedje elementov
na vhodu napram pozˇresˇni metodi. Testov na vecˇjih globinah iz prakticˇnih
razlogov nismo opravili, saj bi kombinatoricˇna zahtevnost preiskovanja tako
globokih dreves bila prevelika.
3.5 Izvirni algoritem s pozˇresˇno strategijo
Izvirnemu algoritmu smo spremenili strategijo nabiranja parov podobnih ele-
mentov (poglavje 2.3.1) tako, da namesto prejˇsnjega nabiranja parov v istem
zaporedju kakor se elementi pojavijo na vhodu, uparja elemente dveh mnozˇic
s pozˇresˇno strategijo najbolj podobni najprej. Na koncu smo dodali sˇe urav-
notezˇevanje mnozˇic A′1 in B
′
1 z obojestranskim izbiranjem najboljˇsih elemen-
tov za izlocˇanje, opisano v poglavju 2.3.3.
Iz rezultata (slika 3.6) vidimo izboljˇsanje kvalitete uparjenosti glede na
izvirni algoritem ter tudi vecˇjo velikost mnozˇice (195 elementov) glede na ve-
likost mnozˇice, ki je rezultat izvirnega algoritma (180 elementov). Kvaliteta
uravnotezˇenosti med mnozˇicami je slabsˇa, razen med mnozˇicama A′1 in B
′
1,
kjer so sedaj vse p-vrednosti nad mejnimi. Slabsˇo uravnotezˇenost pripisu-
jemo dejstvu, da je mnozˇica sedaj vecˇja, kar pomeni, da je algoritem dodal
vecˇ parov s slabo podobnostjo. Algoritem namrecˇ sˇe vedno deluje tako, da
najprej upari enake elemente, sˇele nato gre iskat take pare podobnih elemen-
tov, ki ohranjajo uravnotezˇenost. Preprosti algoritem nima zadnje omejitve,
ampak zˇe od zacˇetka nabira pare podobnih elementov brez ozira na njihov

















































Slika 3.6: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov s
pozˇresˇno strategijo, ter na koncu dodatno uravnotezˇi sˇe mnozˇici A1 in B1.
vpliv na uravnotezˇenost mnozˇic, zato nabere nekoliko vecˇ elementov, kar se
kazˇe tudi v vecˇji velikosti mnozˇice, ki jo naredi.
3.6 Izvirni algoritem in algoritem minimin
Podobno kot pri preprostem algoritmu, smo sedaj izvirnemu algoritmu spre-
menili strategijo nabiranja parov, da za izbiro naslednje poteze uporabi al-
goritem minimin (poglavje 2.3.2), ki preiskuje drevo stanj. Testirali smo

















































Slika 3.7: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov
z uporabo algoritma minimin na drevesu stanj do globine 1, ter na koncu
dodatno uravnotezˇi sˇe mnozˇici A′1 in B
′
1.
pri globinah preiskovanja 1 in 2. Pri globini 1 dobimo v rezultatu (slika
3.7) manjˇso mnozˇico (175 elementov) kot pa pri istem algoritmu s pozˇresˇno
strategijo (195 elementov). Tudi kvaliteti uparjenosti in uravnotezˇenosti sta
slabsˇi. Opazimo pa, da sta mnozˇici A′0 in B
′
0 vecˇji za dva elementa. To
gre na racˇun tega, da sta to prvi dve mnozˇici, ki ju algoritem uravnotezˇuje,
zacˇne pa tako, da najprej iˇscˇe samo pare enakih elementov. V nadaljevanju
poiˇscˇe sˇe take pare podobnih elementov, ki ne pokvarijo uravnotezˇenosti obeh

















































Slika 3.8: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov
z uporabo algoritma minimin na drevesu stanj do globine 2, ter na koncu
dodatno uravnotezˇi sˇe mnozˇici A′1 in B
′
1.
mnozˇic. Kazˇe, da najprej nabiranje enakih, nato pa sˇe podobnih elementov z
omejitvijo glede uravnotezˇenosti, tukaj povzrocˇi, da se algoritem minimin pri
uravnotezˇevanju obeh zacˇetnih mnozˇic ne izkazˇe za tako slabega, kot pri pre-
prostem algoritmu. Med mnozˇicama A0 in B0 je 17 parov enakih elementov,
zato algoritmu ni tezˇko pri dani omejitvi poiskati sˇe nekaj parov podob-
nih elementov, da pride do boljˇsega rezultata. Pri preprostem algoritmu pa
ni zacˇetnega iskanja enakih in naknadnega dodajanja parov podobnih ele-
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mentov, ampak zgolj iˇscˇe pare brez omejitve glede uravnotezˇenosti, kar da
preprostemu algoritmu vecˇ prostora, da ,,pokvari“ rezultat. V nadaljevanju
algoritem sicer nabere priblizˇno toliko elementov za mnozˇici A′1 in B
′
1, kot
algoritem s pozˇresˇno strategijo, vendar zaradi drugacˇne strategije nabiranja
elementov na koncu izlocˇi vecˇ elementov. Pozˇresˇni algoritem z nabiranjem pa-
rov, ki imajo podobnost pod pragom, posredno pazi na kvaliteto uparjenosti,
medtem ko algoritem minimin pazi samo na optimizacijo prostostnih stopenj
potez, ki jih ubira. Posledicˇno algoritem nabere vecˇ ,,kvarljivih“ parov, ki jih
mora na koncu izlocˇiti. Pri globini 2 algoritem sestavi vecˇjo mnozˇico (187 ele-
mentov) z izboljˇsanima kvalitetama uparjenosti in uravnotezˇenosti, vendar je
ta velikost sˇe vedno manjˇsa od algoritma s pozˇresˇno strategijo iskanja parov.
Velikost mnozˇice pri tej globini je vecˇja tudi od velikosti mnozˇice, ki jo naredi
izvirni algoritem (180 elementov). Kvaliteti uparjenosti in uravnotezˇenosti
sta pravtako izboljˇsani.
3.7 Pozˇresˇna strategija in splosˇno izlocˇanje
Preprosti algoritem (poglavje 2.3.3) na koncu izlocˇa elemente na vseh mno-







0. Hkrati z zamenjavami strategij
nabiranja parov smo izvirnemu algoritmu dodali sˇe medsebojno uravnotezˇitev
mnozˇic A′1 in B
′
1. V omenjenih primerih nismo medsebojno uravnotezˇevali
sˇe mnozˇic A′0 in B
′
0, ker sta ti dve mnozˇici zaradi svoje majhnosti kriticˇni.
Poleg tega sam algoritem, ki sestavi ti dve mnozˇici, zˇe zagotavlja, da se
z vsakim dodatnim parom elementov uravnotezˇenost ohrani. Sedaj nas je
pa zanimalo, cˇe lahko z uporabo izvirnega algoritma z obema strategijama
nabiranja parov (s pozˇresˇno metodo in z algoritmom minimin) pridobimo
vecˇjo velikost koncˇnih mnozˇic, cˇe smo pripravljeni zˇrtvovati kaksˇen element
manjˇsih mnozˇic z uporabo splosˇnega izlocˇanja elementov na koncu, kot ga
uporablja preprosti algoritem.
Rezultat izvirnega algoritma s pozˇresˇno metodo nabiranja parov podob-

















































Slika 3.9: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov s
pozˇresˇno strategijo, ter na koncu mnozˇice uravnotezˇi z izlocˇanjem elementov
na vseh mnozˇicah hkrati.
nih elementov in s splosˇnim izlocˇanjem elementov (slika 3.9) pokazˇe popol-
noma enak rezultat, kot smo ga dobili z izvirnim algoritmom, ki je zgolj











strani tak rezultat ni posebej presenetljiv, saj omejitve pri nabiranju parov
elementov za mnozˇici A′0 in B
′
0 zagotavljajo medsebojno uravnotezˇenost teh
dveh mnozˇic. Po drugi strani pa to pomeni, da je algoritem slucˇajno sestavil
mnozˇici A′1 in B
′
1 tako, da se splosˇno izlocˇanje ni dotaknilo njunih nasprotnih
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mnozˇic. Zaporedoma izlocˇeni elementi so na splosˇno uravnotezˇenost vplivali
tako, da se je naslednji najboljˇsi element za izlocˇitev vedno nahajal v eni od
mnozˇic A′1 in B
′
1. Da je mozˇen tudi drugacˇen potek, vidimo iz rezultata na
sliki A.8, kjer vhodni podatki predhodno niso bili sortirani. Tam je izlocˇanje
zˇrtvovalo dva elementa iz A′0 in en element iz B
′
0 na racˇun povecˇanja mnozˇic
A′1 na 66 in B
′
1 na 79 elementov. Vendar ocenjujemo, da povecˇanje celo-
tne mnozˇice iz 195 na 198 elementov ni vredno zˇrtvovanja treh elementov iz
manjˇsih dveh mnozˇic.
3.8 Algoritem minimin in splosˇno izlocˇanje
Poleg pozˇresˇne metode smo izvirni algoritem s splosˇnim izlocˇanjem testirali
tudi s strategijo nabiranja parov podobnih elementov z algoritmom minimin
na drevesu stanj. Izlocˇanje elementov iz manjˇsih dveh mnozˇic je tukaj bolj
izrazito, saj se uporabljena strategija nabiranja parov podobnih elementov
ne ozira na kvaliteto njihove podobnosti. To v splosˇnem privede do manjˇse
uravnotezˇenosti prvih dveh mnozˇic A′0 in B
′
0 in v nadaljevanju do vecˇje ne-
uravnotezˇenosti mnozˇic A′1 in B
′
1. Algoritem minimin z mejo na globini 1
privede do slabsˇega rezultata (slika 3.10), kot z mejo na globini 2 (slika 3.11).
Pri globini 1 je splosˇno izlocˇanje zaradi slabsˇe kvalitete uparjanja zˇrtvovalo 7
elementov iz manjˇsih mnozˇic A′0 in B
′
0, da je velikost celotne mnozˇice dosegla
191 elementov. Pri globini 2 pa je algoritem zˇrtvoval 4 elemente na racˇun
tega, da ima celotna mnozˇica 204 elemente. Slednja zˇrtev bi glede na dober
koncˇni rezultat morebiti sˇe bila sprejemljiva, vendar nas moti obcˇutljivost al-
goritma na zaporedje vhodnih podatkov. Enak algoritem z obema globinama
smo zagnali tudi na podatkih, ki jih predhodno nismo uredili. Dobili smo
precej slabsˇe rezultate (sliki A.9 in A.10), kjer algoritem zˇrtvuje zˇe nespre-
jemljivo sˇtevilo elementov iz manjˇsih dveh mnozˇic in dosezˇe bistveno slabsˇi
koncˇni rezultat.

















































Slika 3.10: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov
z algoritmom minimin na drevesu stanj do globine 1, ter na koncu mnozˇice
uravnotezˇi z izlocˇanjem elementov na vseh mnozˇicah hkrati.
3.9 Vpliv urejenosti vhodnih podatkov
Algoritme z drugacˇnimi strategijami uravnotezˇevanja smo pognali tudi na
vhodnih podatkih, ki jih predhodno nismo uredili. Rezultate podajamo v
dodatku A. Opaziti je, da so se spremenili vsi rezultati, nekateri na slabsˇe,
drugi na boljˇse. Najbolj na slabsˇe so se spremenili rezultati pri preprostem
algoritmu, ki za uparjanje uporablja algoritem minimin, ter pri naivnem

















































Slika 3.11: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov
z algoritmom minimin na drevesu stanj do globine 2, ter na koncu mnozˇice
uravnotezˇi z izlocˇanjem elementov na vseh mnozˇicah hkrati.
algoritmu.
Preprosti algoritem z algoritmom minimin je najbolj obcˇutljiv na zapo-
redje vhodnih rezultatov, saj uravnotezˇenost in podobnost ne vplivata na
zaporedje nabiranja parov. V nasˇem primeru so slucˇajno elementi vhodnih
podatkov razporejeni v takem vrstnem redu, da algoritem na njih izracˇuna
slabsˇi rezultat, kot pa na vhodnih podatkih, ki jih najprej uredimo po vre-
dnostih karakteristik. Pozˇresˇna metoda je, s svojo strategijo izbire najbolj
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podobnega elementa v vsaki iteraciji, bolj odporna na razlicˇno zaporedje
vhodnih podatkov. Vendar so v nasˇem primeru dopustne podobnosti, po
katerih dela pozˇresˇna metoda selekcijo, samo tri cela sˇtevila: 0, 1 in 2. To
pomeni, da ima veliko parov enako podobnost, kar tudi pri pozˇresˇni metodi
povzrocˇi razlicˇno zaporedje nabiranja parov pri razlicˇnih zaporedjih vhodnih
podatkov. Slednje sicer ne vpliva na uparjenost mnozˇic, vpliva pa na urav-
notezˇenost, saj dva para z enako podobnostjo nimata nujno enakih razlik oz.
enakosti po posameznih karakteristikah.
Podobno velja tudi za algoritem izlocˇanja elementov, ki imajo najvecˇji
doprinos k neuravnotezˇenosti mnozˇic. Le-ta se odlocˇa na podlagi hevristicˇne
ocene (enacˇba 2.6), ki meri skupen doprinos vseh karakteristik elementa k ne-
uravnotezˇenosti mnozˇic. Ker ni pomembno katere karakteristike to naredijo,
se lahko zgodi, da obstajata dva neenaka elementa, ki imata enak maksi-
malen doprinos k neuravnotezˇenosti. Odvisno od vrstnega reda elementov v
mnozˇici je potem, kateri element bo algoritem izbral, da ga izlocˇi.
Poglavje 4
Zakljucˇki
Ukvarjali smo se z uravnotezˇevanjem sˇtirih mnozˇic na realnih podatkih 655
bolnikov z rakom dojke [6], s ciljem pridobiti cˇim vecˇje uravnotezˇene mnozˇice
ob podanih omejitvah. Bolniki so bili razdeljeni najprej glede na nacˇin zdra-
vljenja, nato pa sˇe vsakicˇ glede na vrednost binarne karakteristike uPA/PAI-
1. Problem je bil precej tezˇek, saj so si bili bolniki po svojih karakteristi-
kah dokaj razlicˇni, poleg tega pa je omenjena karakteristika znotraj vsakega
zdravljenja povzrocˇila nastanek dveh precej neenako velikih mnozˇic. Za eno
zdravljenje smo dobili podmnozˇici velikosti 78 in 208 elementov, za drugo
zdravljenje pa podmnozˇici velikosti 80 in 289 elementov. Zaradi precejˇsnje
majhnosti dveh mnozˇic bolnikov je izvirni algoritem [3] bil razvit tako, da
najprej uparja elemente obeh majhnih mnozˇic. Nato ti dve mnozˇici uporabi
kot osnovi, h katerima locˇeno za vsako majhno mnozˇico upari elemente iz
pripadajocˇe vecˇje mnozˇice v razmerju 1:3 in jih nato uravnotezˇi.
Z namero izboljˇsanja rezultatov izvirnega algoritma smo sestavili nove
strategije uparjanja elementov za sestavljanje mnozˇic in izlocˇanja elemen-
tov za uravnotezˇevanje mnozˇic. Dodatno smo definirali sˇe mero za kvaliteto
uparjenosti dveh mnozˇic, da lahko med rezultati poleg uravnotezˇenosti pri-
merjamo sˇe splosˇno kvaliteto uparjenosti elementov.
Iz rezultatov je takoj razvidno, da je dalecˇ najslabsˇi naivni pristop, ko
preprosto vzamemo vse elemente mnozˇic in po vrsti izlocˇamo take, katerih
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izlocˇitev povzrocˇi najvecˇji prispevek v smeri uravnotezˇenosti. Po drugi strani
dobimo vidno boljˇsi rezultat, cˇe izvirnemu algoritmu zgolj spremenimo stra-
tegijo uparjanja elementov, da ne uparja elementov po vhodnem vrstnem
redu, ampak uporablja pozˇresˇno metodo, kjer v vsaki iteraciji vzame najbolj
podoben par elementov. Hkrati se je zaradi uporabe pozˇresˇne metode algo-
ritem izkazal za manj obcˇutljivega na razlicˇno urejenost vhodnega zaporedja
elementov. Nasprotno se je strategija uparjanja z uporabo algoritma mini-
min izkazala za obcˇutljivo na vrstni red elementov na vhodu. Vzrok temu je,
da ta algoritem pri preiskovanju uporablja hevristicˇno oceno, ki ne uposˇteva
kvalitet uparjanja in uravnotezˇenosti, ampak uposˇteva zgolj sˇtevilo mozˇnih
nadaljnjih stanj. To dejstvo botruje tudi temu, da s to metodo pri globi-
nah preiskovanj, ki so zaradi cˇasovne zahtevnosti sˇe prakticˇne, v splosˇnem
pridemo do slabih rezultatov.
Ugotovili smo, da je algoritem minimin zelo obcˇutljiv na vrstni red vho-
dnih podatkov. Hevristicˇna ocena, ki jo uporablja, ne uposˇteva kvalitet urav-
notezˇenosti in uparjenosti, zato lahko naknadno uravnotezˇevanje z izlocˇanjem
elementov precej zmanjˇsa mnozˇice, ki smo jih pridobili z uparjanjem. Prime-
ren vrstni red vhodnih podatkov lahko privede do rezultatov, ko je rezultat
z manjˇso globino preiskovanja boljˇsi, kot rezultat preiskovanja pri vecˇji glo-
bini. Na tak primer smo naleteli v rezultatih preprostega algoritma, ki je za
uparjanje uporabil algoritem minimin. Ko vhodnih podatkov nismo uredili,
smo pri globini 2 dobili boljˇsi rezultat od rezultata pri globini 1 (sliki A.3
in A.4), medtem ko smo na urejenih vhodnih podatkih dobili pri globini 2
slabsˇi rezultat, kot pa pri globini 1 (sliki 3.4 in 3.5). Nasprotno pozˇresˇna
metoda delno uredi pare podobnih elementov po njihovi podobnosti, preden
jih izbere, zato ni toliko dovzetna na vrstni red vhodnih podatkov.
Za najboljˇsega se je izkazal preprosti algoritem, ki na zacˇetku brez ome-
jitev pozˇresˇno nabere pare podobnih elementov, nato pa na vseh mnozˇicah
obenem zaporedoma izlocˇa elemente, katerih izlocˇitev najbolj doprinese k
splosˇni uravnotezˇenosti mnozˇic. Od izvirnega se locˇi samo v dveh delih: pri
sestavljanju prvih (majhnih) dveh mnozˇic se ne ozira na njuno medsebojno
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uravnotezˇenost, na koncu pa medsebojno uravnotezˇuje vse mnozˇice obenem.
Uporaba pozˇresˇne metode ima sˇe to dobro lastnost, da je algoritem manj
obcˇutljiv na to, v kaksˇnem zaporedju dobi vhodne podatke. S tem je, od
vseh predstavljenih, ta algoritem najbolj primeren za uporabo v raziskavah.
Zanimiv izziv za nadaljnje delo bi bil sestaviti hevristicˇno oceno stanj,
ki poleg sˇtevila mozˇnih nadaljnjih stanj uposˇteva tudi spremembo kvalitete
uravnotezˇenosti in/ali uparjenosti mnozˇic, do katere bi privedel prehod v
novo stanje. Taka hevristika, ki uposˇteva vse tri kvalitete (velikost, uparje-
nost in uravnotezˇenost mnozˇic), bi bila logicˇna izbira za uporabo z algorit-
mom A*.
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V nadaljevanju podajamo rezultate algoritmov z dodatnimi strategijami, kjer
vhodne mnozˇice pred zagonom algoritmov nismo sortirali.
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Slika A.1: Rezultat naivnega algoritma, ki samo izlocˇi elemente, ki najbolj


















































Slika A.2: Rezultat preprostega algoritma, ki najprej s pozˇresˇno strategijo
nabere pare podobnih elementov, nato pa izlocˇi elemente, ki najbolj kvarijo
uravnotezˇenost mnozˇic.

















































Slika A.3: Rezultat preprostega algoritma, ki najprej nabere pare podobnih
elementov z uporabo algoritma minimin na drevesu stanj do globine 1, nato


















































Slika A.4: Rezultat preprostega algoritma, ki najprej nabere pare podobnih
elementov z uporabo algoritma minimin na drevesu stanj do globine 2, nato
pa izlocˇi elemente, ki najbolj kvarijo podobnost med mnozˇicami.

















































Slika A.5: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov s




















































Slika A.6: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov
z uporabo algoritma minimin na drevesu stanj do globine 1, ter na koncu
dodatno uravnotezˇi sˇe mnozˇici A′1 in B
′
1.

















































Slika A.7: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov
z uporabo algoritma minimin na drevesu stanj do globine 2, ter na koncu




















































Slika A.8: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov s
pozˇresˇno strategijo, ter na koncu mnozˇice uravnotezˇi z izlocˇanjem elementov
na vseh mnozˇicah hkrati.

















































Slika A.9: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov
z uporabo algoritma minimin na drevesu stanj do globine 1, ter na koncu


















































Slika A.10: Rezultat izvirnega algoritma, ki izbira pare podobnih elementov
z uporabo algoritma minimin na drevesu stanj do globine 2, ter na koncu
mnozˇice uravnotezˇi z izlocˇanjem elementov na vseh mnozˇicah hkrati.
