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1. INTRODUCTION 
Let X denote acompact set in the complex plane C. R(X) and A(X) 
will denote respectively theuniform closure on X of the algebra of 
rational functions with poles off X and the algebra of complex 
continuous functions on X which are holomorphic at each interior 
point of X. In 1959 Errett Bishop [3] showed that R(X) = C(X), 
the algebra of all continuous functions onX, if and only if each point 
of X was a peak point for R(X). That is, for each x E X there xists an
fe R(X) satisfying f(x) = 1 and / f(x) 1 < 1, x E X, z # x. The 
extension fthis result to A(X), namely that R(X) = A(X) if each 
x E X which is a peak point for A(X) is also apeak point for R(X), 
has not been accomplished so far. 
However, recently Melnikov [7] has given anecessary and sufficient 
condition i terms of analytic capacity for x E X to be a peak point 
for R(X). In this paper we shall give a direct proof of the sufficiency 
of Melnikov’s condition which generalizes to an analogous criterion 
for A(X). We are unable to prove at this point hat he latter condition, 
expressed interms of the continuous analytic capacity ofDolzhenko 
[5], is a necessary condition for a point o be a peak point for A(X). 
In the following section we give several sufficient conditions for a 
point o be a peak point for A(X) as well as for R(X). It is of course 
to be hoped that this information will shed some light eventually 
on ,the question of when R(X) = A(X). Necessary and sufficient 
conditions for the coincidence ofthese algebras re of course known 
[Z2] but the results are complicated and much more work remains 
to be done. An excellent account of the present state of the art can be 
found in the notes of Lawrence Zalcman [13]. 
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2. THE APPROXIMATION LEMMA 
The result of this ection isthe analogue ofBishop’s ‘l/4, 314’ 
condition for a weak point which appeared in[3]. The result i self 
is due to Goncar [6]. The following proof which is somewhat simpler 
than that of Goncar is an adaptation of an argument in [4] for a 
similar result. 
2.1. LEMMA. Let X be a compact Hausdorfl space and x a GB in X. 
Let .A’ be a closed subspace ofC(X) and assume M, q are constants, 
0 < 77 < l,andl < M.Iff or each compact subset F of X not containing 
x there xists anf E ~9 satisfying 
(9 Ilf II < M 
(ii) f(x) = 1 
(iii) If (41 < 7, XEF 
then xis a peak point for A!. 
Proof. Choose apositive number a so that aM + (1 - a)q < 1. 
We assert that if compact sets Fk are chosen properly and if unctions 
fk are chosen from A’ satisfying ( ) - (iii) with respect tothe compact 
sets Fk , then 
f = a i (1 - a)“-lX (1) 
k=l 
will be the desired peaking function. Since a < 1 the series in(1) 
converges in the norm and defines a function f E A. Clearly f (x) = 1, 
so the only thing to show is that \f(z)l < 1 if z # x. To guarantee 
this we only have to choose the sets Fk properly. 
Let {GJ be a decreasing sequence ofopen subsets ofX, satisfying 
n G, = {Xl. 
Let Ed = (1 - a)k(l - aM - (1 - a)v). Choose fl satisfying (i)
and (ii) and set 
and 
Wl =GnW lM(~)l --al -w> 
FI = X - WI. 
Choose fa satisfying (i) and (ii) and (iii) relative to FI . For z E IV, 
I afd4l + I 41 - a)f&)l < a + el + a(1 - U) M 
=a+(1 -a)(1 -uaM-(1 -u)$+u(l -a)M 
= 1 - q(1 7 a)“. 
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Let 
w, = G,+wl:I g1 41 - ulk--l IfkW - E a(1 - q--l j < $1 
k-l 
and 
.F,=X-W2. 
Continuing inductively we assume open sets W, 3 em* 3 IV,-, 3x 
and functions fl ,..., f EA! have been chosen satisfying jj fk I/ < M, 
fk(x) = 1, and for z E IV,-, 
Let 
g1 ( a(1 - u)i-‘f&)1 < 1 - ?j(l - a)“. 
) il u(l - a)‘-’ ifk@)i - tl a(1 - ajk--l 1 < %I. 
Choose fn+l E JI satisfying (i), (ii) and (iii) relative to F, = X - W, . 
For ZE IV, 
nt1 
,c, a(1 - u)k-l If&)1 < ;l a(1 - u)k-l + % + '(' - '1" M 
= 1 - (1 - a)“+1 7. 
If f = a EEA (1 - ~)~-‘fk , then f(x) = 1. For z # x let n be the 
integer such that zE W,-, - W, . Then 
lf(4l < f I 41 - u)k-lfk(z)i + f 1 u(l - a)k-lfk(z)i 
k=l k-n+1 
< 1 -(l - U)~T + f a(1 -@-r? = 1. 
n+l 
Therefore x is a peak point. 
We remark in passing that if x is not a G, , then the above con- 
struction shows that for any compact GB set S containing x there 
exists an f E & satisfying 
and 
f(x) = 1 = llfll 
IfWl < 1 for z$ S. 
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Since the compact sets X which we will be concerned with are sets 
in the complex plane, we will not make use of this refinement. 
For X C C, 4 will be either R(X) or A(X). To guarantee that he 
functions fkbelong to R(X) it suffices by Runge’s theorem to require 
that fk be holomorphic in a neighborhood fX. To insure fk E A(X) 
we require that fk is continuous onX0 and holomorphic onX0 where 
X0 is the interior ofX. The function may then be extended to all of X 
with no increase innorm by the Tietze theorem. 
3. ANALYTIC CAPACITY 
In this section we give a direct proof of Melinkov’s sufficient 
condition for a peak point of R(X). The same argument yields a
similar theorem for A(X). We first define the appropriate notions 
of capacity. The definitions aregiven in a form which parallels the 
definition of logarithmic capacity. 
Let E be a compact set in the plane. Let H(E) be the class of 
functions, bounded and holomorphic off E and vanishing at co. 
Let Hu(E) be the subclass of H(E) consisting ofthose functions 
which in addition are uniformly continuous off E. For f E H(E) set 
4Q, = & j f(t) dt Y 
where y is the union of finitely many smooth contours lying in the 
camplement of E and having a winding number of one about each 
point of E. Then a(f) is independent ofthe choice of y, and indeed 
a(f) = limz+oa zf (a). If Ilf lIE = Ilf Ij= supzCE /f (z)l, then we define 
and 
y(E) is called the analytic capacity ofE and has been widely studied 
since its introduction by Ahlfors in [I]. The more restrictive set
function a(E), called the continuous analytic capacity of E, or the 
AC capacity, was introduced byDolzhenko [.5]. For an arbitrary set S 
the capacity y(S) or a(S) is defined as the supremum of y(E) or a(E) 
respectively where E ranges over the compact subsets of S. 
We note the trivial fact hat if E CF then y(E) C y(F) and a(E) Ca(F). 
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Also if E = (z : 1 x - x 1 < r} then y(E) = a(E) = r. The latter 
observation follows from the fact hat for continua, the logarithmic 
and analytic capacities areidentical. We refer the reader to the notes 
of Zalcman [I31 for a further discussion of these notions. We need one 
further property of these notions of capacity, and that is the following 
estimate due to Mergelyan [IO]. To make this discussion self con- 
tained we include the proof. 
3.1. LEMMA. Let E be compact. Iffy H(E), (H,(E)) and llfll < 1, 
then for each x$ E 
(1) 
(2) 
where d(x, E) is the distance from x to E. 
Proof. We prove the estimate for the analytic capacity. The 
argument for the AC capacity isexactly the same. Let 0 < h < 1, 
x1 $ E and 0 < 6 < d(z, E). Set g = Af and consider for x $ E 
h(z) = 6 ‘&3 - &l) -- 
z - Zl 1 -&1)&w * 
The function h is clearly holomorphic off E, vanishes at co, and if 
/ x - x1 j < 6, then 1 h(z)/ < 1. Therefore bythe maximum principle 
11 hI/ < 1. But 
Hence 
and consequently 
Since 11 f]I < 1 by assumption, (1) is established. 
We now turn to conditions for peak points. The following condition, 
more restrictive than that of Melnikov, is easy to prove and has 
interesting corollaries. 
For sets X, we denote the interior by X0. D,.(x) = {z : I z - x I < Y}. 
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3.2. THEOREM. If x E X, then xwill be a peak point for R(X) if 
lim aw - X0) 
T-10 
---0, 
Y 
then xis apeak point for A(X). 
Proof. As in 3.1, the arguments for both cases are exactly the 
same. We consider R(X). For some constant C > 0 there exist 
7,J 0 such that 
Choose compact subsets E, C Drn(x) - X, and functions f,E H(E,), 
I( f, 11 = 1 for which 
For x $ E,, define 
This function is clearly holomorphic off En , vanishes at co, and 
g,(x) = 1. To compute /I g, 11 = jig, (IEn, take 1 z - x 1 < 7, . Then 
and by the maximum principle 
Next choose afixed integer m so that 
Then for / z - x ( > mr, , we have I z - E, I > (m - l)7% . 
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Applying Lemma 3.1 it follows that 
since y(E,) < r, . 
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The functiong, E R(X) and satisfy thehypotheses of the approxima- 
tion Lemma 2.1. Hence xis a peak point for R(X). 
The proof or A(X) is exactly the same. The functions g, being 
uniformly continuous off E, may be extended tobe continuous on 
E, by the Tietze theorem and hence on all of S, with no increase 
in norm. Hence g, E A(X) and we may apply 2.1. 
As a corollary of the above theorem for R(X) we have Goncar’s 
criterion n terms of the supremum d(r) of the diameters ofthe 
components ofD,(x) - X. That is, xwill be a peak point for R(X) if 
This is clear since for connected sets E, y(E) > diam(E)/4. Thenext 
theorem extends a result ofPommerenke [8], to the effect that if K 
is compact 
where m is plane Lebesgue measure, tothe case of the AC capacity. 
3.3. THEOREM. Let K be compact, then 
a(K) > [$ m(K)]1’2. 
Proof. Assume m(K) > 0 and consider 
F(z) = j,$$ 
F is clearly holomorphic off K, and vanishes atco. It is shown in [2] 
p. 106-7 that 
IlFll = IIFII, < bMW’“. 
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An easy estimate of the integral 1 JK dm(e)/(z - 01 (cf. Rudin [9] 
p. 826) yields that F is uniformly continuous. Therefore FE H,(E). 
Since 
the theorem is proved. 
3.4. COROLLARY. If 
then xis a peak point for R(K). If 
then xis a peak point for A(K). 
We turn next to Melnikov’s condition. It is clear that in the following 
one may replace 2 by any positive number greater than 1. Let 
3.5. THEOREM. If x E X and if 
then xis a peak point for R(X). If 
m 
then xis a peak point for A(X). 
Proof. We consider the R(X) case. The hypothesis mplies that 
there exists an infinite s quence of pairs of integers (Nk , Mk) 
Nk < Mk < Nk+l < Mk+l such that for each k 
;2”&4,(x) - X) 2 2. 
Nk 
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Let N, M be one such pair. Choose compact sets E, C (A,(x) - X) 
and functionsf, E H(E,), IIf, )I = 1 so that 
and 
Set A, = / a( f,)l/cx( fn). We define for z $ E 3 u$ En 
gN(Z) = xg2n1, a( N : 2”Mx - 4.f&) + 4fJ* 
Now g, E H(E), hence g, E R(X) and clearly gN(x) = 1. To estimate 
It gN 11 = 11 gN IIE 9 it suffices by the maximum principle toassume 
/ x - x / < 1/2N-1. Now for each 7t, y(E,) < l/2” and if 
j z - x / < 1/2M we have that I fJz)I < 1 for N < n < M. Hence 
For 1/2M < I x - x I < 1/2N-1 let m be the largest integer for which 
j z - x I < 1/2m. If N < n < m + 1, we may assume / fn(z)I < 1. 
If m + 2 < 72 < M, then we apply 3.1 and infer that If,(z)] < 
GLW(~~ En>- F or such n, note that d(x, En) >, 1/2m+2. Therefore 
1 gN(Z)I G & ,-q)l (g+lg~,+~ 
< QN + *** + 2”+1)1 x - z 1 
+ I x - z I 2”+2(2”+2y(Em+2) + *-* + Pfy(&f) + ] 
Cf 2” I 4fn)I 
< 4 + 4 c: 2n?@9J \ cE2n / a( + l G 13* 
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Now for 1 z -. x 1 > 15/2N, 1z - E 1 > 14/2” and by 3.1 
1 
,gN(X), < /tgNiIdE) < l3 ‘- 
42, E) 14 
=;<1. 
-- 
2N 
The functions g,satisfy the hypothesis ofthe approximation lemma, 
hence x is a peak point for R(X). 
As before, the proof or the A(X) case is exactly the same. 
Melnikov [7] proved that for R(X) the condition f3.5 was necessary 
as well as sufficient forx to be a peak point. It seems reasonable to
conjecture that he same is true for A(X). We can throw no light on 
that question, however. 
4. A PARTIAL CONVERSE TO 3.2 
It is not hard to construct examples which show that he condition 
of 3.2 is not necessary for x to be a peak point for R(X). However, 
if each point of X lying in some neighborhood fx is a peak point 
for R(X), the condition is necessary. To prove that we need the 
necessity ofMelnikov’s condition. 
4.1. THEOREM. For x E X let U be a neighborhood of x.Assume 
that each zE U n X is a peak point fin- R(X). Then fm r sujkiently 
small 
7(&(x) - X) = Y. 
Proof. Choose Y so that {z : 1 x - x I < Y] C U and R so that 
XC{z:Iz-xl <R). Set y1 = (z : 1 x - x 1 = r] and 
yz = {z : I z - x I = R} and let 2, = {z E X : I x - x 1 < r}, 
2, = {z : Y < 1 z - x 1 < Ii>, 2 = 2, n 2,. Since y(D,.(x) - X) < I, 
we shall prove the theorem by constructing foreach E > 0 a function 
f, holomorphic in the entire plane except for finitely many points in 
Or(x) - X, which vanishes at oo and has unit norm off a suitable 
compact subset of D,.(x) - X, and which satisfies 
First we must verify that R(Z) = A(Z). If z E 2, , then x is a 
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peak point for R(X) by assumption. Applying the necessity of 
Melnikov’s condition we have 
From this we infer that z is a peak point for R(Z). Now let p be a 
measure on 2 orthogonal to R(Z). We claim the support of p lies in 
2, . Note first that for almost all zE D,(X) (w.r.t plane Lebesgue 
measure) 
i 
446) 
Z z-5 
converges absolutely andat such points 
j 
44) - 0. 
ZZ--t 
To extablish ourclaim for p it is enough to show Jf(z) dp(z) = 0 
for each C, functionf with compact support inDr(x). For suchf 
and hence 
j f(z) 444 = - ; j, g (6) jz f+ dm(t) = o. 
From this it follows that p 1 R(Z,) since if  is a rational function 
with poles off 2, , then fis the uniform limit on2, of rational functions 
with poles off 2. It is of course w ll known that R(Z,) = A(Z,). Hence 
we have stablished our assertion that R(Z) = A(Z). 
Define afunction g EA(Z) such that g(z) = l/(z - X) z E Z, and 
11 g11 = l/r. Now 
1 -j g(z)dz=& jyl-$= 1. 27ri y1 
Choose arational function h with poles off Z which approximates g 
to within 6 on Z. Then 
1 
2% y1 I 
h(z) dz - 1, 
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and we may assume sup ,a_-2,=R [ h(x)1 < l/R. Set S = set of poles 
of h which lie within D,(x). Define 
= h(z) - & j = da$ 
Ya s-x 
if jx--x(<Y and x$S. 
Then hI E W(S), h,( co) = 0 and 
1 a(hl)l = &Ij
Yl 
h,(E) de 1 = & j j 
Yl 
h(f) dcf j - 1. 
I h&)1 d I 441 + -zf;; Is 
1 <;+A+-= R 
R-y r(R - y) 
+ 3. 
For a suitably chosen compact subset K of D,(x) - X, we may assume 
Hence for R sufficiently large and appropriate 8, 
h, 
f = II h, IIK 
is the desired function. 
4.2. COROLLARY. For R(X) - C(X) it is su@ient that 
l$n y@.(x) -X) > 0 (1) 
for almost all x E X, and it is necessary that 
AQ(x) - Xl = r 
for each x E X and r > 0. 
(2) 
Proof. That condition (1) is sufficient follows from 3.2 and 
Bishop’s theorem. That (2) is necessary is a special case of 4.1. 
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The proof of 4.1 follows the sketch of Vitushkin’s result in [IO] 
that R(X) = C(X) implies that y(Dr(x) - X) >, Cr, for each x E X 
and r > 0. Essential to the proof seems to be the fact hat if xis a peak 
point and f E R(X) is a function peaking at x then fmay be approxim- 
ated arbitrarily c osely on X by functions holomorphic everywhere 
except for singularities lying in a preassigned neighborhood fx. It is 
difficult to see how to prove this latter result without appealing to
Melnikov’s theorem. 
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