This paper presents in a quantum mechanical framework a theoretical description of the interconversion of the magnetron and modified cyclotron motional modes of ions in a Penning trap due to excitation by external rf-quadrupole fields with a frequency near the true cyclotron frequency. The work aims at a correct description of the resonance line shapes that are observed in connection with more complicated excitation schemes using several excitation pulses, such as Ramsey's method of separated oscillating fields. Quantum mechanical arguments together with the "rotating wave approximation" suggest a model Hamiltonian that permits a rigorous solution of the corresponding Heisenberg equations of motion. We show that the ion motion in a Penning trap with an additional rf-quadrupole field is dynamically analogous to nuclear-magnetic-resonance. This is done by introducing the concept of the "Bloch vector operator", which is a vector operator obeying the commutation rules of an angular momentum operator and which is the analogue of a nuclear spin. During the quadrupole excitation the expectation value of the Bloch vector operator, which is an ordinary real three-vector, performs a precessional and nutational motion similar to the spin in nuclear-magnetic-resonance experiments. The frequency of the interconversion of the magnetron and modified cyclotron motional modes of the ions is the analogue of the Rabi frequency. Hence the applicability of Ramsey's ideas to Penning trap physics becomes understandable. Resonance line shapes are deduced from the general solution of the dynamical problem for arbitrary values of the excitation time, pulse structure and detuning of the quadrupole radiation. Results are given for excitation schemes with up to five pulses. A comparison of the theoretical results to experimental data is found in the accompanying paper by George et al. [S. George, et al., IJMS, this issue].
Introduction
In 1949, N.F. Ramsey proposed a new "molecular beam resonance method with separated oscillating fields" [2, 3] . It proved to be extremely successful, leading to higher accuracy and new types of experiments, it was recognized by the 1989 Nobel prize. For a review of the method the reader is referred to Ramsey's Nobel lecture [4] . The essence of the method can be easily explained by the example of magnetic-resonance experiments on nuclear spins. In these experiments one acts on the nuclear magnetic moment with a strong, homogeneous and static magnetic field B 0 and another weak, homogeneous, and oscillating magnetic field B 1 with a frequency ω equal or close to the Larmor frequency ω L . The particle beam traverses the spatial region where these fields are located. In Rabi type experiments B 0 and B 1 are present in the same spatial volume, in Ramsey type experiments the volume is divided into three subregions, an entrance and an exit region, where the weak oscillating field B 1 is acting in addition to B 0 , and a central region, where the weak oscillating field is absent and where the nuclear moment feels only the the strong static field B 0 and eventually other fields. It is essential that the oscillating fields in the entrance and exit regions have a precisely defined phase relation.
In 1992, Bollen et al. [5] suggested to use the Ramsey technique to improve the accuracy of mass determinations by means of Penning trap mass spectrometry. First experiments have been performed by Bollen et al. with the ISOLTRAP installation at CERN [5] and later on by Bergström et al. at the SMILETRAP installation in Stockholm [6] . After a series of preparatory steps an ion sample trapped in a hyperbolic precision trap in a state of pure magnetron motion is acted upon by a pulse of quadrupole rf-radiation with a frequency near the true cyclotron frequency, and with well-defined duration and amplitude. The motional state of the ion sample is transformed resonantly into a state of modified cyclotron motion [15] , which is then detected by a time-of-flight technique [7] . The resonance peak occurs at the true cyclotron frequency, which is inversely proportional to the ion mass that one wants to measure. Thus the measurement of the resonance frequency implies the desired mass determination. The accuracy of the measurement is determined by the width and shape of the resonance line. Ramsey techniques are expected to yield more narrow linewidths and more accurate results. In Ramsey's experiments the molecular beams traversed separate spatial regions where the oscillating magnetic fields were present, in our case the ions are confined all the time to the same spatial location, the trap interior, the pulses of quadrupole rf-radiation are applied at two or more time periods separated by waiting times. The experiments by Bollen et al. [5] had shown that a qualitative understanding of the observed line shapes could be obtained by simply considering the Fourier transform of the applied pulse sequence. But it was also realized that the exact line shape, in particular that of the most important central resonance peak, could only be understood on the basis of a more elaborate theoretical analysis. Because of this uncertainty about the theoretical foundations of the method the experimental implementation of these ideas was delayed until recently [1] .
The purpose of this paper is to put the application of the Ramsey technique in Penning trap mass spectrometry on a solid theoretical foundation. On the fundamental level we wish to understand the relation between Ramsey's experiments on nuclearmagnetic-resonance and our problem of ion motion in the Penning trap. We introduce the concept of the Bloch vector operator [8] , which incorporates the physics of interconversion of the motional modes. The operator components obey angular momentum commutation rules and thus permit to establish a close parallelism between both problems. The expectation value of this operator, being an ordinary three-vector, performs similar precessional and nutational motions as the nuclear spin in Ramsey's case. The threecomponent of this vector indicates the degree of conversion of magnetron into modified cyclotron motion that has been achieved at a given time. Thus analyzing the motion of the Bloch vector as function of the pulse structure of the quadrupole radiation, i.e., of the number, duration and amplitudes of the pulses and of the duration of the waiting periods, we can derive all desired information on the line shape and structure of the resonance signals, which can then be compared to measurement results after the non-linear response of the time-of-flight detection technique [7] has been taken into account.
The plan of the paper is as follows: we begin with a short review of the theory of ion motion in the ideal Penning trap, from the classical and the quantum viewpoint, emphasizing that the Hamiltonian is a composite of two ordinary harmonic oscillators for axial and modified cyclotron modes and one inverted harmonic oscillator for the magnetron mode. Then the addition of an electric rf-quadrupole field is analyzed. Its interaction with the trapped ions is simplified by the rotating wave approximation and by dropping terms that are not relevant for driving frequencies near the true cyclotron frequency. Thus a model interaction emerges that describes the interconversion of the magnetron and modified cyclotron modes as due to the absorption (emission) of one photon of the quadrupole field with simultaneous creation (annihilation) of one quantum of the modified cyclotron oscillator and annihilation (creation) of one quantum of the magnetron oscillator. The Heisenberg equations of motion for the creation and annihilation operators are linear and can be exactly solved. Classical ion trajectories are obtained in the quantized approach as expectation values for minimum uncertainty coherent states. Thus we can provide explicite analytical expressions describing the motion of an ion under the influence of the quadrupole field. Next the Bloch vector operator is introduced, its equations of motion are solved rigorously. It is found that the dynamics of the Bloch vector operator in Penning trap physics and that of the nuclear spin in the realm of nuclear-magneticresonance are physical realizations of the same abstract dynamical system. Two different, but equivalent methods for calculating the resonance line shapes for the conversion of magnetron into modified cyclotron motion are presented. The Ramsey method is explored in detail for two-, three-, four-, and five-pulse structures, also asymmetric and phaseshifted structures are considered.
Theoretical description of the ion motion
For an overview of the theoretical description of physics with Penning traps we refer the reader to reviews [9, 10] and monographs [11, 12] in the literature. In this paper we restrict ourselves to fundamentals needed to establish our notation and to the further developments required for the theoretical analysis of the experimentally observed line shapes.
Ion motion in the ideal Penning trap
The ideal Penning trap is defined by its electromagnetic field configuration, namely a superposition of an homogeneous magnetic field B = B 0 e 3 in the "axial" direction 1 with an electrostatic quadrupole field E = −∇Φ 0 corresponding to the potential
where U is the potential difference between the two hyperboloidal equipotential surfaces 2z 2 − x 2 − y 2 = −r 2 0 (ring electrode) and 2z 2 − x 2 − y 2 = 2z 2 0 (endcap electrodes). As shown in greater detail in Refs. [13, 14] the motion of an ion with mass m and electric charge q in this field configuration can be analyzed in terms of cartesian coordinates and velocities, x, y, z andẋ,ẏ,ż, respectively, using Newtonian or Lagrangian equations. The magnetic field and the charge-to-mass ratio define the "true" cyclotron frequency ω c = qB 0 /m, the electric potential defines the axial frequency ω z = 4qU/m(2z 2 0 + r 2 0 ). Most advantageous is the Hamiltonian formalism, in terms of x, y, z and the canonical momenta
because after a suitable canonical transformation to modal coordinates q + , q − , q 3 and the corresponding canonical momenta p + , p − , p 3 the dynamical system is resolved into three uncoupled harmonic oscillators, one of them an inverted oscillator, with the characteristic frequencies ω + (modified cyclotron frequency), ω − (magnetron frequency), and ω z (axial frequency), where
To be more specific, the canonical transformation is
and the Hamiltonian becomes
Combining Eq. (2) with Eqs. (4)-(6) we obtain the new canonical coordinates and momenta in terms of the cartesian coordinates and velocities
When we compare these expressions to the "velocity vectors" V ± , which were introduced by Brown and Gabrielse [9] and which are frequently used in the literature,
with ρ = xe x + ye y , it becomes evident that our canonical coordinates and momenta are equivalent to the components of these vectors. 2 The relations are
Unfortunately, the notion of velocity vectors and the corresponding notation obscure the true dynamical meaning of these variables. For clarity it is therefore preferable to use the language of the canonical Hamiltonian theory.
The canonical formalism makes it easy to pass from the classical to a quantized description of the motion. One simply has to replace the classical Poisson brackets of the canonical variables q i and p i , where i = +, −, 3, by commutator brackets for the corresponding operators, {q i , p j } = δ i,j → [q i , p j ] = ihδ i,j . As Eq. (7) shows the Hamiltonian of the ideal Penning trap is a composite of three harmonic oscillators, thus it is advantageous to introduce the familiar annihilation and creation operators for the oscillator quanta,
obeying the commutation rules
In terms of these operators the Hamiltonian operator of the ideal Penning trap (7) becomes
and the Heisenberg equations of motion ih(da i /dt) = [a i , H] are easy to solve,
The cartesian position and velocity operators are expressed in terms of the modal annihilation and creation operators by
These relations are needed in order to calculate the ion trajectories inside the Penning trap.
Interaction with the external quadrupole field
The electric field present in the ideal Penning trap is derived from the scalar electric potential Φ 0 (x, y, z) defined in Eq. (1). Additional electric fields may be introduced into the trap interior by dividing the ring electrode into several segments (usually 2, 4, or 8) and applying specific additional voltages to each of these segments and eventually also to the end electrodes. These voltages may be static or time dependent, most often they are periodic like cos ω d t, with the driving frequency ν d = ω d /2π chosen to suit the intended purpose. For experimental details we refer to the literature [10, 15, 16] . For the theoretical treatment it is important that the sources of these additional fields are on the electrode surfaces, while the trap interior is free of sources. The additional fields can then be described in terms of potentials Φ 1 (x, y, z, t) that are solutions of the boundary value problem defined by the electrodes and that satisfy a Laplace differential equation in the trap interior. The potentials therefore possess a series expansion in terms of harmonic polynomials (i.e., solutions of the Laplace equation), and near the trap center the first few terms suffice for an accurate description of the ion motion.
To simplify the discussion we assume that our electric field configuration is symmetric under reflections by the xy-plane, the xz-plane, and the yz-plane, and hence also under space reflections with respect to the origin (trap center) and under rotations by 180 • around the z-axis. Under these conditions the polynomial expansion of the electric potential Φ 1 (x, y, z, t) involves only polynomials of even degree. This paper focuses on quadrupole fields deriving from the quadratic terms and disregards the anharmonic corrections due to 4th and higher degree terms. The most general polynomial solution of second degree of the Laplace equation compatibel with the above symmetry conditions is then given by
The first term would be present if we would apply an alternating voltage between the ring electrode and the two end electrodes, we would then obtain a combined Penning and Paul trap. This case is of no interest here, so we choose C 0 (t) = 0. The second term becomes relevant when we work with a ring electrode divided into four or eight segments and the electric potentials on the individual segments are chosen such that (i) opposite segments are on the same potential and (ii) c i V i = 0, where c i denotes the angle over which the ith segment extends, V i is the potential applied to the ith segment, and the sum extends over all four or eight segments, respectively. The exact value of the coefficient C 1 depends on details of the trap geometry, in particular on the values c i and on the strength of the higher order anharmonic terms. Summarizing this discussion we shall work from here on with the potential
where φ d (t) = ω d t + χ d describes the phase of the external quadrupole field. In polar coordinates x = r cos ϕ, y = r sin ϕ this potential becomes
Here the first term represents a potential rotating in the clockwise sense, while the second term is a potential rotating anti-clockwise.
To study the ion motion under the influence of this additional alternating quadrupole field we need to add qΦ 1 (x, y, z, t) to the Hamiltonian of the ideal Penning trap and to solve the resultant equations of motion. The term qΦ 1 then denotes the additional potential energy the ion has when its instantaneous position at time t is at x, y, z. Therefore the arguments of qΦ 1 (x, y, z, t) do no longer refer to a general space-time point, but to the space position of the ion at time t. The azimuthal motion of an ion in an ideal Penning trap is described by a superposition of clockwise rotations, x(t) + iy(t) = r(t) e iϕ(t) = A + e −iω + t + A − e −iω − t , where A + and A − are complex amplitudes. After insertion into Eq. (24) of r 2 cos 2ϕ
, using ω + + ω − = ω c , we observe that the second term in (24) contains only very rapidly oscillating contributions that approximately average out to zero. Therefore, in the spirit of the "rotating wave approximation" [17] we drop the second term from further consideration. Obviously there are three ranges of driving frequencies for the additional quadrupole field where the potential (24) could become a slowly varying function of time and thus lead to important effects, namely ω d ≈ 2ω + , ω d ≈ 2ω − , and ω d ≈ ω c . By choosing the driving frequency near one of these three values we can determine which transition is driven by the rf-quadrupole field.
The physics behind this becomes much more clear when we consider the problem in the quantum mechanical framework. The coordinates x, y, z must then be considered not as real numbers, but as the Hilbert space operators associated with the position of the ion. Just like the classical coordinates these operators can be transformed into general modal operators q + , q − , q 3 and p + , p − , p 3 according to Eqs. (4)-(6). Next we express everything in terms of modal creation and annihilation operators using Eq. (12) . One finds for the additional potential energy in the rotating wave approximation
The first term describes transitions in which one photon of energyhω d ≈ 2hω + is absorbed from the driving quadrupole field and two excitation quanta of the modified cyclotron oscillator are created, the next term describes transitions in which one photon of energȳ hω d ≈ 2hω − is absorbed from the driving quadrupole field and two excitation quanta of the magnetron oscillator are annihilated, finally the third term describes the conversion of a magnetron quantum into a modified cyclotron quantum, with simultaneous absorption of a photon of energyhω c . The last three terms describe the respective inverse transitions. Only the interconversion of modes is of interest for our further investigation, therefore the interaction of the ion with the rf-quadrupole field is reduced to
with a driving frequency ω d ≈ ω c and the coupling constant g = qC 1 /(2mω 1 ).
Ion motion in the presence of the external quadrupole field
For the remainder of this paper we shall disregard the axial coordinate z and the axial oscillator mode, because the axial mode is not coupled to the magnetron and modified cyclotron modes by the external quadrupole field applied to the ring segments, see Eq. (26). Thus it is sufficient to study the simplified Hamiltonian
We shall make use of the Heisenberg picture, where the specific physical system is described by a time independent state vector, or more generally a time independent density matrix, and where its dynamical development in time is reflected in the time dependence of the observables and other Hilbert space operators, as for example in the present problem the creation and annihilation operators of the modified cyclotron and magnetron modes. Our analysis starts with the statement of Heisenberg's equations of motion for the annihilation operators a + (t) and a − (t) of the quanta of the modified cyclotron oscillator and the magnetron oscillator,
Equations for the creation operators are obtained by taking the adjoints of these equations. The Eqs. (28) and (29) are coupled linear differential equations with time dependent coefficients, due to the time dependence of the external quadrupole field. Fortunately it is possible to eliminate the time dependence of the coefficients by a unitary transformation in Hilbert space,
We define new operators
where in the second part of the equations we have used the Baker-Campbell-Hausdorff identities to evaluate the action of the unitary transformation on the annihilation operators a + (t) and a − (t). From Heisenberg's equations of motion (28) and (29) we obtain differential equations for a + (t) and a − (t),
As desired these equations are linear differential equations with constant coefficients. The eigenvalues of the system are pure imaginary, λ 1,2 = ±(i/2) δ 2 + 4g 2 = ±(i/2)ω R , consequently the solutions are periodic functions. The quantity ω R = δ 2 + 4g 2 is defined by us in analogy to nuclear-magnetic-resonance as the (circular) Rabi frequency of the system, it quantifies the frequency of the periodic conversion of the magnetron mode into the modified cyclotron mode and vice versa, as shall be seen later on. The system of differential Eqs. (33) and (34) can be solved by the standard method of exponentiation. For this purpose it is convenient to combine the two annihilation operators into a two-component spinor-like object, so that their coupled equations can be formulated and solved in terms of complex 2 × 2 matrices, making use of the Pauli matrices σ 1 , σ 2 , σ 3 . Thus the unitary transformation of Eqs.
(31) and (32) is written as
with
For later use we also note that
The transformed Heisenberg Eqs. (33) and (34) read in matrix notation
They can be solved immediately by exponentiation and the time development of the system during the time interval t 0 ≤ t ≤ t 0 + τ is described by a complex 2 × 2 matrix M(τ; δ, g)
The anticommutation properties of the Pauli matrices yield the relation (2g
or in explicite matrix form
Collecting all results we can state our final result for the time development of the creation and annihilation operators during the time
Classical ion trajectories
Shortly after the discovery of wave mechanics Schrödinger found Gaussian wave packet solutions of the harmonic oscillator wave equation that stayed together without spreading and followed classical trajectories [18] . These states of minimal uncertainty represent the closest possible approximation to classical mechanics, they have become known under the name "coherent states" [17] . They can be expanded in terms of Fock states (number states). For any given complex number α we have
where |0 denotes the ground state, |n is the Fock state representing n oscillator quanta, and e −|α| 2 /2 is the normalization factor. The coherent state |α can be uniquely characterized as the normalized eigenstate of the harmonic oscillator annihilation operator a with a complex eigenvalue α,
For the classical description of the ion motion in a Penning trap one defines the coherent states
where α + (0) = |α + (0)|e −iχ + and α − (0) = |α − (0)|e +iχ − are given complex numbers [8] . They may be considered as initial values that are related to the cartesian initial values of a classical ion trajectory by Eqs. (16)- (21). With given initial values we calculate the expectation values of the annihilation operators a + (t) and a − (t), which are the solutions of the Heisenberg equations of motion (28) and (29) and are explicitely given in Eq. (42). In this way we obtain two complex functions of time
which represent the complex oscillator amplitudes of the modified cyclotron and magnetron oscillators at time t. Working out the details we obtain
For the practical application of these results it is useful to know that the instantaneous radii for the modified cyclotron and the magnetron motion are given by
Thus, with Δ = χ + + χ − − χ d the time-dependence of the radii is given by
which is equivalent to the result found by König et al. [20] . The transformation Eqs. (16) and (17) then tell us how to relate the complex oscillator amplitudes to the cartesian coordinates,
where the asterisk denotes complex conjugation. In real form the parametric representation of the ion trajectory is
Inserting our solution (42) we arrive at an explicite representation of the ion trajectories
For a graphical representation of ion trajectories calculated by this approach see Fig. 9 below. These figures correspond to those obtained by Bollen et al. by numerical integration of the equations of motion [15] .
The Bloch vector operator 2.5.1. Basic definition and properties
Following [8] we now introduce the Bloch vector operator T, which is a vector in some abstract three-dimensional space with components that are linear operators acting on the infinite dimensional Hilbert space of our system:
An expectation value of the Bloch vector operator T = Tr{ρT}, calculated with some density matrix ρ, is an ordinary three-vector with real components and shall simply be referred to as "Bloch vector". Using the equal time commutation rules (13) it is easy to verify that
The components of the Bloch vector operator therefore satisfy commutation rules analogous to those of an angular momentum operator, in mathematical language, they span the Lie algebra of the group SU (2) . This set of operators is completed by
which commutes with
Denoting the operators for the total number of quanta in the modified cyclotron and magnetron oscillators by N + = a † + a + and N − = a † − a − respectively, we see that
where N tot represents the total number of quanta in the system. It is also useful to note that
The commutation relations imply [T 2 , T i ] = 0 for i = 1, 2, 3, and with the Eq. (63) it is easily shown that T 2 represents a conserved quantity.
It is important that the Bloch vector operator may be used to reformulate the Hamiltonian operator Eq. (14),
Obviously [T 0 , H(t)] = 0, therefore the operator T 0 may be treated as constant, expressing the fact that the total number of quanta in the system is left unchanged by the quadrupole interaction. An equivalent conservation law formulated in different terms was first pointed out by Guan Shenheng and Marshall [19] . The concept of the Bloch vector is useful for us in several respects:
(a) The expectation value of T 3 is directly related to the expectation value for the energy in the cyclotron motional mode, which is the interesting quantity for Penning trap mass spectrometry,
(b) The Bloch vector establishes a close analogy to the theoretical formalism of nuclear-magnetic-resonance (NMR) and thus to the origin of Ramsey's method of separated oscillating fields.
Bloch vector operator: Equations of motion and their solution
We now discuss the Heisenberg equations of motion for T that follow from the Hamiltonian Eq. (61). These are
These equations for the components of the Bloch vector are linear differential equations with time dependent coefficients. To obtain a sytem of differential equations with constant coefficients we tranform to a reference frame rotating counterclockwise about the three-axis with the angular velocity ω d :
The components T i of the Bloch vector in the rotating frame follow from
In matrix notation they are given by ⎛ ⎜ ⎝
With the detuning δ = ω d − ω c we now derive from Eq. (63) the equations of motion in the rotating frame
We now have obtained linear differential equations with constant coefficients that can be solved by standard methods. The equations describe a precessional motion of the Bloch vector with an angular frequency ω R = δ 2 + 4g 2 (Rabi frequency) about the axis defined by the unit vector e 1 = (2g/ω R )e 1 − (δ/ω R )e 3 , as can be determined from the factorization
The complete and exact solution of the equations of motion in the rotating frame (67) can now be written down in the form ⎛ ⎜ ⎝
where the matrix M describes time development of the system during the time interval
Note that we have M(
). The solution (69) for the Bloch vector in the rotating reference frame is shown graphically in Fig. 1 . Summarizing these results we can state that the Bloch vector operator and in particular its expectation value, which is an ordinary real-valued three-vector, is performing a precessional motion that is composed of a fast precession about the axis e 3 with the angular frequency ω d defined by the driving electric quadrupole field and a slow precession (that could also be called a nutation) at the Rabi frequency ω R about the direction e 1 = (2g/ω R )e 1 − (δ/ω R )e 3 = (2g/ω R ) cos φ d (t)e 1 + (2g/ω R )sin φ d (t)e 2 − (δ/ω R )e 3 . For general initial values T i (t 0 ) the time development of the system during the time interval τ = t 1 − t 0 is described by the Fig. 1 . As seen in the rotating reference frame the tip of the normalized Bloch vector traces out circles on the unit sphere. When the driving frequency ω d is exactly at resonance the circles are centered on the 1 -axis and parallel to the 2 3 -plane, their size and position depending on the initial orientation of the Bloch vector and the phase of the driving quadrupole field at time t 0 . If initially we have pure magnetron motion, the Bloch vector starts at the south pole and moves along the (heavily lined) meridian in the 2 3 -plane to the north pole (full conversion to modified cyclotron motion), eventually it continues back to the south pole, thus completing a full Rabi cycle. When we have detuning δ = 0, the circles and their center axis are inclined with regard to the 2 3 -plane and the 1 -axis respectively by an angle of γ = arctan(δ/2g). As a consequence two separate circles (heavily lined) now pass through south pole and north pole, indicating that with detuning δ = 0 there is no complete conversion of pure magnetron motion into modified cyclotron motion. In the limit g → 0 the angle γ tends to π/2, the circles are then parallel to the equatorial plane. This case is relevant during the waiting periods in Ramsey excitation. propagator matrix
where the matrix N(t) defined in Eq. (66) performs the transition to the rotating frame. The final result can thus be stated in the form ⎛ ⎜ ⎝
Nuclear-magnetic-resonance
In NMR experiments one studies atomic nuclei with spin J = Ih and magnetic moment μ = γI, where γ is the gyromagnetic ratio. These interact with a strong, constant, homogeneous magnetic field parallel to the three-axis and a weak, homogeneous magnetic field, perpendicular to the three-axis and rotating in the clockwise sense with angular velocity ω:
In the absence of the rotating field the nuclear spin precesses with the Larmor frequency ω L = γB 0 about the three-axis. The rotating field causes an additional nutational spin motion, which is most pronounced in the resonance case, when ω ≈ ω L . The energy of the system is
Considered from the point of view of quantum mechanics, the Hilbert space of the system is (2I + 1)-dimensional, the energy levels (Zeeman levels) are equally spaced and separated by an energy E =hω L . A comparison of the similarities and dissimilarities of the two dynamical systems, nuclear-magnetic-resonance and the ion motion in a Penning trap with quadrupole excitation, is found in Table 1 .
In nuclear-magnetic-resonance one deals with a particle endowed with a magnetic moment interacting with homogeneous magnetic fields, the dynamic variables, i.e., the components of the spin angular momentum vector describe an intrinsic property of the particle. On the other hand, studying the motion of an ion in a Penning trap with quadrupole excitation, one deals with a scalar particle with electric charge, moving through inhomogeneous electric fields. The vector operator in this case, i.e., the Bloch vector, does not describe an intrinsic property of the particle, but is a quantity derived from the basic dynamical variables a + , a − , a † + , a † + , which describe the spatial motion of the particle. As a derived quantity the Bloch vector operator describes only special aspects of the ion motion, not the problem in its full generality. The common features of both systems are that the dynamical variables are the components of a vector operator with SU(2) commutation relations, that the Hamiltonian is linear in these dynamical variables and that (apart from trivial signs) the explicit time dependence of the Hamiltonian is the same for both dynamical systems. The fact that the ion motion in the Penning trap with quadrupole excitation requires an infinite-dimensional Hilbert space is of no real consequence, because this Hilbert space decomposes into finite-dimensional subspaces that are invariant under the quadrupole interaction. This interaction preserves the total number of quanta in the system, N tot = 2T 0 , so that T 0 commutes with the Hamiltonian and can be treated like a constant. It is therefore justified to view nuclear-magnetic-resonance and the motion of the Bloch vector associated with the ion motion in a Penning trap as two different physical realizations of the same abstract dynamical system, defined in terms of a vector operator with SU(2) commutation relations and a time-dependent Hamiltonian linear in the components of the vector operator.
Ramsey excitation
In his Nobel lecture [4] Ramsey introduced the "method of separated oscillatory fields" by the example of nuclear-magneticresonance. We have shown in the preceding section that the interconversion of two motional modes in a Penning trap by resonant electric quadrupole radiation and the change of orientation of a nuclear spin by a magnetic field rotating at the Larmor frequency are just two different physical realizations of the same abstract dynamical system. Therefore, in studying the Ramsey method we may expect to find many close analogies between our work with Penning traps and applications of this method to magnetic resonance.
Basic considerations
In mass spectrometry with Penning traps the crucial experimental step is the preparation of an ion sample in a state of pure magnetron motion in a precision Penning trap, the subsequent conversion of the magnetron mode into the modified cyclotron mode by interaction with resonant electric quadrupole radiation at the true cyclotron frequency ω c , and finally the measurement of the amount of energy residing in the modified cyclotron mode by a time-of-flight detection technique. This experimental method has been first described in seminal papers by Bollen et al. [5] and König et al. [20] . These authors have also compared their experimental data to a detailed theoretical analysis of the expected resonance line shapes that they had developed on the basis of the classical ion trajectory concept. The present paper uses a different conceptual framework based in quantum mechanics, confirming in the end the earlier results. The 'resonance lineshapes' calculated in our approach represent the probability for conversion of a state of initially pure magnetron motion into cyclotron motion for given values of the duration τ of the quadrupolar rf-pulse and the detuning δ. In other words, they indicate the percentage of the number of initially present magnetron quanta that has been converted into cyclotron quanta. Since ω − ω + the radial ion energy after the excitation effectively measures the number of cyclotron quanta created in the conversion process. Before a comparison to experimental data can be made the modification of the curves due to the final time-of-flight measurement [7] must still be folded in, as discussed in the accompanying paper by George et al. [1] .
The preparation of the ion sample in a state of pure magnetron motion defines the initial state of our system. In more formal terms, on the basis of our actual knowledge or our assumptions about the initial state of the system at time t 0 we must calculate the expectation values of the components of the Bloch operator T(t 0 ) and of the time independent operator T 0 as input into the calculation. The density matrix formalism provides a general framework for this purpose. It allows to introduce statistical assumptions where we lack precise knowledge, for example about initial phases. With the density operator denoted by ρ we then obtain the expectation values
This means that initial situations are characterized by four real numbers, in particular, the expectation value of the Bloch vector operator is an ordinary real-valued three-vector. The simplest choice of initial values and at the same time the one of greatest interest is represented by
It implies the presence of N tot = 2 T 0 quanta in the system, all of them in magnetron mode, because N − (t 0 ) = T 0 − T 3 (t 0 ) and N + (t 0 ) = T 0 + T 3 (t 0 ) . The experiment converts quanta in the magnetron mode into quanta in the modified cyclotron mode, so that at the final time t 1 we have N + (t 1 ) = T 0 + T 3 (t 1 ) and N − (t 1 ) = T 0 − T 3 (t 1 ) . In the case of complete conversion N + (t 1 ) = N tot and N − (t 1 ) = 0. The quantity that is measured in the experiment is the amount of energy transferred to the modified cyclotron mode E + (t 1 ) =hω + N + (t 1 ) . When the initial state is a pure quantum state |ψ then the density matrix takes the simple form ρ = |ψ ψ| and expectation values are simply given by T i (t 0 ) = ψ|T i (t 0 )|ψ . This has the consequence that for example the expectation value of the operator N + (t) may be written as the square of the norm of a Hilbert space vector:
We shall exploit this fact in the next subsection for the convenient calculation of the Ramsey profil functions.
As an example for the general initial value problem let us consider a single ion in a quasiclassical quantum state, a so called coherent oscillator state. Ignoring the axial oscillator, such a quantum state is defined by two complex numbers, α + = |α + |e −iχ + and α − = |α − |e iχ − , that chararacterize the modified cyclotron motion and the magnetron motion, respectively. We write |ψ = |α + , α − . Using the defining property of coherent states, a ± |ψ = α ± |ψ , we can easily compute the expectation values of T 0 and T,
This result shows that for the classical trajectory of a single ion with precisely known initial values the conversion process will depend on the phases of the magnetron and the modified cyclotron oscillators. Phase independent results are obtained only for the special cases of initially pure magnetron motion (|α + | = 0) or initially pure modified cyclotron motion (|α − | = 0). In practice, however, our knowledge of the initial phases is often incomplete. It is then necessary to make up for this lack of information by statistical assumptions, in other words to work with density matrices. For example, in the extreme case of no phase information at all one would assume all values of the two phases to be equally probable and postulate a density matrix
The expectation values of T 0 and the initial Bloch vector components then become
that is T 0 = (1/2)(|α + | 2 + |α − | 2 ), T 1 = T 2 = 0, and T 3 = (1/2)(|α + | 2 − |α − | 2 ).
The one-pulse excitation scheme
In this section we study the standard excitation scheme, where the ions in the Penning trap are acted upon by a single pulse of electric quadrupole radiation of frequency ω d , with amplitude g, and of duration τ. Initially the ions are prepared in a state of pure magnetron motion, the aim is to convert their motional mode as completely as possible into modified cyclotron motion, since maximal conversion is the signature for the resonance frequency ω c . This process depends on g, τ, and the detuning δ = ω d − ω c . Our theoretical approach is based on following the time development of the expectation value of the Bloch vector operator over the time interval τ. An ion in a state of pure magnetron motion at the initial time t 0 requires the initial condition (75). This condition tells us that the state of the ion is built from N tot = N − = T 0 − T 3 (t 0 ) excitation quanta residing in the magnetron oscillator. While the pulse of electric quadrupole radiation acts on the ion the expectation value of the Bloch vector operator performs its precessional and nutational motion according to Eq. (72). After the pulse has terminated at time t 1 = t 0 + τ the expected numbers of modified cyclotron and magnetron quanta are given by N + (t 1 ) = T 0 + T 3 (t 1 ) and N − (t 1 ) = T 0 − T 3 (t 1 ) , respectively. Observing that T 0 = N tot /2 = − T 3 (t 0 ) we can formulate the normalized result for the excitation of the modified cyclotron motion for general δ, τ, and g in terms of the one-pulse profil function:
Inserting the results from Eqs. (71) and (72) we find that the explicit expression for F 1 is given by the 33-element of the matrix M(τ; δ, g), Eq. (70),
The same expression would have been obtained by assuming the ion at time t 0 to be in a pure quantum state |ψ , using Eqs. (41) and (42), and arguing that
Exactly on resonance (δ = 0) the one-pulse profil reduces to F 1 (δ = 0; τ, g) = sin 2 gτ. This tells us that the initially pure magnetron motion has been transformed completely into pure modified cyclotron motion after the conversion time τ c = π/2g. If the pulse of quadrupole radiation acts for a time longer than τ c the transformation is reversed until for τ = 2τ c we again have pure magnetron motion. This transformation continues in a periodic fashion.
It is evident that the conversion time τ c = π/2g represents a natural time unit for our study. Thus introducing the dimensionless variables θ 1 = τ/τ c and η = δ/2g to describe duration and detuning of a pulse of quadrupole radiation, the result of the conversion process as a function of θ 1 and η can be visualized by a universal profile function
which is equivalent to Eq. (81). Fig. 2 shows a three-dimensional plot of this function. A section through this plot corresponding to a plane θ 1 = const produces the line profile as a function of detuning, or more precisely of η = δ/2g, to be expected in an experiment.
As an example we show in Fig. 3 the line shapes to be expected after pulses of duration τ = τ c (θ 1 = 1, solid line) and τ = 3τ c (θ 1 = 3, dashed line). 
The two-pulse excitation scheme
The excitation of a physical system by two time separated pulses of radiation with a well-defined phase relation is the central idea of Ramsey's method. To understand qualitatively what kind of result we may expect from this method we first recall the well-known experiment of diffraction of a plane scalar wave u from a double slit. Denote the width of each of the two slits by a, the distance between the two slits by d, the wavelength of the scalar wave by λ, then the intensity of the diffracted wave on a distant screen is found to be I = |u| 2 of the particle increases, at the same time the momentum uncertainty decreases, which is reflected in the decreasing width of the central diffraction peak. For more easy comparison with the analysis in the timelike domain we now change the notation to η = sin α, θ 1 = 2a/λ, and θ 0 = 2d/λ. With suitable normalization of the incoming plane wave the intensity of the wave diffracted from the double slit is then given by
Consider next the timelike analogue to the double slit experiment, namely the Fourier transform with respect to time of a sequence of two wave trains of a scalar wave with circular frequency ω 0 and with a well-defined phase relation, 
Introducing the time unit τ c = π/2g and the dimensionless variables η = δ/2g, θ 0 = τ 0 /τ c , and θ 1 = τ 1 /τ c the intensity is given by Eq. (84) above, i.e., the expression is exactly analoguous to the result of the doubleslit experiment. It can therefore be interpreted in a similar fashion in terms of a time-energy uncertainty relation. Eq. (84) describes a pattern of peaks, separated by the first class and second class zeroes. In particular, the central peak is limited by the zeroes at η 0 = (θ 0 + θ 1 ) −1 . Keeping in mind these preparatory remarks we now turn to the discussion of the two-pulse excitation scheme for ion motion in the Penning trap. The most general and also the conceptually most transparent approach is again based on the concept of the Bloch vector operator and its expectation value. The simplest possible Ramsey excitation scheme uses two pulses of quadrupole radiation with equal phase φ d (t), of equal duration τ 1 and equal amplitude g, separated by a waiting time interval τ 0 . We treat the simplest possible initial condition, Eq. (75), assuming that at time t 0 all oscillator quanta are in the magnetron mode. All we have to do is to follow the time development of the expectation value of the three-component of the Bloch vector operator during the time interval of interaction between ion and quadrupole radiation, t 0 ≤ t ≤ t 1 = t 0 + τ 0 + 2τ 1 , using our previous result Eq. (72). The quantity of interest to us is the ratio of the expectation value of the number of quanta in the modified cyclotron oscillator after the excitation process has been completed, N + (t 1 ) = T 0 + T 3 (t 1 ) , to the total number of quanta present in the system, N tot = 2 N 0 = N − (t 0 ) , as a function of δ, τ 0 , τ 1 , and g. This general function shall be described as the two-pulse profile function
In order to calculate this function we start with the general solution for the time development of the Bloch vector operator, Eq. (72), or more precisely, with its expectation value ⎛ ⎜ ⎝ T 1 (t 3 )
On account of Eq. (71) the product of the three propagator matrices P can be reduced to
Here we have introduced the two-pulse Ramsey matrix R (2) (δ; τ 0 , τ 1 , g ), defined as a product of propagation matrices M(τ 1 ; δ, g) (see Eq. (70))
To calculate the two-pulse profil function we need only the three-component T 3 (t 0 + τ 0 + 2τ 1 ), moreover the initial condition Eq. (75) tells us that T 1 (t 0 ) = T 2 (t 0 ) = 0. Therefore it is sufficient to find the detailed expression for R (2) 33 (δ; τ 0 , τ 1 , g). Using Eq. (70) one finds after laborious algebra the following result for the two-pulse profile function (Fig. 4 ) Fig. 4 . Typical paths on the unit sphere traced out by the tip of the normalized Bloch vector during Ramsey excitation (heavy lines), assuming that the ions are initially in a state of pure magnetron motion and hence the paths start out at the south pole. In the case of exact resonance the tip of the Bloch vector moves during the first excitation pulse of duration τ 1 = τ c /2 along the meridian from the south pole to the equator, during the waiting time τ 0 it stays at rest, during the second excitation pulse τ 1 it continues to move along the meridian from the equator to the north pole, where we have achieved complete conversion to modified cyclotron motion. On the other hand, for detuning δ = 0 the tip of the Bloch vector moves during the first excitation pulse τ 1 from the south pole to some point south of the equator along a circular arc, which is inclined with regard to the 2 3 -plane by an angle of γ = arctan(δ/2g), during the waiting period τ 0 it continues along a parallel to the equator for an arc distance ∝ δτ 0 , during the second excitation pulse τ 1 it moves again along an inclined circular arc. The end point reached at the completion of Ramsey excitation scheme indicates what degree of conversion of magnetron into modified cyclotron motion has been achieved by this procedure.
It is interesting to note that in its second formulation this result (after appropriate matching of the notation) corresponds exactly to Eq. (12) in Ramsey's paper [3] , where the method of separated oscillating fields is discussed in the original context of molecular beams passing through magnetic fields. As in the discussion of one-pulse quadrupole excitation an alternative way of reasoning exists, starting from the assumption that in the Heisenberg picture our physical system is characterized by a state vector |ψ , and observing that after the two-pulse Ramsey excitation the expectation value for the number of modified cyclotron quanta is
Here we have to insert our results on the time development of the modal annihilation and creation operators, Eq. (42), formulated in terms of complex 2 × 2matrices. Again it is convenient to introduce a Ramsey matrix
The initial condition Eq. (75) implies a + (t 0 )|ψ = 0, so that only the 12-element of the Ramsey matrix needs to be calculated. We obtain
The square of the norm of this equation becomes
Remembering that N − (t 0 ) = N tot = 2 N 0 the two-pulse profil function can now be written as
The matrix element R
12 must now be calculated using the complex 2 × 2 matrix M in Eq. (41). This approach leads to the same result (91) as the previous one, but it has the advantage that it yields directly an expression of the form |R From the viewpoint of the experiment the most interesting case assumes the total interaction time of the quadrupole radiation to be exactly equal to the conversion time τ c , that means θ 1 = 0.5. Then for η = 0 and any value of θ 0 the profile function is f 2 (0; θ 0 , 0.5) = 1. Fig. 5 shows the landscape generated by f 2 (η; θ 0 , θ 1 = 0.5). Sections through this landscape at constant waiting time θ 0 generate the line shape expected to be seen in experiment. Fig. 6 shows a typical line shape for two-pulse Ramsey excitation, calculated for a waiting time θ 0 = 1.5 in comparison to the line shape for one-pulse excitation.
It is interesting to observe that by the use of the Ramsey method complete conversion of pure magnetron motion into modified cyclotron motion becomes possible even at off-resonance frequencies (δ = 0), as long as the condition η 2 = (δ/2g) 2 ≤ 1 is satisfied. In different words, pulse duration θ 1 and waiting time θ 0 can be chosen in such a way that a given sideband in the range −1 ≤ η ≤ +1 provides complete conversion. To obtain this result we determine the pulse duration θ 1 so that the tip of the normalized Bloch vector (see Fig. 1 ) with the initial components (0, 0, −1) follows the heavily lined circular arc from the south pole all the way up to the equator. On the equator the 3rd component T 3 must vanish, thus the pulse duration is determined by the condition that the 33-element of the matrix (70) vanishes, M 33 = 0. In dimensionless variables this condition reads η 2 + cos(πθ 1 1 + η 2 ) = 0, with the solution
During the waiting period θ 0 the tip of the Bloch vector moves along the equator until it intersects the upward directed branch of the other heavily lined circle ( Fig. 1 ) that passes through the north pole, in addition it may eventually fully circle the equator several times. Finally during the second Ramsey pulse the tip of the Bloch vector moves along this upward directed circular arc to the north pole. The appropriate value of the waiting time follows from the condition for complete conversion, f 2 (η; θ 0 , θ 1 ) = 1. Using the above result for θ 1 one determines the waiting time to be
where the integer n tells us that we have achieved complete conversion for the n th sideband. The mechanism just described also explains qualitatively why with standard Ramsey excitation (θ 1 = 0.5) the sidebands nearest to the central peak are very prominent. The reason is that for the parameters of these sidebands the Eqs. (97) and (98) There are various ways to generalize these considerations. For example, previously we assumed the second pulse of quadrupole radiation to be exactly in phase with the first pulse. We might, however, apply this second pulse with a phaseshift χ relative to the first pulse. Then the calculation of the Ramsey matrix R (2) (δ; τ 0 , τ 1 , g, χ) requires a slight modification. On the basis of Eq. (42) the time development of the system is now described by
From this relation we extract the complex 2 × 2 Ramsey matrix Again the two-pulse profile function is obtained as
12 (δ; τ 0 , τ 1 , g, χ)| 2 , by expansion of this expression we find
In his Nobel lecture [4] Ramsey draws attention to the fact that dispersion type line shapes provide maximum sensitivity for detecting small shifts in the resonance frequency. In fact, for the experimental setup considered in this paper an additional phase of ±π/2 for the second pulse of quadrupole radiation shifts the line pattern in such a way that the exact resonance frequency (η = 0) lies exactly in the middle of the steep slope of the central Ramsey fringe, see Fig. 8 .
It is of interest to relate the two-pulse profile function with phaseshift to our previous discussion of the Fourier transform of a sequence of two wave trains of a scalar wave, Eq. (85). As in the case of one-pulse excitation the substitution ω R = δ 2 + 4g 2 → δ (eqivalent to 1 + η 2 → η) transforms the two-pulse profile function Eq. (101) into the Fourier transform of a two-pulse wave train Eq. (85). Thus we can conclude that aside from fine details of the line shape the gross structure of expression (101) is determined by the Fourier transformation.
For yet another generalization we admit that the two Ramsey pulses may be of unequal duration τ 1 , τ 2 . The same kind of reasoning as before results in the generalized two-pulse profile function
For τ 2 = 0 this expression reduces to the one-pulse profile function F 1 (δ; τ 1 , g). Keeping τ 1 + τ 2 = τ tot constant, the smallest width for the central Ramsey fringe is obtained for the symmetric situation τ 1 = τ 2 = τ tot /2, which therefore appears to be experimentally the most interesting one.
Ramsey excitation in terms of classical trajectories
The study of classical ion trajectories can very much support our intuition about the mechanism of Ramsey excitation. Basically one is interested to follow the trajectory of an ion with given initial position x 0 = x(t 0 ), y 0 = y(t 0 ) and given initial velocity v x0 =ẋ(t 0 ), v y0 =ẏ(t 0 ) through the various stages of the Ramsey excitation procedure. As described in a preceding section, the operators x, y,ẋ, andẏ are related to the annihilation and creation operators a ± and a † ± by Eqs. (16) , (17) , (19) , and (20) . Taking the expectation value of these equations for a coherent state |α + (0), α − (0) , using Eq. (46), one obtains the initial data of the trajectory in terms of the initial complex amplitudes α + (0) and α − (0) of the magnetron and modified cyclotron harmonic oscillators. Inverting these equations we find Fig. 9 shows the ion trajectory with starting point x 0 = 1, y 0 = 0 as it develops during a full Ramsey excitation cycle, assuming that the driving quadrupole field is exactly in resonance (δ = 0).
For slightly different initial velocities v x0 = ω − y 0 + δv x0 , v y0 = −ω − x 0 + δv y0 a small amount of modified cyclotron motion is present from the beginning, with a modified cyclotron radius R + (0) = ω
. A representative example is illustrated in Fig. 10. 
More general excitation schemes
A systematic exploration of the advantages offered by Ramsey's method of separated oscillating fields would be incomplete without a first look at more complicated excitation schemes using three or more pulses of quadrupole radiation, even though useful applications of such excitation schemes in the field of high-accuracy mass spectrometry may not yet be in sight. We restrict our discussion to the simplest and most symmetric schemes using three, four, or five pulses of equal duration τ 1 and equal waiting times τ 0 between the pulses. The procedure for deriving the n-pulse profile function F n (δ; τ 0 , τ 1 , g) follows the line of arguments in the preceding subsection. Thus we start with the statement
In order to calculate T 3 (t 2n−1 ) , where for brevity we have written t 2n−1 = t 0 + (n − 1)τ 0 + nτ 1 , we use again our general solution for the time development of the Bloch vector operator, Eq. (72). Similar reasoning as above yields the general result ⎛ ⎜ ⎝ T 1 (t 2n−1 ) with the n-pulse Ramsey matrix
Finally taking into account the initial condition T 1 (t 0 ) = T 2 (t 0 ) = 0 and the fact that the calculation of F n requires only the component T 3 , which is not affected by N(φ d (t)), we arrive at
The evaluation of this expression requires cumbersome algebra. More convenient is the alternative approach of arguing that
where R 
The n-pulse profile function is then represented as the absolute square of a complex quantity, 
This expression has been evaluated explicitely for n = 3, 4, 5, the results are quoted below using the dimensionless variables η = δ/2g, θ 0 = τ 0 /τ c , and θ 1 = τ 1 /τ c . To reduce the formulas to a manageable size the following abbreviations are used, C = C(η, θ 1 ) = cos π 2 θ 1 1 + η 2 , S = S(η, θ 1 ) = sin π 2
For completeness the one-and two-pulse profile functions are also listed in this notation. 
These profile functions depend on the three variables η, θ 0 , and θ 1 . For a visualization by a three-dimensional surface we must keep one of them fixed. From the experimental viewpoint the most interesting choice is nτ 1 = τ c , in which case the total duration of all n pulses equals the conversion time τ c at resonance. This choice translates into the dimensionless variables as θ 1 = n −1 . As a representative example we display in Fig. 11 the profile landscape for five-pulse excitation. Sections through the landscape at constant τ 0 provide the desired line shapes as a function of η. Fig. 12 shows the line shapes for two-, three-, four-, and five-pulse excitation, assuming the total excitation time nτ 1 = τ c . Wheras for n = 2 the pattern consisted of a central peak with large satellite peaks, for larger n many of the satellite peaks shrink into little ripples. The valleys between large peaks become wider, showing n − 2 ripples at the bottom. 
Concluding remarks
The work described in this paper on the one hand intends to clarify conceptual problems connected with the application of Ramsey's method of separated oscillating fields to the physics of ion motion in a Penning trap, on the other hand it provides a detailed theory of the resonance line shapes, intended for application in high-accuracy mass spectrometry. To start with we required a simple and exactly solvable model for the interaction of an external rf-quadrupole field with an ion confined in an ideal Penning trap. Here the viewpoint of quantum theory was most helpful. The essence of the interaction is the absorption of a photon of the driving quadrupole field with frequency ω d ≈ ω c with simultaneous creation of a quantum of modified cyclotron energyhω + and annihilation of a quantum of (negative) magnetron energyhω − , together with the inverse process. An important feature of this interaction is that the total number of oscillator quanta in the system remains constant. As a consequence the expectation value of the Bloch vector, i.e., a vector operator constructed from the creation and annihilation operators of the modified cyclotron and magnetron oscillators and possessing the commutation rules of an angular momentum, is a conserved three-vector that performs precessional and nutational motions which can be visualized on the surface of a sphere. By means of this concept a close analogy to nuclear-magnetic-resonance can be established. This appears to be a very valuable insight. For the application to precision mass spectrometry the crucial step is the resonant conversion of magnetron motion into modified cyclotron motion for the ions caught in the precision trap. The probability of this conversion process is determined by the 3-component of the Bloch vector T 3 . Therefore, in order to gain information on the conversion process we study the dependence of the Bloch vector on the duration and structure of the pulses of the external rf-quadrupole radiation, in particular we study the dependence on the detuning in order to learn about the line shapes. In the Ramsey technique the entire amount of rf-quadrupole radiation that is necessary at the resonance frequency ω c for a complete conversion of the magnetron mode into the modified cyclotron mode is applied in two or more pulses with waiting times in between. The theoretically expected line shapes have been calculated for two-, three-, four-, and five-pulse conversion. The central peak is found to become narrower with increasing waiting time, we interpret this as a consequence of the time-energy uncertainty relation. Finally we ask, why does Ramsey's method work at all? There are no interfering waves of any kind, only several pulses of coherent radiation applied at distinct, non-overlapping time intervals. The answer is that during the waiting times an important phase is changing proportional to the detuning and to the waiting time. The phase gain δτ 0 brings about the dramatic narrowing of the resonance lines.
