The goal of the paper is to estimate the pose, normalize the pose, and remove the illumination to recognize the face. The training section includes the techniques Affine Transformation and DCT. During the testing section the estimation of pose is calculated and later normalized frames of the pose variant frames and illumination variant frames of the testing person are obtained by using Affine Transformation and DCT methods respectively. Once the normalization and illumination removal methods are done, face recognition is carried out. The features are extracted using the principle component analysis; later face recognition is carried out by matching the obtained features with the database features. Once the normalization and illumination removal methods are done, face recognition is carried out. The features are extracted using the principle component analysis; later face recognition is carried out by matching the obtained features with the database features.
I. Introduction
In the recent years, the research based on face recognition has been significantly increased. Research works have focused on factors like illumination, pose, identity, facial expression, hair style, aging, make-up, scale etc [1, 2] . Out of these factors the main problems are illumination and pose. Disadvantage of illumination is computational cost. Storing large number of views of each image is a difficult task. Varying illumination and pose normalization is the challenging problem. Variations between the images of the same face due to illumination are almost always larger than the image variations due to change in face identity [3] . So, it is difficult for the computer to do the face recognition when the input images and gallery images are different. And in recent years SVM classifier is used often because it gives superior recognition rate compared to other classifiers. SVM is mainly designed for binary decision problems. Multi-class SVM is used to solve the pose estimation problem.Decomposing the multi-class problems into several two-class problems is the popular method of using multi-class SVM [7] . In the proposed system the modification is done using two stages, training section and testing section. In the training section, the database is trained using Affine Transformation and DCT. In the testing section the image of the person to be recognized is given as input. Pose estimation is calculated by using Multi Class SVM algorithm [7] . The input may or may not have the pose and illumination variation. However the normalized image of the person is obtained using Affine Transformation [4] [11] [13] and DCT [5] [10] [13] techniques subsequently used for the dimension reduction and feature vector. The recognition is done by PCA algorithm [6] [14] to get the good accuracy. The proposed system is given in section 2. The proposed approaches are presented in Section 3.Section 4 includes experimental result and conclusion is given in section 5. Finally, the acknowledgement is given in section 6. Fig. 1 . The goal is to normalize the pose using Affine Transformation and remove the illumination using DCT are done first. The system overview is shown in Fig. 2 . At first the pose estimation is carried out by Multi-Class SVM method. Then normalization is done using Affine transformation to a non-frontal image. And illumination removal method is done using DCT algorithm [12] . Once the normalization technique is applied, all the images of different class are normalized to the frontal view. All classes of images are normalized to the same image size and the same distance between two eyes. The precise locations of irises can be got by the region growing search method [8] . Then illumination effect is removed. Once these two processes are completed an image is given for recognition. Face recognition process is done using PCA algorithm. Success result is then shown. In order to get the good accuracy and decrease the computation cost these algorithms are used.
II. System Overview

III.
Algorithms Used
Support Vector Machine for pose estimation
The support vector machine is originally a binary classification method [15] [16] . There are varieties of techniques used for the classification in SVM. They are One-against-all (OvA) and One-against-one (OvO). Consider there are many images which are arranged in a binary tree structure [17] . A SVM in each node (i.e. images) of the tree is trained using two of the classes. The algorithm then employs to measure the similarity between the remaining samples and two classes used for training. All samples in the node are assigned to the two sub nodes derived from the previously selected classes by similarity. This step repeats at every node until each node contains only samples from one class. The main problem is the training time which decreases the performance. An example of SVM that solves a 7 -class pattern recognition problem utilizing a binary tree, in which each node makes binary decision using a SVM, is shown on Fig. 3 . The hierarchy of binary decision subtasks should be carefully designed before the training of each SVM classifier. The SVM method that proposed is based on recursively dividing the classes in two disjoint groups in every node of the decision tree and training a SVM that will decide in which of the groups the incoming unknown sample should be assigned. The groups are determined by a clustering algorithm according to their 
Affine Transformation for pose normalization
A function between affine spaces which preserves points, straight lines and planes is called as affine transformation. It is a combination of translation and linear map. Affine Transformation in two dimensional includes translation, scaling, rotation, shear mapping. The method can be describes as follows, face region is divided into three rectangles. 
Discrete Cosine Transformation for illumination removal
DCT was categorized into four slightly different transformations named DCT-I, DCT-II, DCT-III, and DCT-IV [9] . The DCT is generally used in image processing and signal, mainly for lossy compression, because it has a steady energy compaction property. DCT will take the input, it does partition based on the co-efficient. After obtaining the coefficients, low frequency and high-frequency are separately modified to remove the illumination effect. After the removal of illumination effect details of the images are highlighted. The modified coefficients are used in order to reconstruct the new image via inverse discrete cosine transform. The reconstructed image is used for recognition process.
The 2D DCT of x matrixis defined as follows;
Where N is the length if the matrix x and x,y are the same size.
Principal Component Analysis for face recognition
Principal component analysis (PCA) is a statistical conversion process using orthogonal transform. It is possible to display a set of related variables. It is non-correlated linearly to set the value of the variable so-called Fig. 4 shows the face recognition system. "Face Recognition" generally involves two stages: 1. Face Detection: where a photo is searched to find any face, then image processing cleans up the facial image for easier recognition.
2. Face recognition: where that detected and processed face is compared to a database of known faces, to decide who that person.
Fig. 4: Face recognition system
PCA has been extensively employed for face recognition algorithms. It not only reduces the dimensionality of the image, but also retains some of the variations in the image data. Face image onto a feature space that spans the significant variations. The significant features are known as eigenvectors (principle component) of the set of faces they do not necessarily correspond to the features such as eyes, ears and noses. So to recognize a particular face it is necessary only to compare these weights to those individuals.
IV. Experimental Analysis
The proposed Video face recognition system is implemented in MATALB platform and it is evaluated using the dataset of FERET Face Database. All face images are normalized according to the different criterions associated with different pose classes. All the frames in the database are masked. Fig. 5 represents the sample frames set for normalization process and the Fig. 6 represents the sample frames set for lamination variant process. In the normalization process the normalized frames are obtained by Affine Transformation method and in the illumination invariant process the removal of illumination effect images are obtained by DCT. Fig. 7 A Novel Based Approach For Pose Estimation And Normalization Using Multi-Class Svm And Affine.. DOI: 10.9790/0661-1804014348 www.iosrjournals.org 47 | Page represents the normalized image after normalization process and Fig. 8 represents the illumination removal image after illumination invariant process subsequently, obtained normalized images are subjected to face recognition using PCA. 
V. Conclusion
The pose normalization algorithm based on the statistical transformation is presented in this paper. The proposed algorithm can solve the pose-invariant face recognition problem, especially when face rotation angle is less than 30 degree. Experiments show that the method has a good performance for normalize the non-frontal face images, and can dramatically increase the recognition rate with a very low time complexity. The results of the pose estimation show that the speed of training and testing are improved, while keeping comparable or offering better recognition rates than the other SVM multi-class methods. The experiments showed that this method becomes more favourable as the number of classes in the recognition problem increases.The deal with the illumination problem to make face recognition robust to illumination variations is given in this paper. This method is based on the modification of discrete cosine transform coefficients. The experimental results show that 100% face recognition rate was achieved on FERET Datasets. Then PCA method is used for face recognition process. Facial features are extracted by the PCA method, which reduces the dimensionality of the original face images while preserving some discriminating features within the training images. After performing the PCA, structural information is acquired corresponding to each person from lower dimensional training images. The experimental results obtained on both the face databases are found to be quite promising and better than some of the PCA-based methods reported earlier.
