We review theoretical and numerical studies of the inverse problem of electrical impedance tomography which seeks the electrical conductivity and permittivity inside a body, given simultaneous measurements of electrical currents and potentials at the boundary.
Introduction
Electrical properties such as the electrical conductivity σ and the electric permittivity , determine the behaviour of materials under the influence of external electric fields. For example, conductive materials have a high electrical conductivity and both direct and alternating currents flow easily through them. Dielectric materials have a large electric permittivity and they allow passage of only alternating electric currents.
Let us consider a bounded, simply connected set ⊂ R d , for d 2 and, at frequency ω, let γ be the complex admittivity function
γ (x, ω) = σ (x) + iω (x),
where i = √ −1.
The electrical impedance is the inverse of γ (x) and it measures the ratio between the electric field and the electric current at location x ∈ . Electrical impedance tomography (EIT) is the inverse problem of determining the impedance in the interior of , given simultaneous measurements of direct or alternating electric currents and voltages at the boundary ∂ . Different materials display different electrical properties, as shown in tables 1 and 2, so a map of σ (x) and (x), for x ∈ , can be used to infer the internal structure in . Due to this fact, EIT is an imaging tool with important applications in fields such as medicine, geophysics, environmental sciences and nondestructive testing of materials. Examples of medical applications of EIT are the detection of pulmonary emboli [39, 83, 84] , monitoring of apnoea [1] , monitoring of heart functionand bloodflow [70, 89] andbreast cancer detection [39] . In geophysics and environmental sciences, EIT can be useful for locating underground mineral deposits [123] , detection of leaks in underground storage tanks [124] and for monitoring flows of injected fluids into the earth, for the purpose of oil extraction or environmental cleaning [125] . Finally, in nondestructive testing, EIT can be used for the detection of corrosion [127] and of small defects, such as cracks or voids, in metals [5, 6, 34, 63, 71, 129] . EIT has been studied extensively in the last two decades and substantial progress has been made in both the theoretical and applied aspects of the problem. At the same time, EIT remains an area of active research and it continues to pose a variety of challenging questions for theoreticians, numerical analysts and experimentalists alike. This paper is a survey of some mathematical results about the EIT problem. We review theoretical works on uniqueness of solutions, given full knowledge of the voltage to current (Dirichlet-to-Neumann) map, as well as the continuous dependence (or lack of it) of solutions, on the boundary data. A strong emphasis is put on numerical reconstructions of function γ , in the interior of . For issues of experimental design, which are briefly mentioned but largely ignored in this survey, we refer the reader to works such as [39, 135] (and the references within).
The paper is organized as follows: in section 2, we describe the mathematical model for EIT. Basically, all of the surveyed results assume a simple, continuum model for the boundary excitation. However, for completeness, we give a brief description of some of the proposed electrode models, as well. In section 3, we formulate the inverse EIT problem. We define the Dirichlet-to-Neumann (DtN) and Neumann-to-Dirichlet (NtD) maps and we review some of their properties, including their variational formulations. In section 4, we review the injectivity of the forward map. High-contrast EIT is reviewed in section 5. Even though uniqueness of solutions of the inverse problem holds for a large class of admittivity functions (section 4), the inverse map is typically discontinuous and the EIT problem is ill-posed, as we discuss in section 6. Numerical reconstruction algorithms are reviewed in section 7. Some brief references to other problems related to EIT are made in section 8. Finally, in section 9, we present conclusions and a few suggestions for future work.
The mathematical model
Time-harmonic electric and magnetic fields E(x, t) = Re{E(x, ω)e iωt }, H(x, t) = Re{H(x, ω)e iωt }, satisfy Maxwell's equations ∇ × H(x, ω) = γ (x, ω)E(x, ω), ∇ × E(x, ω) = −iωµ(x)H(x, ω), (2.1) where µ(x) is the magnetic permeability and Re{ f } denotes the real part of a complex function f . EIT operates at low frequencies ω, in a regime with admittivities γ and length scales L satisfying ωµ|γ |L 2 1, such that, after a simple scaling analysis [39] , equations (2.1) are approximated by
∇ × H(x, ω) = γ (x, ω)E(x, ω),
∇ × E(x, ω) = 0.
(2.2)
We define the scalar electric potential φ and the vector-valued, time-harmonic electric current density I(x, t) = Re{j(x, ω)e iωt }, as E(x, ω) = −∇φ(x, ω), ∇ × H(x, ω) = j(x, ω), (2.3) such that the first equation in (2.2) becomes Ohm's law
j(x) = −γ (x, ω)∇φ(x, ω). (2.4)
Note that the density of dissipated energy, averaged over a period of oscillations, The majority of the reviewed results assume isotropic materials with admittivity γ (x, ω) a scalar-valued, L ∞ ( ) function, where is the closure of the domain. Nevertheless, some theoretical studies for anisotropic materials are mentioned as well (see section 4.4).
The continuum model
By definition, j is divergence free so Ohm's law (2.4) gives the partial differential equation
which we take with either Dirichlet boundary conditions
or Neumann boundary conditions
γ (x, ω)∇φ(x, ω) · n(x) ≡ γ (x, ω) ∂φ(x, ω) ∂n = I (x, ω)
at ∂ , such that ∂ I (x, ω) ds(x) = 0, (2.8) where n(x) is the outer normal at x ∈ ∂ .
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Assuming (2.5) and γ (x, ω) ∈ L ∞ ( ), the Dirichlet boundary value problem (2.6), (2.7), for arbitrary V ∈ H 1 2 (∂ ), has a unique solution φ(x, ω) ∈ H 1 ( ), at least in the weak sense [68] . The Neumann boundary value problem (2.6), (2.8), for I ∈ H − 1 2 (∂ ), has a unique solution φ(x, ω) ∈ H 1 ( ), up to an additive constant [68] , which we fix by choosing the ground as which, by (2.4) , are equivalent to (2.6), (2.8) . In particular, we have that (2.10) has a unique solution j(x, ω) ∈ L 2 ( ), which is related to electric potential φ(x, ω) ∈ H 1 ( ), a solution of (2.6), (2.8) , by Ohm's law (2.4) .
Boundary value problems (2.6), (2.7); (2.6), (2.8) or, equivalently, (2.10), for a known function γ (x, ω) in and data I (x, ω) or V (x, ω), given for all x ∈ ∂ , are referred to as continuum, forward mathematical models for EIT.
Modelling the electrodes
In practice, we do not know boundary current I (x, ω) for all x ∈ ∂ . What we actually know are currents sent along wires which are attached to N discrete electrodes, which in turn are attached to the boundary ∂ [135] . Then, the question is how to model the electrodes?
The gap model approximates the current density by a constant at the surface of each electrode and by zero in the gaps between the electrodes. This model is appealing because of its simplicity but it is not accurate [90] . A better choice is the complete model proposed in [135] . Suppose that I l (ω) is the electric current sent through the wire attached to the lth electrode. At the surface S l of this electrode, the normal current density satisfies
In the gaps between the electrodes, we have
At the contact of S l with ∂ , there is an electro-chemical effect which gives rise to a thin, highly resistive layer. This is taken into account by the surface impedance z l (ω) and 13) where V l (ω) is the measured voltage at the lth electrode. Finally, due to conservation of charge and, by the choice of ground,
It is proved in [135] that equations (2.6), (2.11)-(2.14) have a unique solution and that they predict experimental data with errors less than 1%. However, this complete model is more complicated than the continuum one and the inverse problem based on it remains essentially unstudied from the theoretical and numerical reconstructions points of view. Consequently, in the remainder of this survey, we concentrate on the continuum model.
Formulation of the inverse problem
In EIT, the admittivity function γ (x, ω) is unknown and it is to be determined from simultaneous measurements of boundary voltages V (x, ω) and current densities I (x, ω), respectively. In this section, we define the DtN and NtD maps which relate V (x, ω) to I (x, ω). These maps depend nonlinearly on the unknown γ (x, ω) and they are data in inversion. We review some properties of these maps and we formulate the inverse problem. 
The Dirichlet-to-Neumann and the Neumann-to-Dirichlet maps
where f (x) is the complex conjugate of f (x), and we have
In particular, if we let V (x, ω) = W (x, ω) in (3.2), we observe that V, γ V = 0 if and only if ∇φ(x, ω) = 0 almost everywhere in (recall assumption (2.5)). Hence, the DtN map has a nontrivial null space: null{ γ } = {V (x, ω) = constant}. In the static case ω = 0, we have γ (x, 0) = σ (x) and γ ≡ σ satisfies the following lemma.
Lemma 1. σ is a self-adjoint, positive semidefinite map with variational formulation
3)
The self-adjointness of σ follows immediately from (3.2) and the Dirichlet variational principle (3.3) can be found, for example, in [44] .
When ω = 0, γ is complex-symmetric but not self-adjoint, and it has the following variational formulation.
Lemma 2. Let the boundary potential be V
(x, ω) = V R (x, ω) + iV I (x, ω), where V R and V I are real-valued functions in H 1 2 (∂ ). Then, Re V , γ V = min u R | ∂ =V R max u I | ∂ =V I Re{γ ∇(u R + iu I ) · ∇(u R + iu I )} dx = min u R | ∂ =V R max u I | ∂ =V I (∇u R , ∇u I ) σ −ω −ω −σ ∇u R ∇u I dx,(3.
4)
and
Variational principles (3.4) and (3.5) are derived and analysed in [40, 67] . Note that, at the saddle point, functions u R (x, ω) and u I (x, ω) in (3.4) and (3.5) are the real and imaginary parts of electric potential φ(x, ω), the solution of (2.6), (2.7).
Variational principles (3.3)-(3.5) have been used extensively in the analysis and the numerical solution of both forward and inverse problems. In this survey, we review their use in studies of high-contrast materials (see section 5) and in numerical reconstructions of γ (x, ω) (see section 7.2.2).
The mathematical formulation of EIT, as first posed by Calderón [33] , is as follows. In practice, it is not advisable to work with the DtN map. Instead, one uses the NtD map ( γ ) −1 which, as shown below, is smoothing and therefore better behaved for noisy measurements. Nevertheless, in theory, both maps contain the same information and, usually, the DtN map is used for convenience.
The NtD map ( γ )
is defined on the restricted space of currents
and, for any 
That ( σ ) −1 is self-adjoint and positive definite follows easily from integration by parts, in a calculation similar to (3.2) . The Thompson variational principle (3.7) is proved in [44] .
When ω = 0, we find, similar to lemma 2, that ( γ ) −1 is complex symmetric but not self-adjoint. Furthermore, the real and imaginary parts of quadratic forms I , ( γ ) −1 I have saddle point variational principles, similar to (3.4) and (3.5) (see [40, 67] ).
Independent of the frequency ω, we note that ( γ ) −1 is the generalized inverse of γ . More explicitly, the quadratic forms of the DtN and NtD maps are related by duality relations, which we give below for the dc problem.
Lemma 4.
In the static case ω = 0, we have the convex duality relations
The proof of lemma 4 can be found, for example, in [64] . Duality relations for the complex problem ω = 0 can be found in [40, 67] . 
Imaging with incomplete, noisy data
In practice, we do not have full knowledge of maps ( γ ) −1 or γ , respectively. Instead, we have a set of N experiments, where we define an excitation pattern I e (x, ω) ∈ J and we measure the resulting voltage V e (x p , ω), at discrete locations x p ∈ ∂ of the electrodes, along the boundary. In figure 1 , we illustrate two experimental setups. Excitation current I e is injected (extracted) at some electrodes and the resulting voltage is measured at all or some of the electrodes. The first setup is typical of medical applications, where one has access at all points of the boundary. The second setup is typical of geophysics applications, where measurements can be made at the earth's surface or in some boreholes. In any case, we say that we have partial knowledge of the NtD map and, furthermore, the data V e are usually contaminated with noise. The practical EIT problem is the following. All theoretical results reviewed in this paper assume full knowledge of the DtN (NtD) maps (see definition 1). However, most numerical reconstructions use the more realistic definition 2 of EIT.
Uniqueness of solutions
In this section, we address the identifiability question: given the boundary measurements, can we uniquely determine γ (x, ω) in ?
In some important applications, such as nondestructive testing, the unknown γ can be restricted to a special class of functions. For example, we can suppose that γ (x, ω) takes two known values γ 1 or γ 2 , for x inside or outside an unknown, possibly multiple-connected subdomain D of . Then, it is possible to identify γ with less than full knowledge of the DtN map (see for example [92, 93] and the references within).
We assume here full knowledge of γ , as was done initially by Calderón in his influential paper [33] , and we review some of the important results on the injectivity of the DtN map, for a large class of functions γ . We begin with the identifiability of γ at ∂ (section 4.1), after which we address the uniqueness of solutions in the interior of (sections 4.2, 4.3). In section 4.4, we discuss the anisotropic problem, where γ is tensor valued. Finally, we consider the EIT problem for discrete resistor networks in section 4.5.
Uniqueness and continuous dependence at the boundary
The first proof of unique identifiability of σ and its normal derivatives at the boundary, by the DtN map σ , has been obtained by Kohn and Vogelius [105] , under the assumptions that is a bounded, C ∞ domain, and σ is an L ∞ ( ), strictly positive function, which is C ∞ in a neighbourhood of ∂ . To prove uniqueness at an arbitrary x 0 ∈ ∂ , they used energy estimates and carefully designed boundary data V ∈ H 1 2 (∂ ), which are highly oscillatory and vanish outside a small neighbourhood of x 0 . Such boundary conditions ensure that the solution of (2.6), (2.7) decays rapidly away from x 0 , and is thus suitable for determining σ at this point.
By using techniques of microlocal analysis, Sylvester and Uhlmann [145] give explicit reconstruction formulae for σ and its normal derivatives at ∂ , under the assumptions that is bounded and C ∞ , and σ ∈ C ∞ ( ), such that σ is a pseudodifferential operator of order 1 (see [32] ). Take x in the vicinity of x 0 ∈ ∂ and let x − x 0 = (z , z n ), where z ∈ R n−1 and z n = 0 for x ∈ ∂ . The symbol of σ is given by (see [145] )
where a(z , ξ ) is homogeneous of degree 0 in ξ and it is determined by the normal and tangential first derivatives of σ , at (z , 0). Term r (z , ξ ) in (4.1) is a classical symbol of order −1 and it is determined by higher order normal and tangential derivatives of σ , at (z , 0). Then, from the definition of symbol σ and (4.1), the boundary reconstruction is
Normal derivatives of σ , at ∂ , can be determined inductively. For example, the first normal derivative ∂σ (z , 0)/∂n is given by the principal symbol of map σ − σ | ∂ 1 , where σ | ∂ denotes the trace of σ at the boundary and 1 is the DtN map for a constant conductivity, equal to 1. Boundary reconstructions are also given by Nachman [117] . His technique does not require that σ be a pseudodifferential operator and, as a result, the previous assumptions are relaxed to a C 1,1 boundary ∂ , and conductivity σ ∈ C 1,1 ( ). Nachman's formulae for conductivity σ and its normal derivative at ∂ are
respectively, where S 0 is the single layer potential operator 
where C is a constant depending on and dimension d.
The proof of (4.5) is given in [145] . It is also shown there that, if σ 1 and σ 2 are Lipschitz continuous,
is bounded in terms of
, as well. Note in particular that the stability estimates derived in [145] imply uniqueness of a Lipschitz-continuous conductivity and its normal derivative at ∂ , as follows. Take a C ∞ ( ) function σ 1 in (4.5) and let σ 2 be its Lipschitz continuous approximation. Then,
is bounded in terms of the approximation error σ 1 − σ 2 L ∞ ( ) (see [145] ). Since σ 1 and
∂n are uniquely determined at ∂ by σ 1 (see [105] ), the uniqueness of the Lipschitz conductivity at ∂ follows from stability estimate (4.5). Similarly, uniqueness of the normal boundary derivative of a Lipschitz conductivity function follows from the stability bound on [145] . We conclude with the observation that explicit reconstruction formulae in the interior of are not possible, in general, but uniqueness still holds, as shown next.
Uniqueness in the interior. The linearized problem
The EIT problem was first posed by Calderón, in the fundamental paper [33] . He considered the static case ω = 0, where Dirichlet variational principle (3.3) applies, but his results extend to the complex case ω = 0, as well. Let us polarize the quadratic form (3.3) and obtain
where φ and ψ are solutions of (2.6), (2.7), for ω = 0 (i.e. γ = σ ) and Dirichlet data V and W , respectively. Recall that σ is self-adjoint and note that
Calderón proved that map Q σ is analytic and that its Fréchet derivative at
where φ 0 and ψ 0 ∈ H 1 ( ) are solutions of
Then, the linearized map is injective, if the products ∇φ 0 · ∇ψ 0 are dense in L 2 ( ). Calderón considered linearization at a constant, say σ 0 = 1, and he assumed that h(x) vanishes near ∂ . To prove injectivity of the linearized map
for all harmonic functions φ 0 , ψ 0 , in . In particular, he chose harmonic functions
where
Then, using (4.10) in (4.9) and extending h(x) to 0 outside domain , 12) such that, by the Fourier inversion formula, h(x) = 0 everywhere in R d . Equivalently, the linearized map at constant σ 0 is injective. Complex exponentials (4.10) are of great importance in the theoretical study of nonlinear EIT (see section 4.3) and they allow an explicit reconstruction of h(x), as follows [33] : let us suppose that the perturbation of σ is small, of order δ 1, and rescale h as h → δh, such that
x·ξ , W (x) = e −x·ξ for x ∈ ∂ , the boundary traces of harmonic functions (4.10). Calderón showed that
for some constant C, and he obtained
The accuracy of Calderón's reconstruction (4.13) has been tested in [91] , for a unit disc and [91] ), where χ r p+1 is the characteristic function of a disc of radius r p+1 , concentric with . As expected, the reconstruction is accurate if a 1. For larger a, (4.13) gives an infinite number of jump discontinuities of the reconstructed δh(x), with only the first discontinuity occurring at correct radius r .
Uniqueness in the interior. The nonlinear problem
Even though the analytic map Q σ has an injective Fréchet derivative at constant σ 0 (see section 4.2 and [33] ), the inverse of DQ σ 0 is unbounded and we cannot apply the implicit function theorem. In particular, the injectivity of DQ σ 0 does not imply the injectivity of nonlinear map Q σ , even for σ near a constant.
One of the first uniqueness results for nonlinear EIT is given by Kohn and Vogelius, for analytic σ , as an immediate corollary to their boundary identification result (see [105] and section 4.1). The extension to piecewise analytic conductivities, in C ∞ subdomains of analyticity, is done in [107] .
Uniqueness of piecewise constant σ , with piecewise smooth interfaces of discontinuity, in a domain which can be unbounded, is given by Druskin [58] . The extension to piecewise analytic σ is given in [59] . Druskin's approach is based on the theory of the Cauchy problem for elliptic second-order partial differential equations and it exploits heavily the properties of Green functions near the discontinuities of σ . Note that Druskin's results address inverse problems encountered in geophysics, where one does not have measurements everywhere around ∂ . For example, he shows that in three dimensions, measurements of σ V in an arbitrary two-dimensional subset of ∂ , guarantee uniqueness of σ in .
The question of injectivity of the nonlinear γ map, in dimensions d 3, is answered, for a large class of functions γ , by Sylvester and Uhlmann, in [144] . Their proof is extended to a reconstruction algorithm, by Nachman [117] . In two dimensions, the injectivity of the dc map σ is established by Nachman [118] , in a constructive proof which has been implemented in [134] . We review these fundamental results in sections 4.3.1-4.3.3. [144] discovered that complex exponentials (4.10) can also be used for variable functions γ , in the high-frequency limit |ξ| → ∞, where WKB-type estimates of the potential inside hold. Their fundamental uniqueness result is the following. 
Complex geometrical optics for Schrödinger's equation. Uniqueness in dimensions d 3. Sylvester and Uhlmann
Before describing Sylvester and Uhlmann's proof of theorem 2, let us note the following extensions: in [116, 117] , uniqueness is proved for a C 1,1 boundary and function γ ∈ C 1,1 ( ). Further extensions were obtained by Brown [29] for W 3 2 +δ ( ), δ > 0, conductivities and by Päivärinta et al [122] for Lipschitz conductivities. Note that the latter is the strongest known uniqueness result, for dimension d 3.
In [144] , Sylvester and Uhlmann begin their proof of theorem 2, by transforming the EIT problem into an inverse scattering problem for Schrödinger's equation
where is the Laplace operator,
The inverse scattering problem is:
and, since γ and its normal derivative are uniquely determined at ∂ (see section 4.1), the inverse scattering problem and the EIT problem are equivalent, for sufficiently smooth γ .
To obtain the injectivity of q , Sylvester and Uhlmann show first that (4.14) admits complex geometrical optics solutions
δ |ψ(x, ω; ξ)| 2 dx decays like 1/|ξ| 2 , for −1 < δ < 0 and |ξ| 1. Now, suppose that q 1 and q 2 are two scattering potentials, satisfying q 1 = q 2 . Due to the uniqueness of γ and its derivatives at the boundary, δq(x, ω) = q 1 (x, ω) − q 2 (x, ω) vanishes at ∂ and, by integration by parts,
where u 1 , u 2 are solutions of (4.14), for the same boundary data and scattering potentials q 1 and q 2 , respectively. Following Calderón's approach, Sylvester and Uhlmann take
and, by setting δq = 0 outside , they obtain δq(k, ω) = 0 for all k ∈ R d . Finally, by the Fourier inversion formula, the scattering potential q(x, ω) is uniquely determined by q and the admittivity γ is the unique solution of the Dirichlet boundary value problem
Even though most ingredients of Sylvester and Uhlmann's proof of theorem 2 hold in any dimension, the construction of the high-frequency complex vectors ξ 1 and ξ 2 , as needed in (4.20) , can be done only in C d , for d 3. Uniqueness in two dimensions is proved by Nachman [118] , who also uses complex exponentials but does not rely on the high-frequency limit, as we discuss in section 4.3.3.
Reconstructing the conductivity in dimensions d
3. The complex exponential solutions (4.17) have also been used by Nachman [117] for reconstructing σ ∈ C 1,1 ( ), given the map σ at the C 1,1 boundary ∂ . Nachman's algorithm begins with the inverse scattering problem for Schrödinger's equation (4.14) . At ∂ , σ and ∂σ/∂n are given by (4.3), (4.4), and the map q follows from (4.16). Inside , σ (x) can be calculated in terms of the scattering potential q(x), by solving boundary value problem (4.21). Hence, the problem reduces to finding the scattering potential q(x) from q .
Suppose that q(x) is compactly supported in and consider the scattering transform of q,
where u(x; ξ) are the geometrical optics solutions (4.17) (for ω = 0) and k ∈ R d . Nachman requires that both e −ix·(k+ξ) and e −ix·ξ be harmonic functions, so (k + ξ) · (k + ξ) = ξ · ξ = 0. For example, for any λ > 0, we can take ξ = −k/2 + a + ib, where a, b and k are orthogonal in R d and |a| = λ, |b| = λ 2 + |k| 2 /4, and we obtain the Fourier coefficients of q, in the limit λ → ∞ (i.e. |ξ| → ∞), aŝ
The remaining question is, how to find the scattering transform t (k, ξ) from q ? Using (4.14) in (4.22) , recalling that e −ix·(k+ξ) is harmonic and integrating by parts, we have
where 0 is the DtN map of Laplace's equation. Note, however, that only the leading term of u(x; ξ) at ∂ is known. The amplitude ψ(x; ξ) must be calculated, and we cannot simply solve (4.18), because q is not known. Instead, Nachman finds ψ at ∂ by solving the exterior problem
and, as |x| → ∞, w(x; ξ) = u(x; ξ) − e ix·ξ satisfies the radiation condition
is the Fadeev Green function of Laplace's equation. Nachman shows that f (x; ξ) = u| ∂ satisfies the integral equation of Fredholm type
f (y; ξ) ds(y), are single-and double-layer potentials, respectively. He also proves that the integral operator 1 2 I + S ξ q − B ξ is invertible and, moreover, (4.28) has a unique solution f (x; ξ) = u| ∂ , which belongs to H 3/2 (∂ ). The reconstruction process is completed by using the calculated u(x; ξ) at ∂ in (4.24), taking the limit (4.23) and finally, solving (4.21) for σ . Note that Nachman gives an alternative to formula (4.23), for q in terms of t, as well. Nevertheless, both formulae require high complex frequencies and they should be unstable in practice, due to exponential amplification of noise in q .
Uniqueness in two dimensions. Local uniqueness in two dimensions has been obtained for conductivities σ ∈ W
3,∞ ( ), which are approximately constant, by Sylvester and Uhlmann [143] . Further, Sun and Uhlmann [140] show that the space W 3,∞ ( ) of conductivities contains an open dense set O such that, if σ 1 and σ 2 are close to an element in O, σ 1 = σ 2 implies σ 1 = σ 2 . Other results, for quite special functions σ , are given by Sun [138, 139] and Sylvester [142] . However, the global two-dimensional uniqueness problem has been solved by Nachman [118] , in his fundamental theorem, as follows.
Theorem 3. Let be a bounded, Lipschitz domain in R
2 and take two positive conductivity functions
The first steps in Nachman's proof of theorem 3 have already been described in section 4.3.2. The EIT problem is transformed into the inverse scattering problem for Schrödinger's equation, the scattering transform t (k; ξ) is given in terms of q by equation (4.24) , and the trace of u(x; ξ) at ∂ is calculated by solving (4.28). However, q cannot be extracted from t by taking the high-frequency limit, since in two dimensions, there is not enough freedom to have ξ · ξ = (ξ + k) · (ξ + k) = 0 for arbitrary k ∈ R 2 , and |ξ| → ∞, at the same time. Instead, Nachman's proof proceeds as follows.
Let
In terms of the new variable ζ and z = x 1 + ix 2 , the scattering transform becomes
(4.30)
Nachman proves that µ(x; ζ ) is the unique solution of the ∂ equation
or, equivalently, of the integral equation
(4.32)
At low frequency ζ 1, the scattering transform is |t (ζ )| = O(|ζ | 2 ) and the trace of u at ∂ can be estimated from (4.28) as u(x; ζ ) − 1 [118, 134] . Finally, recalling that σ −1/2 u solves the EIT equations, using the maximum principle and regularity and embedding theorems, Nachman obtains
(4.33)
Nachman's proof has been successfully implemented and tested by Siltanen et al [134] . Theorem 3 has also been extended by Brown and Uhlmann [30] to less regular conductivities σ ∈ W 1, p , for p > 1. Uniqueness for even less regular σ is not known. Note that all the results reviewed in this section apply to the static problem, whereas uniqueness in three or more dimensions is known for complex admittivities, as well (see section 4.3.1 and [144, 148] ). While the complex problem is not entirely solved in two dimensions, substantial progress has been made by Francini [69] , who proves the unique identification of complex γ ∈ W 1,∞ ( ), by γ , if Im{γ } is sufficiently small (i.e. ω is small).
Anisotropic materials
The electrical properties of anisotropic materials depend on direction and the admittivity γ is a complex-symmetric, matrix-valued function, with positive definite real part. Unfortunately, the DtN map for anisotropic γ is not injective, as shown by a simple calculation in [106] : let : → be any smooth diffeomorphism, which is the identity at ∂ . Let D be the differential of and D T its transpose. Then, γ = γ , whereγ is the transformed admittivity γ through ,
Since uniqueness does not hold for anisotropic EIT, we rephrase the question as: does the DtN map γ determine γ , up to a diffeomorphism ? The answer is affirmative for real-valued γ = σ , in two dimensions, if σ ∈ C 2,α ( ), 0 < α < 1 and ∂ is C 3,α (see [141] 1 ) and in three dimensions, if σ is analytic [111] (see also [146, 148, 149] ).
Electrical networks
Networks arise in many applications, by themselves, or as modelling tools for creeping, ground water flow [109] , flow in high-contrast media [27, 75, 81] , etc. Electrical conduction through networks is described by Kirchhoff's circuit laws and it is well understood. In this section, we consider the inverse problem: find the electrical network which has a given DtN map.
A network (N , B, γ ) consists of sets N and B of nodes and branches (edges), respectively. An edge ( p, k) ∈ B connects two nodes p, k ∈ N and it has an admittivity γ p,k . Suppose that there are N b boundary nodes in N . The network DtN map, net γ , is the complex-symmetric N b × N b matrix, which takes the vector V = (V 1 , . . . , V N b ) T of boundary voltages and maps it into the vector I = (I 1 , . . . , I N b ) T of boundary electric currents. The NtD map ( −1 have variational formulations and they are related by duality relations (see for example [27, 28] ).
It is easy to see that the injectivity of the DtN map net γ does not hold, in general. Nevertheless, there are special situations, of fixed and known network topology, where the network is uniquely determined by net γ . This is the case of planar, rectangular networks, where each interior node has four neighbours, and each boundary node is connected to just one node, belonging to N \ N b . Uniqueness for such networks has been established by Curtis and Morrow [46] and by Grünbaum and Zubelli [76] 2 . They independently developed the same constructive proof of injectivity of net γ , which recovers the network in a layer peeling fashion, marching from the boundary,towards the interior of the domain. This algorithm is very appealing because of its simplicity and it has been implemented by many. Unfortunately, it is extremely ill-conditioned and it does not work, in practice, for larger than 10 × 10 rectangular networks.
Another example of identifiable network is the circular planar ones considered by Curtis et al [45] (see also [86] ) and, independently, by Colin de Verdière [47, 48] .
Nevertheless, the injectivity question for more general networks remains open. In particular, the necessary and sufficient conditions that a network should satisfy in order to be identifiable from the DtN map are not known, so far.
High-contrast EIT
In some applications, such as geophysics, electrical properties of materials can have high contrast. For example, a dry rock matrix is insulating compared with liquid-filled pores, some pore liquids, such as hydrocarbons, are poor conductors in comparison with other pore liquids, such as brines, and so on. The fact is that the subsurface electrical conductivity can vary over several orders of magnitude in , even at macroscopic length scales, where some averaging is already built into the model.
Clearly, there are many ways in which high contrast can arise in a medium. We concentrate here on materials with dense arrays of highly conducting or insulating inclusions, in a smooth background. Such high-contrast materials are at or near the percolation threshold (inclusions are close to touching), and they pose difficult theoretical and computational challenges in both forward and inverse problems. In particular, the injectivity results of section 4 do not apply.
Electrical conduction in high-contrast materials, with periodic or random structure, has been studied from the homogenization point of view in [12, 16, 27, 100, 101, 110] . However, these works do not address the issue of boundary conditions, which is key in inversion. The first characterization of the DtN map of high-contrast materials has been obtained by Borcea, Berryman and Papanicolaou in [24] (see also [21, 23, 27, 28] ), in two dimensions. Their results extend to some three-dimensional problems, as well, but the general case is not yet understood. We review in this section the static high-contrast problem considered in [23, 24] . For the complex admittivity problem, we refer the reader to [27, 28] .
Since in most applications, detailed information about the medium, such as the shape of inclusions, is lacking, the high-contrast conductivity is modelled in [24] as a continuous function
where σ 0 is constant, S(x) is a smooth function with isolated, nondegenerate critical points (a Morse function) and δ is a small but positive parameter, such that the contrast of σ δ is exponentially large (see also [110] ). It is shown in [24] that, in the limit δ → 0, σ δ is asymptotically equivalent to the DtN map of a resistor network. Discrete network approximations of continuum conduction problems have been considered in the past, as finitedifference discretizations of the differential equations [46, 51] . However, the asymptotic networks considered in [24] are radically different. They arise because of strong channelling of electric currents in high-contrast materials, they are uniquely defined by conductivity σ δ and they are rigorously justified by the analysis in [24] .
The flow channelling in high-contrast media can be understood from the asymptotic analysis of equations (2.10), as follows: for σ given by (5.1), we have the singularly perturbed problem
and, as δ → 0, j flows in the direction of ∇ S, along the paths (ridges) of maximal conductivity [27, 110] . When the contrast is high, j is strongly concentrated and it flows like current in a network. Along the ridges of maximal conductivity, there are maxima and saddle points of σ δ , where ∇ S = 0. A local asymptotic analysis near these points reveals that ∇φ = −j/σ is very small near maxima of σ δ and very large at its saddle points [27, 110] . The maxima of σ δ are then the nodes of the network and the edges connect adjacent maxima through the saddles x s , where the energy is dissipated just as in a resistor R =
where k + and k − are the curvatures of S at x s .
In figure 2 we illustrate the construction of the asymptotic resistor network. We take a continuum with a high-contrast σ δ that has four maxima and six minima shown in the figure by • and •, respectively. There are also five saddle points of σ δ denoted in the figure by 1, . . ., 5. The current avoids the minima of σ δ and it is attracted by its maxima. Each maximum of σ δ has a basin of attraction delimited in by the ridge of minimal conductivity passing through the neighbouring saddle points (see dotted curves in figure 2) . Because of the external driving, the current flows from one maximum of σ δ to another, along the least resistive paths (see solid lines in figure 2) , like current in a resistor network. The branches of the network connect adjacent maxima of σ δ through the saddle points. In figure 2 we have five branches, each one carrying a resistance R i , i = 1, . . . , 5. Finally, the peripheral nodes a, b, c and d are the points of intersection of the ridges of maximal conductivity with the boundary.
Let then
−1 be the DtN and NtD maps of the asymptotic network, which is uniquely determined for any high-contrast conductivity (5.1), as shown above. In the limit δ → 0, we have the following theorem. 
Theorem 4. For any current I (x)
∈ H − 1 2 (∂ ) such that ∂ I (x) ds = 0, I, ( σ δ ) −1 I = I T ( net σ δ ) −1 I[1 + o(1)],(5.V (x) ∈ H 1 2 (∂ ), V, σ δ V = V T net σ δ V[1 + o(1)],(5.
4)
s p is the intersection of ∂ with the ridge of maximal σ δ , associated with boundary node p.
The proof of theorem 4 is given in [24] and it relies on variational principles (3.3), (3.7). Explicitly, carefully designed test functions φ and j are used in (3.3), (3.7), to get tight upper bounds on V, σ δ V and I, ( σ δ ) −1 I , respectively. The lower bounds are given by duality relations (3.9). In the asymptotic limit δ → 0, the lower and upper bounds match and they are given by the quadratic forms V In conclusion, high-contrast EIT reduces to imaging the asymptotic network. Unfortunately, as explained in section 4.5, there may be many networks that have the same DtN maps and the high-contrast EIT problem does not have, in general, a unique solution. Equivalently, even though the high-contrast σ δ given by (5.1) leads to a unique asymptotic network, there may be infinitely many functions σ δ that match the boundary measurements. Then, inversion cannot be done, unless some additional constraints are imposed on σ δ . For example, in [23, 24] , the authors reconstruct the 'smallest' network which matches the data, with a matching pursuit approach, where the network elements are found one at a time.
Instability of EIT
Without a priori restrictions on the class of admittivities γ , the inverse map γ → γ , taken
, is discontinuous and the EIT problem is severely illposed. A heuristic argument for the instability of EIT is that, to find γ , we need the potential φ inside the domain. However, φ satisfies an elliptic equation with Cauchy data φ| ∂ = V and σ ∂φ/∂n| ∂ = γ V , which is ill-posed, as given by Hadamard [80] , so the EIT problem is ill-posed, as well.
A simple example of instability of EIT is given by Alessandrini [2] , for the unit disc and a conductivity function 
respectively. Since σ −1 L ∞ ( ) = |a|, independently of r , while lim r→0 ( σ − 1 )V (θ ) = 0, for all θ ∈ [0, 2π), the inverse map is discontinuous. In numerical computations, it is very expensive to work with fractional-order Sobolev spaces and the inverse map is usually taken from [ 
In this case, a typical example of instability comes from the theory of homogenization, where the conductivity σ (x, x/δ) ≡ σ δ (x) oscillates at the very small scale δ 1. A common homogenization result is that, as δ → 0, the electric potential φ δ , corresponding to σ δ , converges weakly in H 1 ( ) to φ(x), the potential for the smooth, effective (homogenized) conductivity σ(x) (see for example [13] ). Then, by the compact trace embedding,
, even though σ δ and σ are very different functions.
Stability estimates
In order to have stability of EIT, it is required that some constraints be placed on σ (or γ , if ω = 0). For example, Alessandrini [2] gives the following logarithmic stability estimate:
for σ 1 , σ 2 ∈ H 2+s ( ) and s > d/2. Logarithmic stability estimates have also been obtained for the inverse problem of crack detection by Alessandrini [3] and Alessandrini and Rondi [6] . Furthermore, in [4] , Alessandrini shows that in corrosion detection by EIT, the logarithmic estimate is the best possible stability result.
Distinguishability, resolution and stabilization
An exact stability analysis of the EIT problem, linearized at a constant conductivity in a unit disc, is given by Allers and Santosa [7] . They reformulate linearized EIT as a moment problem, obtain an explicit reconstruction of the perturbation of σ and, finally, assess both the stability and the resolution limit of the image. The conclusion is that stability is achieved at the cost of loss in resolution, especially for points in the centre of the domain.
Since all measurements are noisy, it is important to understand the set of indistinguishable perturbations δσ , at noise level δ,
which is, for all practical purposes, the null space of D( σ 0 ) −1 , the Fréchet derivative of the NtD map at σ 0 . The concept of distinguishability has been introduced by Isaacson [88] and Seagar [133] and it has been studied extensively in the static (ω = 0) case (see for example [38, 42, 52, 54] ). Note however that, due to the difficulty of working with fractionalorder Sobolev spaces, basically all studies consider the larger set
Note also that all the available characterizations of distinguishability rely on variational principle (3.7) and they do not extend to the complex admittivity problem, which is much less understood.
A very interesting characterization of the indistinguishable perturbations δσ about constant σ 0 = 1 is given by Dobson [52, 54] . Following Calderón's approach, Dobson considers the polarized quadratic form Q 1+δσ (I, J ) = I,
where φ 0 and ψ 0 are harmonic functions in , satisfying boundary conditions ∂φ 0 /∂n| ∂ = I and ∂ψ 0 /∂n| ∂ = J , respectively. Then, he lets 
Dobson finds the lower bound in (6.6) with Calderón's method described in section 4.2: suppose that is contained in a ball of radius R and take boundary currents [52, 54] ). After an explicit calculation given in [52, 54] , we have
Thus, the Fourier coefficients δσ (ξ) appear to be determined with an exponentially increasing error in ξ and, to stabilize the reconstruction, we may be inclined to set δσ (ξ) = 0, for large frequencies ξ. However, the resulting image is typically too blurry to be of any interest and a better regularization approach is needed. Dobson recalls from studies such as [7, 133] that the distinguishability near ∂ is much better than deep, in the interior of . The pessimistic bound (6.9) makes no use of this fact and it treats all points x ∈ the same. A better alternative is given by a space-frequency analysis, which suggests discretizing conductivity σ in a wavelet basis. Indeed, Dobson proposes a wavelet construction of the upper-bound operator A in (6.6) and, he does some resolution analysis for the unit disc and tensor products of Haar wavelets in R 2 . This idea is very promising but it has not been studied theoretically or numerically in a satisfactory manner, so far.
There is extensive literature on how to stabilize the inverse problem by some regularization approach, which ensures convergence of reconstruction algorithms, by restricting the admittivity γ to a compact subset of L ∞ ( ). For example, we refer the reader to works [36, 65, 66, 82, 115, 147] and the references within and to the statistical, Bayesian approaches in [96, 97, 121] . Note, however, that basically all the known regularization methods make use of some 'a priori' information about the unknown σ or γ and, as a result, they may introduce artifacts in the images. It is not clear yet which regularization method is better than the other and this area remains open for research.
Imaging methods
The numerical solution of the EIT problem has received increasing attention, lately, and many algorithms have been proposed, especially for the static problem (ω = 0). We classify the imaging algorithms as iterative and noniterative and review some of them in sections 7.1 and 7.2. The nonlinear EIT problem is usually solved iteratively, by a sequence of linearizations at the guess of admittivity γ . This requires that the forward map be sufficiently smooth, as we discuss in section 7.2.4. The efficient calculation of derivatives of the objective function, via the adjoint method, is reviewed in section 7.2.5. The surveyed iterative methods are classified as output least squares (section 7.2.1) and variational (section 7.2.2) and they can be implemented on a single grid or on multigrids (section 7.3). Finally, the unknown γ can be discretized on an equidistant or better, on an adaptive (optimal) grid, as we discuss in section 7.4.
Noniterative algorithms
7.1.1. The linearized EIT problem A very ingenious reconstruction method for the linearized EIT problem around σ 0 = 1, in a unit disc , is given by Barber and Brown in [11] , and it is analysed by Santosa and Vogelius in [128] and by Berenstein and Tarabusi in [14] . We follow the exposition in [128] : Take a boundary excitation current I = −π∂δ(x − ξ)/∂τ , the tangential derivative of the δ distribution (a dipole) at ξ = (sin β, cos β) ∈ ∂ and solve (2.6), (2.8), for σ = 1, as
Assuming a small perturbation δσ of the conductivity, which vanishes at ∂ , the perturbed potential is approximated by the solution of linearized equations
2)
The change of coordinates from The perturbation δσ would follow from (7.3) as δσ (x) = −∂δu(u(x, ξ), v = 1/2)/∂u, except that it violates assumption δσ | ∂ = 0. Instead, δσ is given by an average over the dipole locations [11, 128] δσ (
for any fixed, but arbitrary x ∈ . Here, x b is the intersection of ∂ with the equipotential line p = u(x, ξ) and α is the angle between the x 2 axis and the tangent to the equipotential line at x (see figure 3) . Finally, as shown in [128] ,
In [128] , Barber and Brown's backprojection algorithm is explained as an approximate inverse of Beylkin's generalized Radon transform [19] and it is used as a preconditioner in an iterative, conjugate residual method for the numerical solution of linearized EIT. Berenstein and Tarabusi [14] give a more precise characterization. They show that the linearized EIT problem in a unit disc can be interpreted exactly in terms of the Radon transform with respect to the Poincaré metric and a convolution operator. Barber and Brown's algorithm turns out to be a crude approximation of the exact representation in [14] , which works best for smooth δσ and for points near ∂ . Finally, as expected, the inversion of the convolution operator in [14] is unstable and, so far, there is no known exact (or fully satisfactory) reconstruction of δσ inside .
The nonlinear EIT problem
Layer stripping algorithms [46, 76, 136, 142] recover the unknown admittivity function γ , layer by layer, starting from ∂ and progressing inside . Unfortunately, these algorithms are extremely unstable and, as such, they cannot be used for imaging, even for noiseless data, due to round-off errors. In general, it is not known how to stabilize the layer stripping approach, but there exists a stable algorithm, developed by Sylvester in [142] , for one-dimensional EIT.
We conclude our survey of noniterative methods with those assuming a conductivity function
e l s e w h e r e , (7.5) and seeking just the location of the interfaces ∂ B j of the inclusions contained in . For example, in [31, 85] , Brühl and Hanke image the inclusions B j inside as follows: let G x 0 ,z solve (in the sense of distributions) the differential equation
where [85] give a similar algorithm. Note that [31, 85] are inspired by the ideas of Kirsch [103] for shape characterization of obstacles in inverse scattering. In fact, Kirsch's approach is quite similar to a well known signal processing method known as multiple signal classification (MUSIC) (see [50, 130] ), as is pointed out by Cheney, in [37] .
Finally, another very promising approach for locating interfaces of jump discontinuity of the conductivity σ is given by level set methods, as shown for example in [57, 94, 120, 126] .
Iterative algorithms
It is convenient (but not really necessary) to assume in this section that admittivity γ is known at the boundary. This is commonly done in inversion and it is justified as follows: (1) in theory, γ (x, ω) is uniquely and stably determined by the Dt N or Nt D maps (see section 4.1), (2) in practice, we have access at the boundary and γ can be measured there.
We define the set of admissible γ
and we suppose thatγ is the admittivity function to be imaged, such that, for
Ideally, we would like to image γ (x, ω) by minimizing the operator norm
but, since only limited data are available (see section 3.2), we minimize instead
Let us define the forward map F :
, which is linear in I and nonlinear in γ , as
Assuming that F[γ , I ] is sufficiently smooth (see sections 7.2.4 and 7.2.5), nonlinear minimization problems such as (7.8) and (7.9) are solved iteratively, where, at step k, the estimated admittivity is γ (k) and F[γ ; I e ] is approximated by its best affine approximation near γ (k) , for k 1. Examples of such iterative algorithms can be found in [22, 51, 53, 79, 82, 108, 153] and the references within.
We review in sections 7.2.1 and 7.2.2, two classes of iterative, reconstruction methods:
(1) Output least squares methods which replace the operator norm in (7.8) with an approximation of the Hilbert-Schmidt norm over L 2 (∂ ) and take the forward map as
Working with the
, is motivated by the high cost of calculating fractional Sobolev space norms, as well as the possible lack of differentiability of the operator norm in (7.8). However, it is not really understood how this simplification affects the image, aside from some simple studies [38] which show that it can deteriorate the resolution.
(2) Variational methods, derived from variational principles (3.3) and (3.7), which are also known as equation-error approaches because at the 'solution',the potential φ which solves Dirichlet problem (2.6), (2.7) is related to current j, the solution of (2.10), through Ohm's law (2.4). In particular, the minimization of (7.9), with the natural H 1 2 (∂ ) norm, follows implicitly.
Output least squares
It is shown in [52] that
, for a large class of admittivity functions. Let us then seek the solutioñ γ of the EIT problem as the minimizer of an approximation to the Hilbert-Schmidt norm
, as is commonly done in numerical reconstructions. Since the EIT problem is ill-posed, convergence can only be ensured by means of some regularization technique. The output least-squares methods reconstruct γ (or just σ ) by minimizing functional
+ regularization term, (7.13) over γ ∈ ϒ. The regularization term is usually of the form
where B is a linear operator (like the identity or gradient), γ 0 is a prior guess of γ and α is the regularization parameter. In the process of minimizing R(γ ), γ 0 and α can be fixed or they can vary, the latter being referred to as iterative regularization. We direct the reader to [36, 65, 66, 82, 115, 147] for a detailed explanation of regularization techniques. We note that other choices, like total variation regularization [35] , can also be made.
Basically, all nonlinear output least-squares algorithms [22, 51, 53, 82, 153] minimize R(γ ) iteratively, with some Newton-type method [49] . The linearized output least-squares algorithms [7, 39] are particular cases of the nonlinear ones, where the 'solution' is accepted after the first iteration. Since the optimization methods require first and possibly second derivatives of the objective function, it is important to have an efficient way of calculating them. This is done by means of the adjoint method, as described in section 7.2.5.
There are two important questions that can affect the quality of the final image: (1) How to discretize the unknown γ ? (2) What excitations I e to choose? The first question is discussed in sections 7.3 and 7.4. The latter is addressed by Isaacson and collaborators in [38, 39, 72, 91] , see also [42] , for the static case (ω = 0), as follows: suppose that we are interested in distinguishing σ from a given σ 0 . Since
for every complete orthonormal set {I e } ⊂ L 2 (∂ ), the optimal approximation of (7.15), by a finite set of N functions in L 2 (∂ ), is achieved by taking I e as the N leading eigenvectors of self-adjoint operator
In practice, a discrete version of ( σ ) −1 is measured and the optimal excitation currents I e are calculated via an eigenvalue decomposition technique [39, 42, 72] .
In the complex case (ω = 0), where ( γ ) −1 is complex symmetric, but not self-adjoint, the calculation of the optimal currents is similar to the above, the only difference being that I e are the right singular vectors of ( σ ) −1 − ( σ 0 ) −1 , instead of its eigenvectors. Finally, note that, aside from very special situations, boundary currents I e which are optimal for the L 2 (∂ ) norm in (7.15) do not maximize the stronger norm [
as well (see for example [38] ).
Variational methods.
A variational, equation-error algorithm for the static (γ ≡ σ ) EIT problem, in a slightly different form than that proposed originally by Wexler et al [151] , has been analysed by Kohn and Vogelius [108] and implemented by Kohn and McKenney [104] . This algorithm reconstructs σ by minimizing R (σ ; φ 1 , . . . , φ N ; j 1 , . . . , j N 
over all its arguments, subject to the constraints that σ is a strictly positive function and, for all 1 e N, φ e (x) = V e (x), j e (x) · n(x) = I e (x) at ∂ and ∇ · j e (x) = 0 in . This is solved with an alternate direction implicit (ADI) method in [151] and with a Newton method in [104] . Some comparisons with other reconstructions methods are given in [153] .
To understand why the minimization of (7.17) is called a variational reconstruction method, let us expand the square in (7.16) and integrate by parts to obtain
where ∂ I e V e ds is the measured power dissipated into heat. Then, if σ is fixed, the first two terms in (7.17) decouple; minimizing over φ e is Dirichlet's variational principle (3.3) and minimizing over j e is Thompson's variational principle (3.7).
To explain the name equation-error, note that the minimum of R is achieved when φ e , the solution of Dirichlet boundary value problem (2.6), (2.7) with data V e , is related to j e , the solution of Neumann problem (2.10), by Ohm's law (2.4). In particular, note that, since j e = −σ (x)∇ψ e (x), where ψ e is the solution of Neumann boundary value problem (2.6), (2.8), (2.9) for data I e , at the minimum, φ e − ψ e H = 0, so the data are fit in the natural norm. As expected, the ill-posedness of the EIT problem manifests itself through the lack of lower semicontinuity of the functional in (7.16), which means that, unless some regularization is added to (7.16) , the iterative reconstructions of σ develop more and more oscillations and there is no convergence. Instead of choosing a standard regularization approach, Kohn and Vogelius [108] calculate the relaxation of variational problem (7.16) , where the anticipated oscillations in σ are built directly into the functional, as is done in the homogenization of composite materials. The result is a new, lower semicontinuous problem, where σ belongs to a larger, relaxed set, containing the original admissible set of conductivities. Unfortunately, it turns out that the relaxed problem requires anisotropic, tensor-valued conductivities which cannot be determined uniquely, as explained in section 4.4. Consequently, there exists no imaging algorithm which uses Kohn and Vogelius' relaxed variational formulation of EIT, aside from a reported unsuccessful attempt in [104] , so far.
Variational feasibility constraints
Variational principles can be used in numerical reconstructions of σ , as feasibility constraints, as well. This idea is due to Berryman and Kohn [18] (see also [17] ) and it has been implemented by Borcea, Gray and Zhang in [26, 74] .
There is a variety of variational formulations based on the feasibility constraints, as explained in [26, 74] , but, for brevity, we discuss just one of them, which is a modification of the output least-squares method of section 7.2.1. Finally, we say that σ is feasible if it is both Dirichlet and Thompson feasible. For simplicity, let us drop the indices e from the notation and say that V and I are our generic boundary data and P = ∂ I V ds. Suppose that we have an iterative reconstruction process which generates a sequence {σ (k) } k 1 of conductivities such that
Definition 3. We say that function σ is Dirichlet feasible for boundary voltage
Since for any σ , I, ( σ )
where φ (k) and ψ (k) are the Dirichlet and Thompson potentials for conductivity σ (k) . Then, by the coercivity of bilinear form a(u,
H 1 ( ) = 0 and, by the trace theorem [68] ,
= 0. Therefore, any sequence {σ (k) } k 1 which gives (7.21), fits the measurements in the H 1 2 (∂ ) norm. Now, suppose that we have an output least-squares method, which generates a sequence Since I, ( σ )
ds, for any σ , we can achieve convergence of the Thompson constraint 24) by choosing an excitation I ∈ L 2 (∂ ). However, for the Dirichlet constraint, we have (see [26, 74] ) 25) and convergence does not follow since
. In [26, 74] it is shown that convergence of (7.25) can be achieved by an output least-squares method, if we make use of the feasibility constraints. This is because, as is proved in [26, 74] , the Thompson infeasibility region for any I ∈ H − 1 2 (∂ ) is contained within the Dirichlet feasibility region for the measured V = ( σ )
Hence, convergence of (7.25) follows from (7.23) if I ∈ L 2 (∂ ) and we restrict all iterates to the Dirichlet infeasibility region, as illustrated in figure 4 for a conductivity function that can take two values, σ 1 and σ 2 . This is the basic idea of the variational method proposed in [26, 74] , where the authors minimize objective function (7.13), subject to constraints
The constrained nonlinear optimization problem is solved in [26, 74] with an interior point method [119] . The algorithm is tested numerically and it is compared with other, standard imaging methods. In particular, it is shown that in many cases, the constrained variational method performs better than output least squares. Although both methods require regularization, it is found in [26, 74] that, for the same regularization parameters, output least squares give a poorer quality of the images. Finally, the variational constraints can be incorporated in the reconstruction algorithm at a very small computational cost (see [26, 74] ), so they may be a worthwhile addition to standard output least-squares methods.
Regularity of the forward map
Consider definition (7.11) of the forward map. To linearize the problem in the vicinity of admittivity γ ∈ ϒ, we consider a small perturbation δγ , such that γ + δγ ∈ ϒ and we approximate the perturbation of the electric potential by δφ, where 27) and where φ is the solution of (2.6), (2.8), (2.9), for admittivity γ . We have the following result. 
See [53] for a proof of regularity estimates
where C 1 and C 2 are some bounded constants. In numerical computations, it is not convenient to work with the solution space L ∞ ( ). It is preferable to work with a Hilbert solution space, for example L 2 ( ), such that we can use integration by parts and calculate easily the derivatives of the objective function (see section 7.2.5). Unfortunately, estimates such as (7.29) and (7.30), but with the L 2 ( ) norm of δγ in the right-hand side, are not necessarily true for γ ∈ ϒ. It turns out that, in order to get the desired L 2 ( ) regularity estimates, the electric potential φ must belong to W 1,∞ ( ) (see [53] ). A sufficient condition for such a result to hold is that γ ∈ C k,1 ( ) ∩ ϒ, for k > n/2 − 1 [53] . However, it is easy to see that there exist many functions γ (x, ω) which are not even continuous, and they still give φ ∈ W 1,∞ ( ) (see [20, 112] for two such examples). In fact, it is not known what is the necessary degree of smoothness that γ has to satisfy in order to get the desired L 2 ( ) regularity of forward map F. Some numerical reconstruction algorithms require the second derivative of the forward map. For γ ∈ ϒ, the bilinear second derivative operator
with additional assumptions on γ (see [53] ). Explicitly, we have 
is given by
The adjoint method gives a very efficient way of calculating the gradient DG[γ ], as follows.
where φ is the solution of (2.6), (2.8) and (2.9) and ψ solves the adjoint problem
Proof. Take an arbitrary perturbation δγ , such that γ + δγ ∈ ϒ. In particular, this implies that δγ vanishes at ∂ . Integration by parts, (7.27) and (7.36) give
The most efficient numerical optimization methods (for example, Newton's method), require inverting the Hessian of the objective function [49] . While the calculation of the Hessian can be very expensive, the adjoint method allows us to calculate the Hessian times a vector and it can be used for inverting the Hessian in an iterative manner. To get the second derivative of G, in direction δγ , we do another integration by parts, similar to the above, and we obtain
We conclude this section with the final note that both (7.35) and (7.38) imply inverting the same differential operator that appears in the forward problem (see (2.6), (2.8) and (2.9)). Therefore, once the forward problem is solved, the gradient of G and its Hessian times a vector are given by the adjoint method, at a very low computational cost.
Multigrid
Typically, iterative nonlinear optimization algorithms for EIT (see section 7.2) can be very costly, especially in three dimensions. A natural idea for reducing the computational cost is to use multigrid (multilevel) methods, as shown in [8, 22, 98, 102, 113] and the references within. In a multigrid setting, the unknown γ (and perhaps the electric potential) is projected on a sequence of nested, finite-dimensional spaces Y 0 ⊂ Y 1 ⊂ Y 2 ⊂ · · · whose union is dense in the solution space. For instance, if we seek γ ∈ H 1 ( ), is discretized on a sequence of nested grids G 0 , G 1 , G 2 . . . and Y j can be taken as the set of piecewise linear functions on G j , for j 0.
Take, for example, the output least-squares problem (7.13), with regularization α ∇γ 2 L 2 ( ) , such that a minimizer γ satisfies the semilinear elliptic equation
Multigrid algorithms can be very efficient solvers of equations like (7.39) because they perform a large part of the work on the coarser grids, where computations are cheap and the problem is less ill-posed [8, 22, 98, 102, 113] . Typically, the best performance is expected when the first term in (7.39) dominates (α large enough), although, to get a reasonable resolution of γ , a small α is needed. Therefore, it is important to have a good initial guess of γ , such that the first term in (7.39) dominates the nonlinear and ill-conditioned one, even for small α. Such a guess can be calculated on the coarsest grid G 0 , where, due to the coarse discretization, the problem is less ill-posed. This idea is pursued in [22, 98] , in a nested iteration (full multigrid) which constructs the images of γ sequentially, starting from the coarse grid G 0 and moving towards the finest one G m . In order to succeed, the coarse-grid computations require an accurate solution of the forward problem, which means, for example, solving equations (2.6), (2.8) on a fine grid (like G m ). Another approach is given in [22] , where the excitation current I e is restricted to the boundary δG 0 = G 0 ∩ ∂ in such a way that the potential at ∂ G 0 is accurate, in spite of the coarse discretization of equations (2.6), (2.8). Explicitly, let γ (0) be a coarse-grid admittivity, which is the restriction, or at least an approximation ofγ , on G 0 . The coarse-grid current I (0) e (γ (0) ) is defined by (0) ), as shown in [22] . Then, based on this sensitivity result, γ (0) and I (0) e are calculated iteratively in [22] , with just a few fine-grid solutions needed to update I (0) e (see (7.40) ). Although the behaviour of nonlinear multigrid methods is not so well understood, for linearized EIT, there exists a very nice proof of the regularization properties of full multigrid (nested iteration), due to Kaltenbacher [98] . Finally, Ascher and Haber [8] take a different approach to multilevel reconstruction, which is based on the ansatz that the solution of (7.39) (or another, similar formulation) depends continuously on the regularization parameter and they estimate α on the coarse grid.
with negative poles θ p and positive residues ζ p , given by the eigenvalues and squares of the first components of the eigenvectors of the discrete difference operator in (7.44), respectively (see [60, 61, 87] ).
The optimal finite-difference grids are defined such that the discrete impedance f m (σ ; λ) converges to f (σ ; λ), at an exponential rate, as m → ∞. These grids are introduced and analysed by Druskin and Knizhnerman in [60, 61] and, in collaboration with Ingerman and Moskow, in [87] and [62] , respectively. They are used for the first time in imaging by Borcea and Druskin in [25] . It is clear that f m (σ ; λ) is completely determined by the coefficients (7.44) and these can be found uniquely, by letting f m be the multipoint Padé approximant of Stieljes function (7.43) and solving a discrete inverse eigenvalue problem [43] , respectively. The details of this calculation are given in [60, 61, 87] . Then, if we knew σ , the grid would be obtained immediately from (7.44) . This is done in the numerical solution of forward problems and some properties of the optimal grids are proved in [25, 87] . However, in inversion, σ is not known and, in order to find it, we must define the grid. Of course, we cannot choose an arbitrary grid, because, as shown in [25] , the discrete solution diverges due to false anisotropy, i.e. noncoinciding curves of σ at the primary and dual points, respectively. It is proved in [25] and confirmed by extensive numerical experiments that the grid has to be close to the optimal one, in order to get convergence. Fortunately, as shown in [25] , the optimal grids depend weakly on σ , although strongly on the spectral interval. Consequently, the reconstructions can be done on the optimal grid calculated for a known σ , say a constant, and convergence to the solution is obtained in the limit m → ∞. The analysis in [25] suggests that this should work for smooth σ but the numerical experiments show convergence even for conductivities with jump discontinuity.
Clearly, there is much work to be done on optimal grids, even for the forward problem, for more general conductivities σ , domains and boundary conditions. Nevertheless, the setup presented here has proved very useful for both forward and inverse problems in geophysics and extensions to forward problems for Maxwell's equations [132] and hyperbolic equations [9] have been made, as well.
Other electromagnetic inverse problems related to EIT
Magnetotellurics [150, 152] is another low-frequency, electromagnetic method for imaging the conductivity σ of heterogeneous media. Unlike EIT, magnetotellurics arises strictly in geophysics applications and it uses naturally occurring, ambient electromagnetic radiation, instead of the NtD map, which requires man-forced excitation. Nevertheless, EIT and magnetotellurics have many similarities, like the limited accuracy and spatial resolution, due to the diffusive behaviour of low-frequency electromagnetic propagation in the medium.
For higher-frequency electromagnetic fields in conductive materials, the EIT model is not appropriate and the full system of Maxwell's equations must be considered. This problem is much more difficult than EIT, and there are few theoretical results (see for example [93] ). The numerical solution of the inverse problem is also less studied, especially in three dimensions where computations are very expensive, but there is nice progress in works such as [55, 56, 77, 78, 137] and the references within.
Finally, we mention the interesting work done by Cherkaeva [41] on inverse homogenization, where the admittivity of a random mixture of two materials is to be determined from measurements of the effective (homogenized) admittivity, at various frequencies. Cherkaeva's approach is based on the Stieljes integral representation of the effective admittivity [15, 73, 114] , where the geometric information about the mixture is entirely contained in the measure µ. In general, the mixture cannot be determined uniquely, because there exist quite different geometries that give the same effective admittivity. However, the spectral measure µ is uniquely identifiable by measurements of the effective admittivity over a spectral interval and its moments can be used to extract useful information, such as the volume fraction of the components in the mixture.
Conclusions
We have discussed EIT, the inverse problem of determining the electrical conductivity and permittivity inside a domain, given simultaneous measurements of electric currents and potentials (the NtD or DtN map) at the boundary. Although this problem has been extensively studied in the last two decades, it remains an area of active research, with many open questions to be addressed. Examples of open problems are:
• Most of the theoretical results on the injectivity of the inverse map assume perfect knowledge of the DtN map at the boundary. In practice, this is not the case and, furthermore, the model has to be changed to account for the electrodes. In such a setup, injectivity remains to be investigated.
• It is not clear in most cases how to discretize (parametrize) the unknown conductivity or admittivity. For example, a wavelet parametrization seems very promising but it needs to be fully investigated. Optimal grids have been proposed recently for layered media. Extensions to more general problems remain to be made. Studies of distinguishability have been made only for the static (ω = 0) case. In the complex admittivity problem, distinguishability is not understood.
• Imaging of anisotropic media is very little understood. Even though uniqueness of solutions does not hold, it may be that some useful information can be extracted from the data.
• Imaging of high-contrast media of the type presented in section 5 requires more study.
• Variational reconstruction methods for the complex admittivity problem have not been studied, so far.
• There remain many questions on how to properly regularize the EIT problem. Multigrid is a promising alternative but it is not completely understood, especially for nonlinear EIT.
• In many applications, the conductivity function consists of a smooth part and a highly oscillatory, random part. The question is how to model the effect of the random fluctuations on the measured boundary data and ultimately extract the smooth part of σ . Such a problem has been studied in [152] for magnetotellurics, in layered media, but not for EIT and more general materials.
