A covering array CA(N; t, k, v) is an N × k array such that every N × t sub-array contains all t-tuples from v symbols at least once, where t is the strength of the array. Covering arrays are used in experiments to screen for interactions among t-subsets of k components. Strength two covering arrays have been studied from numerous viewpoints, resulting in a variety of computational, direct, and recursive constructions. Consequently, it can be difficult to determine the smallest covering array that results from known construction. To address this, existence tables for the best currently known covering arrays are presented. In the process, a new direct construction from orthogonal arrays is also introduced.
Introduction
A covering array CA(N ; t, k, v) is an N × k array such that every N × t sub-array contains all t-tuples from v symbols at least once, where t is the strength of the array. When "at least" is replaced by "exactly", this defines an orthogonal array [11] . We use the notation OA(N ; t, k, v). Often we refer to a t-covering array to indicate some CA(N ; t, k, v). We denote by CAN(t, k, v) the minimum N for which a CA(N ; t, k, v) exists. It can happen that some of the entries of the array are not needed in order to cover all t-tuples. In this case, we can replace the entry of the array by , to indicate a "do not care" position. When such a replacement is made, t-tuples containing a are deemed not to match any t-tuple of the v symbols.
A mixed level covering array MCA(N ; t, k, (v 1 , . . . , v k )) is an N × k array in which the entries of the ith column arise from an alphabet of size v i ; in addition, choosing any t distinct columns i 1 , . . . , i t , every t-tuple containing, for 1 j t, one of the v i j entries of column i j , appears in columns i 1 , . . . , i t in at least one of the N rows. We sometimes use exponential notation, writing s u 1 1 · · · s u to indicate that there are k = i=1 u i factors, of which u i have s i levels for 1 i . As for covering arrays, we can omit N when it is not determined; we can also introduce entries as before.
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0012-365X/$ -see front matter © 2007 Elsevier B.V. All rights reserved. doi:10.1016/j.disc. 2007 .07. 050 The determination of CAN(t, k, v) has been the subject of much research; see [2, 5, 9, 10, 16] for survey material. However, only in the case of CAN(2, k, 2) is an exact determination known (see [5] ). In part the interest arises from applications in software testing [4] , but other applications in which experimental factors interact avail themselves of covering arrays as well [5, 6, 9] .
We outline the approaches taken for strength t = 2, but refer to [5] for a more detailed survey. When the number of factors is "small", numerous direct constructions have been developed. Some exploit the known structure of orthogonal arrays arising from the finite field, but most have a computational component. A range of methods have been applied, including greedy methods [1, 4] , tabu search [15] , simulated annealing [3] , and constraint satisfaction [12] . Assuming that the covering array admits an automorphism can reduce the computational difficulty substantially [13, 14] .
At the other extreme, when the number of factors k goes to infinity, asymptotic methods have been applied; see [8] , for example. In practice, this leaves a wide range of values of k for which no useful information can be deduced. Computational methods become infeasible, and asymptotic analysis does not apply, within this range. Hence there has been substantial interest in recursive ("product") constructions to make large covering arrays from smaller ones. Currently, the most general recursive constructions for strength two appear in [7] .
Indeed the breadth of computational and recursive constructions has made it difficult to ascertain what the best available upper bounds are for covering array numbers. Existing tables [2, 9, 17] are limited to small numbers of factors and few symbols per factor. Consequently the main goal of this paper is to provide much more extensive existence tables for covering arrays of strength two, using the best current information of which we are aware.
In the process, we generalize a construction of Stevens et al. [18] that applies a "projection" operation to the standard orthogonal array from the finite field. In fact we produce a more general direct construction for strength two covering arrays that provides competitive ingredients when v is not a prime power.
A direct construction
Let C be a MCA(N; 2, k, (v 1 , . . . , v k )). Let i and j be columns, with i a symbol in column i and j a symbol in column j. Then {(i, i ), (j, i )} is a private pair if the ordered pair either has i or j equal to , or occurs exactly once in the N × 2 sub-array formed by columns i and j. Let I = {i 1 , . . . , i s } be a set of column indices. A row of the CA is an I-private row if every pair indexed by {i, j } ⊆ I with i = j is private. In all rows of C i , place symbol i in the new column k + 1. There are at least v i − 1 rows in C i by hypothesis; choose any v i − 1 of these rows, and any permutation of the v i − 1 symbols other than x i that appear in the i th column of C. Replace the entry of the i th entry of each of these rows by the chosen symbol in the permutation, and if there are further rows in C i then replace their i th entry by . Transform all entries equal to x i in column i / ∈ I to . In the process, for all columns, all occurrences of symbol x i in column i have been replaced, whether i ∈ I or not.
Delete the pth row. Finally, in the rows of D, set all occurrences of x i in column i / ∈ I equal to , and set the value of the new column k + 1 to .
To verify that the result is the desired MCA, consider two columns 1 i < j k. These columns are unchanged except by removal or replacement of the deleted symbols x i and x j . Hence we need only verify that when j = k + 1 and 1 i k, all pairs are covered.
Consider a specific pair, i in column i and j in column j. Consider the rows of C j in the partition. Now if i = j , the existence of a row in C j that contains symbol i in column i is ensured by the presence of a row in C containing symbol i in column i and symbol x j in column j . On the other hand, if i = j , in C j the entries of column i have been replaced by a permutation of all symbols permitted in the column excluding the one in the private row; since i is one of the permitted symbols, the required pair occurs.
Taking C to be an OA(q 2 ; 2, q + 1, q) every row is I-private for every selection of column indices I. Hence we obtain a result earlier proved by Stevens et al. [18] : Corollary 2.2. When q is a prime power and 1 s q + 1, there is an MCA(q 2 ; 2, q + 2, (q − 1) q+1 s 1 ), and indeed a CA(q 2 − 1; 2, q + 2, q − 1).
Proof. To obtain the latter, produce the MCA using s = q − 1.
Stevens et al. [18] employed this projection specifically for orthogonal arrays, but as seen here the phenomenon is more general. They also considered the possibility of repeated projections, still sacrificing a single symbol. We instead sacrifice more symbols to repeat projection. Indeed when the resulting MCA has a suitable private row, the projection can be repeated. However, as stated in Theorem 2.1 the replacement of symbols can make private rows lose that property; hence we develop a small variation: Theorem 2.3. Let q be a prime power. Let 1 t q and 1 s q − t. Then there is an MCA(q 2 − t;
Proof. We form an OA(q 2 ; 2, q +1, q) as a q 2 ×(q +1) array C=(c m ) by defining c iq+j, =i ⊕j for i, j, ∈ F(q), where ⊕ is field addition and is field multiplication. Then define c iq+j,q = i for all i, j ∈ F(q). Taking i = 0 and each j ∈ F(q) one finds a row in which the first q entries are j and the last is 0. Now let I consist of the first s q positions, and choose t q of these rows. Apply the projection operation of Theorem 2.1 with one variation; when placing a permutation of the remaining symbols, simply omit any symbol that appears in that column in any one of the t chosen rows. While in consequence at each intermediate step the result need not be a covering array, this does ensure that the t chosen rows each remain I-private.
The appearance of all pairs within the q + 1 original columns is ensured by their presence in the orthogonal array. Projection as before ensures the presence of pairs with one column from the original q + 1 and one from the t new ones. We must ensure after the last projection that all pairs occur among the t added columns. To do this, since all q of the near constant rows have been extended with positions, choose s among the q − t not selected earlier, and in the jth replace the entries by t entries all equal to j. Now consider two columns from among the last t, and two values for these between 1 and s. When the two values are equal we have changed positions to ensure the presence of the pair; when different, the presence follows from the presence in the orthogonal array of a row meeting the two projected rows in the specified columns.
To obtain the CA, apply the construction with s = q − t, and arbitrarily choose q − t symbols from each column to retain, changing all other occurrences of symbols to . The q − t near-constant rows that remain are disjoint, and hence can be made constant by renaming symbols.
CAN(2, 20, 10) 174
Since projection as developed here only uses a portion of the row to project, we considered a further variation on the theme. Start with the OA(169; 2, 14, 13) and project near-constant rows using I first as the first seven positions and then as the last seven positions, so that two new columns are adjoined by a single projection. Project in this manner three times. The result is by no means a covering array; rather it is a partial covering array on 166 rows of type 10 14 7 6 . This array has numerous positions. While we are not able to provide an easily described pattern for its completion to a covering array, it nevertheless provides a valuable "seed" for a CA(N ; 2, 20, 10). We used a simple greedy algorithm to replace the entries so as to maximize the number of newly covered pairs. Critical to this process is repeated search for positions that can be changed to without leaving further pairs uncovered. This simple strategy produced a CA(174; 2, 20, 10).
The bound CAN(2, 20, 10) 180 is reported in [4] . It exemplifies cases in which the number of factors appears to be too small for effective recursive constructions, yet it is large for most heuristic search techniques. We offer it here as an example of the potential use of projection even when the result leaves some small number of pairs uncovered.
Existence tables
To assess the contributions of the known constructions, we computed upper bounds for CAN(2, k, v) with 2 v 25, and 2 < k 20,000. Previous tables (e.g., [2] ) have reported only small numbers of factors (k 30). With the current power of computational search techniques, this fails to explore into the range in which recursions are most powerful. We do not report 20,000 results for every v. Instead let (N ; 2, v) be the largest k for which CAN(2, k, v) N . As k increases, for many consecutive numbers of factors, the covering array number does not change. Therefore reporting those values of (N ; 2, v) for which (N; 2, v) > (N − 1; 2, v), along with the corresponding value of N, enables one to determine all covering array numbers when k is no larger than the largest (N; 2, v) value tabulated. Since the exact values for covering array numbers are unknown in general, we in fact report lower bounds on (N; 2, v).
Explicit constructions of covering arrays from direct and computational constructions are tabulated. Then each known construction is applied and its consequences tabulated (in the process, results implied by this for fewer factors are suppressed, so that one explanation ("authority") for each entry is maintained). In this way a single authority is reported, and it may happen that more than one construction also produces the best result; hence one cannot deduce that another authority does not also apply. Application of the recursions is repeated until no entries in the and CAN(t − 1, k, v) CAN(t, k, v) /v , respectively; see [2] , for example. A small but interesting improvement on symbol identification can be made, which we pursue next. Consider a CA (N; 2, k, v) . (The method works for strength t in general, but we consider t = 2 here.) Select a specific row r, and rename the symbols in each column c in turn so that a specific value, say v appears in row r in the specified column. Now deleting row r and changing all other occurrences of v to arbitrary symbols forms a CA(N − 1; t, k, v − 1). This is one way to perform symbol identification, but there is another. Select a row r. For every entry (r , c) of the covering array containing symbol v, replace that entry with the entry in cell (r, c); then replace all remaining occurrences of v by arbitrary symbols, and then delete row r. Consider a pair that was covered in row r; for concreteness, suppose that cell (r, c 1 ) contains s 1 and cell (r, c 2 ) contains s 2 , and further suppose that s 1 = v and s 2 = v, or the pair is not needed. There is a row r = r in which cell (r , c 1 ) contains s 1 and cell (r , c 2 ) contains v in the given array; then in the result row r covers the chosen pair. This alternate method also yields a CA(N − 1; t, k, v − 1). It does not seem to have been noted that these two reductions can be done sequentially, first renaming symbols to eliminate one row and then copying symbols out of a remaining row to remove it so as to delete a second row. By doing so, we obtain
A closer examination of the second row removal shows that pairs occurring in the chosen row r can in fact be introduced twice, once for each ordering of the column indices c 1 and c 2 . It may be possible then to obtain a third row removal. We demonstrate this in one case:
Proof. Let A be a CA (q 2 ; 2, q + 1, q) , and assume without loss of generality that A has a constant row; delete this row, and change all occurrences of that symbol to in the remaining rows. Call the result C. Replacing every with one of the remaining symbols forms a CA(q 2 − 1; 2, q + 1, q − 1) from C. The primary property of C that we exploit is that every pair is covered exactly once in C, except the pair ( , ). We convert entries to remaining symbols in a systematic way to eliminate rows q 2 − 2 and q 2 − 1.
Let F = {1, . . . , q + 1} be the set of "active" columns. For f ∈ F , let {s, t} be the entries in column f and rows {q 2 − 2, q 2 − 1}. If s = , replace in C all entries in column f that equal by t. All pairs involving column f and not involving symbol are now covered within the first q 2 − 3 rows of C. Remove f from F. Once completed, all columns remaining in F do not contain in the last two rows of C.
Next, we form a graph G whose vertices correspond to the entries of C in the columns of F. In particular, if f ∈ F and for 1 r q 2 − 3 we find a in cell (f, r) of C, then (f, r) is a vertex of G. For every two columns c 1 , c 2 ∈ F with c 1 < c 2 , denote the four entries of C in rows q 2 − 2 and q 2 − 1, columns c 1 and c 2 , by The key observation is that G has maximum degree two, as follows. Fix a row r 1 and consider positions in which it agrees with row q 2 − 2. Since every pair occurs exactly once in C, there is only one intersection. By the same token, there is only one with row q 2 − 1, and hence every vertex has degree at most two. Now G is bipartite (edges arising from row q 2 − 2 and row q 2 − 1 alternate); hence we can give G a proper 2-colouring with colours black and white. If vertex (r, c) is black, cell (r, c) is set to the value in cell (q 2 − 2, c); when white, to the value in cell (q 2 − 1, c). The verification that the first q 2 − 3 rows form a covering array is now routine.
The authorities a and b assume that the covering array has a certain automorphism. Choose two parameters, and g. We form a vector (v 0 , . . . , v −1 ) with entries from [14] note that a CA( (g − 1) + 1; 2, , g) exists. Colbourn et al. [7] instead use a (g, )-distinct cover starter to produce a CA(( + 1)(g − 1) + 1; 2, + 1, g). Meagher [13] describes a hill-climbing technique for cover starters, adapted by the author to distinct cover starters, to produce the covering arrays tabulated here.
The fact that Theorem 2.3 constructs a covering array having a number of disjoint rows equal to the number of symbols is quite useful in the application of the theorems from [7] .
We now present the tables generated. The graph shown in each case is to illustrate the growth of the covering array number as a function of the number of factors. Asymptotically the growth is linear in the logarithm of the number of factors (see [8] , for example), and deviations of the graphs from a straight line result both from large "lower order" terms when k is small, and from the inaccuracies in the constructions developed to date. The graphs are included simply to illustrate the quality of various known results, since those significantly above the line appear to be promising candidates for improved constructions. Nevertheless, the points are definitive. To determine the best known bound on CAN (2, k, v) , look in the table for the specified value of v. Entries in the table are of the form "k N ". Select the smallest k for which k k, and let N be the size tabulated for k. Then CAN(2, k, v) N , and the construction to establish this is specified by the authority .
Concluding remarks
The existence tables presented demonstrate effectively the manner in which effective recursive constructions exploit computational and direct constructions in order to produce covering arrays of larger sizes. Indeed an examination of the covering arrays with larger v demonstrates the need for further direct constructions. Computational methods show promise in this area when applied in conjunction with an assumed group action, as suggested in [13, 14] . However, general direct methods such as the projection technique developed here also demonstrate the utility of exploiting the structure of the orthogonal array defined over the finite field. We expect that further applications of this type are fruitful areas for investigation.
