INTRODUCTION
============

In the presence of Ca^2+^ and Mg^2+^, a negative slope conductance occurs in the IV curves of single large-conductance, voltage- and Ca^2+^-activated K^+^ (BK) channels. This has been shown in this issue in the Communication by Geng et al. and in previous studies ([@bib6]; [@bib14]; [@bib32]). Without divalent cations, the IV curves are quite linear; a minor sublinearity is partially assigned to a proton block ([@bib3]). These findings in BK channels support the general view that blocking by intracellular ions is the origin of negative slopes in the IV curves from K^+^ channels in animal cells (Na^+^: [@bib31]; [@bib11]; [@bib14]; Ca^2+^ and/or Mg^2+^: [@bib6]; [@bib29]; [@bib32]; [@bib8]) and in plant cells (Na^+^: [@bib27]; Cs^+^: [@bib5]).

In contrast, we reported previously that human BK channels (α plus β1 subunit) stably expressed in HEK293 cells showed a negative slope conductance at high positive voltages even in the absence of divalent cations or other obvious potential blockers in a solution of 150 mM KCl and 10 mM EDTA ([@bib22]). However, the channels were still strongly activated by Ca^2+^ and Mg^2+^, as it is characteristic for BK channels ([@bib28]; [@bib13]; [@bib15]).

Because of this discrepancy, we repeated the experiments in another laboratory. Single-channel measurements were done on the same cell line in the absence and presence of Ca^2+^ and Mg^2+^, as in the experiments of [@bib22]. In the new experiments, we now found the traditional result: a nearly linear IV curve in the absence of Ca^2+^/Mg^2+^, and a negative slope in their presence.

Three questions arise from this finding. First, what has caused the unusual IV curves in the experiments of [@bib22]? Second, is the analysis of flickering based on the excess noise of the open state ([@bib22]) still valid? Third, does the analysis of flickering refine the picture of the Ca^2+^/Mg^2+^ block?

With respect to the first question, we show some new measurements and report on some rare observations, which may indicate that not only contaminations in the solutions but also different culturing conditions have to be considered. However, because of the long temporal distance between the experiments (2006 and now), we are not able to give a definite answer.

The second question is by far of greater importance for us because the answer affects the validity of the analysis in [@bib22]. The answer could easily be obtained if a noise-free patch-clamp amplifier were available with sufficient bandwidth of, for example, 10 MHz. It would show the true value of the single-channel current (and not a reduced apparent level resulting from averaging over undetected fast flickering) and would deliver the rate constants of the normally undetected fast transitions between levels of different conductivity. Such an amplifier does not exist, but fortunately there is a mathematical approach, which can yield the same data (albeit with a little bit more scatter of the rate constants in the microsecond range). This tool is provided by the analysis of the excess of the open-channel noise by means of so-called β distributions ([@bib7]; [@bib31]; [@bib10]; [@bib27]; [@bib21]). The approach is powerful, as it can look far beyond the filter frequency of the amplifier. However, it is rarely used, maybe because of the highly interactive and time-consuming fitting process.

The analysis of the excess noise in the case of the BK channel yields the answer to the second question. The flickering process is the same in the previous experiments ([@bib22]) and in the new ones; it is not affected by the strange behavior of the IV curves in the absence of Ca^2+^/Mg^2+^ in those previous experiments. The answer to the third question implies that the IV curve measured in the presence of 2.5 mM Ca^2+^ and 2.5 mM Mg^2+^ would show a weaker bending if measured with a 10-MHz amplifier than with the real 20-kHz amplifier.

MATERIALS AND METHODS
=====================

Electrophysiological measurements
---------------------------------

Patch-clamp measurements were performed on inside-out patches of the same strain of HEK293 cells already used by [@bib22], stably expressing an hBK α-GFP construct and the β1 subunit ([@bib12]). The cells were provided by U. Seydel and A. Schromm (Research Center Borstel, Borstel, Germany). The same solutions were used in the pipette and in the bath. The solution without divalent cations contained 150 mM KCl and 10 mM HEPES, with pH titrated with KOH to 7.2. In most experiments, no buffers for divalent ions were used because small (up to some micromolar) amounts of contaminating Ca^2+^/Mg^2+^ do not cause a significant block ([@bib4]). 2.5 mM CaCl~2~ and 2.5 mM MgCl~2~, 10 mM H-EDTA, 10 mM Na~2~-EDTA, or 20 mM NaCl were added as indicated in the text. Patch electrodes were made from borosilicate glass (Science Products) coated internally with Sigmacote (Sigma-Aldrich), drawn on a PP-830 puller (Narishige), and dried overnight at 55°C. Single-channel currents under steady-state conditions were recorded by an amplifier (3900A; Dagan) with a four-pole anti-aliasing filter (Bessel) of 20 kHz. Data were stored on disc with a sampling rate of 100 kHz and analyzed with custom-made programs and Origin software (OriginLab Corporation). Liquid junction potential was not corrected because it was \<5 mV in all experiments.

IV relationships (IV curves) were obtained from time series of 1- or 10-s duration, with the holding potential being increased from −200 mV in steps of 20 mV until +200 mV (or less, when the seal broke). Before the analysis of the fast flickering, artifacts (e.g., resulting from baseline drift, membrane instability, or amplifier discharge) were manually removed from the time series in the laboratory-made program *KielPatch* to avoid deformations of the β distributions. Minor peaks related to a second fast flickering process in the 10-µs range could not be eliminated and caused a second slope at the bottom of the amplitude histogram. However, [@bib25] have shown that they are ignored by the fitting routine without affecting the values of the rate constants in the microsecond range of the fast gating process.

Evaluation of fast flickering: β fit
------------------------------------

As described in our previous papers ([@bib21], [@bib22], [@bib23], [@bib25]), a truncated two-state Markov model ([Eq. 1](#fd1){ref-type="disp-formula"}) was sufficient for describing the fast flickering processes investigated here:$$C\underset{k_{OC}}{\overset{k_{CO}}{\rightleftharpoons}}O.$$In brief, the open-point histogram (distribution-per-level, [@bib20]) of the apparent open state (excluding visible closed states) was obtained from the measured time series by means of a Hinkley detector included in the program *KielPatch* ([@bib26]). For fitting the theoretical open-point histogram to the measured one, the laboratory-made program *bownhill* was used (β fit, [@bib7]; [@bib31]; [@bib10]). Because the theory of β distributions did not provide any simple analytical approach ([@bib18]) for filters of higher order (e.g., four-pole Bessel filters), the theoretical amplitude histogram was generated from time series simulated on the basis of the model in [Eq. 1](#fd1){ref-type="disp-formula"}. The true single-channel current *I~true~* was suggested by an interactive dialog, and the rate constants *k~CO~* and *k~OC~* were determined by the fitting algorithm. The error sum for the best fit of *k~OC~* and *k~CO~* for a suggested *I~true~* plotted versus *I~true~* showed a minimum for the best value of *I~true~* ([@bib22]; [@bib1]; [@bib2]). From this best fit, the parameters of the model in [Eq. 1](#fd1){ref-type="disp-formula"} were taken.

RESULTS and DISCUSSION
======================

Negative slopes in the IV curves are not observed in the absence of Ca^2+^ and Mg^2+^ in the new experiments
------------------------------------------------------------------------------------------------------------

As mentioned in the Introduction, we previously reported that the IV curves from BK channels were identical with and without intracellular Ca^2+^/Mg^2+^ ([@bib22]), showing negative slopes at positive potentials and greatly reduced single-channel conductance of 170 pS in the range of −80 to +80 mV ([Fig. 1 B](#fig1){ref-type="fig"}, blue symbols, labeled "Ki"). This is in contrast to the finding of quite linear IV curves in the absence of divalent cations by other workers ([@bib6]; [@bib14]; [@bib32]; [@bib8]), and also to the values of conductance reported for BK channels in the absence of blockers, i.e., ∼250--300 pS ([@bib6]; [@bib4]; [@bib13]). In spite of this discrepancy, [@bib22] found a very strong shift in half-activation potential (−100 ± 3 mV with and +174 ± 14 mV without Ca^2+^/Mg^2+^, similar to the values of [@bib15], and [@bib28]). Because of the contrast regarding the IV curves, we repeated the experiments in a different laboratory (Darmstadt instead of Kiel).

![Influence of 2.5 mM Ca^2+^ and 2.5 mM Mg^2+^ on human BK channels. (A) New single-channel recordings measured at +140 mV with a 20-kHz filter illustrating the effect of 2.5 mM Ca^2+^ and Mg^2+^ on apparent single-channel current and noise. "O" and "C" mark the open and closed channel, respectively. (B) IV curves without (open black squares) and with (closed black squares) 2.5 mM Ca^2+^/Mg^2+^ obtained from the recent experiments, labeled "Da." The IV curve in the presence of 10 mM H-EDTA is shown in green. As a comparison, the IV curves reported by [@bib22] are shown ("Ki," blue). Those ones measured with (closed circles) and without Ca^2+^/Mg^2+^ (open circles) coincide. The red curves were obtained in Ca^2+^/Mg^2+^-free medium with 20 mM NaCl~2~ (open circles) or Na~2~-EDTA (closed squares). (C) A rare observation of spontaneous switching from the "Ki-type" (old) to the "Da-type" (recent). Data were acquired with a 20-kHz filter at +40 mV in 150 mM KCl plus 10 mM H-EDTA. A five-point moving average was used to generate the figure. Dashed lines mark the two different open states.](JGP_201210956_Fig1){#fig1}

The new experiments did not show a negative slope in the absence of Ca^2+^/Mg^2+^ ([Fig. 1 B](#fig1){ref-type="fig"}, open black squares), and the slope conductance was 280 pS. The half-activation potential (V~1/2~) in 150 mM KCl without added divalent ions or chelators was +57 ± 3 mV. The addition of 2.5 mM Ca^2+^ and Mg^2+^ each shifted V~1/2~ to −76 ± 13 mV (not depicted). This shift indicated very low contamination by Ca^2+^/Mg^2+^, even without EDTA. BK channels are strongly Ca^2+^ activated in the micromolar range ([@bib16]; [@bib4]; [@bib19]; [@bib28]; [@bib13]; [@bib15]; [@bib17]). In the case of Mg^2+^, however, millimolar concentrations are required ([@bib28]; [@bib13]; [@bib30]; [@bib32]).

Adding 2.5 mM each of Ca^2+^ and Mg^2+^ led to a negative slope at high positive voltages and a reduction of single-channel conductance from 280 to 190 pS in the range of −80 to +80 mV ([Fig. 1 B](#fig1){ref-type="fig"}, closed black squares, labeled "Da"). Our recent experiments are thus consistent with those of [@bib8], who have found in the absence of Ca^2+^/Mg^2+^ a large conductance of ∼250 pS at +100 mV with no negative slope, and in the presence of Ca^2+^/Mg^2+^ a reduced conductance of 135 pS and a negative slope. (The negative slope reported by [@bib8] appears somewhat more pronounced than in [Fig. 1 B](#fig1){ref-type="fig"}, because Geng et al. have recorded currents at higher potentials.) Thus, our recent investigations yield the canonical experimental result, consistent with the findings of [@bib8] and others ([@bib6]; [@bib14]; [@bib32]).

Search for the origin of the discrepancy between the old ("Ki") and recent experiments ("Da")
---------------------------------------------------------------------------------------------

A puzzling feature of the previous experiments was that Ca^2+^/Mg^2+^ did not show any influence on the IV curves but a very pronounced effect on the activation curve (Fig. 7 in [@bib22]), which was similar to the shifts reported by other authors ([@bib28]; [@bib13]; [@bib15]). Thus, the unknown condition causing the noncanonical behavior ([Fig. 1 B](#fig1){ref-type="fig"}, "Ki") mimicked the effect of Ca^2+^/Mg^2+^ on the IV curve, but not on the voltage-dependent gating, indicating that there was no contamination by Ca^2+^/Mg^2+^.

We tested whether the difference between the old and new experiments might originate from an (unlikely) erroneous use of Na~2~-EDTA instead of H-EDTA. The red curves in [Fig. 1 B](#fig1){ref-type="fig"} exclude that the negative slope is caused by the addition of Na^+^. The Na^+^ block shows a much sharper bending of the IV curve. Furthermore, in contrast to Ca^2+^/Mg^2+^, there is no reduction of current by Na^+^ in the linear part of the IV curve. The IV curve with 10 mM H-EDTA obtained in Ca^2+^/Mg^2+^-free solution ([Fig. 1 B](#fig1){ref-type="fig"}, green curve) also excludes that EDTA could be the origin of the negative slope; it scarcely deviates from the black curve without EDTA.

There are some rare experimental indications that a contamination may not necessarily be the origin of the unusual IV curves in [@bib22]. The most striking observation is shown in [Fig. 1 C](#fig1){ref-type="fig"}. During the recording of two subsequent IV curves in Kiel in Ca^2+^/Mg^2+^-free medium, the channel spontaneously switched from the "Ki-type" to the "Da-type" (increase of current) and remained there for the rest of the experiment. In addition, ∼10% of the experiments in Kiel showed "Da-type" behavior and vice versa. There was one notable difference between the records in the two different laboratories. In Kiel, we rarely had more than one channel per patch; often there was not a single channel for a week. In Darmstadt, four channels in a patch were most common, and single channels were rare. This may indicate that the search for the differences of the IV curves in [Fig. 1 B](#fig1){ref-type="fig"} should not only be restricted to putative contaminations of the solutions but should also include the culturing conditions.

The evaluation of the flickering component by noise analysis
------------------------------------------------------------

In the investigations of [@bib22], the effect of Ca^2+^/Mg^2+^ on the IV curves of [Fig. 1 B](#fig1){ref-type="fig"} was not the main issue. Instead, the evaluation was based on the flickering component of BK currents, which becomes obvious in the excess open-channel noise shown in [Fig. 1 A](#fig1){ref-type="fig"}. This leads to the crucial question of whether the occurrence of different IV curves in the Ki-type data and in the Da-type data ([Fig. 1 B](#fig1){ref-type="fig"}) has any influence on the flickering.

[Fig. 1 A](#fig1){ref-type="fig"} shows nearly equal open-channel (excess) noise for the open-level with and without Ca^2+^/Mg^2+^ in the new experiments. For the evaluation of the noise, open-point amplitude histograms were generated. In the examples of [Fig. 2 A](#fig2){ref-type="fig"}, the amplitude histogram without Ca^2+^/Mg^2+^ is slightly broader than that obtained with Ca^2+^/Mg^2+^. However, such a visual inspection does not tell anything. The open-channel noise results from a convolution of the Gaussian baseline noise (C-level in [Fig. 1 A](#fig1){ref-type="fig"}, and dotted black line in [Fig. 2 A](#fig2){ref-type="fig"}) and the asymmetrical β distribution. The shape of the β distribution is influenced by the (strongly scattering) rate constants, and its broadness is weighted by the single-channel current. All these factors determine the shape of the histogram in such a complex manner that the only scientifically sound approach is a comparison of the parameters of flickering. They are provided by a β fit of the amplitude histograms as described in Materials and methods.

![Analysis of fast flickering. (A) Superposition of two open-point amplitude histograms from time series at +140 mV with (red, mostly hidden behind the fit; black line, upper abscissa) and without (green, lower abcissa) Ca^2+^/Mg^2+^. Fitting the red one with a two-state model (black; [Eq. 1](#fd1){ref-type="disp-formula"}) results in the following parameters: *I~true~* = 24 pA, *k~OC~* = 0.44 (µs)^−1^, and *k~CO~* = 1.7 (µs)^−1^. Fitting with a three-state model (blue merging into black) C--O--G, with C,G being closed results in *I~true~* = 24 pA, *k~OC~* = 0.49 (µs)^−1^, *k~CO~* = 2.00 (µs)^−1^, *k~OG~* = 0.005 (µs)^−1^, and *k~GO~* = 0.22 (µs)^−1^. The Gaussian distribution of the baseline (σ = 1.5 pA; black dashed, closed channel) is moved to *I~app~* = 19.6 pA to illustrate the broadening by fast flickering. (B) Apparent (*I~app~*, black) and true (*I~true~*, red) single-channel IV curves for the recent experiments with (circles) and without (squares) divalent cations. (C) Results from the β fits of the open-point histograms at different membrane potentials (*R~I~*, *R~k~*; [Eq. 2](#fd2A){ref-type="disp-formula"}). Data from six different patches for each curve, with three to five data points per voltage. Data with Ca^2+^/Mg^2+^ are shown in red, and data without divalent ions are shown in green. *R~k~* is presented by closed symbols and shifted by 5 mV to avoid overlapping. The values of *R~I~* are given by open symbols. Blue crosses, Ca^2+^-independent *R~k~* from [@bib22]; "Ki").](JGP_201210956_Fig2){#fig2}

The analysis of the amplitude histogram by β distributions yields the "true" single-channel current (*I~true~*) and the rate constants of the underlying flickering process ([@bib21], [@bib24],[@bib25]; [@bib2]). The current *I~true~* (for definition see [@bib9]) would be measured if a noise-free patch-clamp amplifier with a sufficient bandwidth were available. However, in our setup, the bandwidth is 20 kHz. Thus, if a flickering process in the microsecond range is present in the data, this low-pass filter averages over open and closed times, and a reduced value appears at the output of the amplifier: the apparent current *I~app~*. *I~app~* can be obtained from a visual inspection of the time series or from the peak of the open-point histograms (see [Fig. 2 B](#fig2){ref-type="fig"}). The occurrence of such a current reduction by undetected fast flickering is indicated by an increase of the noise ([Fig. 1 A](#fig1){ref-type="fig"}) of the open level ("excess noise"), which is higher than that of the closed level (baseline noise).

For the numerical analysis, the flickering process has to be defined by a Markov model. To test whether the flickering here is different from that in [@bib22], we have to use the same model for the β analysis of the new data, namely, a two-state Markov C--O model, with the rate constants of the transitions being *k~CO~* and *k~OC~* ([Eq. 1](#fd1){ref-type="disp-formula"}), and with *I~true~* being the current level of the open state O and *I~min~* = 0 pA the level of the closed state C.

The β fit is illustrated for the red amplitude histogram in the presence of Ca^2+^/Mg^2+^ in [Fig. 2 A](#fig2){ref-type="fig"}. The narrow Gaussian curve in [Fig. 2 A](#fig2){ref-type="fig"} (black dashed) represents the baseline noise with a typical value of σ = 1.5 pA (shifted to *I~app~*) for this dataset. The black continuous curve shows the β fit of the red amplitude histogram on the basis of [Eq. 1](#fd1){ref-type="disp-formula"}. (The legitimate deviations at the left-hand side result from a second slower flickering process and can be evaluated by a three-state model \[[@bib25]\]; see legend of [Fig. 2 A](#fig2){ref-type="fig"}.) The fit yields the "true" current *I~true~* = 24.1 pA (as opposed to *I~app~* = 19.6 pA), and the rate constants *k~OC~* = 0.44 (µs)^−1^ and *k~CO~* = 1.7 (µs)^−1^ of the open--close transitions in the two-state Markov model of [Eq. 1](#fd1){ref-type="disp-formula"} (averaged values are given below).

The comparison of the flickering component measured here and that reported by [@bib22] has to be based on the rate constants of the flickering process. However, as already known from the previous investigation, the determination of the rate constants themselves is subject to large scatter. In contrast, the ratio of the rate constants (*R*) is very reproducible. This flicker factor *R* can be calculated from the ratio of the currents (*R~I~*) or from the rate constants (*R~k~*), with$$R_{I}\, = \,\frac{I_{true}}{I_{app}}$$and$$R_{k}\, = \,\frac{k_{CO} + k_{OC}}{k_{CO}}.$$*R~I~* and *R~k~* should be identical if flickering is faster than can be resolved by the temporal resolution of the setup (Fig. 3 in [@bib23]). Then, the low-pass filter averages over the sojourns in the open and closed state of the flickering time series. The averaged open and closed times are the inverses of *k~OC~* and *k~CO~*, respectively. This leads to$$\frac{1}{R_{I}}\, I_{true}\, = \, I_{app}\, = \,\frac{k_{CO}}{k_{OC} + \, k_{CO}}\, I_{true}\, = \,\frac{1}{R_{k}}\, I_{true}.$$[Fig. 2 C](#fig2){ref-type="fig"} shows that *R~k~* and *R~I~* (open and closed symbols, respectively) fulfill the expectation of [Eq. 3](#fd3){ref-type="disp-formula"}.

A surprising result: The reproducibility of the flickering component
--------------------------------------------------------------------

The comparative analysis of fast flickering measured with and without Ca^2+^ and Mg^2+^ has led to a surprising result: [Fig. 2 C](#fig2){ref-type="fig"} shows that there is not a major difference in the flicker factors (*R~I~* and *R~k~*) between the recent experiments recorded with or without Ca^2+^/Mg^2+^. This implies that the behavior of the flicker factor shown in [Fig. 2 C](#fig2){ref-type="fig"} does not significantly differ between experiments that generate an almost linear IV curve (without divalent cations) and those with a strongly nonlinear IV curve (with divalent cations). Inspecting the red and black curves in [Fig. 2 B](#fig2){ref-type="fig"} seems to contradict the statement that *R~I~* = *R~k~* is about equal with and without Ca^2+^/Mg^2+^. However, the greater difference between *I~true~* and *I~app~* without Ca^2+^/Mg^2+^ results from the scaling by *I~true~* ([Eq. 2A](#fd2A){ref-type="disp-formula"}).

With respect to the validity of the analysis in [@bib22], it is important to note that the values of *R~k~* obtained here and in the previous investigation do not differ very much ([Fig. 2 C](#fig2){ref-type="fig"}, blue curve), even though the related IV curves of *I~app~* shown in [Fig. 1 B](#fig1){ref-type="fig"} are quite different with respect to their sensitivity to Ca^2+^/Mg^2+^. This shows that current reduction by flickering and that by Ca^2+^/Mg^2+^ block are unrelated processes.

An extended view of the single-channel currents at high temporal resolution
---------------------------------------------------------------------------

As mentioned above, the β analysis tells what would be measured if a noise-free patch-clamp amplifier of sufficient bandwidth were available. A bandwidth of 10 MHz would be sufficient because the fastest rate constant is *k~CO~*. It scatters between 1 and 3 (µs)^−1^ with a voltage-independent average value of *k~CO~* = 1.33 (µs)^−1^ without and 1.38 (µs)^−1^ with 2.5 mM Ca^2+^/Mg^2+^ calculated from 23 and 22 data points, respectively. The imaginary amplifier would show open events with average dwell times ranging from high values at 0 mV (hidden behind the normal gating dwell times in the millisecond range) to ∼1.4 µs at +180 mV (calculated from *1/k~OC~* = *k~CO~*/(*R~k~* −*1*); [Eq. 2B](#fd2B){ref-type="disp-formula"}). These sojourns in the open state are interrupted by sojourns in the closed state with an average dwell time of 1/*k~CO~* = 0.7 µs.

The imaginary 10-MHz amplifier also would show *I~true~*, the "true" single-channel current not attenuated by the 20-kHz filter of the real amplifier. [Fig. 2 B](#fig2){ref-type="fig"} demonstrates that the IV curve of *I~true~* does not show a negative slope in the presence of 2.5 mM Ca^2+^/Mg^2+^ up to +160 mV. The current reduction by averaging in the filter of the real amplifier is given by *R~I~* ([Fig. 2 C](#fig2){ref-type="fig"} and [Eq. 2A](#fd2A){ref-type="disp-formula"}). It is rather small; therefore, it causes only a minor sublinearity when the underlying "true" IV curve is linear ([Fig. 2 B](#fig2){ref-type="fig"}, without Ca^2+^/Mg^2+^). However, when the same percentage of current reduction occurs on the background of an already saturating true IV curve, a negative slope can result. Thus, [@bib22]; for BK channels) and [@bib1]; for the viral Kcv channel) found a saturating IV curve of *I~true~*, where *I~app~* showed already a very pronounced negative slope. In [Fig. 2 B](#fig2){ref-type="fig"}, the saturating IV curve for *I~true~* in the presence of 2.5 mM Ca^2+^/Mg^2+^ is only proven up to +160 mV, but extrapolation of *R~I~* in [Fig. 2 C](#fig2){ref-type="fig"} suggests a similar picture.

Conclusion
----------

IV curves in BK channels measured with and without Ca^2+^/Mg^2+^ reported here are the same as those reported by [@bib8] in contrast to previous findings of [@bib22]. However, the discrepancy regarding the IV curves has no effect on the phenomenon that is in the focus of [@bib22]: the flickering process in the microsecond range. It is the same here and in those previous studies. Thus, the experimental basis for the analysis in [@bib22] is sound. With respect to the IV curves, the analysis of flickering has to be included because it yields a refined picture of the block by 2.5 mM Ca^2+^/Mg^2+^. The block per se causes saturating IV curves at least up to +160 mV. Bending downward is further enhanced by the decrease of apparent current as caused by averaging over voltage-dependent flickering at high positive potentials.
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