Abstract AMBER is a model
Introduction
The acquisition of language has been a popular topic among researchers in Artificial
Intelligence. Impressive language learning programs have been developed by Siklossy [i], Hedrick [2] , Anderson [3] , Selfridge [4] , and Berwick [5] .
The generality and power of these systems vary greatly, but they share one characteristic: none of the programs provide a psychologically plausible model of children's language learning. AMBER also knows that several content words may be used to describe the same object (e.g., "the big red ball s") , and that these words will occur together in any legal sentence. This is analogous to an assumption made by Anderson's LAS [3] , which he has called the 9raph deformation condition. AMBER incorporates this assumption into its morpheme insertion rules, ensuring that a morpheme will be inserted either before the earliest or after the latest content word describing a token (thus, "big the red s ball" would never be produced). In addition, the objects described by the two correctly predicted words must be directly related (e.g., a token of milk is on a token of 
