Abstract. We study the parabolic complex Monge-Ampère type equations on closed Hermitian manfolds. We derive uniform C ∞ a priori estimates for normalized solutions, and then prove the C ∞ convergence. The result also yields a way to carry out method of continuity for elliptic Monge-Ampére type equations.
Introduction
Let (M n , ω) be a compact Hermitian manifold of complex dimension n ≥ 2 and χ a smooth real (1, 1) form on M n . Write ω and χ respectively as
and
We denote χ u := χ + √ −1 2 ∂∂u, and also set
In this paper, we are concerned with the following equation on M,
with initial value u(x, 0) = 0. We are interested in solving the corresponding nondegenerate parabolic equations. To be parabolic, equation (1.1) must have χ u > 0; we call such functions admissible or χ-plurisubharmonic. To be nondegenerate, we need to assume ψ > 0 on M.
In order to solve equation pmach-parabolic-equation, it is necessary to impose some condition. As in [17] and [21] , we define, for a smooth positive real function ψ on M, If χ ∈ C α (ψ), we say that χ satisfies the cone condition. The study of the parabolic flows is motivated by the complex Monge-Amère type equation When α = n, it is exactly the complex Monge-Ampère equation, which is strongly connected with complex geometry. In the fundamental work of Yau [27] (see also [1] ), he proved the Calabi conjecture [3] , [4] by solving the complex Monge-Ampère equation. Cao [5] reproduced the result of Yau [27] and Aubin [1] by Kähler-Ricci flow. Cherrier [8] , Tosatti and Weinkove [23] independently extended the zero order estimate of Yau [27] to Hermitian manifolds under the balanced condition, and then solved the complex Monge-Ampère equations on closed Hermitian manifolds by method of continuity. Later, Tosatti and Weinkove [24] successfully removed the balanced condition and extended the result to general Hermitian manifolds. Gill [15] introduced the Chern-Ricci flow, and gave a parabolic proof for the result in [24] .
For α = 1, equation (1.3) was proposed by Donaldson [9] in connection with moment maps and is closely related to the Mabuchi energy [7] , [26] , [20] for Kähler manifolds. It is well known that when χ and ω are Kähler, there is an invariant defined by
The equation was studied by Chen [6] , [7] , Weinkove [25] , [26] , Song and Weinkove [20] using the J-flow where ψ = c. Their result was extended by Fang, Lai and Ma [11] to all 1 ≤ α < n. In [12] , [13] , Fang and Lai studied a class of geometric flows when ψ = c, which include equation (1.1). It attracts our attention to generalize the results to general Hermitian manifolds or general ψ. Guan and the author [17] studied the Dirichlet problem on general Hermitian manifolds with the assumption of subsolution. The author [21] solved equation (1.3) by method of continuity on closed Hermitian manifolds under the cone condition.
In the study, the sharp C 2 estimate is the key. We prove the following theorem.
Suppose that χ is a smooth real (1, 1) form satisfying χ ∈ C α (ψ). Then there exists a long time solution u to equation (1.1). Moreover, there are constants C and A such that
where C, A depend only on initial geometric data.
The C 2 estimate is much more improved than that in [22] , which is
.
The improved C 2 estimate can help us to obtain the uniform a priori C 0 estimate if we have proper conditions. The C 0 is one of the most difficult estimates for differential equations on closed manifolds. In fact, the higher order estimates thus follow from the C 0 and C 2 estimates, Evans-Krylov theory [10] , [18] and Schauder estimates, which are quite standard procedures. We do not impose strong condition on ψ, and consequently it is very likely that the flow u itself does not converge. To discover some convergence property, it is necessary to normalize the solution. Let
For general Hermitian manifolds, we have the following result. Theorem 1.2. Under the assumption of Theorem 1.1, there exists a uniform constant C such that for all time t ≥ 0,
given that
Thenũ is C ∞ convergent to a smooth functionũ ∞ . Moreover, there is a unique real number b such that the pair (ũ ∞ , b) solves equation (1.4).
Should we have more knowledge of the manifold, it would be possible to obtain deeper results. When χ and ω are both Kähler, we are able to solve Donaldson's problem formerly proven by the flow method in [20] , [11] . It is worth a mention that the former results are only for the special case ψ = c while we only require that ψ ≥ c.
It is noticeable that in [21] , the elliptic approach has no obstacle when ψ ≥ c while the former parabolic approaches have difficulties to treat non-constant ψ. It is natural to ask: is the flow method also able to treat ψ ≥ c? After a study of J-functional [6] , we use the functional to normalize the velocity ∂ t u instead of the function u. The idea is quite simple and natural: we pull back the surface at every instantaneous moment. Theorem 1.3. Let (M n , ω) be a closed Kähler manifold of complex dimension n and χ is also Kähler. Suppose that χ ∈ C α (ψ) and ψ ≥ c for all x ∈ M, where c is defined in (1.5). Then there exists a uniform constant C such that for all time t ≥ 0,
Consequently,ũ is C ∞ convergent to a smooth functionũ ∞ . Moreover, there is a unique real number b such that the pair (ũ ∞ , b) solves equation (1.4).
We organize the paper as follows. In section 2, we state and show some preliminary knowledge related to equation (1.1). In section 3, we establish the improved C 2 estimate. In section 4, we study the long time existence of the solution flow. The C 2 estimate proven in section 3 helps us to obtain the uniform C 0 estimate, and hence we show that higher order estimates are also uniform. In section 5, we give a proof for a Li-Yau type Harnack inequality. In section 6, we apply the inequality to show that the time derivative ofũ decays exponentially. As an immediate result, we show thatũ convergences to a smooth functionũ ∞ , which solves equation (1.4) for some b. In section 7, we apply Theorem 1.2 to carrying out method of continuity, in order to avoid using some specific knowledge.
Preliminaries
We shall follow [17] for notations. In particular, g and ∇ will denote the Riemannian metric and the corresponding Chern connection of (M, ω). In local coordinates z =
For convenince, we set
and thus
Also, we denote the coefficients of X −1 by X ij . It is easy to see that
Assuming at the point p, g ij = g ij and X ij is diagonal in a specific chart. Therefore,
where (2.6)
For a square matrix A, define S α (A) = S α (λ(A)) where λ(A) denote the eigenvalues of A. Further, write S α (X) = S α (λ * (X)) and
and λ * (X) denote the eigenvalues of a Hermitian matrix X with respect to ω and to ω −1 , respectively. Unless otherwise indicated we shall use S α to denote S α (X −1 )
when no possible confusion would occur.
In local coordinates, we can write equation (1.1) in the form
or equivalently,
Differentiating this equation twice at p and applying the strong concavity of S α as in [17] , we have (2.10)
and (2.11)
Here we write down an alternative statement, which will be used later. It is a key theorem in [11] . Theorem 2.1. We have an alternative (2.13)
for some C > 0 large enough and independent on u.
Moreover, by the maximum principle, ∂u ∂t reaches the extremal values at t = 0, that is, on a maximal time interval [0, T ),
As an immediate corollary,
Therefore, the flow remains Hermitian at any time.
The second order estimates
In this section we derive the second order estimate for admissible solutions.
and w = ∆u + trχ. Then there are uniform positive constants C and A such that
where C, A depend only on geometric data.
Proof. Consider the function e φ w where φ is to be specified later. Suppose that e φ w its maximum at some point (p,
Choose a local chart near p such that g ij = δ ij and X ij is diagonal at p when t = t 0 . Therefore, we have at the point (p, t 0 )
This formula, with (3.4) and (3.5), leads to that at (p, t 0 )
By (2.5) and (2.11), we have at (p, t 0 ) (3.8)
As in [21] , we can simplify equation (3.8) ,
whereT denotes the torsion with respect to the Hermitian metric χ. In [21] , we just simply threw away the last term. Now we apply a trick due to Phong and Sturm [19] and use the following function (3.10)
Without loss of genelarity, we can assume A ≫ 1 throughout this paper. It is easy to see that
The fourth term in (3.9) turns to (3.14)
and the fifth term is (3.15)
Therefore,
Note also that (3.17)
Combing (3.7), (3.16) and (3.17),
For A ≫ 1 which is to be determined later, there are two cases in consideration:
In the first case, by Theorem 2.1,
by observing the simple fact
Alloting the extra positive θ properly, we have for δ > 0 small enough,
This gives a bound w ≤ 1 at p if we pick a sufficiently large A, which contradicts the assumption A ≫ 1.
In the second case,
and hence
The Evans-Krylov theory and Schauder estimates are quite standard, so we omit the proofs here. We refer readers to [16] , [23] , [21] , [15] and [22] .
Long time existence and uniform estimates
Since ∂u ∂t is bounded, in finite time we have C 0 estimate dependent on time t. By the Evans-Krylov theory and Schauder estimates, we can obtain time-dependent C ∞ estimates. With a standard argument, theses estimates are sufficient for us to prove the long time existence. Nevertheless, in order to prove the convergence, we need uniform C 0 estimate, which is independent from the time t.
Theorem 4.1. Under the assumption of Theorem 1.1, there exists a uniform constant C depeding only on the initial geometric data such that
Proof. Following [26] , we prove the theorem by contradiction. If such a bound does not exist, we can choose a sequence of time points t i → ∞ such that
by (4.2) and the maximum principle. Thus for t > s ≥ 0,
By Proposition 3.1,
As shown in [23] , the sharp C 2 estimate implies that
for some positive constant C, which is a contradiction.
As a consequence, we also obtain uniform the C 2 estimate. By (4.6), it must be
Should we have more knowledge of the two metrics, there would be chances to obtain deeper results. First of all, we need to extend the definition of J-functional [6] , which was done in [11] . Let H be the space of Kähler potentials (4.13)
For any curve v(s) ∈ H, we define the funtional J α by (4.14)
Then we have a formula for J α of function u,
where v(s) is an arbitrary path in H connecting 0 and u. It is straighforward to verify that the functional is independent on the path. So we can restrict the integration to the straight line v(s) = su to calculate J α (u) for any u ∈ H.
(4.16)
Also, along the solution flow u(x, t) to equation (1.1),
The second inequality follows from Jesen's inequality. Thus, J α (u) is decreasing and nonpositive along the solution flow. Now we consider an arbitrary function flow u(x, t) starting from 0. Computing J α on the flow, that is v(x, s) = u(x, sT ), it follows that (4.18)
For the solution flow u(x, t) to equation (1.1), let
Proof. We shall use the functional J α . By (4.18), (4.21)
But according to (4.16), we have
The first inequality in (4.20) then follows from (4.22) . Rewriting (4.22),
Let C 1 be a positive constant such that
The second inequality (4.20) then follows from (4.25), the fact that ∆ ω u > −tr ω χ and the lower bound of the Green's function of ω (see Yau [27] ).
It remains to prove Theorem 4.2.
Proof of Theorem 4.2. From Lemma 4.3 and the simple fact that
it suffices to prove a lower bound for inf Mû (x, t). If such a lower bound does not exist, then we can choose a sequence of time points t i → ∞ such that
Then for any t ≤ t i ,
With a similar argument, we also obtain (4.30) u(x, t) ≤û(x, t).
So we have
for some positive constant C, which is a contradiction since sup Mû (x, t i ) is bounded from below by zero.
The proof of Theorem 4.2 tells us thatû(x, t) is uniformly bounded on
Now we should use Evan-Krylov theory and Schauder estimate again to obtain uniform higher order estimates.
The Harnack inequality
In this section, we prove the Harnack inequality. The arguments of Gill [15] can be applied here. For completeness, we include the proof.
Set F (u) := Sn(χu) S n−α (χu)
. We define a new Hermitian metric corresponding to u,
where
Constructing the Hermitian metric is a key technique in [21] to carry out method of continuity, while the metric is quite natural in the study of the parabolic flow, especially when we study the properties of higher order derivatives, such as the Harnack inequality, Evans-Krylov theory and Schauder estimate.
Let ϕ be a positive function on M. We consider the linearized parabolic equation
Define f = ln ϕ and H = t(|∂f | 2 G − β∂ t f ) where 1 < β < 2. Here
We also denote
Lemma 5.1. There are constants C 1 and C 2 depending only on the bounds of the metric G such that for t > 0, we have
Proof. By (5.6), (5.8)
and consequently
Direct calculation shows that (5.11)
Hence,
By factoring the terms, we obtain
Combining (5.38) and (5.40),
where C 1 , C 2 and C 3 are uniform constants.
Proof. Let x, y ∈ M, and define γ to be the minimal geodesic (with respect ot the initial metric ω) with γ(0) = y and γ(1) = x. Define a path ζ :
Convergence of the parabolic flow
With the Harnack inequality, we can show the convergence ofũ following Cao [5] . Define ϕ = ∂u ∂t
. Then we have
it is obvious that (6.9)
there is a point y ∈ M such that (6.10) ∂ũ ∂t (y, t) = 0.
Consider the quantity Q =ũ +
Since Q is bounded and pointwise monotonically decreasing, it tends to a limit as t → ∞, say,ũ ∞ . But (6.13) lim
We show that the convergence ofũ toũ ∞ is actually C ∞ by contradiction. Suppose that the convergence is not C ∞ , then there exists a time sequence t i → ∞ such that for some ǫ > 0 and some integer k,
Sinceũ is bounded in C ∞ , there exists a subsequence t i j → ∞ such thatũ(x, t i j ) → U ∞ as j → ∞ for some smooth functionŨ ∞ . Definitely,ũ ∞ =Ũ ∞ . But it contradicts the fact thatũ →ũ ∞ pointwise. Note thatũ solves the parabolic flow
Letting t → ∞,ũ ∞ solves the equation This completes the proof the convergence.
Revisit to method of continuity
In this section, we want to avoid using the specific knowledge of J-functionals, Gauduchon's theorem [14] and Buchdahl's result [2] . So we apply the parabolic result, Theorem 1.2, to carrying out method of continuity.
Let us recall the a priori esimates for elliptic complex Monge-Ampère type equations in [21] .
Theorem 7.1. . Let (M n , ω) be a closed Hermitian manifold of complex dimension n and u be a smooth solution of the equaion (1.3). Suppose that χ ∈ C α (ψ). Then there are uniform C ∞ a priori estimates of u.
First, since χ ∈ C α (ψ), there must be a function u satisfying As in [21] , without loss of generality, we can assume u is smooth. Define ϕ by for sufficiently small δ > 0. By approximation, we can find a smooth function ψ 0 satisfying (7.6) max{ψ, ϕ} ≤ ψ 0 ≤ max{ψ, ϕ} + δ.
Now we show that S is open. Assuming thatŝ ∈ S, we need to show that there exists small ǫ > 0 such that s ∈ S for any s ∈ [ŝ,ŝ + ǫ). and consider the parabolic equation , with u(x, t) = uŝ(x). Therefore, from (7.18), (7.19) and Theorem 1.2, we have a pair (u s , b s ) solving equation (7.9) for s ∈ [ŝ,ŝ + ǫ), and hence S is open.
