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4. Висновок
1. Проаналізовано використання вантажопідйом-
ності великотоннажних контейнерів. Показано, що 
вантажопідйомність контейнера використовується 
лише на 40-45%, що збільшує витрати вантажовід-
правників на перевезення однієї тони вантажу в кон-
тейнері, а, відповідно, й вартість товарів.
2. Запропоновані наступні напрямки покращення 
стану:
- збільшення розмірів контейнерів в межах загаль-
ного та зонального габаритів навантаження;
- розробка і впровадження способів ущільнення на-
вантаження вантажів;
- впровадження нових тарифів та штрафів, які 
враховували б фактичне завантаження контейнерів та 
стимулювали б покращення їх використання.
3. Згідно з розрахунками – завантаження кон-
тейнерів вантажами на терміналах відповідає розпо-
ділу Ерланга. Середнє арифметичне завантаження 
контейнерів на терміналі – 8,47 т, а статичне середнє 
випадкової величини склало 11,841 т, при номінальній 
вантажопідйомності контейнера 17,7 т.
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Проведено дослідження методу дерев 
рішень, що був реалізований у вигляді алго-
ритму ID3, та методу k - найближчих сусі-
дів, що був реалізований у вигляді алгорит-
мів KNN та Fuzzy KNN. Здійснена програмна 
реалізація алгоритмів класифікації
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Проведено исследование метода деревьев 
решений, реализованного в виде алгоритма 
ID3, и метода k - ближайших соседей, реа-
лизованного в виде алгоритмов KNN и Fuzzy 
KNN. Осуществлена программная реализа-
ция алгоритмов классификации
Ключевые слова: алгоритмы классифи-
кации, распознавание, образ, программная 
реализация
The research of decision tree method, reali-
zed as algorithm ID3, and method of k - neare-
st neighbours, realized as algorithms KNN and 
Fuzzy KNN was made. It was accomplished the 
software implementation of classification algo-
rithms
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Методы классификации используются в задачах 
распознавания образов, которые представляют собой, 
по существу, дискретные аналоги задач поиска опти-
мальных решений. К ним относится широкий класс 
задач, в которых по некоторой, обычно весьма разно-
родной и, может быть неполной или косвенной инфор-
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мации требуется установить, обладают ли изучаемые 
объекты фиксированным конечным набором свойств, 
позволяющим отнести их к определенному классу, - 
задачи распознавания и классификации. Аналогично-
го рода информация о конечном множестве достаточно 
однотипных процессов служит для выяснения в какой 
области из конечного числа областей будут находить-
ся эти процессы через определенный период времени 
- задачи прогнозирования.
Автоматизация процедур распознавания становит-
ся элементом автоматизации процессов принятия ре-
шений и представляется задачей актуальной.
2. Анализ проблемы
Классификацией является задача разбиения мно-
жества объектов или наблюдений на априорно задан-
ные группы, называемые классами, внутри каждой из 
которых они предполагаются похожими друг на друга, 
имеющими примерно одинаковые свойства и призна-
ки. При этом решение формируется на основе анализа 
значений атрибутов.
В настоящее время классификация применяется 
в маркетинге при оценке кредитоспособности заем-
щиков, определении лояльности клиентов, распозна-
вании образов, медицинской диагностике и многих 
других приложениях [1]. Если аналитику известны 
свойства объектов каждого класса, то когда новое на-
блюдение относится к определенному классу, данные 
свойства автоматически распространяются и на него.
Существует большое множество алгоритмов, реа-
лизующих методы классификации.
Представляет интерес исследование алгоритмов 
классификации для выявления среди них наиболее 
эффективных с целью их последующей программной 
реализации.
В дальнейшем необходимо осуществить оптими-
зацию вычислительной сложности алгоритмов для 
повышения скорости обработки больших объемов дан-
ных в масштабах реального времени.
3. Постановка задачи исследования 
Для классификации в настоящее время использу-
ется множество различных методов: нейронные сети, 
деревья решений, машины опорных векторов, метод k 
- ближайших соседей, алгоритмы покрытия и др., при 
построении которых применяется обучение с учителем, 
когда выходная переменная задана для каждого на-
блюдения. Формально классификация производится на 
основе разбиения пространства признаков на области, в 
пределах каждой из которых многомерные векторы рас-
сматриваются как идентичные.
Иными словами, если объект попал в область про-
странства, ассоциированную с определенным классом, 
он к нему и относится [2].
Проведенное исследование показывает, что наибо-
лее эффективными являются методы деревьев реше-
ний и k - ближайших соседей.
В основе метода деревьев решений лежит принцип 
обучения на метках классов учебных выборок. Де-
рево решений является графоподобной древовидной 
структурой, где каждый внутренний узел обозначает 
тестовое условие атрибута, каждая ветвь показывает 
результаты выполнения тестового условия, и каждая 
листовая вершина содержит метку класса. Пример 
дерева решений представлен на рис. 1.
Рис. 1. Дерево решений
Метод деревьев решений реализован в виде алго-
ритма ID3.
Метод k - ближайших соседей позволяет успешно 
решать задачу обучения с учителем и ориентирован на 
работу с базами данных большого объема.
Метод k - ближайших соседей реализован в виде 
алгоритма KNN, принцип работы которого заключа-
ется в отнесении элемента выборки к такому классу, 
к которому относится наибольшее количество k - со-
седей данного элемента из обучающей выборки.
Алгоритм Fuzzy KNN является модификацией ал-
горитма KNN и позволяет более точно классифициро-
вать объекты за счет использования функции, которая 
определяет вероятность вхождения i-го элемента вы-
борки в j-й класс k—ближайшего соседа. Такая функ-
ция будет иметь вид:
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где u ri( )  - членство r в классе i;
uij  - членство в i - м классе j - го элемента обучаю-
щей выборки;
d r rj( , ) - расстояние между элементом неклассифи-
цированной выборки r и j - м элементом обучающей 
выборки rj.
Исходными данными для работы алгоритмов клас-
сификации могут служить различного рода изображе-
ния (2D, 3D), цифровая и символьная информация.
Целью работы является программная реализация 
наиболее эффективных алгоритмов классификации, 
выбранных на основе проведенного исследования, а 
также программная реализация и использование ал-
горитмов кластеризации для обучения классификато-
ра объектов.
4. Программная реализация
Программное обеспечение реализовано в виде ин-
терфейса пользователя, содержащего классы, создан-
ные для работы алгоритмов классификации, и on - line 
формы - для отображения результатов выполнения 
алгоритмов.
Интерфейс пользователя, разработанный в среде 
Microsoft Visual Studio 2005 [3,4], представлен в виде 
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Windows - приложения (рис. 2). В верхней части глав-
ного окна приложения расположено меню, предна-
значенное для выбора файлов, алгоритмов для их об-
работки, а также для просмотра справки по программе. 
В нижней части расположены панели, содержащие 
информацию о загруженном файле. Правая часть окна 
содержит элементы управления приложением и алго-
ритмами.
В зависимости от выбранного типа алгоритма, ак-
тивизируются различные группы элементов в правой 
части окна.
Таким образом вводятся необходимые исходные 
данные для выбранного алгоритма. Алгоритмы кла-
стеризации могут быть использованы как для решения 
самостоятельной задачи разбиения множества точек 
на непересекающиеся классы, так и для обучения 
классификатора объектов и его последующего исполь-
зования при решении задачи классификации.
Рис. 2. Интерфейс пользователя
Центральная часть главного окна приложения 
предназначена для отображения результатов работы 
алгоритмов.
В работе предусмотрена возможность постро-
ения KNN - покрытия, т.е. ассиметричного графа, 
отображающего результаты выполнения алгоритма 
классификации Fuzzy KNN. Построение осущест-
вляется по принципу соединения ребром текущей 
точки классифицированной выборки с ближайшей к 
ней точкой. KNN - покрытие отображается на on - line 
форме, созданной с помощью библиотек Microsoft 
DirectX SDK.
Результаты построения KNN—покрытия представ-
лены на рис. 3.
Рис. 3. KNN—покрытие
Проведенный в работе анализ алгоритмов пока-
зал, что алгоритм ID3, KNN и Fuzzy KNN наиболее 
эффективны для решения задач распознавания обра-
зов с большим объемом исходных данных. KNN—по-
крытие, построенное для алгоритмов KNN и Fuzzy 
KNN, позволяет сделать более наглядным конечный 
результат классификации и упростить процедуру рас-
познавания.
5. Выводы
В работе проведено исследование существующих 
методов классификации, а именно: метода деревьев ре-
шений и метода k—ближайших соседей. Осуществлен 
выбор наиболее эффективных алгоритмов, реализую-
щих эти методы. Такими алгоритмами являются ID3, 
KNN и Fuzzy KNN. Разработано программное обеспе-
чение, которое позволяет использовать эти алгоритмы 
для решения задач распознавания образов.
Для решения задачи «обучение с учителем» в рабо-
те предусмотрена возможность предварительного обу-
чения классификатора объектов посредством решения 
задачи кластеризации.
В работе осуществлена оптимизация вычислитель-
ной сложности алгоритмов для повышения скорости об-
работки информации в реальном масштабе времени для 
задач, содержащих большие объемы исходных данных.
В процессе разработки приложения применялись 
различные виды тестирования, позволяющие сделать 
вывод о пригодности программы для эксплуатации в 
реальных условиях, ее надежности, отказоустойчиво-
сти и удобстве в применении.
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