Abstract In Lianas and Lantaron, J. Sci. Comput. 46, 485-518 (2011) we proposed an algorithm (EDAS-<i) to approximate the jump discontinuity set of functions defined on subsets of R d . This procedure is based on adaptive splitting of the domain of the function guided by the value of an average integral. The above study was limited to the ID and 2D versions of the algorithm. In this paper we address the three-dimensional problem. We prove an integral inequality (in the case d = 3) which constitutes the basis of EDAS-3. We have performed detailed computational experiments demonstrating effective edge detection in 3D function models with different interface topologies. EDAS-1 and EDAS-2 appealing properties are extensible to the 3D case.
Introduction

The Edge Detection Problem
The recent development of 3D acquisition technologies has emphasized the need of techniques for the understanding of volumetric data sets in several fields. For example, 3D medical imaging try to model organs and internal structures of the human body. These models are important in image guided surgery, diagnostics, etc. [8, 10, 33] . Other application areas include the determination of the interface which separates two or more different material media [12, 30] and the enhancement of some numerical algorithms [2] .
The detection of objects in volumetric data sets is a challenging problem due to the size of the data and the variability of the features of interest. Depending on the concrete analysis task the accurate detection of edges can be very important. For example, the estimation of geometric and differential properties of reconstructed object boundaries such as volume, curvature or even higher order properties requires particularly accurate edge localization algorithms. Due to its technological importance, many procedures have been proposed to determine 3D edges (interfaces). Below, we give a (non-exhaustive) classification:
-Direct Methods. The aim of these methods is to determine the edges of a determined function.
-ID edge detection methods. These procedures can be extended to detect the size and position of discontinuities of a multi-dimensional function by holding all but one dimension fixed and determining the edges as a function of the fixed coordinates. A practical application of this method is described in [1, 5] . The concentration edge detection algorithm [14] and the Gegenbauer reconstruction method [15] are combined to preprocess the data. -Spatial difference filters [37] . These methods are used for detecting edges in digital 3D-images. An image is a discretely defined function. Its domain is a set of nodes in a regular grid. The local function of this type of filters contains the calculation of the difference between density values of an input image. Most 3D filters can be synthesized from 2D filters. The 3D difference filters were first reported in [22] . In some cases the computation cost of these methods may become excessive. -Polynomial fitting method [3, 4] . This method is based on a local polynomial annihilation property on a set of irregularly distributed points in a bounded domain of R d . -Deformable models. These methods consider a geometric object surrounding the interest area (active contour) depending on several parameters. They define an energy functional which consists of the sum of an internal and an external energy. When the functional in minimized, the internal energy constraints the shape of the active contour and the external energy locates the contour in desired image features. Deformable models can be broadly classified into explicit or implicit models.
• Explicit methods (snakes) were introduced by Kass et al. [20] and generalized to 3D
by Terzopoulos et al. [36] . They represent the object by means of meshes (curves, surfaces or solids) which shape evolves in the minimization of energy process. However, since the model topology is created before the deformations, explicit models are not generally able to segment complex shapes with genus higher than 0. In order to overcome this limitation, several methods have been developed in past years: T-snakes [26] , active volume methods [7, 32] , etc.
• Implicit methods (level set formulation) In the late 1990s, Sethian et al. [31] proposed a new framework called level set. The basic idea was to embed the contour evolution into iso-value curves of a function with higher dimensionality. Such functions were called level set functions. This kind of representation of contours and surfaces provides topological flexibility in the segmentation process so that the topological changes are automatically handled. However, it makes difficult the user interaction and increases the computational cost. A recent formulation of this method is given in [27] . Deformable models present some inconveniences such as sensibility to the initial contours, stopping at local minima of the energy, slowness, and computational cost. -Indirect Methods. The aim of these methods is to divide the domain of the function into a collection of homogeneous subsets (segmentation). Edges appear as the boundaries of these subsets. These methods are less efficient than direct methods. Examples of these procedures include region-based algorithms [21, 42] and registration based segmentation [35] .
An Adaptive Splitting Algorithm for 3D Edge Detection
Adaptive splitting procedures have been used in approximation theory (see, for example [25] , and the references therein). Adaptive meshing methods for edge detection have been studied mainly in the context of image processing (discretely defined functions). In image multiscale analysis, adaptive (nonuniform) grids for the finite element method applied to the Perona-Malik equation [29] with the modification suggested in [11] were studied in [6] (3D case). In image segmentation and representation (see [23] for a recent account), many algorithms are based on adaptive approaches. Most adaptive methods produce an image segmentation using a variant of the split and merge method [18, 41] . An adaptive splitting approximation algorithm was proposed in [25] . In [24] it was proved (for d = 1 and d = 2) that the average integral used in its splitting criterion is an effective jump detector. These results imply that the algorithm is divergent for functions with jump discontinuities, but they allow us to modify it to obtain an efficient edge detection method.
In this paper we extend the above results to the three-dimensional case. We study the capability of EDAS-3 to detect 3D edges. The parameters of the original approximation algorithm have a new additional meaning. The local error gives the detection threshold. The stopping criterion gives the precision of the obtained jump points. We introduce new parameters to optimize the search for jumps and the numerical computations.
EDAS-3 is an algorithm to detect jump discontinuities of functions defined by data in the physical space. The domain of the function is supposed to be the difference of a convex set and a set of Lebesgue measure zero (continuously defined functions). Its output consists of an approximation of the jump discontinuity set of the function (see Sect. 2). It is based on an integral inequality fulfilled by the sets containing a jump discontinuity.
The algorithm builds a piecewise affine function which provides a rough approximation of / away from the discontinuities. In the neighbourhood of an edge, this function is a good approximant. The integrals whose evaluation is necessary to obtain the piecewise affine function are computed by numerical methods which are exact for polynomials of a certain degree. This provides an "implicit smoothing" of the target function, that accelerates the convergence away from the discontinuities and makes the algorithm robust in the presence of noise.
The choice of the local error is guided by the magnitude of the searched jumps rather than by the degree of approximation away from the discontinuities. This allows to obtain good results with a poor approximation (homogeneity property) when the magnitude of the jumps is large enough.
When we apply EDAS-3 to determine the edges of a 3D image (discrete function), we extend it to a function defined on a cube containing the discrete domain (see Sect. 4.4) . The resulting function is piecewise constant (each voxel is represented by a cube and the function is constant on it). EDAS-3 does not try to segmentate the image, because it is not concerned about its accurate approximation. EDAS-3 determines a set of tetrahedra containing jump discontinuity points. The approximate result is a flexible set of tetrahedra instead of a rigid set of surfaces. The numerical cubature process is faster than operations involving large amounts of voxels. The average integral criterion, the implicit smoothing and a suitable choice of the minimum magnitude of jump reported can reduce the distortion due to the noise of the image.
The search procedure of EDAS-3 and its flexible way of representing interfaces allow to handle automatically topological changes. In addition, EDAS-3 overcomes some of the limitations of deformable models:
Initial conditions (contours), are not necessary. It is not a variational approach. This avoids the problem of stopping at local minima of the energy. It does not need to use complicated data structures. The implicit smoothing implies a relatively fast processing.
Finally, in the case of complex problems, we can partition the domain and apply EDAS-3 independently to each subdomain. This allows parallel processing. This paper is organized as follows. Section 2 gives some mathematical preliminary results and states the main result of the article. In Sect. 3 we recall the EDAS-<i algorithm and detail its implementation for d = 3. Section 4 presents 3D computational experiments with synthetic and real models. Section 5 provides some concluding remarks. The paper is closed with an Appendix containing the proof of Theorem 1.
Mathematical Preliminaries
Let R C W be a compact <i-interval. We say that a function g : R -> R is quasi-continuous if the set of points where g is not continuous has zero Lebesgue measure.
Consider a finite collection {C,}" =1 of connected sets with pairwise disjoint nonempty interiors such that n Let {/,-: i = 1,..., n} be a set of continuous functions on R. Define the function /(x) = /Kx) if XGQ, where C denotes the interior of C. We say that / is a general piecewise continuous function. If Q, i = 1,..., n, are closed and convex sets, we say that / is a piecewise continuous function. Since the boundary of a convex set has zero Lebesgue measure, all piecewise continuous functions are quasi-continuous.
In the above definition, if the functions f, i = 1,..., n, are constant, we say that / is a general piecewise constant function and a piecewise constant function, respectively.
Let / be a general piecewise continuous function and let r,-be the boundary of Q, i = 1,..., n. Define T = U" =1 r,-. Let x e T, then for some m < n, x e iy, j = 1,..., m, where ij e {1, 2,...,«}. Define A= max {/;,(x)}, and B = min {/;,(x)}. In this section we study the average integral
where v(T) denotes the Lebesgue measure of T.
As we prove below, the behavior of AI T (f) depends on the continuity or lack of continuity of / on T. This fact lays the foundation for the algorithm proposed in the next section. The comportment of AI T (f) when / is continuous is given by the following result. If / is smooth the above result can be sharpened, see [24] . From the above result, we can conclude, in the case of continuous functions, that A/r(/) ->• 0 as |T| approaches zero. We study below the case in that / presents jump discontinuities on T, when d = 3.
From now on, we limit ourselves to the case where f(x) is a function of Heaviside type. This suffices to study image processing applications and functions with smooth T J . Consider the Heaviside function fo, ifx<0,
We have 
where v(T) is the volume ofT.
The proof of this theorem is given in the Appendix.
Edge Detection by Adaptive Splitting Algorithm
Statement of the Algorithm
We state the algorithm in the <i-dimensional case. Consider the <i-interval R = [a, b] , where a,b eW. We can find n (closed) simplices T t such that t t n fj = 0, i ^ i,
(for example, see [9, 28] ). We call P = {T t }" =1 a partition of R. The set of partitions of R is denoted by V(R). Given a <i-simplex T we denote by V(T) the set of its vertices. The proposed algorithm builds a partition P e V(R) and the associated piecewise affine approximant
The average integral
AW) f T \f(x)-L T f(x)\dx v(T)
can be considered as the local error of the approximant L. Given a function / : R -»• R and an initial partition Pi of R, denote by E\ the maximum local error of the approximant L. In the cases where Theorem 1 can be applied, E\ also provides a detection threshold, because the algorithm will detect the jumps with magnitude greater than 32£i/7. Denote by E 2 the approximation error of the points in F J . Let £ 4 be a positive real parameter.
If (AI T (f) < Ei ov \T\ < E 2 )
and \T\ < £ 4 we call T a good simplex, otherwise T is called bad.
We call EA, exploration parameter (in difficult problems, it is necessary to make £ 4 small. This is due to the fact that an inaccurate numerical evaluation of AI T (f) can eliminate simplices containing points of T J ).
Edge Detection by Adaptive Splitting Algorithm (EDAS-d)
Step 1. The good simplices in the initial partition Pi axe put into the set Gi and the bad simplices are put into the set B\.
Step 2. At each step j we have a set of good simplices Gj and a set of bad simplices Bj. Divide each bad simplex into two simplices, by splitting its largest edge. Test whether these children are good or bad to obtain the sets Gj+i and Bj +i .
Step 3. The algorithm stops if Bj = 0. Then G = Gj is the searched partition. If the stopping criterion is not satisfied, go to Step 2.
Step 4. Obtain the following subset of G AT E ={TeG:
Practical Implementation of EDAS-3
In practice we have implemented the above algorithm using a tree whose leaves correspond to good simplices. Tree construction follows a technique similar to that detailed in [25] .
have been computed using the Grundmann and Moller's formula [17] .
We have considered a positive real parameter £5 (adaptivity of cubature formulas parameter). This factor allows to apply higher degree cubature formulas in large regions and low degree cubature formulas in small regions. In this way the computational cost is optimized. The adaptive cubature procedure is described below.
-If \T\ < £5, the computations have been done using the Grundmann and Moller's rules of degree p = 5,7,9, 11, 13, and 15 with d = 3. Due to the lack of error estimates for the Grundmann and Moller's rules, we have followed the usual practice of comparing successive values of the integral corresponding to an increasing number of points and taking the value obtained when the sequence becomes stationary. We denote by AI T (f) the value of AI T (f) computed by the cubature rule of degree p. The pseudocode is described by the following statements. To sum up, the algorithm requires the following positive real parameters -E\: Maximum local error of the approximant L and detection threshold.
-E 2 : Approximation error of the points in F J and stopping criterion.
-£ 3 : Minimum magnitude of jump reported.
-£4: Exploration parameter.
-£5: Adaptivity of cubature formulas parameter.
Theoretical Foundation of EDAS-3
Results in Sect. 2 guarantee the convergence away from the discontinuities and the suitable local behavior of EDAS-3. We can consider three cases:
-Piecewise constant functions whose F J consists of a set of planes. Theorem 1 can be applied to most tetrahedra in a partition. In spite of this, EDAS-3 has given good results in some particular cases (Sect. 4.5).
Computational Experiments
The experimental environment has been the following:
• CPU QuadCore Intel Core 2 Quad 6700, 2666 MHz.
• RAM 4GB.
• Running software Microsoft Visual C.
We have considered different functions / : R -> R, where R is a cube in R 3 . Each face of R has been divided into four triangles by means of its diagonals. The vertices of these triangles and the center of the cube yield a division of R into 24 disjoint tetrahedra. This resulting set has been used as the initial partition Pi of EDAS-3.
Given a function and the parameters {£•, i = 1,5}, we use the following point-based representation of the approximated jump discontinuity set to show the results
x is the barycenter of some T e AT J E^} .
Let I, u be real numbers such that I < u. Define
:l<x 3 <u}. Numerical data tables include the total number of tetrahedra generated by EDAS-3 (TNT), and the number of tetrahedra containing jump points inside them (TNJT).
In all experiments, CPU time is expressed in seconds and denoted by CPU (s).
General Properties of EDAS-3
In this section we study experimentally the following general properties of EDAS-3:
-Dependence of the parameter E\ on the magnitude of the jump (/).
-Dependence of the precision on the parameter E 2 .
-Robustness against continuous and discontinuous random perturbations.
To study the dependence of the parameter E\ on /, we have considered the general piecewise constant function with spherical interface Table 1 . Figure 1 shows a comparison between the results obtained with EDAS-3 and the exact ones (the graph is the same for all values of / in Table 1 ). Since 7/32 ~ 0.22, Table 1 shows a good agreement between the experimental results and those predicted by Theorem 1.
To find the relationship between the precision and the parameter E 2 , we have considered the function f\ with / = 0.5 and E\ = 10 -1 . We have varied E 2 -The results are given in Table 2 . Figure 2 shows how the precision of EDAS-3 increases as E 2 decreases.
To study the effect of continuous noise on the performance of EDAS- The results obtained with several values of co are reported in Table 3 . Figure 3(b) shows that a noise with magnitude 20 percent of the jump, does not change the result obtained with a = 0; see Fig. 3(a) . Tables 2 and 3 show an increase in the number of tetrahedra that is due to different reasons. In Table 2 we increase the precision of EDAS-3 by decreasing the value of the parameter E 2 -As a result, a large increase of tetrahedra arises around the discontinuity surface; see Fig. 13 in [24] . In Table 3 the increase of a makes ff difficult to approximate by a piecewise affine function away from the discontinuities. In this case the increase of tetrahedra takes place on the whole domain because the approximant requires many tetrahedra to approximate ff. Table 4 . If a is less than 0.5, thresholding (£ 3 = 0.45) avoids the detection of noise jumps; see Fig. 3(c) . If a = 0.5 the magnitude of many noise jumps equals 0.5 (jump of true edge points) and the algorithm detects them; see Fig. 3(d) . Since by Theorem 1, the jumps with magnitude less than 4£ 1 /3 are not detected, we can state that implicit smoothing, thresholding and the value of the parameter E\ are the procedures of EDAS-3 to avoid noise effects.
General Piecewise Constant Function with Tubular Tree-like Interface
Blood vessels and airways of the human body form dense tubular tree-like structures. The segmentation of these structures in volumetric datasets is of vital interest for many medical applications [8, 38] . In the following example we define a function with a multiply connected interface which models a vascular/bronchial tube. We need some previous definitions e, = (x! -25) 2 Figure 4 shows the interface (F J ) of / 2 . The results obtained are reported in Table 5 . Figure 5 shows a comparison between the slices of the cloud of points generated by EDAS-3 and the intersections of the interface with planes perpendicular to the x 3 -axis.
General Piecewise Constant Function with Disconnected Interface
This experiment shows the capability of EDAS-3 for dealing with functions having interfaces with a complex topological structure.
In Figure 6 shows the graph of / 3 . The results obtained with EDAS-3 are reported in Table 6 . Figure 7 shows a comparison between the slices of the cloud of points generated by EDAS-3 and the intersections of the interface with planes perpendicular to the x 3 -axis. 
Performance on Real 3D Images and Comparison with other Methods
In this section we study the performance of EDAS-3 on 3D images. These images are discrete functions given by 3D-arrays. They can be extended to piecewise constant functions. The interface of these extended functions consists of a set of planes. Therefore, Theorem 1 can be applied to most tetrahedra in a partition. In the experiments we have used a 3D image obtained by linear interpolation (At + (1 -t)B) of two CT section images (A and B) of a real brain (Radiology, Uppsala University Hospital) [19]; see Fig. 8 . Interpolation from serial cross sections is a customary practice when the sections are not closely spaced [16] . In this way the appearence of the embedded 3D object is recaptured. The test 3D image exhibits a complex structure containing several three dimensional objects. In complex problems, it may be difficult to use deformable model algorithms. Therefore, we have compared EDAS-3 with 3D difference filters (Sobel, Prewitt) which are suitable for arbitrary (unstructured) images. In the experiments with the 3D-Sobel method, the following mask to obtain the partial derivative of the image intensity with respect to the variable x\, was adopted: We have used the MATLAB notation for matrices. The masks for the derivatives with respect to x 2 and x 3 can be obtained from the above ones [37, 39] .
From each original 2D-image (A and B) of size 512x512 we have obtained two images of size 256 x 256 and 128 x 128 using the function imresize of MATLAB. The x 3 axis has been divided into h intervals. The value of the image on the x 3 
In this way we have generated 3D images with different resolution.
3D-Sobel and 3D-Prewitt algorithms have been programmed in MATLAB and their results are reported in Tables 7 and 8 respectively. Figure 9 shows the performance of these algorithms.
The results obtained by EDAS-3 are reported in Table 9 . Figures 10(a) and 10(b) show its performance on the 3D image of size 512x512x21.
We have applied EDAS-2 to the 2D images shown in Figs. 8(c) and 8(d) . The results are reported in Table 10 . Figures 10(c) and 10(d) show its performance on these images.
Since difference filters need to consider all the voxels, their time behavior is 0(nmh). This fact is confirmed by the experimental results. Therefore, difference filters are not suitable for high resolution images.
From the results obtained on 3D images of size n x m x h, we observe that EDAS-3 shows a time behavior compatible with 0((n + m + h) a ) (a < 1). In this case we have considered the relative error (E2/(n + m + h)) constant, but this suffices to get better results as the resolution of the image increases, for example, compare Fig. 11 obtained from the image of size 128 x 128 x 6 with Fig. 10(b) . EDAS-3 can handle large size data sets. In fact, the examples studied in other sections of this paper have infinite resolution. EDAS-3 is slow even with moderate sized images. This feature is shared with deformable model algorithms. For example, in the case of active volume methods, thousands of CPU seconds have been reported [32] . The major reason behind this is the different output of the algorithms. Difference filters provide a point based representation of the discontinuity set of the images. This representation is difficult to visualize and manipulate. It requires algorithms to reconstruct the 3D bodies contained in an image. On the contrary, EDAS-3 and some deformable models [7, 32] provide triangulated descriptions of the discontinuity sets that can be used directly in 3D visualization, virtual reality models [40] , etc. The technique of finding edges in different 2D sections of a 3D image is fast and efficient. The results for EDAS-3 are reported in Table 10 ; see Figs. 10(c) and 10(d). It can be used for medical diagnosis, but if we are interested in a description of the 3D structure we need to use additional reconstruction algorithms.
General Piecewise Continuous Function
In the case of general piecewise continuous functions which are not piecewise constant, Theorem 1 is not directly applicable. In spite of this fact, EDAS-3 can be applied to solve some of these problems as we see below. Define The results obtained are reported in Table 11 . Figure 13 shows a comparison between the slices of the cloud of points generated by EDAS-3 and the intersections of the interface with planes perpendicular to the X3-axis. 
Concluding Remarks
In this paper we study the case d = 3 of the algorithm EDAS-<i. EDAS-3 can approximate the jump discontinuity set of functions defined almost everywhere on convex subsets of R 3 . The method is based on adaptive splitting of the domain of the function guided by the value of an average integral. The numerical computation of these integrals introduces an "implicit smoothing" that allows a fast convergence away from the jump points. The algorithm needs to specify five parameters which have an intuitive meaning. They can be easily fixed in most problems. While difference filters and deformable models approximate the jump discontinuity set by a set of points and a set of surfaces respectively, EDAS-3 provides a triangulated 3D set that contains the jump discontinuity set. The accuracy of this approximation is fixed beforehand. This is a basic difference with other methods. The output of EDAS-3 does not require reconstruction algorithms and can be used directly as a 3D model. EDAS-3 allows to handle automatically interfaces with complex topological structure. Initial conditions are not necessary. Since it is not a variational approach, it does not present the problem of stopping at local minima of an energy. In the case of difficult problems we can partition the domain and apply EDAS-3 independently to each subdomain (parallel processing).
We have studied from a theoretical and computational point of view the case d = 3. From the experiments, we can draw the following conclusions about EDAS-3:
It provides a precise determination of the jump points.
The resulting piecewise affine function L does not show oscillatory behavior near the jump points. This makes possible to obtain accurate values of the magnitude of the jumps. As a consequence, we can obtain stratified edges (Tf, Tf u ) in a straightforward manner. In the case of images, this fact is important because stratified edges correspond to "individual objects" in a scene.
It is robust against continuous and discontinuous random perturbations.
It gives good results for general piecewise continuous functions (not necessarily piecewise constant).
The CPU-time of EDAS-3 depends on the complexity of the 3D image and on the precision required. In the experiments performed on real images the order of magnitude of the CPU time has been similar to that reported by active volume algorithms.
Some caution is necessary when we apply EDAS-3:
The approximate method of evaluation of integrals can lead to the oversight of some jump points. This can be avoided by decreasing the exploration parameter £ 4 or by modifying the adaptive procedure to compute integrals.
If the interface presents acute dihedral angles, Theorem 1 may not be applicable to tetrahedra intersecting the edges of such angles. This part of F J might be erroneously approximated.
To sum up, we can state that EDAS-3 is a general procedure to approximate the jump discontinuity set of functions defined on R 3 . EDAS-3 can be applied to 3D medical images (MRI, CT, etc). This method is specially suitable for dealing with high-resolution 3D images. 
-a 3 d-i -a^l
We have T = r(A), where A is the tetrahedron in the space (yi, y 2 , j 3 ) with vertices Pi(0, 0, 0), P 2 (l, 0,0), P 3 (0, 1,0) and P 4 (0,0, 1).
If we use the change of variables formula for multiple integrals and consider that
There are three possible cases:
(i) h is equal to / at two vertices of T and is equal to zero at the other two vertices, (ii) h is equal to / at one vertex of T and is equal to zero at the other three vertices, (iii) h is equal to / at three vertices of T and is equal to zero at the other vertex. 
Z<ER l<i<n ZG^J
UBK(z)=max(UBK(z)),
where LS^T denotes a lower bound of K and UBK denotes an upper bound of K. We have divided each side of R into 16 equal parts obtaining a partition of R into 65536 identical 4-intervals. By applying Lemma 2 to each R t , (3), and (4), we have -0.375488 <^(z)<0, zeR.
To appreciate the tightness of these bounds observe that K attains a local minimum at z* = 
(ii) Assume that h is equal to J at B and is equal to zero at A, C and D. To obtain Lr/z(T(y)) it suffices to find the affine interpolant LA such that LA(P2) = J and LA (-PI) 
Then we have AI T (h) = 6 [ \h(r(j))-L T h(r(j))\dy J A = 6(7 \0-J(l-yi )\dy + j \J-J(l-yi )\dy\
= 67(7 (l-2 yi )dy + j yi dy\ Therefore, this case transforms into case (ii). The bounds of AI T (h) are given by (6) . Since 7/32 = 0.218750, (1) follows from inequalities (5) and (6).
•
