Abstract
for managing and querying sensor networks. It is because web-based network management scheme has some advantages in that the Internet has flexibility, facility of development, and convenience of access. Most of all, to achieve the web-based sensor network management, sensor networks should be connected to the Internet, and a gateway placed between a wireless sensor network and the fixed Internet plays an important role of connecting two networks. The design problem of this sensor gateway does not mean just the connection from a sensor network to the web. A sensor gateway should achieve the following basic requirements; sensor data aggregation, flexible query management between web and sensor network, and efficient access by the Internet. We assume that wireless sensor networks have 3-level regional hierarchy, but our gateway is flexible enough to cooperate with other type sensor networks. In addition, since the html and java script language can receive the web page only when a user requests, to make our gateway process user's query dynamically without intervention of user, a back socket is opened using java applet. For this purpose, java script code is embedded in web page to link java applet code.
In this paper, we first present a hierarchical cluster-based sensor network, then, we describe the design architecture of our sensor gateway, which is designed with several layers to flexibly and efficiently manage the network, and, finally, we conclude the paper by showing its implementation details.
II. RELATED WORKS
One of the outstanding features necessary for wireless sensor networks is a query handling. There have been papers, [12] , [14] , [15] , [16] , and etc., proposed to transmit the query to the appropriate nodes. Also, [11] and [13] present the approach to In-network Query processing through the sensor database. However, most of the schemes in these papers do not deal with the network management through the Internet. Web based network management gives the administrator the ability to configure and monitor the network over the Internet by means of a web browser [19 -20] . Since, to facilitate the access to the Internet, a sensor gateway should connect between a wireless sensor network and the Internet, the gateway has the ability to serve as a web server [17 -18] . We have achieved dynamic communication between our sensor gateway and the user's Internet web browser by using java applet and java script as well as HTTP. Also, the layered architecture of our gateway facilitates accommodation of various queries and routing protocols in wireless sensor networks, by modifying just code in the some module in the gateway. The layered architecture of our gateway to support flexibility was largely motivated from the WAP gateway for connection between wireless devices and the fixed Internet in [24] .
On the other hand, many routing protocols have been proposed for wireless sensor networks. Directed Diffusion [3] uses a data dissemination paradigm for wireless sensor networks. It also uses a data-centric paradigm, and its application to query dissemination and processing has been demonstrated in this work. Sensor Protocols for Information via Negotiation (SPIN) [10] disseminates all the information at each node to every other node in the network.
In contrast to these flat routing schemes, the hierarchical clustering schemes [26] are more suitable for wireless sensor networks, as these enables us to take advantage of all the features that are specific to the sensor networks. ClusterBased Routing Protocol (CBRP) [6] divides all the nodes in the network into a number of overlapping or disjoint two-hopdiameter clusters in a distributed manner. The cluster members just send the data to the cluster head, and then it routes the data to the destination. But this protocol is not suitable for wireless sensor networks since, due to high mobility, it requires a lot of hello messages to maintain the clusters. Low Energy Adaptive Clustering Hierarchy (LEACH) [5] is a distributed and very energy efficient protocol. It also has minimal setup time. LEACH makes use of a TDMA/CDMA MAC to reduce inter-cluster and intracluster collisions. In addition to the protocols mentioned in the above, some other protocols have been proposed for data dissemination in wireless sensor networks, including threshold Sensitive Energy Efficient Network (TEEN) [7] , Adaptive Periodic Threshold Sensitive Energy Efficient Network (APTEEN) [8] and etc., [1] .
In this paper, we assume a wireless sensor network having 3-level regional hierarchy. That is, we assume that a 3-level hierarchical cluster-based routing scheme is used for data dissemination of sensor networks. Our sensor gateway especially adopts it for efficient data dissemination, but our gateway with layered stack is flexible enough to cooperate with other protocols. 
III. A PROPOSED SENSOR GATEWAY ARCHITECTURE
Typically, a wireless sensor network consists of thousands or hundreds of nodes that communicate each other with ad hoc networking. All queries are disseminated to the sensor network via the sink node, and all responses from the sensor network are aggregated to the sink node. As shown in Fig. 1 , a sensor gateway is placed on the route to connect a sensor network to the fixed Internet, and it must provide a flexible delivery of query and response between two networks. We have developed a sensor gateway to achieve this goal. We consider a wireless sensor network having 3-level regional hierarchy in Subsection 3.A. As our gateway employs the web server internally, by connecting to it using its IP address or domain name, users can get management web pages. The web query received from the web browser of user is sent to the gateway.
We have newly defined three layers in our gateway, to process and transmit sensor query. DAP (Data Analysis Process) is a process to analyze the data received from the user's web browser, and SQML (Sensor Query Management Layer) plays a role of managing and translation of sensor query. By SDAL (Sensor Data Aggregation Layer), all queries are sent to the sensor network through the sink node connected directly to the gateway and all responses about the user query from the sensor network are aggregated. How the user's web data is processed in the gateway is described in Subsection 3.B, and the functions of the web server in the gateway is described in Subsection 3.C.
A. Hierarchical Cluster Based Network
We assume a 3-level regional hierarchy for wireless sensor networks. As shown in Fig. 2 , the entire network employs 3-level hierarchy; areas, clusters, and sensor nodes. To facilitate scalable operations in sensor networks, sensor nodes should be aggregated to form clusters based on their power levels and proximity [10] . A cluster head is elected from the sensor nodes belonging to the same cluster, and it is responsible for acquiring data of the sensor nodes in its cluster. An area consists of cluster heads. That is, the entire sensor network has some areas, an area has some clusters, and a cluster head has some sensor nodes. Such a structure, i.e., a 3-level hierarchical cluster-based network, is very useful to regionally mange the sensor network. When a user's query is disseminated to the network through the sensor gateway and the sink node, the responses received from the correspondent sensor nodes are first aggregated to the cluster heads, and then each area head aggregates the response data from the cluster heads in the area, finally all the areas having the response data send the aggregated result to the gateway through the sink node. Accordingly, the gateway can acquire the regional sensing data corresponding to the user query from each area node.
Fig. 2. The proposed 3-level hierarchical cluster-based network
Our gateway performs attribute-based data dissemination and information gathering. With the large population of sensor nodes, it may be impractical to pay attention to each individual node. Moreover, for example, users would be more interested in which area has temperature higher than 100 , or what is the average temperature in the southeast quadrant, rather than the temperature at sensor ID#100. To facilitate this data-centric characteristic of sensor queries, attributebased naming is generally considered as the preferred scheme [3] . For instance, the name [type = temperature, location = all area, temperature = 100] describes all the temperature sensors in all areas with a temperature of 100°F. These sensors will reply to the query "which area(s) has the temperature higher than 100°F."
Due to the fact that sensor nodes are operating in physical environments, knowledge about their own physical locations is necessary. Location information can be obtained via several methods. Global Positioning System (GPS) [27] is one of the mechanisms that provide absolute location information. In this paper, we assume that only a subset of sensor nodes may be equipped with GPS receivers, and they function as location references by periodically transmitting a beacon signal telling their own location information so that other adjacent sensor nodes without a GPS receiver can roughly determine their position in the terrain. Other techniques for obtaining location information are also available [28] [29] .
B. A Proposed Gateway Architecture
The design of gateway to connect between a sensor network and the Internet (web) is a very important problem. The design problem does not mean just the connection from a sensor network to the web. A sensor gateway should satisfy the following basic requirements; sensing data aggregation, flexible query management between the web and a sensor network, and efficient access by the Internet. As shown in Fig. 3 , we have defined the new layered architecture in the sensor gateway, to efficiently connect between a sensor network and the Internet, and process and transmit sensor query. There are largely two parts in the gateway; the one is an internet access part having TCP/IP stack and a small web server, and the other is a sensor network access and management part having SDAL, SQML and DAP. Accordingly, the data received from the user's web browser through internet access part is handed to the sensor network management part. After processing in each layer of the part, sensor network management part, the processed data is delivered to the sink node connected to the gateway through RS-232C, USB, or other interfaces. Then the sink node disseminates the data to the sensor network. Data Analysis Process (DAP). DAP plays a role of authenticating a user, processing the query received from the web browser, making the web response from the sensor reply, and the restoring the query and results. As shown in Fig. 4 , DAP consists of five key components; a data extracting module, a web query queue, a response table, a web reply module, and a DB module. Delivered data from the web server is converted to the web query through the data extracting module, stored into the web query queue, and then the web query is handed to the lower layer, SQML. The web query and the data aggregated at SDAL layer responding to the web query are stored into the DB, and they are used for making the web reply which is sent to the user's web browser. Sensor Query Management Layer (SQML). The major role of SQML is to transform a web query into a proper sensor query or conversely transform a sensor query into a web query. This SQML layer has a flexible internal structure so that it can easily cope with a variety of sensor queries by modifying just part of the code for the query transform module. We use the modified SQTL in [14] as a sensor query model. As shown in Table. 1, the sensor query structure (modified SQTL) used in our sensor gateway is based on the 3-level hierarchical cluster-based network management, referred in Subsection 3.1. All queries have a unique id and all the replies for the same query also have a unique sensor id. Our gateway can process several types of queries such as historical queries, snapshot queries, and long-running queries, through the interval and duration fields of the data format [12] . 
Sensor Data Aggregation Layer (SDAL).
The sensor query transformed properly in SQML should be disseminated to all over the sensor network and the replies from the correspondent nodes to the query should be aggregated. SDAL is responsible for the above role. As explained in the above section, since the sensor network model for our gateway has regional clusters, data of each sensor node is first aggregated to the cluster head, and then area heads aggregate the data of cluster heads containing the data of sensor nodes.
However, we assume that the sensor field covers a very large area. Therefore, most of the area heads in the sensor network are far away from the sensor gateway and each area head may not have the information of all the areas. Thus, it is difficult to gather all the data from the areas. To resolve this problem, we have proposed the 3-level hierarchical clusterbased network management architecture, as shown in Fig. 2 . In this architecture, all of the area's data should be sent and aggregated to the sensor gateway. SDAL in the sensor gateway plays a role of disseminating the sensor queries to the sensor network and aggregating the replies from all the areas. In order to aggregate all the data in the sensor network, SDAL must know the information about the areas (especially, the total number of the area heads in the sensor network). At the beginning, the gateway does not have the information of the sensor network, and it thus floods the advertisement message to get the information of the network to all the areas of the sensor network, and then it sets the ADV (Advertisement) waiting timer.
The gateway has two kinds of timer; the ADV timer that is used for receiving the replies from all or parts of areas and the Area timer that is used for receiving the reply from individual area. On receiving the advertisement message from the gateway, each area head sends a reply to the gateway, including its area number, the numbers of the clusters and nodes in the area, and the time stamp. On receiving the reply of any area, the gateway measures the round trip time for the area using the time stamp, and then it performs exponential averaging of this measured round trip time RTT (MRTT) by using the well known equation as follows [9] 
Where MRTT(n) is the round trip time measured for the nth transmitted query, and SRTT(n) is the average round trip time for the first n transmissions. Then, by simply multiplying SRTT(n+1) by a constant value, the timeout value of each Area timer is determined. Whenever the gateway sends a query to a specific area head, it set an Area timer. If the gateway does not receive the reply from the area head until the Area timer is expired, it sends the query again. On the other hand, the gateway waits for the replies from all or parts of the areas depending on the query until the ADV timer is expired. The timeout value of the ADV timer is updated by summing up the timeout values of the AREA timers involved in the query so that the gateway can adaptively manage timeout value of the ADV timer. But, the initial timeout value of the ADV timer for sending the advertisement message should be determined without any information. If it is too small, the gateway cannot get the information about all of the areas, if the timeout value is too large, it increases the waiting time delay taken to gather all the necessary information from the sensor network. Fig. 5 shows the message flow sequence between the user and the sensor network.
C. Web Access to Web Gateway
In order for users using the Internet web browser to efficiently manage and query the sensor network, the sensor gateway should serve as a web server. To provide the functions of the web server described in [17 -18] , we port the HTTP 1.1 protocol [21] in our gateway. Also, not just the HTTP protocol but also the java script [23] and the java applet [22] are used together with our web server in the gateway for the dynamic and efficient data exchange. Figure 6 shows the data exchange flow between the web server in the gateway and the user's web browser. The part to access to the Internet in the gateway consists of three components; a web server, a back socket, and a CGI. The web server exists for receiving user's page requests and for transferring the web pages to the user's web browser. The back socket is used to dynamically transfer the query and reply data between the gateway and the user's web browser. Web replies are shown only as static page without back socket. The CGI is used to generate the dynamic web page for the data or results. A user can connect to the gateway by just typing in the IP address or domain name of the gateway with the user's web browser. Then the web server in the gateway responds to the user's request by sending the login page for authentication to the user's web browser. After the authentication of the user, the web server sends a sensor management page to the user. Also, in this phase, the initial advertisement process is performed to gather the information of the sensor network, as explained in Subsection 3.B. The user can make a web query easily by just filling in the query form in the sensor management page, and send it to the gateway by pushing the sending button. To process the user's query efficiently, some control data other than web pages should be exchanged between the user's web browser and the gateway. It requires a dynamic delivery and no intervention of the user. That is, the dynamic delivery of the control data should be invisible to the user. We embed a java applet code in the user's management page to achieve this requirement. The java applet code is executed on the user's computer. The applet opens a new socket with the port number 8888 different from the web port number 80, and the reading or writing process for exchanging control data performs its job through this socket. A java script code is also embedded in the web page to link the java applet to the HTML.
On receiving the web query from the user's web browser, the gateway processes it in its sensor network management part. After the web query is processed through the interaction with the sensor network, the result of the processing is sent to the user by using the back socket. The applet receives the result and hands over it to the java script. Then the java script performs an appropriate action. Eventually, the user can show the result of the web query with the web browser.
IV. IMPLEMENTATION
Our sensor gateway has been programmed with C and C++ of the Microsoft Visual Studio. We have also used java script and java applet for the web pages. Figure 7 shows the testbed configuration consisting of three major parts; a sensor network emulator, a sensor gateway, and a user's web browser for web based management. The parts are all executed on different PCs, and the sensor network emulator and the sensor gateway are connected over the air with the wireless sensor nodes designed by us.
Since it is very difficult to implement a sensor network having a lot of sensor nodes and we focus on the operation of the sensor gateway, we have made an emulator instead of a real sensor network, in order to test our gateway. It emulates a sensor network that has a regional clustering based architecture as explained before, and it generates random sensing data that is necessary for testing our gateway. However, we have used two real sensor nodes with a wireless interface in the testbed; one corresponds to the sink node that is directly connected to the sensor gateway and the other corresponds to the nearest sensor node to the sink node. They communicate each other through the wireless medium. Since the codes of these nodes are executed in real environment, we can obtain some useful information such as the processing time and the transmission delay. Such information has been used in the emulator. Also, we can confirm the functionality of our sensor node by implementing the real sensor node. On the other hand, the sensor gateway is connected to the user's web browser through the Ethernet corresponding to the Internet.
A. Sensor Network Emulator
We have made the emulator to emulate a large scale sensor network. The program for the emulator is made up of C++. The emulator has three kinds of objects; an object for the area head, an object for the cluster head, and an object for the sensor node. The objects have abstracted the 3-level hierarchical cluster-based network, but the routing of the sensor network is not considered because it is not directly related to the sensor gateway.
Fig. 7. Testbed configuration for our sensor gateway
Initially, the emulator generates the cluster objects and the area objects, and the number of sensor nodes they have is selected randomly. The basic information about the sensor node object is also selected randomly. The emulator is connected with serial interface, RS-232C, to the real sensor node to communicate with the sink node through the wireless medium. That is, the sensor node connected to the emulator receives the query disseminated from the sink node connected to the gateway, and then it sends the query to the emulator program through the serial interface. The query is handed to the internal cluster head objects, and then the objects translate the query and generate the result for the query. The results from the cluster heads are aggregated in the correspondent area head objects. Each area head object generates a new result by processing the results from its cluster heads, and then it sends the new result after waiting for its own propagation time. Accordingly, the replies from the areas are arrived at the gateway at different times.
B. Querying and Managing Sensor Network through Web Browser
In this subsection, we show how our sensor gateway deals with the querying and managing requests for the sensor network from the user's web browser. Fig. 8 shows each phase for processing the querying request. First, after connecting to the gateway, the user receives the login page shown in Fig. 8 (a) , for authentication. If the login data of the user is correct, the gateway starts to send the advertisement message. On receiving all the replies for the advertisement message, the sensor gateway sends the sensor management page shown in Fig. 8 (b) to the user's web browser.
The page has three fields consisting of a number of forms for input and output. First field is to make user's query, second field is to show the query sentence to identify the reply received currently from the gateway, and the last field shows the result for the user's query from the sensor network. Figure 8 (b) shows how the user's query is generated and sent.
The sensor gateway analyzes the user's web query in the DAP, and after transforming the user's web query into the proper sensor query, it sends the query to the sink node. On receiving the query, the sensor network emulator generates the reply of each area, and then it sends the reply with different propagation time. The gateway waits for the reply. If the reply does not arrive until the ADV timer is expired, the gateway requests the retransmission of the reply to the area. If all the expected replies arrive at the gateway, the gateway makes the result to be sent to the user's web browser, and then it sends the result of the query through the back socket. At the user's web browser, the java applet code being executed on user's PC passes the result to the java script. Eventually, the user can show the result for the query of current sensor network shown in Fig. 8 (c) .
I. CONCLUSION
In general, it is widely accepted that web-based management should be used for managing and querying sensor networks. To achieve the web-based management for wireless sensor networks, the sensor gateway to connect a sensor network and the fixed Internet is inevitable. In this paper, we have presented the architecture of the sensor gateway for web-based management and its implementation details. For managing sensor networks efficiently, we have newly defined the three layers for the sensor gateway; DAP (data analysis process), SQML (sensor query management layer) and SDAL (sensor data aggregation layer). We assume that wireless sensor networks have 3-level regional hierarchy, but our gateway is flexible enough to cooperate with other type sensor networks. In addition, to make our gateway process user's query dynamically without intervention of user, a back socket is opened using java applet. For this purpose, java script code is embedded in web page to link java applet code. Although we adopt a three-level hierarchical clusterbased network, our gateway can also accommodate other network architectures since we have designed our gateway based on flexibility. In conclusion, through our gateway, querying and managing the physical world over World Wide Web can be efficiently achieved.
