1. Summary. This paper is concerned with showing that Chebyshev inequalities obtained by the standard method are sharp. The proof is based on relating the bound to the solution of a game. An optimum strategy yields a portion of the extremal distribution, and the remainder is obtained as a solution of the relevant moment problem. and %jr is the indicator of then af ^ χ.χ on gf implies P{Xe y^} ^ ag>', and if J^o = {α: af § Z«r on <%?}, a "best" bound is given by (2.1) P{XejT~} g inf aφ f .
In general, a bound is called sharp if it cannot be improved. For some cases, when J7" is assumed to be closed, the bound can actually be attained by a distribution satisfying the moment hypotheses.
The main result of this paper is THEOREM 2.1. Inequality (2.1) is sharp in the following cases.
(I) X= (X u ..., X k ) with EX i X j or EX, and EX i X j given, i,j = 1, ••-,&.
(II) X has range ( -oo, oo), [0, oo), or [0,1] , and EX 3 is given, 3 = 1, •• ,m.
(III) X is a random angle in [0, 2π) and the trigonometric moments Ee ίax , a = ± 1, , ± m are given. Sharpness has been shown in (I) by Marshall and Olkin [6] when J^~ is convex, and by Isii [3, 4] in the unbounded cases of (II). Sharpness has also been proved in a number of specialized situations.
In § 3 the proof for (I) will be given in detail. The necessary alterations for each of the remaining cases will be given in § 4, 5, 6, 7. The solution of certain moment problems depend on conditions on Hankel matrices, i.e., matrices of the form H= (h i+j ), and some results concerning these matrices are given in § 8.
3 The multivariate case. The relation between inequality (2.1) and a game can be greatly simplified if we use matrix theoretic arguments. This is true in part because functions of the form af, a e jy 0 , can be written very naturally as quadratic or bilinear forms.
Let X = (X l9 , X k ) be a random vector on R k with EX = μ and moment matrix EX'X = Σ. If u == u(x) = (1, x) for x e R k , then Eu'{X) u(X) -( , CΛ = 77. We assume Π > 0, for otherwise the dimensionality of X can be reduced. Functions of the form af, a e j^0 can be written as uAu 9 , A: HlxHl, Aej^ = {A;A^0 y uAu' ^ 1 f or x e ^}. Hence (3.1) P{Xe^-} ^ inf aφ' -inf tr ATI .
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, x m be points (row vectors) in R k , u t = I'Pi = 1 be probabilities, T = «, , <J, Z^ = diag (p ly , p J, and H= TD P T. By H ~ JΓ we mean that all ^e^". The condition uAu' ^ 1 for x e J7~ can then be written as tr^Liί Ξ> 1 for Jϊ -J?~, so that j^ = {A: A ^ 0, tr AH ^ 1 for Jϊ -j^~}.
With this notation, we can rewrite the bound (3.1) in a form which is suggestive of a game. (3.2) inf tr AΠ = inf tr AΠ
In view of (3.2) it is natural to consider the game G = (£f, β^9 g), where &> = {S: S ^ 0, trS/7 ^ 1} and ^ = {iϊ: H -^"} are the strategy spaces for players I and II, respectively, and g{S, H) = tr&ff is the payoff to player I.
Clearly S^ and ^f are closed and convex. Further, S? is bounded since
, where c TO (A), c M (A) are the minimum and maximum characteristic roots of A. For the present we assume that 3ίf is bounded, then by [2, Section 2.5] , G has a value and there exist optimal strategies S o e £f 9 H o e such that (3.3) trSHo ^ trSoHo = v^ tr S Q H, for all Se^,He %f.
The optimal strategy S o has the property that inf Ae^tr AΠ = tr A Q Π,
To prove sharpness of (3.1), we must show that there exists a distribution for X such that P{X e ^} = l/y, and Eu'u = Π. H o is the moment matrix of a distribution F ± on points in ^.
If we can prove the existence of a probability distribution F for X of the form F = JPJV + F 2 , and with moment matrix 77, then this distribution attains equality in (3.1) . To see this, note that F assigns at least probability v to ^~, and by (3.1) it can assign at most probability v to J7~ % To show the above, we need only show that a distribution F 2 exists with total variation 1 -1/v and moment matrix Ψ = Π -H o jv. The following Lemma yields this result. We now summarize the essential points of the proof which are appropriately modified in each of the remaining cases.
(1) Introduce vectors u(x) and v(x) (u = v in the above) such that (i) Ev r {X)u(X) -77 is a matrix of given moments, (ii) α/', α e j^o can be written as uAv' with iej/, To define j^" we first must characterize jy o (2) Define <%*% a set of moment matrices of the same kind as 77, but corresponding to distributions on J/". 
, w + 1. Define .^^ = {7ί: ί, e J^", ΐ = 1, ..., m }, ^ = {S: S ^ 0, trS77 <^ 1}. We assume that the moment problem corresponding to the given moments {τr 0 , , π 2n } is not determined so that 77 > 0, [8, Th. 3.3] , and the previous argument that £S is bounded holds. Assuming that Sίf is bounded, there exists an S o and H o = (fe?+i-2 ) satisfying (3.3) , and with Lemma 3.1 we conclude as before that the boundedness condition on £ίf can be removed.
Since π [8, p. 85] .
In the event c > 0, by using an ε-good strategy for player II to guarantee Ψ strictly > 0, we obtain a distribution with moments {τr 0 , , π 2n ), which assigns probability l/(v + ε) to SΓ. REMARK 4.1. The representation obtained from [7, p. 82 ] is of the form {ΣUiCif + (Σu x d$, which is expressible as uAu', where A = e'e + d f d. However, the same class of polynomials is obtained if we include all REMARK 4.2. If j/~~ is bounded, there exists an extremal distribution with a spectrum consisting of at most 2(n + 1) points. This follows from the fact that the least number of points contributing to H o is at most (n + 1), [2, § 2.5] , and to Ψ is at most (n + 1) points by the previous argument. as u[(B, 0) + (0, C -B) ]v r = uAv', where B and C are n x n matrices, B Ξ> 0, C ^ 0, (See [7, p. 82] and Remark 4.1). Hence j^ = {A : B ^ 0, C ^ 0, uAv' ^ 1 for a? e jΓ~}, and (3.1) holds. We assume that the moment problem corresponding to the given moments {π 0 , , π 2n^} is not determined. This means that 77 (1) -fa+i-i), i, i = 1, , w, and /7 (2) = (τr ί+i _ 2 -π i+j^)f i, j = 1, ..., ^, are both positive definite, [5, p. 55] or [8, p. 77] . (In the latter reference the conditions are presented for the interval [ -1, 1] But trSII = trS 1 /7 (a) + trS 2 /Z (1) ^ 1, and 77 (2) > 0, /7 (1) > 0, so that trS x ^ l/c m (/7 (2) ), trS 2 ^ l/c m (/7 (1) ), and ^ is bounded. Assuming that <%^ is bounded, there exists an S o = (S 10 , 0) + (0, S 20 -S 10 ) and jffo = (ΛJ +J _ 2 ), i = 1, , w + 1; j = 1, , w, satisfying (3.3). Define fZo (2 ) and if,;
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15 as for 77 (2 , and 77 (1) ; then an application of Lemma 3.1 yields
The boundedness condition on £$f can now be removed since ||ί7ol| 2 2 ||7?o (2) || 2 + 2||ί7ΠΓ ^ ^tr(77 (2) + 77 (1) ). Also ψ 0 = π 0 -hojv = 1 -1/v. In order for the reduced (Hausdorff) moment problem to have a solution, it is necessary that both Ψ {2) and Ψ {1) be ^ 0, [5, p. 55] . If an even number of moments is given, we let u(x) = v(x) = (1, a?, • , a; [5, p. 55] or [8, p. 77] .
The remainder of the argument is analogous to the odd moment case. ^ 0 has first element 0, and hence its first row is 0, so that Δ r = 0. , Δ r -uj? -0 implies that u!£ = 4 υ = 0. In the rth compound V {r) , Δ^ = vff = 0, and hence all v$ = 0, except possibly the last diagonal element, which is a function of u 2 ? +1 . In ?7 (r+1) , the last column does not depend on u 2r+1 , and its elements are the v% which are zero. Hence | U {r+1) | = 0, so that Δ r+1 = 0.
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