(a) A frame of a video sequence (b) User-aided layer segmentation (c) User-annotated motion (d) Output of a flow algorithm [8] Figure 1. We designed a system to allow the user to specify layer configurations and motion hints (b). Our system uses these hints to calculate a dense flow field for each layer. We show that the flow (c) is repeatable and accurate. 
Introduction
Motion analysis has been an essential component for many computer vision applications such as structure from motion, object tracking/recognition, and advanced video editing. A variety of computational models, e.g. optical flow fields [10, 15] , layers [25] and boundaries [13] , have been developed to estimate the motion from a video sequence. It is important to evaluate the performance of various motion analysis algorithms to gain insight and design better models.
However, little has been done for evaluating motion analysis algorithms compared to the tremendous effort put into developing these algorithms. For example, researchers have tried to optimize optical flow algorithms based on a synthetic sequence Yosemite, an overly simplified example compared to real-life videos [4] . As a result, the performance of the optical flow algorithms optimized for the Yosemite sequence may deteriorate significantly when sensor noise, motion blur, occlusion, shadow, reflection, auto white balance and compression artifacts occur in a sequence.
While it is important to have a ground-truth optical flow database consisting of real-world videos, annotating the motion for real-life videos can be challenging. Recently, Baker et al. designed a new database for optical flow evaluation [5] . Although the ground-truth flow of several sequences was measured, their methodology of painting fluorescent materials to track motion is limited to indoor scenes and artificial motion.
To address this problem, we propose a human-in-loop methodology to annotate ground-truth motion for arbitrary real-world videos. Our approach to obtaining motion ground truth is based on three observations. First, humans are experts at segmenting layers in a video sequence because we can easily recognize the moving objects and their relative depth relationships. Second, we are sensitive to any differences between two images when these two images are displayed back and forth. Third, humans have a knowledge of the smoothness and discontinuities of the motion that a moving object undergoes. In fact, computer vision researchers have implicitly used these observations to inspect the accuracy of motion estimates when the ground truth is missing, and even to verify the correctness of ground-truth annotation.
Labeling motion pixel by pixel and frame by frame can be tedious, and we designed a computer vision system to ease the labeling process. Typically, it takes four steps to label the motion of a video sequence with our system: (a) Semi-automatic layer segmentation. The user specifies the contour and relative depth of an object in one frame and the system automatically tracks the contour for the rest frames with appropriate occlusion handing. (b) Automatic layer-wise flow estimation. The user specifies a set of parameters for optical flow estimation for each of the layers, and selects the flow field that both produces the best visual match and agrees with the smoothness and discontinuity of a layer. (c) Semi-automatic motion labeling. If the user is not satisfied with the flow estimation of a layer in step (b), the user can specify sparse correspondence and the system automatically fits parametric motion or interpolates a dense flow field until the user is satisfied with the motion. (d) Automatic compositing. The system automatically composes the labeled motion of each layer into a fullframe flow field.
To evaluate our methodology, we provide quantitative evidence that human annotated motion is significantly closer to the real ground truth than any of the existing computer vision algorithms, and that human annotations made using our system are consistent across subjects.
Using our system, we have obtained and carefully labeled 10 video sequences with 341 total frames for both indoor and outdoor scenes (and we continue to label sequences). We also reported the performance of current optical flow algorithms on this database; we hope our labeled dataset will provide the feedback necessary to improve the state of the art for motion analysis in realistic video sequences. An additional byproduct of our system is groundtruth layer segmentation that can be used for evaluating layer segmentation and occlusion boundary detection algorithms. We make available the source code, labeling tool and database online for public evaluation and benchmarking http://people.csail.mit.edu/celiu/motion/.
Related Work
Modeling and estimating dense optical flow fields have been intensively studied in the literature. Starting with Horn & Schunck [10] and Lucas & Kanade [15] , researchers have developed a variety of models for effective flow computation, including some recent work such as incorporating robustness functions [6] , integrating gradient information [7] , estimating a symmetric flow field [3] , combining local and global flow [8] , and reasoning about occluded/disoccluded pixels (outliers) [19] . The success of optical flow estimation has been shown on the Yosemite sequence, with the average angular error (AAE) within 2
• , but this success does not reveal many examples where optical flow algorithms may fail.
One motivation of our work is to have a ground-truth motion database with diverse examples to reveal these failures and understand the cause. Researchers have argued that higher level representations such as layers and contours should be used to analyze motion. Since Adelson proposed the layer representation for videos [1] , many computational models have been developed for automatic layer estimation [25, 26, 23, 27, 14] . Recently, preliminary success was obtained using a boundary representation for motion analysis [13] . Although most of the layer and boundary motion work focused on obtaining the correct segmentation, these higher level representations should also result in better full-frame motion estimation. Unfortunately, the goal of producing more accurate motion is missing from the existing work. We want to obtain a database to evaluate layer/boundary analysis algorithms, as well.
Closest to our goal is Baker et al.'s recent work [5] , where the authors designed an elegant approach to obtaining ground truth optical flow. They painted fluorescent patterns onto objects in an indoor experimental setup and used a computer-controlled stage to generate motion. By taking two pictures simultaneously under ambient and UV light, they were able to capture both a natural image and an image with rich textures from the fluorescent patterns. A feature tracking system was designed to produce the groundtruth motion. Although the motion of a few sequences were successfully measured, their methodology is limited to controlled materials, motion and lighting conditions. In parallel, Roth and Black [17] obtained a synthetic ground-truth motion database using an existing depth database. In contrast, our approach is able to generate ground-truth motion for real-world videos under much broader imaging conditions.
Image annotation has been explored in the literature, such as the Berkeley image segmentation database [16] and LabelMe object annotation database [18] . These groundtruth databases have led to not only algorithm evaluation but also many other vision applications. One of our goals is to provide a broad ground-truth motion database for the computer vision community. Nevertheless, compared to these static image annotation tools which are relatively easy to design, designing a tool for motion annotation is nontrivial because accurate motion annotation and temporal consistency are required.
Interactive object segmentation in video sequences has recently been explored in computer graphics, including contour-based video rotoscoping [2] , soft alpha matting [9] , over-segmentation [24] and 3D graph cut [12] . We use the contour-based model [2] in our system because contours are intuitive to interact with. We allow the user to specify depth information so that contours can be tracked appropriately under occlusion. The goal of our system is to obtain both segmentation and motion, but our focus is motion, whereas these interactive segmentation tools focused on segmentation.
Human-Assisted Motion Annotation System
Accurately labeling every pixel in every frame of a video sequence is a nontrivial task, and we designed a computer vision based system to allow the user to annotate motion in a reasonable amount of time. We assume that a video sequence can be decomposed into layers, each of which has a binary mask and smooth flow field. There are three main components in our system: semiautomatic layer segmentation, automatic optical flow estimation and semiautomatic motion labeling. The model that we designed for each of the components will be explained in Sect 3.1 through 3.3. The human interaction and the graphical user interface will be briefly described in Sect 3.4.
We used the state-of-the-art computer vision algorithms to design our system. Many of the objective functions in contour tracking, flow estimation and flow interpolation have L1 norm for robustness concerns. Techniques such as iterative reweighted least squared (IRLS) [8, 7] , pyramidbased coarse-to-fine search [6, 8] and occlusion/outlier detection [19] were intensively used for optimizing these nonlinear object functions.
Semiautomatic Layer Segmentation with Occlusion Handling
In this module, the user labels the contour of a moving layer in one frame, and the system automatically tracks the contour for the rest of frames. By allowing the user to specify a time-varying depth value for each layer, our system can handle contour tracking under occlusion. The user can correct the tracking, and the system automatically propagates the correction to other frames.
We feel that realtime performance is more important than accuracy for this user-interactive tracker. Therefore, we did not choose slow but accurate trackers such as particle filtering [11] . Our contour tracker is designed based on the models for optical flow estimation with occlusion handling incorporated.
Without loss of generality, suppose that the user defined a polygon using landmarks
at frame I 1 . The task of contour tracking is to find the motion vector w k for each landmark z k at frame I 2 . Notice that I 2 can be either after or before I 1 for forward or backward tracking. Intuitively, we want the contour to move consistently and to match local image features. The objective function is defined as:
and w N +1 = w N . In this equation, the weight h k is used to take into account the distance between points z k and z k+1 ;
, and d is the average of d k . In this way, points that are closer are more likely to move together. Variable N k is a square neighborhood centered at point z k , and r k is the region of support for z k , a 2D Gaussian function modulated by a binary mask indicating whether each neighboring pixel q is inside the polygon.
The objective function in Eqn. (1) is nonlinear. Similar to many optical flow algorithms, we use the Taylor expansion [15] to linearize the data term, and optimize the objective function using coarse-to-fine search and IRLS. Images I 1 and I 2 contain not only RGB channels, but also the 1st-and 2nd-order derivatives of the luminance to account for lighting changes across frames. The coefficient λ controls the rigidity of the object: smaller λ indicates easier deformation for the object. We allow the user to adjust λ before tracking.
In order to handle occlusion, we allow the user to specify the relative depth value of a layer at some key frames, and the system automatically interpolates the depth (as a function of time) for the rest of the frames. The contour tracker is driven by a 2nd-order dynamical model for prediction, and the prediction is used as an initialization for optimizing Eqn. (1) . The tracking algorithm iterates between the following two steps to handle occlusion:
(1) Check whether each landmark z k is occluded by other layers with smaller depth values. If occlusion is detected for z k , then set r k (q) = 0, ∀q ∈ N k in Eqn.
(1). This means there is no region to support tracking z k .
(2) Optimize Eqn. (1) using the coarse-to-fine scheme.
This hypothesis-testing algorithm converges in a few steps. Although this contour tracker works well for most objects we tested, contour tracking can drift, and can sometimes be wrong when the object rotates. The user can modify a landmark, and the system automatically propagates the correction to the rest frames. In this temporal propagation, the system estimates linear regression coefficients for the other points to reconstruct the point that the user modified, applies the same coefficients at other frames, and blends the reconstruction with the old value using a weight inversely proportional to the time difference. We found that this simple propagation algorithm works surprisingly well. In contrast, the sophisticated contour tracking/modification algorithm proposed in [2] is too expensive for realtime longdistance propagation.
Once contours are specified for each layer, the system calls a standard inpolygon routine to generate a binary layer mask, and uses the relative depth to generate a visible layer mask consisting of the layer pixels that are not occluded. Now the system will automatically generate dense correspondence, i.e., an optical flow field for each layer at every frame.
Layer-wise Optical Flow Estimation
The key difference between layer-wise optical flow estimation and traditional full-frame optical flow estimation is a mask indicating the visibility of each layer. Only the pixels falling into this mask are used for matching. Because the shape of the mask can be arbitrary and fractal, outlier detection is performed to excluded occlusions in the flow computation.
We use the optical flow algorithms in [8, 7] 
where g is a Gaussian filter. The data term E (2) data for (u 2 , v 2 ) is defined similarly. Notice that L1 norm is used here to account for outliers in matching. Second, smoothness is imposed by
where η varies between 0.5 and 1. Lastly, symmetric matching is required:
The objective function is the sum of the above three terms:
We use IRLS, equivalent to the outer and inner fixedpoint iterations proposed in [7] , combined with coarse-tofine search and image warping to optimize this objective function. After the flow computation at each pyramid level, we update the visible layer mask M 1 based on the estimated flow:
• If the symmetry term in Eqn. (4) is beyond a threshold at (x, y), then set M 1 (x, y) = 0.
The same rule is also applied to update M 2 . As the algorithm runs from coarse to fine, we obtain both bidirectional flow fields and trimmed visible layer masks that reflect occlusion.
We allow the user to adjust α, β and η in Eqn. (5) for each layer to handle different elasticities. Intuitively, a larger α, β or η results in a smoother flow field, but it is smooth in different ways. The user typically does not know which parameter setting produces the best flow. Therefore, our system allows the user to specify a list of different parameter settings for each layer, and the system computes the dense optical flow field for each parameter setting of each layer at each frame. This computation is done offline.
Although our layer-wise optical flow estimation works well in general, we observe failures where no parameter setting generates reasonable flow. The failures are mainly caused by the following factors.
• Specularity, shadow, noise and blurriness in real-life videos cause the brightness or boundary preservation assumption to break.
• Due to occlusions, the visible layer mask may be very small or irregularly shaped, making the global motion difficult to capture.
In such cases when optical flow estimation fails, we rely on semiautomatic motion labeling.
Semiautomatic Motion Labeling
When optical flow estimation fails, the user can specify sparse correspondence between two frames using feature points, and our system automatically generates a parametric motion or interpolates a dense optical flow field based on the sparse correspondence. The sparse correspondence can be specified either with a computer's assistance for efficiency, or manually, to give the user full control of motion annotation.
When the user specifies one feature point in one frame, the system automatically searches for the best match in the next frame using mininum-SSD matching and the LucasKanade transform [15] for sub-pixel accuracy. Based on the number of specified feature points, the system automatically determines the mode of parametric motion−translation, affine transform or homography−and estimates the motion parameters accordingly [22] . The user can also select these modes, and even choose to produce a smooth flow field interpolated using the preconditioned conjugate gradient algorithm described in [21] .
However, specifying corner-like feature points [20] can be difficult for some sequences when only line structures are present in the layer. To address this problem, we incorporate uncertainty matching and probabilistic parametric motion estimation so that the user can freely choose any pixel for correspondence. In uncertainty matching, the system generates a probability map p k (x) for the matching of feature point k at location q k ∈ R 2 . This probability map p k (x) is approximated by a mean μ k and covariance matrix Σ k . In probabilistic motion estimation, the system iterates between the following two steps. In the first step, motion is estimated using the current estimate of mean and covariance. Mathematically, let h(q k ; θ) : R 2 → R 2 be a parametric motion applied to q k . The motion parameter is estimated by
In the second step, the mean and covariance are estimated using a new probability map reweighted by the current motion
This algorithm converges within a few iterations. The motion h(q k ; θ) can also be a dense optical flow field (i.e. θ).
In addition, the feature points that the user labeled can be used for the next frame. To perform the semiautomatic motion labeling, the user interacts with these tools through an interface, described next.
System Design and Human Judgement
A graphical user interface (GUI) is a key component of our system since intensive user interaction is needed for motion annotation. Our system is developed in C++ with Qt TM 4.3 for the GUI. A screenshot of the GUI is shown in Figure  2 . Our system allows the user to label contour and specify correspondence in the main window (a), change depth in a dialog window (b) and modify parameters in an inspector window (e). We also provide a magnifier to see image details (c) and a flow field viewer to check optical flow field and matching (d).
We found that two criteria must be satisfied for a computer-generated flow field, either from dense optical flow estimation or from sparse correspondence, to be accepted by a human as the right motion for a layer. First, the matching has to be correct. The flow field viewer, as shown in Figure 2 (d) , is used to display the current frame and the warped next frame based on the flow field back and forth, to check whether this flow field produces the right match. Second, the smoothness and discontinuities of the flow field must match the rigidity and boundary of the object. This property can also be inspected in the flow field viewer.
The user interaction time depends on the number of frames, the number of layers and the shape of the objects. Typically, it takes 10 to 40 minutes to label five or six objects in a 30-frame sequence, depending on the shape complexity and the amount of occlusion. It takes several hours to compute the dense flow field for every flow parameter setting, every layer and every frame. It takes one minute or more to specify the sparse correspondence for a layer, and fitting parametric motion in realtime.
Methodology Evaluation
We conducted two experiments to examine our methodology. First, we applied our system to obtaining motion for the sequences that have been carefully annotated using other methods. We downloaded the ground-truth motion of a sequence RubberWhale from the webpage of [5] . We labeled the sequence using 20 layers, generated the layerwise motion, and showed the results in Figure 4 . Most of the disagreement lies along the occluding boundaries of the objects, as shown in Figure 4 (e). The error between our annotation and their "ground-truth" flow is 3.21
• in average angular error (AAE) and 0.104 in average endpoint error (AEP). For comparison, the best optical flow algorithm achieves merely 11.09
• in AAE for a similar sequence Seashell [5] . Notice that the authors in [5] generated the flow on high-res images and then down-sampled the flow to produce the ground truth, whereas we directly worked on the low-res images.
Second, we tested the consistency of multiple users' labelings. We asked nine subjects to use our tool to annotate motion for the sequence in Figure 6 (a) . Since the subjects agreed with the layer segmentation of the sequence, we labeled the layers and generated ten flow fields for each layer by varying the smoothness parameters. The subjects were asked to choose the best flow field for each layer, and they could label the sparse correspondence if they were not satisfied with any of the flow fields. We found some subjects preferred smooth flow fields over good matching, while others preferred good matching over smoothness, but all the subjects tried to balance between smoothness and correct matching. The subjects were unanimously unsatisfied with the flow field of the table, and all of them labeled the motion of the table using feature point matching.
The per-pixel mean and standard deviation of these nine subjects' annotations are shown in Figure 3 . The mean of the standard deviation is 0.0934 pixel. Most of the disagreement is at the table area, where some subjects labeled more than 10 points and some only labeled five. We also measured the error between each annotation and the mean flow field. The mean error is 0.989
• in AAE and 0.112 in AEP. This AEP value is consistent with the previous experiment: the accuracy of human annotation is around 0.1 AEP.
A Human-Annotated Motion Ground-Truth Database
We collected video sequences of both indoor and outdoor scenes using a Canon EOS-1D (low frame rate, medium resolution) and a Canon SD870 (high frame rate, middle resolution), and carefully labeled the motion using our annotation tool. Some sequences captured by the Canon EOS-1D are shown in Figure 6 (a) to (d). We observe noisy and blurry backgrounds in (a) and (b) because of the shallow depth of field. Some of the sequences captured by the Canon SD870 are displayed in Figure 6 (e) to (h). A typical frame of the selected sequence is shown in column (1), the corresponding layer labeling in column (2) and horizontal motion in column (3) . To compare the annotated flow field and the result of a state-of-the-art flow algorithm [8] , we used the colorization scheme in [5] (Figure 4(f) ) to visualize these two flow fields in column (4) and (5).
Our human-annotated motion is significantly better than what the flow algorithm could achieve. Based on the criteria of the visual inspection of motion, the discontinuities of the annotated flow fields align well with the object boundaries, and the smoothness reflects the rigidity of the objects. In comparison, the flow fields computed by the flow algorithm often fail to capture the object boundary and the correct smoothness. The flow computation can have large errors for blurry and noisy regions, such as sequence (a) and (b) where the background motion is affected by the foreground in flow computation. In (c), (d), (f), (g) and (h), ambiguous boundary ownership causes the flow to mis-propagate across occluding boundaries. The mean AAE and AEP errors of each sequence are listed in the caption of Figure  6 . Most of these errors are significantly larger than those for the Yosemite sequence. This suggests that our motion ground-truth database is more challenging for motion estimation algorithms and can be useful for developing better algorithms. Now that we have sufficient realistic, ground-truth motion data, as a side effect, we can learn the statistics of realistic motion fields. These statistics can lead to more accurate prior of flow fields and help to improve flow estimation algorithms [17] . We computed the marginal and joint statistics of the ground-truth flow in our database and displayed the log histograms in Figure 5 . In (a) and (b), the marginal of u (horizontal flow) is flatter than that of v (vertical flow), indicating that horizontal motion dominates vertical. As shown in (b) and (i), the marginal of v is asymmetric, and there are more pixels falling down than going up (due to Figure 6 . Some frames of the ground-truth motion database we created. We obtained ground-truth flow fields that are consistent with object boundaries, as shown in column (3), the horizontal component of flow, and column (4), flow colorization using Figure 4 (f). In comparison, the output of an optical flow algorithm [8] is shown in column (5) . The error between the ground-truth motion (4) and flow estimation (5) • , AEP0.071) . The parameter of the flow algorithm in column (5) is tuned to generate the best result for each sequence.
gravity). The marginals of the 1st-order derivatives of the flows are sparse, as shown in (c) to (f). Unlike the marginals of synthetic flow fields [17] , our statistics show that the vertical flow is sparser than the horizontal flow, consistent with the fact that horizontal motion has a larger range. The temporal derivatives of the flow are not as sparse as the spatial ones, as depicted in (g) and (h). The joint histogram in (j) suggests that horizontal and vertical motion are likely to increase or decrease together temporally. The joint histograms in (k) and (l) reveal that the discontinuities of the flow are isotropic. At motion discontinuities, the change of vertical motion may dominate the change of horizontal motion, and vice versa, as shown in (m) and (n).
Conclusion
Motion analysis algorithms have been in use for decades, but little has been done to obtain the ground-truth motion for real-world videos. We presented a methodology and system to obtain ground-truth motion through human annotation. Our system is built upon several state-of-the-art motion analysis algorithms that allow the annotation of every pixel and every frame. A special graphical user interface is designed to allow the user to label layers, inspect motions, select parameters, and specify sparse correspondences. Our methodology is validated by comparison with the ground-truth motion obtained through other means and by measuring the consistency of human annotation. Using our system, we collected a motion ground-truth database consisting of challenging real-world videos for algorithm evaluation and benchmarking. We hope this database and our annotation code will lead to improved algorithms for optical flow and layered motion analysis.
