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Abstract
We study the initial-boundary-value problems for multidimensional scalar conservation
laws in noncylindrical domains with Lipschitz boundary. We show the existence-uniqueness of
this problem for initial-boundary data in LN and the ﬂux-function in the class C1: In fact, ﬁrst
considering smooth boundary, we obtain the L1-contraction property, discuss the existence
problem and prove it by the Young measures theory. In the end we show how to pass the
existence-uniqueness results on to some domains with Lipschitz boundary.
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1. Introduction
In this paper we study the initial-boundary-value problems for multidimensional
scalar conservation laws in noncylindrical domains with Lipschitz boundary. We
prove the existence-uniqueness of this problem for the ﬂux-function in the class C1
and the initial-boundary data in LN; considering regularizable Lipschitz domains
(see Deﬁnition 4.1). The L1-contraction property, which establish stability, is
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It is well known that the initial-boundary-value problem, also called IBVP,
generally is not well posed; an interesting description can be seen in Serre [17, vol. 2].
The important question is how we should consider the boundary condition. The
qﬁrst work in this way was Bardos et al. [1], which extend to bounded domains
the fundamental paper by Kruzkov [11] for Cauchy problems. They established
that the boundary condition is given by an inequality to be veriﬁed for almost
everywhere point at the boundary. This is possible since they consider data in BV,
so the notion of trace at the boundary exists in a strong sense. Moreover, they
have considered cylindrical domains with piecewise smooth boundary. The
question on how the boundary condition should be assumed, was further
studied by DuBois and LeFloch [5]. They observed the equivalence from their
notion and that one given by Bardos et al. [1] in the scalar case. It was Otto [15]
who proved the well-posedness of the IBVP for LN data. From the notion
of boundary entropy pairs he introduces a weak formulation in which sense we
shall consider the boundary condition. It is important to notice that Otto has
proven the L1-contraction property for the ﬂux-function in C1 and existence for
the ﬂux-function in C2; considering cylindrical domains with smooth boundary.
Again for these type domains, Kondo and LeFloch [10] uses the notion of
boundary condition proposed in Joseph and LeFloch [9], to prove existence-
uniqueness and compactness results in a class of entropy measure-value solutions to
the IBVP.
The notion of normal traces for LN or even Lp ﬁelds is fundamental to
ensure a precise notion for the boundary condition. This question is addressed
by Chen and Frid [2,3], who introduced the notion of Divergence-Measure
Fields, denoted by DM; of LN or Lp ﬁelds whose divergence is a Radon
measure and, they generalized for these ﬁelds the Gauss–Green theorem. Finally,
we mention the strong trace result obtained by Vasseur [21], with the aid of
normal traces, generalized Gauss–Green theorem, cited above, and the kinetic
formulation introduced by Lions et al. [12]. Vasseur shows this result, with a
nondegeneracy condition on the ﬂux-function, moreover in the class C3: Hence,
the weak boundary condition introduced by Otto [15] is equivalent to that one given
by Bardos et al. [1]. Notice that this equivalence is still open for a general ﬂux-
function.
Let QT be an open subset of R
nþ1; whose points are denoted by ðt; xÞAR Rn: We
will denote by GT the lateral boundary of QT and by O the set QT-ft ¼ 0ga|: We
are concerned with the following IBVP:
Find u : QT-R; satisfying
ut þ divxf ðuÞ ¼ 0 in QT ; ð1:1Þ
u ¼ u0 in O; ð1:2Þ
u ¼ ub on GT ; ð1:3Þ
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where fAC1ðR;RnÞ is a given map called ﬂux-function. We assume that the initial-
boundary data satisﬁes
u0ALNðO;LnÞ and ubALNðGT ;HnÞ; ð1:4Þ
where Hs denotes the s-dimensional Hausdorff measure and Ln the n-dimensional
Lebesgue measure (usually not written). The domain QT is noncylindrical and GT is
a Lipschitz n-variety, that are considered in the following form. LetL : Rnþ1-Rnþ1
be a bi-Lipschitz map such that
Lðt; yÞ :¼ ðt; xðt; yÞÞ for all ðt; yÞARnþ1;
where x : Rnþ1-Rn is a certain Lipschitz function satisfying xðt; yÞ ¼ y for tp0: By
Rademacher’s Theorem Lðt; yÞ is differentiable Lnþ1 a.e., and therefore DLðt; yÞ
exists and can be regarded as a linear mapping from Rnþ1 into Rnþ1 for Lnþ1 a.e.
ðt; yÞAR Rn: Since L is a bi-Lipschitz map, the Jacobian of L is positive, that is,
JLðt; yÞ 	 1DLðt; yÞU40 ðLnþ1 a:e:Þ:
Let OCRn be an open set with regularly deformable Lipschitz boundary @O; see
Chen and Frid [2]. Set
Q :¼LðR OÞ; G :¼LðR @OÞ;
and for some TAR; T40
QT :¼Lðð0; TÞ  OÞ; GT :¼Lðð0; TÞ  @OÞ:








Now, we assume that Y : @O ½0; 1-O is a regular Lipschitz deformation for @O
and ﬁx a standard regular Lipschitz deformation
c : G ½0; 1-Q
for G; given by
cðr; sÞ :¼Lðp13L1ðrÞ;Yðp23L1ðrÞ; sÞÞ;
where p1 : Rnþ1-R; p2 : Rnþ1-Rn are projections given by
p1ðt; yÞ ¼ t and p2ðt; yÞ ¼ y:
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For all sA½0; 1 we denote csð:Þ ¼ cð:; sÞ; so c0ð:Þ 	 IdG; i.e. the identity map over G;
and
Gs ¼ csðGÞ; GsT ¼ csðGT Þ:
Deﬁnition 1.1. We say that a function ZAC1ðRÞ is an entropy for (1.1), with
associated entropy ﬂux q ¼ ðq1;y; qnÞAC1ðR;RnÞ; when for all uAR
qj
0ðuÞ ¼ Z0ðuÞfj 0ðuÞ ðj ¼ 1;y; nÞ: ð1:5Þ
We call FðuÞ :¼ ðZðuÞ; qðuÞÞ an entropy pair. If Z is convex, we say that FðuÞ is a
convex entropy pair. Moreover, we say that FðuÞ is a generalized entropy pair if it is
the uniform limit of a sequence of entropy pairs over compact sets.
Since we are concerned with scalar conservation laws, any ZAC1ðRÞ is an entropy.




Z0ðxÞfj 0ðxÞ dx ðj ¼ 1;y; nÞ;
for (1.5) to be satisﬁed and, one has to mention, we are always considering convex
pairs. An important example of a generalized convex entropy pairs are the
Kruz˘kov’s entropies, i.e., the parameterized family
Fðu; vÞ ¼ ðju  vj; sgnðu  vÞ½ f ðuÞ  f ðvÞÞ for each vAR: ð1:6Þ
Deﬁnition 1.2. We call Fðu; vÞ :¼ ðaðu; vÞ; bðu; vÞÞ a boundary entropy pair, if for
each vAR ﬁxed, Fðu; vÞ is a convex entropy pair and
aðv; vÞ ¼ bðv; vÞ ¼ @uaðv; vÞ ¼ 0: ð1:7Þ
Analogously, if Fðu; vÞ is the uniform limit of a sequence of boundary entropy
pairs over compact sets, then we call it a generalized boundary entropy pair.
A common example of boundary entropy pairs are given by the quadratic ones.
Here, we give an example of a parameterized family of boundary entropy pair, that it
will be used in Section 2
Fðu; w; vÞ ¼
ðw  u; f ðwÞ  f ðuÞÞ if upwpv;
ð0; 0Þ if wpupv;
ðu  v; f ðuÞ  f ðvÞÞ if wpvpu;
ðv  u; f ðvÞ  f ðuÞÞ if upvpw;
ð0; 0Þ if vpupw;
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The following deﬁnition tells us in which sense a function uALNðQTÞ is a weak
entropy solution of (1.1)–(1.3).
Deﬁnition 1.3. We say that uALNðQTÞ is a weak entropy solution of (1.1)–(1.3) if it
satisﬁes
* Conservation law (1.1): For all fACN0 ðQT Þ; fX0; and any entropy pair FðuÞ ¼
ðZðuÞ; qðuÞÞ; Z Z
QT
Fðuðt; xÞÞ  rt;xfðt; xÞ dx dtX0: ð1:9Þ





juðt; xÞ  u0ðxÞj dx ¼ 0: ð1:10Þ
* Boundary condition (1.3): For any gAL1ðGT ;HnÞ; gX0Hn-a.e., and any





FðuðcsðrÞÞ; ubðrÞÞ  nsðcsðrÞÞ gðrÞ dHnðrÞX0; ð1:11Þ
where ns is the outward unit normal ﬁeld deﬁned H
n-a.e. in GsT :
For convenience we extend the weak entropy solution uALNðQTÞ to uALNðQÞ;
that is, we set
uðt; xÞ 	 0; for all ðt; xÞAQ  QT :
Remark 1.1. If uALNðQTÞ and satisﬁes (1.9), then the ﬁelds
EðuÞ ¼ ðu; f ðuÞÞ and FðuÞ ¼ ðZðuÞ; qðuÞÞ
belong to DMðDÞ for any bounded open set DCQ; as a consequence of the
Schwartz lemma on nonnegative distributions, see Schwartz [16]. In particular, the
normal traces
E  n Sj and F  n Sj
are deﬁned for any open subset S of the Lipschitz boundary of any open set D; such
that DCQ: Moreover, for these divergence-measure ﬁelds, i.e., E and F ; we have an
extension of the Gauss–Green Theorem, see Chen and Frid [2,3].
Next we recall a result in Chen and Frid [2] which provides, as in [14], a more
convenient way to express the concept of weak entropy solution of (1.1)–(1.3) as
given by Deﬁnition 1.3.
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Theorem 1.1 (Equivalence theorem). A function uALNðQTÞ satisfies (1.9)–(1.11) if
and only if, for any boundary entropy pair Fðu; vÞ ¼ ðaðu; vÞ; bðu; vÞÞ; vAR; exists a
constant M40; such that for any nonnegative function fACN0 ððN; TÞ  RnÞ; u
satisfies Z Z
QT








aðu0ðxÞ; vÞfð0; xÞ dxX0: ð1:12Þ
As in [14], Theorem 1.1 implies a maximum principle for the hyperbolic problem.
Corollary 1.1 (Maximum principle). Let






























Proof. To get rid of the boundary term, we choose in (1.12) fACN0 ðQ-ftoTgÞ;
fX0: We getZ Z
QT
Fðuðt; xÞ; vÞ  rt;xfðt; xÞ dx dt þ
Z
O
aðu0ðxÞ; vÞfð0; xÞ dxX0:
Now, choosing fðt; xÞ ¼ zðtÞ; with zACN0 ðN; TÞ; zX0Z Z
QT
aðuðt; xÞ; vÞ dx z0ðtÞ dt þ zð0Þ
Z
O
aðu0ðxÞ; vÞ dxX0: ð1:15Þ
First we prove ð1:13Þ1: Deﬁne, for each cAN; the following boundary entropy
acðu; vÞ :¼ ½ðmaxðu  v; 0ÞÞ2 þ ð1=cÞ21=2  1=c;
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where








With this boundary entropy in (1.15) and observing that ac 	 0 in O; letting c-N;




maxðuðt; xÞ  v; 0Þ dx z0ðtÞ dtX0:
Now, let d40; toT and zðtÞ ¼ wðtd;tþdÞðtÞ: Then, after mollifying and passing to
the limit, and making d-0þ; we obtainZ
Ot
maxðuðt; xÞ  v; 0Þ dxp0:
Denoting zðt; xÞ ¼ uðt; xÞ  v; we get for almost all tAð0; TÞ
jjzþðtÞjjL1ðOtÞ ¼ 0;


























The main focus of this section is to show the L1-contraction property, which
establishes stability for (1.1)–(1.3). Basically we double variables as Kruzkov [11] to
obtain this contraction, but since we are concerned with IBVP and the domain
is noncylindrical, some features are needed, we have made all of them in details.
We prove the continuous dependence of a solution with the initial-boundary
data considering GT smooth. In particular, we obtain uniqueness of solution for
equal data.
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Theorem 2.1 (Stability theorem). Let QT be an open smooth subset of R
nþ1;
fAC1ðR;RnÞ and F be defined by (1.6). Let
ðui; ubi ; u0iÞi¼1;2ALNðQTÞ  LNðGT ;HnÞ  LNðOÞ
satisfying (1.1)–(1.3). Then there exists positive constants L; M; such that for any
function fACN0 ððN; TÞ  RnÞ; fX0Z Z
QT
Fðu1; u2Þ  rt;xf dx dt þ L
Z Z
QT




jub1  ub2 jfðrÞ dHnðrÞ þ
Z
O
ju01  u02 jfð0Þ dxX0: ð2:1Þ
Moreover, for almost all tAð0; TÞ we haveZ
Ot
ju1ðtÞ  u2ðtÞj dxp ½1þ LteLt
Z
O











Proof. 1. Let ðui; ubi ; u0iÞi¼1;2ALNðQTÞ  LNðGT ;HnÞ  LNðOÞ; satisfying (1.9)–
(1.11) in the sense of Deﬁnition 1.3. In order to simplify the notation, we drop the
subscript ði ¼ 1; 2Þ in all remaining proof, as soon as indifferent. Now, for each
v; wAR and cAN; we deﬁne
Fcðu; vÞ ¼ ðZcðu; vÞ; qcðu; vÞÞ;
Fcðu; w; vÞ ¼ ðacðu; w; vÞ; bcðu; w; vÞÞ;
where






and with I½a; b ¼ ½minfa; bg;maxfa; bg
acðu; w; vÞ :¼ ½ðdistðu;I½w; vÞÞ2 þ ð1=cÞ21=2  1=c;
bcðu; w; vÞ :¼
Z u
w
@xacðx; w; vÞ f 0ðxÞ dx:
Hence Fc and Fc converge uniformly to F in (1.6) and F in (1.8), respectively.
Using these entropies and the Dominated Convergence Theorem, from (1.9) and
(1.11) we obtain:
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For any nonnegative function fACN0 ðQTÞZ Z
QT
Fðuðt; xÞ; vÞ  rt;xfðt; xÞ dx dtX0: ð2:3Þ





FðuðcsðrÞÞ; ubðrÞ; vÞ  nsðcsðrÞÞ gðrÞ dHnðrÞX0: ð2:4Þ
2. Let h : Rnþ1-½0; 1 be deﬁned by setting hðt; xÞ ¼ s if ðt; xÞAGs; hðt; xÞ ¼ 0 if
ðt; xÞeQ and hðt; xÞ ¼ 1 otherwise. So hðt; xÞ is globally Lipschitz and rt;xh is
parallel to ns H
n-a.e. over Gs: In (2.3), we choose
fðt; xÞ ¼ jðt; xÞð1 zðhðt; xÞÞÞ;
where jACN0 ðð0; TÞ  RnÞ; jX0 and z ¼ wðd;dÞ with 0odo1: Since
spt ½1 zðhðt; xÞÞCQ; we have
spt fðt; xÞCspt jðt; xÞ-spt ½1 zðhðt; xÞÞCQT :
Then mollifying z; i.e., zn 	 z  rn; where rn is a standard molliﬁer, we getZ Z
QT




Fðuðt; xÞ; vÞ  rt;xhðt; xÞ jðt; xÞ zn0ðhðt; xÞÞ 1fjrhj40g dx dtX0:
Using the coarea formula [6,7] in the second integral of the above inequality, we
obtain Z Z
QT






FðuðrÞ; vÞ  nsðrÞ jðrÞ dHnðrÞ zn0ðsÞ dsX0:
At the same integral we use the area formula [6,7]. Then passing to the limit as n-N
and making d-0þ; ﬁrst we observe that jjGs can be replaced by jjGT 3c1s with an
error that goes to 0 when d-0þ; we obtainZ Z
QT





FðuðcsðrÞÞ; vÞ  nsðcsðrÞÞ jðrÞ dHnðrÞX0: ð2:5Þ
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Now, we observe that
2Fðu; w; vÞ 	 Fðu; wÞ þ Fðu; vÞ  Fðw; vÞ;


















Since the essential limit of each integral exists and denoting by nðrÞ the limit of














FðubðrÞ; vÞ  nðrÞ jðrÞ dHnðrÞ: ð2:6Þ









YijðrÞ gðrÞ dHnðrÞ: ð2:7Þ
Then from (2.5)–(2.7), we obtain for any jACN0 ðð0; TÞ  RnÞ; jX0Z Z
QT




YðrÞ jðrÞ dHnðrÞ 
Z
GT
FðubðrÞ; vÞ  nðrÞ jðrÞ dHnðrÞX0: ð2:8Þ
3. In order to make the doubling of variables, we make two changes of
coordinates. Let L : Rnþ1-Rnþ1 be a diffeomorphism of class CN; such that
Lðt; yÞ :¼ t ¼ t;
x ¼ xðt; yÞ;
(
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and QT ¼Lðð0; TÞ  OÞ: For convenience we consider the inclusion map
ic : R @O-Rnþ1;
such that for each ðt; y0Þ/ðt; yÞ; which is a diffeomorphism over its image. We deﬁne
Lc :¼L3ic: Let for ðt; xÞAQT
uðt; xÞ ¼ uðLðt; yÞÞ ¼: uðt; yÞ;
jðt; xÞ ¼ jðLðt; yÞÞ ¼: jðt; yÞ;
and for r ¼Lcðt; y0ÞAGT
ubðrÞ ¼ ubðLcðt; y0ÞÞ ¼: ubðt; y0Þ;
jðrÞ ¼ jðLcðt; y0ÞÞ ¼: jðt; y0Þ;


















Fðubðt; y0Þ; vÞ  nðt; y0Þjðt; y0Þ JLcðt; y0Þ dHn1ðy0Þ dtX0;
where JL; JLc are the Jacobians of the transformations. Now, we study the
integrand in the ﬁrst integral, we have
½DLðt; yÞ1Fðuðt; yÞ; vÞ
¼ fju  vj; sgn ðu  vÞ½ f ðt; y; uÞ  f ðt; y; vÞg;
where for ðt; yÞAð0; TÞ  O and i; j ¼ 1;y; n
f iðt; y; vÞ :¼ aiðt; yÞ v þ Aijðt; yÞ fjðvÞ;
ai ¼ C1;iþ1
C11
; Aij ¼ Cjþ1;iþ1
C11
; C ¼ cof ½DL:
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fjuðt; yÞ  vjjt












Fðubðt; y0Þ; vÞ  nðt; y0Þjðt; y0Þ JLcðt; y0Þ dHn1ðy0Þ dtX0: ð2:9Þ
Now we make a second transformation. Since @O is smooth, for any y0A@O we can
ﬁnd r40 and a mapping gACNðRn1;RÞ such that, upon rotating and relabelling the
coordinate axes if necessary
O-Uðy0; rÞ ¼ fy j yn4gðy1;y; yn1Þg-Uðy0; rÞ:
Write U 	 Uðy0; rÞ and suppose temporally that jðt; yÞ has compact support
contained in ð0; TÞ  U : Let
yi ¼ zi ¼: HiðzÞ ði ¼ 1;y; n  1Þ;
yn ¼ zn  gðz1;y; zn1Þ ¼: HnðzÞ;
(
and denote y ¼ ðy0; ynÞ ¼ HðzÞ: Analogously, we have
zi ¼ yi ¼: ðH1ÞiðyÞ ði ¼ 1;y; n  1Þ;
zn ¼ yn þ gðy1;y; yn1Þ ¼: ðH1ÞnðyÞ;
(
and z ¼ ðz0; znÞ ¼ H1ðyÞ: Moreover, we deﬁne
B :¼ H1ðUÞ; Bþ :¼ H1ðU-OÞ and B0 :¼ H1ðU-@OÞ;
and consider the following change of variables:
Hðt; zÞ :¼ t ¼ t;
y ¼ HðzÞ:
(
ThenH is a diffeomorphism of class CN; and for all ðt; zÞAð0; TÞ  B the Jacobian
of H is one. Denote
Jðt; zÞ ¼ ðJL3HÞðt; zÞ;
*Yðt; z0Þ ¼ YðHðt; z0ÞÞ ðJLc=JLÞðHðt; z0ÞÞ;
*nðt; z0Þ ¼ nðHðt; z0ÞÞ ðJLc=JLÞðHðt; z0ÞÞ;
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where ðt; z0Þ 	 ðt; z0; 0Þ on ð0; TÞ  B0: Finally,
uðt; yÞ ¼ uðHðt; zÞÞ ¼: u˜ðt; zÞ;
jðt; yÞ ¼ jðHðt; zÞÞ ¼: *jðt; zÞ;
where *jðt; zÞ has compact support contained in ð0; TÞ  B: Remaking the same




fju˜ðt; zÞ  vj *jt












Fðu˜bðt; z0Þ; vÞ  *nðt; z0Þ *jðt; z0Þ Jðt; z0Þ dz0 dtX0: ð2:10Þ
4. Further we make fðt; zÞ ¼ *jðt; zÞJðt; zÞ; so fðt; zÞ is a nonnegative smooth





fju˜ðt; zÞ  vjft
























Fðu˜bðt; z0Þ; vÞ  *nðt; z0Þf dz0 dtX0; ð2:11Þ
where the function g is given by
gðt; z; v˜; vÞ
:¼ J1ðt; zÞ½ðv˜  vÞ; ð f˜ðt; z; v˜Þ  f˜ðt; z; vÞÞ  rt;zJ  f˜izi ðt; z; vÞ:
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5. Now, we double the variables. Let rACN0 ðRnþ1Þ be a symmetric molliﬁer, then








For each ðt; zÞ; ðt; zÞAð0; TÞ  Rnþ and fACN0 ðð0; TÞ  RnÞ; fX0; spt fCð0; TÞ  B
we set







reðt  t; z  zÞ:
Hold ðt; zÞAð0; TÞ  Rnþ ﬁxed and replace in (2.11) u˜; u˜b by u˜1; u˜b1 ; v by u˜2ðt; zÞ and f

















þsgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ½ f˜iðt; z; u˜1ðt; zÞÞ


















fju˜1ðt; zÞ  u˜2ðt; zÞjretðt  t; z  zÞ
þ sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ½ f˜iðt; z; u˜1ðt; zÞÞ

















sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞf˜izi ðt; z; u˜2ðt; zÞÞ
















sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞgðt; z; u˜1ðt; zÞ; u˜2ðt; zÞÞ






reðt  t; z  zÞ dz dt dz dt
ARTICLE IN PRESS


























Fðu˜b1ðt; z0Þ; u˜2ðt; zÞÞ  *nðt; z0Þ






reðt  t; z  zÞ dz0 dt dz dtX0:
Observing that rt;zf ¼ rt;zf; rt;zre ¼ rt;zre and adding the analogous









refju˜1ðt; zÞ  u˜2ðt; zÞjft þ
1
2
sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ










f sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ










f sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ










sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ


























Fðu˜b1ðt; z0Þ; u˜2ðt; zÞÞ  *nðt; z0Þ






reðt  t; z0  zÞ dz0 dt dz dt
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Fðu˜1ðt; zÞ; u˜b2ðt; z0ÞÞ  *nðt; z0Þ






reðt  t; z  z0Þ dz0 dt dz dt
	 I1 þ I2 þ I3  I4 þ I5  I6 þ I7  I8X0: ð2:12Þ










ju˜1ðt; zÞ  u˜2ðt; zÞjftðt; zÞ
þ sgn ðu˜1  u˜2Þ½ f˜iðt; z; u˜1ðt; zÞÞ  f˜iðt; z; u˜2ðt; zÞÞfziðt; zÞ dz dt: ð2:13Þ
Let









sgn ðv˜1  v˜2Þf½ f˜iðt; z; v˜1Þ þ f˜iðt; z; v˜1Þ



















fFðt; z; t; z; u˜1ðt; zÞ; u˜2ðt; zÞÞ
 Fðt; z; t; z; u˜1ðt; zÞ; u˜2ðt; zÞÞ þ Fðt; z; t; z; u˜1ðt; zÞ; u˜2ðt; zÞÞ










Fðt; z; u˜1ðt; zÞ; u˜2ðt; zÞÞreðt  t; z  zÞ dz dt dz dt
	 J1 þ J2:
From the properties of F and re; we get
jJ1jpC½eþ 1enþ1
Z Z Z Z
jjðt;zÞðt;zÞjjpe
ju˜2ðt; zÞ  u˜2ðt; zÞj dz dt dz dt;
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where C is a positive constant independent of e: Then J1-0 as e-0þ: Moreover, for
e40 sufﬁciently small J2 is independent of e: Indeed, making the change of






Fðt; z; u˜1ðt; zÞ; u˜2ðt; zÞÞ
Z Z
Rnþ1








Fðt; z; u˜1ðt; zÞ; u˜2ðt; zÞÞ dz dt:
From what (2.13) follows. Now, we show that I2 and I3 go to zero when e-0þ: Since
f˜ is a smooth function in the ﬁrst two variables, we can write
½ f˜iðt; z; v˜Þ  f˜iðt; z; v˜Þrezi þ f˜izi ðt; z; v˜Þre
¼ f˜itðt; z; v˜Þ ðt  tÞ rezi
þ f˜izj ðt; z; v˜Þ ðzj  zjÞ rezi þ oðe
2Þrezi þ f˜izi ðt; z; v˜Þre
¼ f˜itðt; z; v˜Þ½ðt  tÞrezi


























fðt; zÞsgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞf fitðt; z; u˜1ðt; zÞÞ
















sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ
















sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ










Hðt; z; t; z; u˜1ðt; zÞ; u˜2ðt; zÞÞrezi dz dt dz dt
	 J3 þ J4 þ J5 þ J6;
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where the modulus of H is oðe2) and from the properties of the functions f˜; re; we
obtain












Now, for convenience we denote
Kiðt; z; v˜1; v˜2Þ ¼ fðt; zÞsgn ðv˜1  v˜2Þ fitðt; z; v˜1Þ;
Kijðt; z; v˜1; v˜2Þ ¼ fðt; zÞsgn ðv˜1  v˜2Þ f˜izj ðt; z; v˜1Þ:










Kiðt; z; u˜1ðt; zÞ; u˜2ðt; zÞÞ½ðt  tÞrezi
þKijðt; z; u˜1ðt; zÞ; u˜2ðt; zÞÞ½ðzj  zjÞrezi dz dt dz dt:








Kiðt; z; u˜1ðt; zÞ; u˜2ðt; zÞÞ½ðt  tÞrezi
þ Kijðt; z; u˜1ðt; zÞ; u˜2ðt; zÞÞ½ðzj  zjÞrezi dz dt dz dt 	 0:
Subtracting the above expression from J3 and due the properties of Ki;Kij and re
we get
jJ3jpC eenþ2
Z Z Z Z
jjðt;zÞðt;zÞjjpe
ju˜1ðt; zÞ  u˜1ðt; zÞj dz dt dz dt;
from what it follows that J3-0 when e-0þ: Then I2-0 as e-0þ and analogously
I3: Now, let us look at I4: Set
Lðt; z; t; z; v˜1; v˜2Þ :¼ sgn ðv˜1  v˜2Þ
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2 J1ðt; zÞ sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ½u˜1ðt; zÞ  u˜2ðt; zÞ;






½ f˜izi ðt; z; u˜1ðt; zÞÞ  f˜izi ðt; z; u˜2ðt; zÞÞ fðt; zÞ dz dt: ð2:14Þ







fJ1ðt; zÞsgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ
 ½u˜1  u˜2; f˜ðt; z; u˜1Þ  f˜ðt; z; u˜2Þ  rt;zJðt; zÞ






ju˜1ðt; zÞ  u˜2ðt; zÞjfðt; zÞ dz dt: ð2:15Þ









*Y11ðt; z0Þfðt; z0Þ dz0 dt: ð2:16Þ











































 fðt; z0; 0Þj











*Y11ðt; z0Þ Cenþ1Z Z Z
Beðt;z0;0Þ
jf t  B
2






 fðt; z0; 0Þj dxn dx0 dB dz0 dt:









*Y22ðt; z0Þfðt; z0Þ dz0 dt: ð2:17Þ









*Y21ðt; z0Þfðt; z0Þ dz0 dt: ð2:18Þ
































f t  B
2
















½Fðu˜b1ðt; z0Þ; u˜2ðt  B; z0  x0; 0 xnÞÞ
 *nðt; z0Þ  *Y21ðt; z0Þfðt; z0Þ dz0 dtj dxn dx0 dB;









*Y12ðt; z0Þfðt; z0Þ dz0 dt: ð2:19Þ




fju˜1ðt; zÞ  u˜2ðt; zÞj; sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ
 ½ f˜ðt; z; u˜1ðt; zÞÞ  f˜ðt; z; u˜2ðt; zÞÞg  rt;zfðt; zÞ dz dt
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J1ðt; zÞfju˜1ðt; zÞ  u˜2ðt; zÞj; sgn ðu˜1ðt; zÞ  u˜2ðt; zÞÞ















ð1Þiþj *Yijðt; z0Þfðt; z0Þ dz0 dtX0: ð2:20Þ
6. Now, we write fðt; zÞ ¼ *jðt; zÞJðt; zÞ and make the change of variables returning




½ju1ðt; yÞ  u2ðt; yÞj; sgn ðu1ðt; yÞ  u2ðt; yÞÞ















ð1ÞiþjYijðt; y0Þjðt; y0Þ JLcðt; y0Þ dHn1ðy0Þ dtX0: ð2:21Þ
Before we make the transformation to the noncylindrical domain, we remember that
we have supposed that spt jCð0; TÞ  U : Since @O is compact, we can cover @O by a
ﬁnite number of balls Ui ¼ Uðy0i ; riÞ; ði ¼ 1;?; NÞ: Let fzigNi¼0 be a sequence of
smooth functions, such that
0pzip1; spt ziCUi ði ¼ 1;y; NÞ
0pz0p1; spt z0CU0COPN





Given jACN0 ðð0; TÞ  RnÞ; we make
ji ¼ jzi ði ¼ 0;y; NÞ:
Then (2.21) is satisﬁed for each ji; ði ¼ 0;y; NÞ: Since each inequality is
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½ju1ðt; yÞ  u2ðt; yÞj; sgn ðu1ðt; yÞ  u2ðt; yÞÞ















ð1ÞiþjYijðt; y0Þjðt; y0Þ JLcðt; y0Þ dHn1ðy0Þ dtX0: ð2:22Þ
Returning to the noncylindrical domain QT ; from (2.22) we get for any
jACN0 ðð0; TÞ  RnÞ; jX0;Z Z
QT












7. Now we observe that there exists a constant M40; depending on F and jjujjN;
such that
jFðu; ubÞ  Fðu; vbÞjpMjub  vbj;
hence
jFðu1; ub1Þ  n Fðu2; ub1Þ  nþ Fðu2; ub2Þ  n Fðu1; ub2Þ  nj
pjFðu1; ub1Þ  Fðu1; ub2Þj þ jFðu2; ub2Þ  Fðu2; ub1Þj
pMjub1  ub2 j þ Mjub2  ub1 j













jub1ðrÞ  ub2ðrÞjjðrÞ dHnðrÞ;
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jub1ðrÞ  ub2ðrÞjjðrÞ dHnðrÞ: ð2:24Þ
From (2.23) and (2.24), we get for any jACN0 ðð0; TÞ  RnÞ; jX0;Z Z
QT








jub1ðrÞ  ub2ðrÞjjðrÞ dHnðrÞX0: ð2:25Þ
8. Let d40 be small enough, and HdðtÞ the Heaviside function. In (2.25), we choose
jðt; xÞ ¼ fðt; xÞ ðHd  rnÞðtÞ;






















jub1ðt; r0Þ  ub2ðt; r0Þjfðt; r0Þ dHn1ðr0Þ ðHd  rnÞðtÞ dtX0:
Observing that jHd  rnjp1; and ðHd  r0nÞðtÞ converge to the Dirac measure
concentrated in d; we take the limit as n-N and making d-0þ we getZ Z
QT













ju1ðt; xÞ  u2ðt; xÞjfðt; xÞ dxX0: ð2:26Þ
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Moreover, sinceZ
O
ju1ðt; xÞ  u2ðt; xÞjfðt; xÞ dx 
Z
O










jfðt; xÞ  fð0; xÞj dx;
where C1 and C2 are positive constants, utilizing (1.10) we complete the proof of
(2.1).
9. Now we ﬁnish the proof showing the L1 contraction. In (2.1), we choose





















ju01ðxÞ  u02ðxÞj dxX0: ð2:27Þ
Let d40 be small enough and for toT we take in (2.27) z equals the characteristic
function on ðd; t þ dÞ; i.e., z ¼ wðd;tþdÞ: After mollifying and passing the limit, making
d-0þ; we get for almost all tAð0; TÞ
Z
Ot
















ju1ðt; xÞ  u2ðt; xÞj dx dt:
Therefore, from Gronwall’s inequality (integral form) we obtain (2.2). &
Remark 2.1. We should make only one change of coordinates in the proof
of Theorem 2.1, we made two for clarity. Although, we do not have to work
with the jacobian of this one transformation (it is one), the constant L in (2.1)
continues depend on the derivatives of the jacobian matrix of this transformation,
see (2.15).
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3. Existence-uniqueness
The aim of this section is to study the existence of a weak entropy solution to the
IBVP (1.1)–(1.3). We prove the existence and uniqueness to (1.1)–(1.3) under the
assumptions that the initial-boundary data are LN functions, the ﬂux-function is of
class C1 and GT is smooth.
Here we use the vanishing viscosity method to obtain the desired result, that is, for
e40 we study the parabolic perturbation of the IBVP (1.1)–(1.3). We make use of the
well-known results of existence, uniqueness and uniform LN bound for quasilinear
parabolic problems. Following the vanishing viscosity method, we study the
convergence of a family fuege40; solutions to the perturbed problems. An usual
procedure in the scalar case, going back to Kruzkov [11], is to derive uniform
estimates (with respect to the parameter e40) on
jj@tuejjL1ðQT Þ and jjrxuejjL1ðQT Þ:
These estimates and the uniform LN bound on ue imply that the family fuege40
is compact in L1ðQTÞ: Although, it seems impossible to derive such estimates
for noncylindrical domains, even in the one-dimensional case. A problem arises
due to the presence of a nonzero time component of the outward unit normal
ﬁeld. In a view of this difﬁculty, we follow a method introduced by DiPerna [4] and
further developed by Szepessy [18] based in the uniqueness of measure-value
solutions.
Given e40; we consider the following perturbed problem obtained from
(1.1)–(1.3)
uet þ divxf ðueÞ  e Dxue ¼ 0 in QT ; ð3:1Þ
ue ¼ ue0 in O; ð3:2Þ
ue ¼ ueb on GT ; ð3:3Þ
where ueb and u
e
0 are, respectively, boundary and initial smooth data satisfying
suitable compatibility conditions on @O: Standard existence and uniqueness results,
see for example Friedman [8], shows that for all e40 problem (3.1)–(3.3) admits a









W. Neves / J. Differential Equations 192 (2003) 360–395384
According to Young measures theory, see DiPerna [4] and Tartar [19,20], associated
with this subsequence fuecgNc¼1 there exists a measurable family of Young measures
nð:Þ : QT-Prob ðRÞ; such that
spt nðt;xÞCfl : jljpCg for a:e: ðt; xÞAQT ;
where Prob ðRÞ is the space of nonnegative Radon measures over R with unit mass.








gðlÞ dnðt;xÞ ¼: /nðt;xÞ; gðlÞS for a:e: ðt; xÞAQT :
Moreover, uec converges strongly to u in L1locðQTÞ if, and only if, nðt;xÞ reduces to a
Dirac measure concentrated at uðt; xÞ; i.e.,
nðt;xÞ ¼ duðt;xÞ for a:e: ðt; xÞAQT :
Theorem 3.1 (Existence-uniqueness theorem). Let QT be an open smooth subset of
Rnþ1: Let fAC1ðR;RnÞ; u0ALNðOÞ and ubALNðGT ;HnÞ: Then there exists a unique
weak entropy solution uALNðQTÞ of (1.1)–(1.3).
Proof. 1. Let fecgNc¼1 be an arbitrary sequence which converges to zero as c-N:
Let uec ; cAN; be the solutions of (3.1) corresponding to smooth uniformly
bounded initial-boundary data uec0 ; u
ec
b ; satisfying suitable compatibility conditions
on @O and
uec0 c-N! u0 in L1ðOÞ;
uecb c-N! ub in L1ðGT ;HnÞ:
Hence, there exists a function uALNðQTÞ; such that for a subsequence still denoted




and for any gACðRÞ
g3uec ,

g ¼ /nðt;xÞ; gðlÞS in LNðQTÞ;
where nðt;xÞ is the associated family of Young measures.
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2. Let d40 be a real number sufﬁciently small and s ¼ minfdistððt; xÞ;GÞ; dg: We
deﬁne h˜ : Rnþ1-½d; d; given by
h˜ðt; xÞ :¼ s if ðt; xÞAQ;s otherwise:
(
ð3:4Þ
Hence h˜ðt; xÞ is globally Lipschitz and smooth on the closure of
fðt; xÞARnþ1; jsjodg:
Further, we deﬁne L :¼ sup0osod jDt;xh˜ðt; xÞj: Then the function











jrt;xxec jf dx dt  ec
Z Z
QT




fðrÞ dHnðrÞ þ ec
Z Z
QT
ft xect dx dt; ð3:6Þ











jrt;xxec j dx dt ¼ 0: ð3:8Þ
The above result, that is, (3.6)–(3.8) is a suitable modiﬁcation for noncylindrical
domains the similar obtained in Otto [14] for cylindrical ones, see also Ma´lec et al.
[13]. As [13,14], we obtain from (3.6) and Eq. (3.1) that uec satisﬁes for all boundary
entropy pairs Fðu; vÞ ¼ ðaðu; vÞ; bðu; vÞÞ; vAR and any nonnegative function
fACN0 ððN; TÞ  RnÞZ Z
QT




juecb ðrÞ  vjfðrÞ dHnðrÞ þ
Z
O




aðuecðt; xÞ; vÞrxfðt; xÞ  rxxecðt; xÞ dx dt ð3:9Þ
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aðuecb ðrÞ; vÞfðrÞ dHnðrÞX0:
Letting c-N; we get for any function fACN0 ððN; TÞ  RnÞ; fX0Z Z
QT








aðu0ðxÞ; vÞfð0; xÞ dxX0; ð3:10Þ
where we have used (3.7)–(3.8).
3. Suppose that n1ðt;xÞ and n
2
ðt;xÞ are two associated Young measures satisfying
(3.10), corresponding to two subsequences of fuecg with the LNðQTÞ weak star limit
u1 and u2 respectively. In (3.10), we choose fACN0 ðQTÞ; fX0 and F exactly the
Kruz˘kov’s entropies, then for each niðt;xÞ; ði ¼ 1; 2Þ; we obtainZ Z
QT
/niðt;xÞ; Fðl1; l2ÞS  rt;xfðt; xÞ dx dtX0: ð3:11Þ


































/n2ðt;xÞ; FS  rt;xfðt; xÞ dx dt dn1ðt;xÞX0; ð3:12Þ
where we have used (3.11), the Fubini’s Theorem and the product rule. This
argument can be made rigorous by a standard molliﬁcation (see Szepessy [18]).
4. Now, we claim that n1ðt;xÞ and n
2
ðt;xÞ have supports consisting of a common single
point uðt; xÞ for a.e. ðt; xÞAQT ; i.e.,
n1ðt;xÞ ¼ n2ðt;xÞ ¼ duðt;xÞ:
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ðt;xÞ; jl1  l2jSdx:
Letting z tends to the characteristic function on ðs; tÞ; 0ospt; we get











/n1ðt;xÞ; jl1  u0jSdx þ
Z
Ot
/n2ðt;xÞ; jl2  u0jSdx
and the initial data is assumed in the strong sense, so that both terms in the right







ðt;xÞ; jl1  l2jSdx 	 0:




jl1  l2j dn1ðt;xÞ dn2ðt;xÞ ¼ 0: ð3:14Þ
Thus, the assertion follows by (3.14) and a contradiction argument. Indeed,
following Szepessy [18] we suppose that there exists w1aw2 with
w1Aspt n1ðt;xÞ; w2Aspt n
2
ðt;xÞ
for each ðt; xÞAQT and such that (3.14) holds. Then, by deﬁnition there are
0pfjAC0ðRÞ; wjAspt fj ðj ¼ 1; 2Þ




















jw2  w1j dn1ðt;xÞ dn2ðt;xÞ ¼ 0;
which is a contradiction.
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5. Now in (3.10) with nðt;xÞ ¼ duðt;xÞ; we obtain that u is the unique function that
satisﬁes Z Z
QT








aðu0ðxÞ; vÞfð0; xÞ dxX0;
for all boundary entropy pairsFðu; vÞ ¼ ðaðu; vÞ; bðu; vÞÞ; vAR and any nonnegative
function fACN0 ððN; TÞ  RnÞ: Consequently, by Theorem 1.1 uALNðQTÞ
satisﬁes (1.9)–(1.11). &
4. Passage to Lipschitz boundary
In this section we show how we can extend the last result, i.e. Theorem 3.1
to regularizable Lipschitz domains. In order to obtain this result we utilize the notion
of regularized problems, that is, for d40 we make a regularization of the IBVP
(1.1)–(1.3). To study the convergence of a family fudgd40; solutions to the
regularized problems, we utilize the same techniques of the Section 3. The stability
result does not pass to regularizable Lipschitz domains, due that, we do not have a
uniform bound (if respect to the parameter d40) on L in (2.1).
In Section 1 we have deﬁned QT from the cylinder ð0; TÞ  O by a bi-Lipschitz
map Lðt; yÞ; hence the lateral boundary GT was a Lipschitz variety and since
we have assumed that @O is a regular deformable Lipschitz boundary, GT possess
the same regularity. Now without loss of generality, we can assume that the
map L is deﬁned in a domain of Rnþ1 containing the set R O and its
deformations. Analogously, we do not continue considering xðt; yÞ ¼ y for tp0
and assume that @O is smooth. By abuse of notation we continue denoting by O the
set QT-ft ¼ 0g:
Deﬁnition 4.1. Let E be an open set of Rn with smooth boundary @E: Let L : S-Rn
be a bi-Lipschitz map over its image, where the set SCRn contain E and its
deformations. Set U :¼ LðEÞ and its boundary @U :¼ Lð@EÞ: We say that ðL; @UÞ is
a regularizable Lipschitz boundary pair provided that the following hold:
(i) There exists a family fLdgd40; such that for each d40; Ld is a diffeomorphism
of class CN over its image, Ld-L uniformly, DLd-DL Ln-a.e. and
supd jjDLdjjLNoN: In this case, we deﬁne
Ud :¼ LdðEÞ; @Ud :¼ Ldð@EÞ
and Cd :¼ Ld3L1; which converges uniformly to the identity map;
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(ii) The restriction of Cd over @U ; denoted Cdc ; must be a homeomorphism bi-
Lipschitz over its image and
lim
d-0þ
DðCdc3*gÞ ¼ D*g in L1locðBÞ;
where *gðyÞ ¼ ðy; gðyÞÞ with g : Rn1-R given by the Lipschitz boundary deﬁnition,
see Evans and Gariepy [6], and B is the greatest open set such that *gðBÞC@U :
In this context, we usually say that U is a regularizable Lipschitz domain.
We assume that ðL;GÞ is a regularizable Lipschitz boundary pair. So there exists a
family fLdgd40 as in Deﬁnition 4.1 and we deﬁne: Cd :¼Ld3L1; Cdc :¼ CdjG:
Moreover,
Qd :¼LdðR OÞ; Gd :¼LdðR @OÞ;
and for some TAR; T40
QdT :¼Ldðð0; TÞ  OÞ; GdT :¼Ldðð0; TÞ  @OÞ:
Considering fQdTg and fGdTg; we establish from (1.1)–(1.3) the following family of
regularized problems:
For each d40; ﬁnd ud satisfying
udt þ divxf ðudÞ ¼ 0 in QdT ; ð4:1Þ
ud ¼ ud0 in Od; ð4:2Þ
ud ¼ udb on GdT ; ð4:3Þ
where Od ¼ QdT-ft ¼ 0g and ud0; udb are deﬁned in the following form. Let
u0AC0ðRnÞ; ubAC0ðRnþ1Þ be the extensions of u0 and ub by the Lusin Theorem, see
Evans and Gariepy [6], such that
LnðfxAO : u0ðxÞau0ðxÞg Þ ¼ 0;




ud0 :¼ u0jOd ;
udb :¼ ubjGdT :
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Theorem 4.1. Let QT be an open regularizable Lipschitz subset of R
nþ1: Let
fAC1ðR;RnÞ; u0ALNðOÞ and ubALNðGT ;HnÞ: Then there exists a unique weak
entropy solution uALNðQT Þ of (1.1)–(1.3).
Proof. Let fdcgNc¼1 be an arbitrary sequence which converges to zero as c-N: Let
udc ; cAN; be the solutions of (4.1)–(4.3) by Theorem 3.1 with ud0 ¼ udc0 and udb ¼ udcb :
Since udc0 and u
dc




Hence, there exists a function uALNðQTÞ; such that for a subsequence still denoted




and for any gACðRÞ
g3udc ,

g ¼ /nðt;xÞ; gðlÞS in LNðQT Þ:
Now, we are going to show that u satisﬁes (1.1)–(1.3). By Theorem 1.1, we have
that for all boundary entropy pairs Fðu; vÞ ¼ ðaðu; vÞ; bðu; vÞÞ; vAR; there exists a
constant M40 independent of dc; such that for any nonnegative function














aðudc0 ðxÞ; vÞfð0; xÞ dxX0: ð4:4Þ
Letting c-N; we get
Z Z
QT








aðu0ðxÞ; vÞfð0; xÞ dxX0: ð4:5Þ
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Indeed, we observe the following terms:
Z Z
QT











/nðt;xÞ;Fðl; vÞS  rf
Z Z
QT






/nðt;xÞ;Fðl; vÞS  rf
Z Z
QT






Fðudc ; vÞ  rf
Z Z
QT






FðudcðCdcÞ; vÞ  rf
Z Z
QT






FðudcðCdcÞ; vÞ  rfdc 
Z Z
QT
FðudcðCdcÞ; vÞ  rfdcJCdc

 c-N! 0;
where rfdc :¼ ½DCdc TrfðCdcÞ: Moreover, we have used the uniform bound of udc ;
the properties of Cdc ; the Dominated Convergence Theorem and the Change of
variables formula [6,7]. Analogously, we haveZ
O
aðu0; vÞfð0Þ dx 
Z
Odc























































jubðrÞ  vjfðrÞ dHnðrÞ 
Z
GT






jId Cdcc j dHn þ
Z
GT




Then we showed (4.5) and repeating procedures (3)–(4) in the proof of Theorem 3.1,
we obtain that nðt;xÞ 	 duðt;xÞ for a.e. ðt; xÞAQT : Consequently, uALNðQTÞ is the
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unique function which satisﬁesZ Z
QT








aðu0ðxÞ; vÞfð0; xÞ dxX0;
for all boundary entropy pair Fðu; vÞ and any nonnegative function
fACN0 ððN; TÞ  RnÞ: By Theorem 1.1 and Deﬁnition 1.3 u is the weak entropy
solution of (1.1)–(1.3). &
Appendix A. An example of regularizable Lipschitz domain
Let a; b be real positive numbers and set












Consider a real positive Lipschitz function gðt; y1Þ40; and deﬁne
Lðt; y1; y2Þ :¼
t ¼ t;
x1 ¼ y1;




QT ¼Lðð0; TÞ  OÞ















It is immediate that L is a bi-Lipschitz function, in fact, L1ðt; x1; x2Þ ¼
ðt; x1; x2=gðt; x1ÞÞ:
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and we naturally deﬁne the family fLdgd40 by
Ldðt; y1; y2Þ :¼
t ¼ t;
x1 ¼ y1;
x2 ¼ y2 gdðt; y1Þ:
8><
>:
Then, we have Cdðt; x1; x2Þ ¼ ðt; x1; x2 gdðt; x1Þ=gðt; x1ÞÞ:
The set QT as deﬁned above is an example of a regularizable Lipschitz
domain in R3: In fact, we have a family of examples, since we can change a; b and
principally g:
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