Abstract. This paper deals with q{series arising from the study of the transitiveclosure problem in random acyclic digraphs. In particularit presents an identity involvingdivisor generatingfunctions which allows to determine the asymptotic behavior of polynomials de ned by a general class of recursive equations, including the polynomials for the mean and the variance of the size of the transitive closure in random acyclic digraphs.
1. Introduction. In 7] Simon, Crippa and Collenberg studied the distribution of the transitive closure in the G n;p {model of a random acyclic digraph. By interpreting the random variable describing the size of the transitive closure of a node as a discrete{time, pure{birth process, they succeeded in nding closed expressions for its distribution, mean and variance. Developing these expressions as polynomials in q def = 1 ? p (where p is the probability of existence of an edge), they formulated some conjectures regarding their asymptotic behavior as n, the number of nodes, tends to 1. This has been the departing point of this paper, whose main result is the identity formulated in Section 2. This identity not only allows us to prove in Section 4 the conjectures formulated in 7] , but provides also a generalization of an identity proposed by Uchimura involving divisor generating functions. Moreover, we will show in Section 3 that it allows us to determine the asymptotic behavior of polynomials de ned by a general class of recursive equations.
These results are not only of theoretical interest: in Section 5 we will show that they can be easily implemented in one of the current symbolic computation systems and nally they provide a bridge between the elds of discrete mathematics, probability theory and number theory. Throughout this paper we will assume that q is a variable with 0 < q < 1, and therefore
(1) converges absolutely provided jtj < Further, following the notation of 5], we will write i (n) for the sum of i-th powers of the divisors of n, i.e.
In particular then 0 (n) will denote the number of divisors of n. The generating function of i (n) will be denoted by
At this point we can state the major identity of this paper.
Theorem 2.1. Let S i (q) be de ned as above. Then for any integer k 1 there is a polynomial M k (x 1 ; : : :; x k ) with rational coe cients such that X n 1 (?1) n?1 q ( n+1 2 ) (q) n (1 ? q n ) k = M k (S 0 (q); : : :; S k?1 (q)):
In order to prove this theorem we need several lemmas. Lemma Now we have
At this point we have all the lemmas needed to prove Theorem 2.1: Next we will compute the cases k = 1; 2; 3: In Section 5 we will show that this computation can be carried out by mean of a current symbolic computation system, so that the polynomial M k (x 1 ; : : :; x k ) can be found for any k 1. (q) n (1 ? q n ) (9) = (q) 1 (q) n (1 ? q n ) 2 (9) = (q) 1 In Section 5 we will show that the polynomial H k (x 1 ; : : :; x k ) can also be determined by a symbolic computation program.
3. A Set of Recursive Equations . Theorem 2.1 allows us to determine the asymptotic behavior of polynomials de ned by a general class of recursive equations. Let f(n) = X k 0 c k n k be a polynomial in n with rational coe cients and let M j M j (S 0 (q); : : :; S j?1 (q)) be the same polynomials de ned in Theorem 2.1. Then the following theorem holds Theorem 3.1. Let a n (q) be a polynomial in q de ned by the recursive equation a n (q) = f(n) + (1 ? q n?1 ) a n?1 (q); n 1; To complete the proof it is enough to notice that a n (q) can also be written as
and therefore we get 4. Applications to Probability Theory. As mentioned in the introduction, we will show in this section that our theory allows us to prove in a very concise way two results formulated in 7] . For this reason we will brie y restate some of the results contained in that paper. Let the G n;p {model of a random acyclic digraph 2 be de ned by the vertex set V = f1; : : :; ng and the set of edges (i; j) with i < j, where every edge occurs independently with probability p, 0 < p < 1. In this model the size n of the re exive, transitive closure of node 1, i.e. the cardinality of the set of nodes reachable through a directed path starting in 1 (including node 1 itself), is a random variable with the following distribution:
(1 ? q n?i );
where q def = 1?p. This can be proved by interpreting n as a discrete{time, pure{birth process with time t = n. Such a process can be described by a sequence of random variables X t , t 2 IN, assuming the states`= 1; 2; 3; : : : with probabilities P t;`a nd by a sequence of transition probabilities `, 0 ` 1, such that P t;`= 0 for t 0 or 6 2 f1; : : :; tg, P 1;1 = 1 and P t;`= (1 ? `) P t?1;`+ `?1 P t?1;`?1 otherwise. For n holds `= 1 ? q`and (32) can be veri ed by induction on n. At this point we are able to give a very concise proof of the following theorem, already proved in 7]:
Theorem 4.1. For all q, 0 < q < 1, we have:
Proof. Let us set e n (q) def = E( n ); (34) then using (32) it can be proved that e n (q) satis es the recursion e n (q) = 1 + (1 ? q n?1 ) e n?1 (q); (35) which is of the type (25) with the polynomial f(n) = 1. According to Theorem 3.1 there are coe cients h j such that
As for f(n) = 1 we have c 0 = 1 and c k = 0 for all k 1, we get h 1 = 1 and h j = 0 for all j 2. Finally, we saw in (18) that M 1 (x) = x and so we have proved
The next theorem concerns the asymptotic for the variance of n and it is not so straightforward as the one for the mean. 6. Conclusion and Open Questions. In this paper we have presented some q{series arising from the study of random graphs, in particular from the distribution of the transitive closure in random acyclic digraphs. The main identity, expressed in Theorem 2.1, seems to play a key role in proving other results, like those in the Theorems 2.6 and 3.1. As the corresponding proofs are constructive, the results we have obtained can be implemented in symbolic computation systems, and this could allow the automatic generation of new identities.
In 2] Bressoud and Subbarao showed that 0 (n) = ? X `n 0 (?1) #( ) ( ) (42) where `n means that is a partition of n, the prime on the summation restricts the sum to those partitions which have distinct parts, #( ) is the number of parts in and ( ) is the smallest part in . Using Theorem 2.6 we are now able to derive many more identities of the same type. In fact for any k 1 the coe cient of x N in the left handside of (23) 43) where the expression P] is evaluated to 1 if P is true and to 0 if P is false. On the other hand we can also determine the coe cient of x N in H k (S 0 (x); : : :; S k?1 (x)); for k = 2 we get for instance from Section 5 H 2 (S 0 (x); S 1 (x)) = S 0 (x) 2 + S 1 (x) and therefore we obtain the following identity 
