Generative adversarial network (GANs) has significant progress in 3D model generation and reconstruction recently years. GANs can generate 3D models by sampling from uniform noise distribution. But they generate randomly and are often not easy to control. To address this problem, we add the class information to both generator and discriminator and construct a new network named 3D conditional GAN. Moreover, to better guide generator to reconstruct 3D model from a single image in high quality, we propose a new 3D model reconstruction network by integrating a classifier into the traditional system. Experimental results on ModelNet10 dataset show that our method can effectively generate realistic 3D models corresponding to the given class labels. And the qualities of 3D model reconstruction have been improved considerably by using proposed method in IKEA dataset.
INTRODUCTION
Compared with texts or images, three-dimensional (3D) scenes composed by 3D models can provide more details since they well match the human visual perception. With the rapid development of computer storage space and 3D data acquisition technology, the number of 3D models increases significantly. 3D models become more and more important and have wide applications in the fields of industrial product design, cultural relics restoration, medical diagnosis, 3D games, and so on. The traditional way of designing and constructing 3D models is very cumbersome, which hinders the enthusiasm of ordinary users for creative design and the satisfaction of 3D models that meet their own requirements. It is not beneficial to the popularization and further application of 3D models. In recent years, people can use CATIA, UG, SolidWorks, MAYA, and other modeling software or 3D scanners to obtain digital 3D models, but it is generally very tedious and exhaustive. Therefore, exploring effective 3D model generation methods is an important topic in the field of computer graphics and computer vision [1] .
Since AlexNet [2] achieved excellent results in the 2012 ImageNet [3] competition, deep learning-based algorithms have been widely used in various fields and establish their dominance in 2D computer vision problems. The core idea of deep learning is to make the output of low-level arithmetic units as the input of high-level arithmetic units, by passing through multi-layer nonlinear operation units. It is data-driven and abstract features can be obtained with less domain knowledge [4] . Recently, lots of work aims to utilize those algorithms to address the problems of understanding 3D scenes, such as 3D object retrieval, 3D shape classification/recognition, 3D shape segmentation [5] . As an important embranchment of deep learning, deep generative models have been proven that they have definite advantages whether in dimension reduced analysis, information retrieval, or feature extraction. By employing deep generative models to extract the structure features of 3D models on existing datasets, it becomes possible to automatically generate 3D models that conform to the semantic constraints.
As a typical representative of deep generative models, generative adversarial networks (GANs) are considered to have the ability to generate new data by effectively learning the data distribution, and many efforts have been made in images synthesis, such as EBGAN [6] , LSGAN [7] , and pix2pix [8] . 3D shape generation and reconstruction is one of key research topics, while using traditional GAN to generate 3D models, the results may be random and uncontrollable [9] . Because generator samples vectors by random guessing.
In this paper, we add constraints in training of 3D model generation to better satisfy the requirements and avoid mode collapse. Our method takes class information (labels) as input, and then generates realistic and novel 3D models. Generated models are similar but different from models in training set.
Further, we explore generative network for 3D reconstruction based on a single image. We combine conditional variational auto-encoder (CVAE) [10] with GAN. Encoder is trained to map input images to a latent space which contains detail 3D structure.
Generator, which acts as decoder, recovers 3D volume according to the input image. Discriminator learns to determine the plausibility of generated 3D shape, and discriminate between models generated and those from dataset. In addition, we adapt a 3D volume classification network to keep the category features and ensure the correspondence between generated models and input images. By synchronizing among encoding, generation, discrimination, and classification tasks, our reconstruction network is more stable and can get higher quality models.
The main contributions can be summarized as follows:
• A 3D conditional GAN by adding class information is proposed in this paper. It enables the network to learn complex data distribution in diverse model categories which is hard to train by using traditional GAN.
• We also propose a new 3D model reconstruction network which consists of an encoder, a generator, a discriminator, and a classifier. The network relies on an improved loss function to establish convergence in four major components.
• Experiments in ModelNet10 dataset [11] and IKEA dataset [12] demonstrate that the proposed method is effective. And we achieve more satisfactory results outperforming state-of-the-art methods with a mean average precision score increases 9.2% on the IKEA dataset.
RELATED WORK

3D Model Reconstruction
Previous work of processing 3D data usually utilized multiple views of objects [13] . And 3D model reconstruction methods based on multiple view geometry (MVG) [14] have been widely applied in many areas. Early work recovered geometric shapes by extracting and matching dense features from multiple views, or minimizing the reprojection error of models directly. They have been successfully used in sfM [15] and SLAM [16] for large-scale scene reconstruction or navigation. Nevertheless, it's difficult to get enough views of objects and cannot reconstruct the unseen part, which limits the application of the MVG. While learning-based approach can break this limitation.
Kar et al. [17] proposed a 2D-3D correspondence method to reconstruct 3D models. The estimated instance segmentation and predicted viewpoints that obtained from the input image were used to generate a high frequency 2.5D depth map and a complete 3D mesh. Fan et al. [18] proposed PointOutNet to recover 3D models from images. Models are represented by point set. The network took a single image (RGB or RGB-D) as input, then the positions of points in 3D space were determined by the image and inferred viewpoint position. In MarrNet, proposed by Wu et al. [19] , objects' normal, depth, and silhouette sketches were first recovered from RGB images to compose the 2.5D sketches, then 3D models can be reconstructed from predicted 2.5D sketches. The reprojection consistency loss function was applied to ensure the estimated 3D models align 2.5D sketches. Kato et al. [20] proposed a rasterized approximation gradient that allows rendering to be integrated into the neural network so that the mesh model can be used directly as input to the neural network. By using this renderer, the offset of a given spherical mesh vertex can be predicted to reconstruct 3D mesh model from a single image, without 3D supervision.
For learning-based 3D model generation and reconstruction, the representation of 3D shapes plays a key role. Using point sets to represent 3D models is flexible for geometric transformations and deformations, but it may be inefficient to represent continuous 3D geometry because of losing surface connectivity [18] . Mesh-based generative methods can infer the surface representation naturally, while they are limited to the topology of given template mesh and require complicated network architectures [21] . We address the problem of generating 3D models based on volumetric representations, for it's easy to learn and can be simply employed in GANs to generate realistic and novel models.
3D GANs
The adversarial architecture was first proposed by Goodfellow et al. [22] , and its main idea is to simultaneously train two models, the generator and the discriminator, and make them both stronger in adversarial learning. Then, DCGAN was proposed by Radford et al. [23] , which implemented by deep convolutional layer. It has excellent performance in generating images and been popular employed in solving 2D-view problems. The traditional GANs is hard to train and then improved solution WGAN [24] and WGAN-GP [25] were proposed to enable the network training steadily.
3D-GAN [26] applied GAN in learning latent 3D space, and it can generate 3D voxel models from the latent space by extending 2D convolution into 3D convolution. Combining 3D-GAN with WGAN-GP, 3D-IWGAN [27] can generate high-quality 3D models with a more stable training process. Wang et al. [28] utilized an encoder-decoder as generator of the adversarial network to address 3D shape inpainting. Then a long-term recurrent convolutional network (LRCN) was employed to refine the generated results to obtain more complete 3D models in higher resolution. Chen et al. [29] proposed text2shape system which combined 3D generation with natural language processing. The network encoded the text, then regarded the results as a condition, and utilized WGAN to decode it into a 3D model related to input text.
METHODS
Adversarial Network Architecture
GAN is a framework for generating objects through adversarial process estimation, which has a profound impact on the development of generation methods. GAN is implemented by combining a generator G and a discriminator D. D classifies whether its input is generated or sampled from the "real" data. G captures the data distribution and attempts to falsify the "real" data to cause the discriminator to make a wrong judgment [22] . G and D can be regarded as two players of a min-max game and train simultaneously, the objective is stated as follows:
where p r is the data distribution of training set, and z is a randomly sampled vector from the prior noise distribution p z , D (x) is the output scalar of D that indicates the possibility of x is sampled from the training set. And G is trained to build a map of z between data space G (z), minimize probability that D distinguishes G (z) came from p g rather than p r .
Training of standard GANs only requires annotation information (true or false) of the data source and is optimized according to discriminator's output. The conditional GAN [9] refers to adding conditions c in real data, G and D. The function of c, which can be class information or other additional information, is used to supervise network training. And the loss function can be defined as
For purpose of resolving the gradient disappearance problem that may appear during training, and avoiding instability of the training process, WGAN-GP [25] is utilized to train the whole model. Our objective function is as follows:
where px denotes the distribution which is sampled uniformly on a straight line between p g and p r . In this work, p z is defined to the uniform distribution over [0, 1], and the loss of discriminator is added by gradient penalty with = 10 as suggested in WGAN-GP [25] .
3D Model Generation
In this paper, the generator is learned to map a low dimensional probability space to 3D models, to explore 3D manifold. And models are generated based on the specified condition without reference images and CAD models. The discriminator distinguishes the generated 3D models from "real" data and feeds the result back to the generator for guiding its training. Figure 1 illustrates the architecture of 3D conditional GAN. Before generator, there's a fully connected layer with 2,048 units, which takes a set of 200-dimensional vectors as input, together with category labels. And the vectors are sampled from a standard normal distribution randomly. The generator consists of four 3D deconvolutional layers with strides two and kernels size of four. All deconvolution layers are separated by a batch normalization layer and a ReLU activation layer, and the last one is followed by one tanh activation layer and outputs the voxel grids of 32 3 . The generator's output and category labels are taken as input of discriminator. In the discriminator, there are four 3D convolutional layers, with strides two and kernels size of four, and one fully connected layers. All the convolution are connected by a leaky ReLU activation layer. Outputs of discriminator are the probabilities of whether the input models are from raw data. The detailed configuration and primary parameters of generative network and discriminative network are shown in Tables 1 and 2, respectively. We use proper zero-padding in both networks. And in order for the network to converge more stably, the discriminator trains in each batch, while the generator trains every five batches, following the 3D-IWGAN [27] recommendation. The whole training pipeline is illustrated in Algorithm 1.
Algorithm 1
The training procedure of the 3D model generation network
Initialize: Batch size n; number of classes m; parameter of the generator G ; parameter of the discriminator D . 1: while algorithm is not convergence do 2: Sample (x 1 , c 1 ) , ..., (x n , c n ) from the distribution of real data p r ; 3: Sample z from the prior distribution p z ; 4:
Samplex from straight line between p g and p r ; 1 The architecture of three-dimensional (3D) model generation network.
3D Object Reconstruction from a Single Image
If a 3D model of a specified condition can be generated from a random vector, it's possible to generate a 3D model corresponding to an image by encoding the image and using encoded result as input to generator. Due to its excellent results in image generation, we modify the encoder of CVAE [10] to get encoding vectors of images in a latent space. And inspired by CVAE-GAN [30] , we add a 3D volume classification network beyond above 3D conditional generation network to classify generated model. The classification results are also fed back to the generator to guide the generation of better 3D models. Therefore, the network used for reconstruction tasks has four major components, corresponding to four neural networks, which cooperate and promote each other, as depicted in Figure 2 .
Encoder (E)
Given an image i and category label c of the model that is contained in the image, encoder (E) encodes them into a latent variable z. E is built by stacking five 2D convolutional layers, each with a leaky ReLU activation layer. And there are two fully connected layers followed. All layers are separated by a batch normalization layer, and proper zero-paddings are employed in all convolutional layers. More details of the encoder network are illustrated in Table 3 . The objective of E is to minimize:
where L KL is the KL-divergence that proposed to push the variational encoder distribution p e towards to the prior distribution p z . And L recon is presented to minimize the gap between real 3D models and models generated from the encoding. In other words, L recon is tasked with making p g close to the real distribution of 3D data p r . They can be defined as
where x denotes real 3D model from the training set, c is its category label and i is the corresponding image.
Generator (G)
Generator (G) serves as a decoder which recovers a corresponding 3D model by given a latent variable and model class information c. Structure of G is consistent with generator in the 3D conditional generation network described in Section 3.2. While the output size is changed to 20 3 for comparing with other methods in IKEA dataset. The change is minor and it demonstrates that our method can extend to other resolutions naturally. Loss function of G is
L recon is also utilized to measure similarities between generated models and models in input images. And we set = 10 as recommended by 3D-IWGAN [27] . In addition, the 3D models generated by G are expected to be similar with real data as far as possible, and can be identified by C as belonging to class c. G also tries to minimize:
where fc (x) is defined as feature maps of the last convolutional layer in the classifier network, P ( c|x ) indicates the probability output.
Classifier (C)
Given a 3D model, Classifier (C) outputs the category label c of it. Inspired by VoxNet [31] , the network structure takes 3D volume as input directly. In C, there are four 3D convolutional layers and two fully connected layers. Table 4 illustrates details of C. And we use no padding for convolutional layers. Minimizing the entropy loss of model category prediction is the target of C, and it can be defined as 
Discriminator (D)
Discriminator (D) is adversarially learned to discriminate between the generating models and real data. The network structure is identical to discriminator in the 3D generation network described in Section 3.2. And it is trained with a loss function which is almost the same as Equation (3). Except category labels are not input.
Overall, the 3D reconstruction network minimizes the total loss:
where each term is meaningful and has been described in Equations (3) (4) (5) (6) (7) (8) (9) . All these objectives are related to the four networks mentioned above respectively, and complementary to each other, which enables our method to reconstruct 3D models from single images eventually. The whole training pipeline is illustrated in Algorithm 2. In our experiments, Adam is used to optimize network parameters, with the learning rate of 10 -4 .
Algorithm 2
The training procedure of the 3D model reconstruction network Initialize: Batch size n; number of classes m; parameter of the encoder E ; parameter of the generator G ; parameter of the discriminator D ; parameter of the classifier C . 1: while algorithm is not convergence do 2: Sample (x 1 , i 1 , c 1 ) , ..., (x n , i n , c n ) from the distribution of real data p r ;
+ L recon 9: Extract feature map fc (x) and fc ( x ′ ) of x and x ′ in the classifier network; 10:
] 12: Samplex from straight line between p g and p r ;
19: end while 4. EXPERIMENTS
3D Model Generation
• Dataset ModelNet10 dataset, a subset of ModelNet dataset [11] , is used to train the generation network. ModelNet10 contains 4899 3D models from 10 classes. All models are in 32 3 resolution and rotated in 12 evenly orientations. The network is trained jointly in all classes of ModelNet10 dataset, and category labels are regarded as the condition information.
• Results
We show 3D models generated by proposed method in Figure 3 . The first and sixth column is the input condition information (labels), and the followed columns are corresponding 3D models generated. All models are rotated to the appropriate direction for better observation. Visual results verify that our method has the power to effectively generate 3D models based on given conditions, and maintain a diversity of the same class. After the training is completed, given a category label c, the network can automatically generate realistic and varied 3D models in an infinite amount, and without reference models and images.
• Comparison
Both 3D-GAN [26] and 3D-IWGAN [27] can generate 3D models from randomly sampled noise by learning data characteristics in the dataset. However, due to the lack of controllability, what kind of model will be generated is unknown, which cause the result is not ideal when training in a full dataset of multiple categories. We introduce condition information to guide the generation of models. Generator not only generates models similar to real data, but also needs to satisfy the given condition, which is class information in this paper. This indicates that 3D conditional generation network can learn more complex data distribution and generate models of multiple categories more stable with higher quality.
3D Object Reconstruction
• Dataset A synthetic dataset is constructed in this paper. The models that contain 10 classes (bathtub, bed, boat, bookcase, car, chair, monitor, plane, sofa, table) are selected from ShapeNet dataset [32] . Random images of the Internet are used as the background. Models are placed in a random pose, illumination, and distance and paste the random texture of the texture dataset [33] . Then, a set of views are obtained by rendering. And each image has a corresponding 3D model in ShapeNet as the ground truth. The IKEA dataset [12] , which consists of 759 images related to models in six categories (bed, bookcase, chair, desk, sofa, table), is also used to test our method and compare with other methods. The network is jointly trained across all classes on both the synthetic dataset and the IKEA dataset.
• Results
We show 3D object reconstruction results of the synthetic dataset and the IKEA dataset in Figures 4 and 5 , respectively. These results indicate that 3D models can be reconstructed successfully from input images by using our method. And it makes reasonable reconstruction even in the unseen parts. 
Figure 4
The reconstruction results on the synthetic dataset.
• Comparison
Addressing 3D reconstruction in the IKEA dataset is difficult, for images of the dataset are captured from realistic scenes, which means many images are heavily occluded. While Figure 5 shows our superior results. And Table 5 provides the comparative quantification of our method and other state-ofthe-art methods in the IKEA dataset. As shown in these results, proposed method achieves markedly better improvement than previous methods, with a mean average precision of 70.9 across all classes in jointly trained, a 9.2% increases.
• Discussion
For verifying the impact of condition and classifier, we do "exclude Condition" and "exclude Classifier" experiments for the ablation study. We keep same parameter settings and training epoches, for example, we use the same settings with Section 3.3 and only delete input condition of the generator G and the encoder E in "exclude Condition" experiment. Experimental results are presented in Figure 5 (second and third columns from right). As we can see, without the classifier, G can generate corresponding models under the guidance of Pdf_Folio:702
Figure 5
The reconstruction results on the IKEA dataset. condition, but there may have more noise point. While E and G do not have explicit class information in "exclude Condition" experiment, the generated models may have a large offset from required, as shown in third row of Figure 5 , generated chair has parts from sofa, table in forth row has parts of chair. We therefore believe that condition and classifier are both necessary. Moreover, to prove that our method can be extended to other resolutions and generate higher quality models. We also provide our reconstruction results at resolution 64 3 , as shown in Figure 6 . And we only change the output size of G compares with Section 3.3.
Figure 6
Our reconstruction results at resolution 64 3 .
CONCLUSION
A 3D conditional GAN which employs class information to generate 3D models from the given class labels is proposed in this paper. The network can learn complex data distribution of multiple categories which is hard to train by using traditional GAN, and the diversity of the generator is well ensured. Moreover, a 3D reconstruction network that is produced by combining this new generation system with CVAE and volume classification network is further introduced. They promote each other for reconstructing 3D model from a single image. Experimental results in ModelNet10 dataset demonstrate that our proposed 3D conditional GAN can generate realistic and novel models effectively. And our method successfully reconstructs high-quality 3D models in jointly trained on IKEA dataset and achieves a higher mean average precision, outperforming state-of-the-art methods which trained separately on classes.
Future work 3D convolutional networks require more GPU memory than 2D convolutional networks, and the computational speed is slow. Due to computational power and time constraints, our results are limited to low resolution. Our future work will focus on how to adapt the super-resolution technology in images to achieve 3D models super-resolution or end-to-end generating 3D models in high-resolution.
