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TRAJECTORY STATISTICAL SOLUTIONS FOR
THREE-DIMENSIONAL NAVIER-STOKES-LIKE SYSTEMS
ANNE C. BRONZI, CECILIA F. MONDAINI, AND RICARDO M. S. ROSA
Abstract. A general framework for the theory of statistical solutions on trajec-
tory spaces is constructed for a wide range of equations involving incompressible
viscous flows. This framework is constructed with a general Hausdorff topological
space as the phase space of the system, and with the corresponding set of trajecto-
ries belonging to the space of continuous paths in that phase space. A trajectory
statistical solution is a Borel probability measure defined on the space of continuous
paths and carried by a certain subset which is interpreted, in the applications, as
the set of solutions of a given problem. The main hypotheses for the existence of
a trajectory statistical solution concern the topology of that subset of “solutions”,
along with conditions that characterize those solutions within a certain larger sub-
set (a condition related to the assumption of strong continuity at the origin for the
Leray-Hopf weak solutions in the case of the Navier-Stokes and related equations).
The aim here is to raise the current theory of statistical solutions to an abstract
level that applies to other evolution equations with properties similar to those of
the three-dimensional Navier-Stokes equations. The applicability of the theory is
illustrated with the Be´nard problem of convection in fluids.
1. Introduction
The concept of statistical solutions has emerged in the context of fluid dynamics in
order to provide a rigorous mathematical definition for the notion of ensemble average,
commonly used in the study of turbulent flows. In such flows, the relevant physical
quantities (e.g., velocity, kinetic energy, and pressure) present a wild variation in space
and time, characterizing a highly irregular and unpredictable behavior. Nevertheless,
those quantities display a regular behavior when considered with respect to some
average. In an attempt to investigate general properties of such flows, one is then
naturally led to deal with averages of the desired quantities. Several types of averages
are usually considered, such as locally in space, locally in time, and with respect to
an ensemble of experiments. Statistical solutions are directly related to this latter
notion of average, known as ensemble average.
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In the 1970’s, two main definitions of statistical solutions for the Navier-Stokes
equations have been developed. First, Foias [10] introduced the notion of statistical
solutions in the phase space, consisting of a family of measures parametrized by
the time variable representing the evolution of probability distributions of a viscous
incompressible fluid. A few years later, Vishik and Fursikov [28] introduced a different
notion of statistical solutions, based on a single measure defined on the space of
trajectories. More recently, Foias, Rosa and Temam [14, 15] (see also [13]) introduced
a slightly modified definition of this latter solution, inspired by the definition given in
[28], and which was denoted as Vishik-Fursikov measure, for a measure defined in the
space of trajectories. Projecting this measure to the phase space at each time, they
obtained a particular type of statistical solution, which is termed a Vishik-Fursikov
statistical solution. What is interesting about this new definition is that every Vishik-
Fursikov statistical solution is a statistical solution in the sense of Foias-Prodi. Besides
being more favorable to analysis, the former seems to possess additional properties.
Since its initial steps, the theory of statistical solutions has gone through a sig-
nificant development, becoming a subject that encompasses a number of concepts
from several different areas of Mathematics and with a growing number of applica-
tions [9, 8, 3, 11, 16, 12, 23, 4]. The idea in our work is to extend this theory to a
more abstract level, so that similar results could be obtained for other equations that
share the same potential pathologies of the Navier-Stokes equations (e.g., the lack of
a uniqueness result and some peculiar properties of the Leray-Hopf weak solutions).
We aimed at extracting the key ideas given in [14, 15] and adapt them to a frame-
work as general as possible. In this sense we are very much indebted to the previous
fundamental works [10, 28] and, more recently, [14, 15].
This is in fact a bold idea encompassing several difficult parts. The current work
can be viewed as the first part in this larger project. Here, we focus only on the
concept of Vishik-Fursikov measures defined in [14, 15], calling them trajectory sta-
tistical solutions, and adapting them to an abstract level suitable to a wide range of
applications. We are also working on the corresponding result for statistical solutions
in phase space, generalizing the notion of Vishik-Fursikov statistical solution defined
in [14, 15]. This result will be presented elsewhere. Applications of this general frame-
work for the convergence of statistical solutions for models depending on a parameter
are also under development.
We now give an outline of the present work: we start by defining a general notion
of statistical solutions that incorporates the idea given in [14, 15] of a Vishik-Fursikov
measure (Definition 3.1). This definition is built over an abstract framework based
on a general Hausdorff topological space X and the associated space of continuous
paths C(I,X), over a given time interval I ⊂ R (i.e. the space of continuous functions
defined on a real interval I and assuming values inX), and endowed with the compact-
open topology. A key object in this theory is a subspace U of C(I,X), which has no
special meaning in this abstract level, but which, in the applications, is taken to be
the set of (individual) solutions of a given evolutionary system, for which X is a phase
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space. A general concept of statistical solution is then defined with respect to this
set U and called a U-trajectory statistical solution, which consists of a tight Borel
probability measure on the space of continuous paths in X and carried by U .
Our main concern is to prove the existence of a trajectory statistical solution for
a certain initial value problem (Problem 3.1). Although there is no equation at the
abstract level, we consider an interval I closed and bounded at the left and which is
interpreted as a time interval. Then, a trajectory statistical solution is sought as a
measure in C(I,X) which is carried by U and such that its projection at the left end
point of I is equal to a given “initial” Borel probability measure defined on X .
In order to obtain an existence theorem for this abstract initial-value problem,
a series of restrictions must be imposed on the set U that mimic some essential
properties of the space of solutions occurring in the applications (Definition 3.2).
Under those hypotheses, we prove the existence of a U-trajectory statistical solution
for the initial value problem for any initial tight Borel probability measure on X
(Theorem 3.1).
The trajectory statistical solution of our initial value problem is obtained through
the limit of an approximating net of measures, so that one of the tools we need
is a compactness result for measures. A result of this kind which is suitable for our
abstract context was developed by Topsoe [25, 26, 27] in his works on a generalization
of Prohorov’s Theorem (see [22]). One of his results states that the uniform tightness
of a family of tight Borel probability measures defined on a general Hausdorff space
implies that the family is compact with respect to a certain topology which is stronger
than the classical weak-star topology for measures. This stronger topology is based on
semi-continuity, rather than continuity (see Section 2.3), and is not strictly necessary,
but it is a more general and stronger result and it simplifies our presentation.
This abstract formulation applies to three-dimensional Navier-Stokes equations
considered in the original works and extends to a large number of equations involv-
ing incompressible viscous fluids. We illustrate this fact by applying this theory to
the well-known Be´nard problem of convection in fluids, whose determining equations
consists of a particular coupling of the Navier-Stokes equations with an equation for
the temperature.
2. Basic Tools
We present below the concepts and results that form the mathematical background
of our work. In the first subsection, we present our basic functional space and define
some useful operators. The second subsection is dedicated to the introduction of the
measure spaces we work on and of the notion of tightness. Finally, the third one is
concerned with the definition of a topology for these measure spaces, which is needed
in order to make sense of the convergence of nets. Most of the ideas in this latter
subsection were introduced by Topsoe [25, 26, 27].
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2.1. Functional and topological preliminaries. Throughout this work we con-
sider a Hausdorff topological space X and an arbitrary interval I ⊂ R. Denote by
X = Cloc(I,X) the space of continuous paths in X endowed with the compact-open
topology, i.e. the space of continuous functions from I into X with the topology
generated by the subbase consisting of the subsets
S(J, U) = {u ∈ X | u(J) ⊂ U}, (1)
where J ⊂ I is a compact subinterval and U ⊂ X is an open set. With respect to
this topology, X is a Hausdorff topological vector space.
The subscript “loc” in Cloc(I,X) refers to the fact that this topology considers
compact sets in I. When X is a uniform space, the compact-open topology in X
coincides with the topology of uniform convergence on compact subsets [18, Theorem
7.11]. This holds, in particular, when X is a topological vector space, which is often
the case in applications, such as the one that we present in Section 4.
For any t ∈ I, let Πt : X → X be the “projection” map at time t defined by
Πtu = u(t), ∀u ∈ X .
It is not difficult to check that Πt is continuous with respect to the compact-open
topology.
2.2. Measures and tightness. Let B(X) be the σ-algebra of Borel sets in X . We
denote by M(X) the set of finite Borel measures in X , i.e. the set of measures µ
defined on B(X) such that µ(X) < ∞. The subset of M(X) consisting of Borel
probability measures is denoted by P(X).
A carrier of a measure is any measurable subset of full measure, i.e. such that
its complement has null measure. If C is a carrier for a measure µ, we say that µ
is carried by C. If the carrier is a single point x ∈ X , the probability measure is a
Dirac measure and is denoted δx. A probability measure that can be written as a
convex combination of Dirac measures is called a discrete measure.
We say that a Borel measure µ on X is tight if, for every A ∈ B(X),
µ(A) = sup{µ(K) |K compact and K ⊂ A}.
The set of measures µ ∈ M(X) (resp., µ ∈ P(X)) which are tight is denoted by
M(X, t) (resp., P(X, t)).
Furthermore, a net (µα)α of measures in M(X) is said to be uniformly tight if for
every ε > 0 there exists a compact set K ⊂ X such that
µα(X\K) < ε, ∀α.
Now consider a Hausdorff space Y and let F : X → Y be a Borel measurable
function. Then for every measure µ on B(X) we can define a measure Fµ on B(Y )
as
Fµ(E) = µ(F−1(E)) , ∀E ∈ B(Y ),
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which is called the induced measure from µ by F on B(Y ). It turns out that when
µ is a tight measure and F is a continuous function, the induced measure Fµ is also
tight.
In regard to the concept of induced measures, we also mention the well-known
result that if ϕ : Y → R is a Fµ-integrable function then ϕ ◦ F is µ-integrable and∫
X
ϕ ◦ Fdµ =
∫
Y
ϕdFµ. (2)
For the sake of notation, if µ ∈ M(X) and f is a µ-integrable function, we write
µ(f) =
∫
X
fdµ.
2.3. A topology for the set of measures. In [26], Topsoe considered a topology
in M(X) obtained as the smallest one for which the mappings µ 7→ µ(f) are upper
semicontinuous, for every bounded, real-valued and upper semicontinuous function
f on X . Topsoe calls this topology the “weak topology”, but in order to avoid any
confusion we call it here the weak semi-continuity topology on M(X). If a net (µα)α
converges to µ with respect to this topology, we denote µα
wsc
⇀ µ.
A more common topology used in M(X) is the weak-star topology, which is the
smallest topology for which the maps µ 7→ µ(f) are continuous, for every bounded,
real-valued and continuous function f on X . According to Lemma 2.1 below, the
weak-star topology is, in general, weaker than the weak semi-continuity topology
defined above, and they both coincide when X is a completely regular Hausdorff
topological space.
Although our framework is based on a general Hausdorff space, the proofs rely on
reducing some structures to compact subspaces, hence completely regular, in which
case both topologies coincide, so that we could have very well considered only the
weak-star topology. However, we prefer to use the weak semi-continuity topology
since it is a more natural topology for arbitrary Hausdorff spaces which simplifies our
presentation and yields a compactness result in a stronger topology.
The following result provides some useful characterizations for the weak semi-
continuity topology (see [26, Theorem 8.1]). Recall that a topological space X is
completely regular if every nonempty closed set and every singleton disjoint from it
can be separated by a continuous function.
Lemma 2.1. Let X be a Hausdorff space. For a net (µα)α in M(X) and µ ∈M(X),
consider the following statements:
(1) µα
wsc
⇀ µ;
(2) lim supµα(f) ≤ µ(f), for all f bounded upper semicontinuous function;
(3) lim inf µα(f) ≥ µ(f), for all f bounded lower semicontinuous function;
(4) limα µα(X) = µ(X) and lim supµα(F ) ≤ µ(F ), for all closed set F ⊂ X;
(5) limα µα(X) = µ(X) and lim inf µα(G) ≥ µ(G), for all open set G ⊂ X;
(6) limα µα(f) = µ(f), for all bounded continuous function f .
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Then the first five statements are equivalent and each of them implies the last one.
Furthermore, if X is a completely regular space and µ ∈ M(X, t), then all six
statements are equivalent.
We next state a result of compactness on the space of tight measures M(X, t) that
is going to be essential for our main result. For a proof of this fact, see [26, Theorem
9.1].
Theorem 2.1. Let X be a Hausdorff topological space and let (µα)α be a net in
M(X, t) such that lim supµα(X) <∞. If (µα)α is uniformly tight, then it is compact
with respect to the weak semi-continuity topology in M(X, t).
The previous theorem allows us to obtain convergent subnets of a given net in
M(X, t), provided it satisfies the required conditions. An important property of the
weak semicontinuous topology in M(X, t), which motivated Topsoe to advance his
work on it (see [26, Preface]), is that under this topology the space M(X, t) is a
Hausdorff space, guaranteeing, in particular, the uniqueness of the limits. This has
been proved in [26, Theorem 11.2], but we state and prove it here with more details.
Theorem 2.2. Let X be a Hausdorff space. Then, M(X, t) is a Hausdorff space with
respect to the weak semi-continuity topology.
Proof. First, recall that a Hausdorff space can be characterized as a topological space
where every convergent net converges to at most one point. Therefore, it is enough
to prove that if (µα)α is a net in M(X ; t) which converges to two different elements
µ1, µ2 ∈ M(X ; t), i.e. µα
wsc
⇀ µ1 and µα
wsc
⇀ µ2, then µ1 = µ2. For A ∈ B(X), denote
by A˚ the interior of A and by A¯ the closure of A. Using Lemma 2.1, we obtain that
µ1(A˚) ≤ lim inf
α
µα(A˚) ≤ lim sup
α
µα(A¯) ≤ µ2(A¯).
Now, for E ∈ B(X), let us prove that µ1(E) ≤ µ2(E). In order to do so, consider any
compact sets K1 ⊂ E and K2 ⊂ E
c. Since X is Hausdorff there exist disjoint open
sets A and B such that K1 ⊂ A and K2 ⊂ B. It is clear that A¯ ⊂ X \K2. Thus,
µ1(K1) ≤ µ1(A) ≤ µ2(A¯) ≤ µ2(X \K2) = µ2(X)− µ2(K2),
which leads us to
µ1(K1) + µ2(K2) ≤ µ2(X).
Since K1 and K2 are arbitrary compact sets satisfying K1 ⊂ E and K2 ⊂ E
c, we can
take the supremum over all compact sets K1 ⊂ E and the supremum over all compact
sets K2 ⊂ E
c and we find that
sup{µ1(K1) |K1 compact, K1 ⊂ E}+ sup{µ2(K2) |K2 compact, K2 ⊂ E
c} ≤ µ2(X).
Since µ1 and µ2 are tight, we conclude that
µ1(E) + µ2(E
c) ≤ µ2(X).
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Thus µ1(E) ≤ µ2(E), for all E ∈ B(X). Now, since by using Lemma 2.1 we have
µ1(X) = µ2(X), it follows that µ1 = µ2. 
Evidently, all the results shown above are also valid in the space of probability
measures. In the next section, these results are applied in that space, since it is
the natural one in the context of statistical solutions. We consider both the spaces
of probability measures defined over the Hausdorff space X and over the space of
continuous paths X .
3. Abstract Results
The purpose of this section is to provide a general definition of trajectory statistical
solutions and to prove their existence in regard to a given initial probability distri-
bution and under suitable hypotheses. These abstract trajectory statistical solutions
are defined with respect to a subset U of X , upon which the hypotheses are imposed.
The proof of existence is given at the end of the section, after some essential lemmas.
3.1. Definition of Trajectory Statistical Solutions. We define below our ab-
stract concept of a trajectory statistical solution.
Definition 3.1. Consider a subset U ⊂ X . We say that a Borel probability measure
ρ on X is a U-trajectory statistical solution if
(i) ρ is tight;
(ii) ∃V ∈ B(X ) such that V ⊂ U and ρ(V) = 1.
Condition (ii) above can be rephrased by saying that ρ is carried by a Borel subset
V of U .
As mentioned in the Introduction, our abstract definition was inspired by the con-
cept of a Vishik-Fursikov measure given in [15], which is carried by the Borel set of
Leray-Hopf weak solutions of the Navier-Stokes equations. Since in our case we do
not assume a priori that U is a Borel set, we need to define our solutions as being
carried by a Borel subset of U .
Note that whenever U is a nonempty set, we can always obtain a U-trajectory
statistical solution by considering the Dirac measure δu, for any element u ∈ U (δu is
tight and {u} is a Borel set in U satisfying δu({u}) = 1). Our main concern thus is
not the existence of a trajectory statistical solution itself, but actually the existence
of a U-trajectory statistical solution for an initial value problem, which consists in
the following:
Problem 3.1 (Initial Value Problem). Let I ⊂ R be an interval closed and bounded
on the left, with left end point t0, and let X be a Hausdorff topological space. Let
X = Cloc(I,X) be the space of continuous paths in X endowed with the compact open
topology. Let U be a given subset of X . Given an “initial” tight Borel probability
measure µ0 ∈ P(X) on X, we look for a U-trajectory statistical solution ρ on X
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satisfying Πt0ρ = µ0, i.e. we look for a measure ρ ∈ P(X ) satisfying conditions (i)
and (ii) of Definition 3.1 and such that
ρ(Π−1t0 (A)) = µ0(A) , ∀A ∈ B(X).
Although the definition above was given for an arbitrary U , in order to obtain an
existence result, a series of hypotheses must be considered over this set.
Since here we are only interested on the initial value problem, we consider, from
now on, an interval I ⊂ R which is closed and bounded on the left, with left end
point t0. The time t0 represents the initial time.
3.2. Hypotheses on the set of trajectories. We present below the fundamental
set of hypotheses for the abstract framework that allows us to obtain an existence
result for the initial value problem described in Problem 3.1.
Definition 3.2. We say that a subset U ⊂ X satisfies the hypothesis (H) if the
following conditions are satisfied
(H1) Πt0U = X;
(H2) Π−1t0 K ∩ U is relatively compact in X , for every compact subset K ⊂ X;
(H3) There exists a function V : I × X → R such that
(i) V (·, u) is lower semi-continuous on I, for every u ∈ X ;
(ii) V (t0, ·) is lower semi-continuous on X ;
(iii) V (t0, u) = V (t0, v), for every u, v ∈ X such that u(t0) = v(t0);
(iv) For every t ∈ I and for every compact K ⊂ X, V (t, ·) is lower semi-
continuous on Π−1t0 K ∩ U ;
(v) For every compact K ⊂ X, V (t0, ·) is bounded on Π
−1
t0 K ∩ U ;
(vi) For every compact K ⊂ X,
Π−1t0 K ∩ U =
{
u ∈ Π−1t0 K ∩ U | lim inf
t→t+
0
V (t, u) ≤ V (t0, u)
}
=
{
u ∈ Π−1t0 K ∩ U | lim sup
t→t+
0
V (t, u) ≤ V (t0, u)
}
;
(vii) For every compact K ⊂ X,
lim inf
t→t+
0
sup
u∈Π−1t0
K∩U
(V (t, u)− V (t0, u)) ≤ 0.
Reading the hypotheses above without having a background equation in mind does
not give much insight on how they would fit into a specific problem. So let us
imagine for a moment that we want to prove the existence of a statistical solution
for a given evolution equation. Then X is taken to be a phase space of the equation,
and is assumed that the solutions of the equation are continuous as functions from a
time-interval I to X . Hence, the solutions belong to the space of continuous paths
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X = Cloc(I,X). The space U is taken to be the set of solutions of the equation with
the topology inherited from X .
The first hypothesis, (H1), is simply a mathematical statement of existence of these
individual solutions, i.e. given any initial condition u0 in the phase space X , there
exists a continuous solution u ∈ U with u(t0) = u0.
Hypothesis (H2) is usually a consequence of the compactness obtained through
typical a priori estimates satisfied by the solutions.
The function V satisfying (H3) is needed when U is not a closed set, as is the
case with the Leray-Hopf weak solutions of the Navier-Stokes equations and similar
systems. In this case, in order to obtain a Borel set in U as a carrier for the statistical
solution, we must essentially use the structure of the energy inequality associated with
the equation (see [15]), but which is not present in an abstract setting. Hypotheses
(i) to (vii) of (H3) basically compensate for the lack of such an explicit inequality.
3.3. Existence of Trajectory Statistical Solutions. The present section is dedi-
cated to the proof of existence of a U-trajectory statistical solution satisfying a given
initial condition, as described in the Initial Value Problem 3.1. We use that the ini-
tial probability measure is assumed to be tight to reduce the problem to the case of
an initial probability measure carried by a compact set. In order to solve this re-
duced problem, we need a series of lemmas that we prove below. After proving those
lemmas, we address the main theorem.
Lemma 3.1 allows us to approximate the initial measure with a compact support
K by convex combinations of Dirac measures satisfying a particular inequality. This
inequality involves a real-valued function V0 onX associated with the characterization
(vi) of (H3), related to the trajectory space U . This function V0 is introduced in
(5) and is proved to be lower-semicontinuous in Lemma 3.2, a condition which is
needed when applying Lemma 2.1 to the approximating net. Then, we prove that
the candidate solution is a measure carried by Π−1t0 K ∩ U . We verify that Π
−1
t0 K ∩ U
is in fact a measurable set in Lemma 3.3.
The first lemma we show considers an arbitrary Borel function f defined on a com-
pact space K and a Borel probability measure µ on K. Assuming that f is bounded
below, we construct, through a finite partition of K, a net of convex combinations
of Dirac measures converging to µ in the weak semi-continuity topology on X . This
construction is done in such a way that the integral of f with respect to each element
of this net is a lower bound for the integral of f with respect to µ. Due to this
constraint in the integral, this result can be viewed as a Krein-Milman theorem with
a twist.
This construction is in fact related to the approximation of a Riemann integral by
lower sums. However, we cannot simply take the infimum of the function on each
subset in the partition since we need points in the space K in order to construct the
Dirac measures for the approximation of the initial measure. This would certainly
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work if the function were continuous since the infimum would be a minimum. Actu-
ally, if the function were continuous, we could take a point which coincides with the
mean value of the function, and the inequality would become an equality. This is in
fact exploited in the theory of Choquet, in particular in [6, Lemma 26.14], to yield a
single converging net that preserves the integral value, for arbitrary linear functionals.
In our case, however, the function is not continuous, but fortunately the inequality is
all we need. For that, the infimum value of f need not be attained, we just need to
choose points such that the value of the function at those points are smaller than the
average of the function on the corresponding subset of the partition.
Lemma 3.1. Let K be a compact Hausdorff topological space. If µ is a tight Borel
probability measure on K and f : K → R is a Borel function which is bounded below,
then there exists a net (µα)α of discrete Borel probability measures on K such that
µα
wsc
⇀ µ and ∫
K
fdµα ≤
∫
K
fdµ , ∀α. (3)
Proof. If f assumes negative values, consider the function g = f − m, with m =
infx∈K f(x). Then, once the result is proved for g, it can also be obtained for f
using that µ(X) = µα(X) = 1, for every α. So we assume, for simplicity, that f is
non-negative.
LetA be a covering ofK by open sets. SinceK is compact, there exists {A1, . . . , An}
⊂ A such that K =
⋃n
i=1Ai. Furthermore, since every compact Hausdorff space is
normal, it follows that there exists a partition of unity {gi}
n
i=1 subordinated to {Ai}
n
i=1
[21, Theorem 36.1]. We may assume, without loss of generality, that supp gi 6= ∅, for
all i ∈ {1, · · · , n}.
Consider each i ∈ {1, · · · , n}. If µ(gi) = 0, then let xi be any point in supp gi. If
µ(gi) 6= 0, define first the measure
νi =
giµ
µ(gi)
,
which acts on a set A ∈ B(K) as
νi(A) =
1
µ(gi)
∫
K
giχAdµ
=
1
µ(gi)
∫
A
gidµ.
Note that νi ∈ P(K) and that νi is carried by supp gi. Since gi is continuous and
with supp gi 6= ∅, then supp gi has positive measure with respect to νi. We claim that
there exists xi ∈ supp gi such that
f(xi) ≤
∫
K
fdνi. (4)
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In fact, if
∫
K
fdνi = +∞, then any xi ∈ supp gi satisfies (4). On the other hand, let
us suppose that
∫
K
fdνi < +∞. If we had
f(x) >
∫
K
fdνi ,
for every x ∈ supp gi, then∫
supp gi
fdνi >
∫
supp gi
(∫
K
fdνi
)
dνi =
∫
K
fdνi =
∫
supp gi
fdνi,
which is a contradiction. Thus, we may consider points xi ∈ supp gi ⊂ Ai satisfying
(4), for any i ∈ {1, · · · , n} such that µ(gi) 6= 0.
Now, define
µA =
n∑
i=1
µ(gi)δxi.
Note that µA ∈ P(K). Also, using that f ≥ 0 and that {gi}
n
i=1 is a partition of unity,
we obtain ∫
K
fdµA =
n∑
i=1
µ(gi)f(xi) =
∑
1≤i≤n
µ(gi)6=0
µ(gi)f(xi) ≤
≤
∑
1≤i≤n
µ(gi)6=0
µ(gi)
∫
K
fdνi =
∑
1≤i≤n
µ(gi)6=0
∫
K
gifdµ
≤
n∑
i=1
∫
K
gifdµ =
∫
K
fdµ.
Considering the set of all open coverings A of K ordered by refinement, it follows
that (µA)A is a net of discrete Borel probability measures on K. Then, it only remains
to prove that µA
wsc
⇀ µ.
Let ϕ ∈ Cb(K) or, equivalently, let ϕ be a continuous function on K. Since K is
compact, we have that ϕ is uniformly continuous. Then, given ε > 0, we may choose
a covering A of K such that if A ∈ A then
|ϕ(x)− ϕ(y)| < ε , ∀x, y ∈ A.
Note that ∣∣∣∣
∫
K
ϕdµA −
∫
K
ϕdµ
∣∣∣∣ ≤
n∑
i=1
∣∣∣∣µ(gi)ϕ(xi)−
∫
K
giϕdµ
∣∣∣∣ .
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But ∣∣∣∣µ(gi)ϕ(xi)−
∫
K
giϕdµ
∣∣∣∣ =
∣∣∣∣
∫
K
gi(x)(ϕ(xi)− ϕ(x))dµ(x)
∣∣∣∣
≤ sup
x∈supp gi
|ϕ(xi)− ϕ(x)|
∫
K
gidµ.
Thus, ∣∣∣∣
∫
K
ϕdµA −
∫
K
ϕdµ
∣∣∣∣ <
(
n∑
i=1
∫
K
gidµ
)
ε = ε .
This implies that ∫
K
ϕdµA →
∫
K
ϕ dµ,
for every (bounded) continuous function on K, which means that µA converges weak
star to µ. Now since K is in particular a completely regular space and µ is a tight
measure, it follows by Lemma 2.1 that µA
wsc
⇀ µ. 
Hypothesis (H1) and condition (iii) of (H3) imply that for every u0 in X there
exists an element u ∈ X such that u(t0) = u0 and that V (t0, u) independs of the
choice of such u. This allows us to define a function V0 : X → R given by
V0(u0) = V (t0, u) , for any u ∈ X such that u(t0) = u0. (5)
We prove next that the lower semi-continuity of V (t0, ·), guaranteed by condition (ii)
of (H3), implies that V0 is also lower semi-continuous.
Lemma 3.2. V0 is a lower semi-continuous function on X.
Proof. Let u0 ∈ X . Consider the function u ∈ Cloc(I,X) defined by
u(t) = u0 , ∀t ∈ I.
Since V (t0, ·) is a lower semi-continuous function on X and the family of sets {S(J, U) :
J ⊂ I is compact, U ⊂ X is open} form a subbase for the compact-open topology in
Cloc(I,X), then for any given ε > 0 there exists a neighborhood B of u of the form
B =
n⋂
i=1
S(Ji, Ui) , Ji ⊂ I compact, Ui ⊂ X open,
such that
V (t0, v) ≥ V (t0, u)− ε , ∀v ∈ B. (6)
Let U =
⋂n
i=1 Ui and consider ai, bi in I such that Ji ⊂ [ai, bi], for every i ∈ {1, . . . , n}.
Set t1 = max{b1, . . . , bn} and let J = [t0, t1], where t0 is the left end point of I. Note
that u0 ∈ U and, consequently, u ∈ S(J, U). Since S(J, U) ⊂ B, then (6) is valid in
particular for every v ∈ S(J, U). By the definition of V0, we then obtain that
V0(v0) ≥ V0(u0)− ε , ∀v0 ∈ Πt0S(J, U). (7)
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Now observe that Πt0S(J, U) = U . Indeed, since t0 ∈ J then Πt0v ∈ U , for every
v ∈ S(J, U). On the other hand, for every v0 ∈ U the function
v(t) = v0 , ∀t ∈ I,
is such that v ∈ S(J, U) and Πt0v = v0.
Thus, since U is a neighborhood of u0, (7) implies that V0 is lower semi-continuous
on u0. 
Remark 3.1. If X is a locally path connected space, then an alternative proof can
be given for Lemma 3.2. First, we observe that, for every c ∈ R, we can write
V −10 ((c,∞)) = Πt0{V (t0, ·)
−1((c,∞))}.
Since by (ii) the function V (t0, ·) is lower semi-continuous on X , we have that the set
V (t0, ·)
−1((c,∞)) is open in X . Now, using that X is locally path connected, it can
be showed that Πt0 is an open map. Then, it follows that V
−1
0 ((c,∞)) is an open set
in X .
When X is not locally path connected, however, the map Πt0 is not necessarily
open, as the following example shows: Let A ⊂ R2 be the set
A = {(x, sin(1/x)) : x ∈ (0, 1]}.
Note that the closure of A in R2 is the set ({0}× [−1, 1])∪A. Now consider the space
X as
X = ({0} × [−2, 2]) ∪ A,
with the topology inherited from R2. This space is compact and connected but
not locally path connected. If (0, y) ∈ X is such that y /∈ [−1, 1], there exists a
neighborhood U of (0, y) in X such that U∩A = ∅. Then, for any compact subinterval
J ⊂ I with t0 /∈ J , it follows that
Πt0(S(J, U)) = {0} × [−2, 2],
where S(J, U) is the open set in the compact open-topology of X = Cloc(I,X) defined
in (1). Since {0} × [−2, 2] is not open in X , it follows that Πt0 cannot be an open
map.
The next result is needed for measurability purposes, as explained in the beginning
of this section.
Lemma 3.3. For every compact subset K ⊂ X, Π−1t0 K ∩ U is a Borel set in X .
Proof. It follows from the characterization of Π−1t0 K ∩U with the lim sup in condition
(vi) of (H3) that
Π−1t0 K ∩ U =
⋂
n
⋃
m
Bn,m,
where
Bn,m =
{
u ∈ Π−1t0 K ∩ U
∣∣∣∣V (t, u) ≤ V (t0, u) + 1n, ∀t ∈
(
t0, t0 +
1
m
)}
.
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Then, using (i) of (H3), each set Bn,m can be written as
Bn,m =
⋂
q∈Q∩(t0,t0+ 1m)
{
u ∈ Π−1t0 K ∩ U
∣∣∣∣V (q, u) ≤ V (t0, u) + 1n
}
,
where Q denotes the set of rational numbers. But since (ii) and (iv) imply that
V (t, ·)−V (t0, ·) is a Borel function in Π
−1
t0 K ∩ U , for every t ∈ I, we obtain that each
set inside the intersection above is a Borel set in Π−1t0 K ∩ U and, consequently, Bn,m
is Borel in Π−1t0 K ∩ U . Moreover, since Π
−1
t0 K ∩ U is a Borel set in X , then Bn,m is
also Borel in X . Thus, Π−1t0 K ∩ U is a Borel set in X . 
We are now in a position to prove our main theorem, concerning the existence of
U-trajectory statistical solutions, as given in Definition 3.1. Let us outline the main
ideas of the proof.
Starting with an initial tight measure µ0, at a given time t0, our intention is to show
the existence of a measure ρ which is a U-trajectory statistical solution satisfying the
initial condition Πt0ρ = µ0. As in classical methods, this measure ρ is obtained from
the limit of a convergent net of measures.
We first consider the case when the initial measure µ0 is carried by a compact set.
Then, using Lemma 3.1, we obtain a net (µα0 )α of discrete measures converging to
µ0 in the phase space and also satisfying inequality (3) with respect to the function
V0 defined in (5). Using hypothesis (H1), we can easily extend each discrete initial
measure µα0 to a discrete measure ρα in the trajectory space, by applying (H1) to
each point in the support of µα0 . By construction, each ρα is a tight measure carried
by Π−1t0 K ∩ U , which by our hypothesis (H2) is a compact set. This implies that
(ρα)α is a uniformly tight net and then Theorem 2.1 is applied to obtain a subnet
converging to some tight measure ρ, also carried by Π−1t0 K ∩ U . The fact that ρ
satisfies the initial condition, i.e. Πt0ρ = µ0, follows easily from the uniqueness of the
limits in M(X, t), guaranteed by Theorem 2.2. Then, in order to conclude that ρ
is a U-trajectory statistical solution, it remains to show that it is carried by a Borel
subset of U . This is done by using the characterization of Π−1t0 K∩U inside Π
−1
t0 K ∩ U ,
given by hypothesis (vi) of (H3), yielding that ρ is in fact carried by Π−1t0 K ∩U . The
inequality (3), enforced in the construction of the net (µα0 )α is used precisely here.
The proof of the case when µ0 is not carried by any compact set, can be reduced to
the previous case by using the hypothesis that µ0 is a tight measure. The idea consists
in decomposing µ0 as a sum of tight measures, each being carried by a compact set.
The previous case can then be applied to each of these tight measures, yielding a
countable family of U-trajectory statistical solutions. Our desired measure is then
obtained as an appropriate weighted sum of these particular measures.
There are some technical details that we skipped in the previous discussion and
which are concerned with the restriction of the approximating measures to convenient
compact subspaces. If we assumed that our underlying phase space was completely
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regular, the proof could be made a bit simpler, as these restrictions would no longer
be necessary. But again, looking for a higher degree of generality, we assume only
that our phase space X is a Hausdorff space.
Theorem 3.1. Let X be a Hausdorff topological space and let I be a real interval
closed and bounded on the left with left end point t0. If U ⊂ X is a subset satisfying
hypothesis (H) then for any tight Borel probability measure µ0 on X there exists a
U-trajectory statistical solution ρ on X such that Πt0ρ = µ0.
Proof. Let us first suppose that µ0 is carried by a compact subset K ⊂ X .
Consider the function V0 : X → R defined by (5). Lemma 3.2 implies that V0 is a
Borel function on X and hence the restriction V0|K to K is a Borel function on K.
Moreover, by condition (v) of (H3) we have that V0|K is bounded on K, in particular,
bounded from below (of course, this also follows from the fact that V0 is lower semi-
continuous on the compact set K). Then, applying Lemma 3.1 to the compact space
K and with V0|K in the place of f , we obtain a net (µ
α
0 )α of discrete measures in
P(K) such that µα0
wsc
⇀ µ0|K and∫
K
V0|K(u0)dµ
α
0 (u0) ≤
∫
K
V0|K(u0)dµ0|K(u0), ∀α. (8)
Since (µα0 )α is a net of discrete measures then, for each α, there exist Jα ∈ N, θ
α
j ∈ R
and uα0,j ∈ K such that
0 < θαj ≤ 1 ,
Jα∑
j=1
θαj = 1,
and
µα0 =
Jα∑
j=1
θαj δuα0,j .
Furthermore, from (H1) it follows that for each uα0,j there exists u
α
j ∈ U such that
Πt0u
α
j = u
α
0,j. Then, let ρα be the measure in X defined by
ρα =
Jα∑
j=1
θαj δuαj .
Note that ρα belongs to P(X , t) and is carried by Π
−1
t0 K∩U . Using that Π
−1
t0 K ∩ U
is compact (see (H2)) and taking the restriction of each ρα to this set, we obtain that
(ρα|Π−1t0 K∩U
)α is a net in P(Π
−1
t0 K ∩ U , t) which is clearly uniformly tight. Then, by
Theorem 2.1 there is a measure ρ in P(Π−1t0 K ∩ U , t) such that, by passing to a subnet
if necessary,
ρα|Π−1t0 K∩U
wsc
⇀ ρ in Π−1t0 K ∩ U . (9)
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Then, defining ρ˜ ∈M(X ) as
ρ˜(A) = ρ(A ∩ Π−1t0 K ∩ U) , ∀A ∈ B(X ),
it is not difficult to see that ρ˜ ∈ P(X , t) and ρα
wsc
⇀ ρ˜ in X .
Since Πt0 : X → X is continuous, using (2) and Lemma 2.1 one then obtains
that Πt0ρα
wsc
⇀ Πt0 ρ˜ in X . Moreover, taking the restrictions of these measures to the
compact K, we also obtain that Πt0ρα|K
wsc
⇀ Πt0 ρ˜|K . On the other hand, we have by
construction that
Πt0ρα|K = µ
α
0
wsc
⇀ µ0|K .
Adding this to the fact that Πt0 ρ˜|K , µ0|K ∈ P(K, t), by Theorem 2.2 we obtain that
Πt0 ρ˜|K = µ0|K . But since Πt0 ρ˜ and µ0 are carried by K we then get that Πt0 ρ˜ = µ0.
Furthermore, due to hypothesis (H3), we can show that ρ˜ is carried by Π−1t0 K ∩ U .
Indeed, consider ε > 0. Then (vii) implies the existence of a sequence {tj} in I such
that tj → t
+
0 and
sup
u∈Π−1t0
K∩U
(V (tj , u)− V (t0, u)) ≤ ε , ∀j. (10)
Note that∫
Π−1t0
K∩U
lim inf
t→t+
0
V (t, u)dρ˜(u) ≤
∫
Π−1t0
K∩U
lim inf
j
V (tj , u)dρ˜(u)
≤ lim inf
j
∫
Π−1t0
K∩U
V (tj , u)dρ˜(u), (11)
where the second inequality follows by Fatou’s Lemma.
By (v) and (10), it follows that V (tj, ·) is a function bounded from above on
Π−1t0 K ∩ U . Since V (tj, ·) is lower semi-continuous on X (hypothesis (iv) of (H3)),
this boundedness from above extends to the closure Π−1t0 K ∩ U . Moreover, the lower
semi-continuity of V (tj , ·) on Π
−1
t0 K ∩ U and the fact that Π
−1
t0 K ∩ U is a compact
set (hypothesis (H2)), imply that V (tj , ·) is also bounded from below on Π
−1
t0 K ∩ U .
Then, since ρα
wsc
⇀ ρ˜, it follows by Lemma 2.1 that∫
Π−1t0
K∩U
V (tj , u)dρ˜(u) ≤ lim inf
α
∫
Π−1t0
K∩U
V (tj, u)dρα(u), (12)
where in the right hand side of the inequality above we have used the fact that ρα is
carried by Π−1t0 K ∩ U . Now by (10), we have that∫
Π−1t0
K∩U
V (tj, u)dρα(u)
≤
∫
Π−1t0
K∩U
(V (t0, u) + ε)dρα(u) =
∫
Π−1t0
K∩U
V0|K(Πt0u)dρα(u) + ε. (13)
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By (2), we obtain that∫
Π−1t0
K∩U
V0|K(Πt0u)dρα(u) =
∫
K
V0|K(u0)dµ
α
0 (u0). (14)
Since the right hand side of (14) does not depend on j, we obtain, putting together
the inequalities (11) to (14), that∫
Π−1t0
K∩U
lim inf
t→t+
0
V (t, u)dρ˜(u) ≤ lim inf
α
∫
K
V0|K(u0)dµ
α
0 (u0) + ε. (15)
Now, from (8), we have
lim inf
α
∫
K
V0|K(u0)dµ
α
0 (u0) ≤
∫
K
V0|K(u0)dµ0|K(u0) =
∫
X
V0(u0)dµ0(u0), (16)
where the equality follows from the fact that µ0 is carried by K.
But ∫
X
V0(u0)dµ0(u0) =
∫
X
V0(u0)dΠt0 ρ˜(u0)
=
∫
X
V0(Πt0u)dρ˜(u)
=
∫
Π−1t0
K∩U
V (t0, u)dρ˜(u). (17)
Then, from (15) to (17), we conclude that∫
Π−1t0
K∩U
lim inf
t→t+
0
V (t, u)dρ˜(u) ≤
∫
Π−1t0
K∩U
V (t0, u)dρ˜(u) + ε.
Therefore, since ε is an arbitrary positive number, we find that∫
Π−1t0
K∩U
lim inf
t→t+
0
[V (t, u)− V (t0, u)]dρ˜(u) ≤ 0. (18)
On the other hand, since V (·, u) is lower semi-continuous at t0, for every u ∈ Π
−1
t0 K ∩ U ,
then
lim inf
t→t+
0
[V (t, u)− V (t0, u)] ≥ 0. (19)
Hence (18) and (19) imply that
lim inf
t→t+
0
[V (t, u)− V (t0, u)] = 0 ρ˜-a.e. on Π
−1
t0 K ∩ U .
By the characterization with the lim inf in (vi) of (H3), we then conclude that ρ˜ is
carried by the Borel set Π−1t0 K ∩ U (see Lemma 3.3). Then, we have proved that ρ˜ is
a U-trajectory statistical solution with initial condition Πt0 ρ˜ = µ0, in the particular
case that µ0 is carried by a compact subset K ⊂ X .
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Now let us prove the case when µ0 is not carried by any compact subset of X . In
this case, since µ0 is a tight measure, there exists a sequence {Kn} of compact subsets
of X such that
µ0(Kn+1) > µ0(Kn) > 0 , ∀n ∈ N,
and
µ0(X\Kn) <
1
n
, ∀n ∈ N. (20)
Moreover, we may assume that Kn ⊂ Kn+1, for all n.
Let D1 = K1 and Dn = Kn\Kn−1, for every n ≥ 2. Note that
µ0
(
X\
⋃
j
Dj
)
= µ0
(
X\
⋃
j
Kj
)
≤ µ0(X\Kn) <
1
n
,
for all n ∈ N. Thus, taking the limit as n → ∞ above, we obtain that µ0 is carried
by
⋃
j Dj . Then, for every A ∈ B(X), since the sets Dj, j ∈ N, are pairwise disjoint,
we have
µ0(A) = µ0
(
A ∩
(⋃
j
Dj
))
=
∞∑
j=1
µ0(A ∩Dj).
So we may decompose µ0 as
µ0 =
∑
j
µ0(Dj)µ
j
0,
where µj0 is the Borel probability measure defined as
µj0(A) =
µ0(A ∩Dj)
µ0(Dj)
, ∀A ∈ B(X).
Note that each µj0 is well-defined, since µ0(D1) = µ0(K1) > 0 and
µ0(Dj) = µ0(Kj)− µ0(Kj−1) > 0 , ∀j ≥ 2.
Also, since each µj0 is carried by the compact set Kj , using the first part of the
proof, we obtain a tight Borel probability measure ρj carried by Π
−1
t0 Kj ∩U and such
that Πt0ρj = µ
j
0.
Let ρ be the Borel probability measure defined by
ρ =
∑
j
µ0(Dj)ρj .
Observe that
ρ
(⋃
l
Π−1t0 Kl ∩ U
)
=
∑
j
µ0(Dj)ρj(Π
−1
t0 Kj ∩ U) =
∑
j
µ0(Dj) = 1,
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where the first equality follows from the fact that ρj is carried by Π
−1
t0 Kj ∩ U . Thus,
ρ is carried by
⋃
j Π
−1
t0 Kj ∩ U , which is a Borel set in X and is contained in U . The
fact that Πt0ρ = µ0 is also easily verified.
It only remains to show that ρ is a tight measure. In order to prove so, consider a
Borel set A ∈ B(X ) and ε > 0. Let n ∈ N be such that 1/n < ε/2. Then, since ρj is
a tight measure, for each 1 ≤ j ≤ n there exists a compact set Knj ⊂ A such that
ρj(A\K
n
j ) <
ε
2n
.
Let Kn =
⋃
1≤j≤nK
n
j . Note that
ρ(A\Kn) =
∞∑
j=1
µ0(Dj)ρj(A\K
n)
≤
n∑
j=1
ρj(A\K
n) +
∞∑
j=n+1
µ0(Dj)
<
ε
2
+ µ0(X\Kn).
Thus, according to (20) and the choice of n, it follows that ρ(A\Kn) < ε. Since Kn
is a compact set in X , this proves that ρ is tight. 
Remark 3.2. Notice that given an initial tight Borel probability measure µ0 on X , if
µ0 is carried by a compact setK onX , then the U-trajectory statistical solution ρ with
Πt0ρ = µ0 obtained in the proof of Theorem 3.1 is carried by the Borel set Π
−1
t0 K ∩U .
If µ0 is not carried by any compact set, then given any sequence of compact subsets
Kn of X , n ∈ N, such that µ(X \ Kn) → 0, as n → ∞, a U-trajectory statistical
solution ρ with Πt0ρ = µ0 can be constructed such that it is carried by the Borel set
U ∩ (
⋃
nΠ
−1
t0 Kn).
Although we only consider in this work the concept of trajectory statistical so-
lutions, which concerns a measure ρ defined over the trajectory space Cloc(I,X), it
is also of interest to develop an abstract definition of time-dependent statistical so-
lutions, generalizing the results obtained in [14, 15]. This latter notion considers a
family of measures defined over the phase space X and parametrized by the time vari-
able t. One such family of measures is easily constructed by projecting the measure
ρ on the phase space, at each time t, to yield the measures µt = Πtρ defined on X .
A question that naturally arises is whether this family of projections is an abstract
time-dependent statistical solution, in some suitable sense. The family {µt}t∈I has
many of the properties one expects from a notion of statistical solution in phase space.
The key step in connecting it to an evolution equation, however, is an equation for
the moments
d
dt
∫
X
ϕ(u) dµt(u),
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which involves an equation for the distribution ∂tu. This needs in particular that the
space X be a topological vector space, or a subset of such a space. Moreover, for a
sufficiently general result, minimal conditions must be imposed on the regularity of
the evolution equation. These results are currently under investigation and will be
presented in a future work.
4. Application to the Be´nard Problem
The formulation in Section 3 is applicable to a wide range of equations related
to incompressible viscous fluids, starting with the three-dimensional incompressible
Navier-Stokes equations, and extending to the equations of magnetohydrodynamics,
thermohydraulics, geofluidynamics, and other systems coupled with the Navier-Stokes
equations.
In order to illustrate the applicability of the formulation, we consider, in this sec-
tion, the Be´nard problem, which models a phenomenon of convection in fluids, and
consisting of the Navier-Stokes equations coupled with an equation for the tempera-
ture via the Boussinesq approximation [2, 20].
We shall analyze the three-dimensional case for a homogeneous and incompressible
fluid in the region {(x1, x2, x3) ∈ R
3 | 0 < x3 < h}. At the lower surface x3 = 0, the
fluid is heated at a constant temperature T0, while at the upper surface x3 = h, the
fluid is at a temperature T1 < T0, also constant. Let {e1, e2, e3} be the canonical
orthonormal basis in R3. Then, through the Boussinesq approximation one obtains
the following equations describing the evolution of the velocity field u, the pressure
p and the temperature T :
∂u
∂t
+ (u · ∇)u− ν∆u+∇p = gα(T − T1)e3, (21)
∂T
∂t
+ (u · ∇)T − κ∆T = 0, (22)
∇ · u = 0, (23)
where g is the acceleration of gravity, α is the volume-expansion coefficient of the fluid,
ν is the kinematic viscosity and κ is the coefficient of thermometric conductivity.
We also consider zero velocity field at the boundaries x3 = 0 and x3 = h and peri-
odic boundary conditions in the directions x1 and x2, so that the boundary conditions
for problem (21)-(23) are given as
u = 0 at x3 = 0 and x3 = h, (24)
T = T0 at x3 = 0, T = T1 at x3 = h, (25)
p,u, T are periodic in the x1 and x2 directions, (26)
where the last condition means that
ψ(x1 + L1, x2, x3) = ψ(x1, x2, x3), ∀(x1, x2, x3) ∈ R
2 × (0, h)
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ψ(x1, x2 + L2, x3) = ψ(x1, x2, x3), ∀(x1, x2, x3) ∈ R
2 × (0, h)
for some positive real numbers L1 and L2, and ψ being any of the functions in con-
dition (26).
In order to simplify the analysis of the problem, we define a background tempera-
ture Tb,ε, given by
Tb,ε(x1, x2, x3) =


0, for 0 ≤ x3 < h− ε
(T1 − T0)
ε
(x3 − h+ ε), for h− ε ≤ x3 ≤ h,
where ε is a positive real number which is chosen appropriately later. Then, we
introduce a change of variables for the temperature by considering θ = T − T0− Tb,ε,
in terms of which, problem (21)-(23) is rewritten as
∂u
∂t
+ (u · ∇)u− ν∆u+∇p = gαθe3 + gα(Tb,ε + T0 − T1)e3, (27)
∂θ
∂t
+ (u · ∇)θ − κ∆θ = −(u · ∇)Tb,ε + κ∆Tb,ε, (28)
∇ · u = 0, (29)
with the following boundary conditions
u = 0 at x3 = 0 and x3 = h,
θ = 0 at x3 = 0 and x3 = h,
p,u, θ are periodic in the x1 and x2 directions.
Note that the boundary conditions for the temperature in the x3 direction are now
zero, justifying the introduction of this new variable. In fact, there are many possible
choices for this background temperature. The one we use here has been chosen so as
to yield uniform in time a priori estimates.
Let us now introduce the function spaces which are necessary in the following
analysis. Consider the domain Ω = (0, L1)× (0, L2)× (0, h) and define
V1 = {v = w|Ω : w ∈ (D(R
2 × (0, h)))3, ∇ ·w = 0,
w is L1-periodic in the x1 direction and L2-periodic in the x2 direction},
and
V2 = {θ = φ|Ω : φ ∈ D(R
2 × (0, h)), φ is L1-periodic in the x1 direction and
L2-periodic in the x2 direction},
where D(R2 × (0, h)) denotes the set of infinitely differentiable and compactly sup-
ported functions in R2 × (0, h).
Then, let V1 be the closure of V1 with respect to the (H
1
0 (Ω))
3 norm and H1 be the
closure of V with respect to the (L2(Ω))3 norm. Also, let V2 be the closure of V2 with
respect to the H10(Ω) norm and H2 be the closure of V2 with respect to the L
2(Ω)
norm. We then define the Hilbert spaces V = V1 × V2 and H = H1 ×H2.
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The inner product and norm in V1 are defined as
((v, v˜))1 =
3∑
i,j=1
∫
Ω
∇vi · ∇v˜jdx, ∀v, v˜ ∈ V1,
‖v‖1 = ((v,v))
1/2
1 , ∀v ∈ V1.
Similarly for V2,
((θ, θ˜))2 =
∫
Ω
∇θ · ∇θ˜dx, ∀θ, θ˜ ∈ V2,
‖θ‖2 = ((θ, θ))
1/2
2 , ∀θ ∈ V2.
Then, we define the following inner product and norm in the product space V =
V1 × V2:
((z, z˜))V = ((v, v˜))1 + γ((θ, θ˜))2, ∀z = (v, θ), z˜ = (v˜, θ˜) ∈ V,
‖z‖V = ((z, z))
1/2
V , ∀z ∈ V,
where γ is a positive parameter making the above definition dimensionally correct.
Like ε, the parameter γ is chosen appropriately later.
Similarly, the inner products and norms of the spaces H1 and H2 are the usual
ones from (L2(Ω))3 and L2(Ω), and are denoted respectively by (·, ·)1 and (·, ·)2, with
norms | · |1 and | · |2. The inner product and norm in the space H are then defined
accordingly:
(z, z˜)H = (v, v˜)1 + γ(θ, θ˜)2, ∀z = (v, θ), z˜ = (v˜, θ˜) ∈ H,
|z|H = (z, z)
1/2
H , ∀z ∈ H.
We identify H1 and H2 with their respective duals and consider the dual spaces V
′
1
and V ′2 of V1 and V2, respectively, so that V1 ⊂ H1 = H
′
1 ⊂ V
′
1 and V2 ⊂ H2 = H
′
2 ⊂ V
′
2 ,
with continuous and dense injections.
In the product space, we characterize the dual of V as the space V ′ = V ′1 × V
′
2 ,
with the duality product between h = (f , g) ∈ V ′ and z = (u, θ) ∈ V given by
〈h, z〉 = 〈f ,u〉1 + γ〈g, θ〉2,
where 〈·, ·〉i denotes the duality product in Vi, i = 1, 2. With this representation, the
usual norm for an element h = (f , g) in the dual space V ′ = V ′1 × V
′
2 can also be
written in the form
‖h‖V ′ =
√
‖f‖2V ′
1
+ γ‖g‖2V ′
2
, (30)
where ‖ · ‖V ′i denotes the usual norm of the dual space V
′
i , i = 1, 2.
Similarly, H is identified with its dual H ′ = H ′1 × H
′
2 = H1 × H2 with a norm
analogous to (30), and we have the continuous and dense injections V ⊂ H = H ′ ⊂ V .
We rewrite the system (27)-(29) in the following functional form
du
dt
+ νA1u+ B1(u,u) = gαθe3 + gα(Tb,ε + T0 − T1)e3, in V
′
1 , (31)
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dθ
dt
+ κA2θ +B2(u, θ) = −(u · ∇)Tb,ε + κ∆Tb,ε, in V
′
2 , (32)
where B1(·, ·) : V1 × V1 → V
′
1 and B2(·, ·) : V1 × V2 → V
′
2 are the bilinear operators
defined by duality as
〈B1(u,v),w〉1 = ((u · ∇)v,w)1 ∀u, v, w ∈ V1,
〈B2(v, θ), θ˜〉2 = ((v · ∇)θ, θ˜)2 ∀v ∈ V1, ∀θ, θ˜ ∈ V2.
Furthermore, A1 : V1 → V
′
1 and A2 : V2 → V
′
2 are the linear operators defined by
duality according to
〈A1v, v˜〉1 = ((v, v˜))1, ∀v, v˜ ∈ V1,
〈A2θ, θ˜〉2 = ((θ, θ˜))2, ∀θ, θ˜ ∈ V2.
Both these operators can be seen as positive and self-adjoint closed operators with
compact inverse when restricted to their domain D(Aj) in Hj, j = 1, 2, given by
D(A1) = {v ∈ V1; A1v ∈ H1},
D(A2) = {θ ∈ V2; A2θ ∈ H2}.
We let λ1 and λ2 denote the smallest eigenvalues of each of these operators and set
λ0 = min{λ1, λ2}.
We can also write equations (31)-(32) in the compact form
dz
dt
+ Az +B(z, z) +Rz = 0 in V ′,
where
z = (u, θ),
Az = (νA1u, κA2θ),
Rz = (−gαθe3 − gα(Tb,ε + T0 − T1)e3, (u · ∇)Tb,ε − κ∆Tb,ε)
and
B(z, z˜) = (B1(u, u˜), B2(u, θ˜)), ∀z = (u, θ), z˜ = (u˜, θ˜).
The following definition provides a notion of weak solution to the problem (27)-(29).
We denote by Hw the space H endowed with the weak topology.
Definition 4.1. Let I ⊂ R be an interval. We say that z = (u, θ) is a weak solution
of system (27)-(29) if
(i) z ∈ L2
loc
(I;V ) ∩ L∞
loc
(I;H) ∩ Cloc(I,Hw);
(ii) ∂tz ∈ L
4/3
loc
(I;V ′);
(iii) z satisfies
dz
dt
+ Az +B(z, z) +Rz = 0 in V ′
in the sense of distributions on I.
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(iv) For almost every t′ ∈ I, z = (u, θ) satisfies the following energy inequalities
1
2
|u(t)|21 + ν
∫ t
t′
‖u(s)‖21ds ≤
1
2
|u(t′)|21 +
∫ t
t′
(gαθ(s)e3,u(s))1ds (33)
1
2
|θ(t)|22 + κ
∫ t
t′
‖θ(s)‖22ds ≤
1
2
|θ(t′)|22 +
∫ t
t′
〈(u · ∇)Tb,ε, θ〉2ds
+κ
∫ t
t′
〈∆Tb,ε, θ〉2ds, (34)
for every t ∈ I with t > t′. The set of times t′ for which (33) and (34) are
valid can be characterized as the points of strong continuity from the right of
u and θ, and they form a set of total measure in I.
(v) If I is closed and bounded on the left, with left end point t0, then z is strongly
continuous at t0 from the right, i.e. z(t)→ z(t0) in H as t→ t
+
0 .
For any R ≥ 0, let BH(R) be the closed ball with radius R in H and denote by
BH(R)w the closed ball endowed with the weak topology. Based on Definition 4.1,
we consider the following trajectory spaces associated to the Be´nard problem:
UI = {z ∈ Cloc(I,Hw) | z is a weak solution on I}, (35)
UI(R) = {z ∈ Cloc(I, BH(R)w) | z is a weak solution on I}, (36)
U ♯I = {z ∈ Cloc(I,Hw) | z is a weak solution on I˚}, (37)
U ♯I (R) = {z ∈ Cloc(I, BH(R)w) | z is a weak solution on I˚}, (38)
where I˚ denotes the interior of the interval I.
By choosing γ sufficiently large and ε sufficiently small, one obtains suitable esti-
mates for the weak solutions in UI .
Proposition 4.1. Let I ⊂ R be an interval and let z ∈ UI . Suppose γ satisfies
γ >
4(gα)2
νκλ20
(39)
and ε satisfies
0 < ε2 <
ν
γ(T0 − T1)2
(
κ
4
−
(gα)2
γνλ20
)
. (40)
Then, for every t′ ∈ I for which (33) and (34) are valid, and for every t ∈ I with
t > t′, the following estimates hold
|z(t)|2H ≤ |z(t
′)|2H e
−ηλ0(t−t′)+2
κγ
ηλ0
L1L2
ε
(T1 − T0)
2(1− e−ηλ0(t−t
′)), (41)
∫ t
t′
‖z(s)‖2V ds ≤
1
η
|z(t′)|2H + 2
κγ
η
L1L2
ε
(T1 − T0)
2(t− t′), (42)
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t′
‖∂tz(s)‖
4/3
V ′ ds
)3/4
≤
C
(νκ)3/8
|z(t′)|2H + C
(νκ)1/8
λ
3/2
0
(t− t′) + C
(νκ)5/8
λ
1/2
0
, (43)
where η = min{ν, κ} and C is a nondimensional constant which depends on the pa-
rameters ν, κ, λ0, g, α, T0, T1, γ, ε, L1 and L2 through nondimensional combinations
of them.
The a priori estimates (41)-(43) allow us to prove the existence of weak solutions of
the initial-value problem associated to system (27)-(29) in the sense of Definition 4.1.
The proof follows in a way similar to the classical result of existence of Leray-Hopf
weak solutions of the Navier-Stokes equations [19, 7, 24]. The choice of the background
flow and of the parameters γ and ε were based on the formulation given in [5] for
the Be´nard problem in two dimensions (see also [17] for the three-dimensional case in
which the boundary conditions are, however, fully homogeneous, with the flow driven
instead by a forcing distributed within the domain). We then obtain the following
result.
Theorem 4.1. Let z0 ∈ H. Then there exists at least one weak solution of problem
(27)-(29) in the sense of Definition 4.1 satisfying z(t0) = z0.
Estimates (41)-(43) also imply the following result (see [14, 15] for the analogous
result in the Navier-Stokes equations case).
Proposition 4.2. The set U ♯I (R) is a compact and metrizable space and it is the
closure of the set UI(R) with respect to the topology of Cloc(I,Hw).
Let us now consider I ⊂ R as an interval closed and bounded on the left with left
end point t0. Define
R0 = 2
κγ
ηλ0
L1L2
ε
(T1 − T0)
2.
If R ≥ R0 and z(t0) ∈ BH(R), it follows from (41) with t = t0 that
z(t) ∈ BH(R) , ∀t ≥ t0.
Thus, z ∈ UI(R).
We now proceed to show that the abstract framework developed in the previous
section is valid for the Be´nard problem. We consider X as Hw and the abstract set
of trajectories U as the set of weak solutions UI defined in (35).
First, observe that hypothesis (H1) of Definition 3.2 is readily verified by the set
UI thanks to Theorem 4.1.
The following results aim at proving the validity of the remaining hypotheses, (H2)
and (H3), for the set UI . The next result proves (H2).
Lemma 4.1. If K ⊂ Hw is a compact subset (in the weak topology of H), then
Π−1t0 K ∩ UI is relatively compact in Cloc(I,Hw).
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Proof. Given a compact subset K ⊂ Hw, let R ≥ R0 be sufficiently large such that
K ⊂ BH(R). Then, if z ∈ Π
−1
t0 K∩UI , it follows in particular that Πt0z ∈ K ⊂ BH(R).
Thus, from inequality (41), z ∈ UI(R). We then have
Π−1t0 K ∩ UI ⊂ UI(R).
Taking the closure of this set with respect to the topology of Cloc(I,Hw) and using
Proposition 4.2 we find that
Π−1t0 K ∩ UI ⊂ UI(R) = U
♯
I (R).
Then, since U ♯I (R) is compact in Cloc(I,Hw), we conclude that Π
−1
t0 K ∩ UI is also
compact in this space. 
Now let V : I × Cloc(I,Hw)→ R be the function defined by
V (t, z) =


1
t− t0
∫ t
t0
|z(s)|2Hds, for t 6= t0
|z(t0)|
2
H , for t = t0.
(44)
We shall prove that this specific function V satisfies all the conditions required by
hypothesis (H3). In fact, V is even more regular, as property (i) of Lemma 4.2 below
shows, since it yields that V is a lower semi-continuous function on I × Cloc(I,Hw),
implying immediately conditions (i), (ii) and (iv) of (H3). Properties (ii) and (iii) of
Lemma 4.2 prove conditions (iii) e (v) of Hypothesis (H3).
Lemma 4.2. The function V , defined in (44), satisfies the following properties
(i) V is lower semi-continuous on I × Cloc(I,Hw);
(ii) V (t0, z) = V (t0, z˜), for every z, z˜ ∈ Cloc(I,Hw) such that z(t0) = z˜(t0);
(iii) For every compact K ⊂ X, V (t0, ·) is bounded on Π
−1
t0 K ∩ UI ;
Proof. For every k ∈ N, let P ik : Hi → Hi be the Galerkin projector onto the first k
modes of the operator Ai. Then let Pk : H → H be defined by
Pkz = (P
1
ku, P
2
k θ) , ∀z = (u, θ) ∈ H.
Now for every k ∈ N, consider the function Vk : I × Cloc(I,Hw)→ R defined by
Vk(t, z) =


1
t− t0
∫ t
t0
|Pkz(s)|
2
Hds, for t 6= t0,
|Pkz(t0)|
2
H, for t = t0.
Using that z 7→ |Pkz(t)|
2
H is a continuous function on Cloc(I,Hw), for every t ∈ I, and
that t 7→ |Pkz(t)|
2
H is a continuous function on I, for every z ∈ Cloc(I,Hw), one can
show that Vk is a continuous function on I × Cloc(I,Hw). Then, since
Vk(s, z˜)ր V (s, z˜) , ∀(s, z˜) ∈ I × Cloc(I,Hw),
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and each Vk is in particular a lower semi-continuous function on I ×Cloc(I,Hw), then
V is also a lower semi-continuous function on this space (see [1, Lemma 2.41]).
Item (ii) follows directly from the definition of V .
Finally, for the proof of item (iii), consider a compact set K ⊂ Hw and let R ≥ 0
be such that K ⊂ BH(R). Then,
V (t0, z) = |z(t0)|
2
H ≤ R , ∀z ∈ Π
−1
t0 K ∩ UI .

The next lemma proves condition (vi) of Hypothesis (H3).
Lemma 4.3. For all compact K ⊂ Hw, the trajectory space UI has the following
characterizations,
Π−1t0 K ∩ UI =
{
z ∈ Π−1t0 K ∩ UI | lim inf
t→t+
0
V (t, z) ≤ V (t0, z)
}
=
{
z ∈ Π−1t0 K ∩ UI | lim sup
t→t+
0
V (t, z) ≤ V (t0, z)
}
.
Proof. We first prove the characterization with the lim inf. Then the second charac-
terization, with the lim sup, is readily verified.
Let K ⊂ Hw be a compact set and let z ∈ Π
−1
t0 K ∩ UI . It is clear that z ∈
Π−1t0 K ∩ UI . Moreover, since z ∈ UI , from Definition 4.1 it follows that z is strongly
continuous at t0 from the right, which implies that V (t, z) converges to V (t0, z) as
t→ t+0 . Then, in particular,
lim inf
t→t+
0
V (t, z) ≤ V (t0, z).
On the other hand, consider z ∈ Π−1t0 K ∩ UI satisfying
lim inf
t→t+
0
V (t, z) ≤ V (t0, z). (45)
Since Πt0 is continuous and K is closed we have that
Π−1t0 K ∩ UI ⊂ Π
−1
t0 K = Π
−1
t0
K,
so that z ∈ Π−1t0 K.
Let R ≥ 0 be sufficiently large such that K ⊂ BH(R). Then, as in the proof of
Lemma 4.1,
Π−1t0 K ∩ UI ⊂ U
♯
I (R),
which implies that z is a weak solution on I˚. Therefore, in order to show the first
characterization, it only remains to prove that z is strongly continuous in H at t0
from the right. Here we follow the proof of [15, Lemma 2.3] for a similar result for
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the Navier-Stokes equations. First observe that, since z = (u, θ) ∈ Cloc(I,Hw), then
in particular u ∈ Cloc(I, (H1)w) and θ ∈ Cloc(I, (H2)w). Thus,
|u(t0)|1 ≤ lim inf
t→t+
0
|u(t)|1
and
|θ(t0)|2 ≤ lim inf
t→t+
0
|θ(t)|2,
which imply that
lim inf
t→t+
0
(
1
t− t0
∫ t
t0
|u(s)|21ds
)
− |u(t0)|
2
1 ≥ 0 (46)
and
lim inf
t→t+
0
(
1
t− t0
∫ t
t0
|θ(s)|22ds
)
− |θ(t0)|
2
2 ≥ 0. (47)
From (45), we obtain that
lim inf
t→t+
0
(
1
t− t0
∫ t
t0
|u(s)|21ds
)
− |u(t0)|
2
1+
+ γ lim inf
t→t+
0
(
1
t− t0
∫ t
t0
|θ(s)|22ds
)
− γ|θ(t0)|
2
2
≤ lim inf
t→t+
0
V (t, z)− V (t0, z) ≤ 0. (48)
Thus, from (46), (47) and (48) it follows that
lim inf
t→t+
0
1
t− t0
∫ t
t0
|u(s)|21ds ≤ |u(t0)|
2
1, (49)
and
lim inf
t→t+
0
1
t− t0
∫ t
t0
|θ(s)|22ds ≤ |θ(t0)|
2
2. (50)
From (49), there is a sequence {tn}n ⊂ I such that tn → t
+
0 and
1
tn − t0
∫ tn
t0
(|u(s)|21 − |u(t0)|
2
1)ds ≤
1
n
.
This implies that for each n ∈ N there exists a subset In ⊂ (t0, tn) of positive Lebesgue
measure such that
|u(t′n)|
2
1 − |u(t0)|
2
1 ≤
1
n
, (51)
for all t′n ∈ In. Thus,
lim sup
t′n→t0
|u(t′n)|
2
1 ≤ |u(t0)|
2
1. (52)
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Since z ∈ U ♯I and In is contained in I˚ and has positive Lebesgue measure, for all
n ∈ N we can find t′n ∈ In such that z satisfies inequality (33) starting at the time t
′
n,
i.e.
1
2
|u(t)|21 + ν
∫ t
t′n
‖u(s)‖21ds ≤
1
2
|u(t′n)|
2
1 +
∫ t
t′n
(gαθ(s)e3,u(s))1ds,
+
∫ t
t′n
(gαTb,εe3,u(s))1ds,
for all t ∈ I with t > t′n. Taking the lim sup as t
′
n → t
+
0 and using (52) and the fact
that z ∈ L2loc(I, V ) ∩ L
∞
loc(I,H), we then obtain that
1
2
|u(t)|21 + ν
∫ t
t0
‖u(s)‖21ds ≤
1
2
|u(t0)|
2
1 +
∫ t
t0
(gαθ(s)e3,u(s))1ds
+
∫ t
t0
(gαTb,εe3,u(s))1ds,
for all t ∈ I, with t > t0, which implies that u is strongly continuous in H1 at t0 from
the right.
By using (50) we can show analogously that θ satisfies inequality (34) with t′ = t0,
which implies that θ is strongly continuous in H2 at t0 from the right. Thus, z
is strongly continuous in H at t0 from the right, and this finishes the proof of the
characterization of Π−1t0 K ∩ UI with the lim inf.
Now suppose that z ∈ Π−1t0 K ∩ UI and lim supt→t+0 V (t, z) ≤ V (t0, z). Thus,
lim inf
t→t+
0
V (t, z) ≤ lim sup
t→t+
0
V (t, z) ≤ V (t0, z).
Then, by the first characterization it follows that z ∈ Π−1t0 K ∩ UI .
On the other hand, if z ∈ Π−1t0 K ∩UI then again z is strongly continuous at t0 from
the right, which implies in particular that
lim sup
t→t+
0
V (t, z) ≤ V (t0, z).
This proves the characterization with the lim sup. 
Finally, the following result proves the remaining condition (vii) of Hypothesis
(H3). In fact, it proves a stronger condition, with the lim sup in time instead of the
lim inf, and with the supremum in z over UI instead of just over Π
−1
t0 K ∩ UI .
Lemma 4.4. Let V : I × Cloc(I,Hw) be the function defined in (44) and let I ⊂ R
be an interval closed and bounded on the left with left end point t0. Then UI satisfies
the following property:
lim sup
t→t+
0
sup
z∈UI
(V (t, z)− V (t0, z)) ≤ 0.
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Proof. Let z ∈ UI . Since I is closed and bounded on the left with left end point t0,
it follows from Definition 4.1 that z is strongly continuous at t0 from the right. This
implies, in particular, that inequalities (33) and (34) are valid for t′ = t0. Thus, using
these inequalities and conditions (39) and (40) on γ and ε, it is not difficult to obtain
that
|z(t)|2H + η
∫ t
t0
‖z(s)‖2V ds ≤ |z(t0)|
2
H + 2κγ
L1L2
ε
(T1 − T0)
2(t− t0),
where η = min{ν, κ}.
Then, discarding the nonnegative integral term on the left-hand side of this in-
equality and integrating with respect to the time variable on [t0, t], we have∫ t
t0
(|z(s)|2H − |z(t0)|
2
H)ds ≤ 2κγ
L1L2
ε
(T1 − T0)
2
∫ t
t0
(s− t0)ds.
Since the inequality above is valid for all z ∈ UI , using the definition of V it follows
that
sup
z∈UI
(V (t, z)− V (t0, z)) ≤ 2κγ
L1L2
ε
(T1 − T0)
2 1
t− t0
∫ t
t0
(s− t0)ds.
Taking the lim sup as t→ t+0 , we finally obtain that
lim sup
t→t+
0
sup
z∈UI
(V (t, z)− V (t0, z)) ≤ 0.

According to the abstract framework developed in Section 3, the results above
provide us with the sufficient conditions to prove the existence of a UI -trajectory
statistical solution of the Be´nard problem (27)-(29) for a given initial data.
Theorem 4.2. Let I ⊂ R be an interval closed and bounded on the left with left end
point t0 and let UI be the set of weak solutions of problem (27)-(29) on I. If µ0 is
a tight Borel probability measure on Hw then there exists a UI-trajectory statistical
solution ρ on Cloc(I,Hw) such that Πt0ρ = µ0.
Proof. As mentioned along this section, we consider X as the Hausdorff topological
space Hw and U as the set of weak solutions UI defined in (35). Theorem 4.1 proves
that UI satisfies (H1) of Definition 3.2. Hypothesis (H2) is proved in Lemma 4.1.
From Lemma 4.2, UI satisfies items (i) to (v) of (H3). Item (vi) is proved in Lemma
4.3 and item (vii) is proved in Lemma 4.4.
Therefore, UI satisfies hypothesis (H) of Definition 3.2 and, from Theorem 3.1, there
exists a UI-trajectory statistical solution ρ on Cloc(I,Hw) satisfying Πt0ρ = µ0. 
Once a trajectory statistical solution ρ is obtained for the Be´nard problem, as given
by Theorem 4.2, one can show, in a way similar to the proof for the Navier-Stokes
equations [14, 15], that the family of projections {Πtρ}t∈I is a statistical solution in
the phase space, in the corresponding sense of the Be´nard problem. Our main interest,
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however, is in developing also an abstract formulation for statistical solutions in phase
space, as described after the proof of Theorem 3.1, and that will, of course, include
the Be´nard problem. This will be presented elsewhere.
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