We study a collection of logics L(T ,I) with models based on 'dynamic I spaces', which are finite sequences of Kripke I frames with a common domain, I being any of the normal modal systems K, K4, T , B, S4, KTB, KB4 and S5. The language of L(T ,I) has modal connectives for 'possibility' and 'necessity', as well as temporal connectives. The semantics of L(T ,I) can be determined through a kind of fibring over a combination of temporal and Kripke I frames corresponding to the modal system I. This article presents, in a schematic manner, tableau-based proof procedures for this class of logics. Comparisons with closely related systems are made. We briefly look at possible applications of the logics as well. The study, in fact, generalizes the work on the logic temporal rough logic (TRL) by Banerjee and Khan [2] for Pawlak's rough set theory (RST), models of which are based on dynamic S5 spaces. The motivation behind TRL was to capture reasoning with rough sets in the scenario of a knowledge base evolving with time, when the latter is represented by a partition on the domain of discourse. RST has been generalized in many ways over the years, in particular to situations when the knowledge base is not necessarily represented by an equivalence relation, but, for instance, by tolerances or pre-orders. The logics presented here enable one to address reasoning with concepts in the context of such generalized knowledge bases evolving with time.
Introduction
'Dynamic spaces' were discussed by Pagliani in [29] , to address different forms of dynamic phenomena related with Rough Set Theory (RST) [30, 31] . These are collections of the form (W ,{R i } i∈I ), where W is a non-empty set, I an index set and R i 's are binary relations on W . When the R i 's are all equivalence relations, we get a collection of approximation spaces, a basic notion of RST. R i is taken to represent a 'knowledge base' on W (cf. e.g. [32] ). In [2] , we considered such a finite collection (W ,R i ) i∈{1,...,n} of approximation spaces with a common domain W , called a dynamic approximation space (DAS). In other words, a DAS is a finite collection of Kripke S5-frames over the same domain. The sequence of approximation spaces constituting a DAS was taken to reflect a knowledge base (represented by a partition) evolving with time. A temporal rough logic TRL having models based on DASs was presented along with some properties. TRL was intended to capture reasoning with (Pawlak) rough sets that may evolve along with the knowledge base. We continue this line of study here, and address the issue of reasoning with concepts when knowledge bases evolve with time, but in the context of 'generalized' RST.
In RST, one studies approximations of any concept applied to objects of a domain U, where the concept is represented as a subset X of U. The concept may not (in general) be precisely describable using the information provided by a knowledge base R on U. Its representation X is then approximated from 'within' and 'outside', by its lower and upper approximations, given as X R := {x ∈ U : R(x) ⊆ X} and X R := {x ∈ U : R(x)∩X =∅} respectively. R(x) denotes the equivalence class of x ∈ U with respect to R. The sets X R , U \X R , X R \X R and X R are respectively called the positive, negative, boundary and possible regions of X. Through the logic TRL mentioned earlier, one can express different behaviour patterns of these regions, possibly evolving along with the knowledge base.
RST has been generalized in many ways over the years, primarily by considering relations other than equivalences in an approximation space-giving generalized approximation spaces, and generalized rough set models [35] . A strong motivation for these generalizations comes from another basic notion of RST, namely, the (complete) information system (IS) [31] . It is a table which provides information about a set U of objects, regarding a set A of attributes/properties. Formally, it is given by a tuple A := (U,A,∪ a∈A Val a ,f ), where for each a ∈ A, Val a is a set of attribute-values and f : U ×A →∪ a∈A Val a such that f (x,a) ∈ Val a , for all x ∈ U and a ∈ A. An IS A determines an approximation space F A := (U,Ind A ), where Ind A , called indiscernibility relation, is such that two objects x and y are related by it if and only if they cannot be distinguished using the attributes from the set A. That is, (x,y) ∈ Ind A if and only if f (x,a) = f (y,a), for all a ∈ A. From the definition, it is clear that an IS represents a situation where we have perfect/precise information about the objects regarding each attribute. But in reality, that may not be the case and we may only have imperfect/partial information. Thus, we have the notions of incomplete (cf. e.g. [12] ) and non-deterministic ISs (cf. e.g. [27] ). Relations other than equivalences can be quite relevant while dealing with concepts in these cases, for instance, see [19, 24, 27, 29, 33] . Partial/imperfect information about objects may also result in the evolution of knowledge base with time. In terms of ISs, this change may be due to a variation in the set of attributes with time, or objects taking different attribute values at different time points. It is not difficult to see that addition or deletion of attributes may be required with inflow of information. On the other hand, availability of more information may also warrant enlarging the set of attribute values, due to say, a finer classification of categories. It may also be the case that currently we do not have information about an object regarding an attribute, but we get this information later. Similarly, we may have information that an object takes either the value v 1 or v 2 for an attribute, but later there is more precise information that the object takes the value v 1 . These cases also indicate that the induced knowledge base need not always be given by an equivalence relation.
In this article, we extend the semantics of TRL to the case of dynamic I spaces, where I ∈ {K,K4,T ,B,S4,KTB,KB4,S5}. In other words, we consider dynamic spaces that are finite collections (W ,R i ) i∈{1,...,n} of Kripke frames over the same domain, where the accessibility relations R i are of the same type in all the frames, and may be any binary relation, or have any of the properties of reflexivity, symmetry, transitivity or some combination thereof. So each (W ,R i ) represents a generalized approximation space. In Section 2, we give the syntax and semantics of logics L(T ,I) for dynamic I spaces. The language of L(T ,I) has modal connectives for 'possibility' and 'necessity', as well as temporal connectives. The logics enable us to express possible changes in the approximations of concepts as these evolve with time, along with the generalized knowledge base. This is illustrated through an example. However, it must be made clear here that we do not formalize through L(T ,I), possible reasons behind the changes in the knowledge base. One may mention that logics in [17] (that are not temporal though) attempt to address this issue.
The logics L(T ,I) have a close connection with multi-modal logics. Keeping in view the standard translation of the modal operator (for necessity), L(T ,I) can also be related to first-order temporal logics (cf. e.g. [14] [15] [16] ). Further, following the arguments given in [2] , one can show that the semantics of L(T ,I) can be determined through a kind of fibring over a combination of temporal and Kripke I frames corresponding to the modal system I. In fact, this manner of combination of temporal and Kripke frames has also found application in modelling belief revision [4, 5] . Moreover, it is distinct from known proposals of combination of modal logics, e.g. [3, 7, 8, 10, 13, 22, 23, 34] . In Section 3, we shall discuss the proposed logics in the perspective of other closely related known systems.
Our focus here is on the proof procedures of the logics L(T ,I). The common language of the logics L(T ,I) is denoted by L. Section 4 presents tableau-based proof procedures in a schematic manner. A prefixed tableau is used, in the line of [9] . In the case of standard modal logic, wellformed formulae (wffs) are labelled with prefixes to name the world where each wff is supposed to hold. As the satisfiability of L-wffs depends on time points as well as on the objects of the domain, the notion of prefix is modified so that it not only names an object, but also mentions the time point where the wff is supposed to hold. Prefixed tableau calculi for multi-modal logics have been studied, e.g., in [1, 11] . As there are connections between multi-modal logics and L(T ,I), one may wonder about possible syntactical links between the respective prefixed tableau calculi. However, on comparison, one can see that the notions of prefix used in these studies are all different from each other.
Sections 5 and 6 present the soundness and completeness theorems corresponding to the tableaubased proof procedures. In the next section, we present the syntax and semantics of the logics L(T ,I). Section 7 concludes the article. The issue of decidability of the logics L(T ,I) is discussed in the second part of this article [18] .
The logics L(T,I)
Let us consider a language L containing an unary modal connective (for necessity), unary temporal connectives ⊕ (next), (previous) and the binary temporal connectives U (until), S (since). So wffs of L are given as:
where ⊥, are the logical constants for false and true, respectively, and PV denotes the (countable) set of all propositional variables. Apart from the usual derived connectives ∨,→,↔,♦ (for possibility), there are the following:
FX := UX (some time in the future); GX := ¬F¬X (always in the future); PX := SX (some time in the past); HX := ¬P¬X (always in the past).
Semantics
The semantics of L is based on the notion of a dynamic space.
Definition 1
A dynamic space is a finite sequence F := F 1 ,F 2 ,...,F N , where F i := (U,P i ) and P i ⊆ U ×U, i = 1,2,...,N.
N is referred to as the cardinality of F and denoted by |F|. The elements of T F := {1,2,...,N} are the time points. Moreover, the relation P t , 1 ≤ t ≤ N, represents the information about the domain U of objects at the time point t.
Observe that a dynamic space is a finite collection of Kripke frames (on the same domain), and so we get different classes of dynamic spaces according as the relations in all the frames involved are of a certain type. For each I ∈{K, K4, T , B, S4, KTB, KB4, S5}, following standard modal logic nomenclature, we define a dynamic I space to be a dynamic space consisting of Kripke I-frames.
Let F := F 1 ,F 2 ,...,F N be a dynamic space, where F i := (U,P i ). A valuation function V on F is a map from the set PV of propositional variables to 2 U . M := (F,V ) is called a model.
Definition 2
The satisfiability of a L-wff X in a model M at t ∈ T F and w ∈ U, denoted as M,t,w |= X, is defined inductively:
• M,t,w |= and M,t,w |=⊥; • For each propositional variable p, M,t,w |= p, if and only if w ∈ V (p); • The standard definitions for the Boolean cases; • M,t,w |= X, if and only if M,t,w |= X for all w such that (w,w ) ∈ P t ; • M,t,w |= ⊕X, if and only if t < |F| and M,t +1,w |= X; • M,t,w |= X, if and only if t > 1 and M,t −1,w |= X; • M,t,w |= XUY , if and only if there exists r with t ≤ r ≤ N such that M,r,w |= Y , and for all k such that t ≤ k < r, M,k,w |= X; • M,t,w |= XSY , if and only if there exists r with 1 ≤ r ≤ t such that M,r,w |= Y , and for all k such that r < k ≤ t, M,k,w |= X.
Remark 3
Conditions of satisfiability of the derived connectives F, G, P and H are then obtained as follows:
• M,t,w |= FX, if and only if there exists some r with t ≤ r ≤ N and M,r,w |= X;
• M,t,w |= GX, if and only if for all r with t ≤ r ≤ N, M,r,w |= X;
• M,t,w |= PX, if and only if there exists some r with 1 ≤ r ≤ t and M,r,w |= X;
• M,t,w |= HX, if and only if for all r with 1 ≤ r ≤ t, M,r,w |= X.
A L-wff X is said to be satisfiable in F, if there exists some valuation function V on F such that M,1,w |= X for some w ∈ U, where M := (F,V ). X is satisfiable in a given a class G of dynamic spaces if X is satisfiable in some F ∈ G. The notion of validity is then defined in the usual way: X is valid in F if for all valuations V , and for all w ∈ U, M,1,w |= X, where M := (F,V ). Moreover, X is valid in a given a class G of dynamic spaces if X is valid in all F ∈ G.
Remark 4
One can also define a notion of satisfiability by requiring the satisfiability of the wff at some time point, at some object. That is, we may call a wff X satisfiable in F if there exists some valuation function V on F such that M,t,w |= X for some w ∈ U and some t ∈ T F . But in this article, we shall consider only the notions of satisfiability and validity given above.
X is said to be a propositional wff, in brief X ∈ PF, if X involves only Boolean connectives.
Remark 5
The interpretation of propositional variables is rigid here, in the sense that it is not time dependent. Accordingly, the truth value of any propositional wff X remains the same at every object, irrespective of time points. More formally, if M := (F,V ) and w ∈ U, we have M,t,w |= X if and only if M,t ,w |= X, for any t,t ∈ T F .
A natural generalization would be the case where the interpretation of propositional variables also changes with time. This would mean that, if N := {1,2,...,N}, F i := (U,P i ), i ∈ N, and F := F 1 ,F 2 ,...,F N , the valuation function V on F would be a map from PV to 2 U×N . To make the presentation simple, our discussions in this article are confined to rigid interpretations of propositional variables only. But we must remark that all the results obtained in this article (as well as those in the second part [18] ) can be easily proved for this generalized semantics as well.
Remark 6
In temporal logics, the time frame is usually considered to be unbounded in the future. But in the current article, it is taken to be finite both in the past and future. Such a consideration is very relevant to some problems in computer science and artificial intelligence [6] and more particularly, in RST. For instance, in the situation of the knowledge base (IS) evolving through time by means of updates, for all practical purposes, we consider only finitely many knowledge bases (ISs) corresponding to the different stages of updates (cf. [17] ), and hence this gives rise to a finite underlying time frame.
Definition 7
Each I ∈{K,K4,T ,B,S4,KTB,KB4,S5} determines a logic, denoted L(T ,I), consisting of all L-wffs valid in the class of dynamic I spaces. Moreover, for N ∈ N, we use L N (T ,I) to denote the logic consisting of all L-wffs valid in the class of dynamic I spaces F with |F|=N.
In [2] , it is shown how the language L can be used to express different properties of rough sets relative to time. We use the following example to briefly illustrate the expressive power of L.
Example 8
Let us consider the IS K 1 of Figure 1(a) , which provides information about six patients P1−P6 regarding attributes 'Temperature(T )'and 'Headache(H)'. This table is a modified form of the one given in [12] .
In Figure 1 (a), the attribute-value ' * ' denotes absence of information. Such an IS is called an incomplete information system (IIS). Formally, it is a tuple A := (U,A,∪ a∈A Val a ∪{ * },f ), where U, A, Val a are the same as in the case of a (complete) IS, and f : U ×A →∪ a∈A Val a ∪{ * } such that f (x,a) ∈ Val a ∪{ * }, for all x ∈ U and a ∈ A. It is observed that in the case of an IIS, a notion of 'similarity' is more relevant than indiscernibility. A similarity relation Sim is defined in [20, 21] as follows. (x,y) ∈ Sim A if and only if for all a ∈ A, f (x,a) = f (y,a), or f (x,a) = * , or f (y,a) = * . Observe that Sim A is a tolerance relation. The notions of lower and upper approximations, positive, negative, boundary and possible regions with respect to a similarity relation are defined in the same way as in the case of the indiscernibility relation (cf. Section 1).
Let us now return to the IIS K 1 . It could happen that some of the current information turns out to be incorrect and may get corrected later. Moreover, with new information, information gaps may also be filled. We may also get information about new attributes. For example, suppose we are provided with the following pieces of information. 
, and U := {P1,P2,...,P6}. Let X := {P2,P4,P6} be the set of patients infected with influenza. Taking 1 as the current time point, there may be questions such as the following in the context of the dynamic KTB space F.
Q1. For each object, is there a time point at which it becomes distinguishable from all other objects? Q2. Do we have an object such that it is not even in the possible region of X at any time point? Q3. Which are the objects that are currently in the boundary region of X, but get into one of its 'certain' (viz. positive/negative) regions at some future point?
Let us see how the language L can be used to phrase these questions. Let p,q be propositional variables. Q1 is equivalent to checking the validity of the L-wff
Then Q2 is equivalent to checking the satisfiability of G¬♦p in M, and the condition in Q3 is met by the objects satisfying the wff (♦p∧¬ p)∧F ( p∨¬♦p) in the model M.
L-semantics in perspective
Recall the notion of an IS given in Section 1. A temporal dimension was added to the study of ISs by Orłowska in [28] , by defining a 'dynamic IS', where an object takes different values for the same attribute at different time points. Thus, we obtain an approximation space corresponding to each time point representing information about the objects at that time point. A temporal logic dynamic IS logic (DIL) was proposed for dynamic ISs. DIL can express changes in attribute values of objects with time, but it fails to express approximations of sets (concepts) relative to time. This limitation of DIL is overcome by TRL [2] by introducing modal operators for 'necessity' and 'possibility'. TRL, as we have seen now, has been generalized here to get the logics L(T ,I). In this section, we present a comparative study of the logics L(T ,I) with some of the known logics in literature. For this purpose, we shall use the logic L N (T ,I), N ∈ N, consisting of all the wffs valid in the class of dynamic I spaces F with |F|=N. Moreover, the following notion of embedding will be very helpful.
Definition 9
A logic L 1 is embeddable into a logic L 2 (L 1 L 2 ), provided there is a translation of wffs of L 1 into L 2 , such that α is satisfiable in L 1 if and only if α is satisfiable in L 2 . If L 1 L 2 , and L 2 L 1 , then we write L 1 L 2 .
Multi-modal logics
For an integer N, let us consider the multi-modal version I N of the modal logic I (∈{K, K4, T , B, S4, KTB, KB4, S5}) consisting of modal operators i , i = 1,2,...,N. Let us use I N to denote the the set of all wffs of I N as well. Since a structure of the form (U,{P 1 ,P 2 ,...,P N }) can equivalently be written as the dynamic space F := F 1 ,F 2 ,...,F N , where F i := (U,P i ), and vice versa, the semantics of I N can be given based on dynamic spaces. Therefore, one can discuss validity of any I N -wff, or its satisfiability in a given class of dynamic spaces of cardinality N. The logic I N thus consists of all I N -wffs which are valid in the class of dynamic I spaces of cardinality N. We have the following theorem.
Theorem 10 Let I ∈{K,K4,T ,B,S4,KTB,KB4,S5}, and
Theorem 10 shows that the logic L N (T ,I) is identifiable with the logic I N . We sketch a proof, giving the involved translations explicitly.
Let N := {1,2,...,N}, and let L, the language of the logics L(T ,I), also denote the set of all wffs of L(T ,I). Assuming that the wffs of I N and L are formed using the same set PV of propositional variables, we define mappings 1 : N×L → I N , and 2 : I N → L as follows.
Definition 11
(1) 1 : N×L → I N such that
2 is homomorphic for Boolean connectives,
Let us consider a model M := (F,V ), where |F|=N. Then by an easy induction on the complexity of the wff X, we obtain the following. 
First-order temporal logics
Let us consider a temporal first-order language with equality based on the set of propositional variables PV which, along with the temporal operators ⊕, , U, S, has atomic wffs , ⊥, unary predicates P p corresponding to each p ∈ PV , and a binary predicate Q. Let F denote the wffs of this language. It is known that when interpreted on models, modal wffs are equivalent to first order wffs in one free variable, and this result is proved using the standard translation ST x mapping propositional variable p to P p (x), φ to ∀y(Rxy → ST y (φ)), y being a fresh variable. Therefore, it indicates that such a connection should also be there between the logics L(T ,I) and first-order temporal logics. In fact, a connection between L(T ,I) and the monodic packed fragment of F can be established by extending the standard translation ST x to the set of L-wffs such that ST x is homomorphic for temporal operators. We give the details below, but first let us recall that an interpretation of F is a structure of the form (T , W , {Q t } t∈T , {P p } p∈PV ), where W is a set of objects, T a non-empty set of time points with a suitable ordering and Q t ⊆ W ×W , P p ⊆ W , for each t ∈ T and p ∈ PV . Let us use FOI N , where N ∈ N, to denote the class of all interpretations of F over the initial segment {1,2,...,N} of N with natural ordering, as the underlying time frame. Let F N denote the logic consisting of all wffs valid in the class FOI N of interpretations.
Note that a model M : To give the precise connection between L(T ,I) and the monodic packed fragment of F, we give the definition of the latter, as presented in [16] .
Definition 14
An F-wff γ is said to be packing guard if γ is a conjunction of atomic and existentially-quantified atomic wffs (possibly equalities) such that any two distinct free variables of γ co-occur free in some conjunct of γ . The monodic packed fragment of F consists of the following wffs.
-Any atomic F-wff (which can be equality, , or ⊥) is monodic packed. -Boolean combinations of monodic packed wffs are monodic packed.
-If γ is packing guard, φ is a monodic packed wff, every free variable of φ is free in γ , and y is a tuple of variables, then ∃y(γ ∧φ) is a monodic packed wff. -If x is a variable and φ,ψ are monodic packed wffs with free variable at most x, then φ U ψ and φ S ψ are monodic packed wffs. -If x is a variable and φ is a monodic packed wff with free variable at most x, then ⊕φ and φ are monodic packed wffs.
As a consequence of Proposition 13, the translation ST x will lead us to an embedding of L N (T ,K) into the monodic packed fragment of F, provided we add a conjunct which imposes the condition that the interpretation of propositional variables is rigid. Such a condition may be given by the wff p defined as follows:
Note that p is a monodic packed wff. p is not unique-there may be other wffs expressing the rigidity condition (e.g. ones involving the operator H).
We have the following theorem.
Theorem 15
For I ∈{K,K4,T ,B,S4,KTB,KB4,S5}, and N ∈ N, L N (T ,I) is embeddable into the monodic packed fragment of F.
Proof. First, let I = K. We choose a first-order variable x 0 and fix it. Consider the translation K from L to the monodic packed fragment of F, defined as follows.
where p ∈ X means that the propositional variable p occurs in X. Now using Proposition 13, we obtain the desired result for K. Similar would be the case for the other I's: we would need to add a conjunct in the above translation according to the type of relations in the respective dynamic I spaces. For instance, for I = B, the dynamic I spaces consist of symmetric relations, and so the required translation would be
Remark 16
We can easily obtain a result similar to Theorem 15 for the semantics discussed in Remark 5, where the interpretation of the propositional variables is not rigid, i.e. it also changes with time. For this, we just need to remove the conjunct p∈X p from the translations.
Although we have given the semantics of the language L with a finite time line, it can, in a natural way, be extended to models with N itself as the underlying time frame. Then Theorem 15 can be extended to this class of time structures as well. That is, if L N (T ,I) (F N ) is the logic consisting of L−wffs (respectively, F−wffs) valid in the class of dynamic I spaces (respectively, interpretations of F) with N as the underlying time frame, then we have
Theorem 17
For I ∈{K,K4,T ,B,S4,KTB,KB4,S5},
The proof follows exactly in the lines of that of Theorem 15. We shall use this theorem in [18] to obtain a decidable fragment of the logic L(T ,I).
Finger and Gabbay's proposal of combination of modal logics
As mentioned in Section 1, following the arguments given in [2] one can show that the semantics of L(T ,I) can be obtained as a combination of temporal and basic modal logic, and thus one would like to see how these logics are related with the existing proposals of combination of modal logics. We consider the logics presented in [8] and [4] .
Finger and Gabbay in [8] introduced a general methodology to combine an arbitrary logical system L with a pure propositional temporal logic T (such as linear temporal logic with 'Since' and 'Until').
Let us call the resultant combined logic T (L). Let us consider the modal system S5 and see how the logic T (S5) is related with L(T ,S5). A similar argument would work for I ∈{K, K4, T , B, S4, KTB, KB4}.
To define the wffs of T (S5), S5-wffs are divided into two classes: (a) a wff belongs to the set of Boolean combinations, BC K , if and only if it is built from other wffs by using one of the Boolean connectives ¬ or ∧, or any other connective defined only in terms of those; (b) it belongs to the set ML S5 of 'monolithic' wffs otherwise. Then the set L T (S5) wffs of T (S5) is defined as follows.
Thus, the wffs of T (S5) form a proper subset of L-wffs: only those L-wffs are considered in which temporal operators do not come in the scope of . So, for instance, (αUβ) is not a wff of T (S5). Note that if we restrict ourselves to only such wffs in L, it would deprive L of one of its salient features. We would not be able to compute expressions such as (X R 1 ) R 2 , i.e., where there is an iteration of lower/upper approximation operators corresponding to different relations. In L, the syntactic counterpart of the afore-mentioned expression is the wff ⊕ p. The semantics of T (S5) is based on a structure of the form M t := (T ,<,g), where (T ,<) represents the underlying flow of time and g is a function which associates each time point with a tuple (M t ,w t ). M t := (W t ,R t ,V t ) is an S5 model and w t ∈ W t . The satisfiability relation is defined as follows: S5 , if and only if M t ,w t |= α, where g(t) := (M t ,w t ); (2) M T ,t |= αUβ, if and only if there exists s ∈ T such that t < s and M T ,s |= β, and for every
The Boolean and 'Since' cases are defined in the standard way. The difference between this semantics and that of L(T ,S5) becomes clear now. In T (S5), for each time point, the object w t and the model M t are fixed. So when one moves to a time point t, an S5-wff must be evaluated at the object w t , and across time points, these objects would vary in general. In L(T ,S5), however, when one moves across time points using only the ⊕, ,U or S operators, the object at which a wff is to be evaluated, remains the same. For instance, the satisfiability of the wff ⊕ p at (t,w) ∈ T ×W in L(T ,S5) semantics entails that the object w is in the lower approximation of the set represented by p with respect to the relation at the t +1 th time point. On the other hand, satisfiability of the same wff at the same time point in T (S5) semantics means that the object w t+1 , is in the lower approximation of the set represented by p with respect to the relation at the t +1 th time point. So, in this case, the satisfiability of the wff ⊕ p does not depend on the object w at which it is evaluated.
Bonanno's proposal
Now, let us move to the logic proposed by Bonanno [4] , which is also very closely related with L(T ,I). The language of this logic contains three modal operators: B (belief operator), I (information operator) and A (global modal operator). It also contains temporal operators ⊕ and , but does not have until and since operators. The wffs are given as: p ∈ PV |α|¬α|α ∧β|Bα|Iα|Aα.
The semantics is based on a structure of the form (T ,<,W ,{B t } t∈T ,{I t } t∈T ), called temporal belief revision frame, where -(T ,<) is a next-time branching frame, that is, <⊆ T ×T such that,
• if t 1 < t 3 and t 2 < t 3 , then t 1 = t 2 and • if (t 1 ,...,t n ) is a sequence with t i < t i+1 , then t n = t 1 ,
The satisfiability conditions for the operators B, ⊕ and are given as follows. Let (t,w) ∈ T ×W . − t,w |= Bα if and only if t,w |= α for all w such that (w,w ) ∈ B t . − t,w |= ⊕α if and only if t ,w |= α for all t such that t < t .
(1) − t,w |= α if and only if t ,w |= α for all t such that t < t.
One can see that the satisfiability condition of B is the same as that of the operator of L(T ,I). Moreover, the satisfiability conditions of ⊕ and given by (1), (2) and Definition 2 coincide when we consider a finite linear time line.
A deductive system for the set of wffs valid in all temporal belief revision frames has not been obtained, and the problem has been cited as open in [5] . However, a deductive system is proposed for wffs valid in all structures of the form (T ,<, W , {W t } t∈T ,{B t } t∈T ,{I t } t∈T ), called general temporal belief revision frames, where corresponding to each time point t, we have the domain W t ⊆ W and B t ,I t ⊆ W t ×W t . The satisfiability conditions of ⊕ and are now given as follows. Let →⊆ (T ×W )×(T ×W ) be such that (t,w) → (t ,w ) if and only if (1) w = w , (2) w ∈ W t ∩W t and either (3a) t < t , or (3b) t < * t and for every x ∈ T , if t < * x and x < * t , then w / ∈ W x , where < * denotes the transitive closure of <.
−t,w |= ⊕α if and only if t ,w |= α for all t such that (t,w) → (t ,w).
(3) −t,w |= α if and only if t ,w |= α for all t such that (t ,w) → (t,w).
Note that the temporal belief revision frame is obtained as a special case of the general temporal belief revision frame by imposing the condition W t = W for all t. Moreover, in the case of temporal belief revision frame, the conditions (3) and (4) just reduce to (1) and (2), respectively. So, in [4] a branching time structure is considered, whereas, in L(T ,I) we have a finite linear time line. In the second part of this article [18] , we shall consider a fragment L 2 of L(T ,I), which properly contains Bonanno's logic without the operators I and A, and where the operator B is identified with . This fragment of L(T ,I) is proved in [18] to be decidable, entailing the decidability of the above fragment of Bonanno's logic with respect to the class of all temporal belief revision frames over finite linear time line.
Tableau-based proof method
We now present tableau-based proof procedures for the logics L(T ,I) corresponding to the classes of dynamic I spaces. Prefixed wffs are used for the purpose. The technique is in the line of the one given by [9] with appropriate modifications. We begin with some basic definitions.
Let 'T ' and 'F' be two new symbols. By a signed wff, we mean TX or FX where X is a L-wff. The complexity of a signed wff TX or FX, is the complexity of X in the usual sense. A signed sub-wff of X, or TX or FX, is a signed wff of the form TY or FY , where Y is a sub-wff of X. We denote the set of all signed sub-wffs of X (or, TX or FX) by S(X).
TX behaves like X and FX behaves like ¬X. Thus, we have the following. One can obtain similar results for other types of signed wffs. Let us recall the notion of a prefix considered in [9] to give the tableau-based proof procedures for modal logics. It is defined as a non-empty string over the set N of positive integers. Wffs are labelled with the prefix to name the world (object) where each wff is supposed to hold. Satisfiability of a L-wff depends on the object as well as on the time point where the wff is evaluated. Thus, we need to modify the notion of a prefix so that it not only names the object, but also mentions the time point where the wff is supposed to hold. In fact, if our interest is in the dynamic spaces of cardinality N, then we will consider strings over the set N∪{R 1 ,R 2 ,...,R N }. The elements from {R 1 ,R 2 ,...,R N } will keep track of the time points. We formally define a N-prefix as follows. For a string σ , let us write |σ | and (σ ) i , i ≤|σ |, to denote the length of σ and the i th element of σ . The empty string is denoted by ε.
Definition 19
Let N be an integer. A string σ over the alphabet N∪{R 1 , R 2 , ..., R N } is called a N-prefix if it satisfies the following:
We will denote the set of all N-prefixes by P(N). For instance, observe that for N ≥ 3, R 2 135, R 2 1R 3 and R 2 135R 1 157 are N-prefixes, but 1R 2 135, R 2 1R 3 R 1 157 and R 2 135R 2 157 are not. Note that ε ∈ P(N), for all N. We call ε the empty N-prefix. ε is usually not taken as a prefix, but we do so for making some statements compact.
Notation 20
In the rest of this section τ,σ,μ, σ 1 ,σ etc. will denote N-prefixes. X,Y ,Z etc. will be used to denote the L-wffs as well as the signed wffs and the context should be clear from the occurrence. Furthermore, l,t etc. in a N-prefix will denote the elements from N.
Definition 21
The characteristic of a N-prefix σ , denoted as char(σ ), is the integer n ∈{1,2,...,N} such that σ = τ R n or σ = τ R n l 1 l 2 ···l r where l i ∈ N.
Notation 22
For a N-prefix of the form σ t, t ∈ N, we write (σ t) * n to denote the N-prefix σ tR n if char(σ t) = n, and σ t, otherwise.
If a wff is labelled by a N-prefix σ with char(σ ) = n, then it signifies that the wff needs to hold at the object represented by σ at the time point n. Moreover, the N-prefixes σ and σ R l will be used to refer to the same object. Thus, the N-prefixed wffs σ X and σ R l X will indicate that the wff X needs to hold at the object represented by σ (or, σ R l ), but at the time points char(σ ) and char(σ R l ), respectively. In other words, σ and σ R l represent the same object of the domain, but in the context of different approximation spaces/time points (which are determined by the characteristics of the N-prefixes). Thus σ t, (σ t) * k represent the same object, possibly at different time points: (σ t) * k indicates the time point k.
Let X be a wff. Given an integer N, an (I,N)-tableau for X, I ∈{K, K4, T , B, S4, KTB, KB4, S5}, is the tree each of whose nodes is marked with a N-prefixed signed wff (that is, wff of the form σ TX or σ FX, where σ ∈ P(N)), obtained by enlarging the one node tree R 1 1FX using certain (I,N)-tableau extension rules, which will be provided later. An (I,N)-branch (i.e., a branch of a (I,N)-tableau) is called closed if it contains either of the following:
Clearly, an (I,N)-tableau is going to be interpreted in the dynamic spaces of cardinality N. Now, condition 4 corresponds to the situation where we need a wff of the form ⊕X to be satisfied at the time point N of a dynamic space with cardinality N, which is obviously not possible. Similarly, condition 5 points to an absurdity.
An (I,N)-branch that is not closed is called open. An (I,N)-tableau is said to be closed if each branch of it is closed.

Definition 23
(i) A wff X is said to be (I,N)-tableau provable if we obtain a closed (I,N)-tableau for X.
(ii) If X is (I,N)-tableau provable for all N, then we say that X is I-tableau provable.
To give the full set of tableau extension rules, we need a few more definitions.
Definition 24 (i) σ ∈ P(N) is said to be used on an (I,N)-tableau branch if σ Z occurs on the branch for some signed wff Z. (ii) σ ∈ P(N) is said to be unrestricted on an (I,N)-tableau branch if σ is not an initial segment
(proper or otherwise) of any N-prefix used on the branch. (iii) σ ∈ P(N) is said to be a simple extension of σ ∈ P(N) if σ = σ n for some n ∈ N.
Let us pause for a moment here and again recall the tableau-based proof procedures of modal logics given in [9] . The accessibility relation, say R K , on the set of prefixes for the modal system K is defined such that (σ,σ ) ∈ R K if and only if σ = σ t, t ∈ N. If we want the relation to be reflexive, then we also include the relation R r , where (σ,σ ) ∈ R r if and only if σ = σ . Similarly, if we want the symmetry, then we consider the relation R s , where (σ,σ ) ∈ R s if and only if (σ ,σ ) ∈ R K , that is, if and only if σ = σ t. Therefore, the accessibility relation for the modal system T , B can be given as R K ∪R r and R K ∪R s , respectively.
Let us return to the situation here. A natural question arises: could the relation R K also be taken as the accessibility relation for the class of dynamic K spaces? Moreover, would the relation R r be enough to impose reflexivity? The answer to both the questions is negative. In fact, we shall require the following relations to define the accessibility relations for different classes of dynamic spaces.
Definition 25
Let n ≤ N. We define the relations R1,R2,R3,R 4 n ,R s4 n ,R 5 n , R s5 n ,R 6 n ,R s6 n ,R 7 n ,R s7 n on the set P(N)\{ε} of N-prefixes as follows.
-(σ,σ ) ∈ R1 if and only if σ = σ ; -(σ,σ ) ∈ R2 if and only if σ = σ R l for some l ∈{1,2,...,N}; -(σ,σ ) ∈ R3 if and only if σ = σ R l for some l ∈{1,2,...,N}; -(σ,σ ) ∈ R 4 n if and only if σ = σ t for some t ∈ N, where char(σ ) = char(σ ) = n; -(σ,σ ) ∈ R s4 n if and only if σ = σ t for some t ∈ N, where char(σ ) = char(σ ) = n; -(σ,σ ) ∈ R 5 n if and only if σ = τ R l and σ = τ R n t for some l ∈{1,2,...,N} and t ∈ N;
-(σ,σ ) ∈ R s5 n if and only if σ = τ R l and σ = τ R n t for some l ∈{1,2,...,N} and t ∈ N; -(σ,σ ) ∈ R 6 n if and only if σ = τ R l and σ = τ t for some l ∈{1,2,...,N} and t ∈ N, where char(σ ) = char(τ ) = n; -(σ,σ ) ∈ R s6 n if and only if σ = τ R l and σ = τ t for some l ∈{1,2,...,N} and t ∈ N, where char(σ ) = char(τ ) = n; -(σ,σ ) ∈ R 7 n if and only if σ = σ R n t for some t ∈ N; -(σ,σ ) ∈ R s7 n if and only if σ = σ R n t for some t ∈ N.
Since the N-prefixes σ and σ R l will be interpreted to represent the same object, if we want the accessibility relation to be reflexive, then R1 will not be sufficient for the purpose and we shall require R2 and R3 as well. For a similar reason, we will require R 5 n ,R 6 n ,R 7 n in addition to R 4 n to give the accessibility relation for the class of dynamic K spaces. R s4 n ,R s5 n ,R s6 n ,R s7 n will be used to give symmetry.
The following definition gives the accessibility relations for different classes of dynamic spaces using the relations defined above.
Definition 26
Let I ∈{K,K4,T ,B,S4,KTB,KB4,S5} and n ≤ N. We define the I-accessibility relation for characteristic n, R I n , on the set P(N)\{ε} of N-prefixes as follows. Let us write R * to denote the transitive closure of the relation R.
Now, we are in a position to give the tableau extension rules for each of the classes of dynamic I spaces, I ∈{K,K4,T ,B,S4,KTB,KB4,S5}. Figures 3 and 4 give the rules for these classes corresponding to the N-prefixed wffs. We call these (I,N)-tableau extension rules. Except one, the rules for the Since operator are not listed, as these can be given in the lines of those for the Until operator.
The rules involving temporal operators, that is, ⊕, ,U,S-rules, will be called the temporal rules.
To understand the tableau extension rules, let us consider a wff ⊕α. To evaluate ⊕α at the time point t at the object w, we need to evaluate the wff α at the same object w, but at the time point t +1. To capture this fact, the ⊕ rule is designed such that if the branch contains σ m⊕α, m ∈ N, then using the ⊕(b)-rule, we introduce the wff σ mR l+1 α (assuming char(σ m) = l). The N-prefix in the latter is used to indicate the same object referred to by σ m (recall the comments following Definition 21), along with the fact that we have shifted focus to the time point l +1. Similarly, one may explain the rule U(d). Note that in a model M with number of time points N, for any w ∈ U and n < N, we have M,n,w |= ¬(XUY ), if and only if either M,k,w |= ¬Y for all k with n ≤ k ≤ N, or there exists s with n ≤ s < N such that M,s,w |= ¬X and for all k such that n ≤ k ≤ s, M,k,w |= ¬Y . Observe that the wff XUY can be made false at (n,w) in N −n+1 possible ways. Accordingly, the rule U(d) for τ F(XUY ), n < N, where τ = σ R n t 1 t 2 ···t r , asks for the introduction of N −n+1 branches. We again note that all N-prefixes of the kind τ * m in the rule indicate the same object referred to by τ , along with the fact that we have shifted focus to the time point m. The tableau extension rules for the other wffs may be understood in a similar manner.
Given a N-prefix σ , we would like to investigate next what would be the form of any N-prefix μ related to σ by the relation R I n . We would then be able to see the possible forms of an accessible N-prefix-this is crucial for the application of the ν rule. Moreover, the information about the form of such N-prefixes will also be used for obtaining important results related with the soundness, completeness and termination of the proof procedures. The form of μ depends on I as well as on the form of σ itself. Here we will only give the propositions determining the form for I = S5, but one can obtain similar results for other Is. In fact, the argument will be simpler for all the other choices of Is.
Let us first consider the N-prefix of the form τ := τ R n t 1 t 2 ···t s , s ≥ 1 and the relation R S5 n . We investigate the form of μ for which we have (τ,μ) ∈ R S5 n . Since R S5 n is reflexive, we should have (τ,τ ) ∈ R S5 n . Moreover, due to symmetry and transitivity of R S5 n , we also expect to have
n . Furthermore, as mentioned above, σ and σ R l will be interpreted to represent the same object, and thus we should also have (τ,τ R l ) and (τ,τ R n d 1 
n . In fact, the following proposition shows that these are the only possibilities for μ.
Proposition 27
Let τ = τ R n t 1 t 2 ···t s , s ≥ 1 and (τ,μ) ∈ R S5 n . Then μ must be in either of the following forms.
The proposition is proved by showing that if τ R KTB n σ 1 R KTB n σ 2 ···R KTB n σ j , then σ j is in either of the above-mentioned forms. We use induction on j to prove it. The detailed proof is given inAppendixA.1.
As a direct consequence of Proposition 27, we obtain the following corollary.
Corollary 28
Let μ,τ ∈ P(N) be such that
We end this section with the two following propositions, similar to Proposition 27.
Proposition 29
Let τ = τ R h t 1 t 2 ···t s R n ∈ P(N), (so, s ≥ 1, h = n) and (τ,μ) ∈ R S5 n . Then μ = τ R h t 1 t 2 ···t s or μ must be in either of the form (a) τ R h t 1 t 2 ···t s R l , or (b) τ d 1 d 2 ···d r , or (c) τ d 1 d 2 ···d r R l .
Proposition 30
Let τ = τ R h t 1 t 2 ···t s , s ≥ 1, h = n and (τ,μ) ∈ R S5 n . Then μ = τ or μ must be in either of the form (a)
Soundness
In this section, we shall prove the soundness of the tableau-based proof procedures proposed in Section 4. We begin with the following definitions. Recall the relations R I n given by Definition 26.
Definition 31
(i) Let S be a set of N-prefixed wffs and F := F 1 ,F 2 ,...F N be a dynamic I space, where
By an I-interpretation of S in F, we mean a mapping Int from the set of N-prefixes that occur in S to W such that the following conditions are satisfied:
(ii) A set S of N-prefixed wffs is said to be (I,N)-satisfiable if there exists some dynamic I space Observe that the condition (b) in the definition of interpretation signifies that the N-prefixes σ and σ R l represent the same object.
Example 32
Let us consider a (S5,2)-tableau for the wff F r → ♦p∨ q, p,q,r ∈ PV , given in Figure 5 .
Let S be the set of N-prefixed wffs occurring in the right branch of the above tableau. Let us consider the dynamic S5 space F := F 1 ,F 2 , where F i := (U,P i ), U := {x,y}, U/P 1 := U ×U and U/P 2 := {{x},{y}}. From Proposition 27, it follows that (R 1 1,R 1 11),(R 1 1R 2 ,R 1 11) / ∈ R S5 2 and thus one can verify that the mapping Int, which maps R 1 1 and R 1 1R 2 to x and R 1 11 to y is an interpretation of S in F. Moreover, using Int and the valuation V which maps p to ∅, q and r to {x}, one can show that the right branch of the above tableau is (S5,2) satisfiable. For instance, for the wff R 1 1F(F r → ♦p∨ q) lying on the right branch, we have M,1,Int(
Using the definition of a closed branch, it is not difficult to obtain The following proposition will lead us to the desired theorem.
Proposition 34
Let T be an (I,N)-tableau that is (I,N)-satisfiable. Let T be the (I,N)-tableau that results from a single (I,N)-tableau rule being applied to T . Then T is also (I,N)-satisfiable.
A proof of Proposition 34 is provided in Appendix B.1.
Using Proposition 34, we obtain, for any I ∈{K, K4, T , B, S4, KTB,KB4,S5}. 
Completeness
We now address the completeness of the tableau-based proof procedures proposed in Section 4. To do that, we first give a systematic procedure to construct an (I,N)-tableau for a given wff X such that if the (I,N)-tableau for X obtained following this procedure is not closed, then X cannot have a closed (I,N)-tableau. Moreover, in that case, the resultant tableau will give enough information to construct a counter model for X.
Let us call a N-prefixed wff atomic if it is of the form σ TA or σ FA where σ is of the form τ l, l ∈ N, and A is an atomic wff, that is, A is a propositional variable or or ⊥. Note that in [9] , a prefixed wff of the form σ TA and σ FA, A being atomic, is taken to be atomic, but in our case, the N-prefixed wff, say R 1 12R 2 Tp, p ∈ PV , is not atomic. This deviation is due to the fact that in [9] , no tableau extension rule can be applied on the wff σ TA or σ FA, but it is not the case with R 1 12R 2 Tp. In fact, the propositional rule is applicable on it.
We now describe the systematic procedure to construct an (I,N)-tableau for a given wff X, step by step as follows.
Step-1: We begin by placing R 1 1FX at the origin. Suppose the n th stage of the construction is completed. The tableau constructed so far could be either closed or open. If it is closed then stop the construction. Otherwise, we move to step n+1.
Step-n+1: Choose an occurrence of a N-prefixed wff σ Z as high up in the tree as possible, satisfying the following. This ends the description of our systematic procedure. Let us name this procedure P1. We note that in following P1, it is possible to fall into an endless sequence of steps. For example, procedure P1 to construct a (B,3)-tableau for ⊕¬♦ ♦X (X ∈ PV ) will never terminate as shown by the following example.
Example 36
The (B,3)-tableau for ⊕¬♦ ♦X (X ∈ PV ), obtained by following P1 is given in Figure 6 .
To handle this situation in the proof of the completeness theorem, we use König's lemma which states that an infinite, finitely generated tree must have an infinite branch. A finitely generated tree is one where each node has only a finite number of immediate successors, and an infinite tree has infinitely many nodes. We note that (I,N)-tableaux are finitely generated as each node has at most N successors.
The open branches of a tableau obtained by following the procedure P1 have certain properties which lead us to the desired counter model. These properties are assembled to give the following definition.
Definition 37
Let S be a set of N-prefixed wffs. S is called (I,N)-downward saturated provided the following conditions are satisfied:
(1) (a) For any X, it cannot be the case that both σ TX and σ FX belong to S for some N-prefix σ .
( 
(Here σ ∈ S means σ ψ ∈ S for some ψ). (3) Let σ X ∈ S and suppose σ X is such that some (I,N)-tableau extension rule, other than the ν and π rules, is applicable on it (note that at most one rule can be applicable on σ X). Suppose application of that rule on σ X results in splitting of the branch in, say, k forks. Then there is a fork such that every N-prefixed wff occurring on it belongs to S. Thus if σ α ∈ S, then σ α 1 and σ α 2 both belong to S. Similarly, if σ R n T (XUY ) ∈ S then σ * n TY ∈ S, or, there exists some
If σ π ∈ S, then σ π 0 ∈ S for some σ which is a simple extension of σ .
Observe that the above definition is a natural extension of the one given in [9] keeping in view the presence of tableau extension rules which were not there in [9] . The conditions (1a)-(1d) correspond to the openness of the branch. Conditions (3)- (5) are based on the tableau extension rules. A condition like (2) is not required in [9] , but we need it here to handle the ν-rule (as we shall see in Proposition 40 below).
It is not difficult to see the following.
Proposition 38
The set of all N-prefixed wffs occurring on an open branch θ of an (I,N)-tableau, obtained by following procedure P1, is an (I,N)-downward saturated set. Now, we are in a position to give the desired counter model.
Definition 39
Let S be an (I,N)-downward saturated set. Consider the dynamic I space
where
σ is not of the form σ R l and σ Z ∈ S for some signed wff Z}, (σ,σ ) ∈ P S n if and only if (σ,σ ) ∈ R I n , n = 1,2,...,N. So, P S n is the restriction of R I n on W S .
F S will be called the dynamic I space generated by S.
Given an (I,N)-downward saturated set S, let V S : PV → 2 W S be the valuation defined as,
Let Int S be the interpretation defined by
The main result of the section is as follows-it leads us to the completeness theorem. 
Proposition 40
Let S be an (I,N)-downward saturated set. Then for any N-prefixed signed wff σ Z,
where char(σ ) = n and M S := (F S ,V S ).
The proof is by induction on the complexity of Z, and is provided in Appendix C. 
Conclusions
Motivated by generalized RST, we have addressed the issue of reasoning with concepts in the framework of a collection of knowledge bases over the same domain, evolving with time. Logics L(T ,I), I ∈{K, K4, T , B, S4, KTB, KB4, S5}, are considered for the purpose. The language of the logics has modal connectives for 'possibility' and 'necessity', as well as temporal connectives. Models of L(T ,I) are based on dynamic I spaces. Schematic tableau-based proof procedures are proposed, and the corresponding soundness and completeness theorems are proved. Decidability results relating to L(T ,I) are discussed in [18] . The scheme of the presented work may well be extended to normal modal systems other than the ones considered here. The semantics of L(T ,I) can be determined through a kind of fibring over a combination of temporal and Kripke I frames corresponding to the modal system I. Detailed comparisons have been made with multi-modal logics, first-order temporal logics, as well as with the semantics of the logics due to Finger and Gabbay [8] , and Bonanno [4] , which are also combinations of modal logics.
As mentioned in Remark 5, a generalization of the logics L(T ,I) can be obtained by making the interpretation of propositional variables time dependent, that is, by considering a valuation function V on F, where F := F 1 ,F 2 ,...,F N , F i := (U,P i ), and N := {1,2,...,N}, to be a map from PV to 2 U×N . All the results obtained in this article can easily be extended to this generalized semantics as well. For instance, the tableau based proof procedure for L(T ,I) with this generalized semantics consists of all the tableau extension rules of L(T ,I) (with time independent interpretation of propositional variable) except the propositional rule. Corresponding soundness and completeness theorems can be proved by making necessary changes. A nice property of Hilbert-style axiomatization of modal systems is that, one can switch from one system to another by just adding or removing axioms. This property is missing in the proposed tableau-based procedures. In fact, the ν-rule depends on the accessibility relation on the set of Nprefixes which varies with the system. Moreover, due to the ν-rule, one needs to keep track of all N-prefixes occurring in the branch. In [26] , single-step tableaux (SST) for modal logics are presented which have the property of Hilbert-style axiomatization as mentioned above. SST also modify the modal tableaux of [9] by replacing the ν rule such that one is not required to keep track of previously occurring prefixes. In the line of [26] , one can propose SST for L as well. We would also need to modify the ν-rule. For instance, for the dynamic K4 spaces, one can replace the ν-rule with the rules in Figure 7 .
It is not difficult to see the soundness theorem. Independent proofs of completeness are not yet investigated. However, using Theorem 41, one can prove the completeness theorem by showing that the ν-rule is deducible here. Suppose (σ,σ ) ∈ R K4 n , char(σ ) = char(σ ) = n and σ v occurs on a branch θ. We need to show that σ ν 0 can be introduced in θ using the rules mentioned above. In fact, by giving arguments similar to Proposition 27 (which was done for S5), we obtain σ to be of the form σ l 1 l 2 ···l r . Now, using the second rule above r −1 times successively starting from σ ν, we obtain σ l 1 l 2 ···l r−1 ν ∈ θ . Then applying the first rule on σ l 1 l 2 ···l r−1 ν, we obtain σ l 1 l 2 ···l r− l r ν 0 ∈ θ , that is σ ν 0 ∈ θ.
There are some pending issues with the logics for dynamic I spaces. It appears that the deductive system of the logics for dynamic I spaces would consist of the axioms of the modal system I for , and the usual axioms of linear temporal logic [25] with modifications to account for finiteness both in the past and future. However, the corresponding completeness result is yet to be obtained.
We have seen that through L(T ,I), one can express behaviour of rough sets relative to time, in generalized approximation spaces. In particular, the logic L(T ,S5) corresponds to the classical rough set model, where the knowledge base is represented by an equivalence relation on the domain. One could now investigate some variants/extensions of L(T ,I). For instance, if we would like to see how the attribute values of objects are changing with time, then descriptors, namely attribute, attributevalue pairs, could be included in the language as done in the case of DIL [28] . This would help us to formalize through the resulting system, possible reasons behind changes in the knowledge base-an issue that is not addressed in this article. Another interesting issue is the following. Recall that in a dynamic space, all the constituents frames are based on the same domain. But it is natural to have a situation where the domain also evolves with time, and hence we have different domains of objects at different time points. Note that the logic considered by Bonanno in [4] (cf. Section 3) also considers domains which vary with time. This aspect can be captured by L(T ,I) by making suitable changes in the semantics. It may be worth investigating a proof procedure for the modified systems.
(τ,σ 1 ) ∈ R for R ∈{R2,R 5 n ,R 6 n ,R 7 n }. Therefore, σ 1 = τ (in the case when (τ,σ 1 ) ∈ R1), or σ 1 must be in one of the following forms: -τ R l (when (τ,σ 1 ) ∈ R3), or -τ R n t 1 t 2 ···t s t s+1 (when (τ,σ 1 ) ∈ R 4 n ), or -τ R n , where s = 1 (when (τ,σ 1 ) ∈ R s4 n ), or -τ R n t 1 t 2 ···t s−1 , where s ≥ 2 (when (τ,σ 1 ) ∈ R s4 n ), or -τ R l , where s = 1 (when (τ,σ 1 ) ∈ R s5 n ), or -τ R n t 1 t 2 ···t s−1 R l , where s ≥ 2 (when (τ,σ 1 ) ∈ R s6 n ), or -τ , where s = 1 (when (τ,σ 1 ) ∈ R s7 n ). Thus in each case, we obtain σ j in the desired form.
Induction case: Suppose (a) σ j = τ , or σ j is in one of the following forms:
Case (a): σ j = τ Since char(τ ) = n and (σ j ,σ j+1 ) ∈ R KTB n , σ j+1 = τ (when (σ j ,σ j+1 ) ∈ R1) or σ j+1 must be in either of the following forms:
-τ R l (when (σ j ,σ j+1 ) ∈ R3), or -τ R n d 1 (when (σ j ,σ j+1 ) ∈ R 7 n ). Case (b): σ j is of the form τ R l .
In this case, σ j+1 = τ (when (σ j ,σ j+1 ) ∈ R2), or σ j+1 must be in either of the following forms:
-τ R l (when (σ j ,σ j+1 ) ∈ R1), or -τ R l d 1 , l = n (when (σ j ,σ j+1 ) ∈ R 4 n ), or -τ R n d 1 , (when (σ j ,σ j+1 ) ∈ R 5 n ). Case (c): σ j is of the form τ R n d 1 d 2 ···d k .
Then, σ j+1 = τ and k = 1 (when (σ j ,σ j+1 ) ∈ R s7 n ), or σ j+1 must be in one of the following forms:
n ), or -τ R n d 1 d 2 ···d k−1 and k ≥ 2 (when (σ j ,σ j+1 ) ∈ R s4 n ), or -τ R n and k = 1 (when (σ j ,σ j+1 ) ∈ R s4 n ), or -τ R l and k = 1 (when (σ j ,σ j+1 ) ∈ R s5 n ), or -τ R n d 1 d 2 ···d k−1 R l and k ≥ 2 (when (σ j ,σ j+1 ) ∈ R s6 n ). Case (d): σ j is of the form τ R n d 1 d 2 ···d k R l .
Then, σ j+1 must be in either of the following forms:
(when (σ j ,σ j+1 ) ∈ R 6 n ). Thus, in each case, we obtain σ j+1 in the desired form. This completes the proof. θ. Let us first consider the case when σ * n+1 is used on θ . In this case Int is defined for σ * n+1 . Moreover, Int(σ ) = Int(σ * n+1 ). Therefore, from M,n,Int(σ R n ) |= ⊕, we obtain M,n+1,Int(σ * n+1 ) |= ⊕ 0 . Now, let us suppose σ * n+1 is not used on θ. Then, we must have σ * n+1 = σ R n+1 . We define Int * with domain dom(Int)∪{σ R n+1 } as follows.
Int
* (τ ) := Int(τ ) if τ is used on θ Int(σ ) for τ = σ R n+1 .
We claim that Int * is an interpretation for the set of N-prefixed wffs occurring on the extended branch. Let τ be any N-prefix used on the branch θ and (τ,σ R n+1 ) ∈ R TS5 l for some l ≤ N. This implies (Int(τ ),Int(σ )) ∈ P l and hence (Int * (τ ),Int * (σ R n+1 )) ∈ P l . The other property of interpretation is trivially satisfied by Int * . Moreover, it is not difficult to see that M,n+1,Int * (σ R n+1 ) |= ⊕ 0 .
All the remaining cases can be proved in the same fashion.
Therefore, using the fact that σ ν ∈ S and the definition of a downward saturated set, we obtain τ ν 0 ∈ S. By the induction hypothesis, M S ,n,Int S (τ ) |= ν 0 , that is, M S ,n,σ |= ν 0 . In the other case when σ is of the form τ 1 R n , we still obtain a τ satisfying the above mentioned properties, and hence the desired result. Now, we move to the case when σ Z is of the form σ R n T (XUY ), where n < N. Then either σ R n TY ∈ S, or there exists i, 2≤ i ≤ N −n+1 such that σ * n+i−1 TY ∈ S and for all k, 0 ≤ k ≤ i− 2, σ * n+k TX ∈ S. This implies that either M S ,n,Int S (σ R n ) |= TY, or there exists i, 2 ≤ i ≤ N −n+ 1 such that M S ,n+i−1,Int S (σ * n+i−1 ) |= TY and for all k, 0 ≤ k ≤ i−2, M S ,n+k,Int S (σ * n+k ) |= TX. Therefore, M S ,n,Int S (σ R n ) |= TY, or there exists j > n such that M S ,j,Int S (σ R n ) |= TY and for all s, n ≤ s < j, M S ,s,Int S (σ R n ) |= TX (∵ Int S (σ R n ) = Int S (σ
