1. Introduction. In this paper, we investigate the proximal relation and related notions in coset transformation groups. In §1, we show that many of the interesting properties of the proximal relation can be characterized in terms of a group subset that arises naturally from the generating subgroup. A general criterion for distal in terms of subnormality of the generating subgroup is shown in §2. Proofs are given for [9, Remark (2.1) and Theorem (2.2)], establishing that coset transformation groups of nilpotent groups are distal. §3 is concerned with distal in relation to certain coset transformation groups that arise from solvable Lie groups. Finally, we establish in §4 some results concerning the existence of subgroups which yield either point-transitive or minimal distal actions on the phase space. These results are strengthened when applied to certain discrete flows and examined in Lie groups. Proofs for the rest of the results of [9] are given in this section.
Let G be a topological group and H a subgroup of G. Consider the space H\G={Hg | ge G} of right cosets of G. The coset transformation group of G induced by H is defined to be the point-to-point transitive transformation group (H\G, G) with action (Hfi g) -> Hfg. The fact that (H\G, G) is indeed a transformation group under this action follows from [6, Definition 1.39] . If H is syndetic in G, H\G is compact uniformizable, whence H\G has a unique compatible uniformity. Thus, the proximal relation of (H\G, G) is well defined and will be denoted by P(H\G).
Throughout this paper, G will denote a topological group with identity e and 77 will denote a syndetic subgroup. If K and L are subgroups of G, we denote that K is normal in L by K <] L. If K is a subgroup of G, then K* will denote the closure of K. The additive groups of integers and reals will be denoted by Z and R respectively. The neighborhood filter of e will be denoted by r¡e. For other definitions, see [9] .
Finally, the author would like to thank Professor W. Gottschalk for his stimulating comments concerning the results in this paper.
2. The proximal relation. When the phase space is not necessarily uniform, we can still introduce a notion of proximal. and {xt, yt}<=zalc U. From this contradiction, it follows that x and y are distal.
The proof of (2.2) shows that when X is simply uniform, if x and y are topologically proximal, then they are proximal.
We now show that P(H\G) depends on a certain subset of G.
Theorem (2.3) . Letfi g e G. Then the following statements are pairwise equivalent:
(1) (HfiHg)eP(H\G).
(2) gf-ier)UerieHUH.
(3) eecl(Hgf-'H).
Proof. We show that (1) implies (2) . By (2.3), we can use the notion of topologically proximal. If (Hfi Hg) eP(H\G), then there exists de G such that for all U e T]e, there exists k e G such that {Hfk, Hgk] <= HUd. Coming back to G, we have that Hfkvj Hgk<=-HUd. It then follows that k ef-'HUdr\ g-^Ud, whence /-yHUd n g~^HUd^ 0, and/-XHV n g' 1HU¿ 0. Thus, gf~1 e HUU~ 177. Since U is an arbitrary neighborhood and {UU'1 | U e 77J is a base of -qe, it follows that for all U e r¡e, gf~l e HUH, and (2) is shown.
Since all steps in the above proof are reversible, it follows that (2) implies (1). (2) and (3) are clearly equivalent. The result follows.
In view of (2.3), let K(H) = (~]Ue"c HUH. We now establish the connections between properties of 7v(Z7) and P(H\G).
Theorem (2.4) . Consider the coset transformation group (H*\G, G). Then the following statements are pairwise equivalent:
(1) (H*\G, G) is a distal transformation group.
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(2) K(H) = H*.
(3) For all g $ H*, there exists V e-qe such that HU n gH= 0. (4) For all g^H*,e^cl (HgH).
Proof. It is clear that (2) and (3), and (3) and (4) are equivalent. We show that (2) implies (1). Suppose K(H) = H*. It is easy to see that K(H*) = f]Ue,e H*UH* = Duene HUH=K(H), whence K(H*) = H*. Let (H*f H*g) e P(H*\G). Since H* is syndetic, (2.3) yields that gf-1 e K(H*) = H*. Thus, H*g=H*f It follows that (H*\G, G) is distal.
We show that (1) implies (2) . LetgeK(H*). Sinceg=ge~1,(H*, H*g)eP(H*\G).
Thus, 77* = H*g and g e 77*. Since 77* c K(H*), it follows that H* = K(H*) = K(H).
The proof is completed. Since every distal transformation group is Hausdorff, we use 77* instead of 77 in (2.4).
Theorem (2.5) . The following statements are equivalent:
(1) P(H\G) is an equivalence relation.
Proof. We show that (1) implies (2). Let/, g e K(H). It is sufficient to show that gf~1eK(H). Since f=fie'1, g=ge'1, it follows by (2.3) and the symmetry of P(77\G) that (Hfi He), (He, Hg) e P(H\G). Thus, (77/ Hg) e P(H\G) and (2.3) yields that g/^e 7^(77).
We show that (2) implies (1). Let (Hfi Hd), (Hd, Hg) eP(H\G). Then df~\ gd-1 e K(H). Thus, gf-1 = (gd'1)(df-1) e K(H), and (Hfi Hg)eP(H\G). It follows that P(H\G) is an equivalence relation. The proof is completed.
Since K(H) is invariant under inversion, we need only show that K(H) is a semigroup to show that it is a subgroup.
Theorem (2.6) . Consider the following statements: (B) and (C) implies (B) . If H is closed, then (A), (B) , and (C) are pairwise equivalent.
Proof. We show that (A) implies (B) . Let (gn) be a net in K(H) such that gn -*■ g.
Since for all «, g^g^-1 e K(H), (He, Hgn) e P(H\G). Since (He, Hgn) -> (He, Hg) and P(H\G) is closed, then (He, Hg)eP(H\G) and g=ge~1 e K(H). Thus, K(H) is closed.
We show that (B) Let U e Ve. Since (HfnW), HgnW)) e P(H\G), then gnW)fñw) e A:(Z7) and
Since K(H) is closed, gf~x e K(H) and (77/ Hg) e P(H\G). Thus, P(77\C7) is closed.
That (C) implies (B) is obvious. Suppose that 77 is closed. We show that (B) implies (C). Since K(H) is closed, then P(H\G) is closed. Since 77\t7 is Hausdorff, it follows by [1, Corollary 1] that P(H\G) is an equivalence relation. Then 7v (77) is a group by (2.5) . The proof is completed.
Let geG. Consider the proximal cell (Hg)P(H\G) = {Hf\ (Hg, Hf) e P(H\G)}. It is an immediate consequence of (2.4) that Z7/e (Hg)P(H\G) ifffe K(H)g. We now show that properties of a single proximal cell reflect in the proximal relation.
Theorem (2.7) . Suppose that there exists g e G such that (Hg)P(H\G) is closed.
Then P(H\G) is closed.
Proof. Choose g e G such that (Hg)P(H\G) is closed. Let (gn) be a net in 7v(77)g such that gn ->f Then (Hgn) is a net in (Hg)P(H\G) such that 77g,, -» 777. Since (Hg)P(H\G) is closed, 77/e (Hg)P(H\G) and fe K(H)g. It follows that K(H)g is closed, whence Z\(Z7) is closed. By (2.6), P(H\G) is closed. The result follows.
If 77 is closed and P(H\G) is closed, then P(H\G) is also an equivalence relation (see (2.6) (1) P(Z7\G) is closed.
(2) For some geG, (Hg)P(H\G) is closed. (3) For ail geG, (Hg)P(H\G) is closed. Theorem (2.9). The following statements are equivalent:
Proof. Clearly (1) implies (2). We show that (2) .1/« n1-whence gnghn -> e. Thus, e e cl (HgH). Using (2.3), we have actually identified a nontrivial proximal pair, namely (He, Hg). A similar analysis shows that if G = SL(2, R), the special linear group and H0 = Hn SL(2, R), then (H0\G, G) is not distal.
3. Some general criteria for distal. We first introduce conditions whereby if /: (X, T)^*(Y, T) denotes a transformation group homomorphism (/is continuous onto and for all xe X, teT, xtf=xft) and ( Y, T) is distal, then (X, T) is distal.
The following lemma is used in this direction.
Lemma (3.1). Let (X, T) be a transformation group, with X a compact uniform space. Let P(X) be the proximal relation of X. Let S be a syndetic subgroup of T and Y be a S-invariant subset of X. Suppose that ( Y, S) is distal. Then if y, w e Y and y¿w,(y,w)$P(X).
Proof. Let y, w e Y such that y # w. Let a be an index of X such that (y, w)S n(an(Yx Y))= 0. Choose a compact subset A"of Tsuch that T=SK. Since X is compact, there is an index ß of X such that ßK~l<^a [6, Lemma 1.21] . It is direct to verify that (y, w)Tn ß= 0. The result follows.
Suppose we have/: (X, T)^-(Y, T).
If y e Y and P(y) denotes the period of T at y, then yfi~1P(y)=yf~1, whence (yf'1, P(y)) is a transformation group.
Combining these remarks, we now can show the desired result.
Theorem (3.2). Let (X, T) and ( Y, T) be transformation groups with X and Y compact uniform spaces. Let f: (X, T) -> ( Y, T).
Suppose that ( Y, T) is distal and pointwise periodic. Suppose further that for all y e Y, (yf~l, P(y)) is distal. Then (X, T) is distal.
Proof. P(X) and P( Y) will denote the proximal relations of X and Y respectively. Let x,ze X such that x^z. Suppose xf^zfi. If (x, z) e P(X), then (xfi zf) e P( Y), whence xf=zf. So (x, z)£P(X). Suppose xf=zfi=y. Then x, zeyfi~l. Since P(y) is syndetic and (yf'1, P(y)) is distal, then (x, z) $ P(X) by (3.1) . The result follows. (K*hk)<p = K*hkg=K*hgg-1kg = (K*h<P)(kY). Since (K*\H, H) is distal, so is (K*\Hg, g~xHg) by the above remark. Since Z7\C7 and K*\G are compact Hausdorff spaces, it follows by (3.2) that (K*\G, G) is distal. The proof is completed. We will show (see (3.9) ) that K* is syndetic in H. Thus, K*\H has a unique uniformity and no ambiguity arises in (3.3) .
As remarked before, every distal transformation group has a Hausdorff phase space. Since we are interested in transformation groups with non-Hausdorff phase spaces, we consider a weaker variant of the notion of distal.
Definition (3.4) . Let (X, 7) be a transformation group with a uniform phase space X and uniformity ^l(X). Then (X, 7) is a weakly distal transformation group (with respect to 0?l(X)) if whenever x, y e X and cl (x)^cl (y), then x and y are distal (with respect to °U(X)).
It is easy to see that if P(X) is the proximal relation of (X, T) and 8(X) = {(x, y) | cl (jc) = cl (y)} is the associated relation of X, then (X, 7) is weakly'distal iff P(X)^8(X). It follows that when X is 7", the notion of weakly distal and distal are equivalent. We now consider the notion of weakly distal when X is not 70.
Lemma (3.5) . Let (X, 7) be a transformation group with a uniform phase space X and uniformity a?/(X). Let X0 be the associated space of X, i.e., the partition space induced by 9(X). Let 1T0: X -> X0 be the canonical projection. Then:
(1) °)/(X) induces a compatible uniformity aiï(X0) of X0. Proof. If II*: Xx X-* X0 x X0 is induced by no, then (1) and (2) follow from the fact that iW(X0)={ß | aII*c/3, for some a e ^(X)} is a compatible uniformity of X0. Since X0 is a star-open partition and for all xeX and teT, xfl0Fiölt =xrn0n¿"1, then (3) follows by [6, Definition 1.39] and (4) is immediate. Theorem (3.6) . Vnder the hypotheses of (3.5), the following statements are equivalent :
(1) (X, T) is weakly distal (with respect to °U(X)).
(2) (X0, T) is distal (with respect to <%(X0)).
Proof. We show that (1) implies (2). Let x, y e X such that xfl0j=yl~l0. Since (X, T) is weakly distal, there is a closed index a of I such that (x, y)T n a = 0. au* e <W(X0). Suppose that there exists t e Tsuch that (xll0, yfl0)t e all*. By (3.5), (xTl0,yiT0)t=(xtTl0,ytll0). Pick (w,z)ea such that (h>iI0, zll0) = (xín0, ytfl0). Then cl (w)=cl(xt) and cl (z) = cl (yt). Thus, (xt, yt)<=cl (w) x cl (z) = cl ((w, z)) c a, which is a contradiction. It follows that (xll0, yñ0)T n all*= 0, and (X0, T) is distal.
We show that (2) implies ( 1 ). Let x,yeX such that cl (x) ^ cl (y). Then x II0 / y TI 0.
If «o £ ^(X0) such that (xll0, yf\0)T n a0 = 0 and if a e <%(X) such that all* ca0, then it follows that (x, y)T n a = 0. Thus, (X, T) is weakly distal. The proof is completed.
It is not difficult to see that <f>0: (H\G)0 -*■ H*\G, induced by the canonical map <f>: H\G -> H*\G and defined by (HgTl0)(t>0 = H*g, is a unimorphism onto and induces a transformation group isomorphism between ((H\G)0, G) and (H*\G, G). It then follows by (3.6) that to study weakly distal actions in coset transformation groups, one need only study distal actions.
Corollary
(3.7). The following statements are equivalent:
(1) (77\G, G) is weakly distal. (2) (H*\G, G) is distal.
We now proceed to show that coset transformation group of nilpotent groups are distal. Some preliminary results are needed. Lemma (3.8) . Let L and M be subgroups of G such that L <\ M. Then L* <\ M*. Thus, for all g e M*, L*6(g)<=L*. The result follows. Lemma (3.9) . Let L be a closed subgroup of G. Let A^L such that A is syndetic in G. Then A is syndetic in L.
Proof. Let A-be a compact subset of G suchthat G = AK. Let C=K C\ L. Since L is closed, C is compact. It is direct to verify that L = AC.
We will utilize the notion of a subgroup L being subnormal in G and denote it by L <\<\ G. This means, of course, that there is a finite sequence (L0, Lx,..., Ln) of subgroups of G such that L=L0 <¡ Lx <\-<\Ln = G. Such a sequence will be called a subnormal sequence for L. We finally note that, as an immediate consequence of (2.4) , if L is a closed syndetic normal subgroup of G, then (L\G, G) is distal.
We now give the main result of §2.
Theorem (3.10) . Let H <\<\ G. Then:
(1) (H\G, G) is weakly distal. (2) (H*\G, G) is distal. Proof. By (3.7) , it is sufficient to show (2). Let (A0, Ax,..., An) be a subnormal sequence for 77. By (3.8) It is known that (see [12, Theorem (6.4.10) ]) that every subgroup of a nilpotent group is subnormal. Thus, we immediately obtain from (3.10): Corollary (3.11). Let G be a nilpotent group. Then: (1) (H\G, G) is weakly distal. (2) (H*\G, G) is distal.
In this direction see [9, §2] . The problem of determining when a particular subgroup of a topological group is subnormal is quite difficult. For the blanket assumption of subnormality, it is a consequence of [13; see MR 27 5860] that if G is a connected locally compact Hausdorff group, then G being nilpotent is equivalent to every subgroup being subnormal.
We can generalize the notion of a subnormal sequence and still obtain results analogous to (3.10) . In this direction, let L be a subgroup of G. Let y be an ordinal number. Then an [increasing] [decreasing] subnormal chain for L of order y is a family (La \ a :£ y) of subgroups of G such that : By using transfinition induction together with (3.3) and some additional results for the case of the limit ordinals, we have:
Theorem (3.12) . Suppose that for some ordinal y, there exists a decreasing subnormal chain for 77 of order y. Then :
For the increasing case, we can show an analogous result when y = a», the first infinite ordinal. The problem for larger ordinals is the analysis of the limit ordinal cases.
One can see that the converse of (3.12) does not hold even for solvable groups. Let G = Sym (3), the symmetric group on 3 symbols, treated as a discrete group. Let n 2 3\
[ 2 1 3) g -GÎD eG.
Consider the subgroup H={e,g}. Then trivally H is closed and syndetic, and (H\G, G) is distal. It is easy to verify that the normalizer of 77 in G is H. It then follows that there is no increasing subnormal chain for H of any order. Using the fact that 77 is maximal in G and nonnormal, one can show that there is no decreasing subnormal chain for H.
We now consider the problem of equicontinuity in coset transformation groups. Theorem (3.13) . Let G be a locally connected nilpotent group and let H be discrete. Suppose that the left and right uniformities of G do not coincide. Then (H\G, G) is weakly distal, point-to-point transitive, and nonequicontinuous. If G is Hausdorff, we can replace weakly distal by distal.
Proof. It has been shown by Gottschalk, (see [5, p. 57] ) that under the given hypotheses (without nilpotence), (H\G, G) is equicontinuous iff the left and right uniformities of G coincide. Thus, (H\G, G) is point-to-point transitive and nonequicontinuous. By (3.11) , (H\G, G) is weakly distal. [3, pp. 17, 35, 46-48] . To see that the left and right uniformities of G do not Then lim,,-,» anbn = e and lim,,-,,*, bnanj=e. The result follows by [7, 4.24] . 4 . Applications to Lie groups. If K and L are subgroups of G, we will denote the commutator subgroup of K and L by [K, L] , Thus, [K, L] is the subgroup generated by {gfg-y-1 \geK and feL}. Lemma (4.1) . Let G be Hausdorff and K be a nilpotent subgroup of G. Then K* is nilpotent.
Proof. Let (Zn(K)) and (Gn(K)) be the lower central series and topological lower central series for K respectively. For some m, Zm(K) = {e}. Consider the topological lower central series (G"(K*)). It is an immediate induction to show that for all «, Gn(K*)<=Zn(K)*. Thus, Gm(K*)<=Zm(K)* = cl (<?)={<?}, and Gm(K*)={e}. The result follows.
Throughout the rest of §4, G will denote a connected Lie group. By a subgroup of G, we will mean an analytic subgroup. Thus, 77 will denote a syndetic subgroup. We let R(G) denote the nil-radical of G, i.e., the connected normal nilpotent subgroup of G which is maximal with respect to these properties. Since G is connected, R(G) is known to exist. It follows by (4.1) that R(G) is closed.
Since R(G) is nilpotent, we can apply §3 to look for distal actions. The next result shows that in certain Lie groups R(G) is sufficiently large and intersects certain syndetic subgroups syndetically. Theorem (4.2). Let G be simply-connected and solvable. Suppose that H does not contain any proper connected subgroup L of G such that L <\G. Then:
Proof. (1) 77 is closed by [8, XII, Theorem 2.2] . Since R(G) is closed, R(G) is locally compact. H n R(G)\R(G) is compact by [11, §11, Prop. 1] . By [6, Remark 2.03] , 77 n R(G) is a closed syndetic subgroup of G. The result follows by (3.11). (2) Consider the map <f> : H n R(G)\R(G) -> H\HR(G) defined by ((77 n R(G))g)4 = Hg, for g e R(G). It is easily verified that <f> is a continuous bijection. Since H n R(G)\R(G) is compact and H\HR(G) is Hausdorff, </> is a homeomorphism.
Consider </,-\ Let / g e R(G). Then (Hfg^^^H n R(G))fg = (Hfi)<f>'1g. Thus.
<f>~x is a transformation group isomorphism and the result follows. When H is discrete, we can get an analogous result without solvability.
Theorem (4.3). Let G be simply-connected with no compact normal subgroups other than {e}. Let H be discrete. Then:
Proof. Since H is closed and 77 n R(G)\R(G) is compact [2, Theorem 2] , the proof proceeds exactly as in (4.2) .
If G is simply-connected and solvable, then G satisfies the hypothesis of (4.3) [8, XII, Theorem 2.3] . It follows by either (4.2) or (4.3) that if 77 is discrete,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 5. Point-transitive properties, and the existence of minimal distal subgroups. In this section we will be concerned with the action of a subgroup K on H\G. We investigate conditions which yield that (Z7\G, K) is either point-transitive or minimal distal. Finally, we remove the blanket assumption that 77 is necessarily syndetic.
Let 7 be a topological group and let 8: 7-> G be a topological group homomorphism. Then the coset transformation group induced by 8 is the transformation group (77\G, 7, tt(8) ) with action (Hg, t)-n(9) = Hg(t9). This notion generalizes our previous notion in §1, since id: G -> G yields (Z7\G, G).
Lemma (5.1). Let T be a topological group. Let 9:T'-> G be a topological group homomorphism. Let geG. Then the following statements are pairwise equivalent :
(1) Hg is a transitive point of (H\G, 7, tt(9) ).
(2) G = cl(Hg(T8)). (3) For every nonvacuous open subset UofG, there exists t eTsuch thatg(t8) e HU.
Proof. The equivalence of (2) and (3) is clear. We note that Hg is a transitive point of (H\G, 7, tt(8) ) iff Hg is a transitive point of (Z7\G, 76»). We show that (1) implies (2) . Suppose Hg is a transitive point of (77\G, 7, tr(8) ). Then cl {Hg(t8) \ t e 7} = H\G. Let U be a nonvacuous open subset of G. There exists / 6 7 such that Hg(td)c=HU. Then g(td) e HU and Hg(t8) nU¿0.lt follows that G = cl (Hg(T8)).
Since all the steps are reversible, the proof of (2) implies (1) follows in a similar fashion. The result follows.
In the following definition, we consider when there are sufficiently many topological group homomorphisms from 7 to G. Definition (5.2). Let 7 be a topological group. Let Horn (7, G) be the set of all topological group homomorphisms from 7 to G, provided with its point-open topology. Then Horn (7, G) We now show the main result of §5 (see [9, Theorem (3.1) 
]).
Theorem (5.3). Let T be a topological group. Let G be a locally compact second countable group and letfe G. Let 9: G -> Horn (7, G) , where g -> 9g, be a continuous covering choice function. Suppose that for every nonvacuous open subset U of G, G = cl (Hf({JgeU T9g)). Then for almost all geG (i.e., for g in a comeager subset), Hf is a transitive point of (H\G, 7, tt(8ç) ).
Proof. Let 91 be a countable base for G such that 0 ^ 9t. For all A e 91, let E(A) = {g \geG and f(T9g) n HA = 0}. We show that E(A) is closed. Let (gn) he a net in E(A) such that gn -»-g. Now for all n, f(T9gn)<^G -(HA). Since A is open, G-(HA) is closed. Moreover, since 8 is continuous, 8gn~^8g. Let t eT. f(t9gJ ->f(tdg), and f(tBg)e G-(HA). It follows that/(70s)c:G-(77/1) and g e E(A). 
