Introduction

Motivation
This paper is motivated by the problem of source localization using a large sensor network. In this context, the observation is a complex valued M-variate time series (y n ) n∈Z (M represents the number of sensors of the array) given by
s k,n a(θ k ) + v n = A(θ)s n + v n , where • The K < M scalar (in general complex valued) time series ((s k,n ) n∈Z for k = 1, . . . , K are non observable, and represent the signals transmitted by K transmitters. The vector s n is given by s n = (s 1,n , . . . , s K ,n ) T .
• For each k, θ k is a scalar real parameter characterizing the direction of arrival of transmitter k. θ → a(θ) is a known C M -valued function depending on the sensor network geometry, and matrix A(θ) is defined as A(θ) = (a(θ 1 ), . . . , a(θ K )).
• (v n ) n∈Z finally represents an additive complex Gaussian noise, i.e. v n = (v 1,n , . . . , v M,n ) T where the M time series (v k,n ) n∈Z k=1,...,M are mutually independent identically distributed (i.i.d.) sequences such that Re(v k,n ) and Im(v k,n ) are independent real Gaussian random variables with zero mean and variance σ 2 /2.
The classical source localization problem consists in estimating vector θ = (θ 1 , . . . , θ K ) T from N samples collected in the M × N matrix Y N = (y 1 , . . . , y N ). This problem was extensively studied in the past (see e.g. [21] and the references therein). The so-called subspace estimator of θ = (θ 1 , . . . , θ K )
T is based on the observation that if matrices A(θ) and S N = (s 1 , . . . , s N ) have both full rank K , then the angles (θ k ) k=1,...,K are solutions 1 The existing subspace methods consist in estimating for each θ the quadratic form η N (θ) = a(θ) * Π N a(θ) of Π N by a certain termη N (θ), and then to estimate the K angles as the argument of the K most significant local minima of function θ →η N (θ). This approach has been extensively developed when N → +∞ and M fixed. In this context, η N (θ) can be estimated consistently for each θ byη N (θ) = a(θ) * Π N a(θ) withΠ N the orthogonal projection matrix on the eigenspace associated to the M − K smallest eigenvalues of the empirical covariance matrix [−π,π] η N (θ) − η N (θ) converges torwards 0 almost surely, and this allows to prove that the corresponding estimators (θ k ) k=1,...,K of the direction of arrivals are consistent.
If however M and N are of the same order of magnitude, a quite common situation if the number of sensors M is large, then the above estimators show poor performances becauseΠ N is no longer an accurate estimator of Π N . In order to study this context, Mestre & Lagunas [18] were the first to propose consistent estimators of η N (θ) when M, N → +∞ in such a way that c N = M N → c, with c > 0. In Mestre & Lagunas [18] , it is assumed that the source signals (s k,n ) k=1,...,K are mutually independent complex Gaussian i.i.d. time series with unit variance elements. Under this assumption, y n can be written as y X N and X N = (x 1 , . . . , x N ). Mestre & Lagunas [18] used properties (see Silverstein & Choi [20] , Bai & Silverstein [1] [2]) of the empirical covariance matrix, and were able to exhibit a M × M matrixΠ iid ,N such that a consistency of the angle estimates is based on the property sup θ∈ [−π,π] |η N (θ) − η N (θ)| → 0 (1) almost surely, that we shall refer to as the uniform consistency of the estimateη N (θ) of η N (θ). This paper is organized as follows. In Section 2, we provide some background material on the asymptotic eigenvalue distribution of the large information plus noise model, on the almost sure localization of the eigenvalues of the empirical covariance matrix, and on the consistent estimator of a * N Π N a N proposed in [23] . In Section 3, we prove the property of uniform consistency of estimatorη N (θ) (see (1) 
(1) of course holds for more general functions, but we believe that considering the typical example defined by (2) is informative enough. The proof of (1) heavily relies on results concerning the probability that the eigenvalues of Y N Y * N N escape from the intervals in which they are located almost surely for N large enough. These results are believed to be of independent interest. Finally, we establish in Section 4 the consistency of the K most significant local minima of function θ →η N (θ) by following the approach in [15] .
General notations and useful results
We now introduce various notations and results used throughout the paper.
• If E ⊂ R, Int(E ) and ∂E represent the interior and the boundary of E respectively.
• If z ∈ C, the complex conjugate of z is denoted z or z * . For a complex matrix A, we denote its transpose by A T and its Hermitian adjoint by A * .
• We denote by C ∞ (R, R) (respectively C ∞ c (R, R)) the set of all smooth real-valued functions (resp. compactly supported smooth real values functions).
• The quantity C will represent a generic positive constant whose main feature is to be deterministic and independent of M and N . The value of C may change from one line to another.
• Similarly, P 1 and P 2 will denote generic polynomials, independent of M and N , with positive coefficients. The polynomials may change from one line to another.
• • Poincaré inequality (see Chen [6] . In this case, the Poincaré inequality reduces to
• Stieltjes transform: Let µ be a positive finite measure on R. Its Stieltjes transform m is the function defined by 
−i ym(i y).
We also notice that if m(z) is the Stieltjes transform of positive measure µ, then it holds that
and that m
on C\supp(µ). We finally recall the following version of the inverse Stieltjes transform formula: For each
2 Background on the Information plus Noise model and on the estimator of [23] All along this paper, we consider integers We assume moreover that the non zero eigenvalues of B N B * N have multiplicities 1 in order to simplify the notations. In the following, we denote by 0 = λ 1,N = . . . As we assume c N < 1, the joint probability distribution of (λ k,N ) k=1,...,M is absolutely continuous (see e.g. James [16] ) and it holds that the (λ k,N ) k=1,...,M have multiplicity 1 almost surely. We finally denote by Q N (z) the resolvent 
The asymptotic eigenvalue distribution
for each z ∈ C\R + . In the following, we denote by S N the support of µ N . Asμ N − µ N → N 0 weakly almost surely, it holds thatm
almost surely for each z ∈ C\R + . The following result will be of help.
Lemma 1 ([12] , [4] ). Let ψ ∈ C ∞ c (R, R) and (r N ) a sequence of holomorphic functions on C\R such that
with P 1 and P 2 two polynomials with positive coefficients, independent of N . Then,
with C a constant independent of N .
Taking into account the previous result, it is shown in [23] that
with r N as in Lemma 1. Using the inverse Stieltjes transform formula (3), we obtain that for each function ψ ∈ C ∞ c (R, R), it holds that
If we denote by T N (z) the matrix-valued function defined by 
As m N (z) verifies the equation (4), it is clear that 1 M Tr µ N = µ N . In the remainder of the paper, we will make use of the following result proved in [23] if W N is complex Gaussian and in Hachem et al [14] in the non Gaussian case.
Theorem 1. Consider two sequences of deterministic vectors
almost surely for each z ∈ C\R + .
The characterization of the support S N of µ N
The support S N of µ N was first studied in Dozier & Silverstein [8] and a more convenient characterization was presented in [23] . We first recall (see [8] ) that if z ∈ C + converges torwards x ∈ R, then, m N (z) converges torwards a finite limit still denoted m N (x). Function x → m N (x) is continuous on R, continuously differentiable on R\∂S N , and verifies Eq. (4) on R\∂S N . Moreover, µ N is absolutely continuous and its density coincides with function
In order to present the chacterization of S N , we first introduce the following notations. We denote by f N , φ N and w N the functions defined by
We are now in position to characterize S N .
Theorem 2.
The function φ N admits 2Q non-negative local extrema counting multiplicities (with 1 ≤ Q ≤ K + 1) whose preimages are denoted w
and the support S N of µ N is given by
Moreover, for q = 1, . . . ,Q, each interval ]w We finally recall the useful properties of function w N defined by (9) (see [23] ). We still denote by w N (x) the limit of w N (z) when z ∈ C + converges torwards x ∈ R. Proposition 1. Function w N : C → C satisfies the following properties:
• Function x → w N (x) is continuous on R and continuously differentiable on R\∂S N ,
• w N is real and strictly increasing on R\S N ,
Some useful evaluations
In this paragraph, we gather some useful bounds related to certain Stieltjes transforms. We first recall that the inequality
holds for z ∈ C (see Loubaton & Vallet [17] ). We now consider function z →
. Proposition 2.2 in [13] implies that it coincides with the Stieltjes transform of a probability measure carried by R + . Moreover, (10) shows that the support of this measure is included in S N ∪ {0}. Therefore, we obtain that
for each z ∈ C\R as well as
We now claim that the inequality
also holds on C\S N . In order to establish (12), we follow the proof of Proposition 5.1 in [13] . We first remark that functionm N (z) defined bym
The support ofμ N thus coincides with S N ∪ {0}, and is included in R + . Therefore, it holds that
By using the identity,
* , we get after some algebra
for each z ∈ C\R, or equivalently
Consequently, we obtain that
for z ∈ C\R, but also for z ∈ C\S N because both members of above inequality are continuous on C\S N . This immedialely leads to (12) . This inequality also implies that for each z ∈ C\S N ,
Indeed, T N (z) can be written as
so that (13) follows from (12) and (10) . Sincem N (z) is the Stieltjes transform of the distribution
, it holds that
as well as
We now consider the rational function z → 
where 1 denotes vector 1 = (1, 1, . . . , 1) T . We denoteω 1,N ≤ . . . ≤ω M,N its eigenvalues. Then we have the following straighforward properties.
• The zeros of z → 1 + σ 2 c NmN (z) are included in the set {ω 1,N , . . . ,ω M,N }.
• 
• If the eigenvalueλ k,N has multiplicity 
is the Stieltjes transform of a probability measure whose support coincides with the set of all roots of the equation z(1+ σ 2 c NmN (z)) = 0, which is included into the set {0,ω 1,N , . . . ,ω M,N }. Therefore, it
for z ∈ C\R. We eventually notice that
Almost sure localization of the eigenvalues
We recall the two following useful results of [23] and [17] .
Theorem 3 ([23]). Assume assumptions
for each N > N 0 . Then, with probability one, no eigenvalue of Σ N Σ * N belongs to [a, b] for N large enough.
Theorem 4 ([17]). Assume assumptions
Then, with probability 1,
for N large enough.
It is useful to mention that sup N x + Q N ,N < +∞ and that these two theorems are still valid if b = +∞ (see [17] ).
The consistent estimate of quadratic forms of Π N
Let Π N be the orthogonal projection matrix on the kernel of B N B * N and let (a N ) N∈N be a sequence of deterministic M-dimensional vectors such that sup N a N < ∞. Then, [23] proposed a consistent estimate of η N defined by
The approach of [23] is valid under the following assumptions. 
Using theorems 3 and 4, we deduce that if t
are real numbers independent of N satisfying (18) then, almost surely, for N large enough, it holds that
Assumptions 5 and 6 thus imply that, almost surely, the smallest M −K eigenvalues of Σ N Σ * N are separated from the K greatest ones for N large enough in the sense that the 2 sets of eigenvalues are included into 2 disjoint intervals that do not depend on N . It is interesting to remark that Assumptions 5 and 6 are "deterministic conditions" depending only on σ We are now in position to present the consistent estimator of η N proposed in [23] . It is based on the observation that
where C represents a contour enclosing 0 and not the strictly positive eigenvalues of B N B * N , and the symbol C − means that the contour is oriented clockwise. The estimator of [23] is based on the observation that under Assumptions 5 and 6, function w N (z) provides such a contour for N large enough. In the following, for y > 0 and ǫ > 0, ǫ < y 3 small enough, we consider the rectangle R y defined by
and its boundary ∂R y . Then, the properties of function w N (z) (see Proposition 1) imply that for N large enough, the set w N (∂R y ) is a contour enclosing the origin, but not the other eigenvalues of B N B * N . Therefore, Π N can also be written as
or equivalently
. Using (5) and (8) as well as the following lemma
Lemma 2. Almost surely, for N large enough, the M solutions
It is showed in [23] that matrixΠ N defined bỹ
We note that the poles of the integrand of the righthandside (r.h.s) of (22) coincide with the set {λ k,N ,ω k,N : k = 1, . . . , M}, which by (19) and Lemma 2, verifies
almost surely for N large enough. In pratice, the above estimator is quite easy to implement because, as the localization of the poles of the integrand in (22) w.r.t. the contour ∂R y is known (see lemma 2), the contour integral in (22) can be solved, and expressed in closed form in terms of the (
3 Statement and proof of the uniform consistency of estimateη N (θ)
From now on, we assume that vector a(θ) is given by (2) and that assumptions 5 and 6 hold. We consider t
and t + 2 satisfying (18) as well a rectangle R y defined by (20) . We prove here the following result. Theorem 5. Assume assumptions A-1 to A-6 hold. Then, we have
with probability one.
In order to prove theorem 5, we show that it is sufficient to establish that for each α > 0 and for
decreases fast enough torwards 0. For this, a tempting choice is to use the Markov inequality, and to establish that the moments of a(θ)
However, the observation that (23) holds for N greater than a random integer does not necessarily imply the existence of the moments of a(θ) * Π N a(θ). In order to solve this technical problem, we establish that the probability that at least one element of {λ k,N ,ω k,N : k = 1, . . . , M} escapes from [t In the following, we denote by T ǫ the set
We first establish in Sections 3.1 and 3.2 that the events E 1,N and E 2,N defined by
verify
Using this result, we introduce in Section 3.3 the regularization term, denoted χ N , defined as follows. We consider a function φ ∈ C ∞ c (R, R + ) satisfying
and φ(λ) ∈ (0, 1) elsewhere, and define the random variable
We will prove that, considered as a function of the real and imaginary part of the entries of W N , χ N is a C 1 function, and using Poincaré inequality, we will establish that
for each integer l. The above mentioned properties eventually allow to prove the uniform consistency of estimator η N (θ).
Evaluation of the escape probability of
The purpose of this section is to prove the following technical result.
Proposition 2. Under assumptions A-1-A-6, for each l ∈ N, it holds that
To prove this result, we consider a function ψ 0 ∈ C ∞ (R, R + ) such that
(28) and ψ 0 (λ) ∈ (0, 1) elsewhere. From this definition, we clearly have
for l ∈ N. In order to establish Proposition 2, it is therefore sufficient to prove that
for each integer l which is the object of the next lemma. 
for each l ∈ N.
Proof: We prove Lemma 3 by induction on l. We first consider the case l = 1, and consider a function ψ as above, and denote by C the constant value taken by ψ over the complementary of a certain compact interval. We follow [12] and write ψ as ψ =ψ + C , whereψ ∈ C ∞ c (R, R), and verifiesψ = −C over S N for N large enough. Using the technique developed in [12] based on (7) and Poincaré inequality, we have
we finally obtain that (29) holds for l = 1. We now assume that (29) holds until the order l − 1 for each function of C ∞ (R, R) vanishing on S N for N large enough and constant over the complementary of a compact interval. We consider such a function ψ and evaluate the behaviour of the 2l-th order moment of Tr ψ(Σ N Σ * N ). We have
The first term of the r.h.s of (31) can be upperbounded as follows
using that (29) holds until the order l − 1. The second term of the righthandside of (31) can be evaluated using the Poincaré inequality. Using that the partial derivative of Tr
Using Hölder's inequality, we get immediately that
Since the function λ → ψ ′ (λ) 2 λ belongs to C ∞ c (R, R) and has a support disjoint from S N for N large enough, it holds that
Plugging the previous estimates into (32), we get
We claim that the sequence (u N ) is bounded. If this is not the case, it exists a subsequence u k N extracted from u N which converges torwards +∞. However, the inequality 
Evaluation of the escape probability of the
In this section, we will prove the following result.
Proposition 3.
Assume assumptions A-1 to A-6 hold. For each l ∈ N, it holds that
We follow the same approach than in Section 3.1 and first prove that the (ω k,N ) k=1,...,M satisfy a property similar to (7) . For this, we study the behaviour of the Stieltjes transformn N (z) of the distribution
and use Lemma 1 as well as the inverse Stieltjes transform formula (3). Our starting point is the following result showing that the empirical eigenvalue distribution ofΩ N is very similar to the distribution of the eigenvalues of Σ N Σ * N . The following auxiliary result will be useful.
Lemma 4. Assume assumptions A-1 to A-6 hold. It holds that
where t N is analytic on C\R and can be upperbounded by P 1 (|z|)P 2 1 |Im(z)| on C\R.
Proof:
The proof is given in Appendix 5.1.
We now prove the fundamental following result. 
Lemma 5. Assume assumptions
with P 1 , P 2 two polynomials with positive coefficients independent of N .
Proof: Using thatΩ N is a rank 1 perturbation ofΛ N , we obtain immediately that
Therefore, for z ∈ C\R, it holds that
We first establish that
where r N (z) is holomorphic on C\R and satisfies |r N (z)| ≤ P 1 (|z|)P 2 1 |Im(z)| . For this, we write
In order to study the expectation of this expression, we use (11) and (15) . Moreover, (6) and a straightforward application of the Poincaré inequality tom N (z) considered for z fixed as a function of the entries of W N leads immediately to
for some polynomials P 1 , P 2 with positive coefficients and independent of N . Therefore,
Applying also Poincaré inequality to bound Var[m ′ N (z)], together with Lemma 4, we get
Therefore, it holds that
, as well as (11) and (15), we eventually get from (36) that
This immediately implies (35). Now define the function h N (z) by
This function coincides with the Stieltjes transform of a signed measure κ N satisfying the conditions of Lemma 5: Using (10), we obtain that |h
, we obtain that h N (z) is the Stieltjes transform of a finite signed measure κ N , the support of which is the set of singular points of h N (z), i.e. S N . In order to evaluate
, we use the inverse Stieltjes transform formula,
, where the complex logarithm corresponds to the principal determination defined on C\R − . We note that (10) justifies the use of the principal determination. Therefore,
When y → 0, this converges towards log
where r N (z) is holomorphic on C\R such that |r N (z)| ≤ P 1 (|z|)P 2 ( 1 |Im(z)| ). Lemma 5 follows immediately from (34).
We now handle the proof of Proposition 3. Although certain steps of the present proof are similar to the proof of Proposition 2, more work is needed because matrixΩ N considered as a function of the entries of W N is more complicated than Σ N Σ * N . We still consider function ψ 0 ∈ C ∞ (R, R + ) defined by (28) and remark that
for l ∈ N. In order to establish Proposition 3, it is therefore sufficient to prove that E Tr ψ 0 (Ω N ) 2l = O 
whereΠ l ,N represents the orthogonal projection matrix on the 1-dimensionnal eigenspace associated to the eigen-
We will also need that 
Proof: As previously, we prove Lemma 8 by induction on l. We first consider the case l = 1, and consider a function ψ as above, and denote by C the constant value taken by ψ over the complementary of a certain compact interval, and byψ the function of C ∞ c (R, R) defined byψ(λ) = ψ(λ) − C , which, of course, is equal to −C on S N . Using Lemma 1 and Lemma 5, we obtain
Using that
Moreover, we prove the following lemma.
Lemma 9.
Assume assumptions A-1 to A-6 hold. It holds that
Proof: We first note that, considered as a function of (Re( (λ k,N ) k=1,. ..,M have multiplicity 1. As the derivative of ψ coincides withψ ′ , (37) and Poincaré inequality lead to
We claim that
Indeed, if (v k,N ) k=1,...,M represent the eigenvectors ofΩ, then
Jensen's inequality yields to (41). Therefore, it holds that
As sup N B N B * N < +∞, we get using lemma 7 that
We remark that Σ N Σ * N < t + 2 + ǫ on the set E c 1,N ,and write the righthandside of (42) as
It holds that
Function ψ ′2 belongs to C ∞ c (R, R) and vanishes on S N . Therefore, lemma 5 implies that
which is itself upperbounded by
for each integer p. This completes the proof of lemma 9.
Assume that (38) holds until integer l − 1. We write as previously that
The Cauchy-Schwarz inequality leads immediately to
As for the second term of the r.h.s. of (43), we use Poincaré inequality and Hölder's inequality to obtain
Jensen's inequality leads again to
We write again that
, and obtain as previously that
But, applying Cauchy-Schwarz inequality as in (44) 
Gathering all the previous inequalities, we find that
and in the same way as in the proof of Proposition 2, we obtain
This concludes the proof of Lemma 8.
End of the proof of theorem 5
We now complete the proof of Theorem 5 when function θ → a(θ) is given by
. We recall that E N is defined by
where (E i,N ) i=1,2 are defined by (24) and (25), and that
. We first give a useful lemma which appears as a straighforward consequence of the evaluations of Section 2.3
Lemma 10. Assume assumptions A-1 to A-6 hold. For each N , it holds that
and for N large enough, we have
We consider the set
and remark that for each θ ∈ [−π, π] and for each N , there exists
It is easy to check that the third term of the r.h.s. of (45) satisfies
In order to evaluate the behaviour of the supremum over θ of the first term of the r.h.s. of (45), we prove that for each α > 0,
where β > 0. We first remark that for each l ∈ N, it holds that
Moreover,
Lemma 10 and the inequality
for some constant term C . Inequality (46) thus implies that
for each integer l. Borel-Cantelli's lemma eventually implies that
We finally study the supremum of the second term of (45). We denote by ν k,N the elements of ϑ N . Let α > 0, then
for each integer l. We now introduce in the above term the regularization term χ N = det φ(Σ N Σ * N )det φ(Ω N ) defined in (27). As χ N is equal to 1 on E c N , it holds that
The introduction of χ N is in part motivated by the observation that the moments ofη N (ν k,N )χ 2 N . are finite. Moreover, it holds that
In order to complete the proof of Theorem 5, we establish the following proposition. 
Proposition 4. Assume assumptions
where the constant C does not depend on the sequence (a N ).
Proof:
In order to shorten the notations, we denote byĝ N (z) and g N (z) the functions defined bŷ
,
.
In order to evaluate E|ĝ
, we use the Poincaré inequality. For this, we first state the following lemma proved in the appendix. We recall that if H a hermitian matrix with a spectral decomposition H = l γ l x l x * l , its adjoint (i.e. the transpose of its cofactor matrix) denoted by adj(H) is given by adj(H)
. When H is invertible, adj(H) = det (H)H −1 . Next, we state the following lemma proved in the appendix. 
Lemma 11. Assume assumptions A-1 to A-6 hold. Considered as functions of the real and imaginary parts of the entries of W N , functions det φ(Σ N
are given almost surely by
If we denote by A 1,N and A 2,N the events defined by
2,N . We now establish (49) by induction on l, and first consider the case l = 1. We write the second moment of
We evaluate Var (ĝ N (z) − g N (z))χ 2 N using the Poincaré inequality and get
It is clear that
We verify that
Using again Lemma 10, we get that
We obtain similarly that
The same conclusions hold when the derivatives w.r.t. variables W i,j ,N are considered. This shows that the first term of the r.h.s. of (52) is a O 1 N term. We now evaluate the behaviour of the second term of the r.h.s. of (52), and establish that
for each integer p. We express
Therefore, it is sufficient to check that
can be written as
Moreover, we can write
because φ(λ) ≤ 1 on R. Therefore, it holds that
for each integer p. Using similar calculations and Proposition 3, we obtain that
for each integer p. This completes the proof of (55) and establishes that
In order to evaluate the term
2 , we also need the following auxilliary lemma proved in the appendix.
Lemma 12. Assume assumptions A-1 to A-6 hold. It holds that
We express (ĝ N (z) − g N (z))χ 2 N as β 1,N (z) + β 2,N (z) where
and establish that sup z∈∂R y
Using Lemma 10, (59) for β 1,N will be established if we show that
For this, we write that
The above calculations prove that sup
This completes the proof of (59) for β 1,N . In order to show (59) for β 2,N , we first remark that by Lemma 10, |a * N T N (z)a N | is uniformly bounded on ∂R y , and write that N m N (z) , or equivalently that
The Poincaré inequality and Lemma 12 imply that
Eq. (59) follows immediately from
for some deterministic constant C (see Lemma 10) . This completes the proof of (49) for l = 1. We now assume that (49) holds until integer l − 1 and write that
The Cauchy-Schwarz inequality implies that
and shows that
The Poincaré inequality gives
Finally, (53) and (54) imply that
for some deterministic constant C . Therefore, the supremum over z ∈ ∂R y of first term of the r.h.s. of (60) 
Consistency of the angular estimates
We now adress the consistency of the DoA estimates defined as the local minima of function θ →η N (θ). For this, we assume that the number of sources K is fixed, i.e. that K does not scale with N . In other words, model Σ N = B N + W N corresponds to a finite rank perturbation of the complex Gaussian i.i.d. matrix W N .
Remark 2.
In this context, it is possible to derive in a simpler way than above an alternative consistent estimator, say θ →η N,spike (θ) of function θ → η N (θ). This estimator is obtained by assuming from the very beginning that K is fixed, and is based on the recent work of Benaych & Nadakuditi [3] ; see [22] for more details. However, as shown in [22] [22] ). Therefore, the use of estimator η N (θ) appears in practice more relevant thanη N,spike (θ).
In order to define the estimators of θ 1 , . . . , θ K properly, we consider K disjoint intervals I 1 , . . . , I K , such that θ k ∈ I k , and define for each k the estimatorθ k,N of θ k byθ k,N = argmin θ∈I k |η N (θ)|. We prove the following result. For k = 1, . . . , K , with probability one,
Proposition 5.
In order to establish the proposition, we follow a classical approach initiated by Hannan [15] to study sinusoid frequency estimates. For this, we first recall the following useful lemma. 
We denote by A the matrix A(Θ) corresponding the true angles
a.s.
and thus η N (θ k,ϕ(N) ) → 1, a contradiction with (60). This implies that the whole sequence (θ k,N ) converges torwards θ k . If N |θ k,N −θ k | is not bounded, we can extract a subsequence such that N |θ k,φ(N) −θ k | → +∞ and Lemma 13 again implies that (61) holds, a contradiction. N |θ k,N − θ k | is thus bounded, and we consider a subsequence such that
which is again in contradiction with (60). Therefore, β = 0 and all converging subsequences of N |θ k,ϕ(N) − θ k | converge to 0, which of course implies that the whole sequence (N |θ k,N − θ k |) converges to 0. We finally end up with N (θ k,N − θ k ) → 0 w.p.1., as N → ∞.
Appendix
Proof of Lemma 4: estimate of
We first give the following useful technical result. Its proof, based on Poincaré's inequality, is elementary and therefore omitted.
Moreover, the same results still hold when
We are now in position to establish Lemma 4. We have to establish that
For clarity, we recall results from [10] , [23] and [14] , on which the proof heavily relies. We have first to introduce some new notations extensively used in [10] , [23] and [14] . We define
which coincides with the Stieltjes transform of finite measures c N µ N + (1− c N )δ 0 . In the following, matrixT N (z) is defined bỹ
, and is related toδ N (z) through the equationδ N (z) = σ 1 N Tr (T N (z)) (cf [13] , [23] ). We also remark that matrix T N (z) can be written as
and that w N (z) coincides with z(1 + σδ N (z))(1 + σδ N (z)). We also denoteQ N (z) the resolvent of matrix Σ * N Σ N , i.e.
, and the matrices
It is shown in [10] and [23] that the entries of Q N (z) (resp.Q N (z)) have the same behaviour as the entries of R N (z) and T N (z) (resp. ofR N (z) andT N (z)). It is also useful to recall that
and R N (z) are bounded on C\R by P 1 (|z|)P 2 (|Im(z)| −1 ). We remark that our new notations are symetrical w.r.t. the substitution Σ N → Σ * N , and are easier to use in the forthcoming calculations.
We first notice that (62) is equivalent to
In order to prove (63), we first show that
and deduce from this that (63) holds. Using results on the behaviour of α N (z) − σ N Tr R N (z) established in [10] , [23] and [14] , we first establish that (64) holds. For this, we recall the following lemma.
Lemma 15 ([10] , [23, proof of Prop.6]). For z ∈ C\R, it holds that
where
If M N (z) is a sequence of deterministic complex matrix-valued functions defined on C\R such that
where ǫ 1,N (z) is the holomorphic function on C\R defined by
and satisfies |ǫ 1,N (z)| ≤ P 1 (|z|)P 2 (|Im(z)| −1 ). Finally,α N (z) can also be written as
and satisfies |ǫ 1,N (z)| ≤ P 1 (|z|)P 2 (|Im(z)| −1 ).
In order to evaluate the behaviour of α
, we differentiate (66) w.r.t. z and get the following result.
Proposition 6. For z ∈ C\R, it holds that the derivatives ǫ 
Proof:
The proof uses Lemma 14 and the observation that the spectral norms R ′ N (z) and R ′ N (z) are bounded by P 1 (|z|)P 2 (|Im(z)| −1 ). The details are omitted.
In order to complete the proof of the lemma, we establish that
where |ǫ 2,N (z)| and |ǫ 2,N (z)| are both bounded by P 1 (|z|)P 2 |Im(z)| −1 .
We first observe that (66) and (67) imply that
We start with the classical identities
and get that
with
Note that it is easy to check that u N (z) =ũ N (z). We differentiate (70), (71)) w.r.t. z, we use (68), (69) and Proposition 6, and recall that both |α N (z) − δ N (z)| and |α N (z) −δ N (z)| are bounded that 1 N 2 P 1 (|z|)P 2 |Im(z)| −1 (see [23] ). We check that u N (z), zv N (z), zṽ N (z) are their derivatives are bounded by P 1 (|z|)P 2 |Im(z)| −1 , and obtain eventually
with |ǫ 3,N (z)|, |ǫ 3,N (z)| bounded by P 1 (|z|)P 2 |Im(z)| −1 . We denote by ∆ N (z) the determinant of the above system,
The determinant ∆ N (z) was studied in [14] and in [23] where it was proved that ∆ N (z)
where Q 1 and Q 2 are 2 polynomials independent of N . Thus, we can invert the previous system on D N to get
This implies that |α
we use the trick in [12] . We remark that
for each z, and that 1 ≤
on C\ {R ∪ D N }. This in turn shows that (63) holds on C\R.
Proof of lemma 6: differentiability of
We first need to establish the following useful Lemma. 
Proof:
We only need to prove that for any x ∈ R D − O and any sequence x n → x,
where d n = x n − x . Since f is uniformly continuous on any small neighborhood of x, there exists a sequence δ n such that for every y and y ′ in this neighborhood for which y − y
O has a zero Lebesgue measure, there exists y n and z n in O such that
which proves the lemma.
We now complete the proof of the Lemma. We considerΨ ∈ C 
Using Lemma 4.6 in Haagerup-Thorbjornsen [12] , we obtain
and get that 
The same can be said about 11 T A and A11 T . Consequently, the result of the lemma is true whenψ is a polynomial. Since any continuous functionψ is the uniform limit of a sequence of polynomials on compact subsets of R, the result is true for suchψ.
We consider an element W 
This completes the proof of Lemma 6. Using Theorem 6 and for p ≥ 2 the inequality,
Proof of lemma 7: uniform boundedness of E[ W
with K a constant independent of N , for all p ∈ N.
Proof of Lemma 11: differentiability of the regularization factor
We first establish that det φ(Σ N Σ * N ) is a C 1 function, and that (50) holds. We use the same approach as in Haagerup & Thorbjornsen [12, Lem. 4.6] . We start begin by showing that the differential of det φ(X ) is given by
As det (X)
since adj(X n ) and X commute. So (75) is true when φ is a polynomial. By choosing a sequence of polynomials P n such that P n → φ and P ′ n → φ ′ uniformly on compact subsets of R, we generalize (75) to any φ ∈ C 1 . Now one can check that
and it remains to apply the composition formula for differentials to obtain (50). We also remark that at a point W N for which there exists aλ l ,N ∈ supp(φ), we have
hence the derivative (50) is zero on A 
Applying Lemma 17 toψ = φ
and letting ε → 0, we obtain the same result for adj(φ(Ω N ))φ ′ (Ω N ). Similarly to the proof of Lemma 6, this proves that (51) can be continuously extended to R 2M N \O.
Proof of lemma 12: various estimates
In this section, we denote by α r,N (z),α r,N (z), R r,N (z) andR r,N (z) the regularized versions of the respective func- 
In order to establish Lemma 12, it is necessary to show that similar bounds hold for functions 
Thus, κ(z) = 0 for z ∈ C\R + , and by analytic continuation, κ(z) = 0 for all z ∈ C\supp(φ). Therefore, all converging subsequences extracted from the normal family (κ N (z)) converge to 0 uniformly on each compact subset of C\supp(φ). Consequently, the whole sequence (κ N ) converges uniformly to 0 on each compact subset of C\supp(φ). This completes the proof of (79). We also notice that
and recall thatδ
Hence, it holds that sup
Thus, (80) follows immediately from (13).
Lemma 18 immediately implies that the following uniform bounds hold.
Lemma 19.
Let K andK be compact subsets of C−supp(φ) and C * −supp(φ) respectively. For N large enough, we
Proof: We first recall that inequality (10) holds. Therefore, the uniform convergence result (79) implies that
for N large enough. This establishes (82) that holds for N large enough. In order to prove (83), we express R r,N (z) as
and use (78) and (80). The proof of (84) is similar, and is based on the identitỹ
We remark that functionα r,N (z) has a pole at z = 0. Hence, any compactK over which R r,N (z) is supposed to be uniformly bounded should not contain 0. The proof of (85) follows immediately from (79) and from (82), (83), (84). Finally, to establish (86), we remark that
and that |w r,N (z)| and |w N (z)| are uniformly bounded from below by (13) and (80) (recall that 0 is one of the eigenvalues of B N B * N ).
We now establish (56) and (57). In order to prove that [10] and [23] used the integration by parts formula (see e.g. [19] ) and the Poincaré inequality to show that the entries of E[Q N (z)] are close from the entries of R N (z) (see the fundamental equation (65)). Then, α N (z) − δ N (z) was evaluated by solving a linear system whose determinant ∆ N (z) given by (72) was shown to be bounded from below. Lemma 19 allows to follow exactly the same approach to establish (56) and (57). However, functions α N ,α N , R N ,R N have to be replaced by their regularized versions. The following results show that the presence of the regularization term χ N does not modify essentially the calculations of [10] and [23] . We first indicate how the integration by parts formula is modified. Vec(.) denotes the column by column vectorization operator of a matrix. 
for all k ∈ N * , and
with sup z∈∂R y |ǫ i,N (z)| ≤ C < ∞.
As for the use of the Poincaré inequality, we have: The proofs of these results are based on elementary arguments, and are thus omitted. Following the calculations of [10] and [23] , we obtain that We will use the same ideas as in Section 5.1 and remark that (α r,N (z) − δ N (z),α r,N (z) −δ N (z)) can be interpreted as the solution of a 2 × 2 linear system whose determinant is a regularized version of (72), and appears uniformly bounded away from zero on ∂R y . Using again the previous expression of R r,N (z) − T N (z) together with (92), (93) and repeating the procedure for R r,N (z) −T N (z), we obtain Proof: It is shown in [23] and [14] that ∆ N (z) is the determinant of the following 2 × 2 linear system 
and that for z ∈ C\R, ∆ N (z) > 0. Solving the system, and looking at the corresponding expression of Im(δ N (z)), we easily get that for all large N . This establishes (57) and completes the proof of (56). The proof of (58) is similar to the proof of Lemma 4, but as above, α N (z),α N (z), R N (z) andR N (z) have to be replaced by their regularized versions α r,N (z),α r,N (z), R r,N (z) andR r,N N (z) . The reader can check that the properties of these regularized functions allow to follow the various steps of the proof of Lemma 4.
