Abstract-We present a hand and face segmentation methodology using color and motion cues for the content-based representation of sign language video sequences. The methodology consists of three stages, namely skin-color segmentation, change detection, and face and hand segmentation mask generation. In skin-color segmentation, a universal color-model is derived and image pixels are classified as skin or nonskin based on their Mahalanobis distance. We derive a segmentation threshold for the classifier. The aim of change detection is to localize moving objects in a video sequences. The change detection technique is based on the test and block-based motion estimation. Finally, the results from skin-color segmentation and change detection are analyzed to segment the face and hands. The performance of the algorithm is illustrated by simulations carried out on standard test sequences.
Segmentation of the Face and Hands in Sign Language Video Sequences Using Color and Motion Cues I. INTRODUCTION

S
IGN LANGUAGE is a visual language used by deaf and hearing-impaired people to communicate. A common device used by deaf people for distant communication is the text telephone. The text telephone is an assistive technology that allows direct communication over a telephone line using standard telephone equipment. This technology is also useful for individuals who have difficulty communicating using a standard telephone due to speech impairment. Unfortunately, the speed of text conversation is limited by typing ability, and is at least 10 times slower than that of sign language [1] . Moreover, sign language is the first language of many pre-lingually deaf individuals, and its speed is comparable to that of normal speech [2] . Therefore, affordable sign language video communication would greatly benefit the deaf community.
The characteristics of a sign language video sequence are different to those of a typical head-and-shoulder sequence. The additional challenges inherent in the transmission of sign language video include the presence of fast motion and the need for smooth motion perception.
The quality requirements of sign language video for distant communication have been studied by Hellström [1] . Hellström observed that for accurate comprehension, the frame rate of sign language video should be at least 20 frames per second at CIF resolution. As well as video, sign language communication systems are also required to process and transmit text and audio information [3] . People who have impaired hearing, but are not completely deaf, sometimes use voice as well as sign language to communicate. Accordingly, the transmission of sign language video over low-bit rate channels would require significant compression.
Sign language video sequences can be significantly compressed by employing content-based coding strategies [4] . Using content-based coding, video sequences are typically segmented into different objects (termed the video object plane in the MPEG-4 standard) which may be independently coded and transmitted. More resources are allocated to the perceptually important objects. As well as improved coding efficiency, content-based representation enables other functionalities, such as improved error-robustness, and scalability. In sign language video, the perceptually significant objects are the face and hands [1] . The objective of this paper is to present a methodology to segment a person's face and hands in a sign language video sequence.
Our hand and face segmentation methodology consists of three stages. In the first stage, image pixels are classified as skin or nonskin to yield a skin detection mask (SDM). The skin-color distribution is modeled as a bivariate normal distribution and the image pixels are classified based on their Mahalanobis distance. In the second stage, the test is employed to localize moving objects in the image sequence and yield a change detection mask (CDM). The third stage involves the fusion of the SDM and the CDM to generate a face and hand segmentation mask (FHSM). The block diagram of the methodology is shown in Fig. 1 .
In the section to follow, the skin-color segmentation algorithm is presented. Section III presents the change detection technique, and the FHSM generation method is discussed in Section IV. Experimental results are presented in Section V and the paper is concluded in Section VI.
II. SKIN-COLOR SEGMENTATION
Skin-color segmentation is feasible because the human skin has a color distribution that differs significantly, although not entirely, from those of the background objects [5] . Skin segmentation has been mainly employed for face segmentation in digital images and video. Some major uses for face segmentation include content-based representation in MPEG-4, face recognition, and face tracking. Skin-color segmentation is usually performed using the chrominance components of image pixels and not the luminance component. The reason for this is twofold. 1) by utilizing the chrominance components only, skin-color segmentation algorithms will remain relatively invariant to changes in brightness (e.g., shadow versus no shadow), and 2) it has been widely reported that apparent differences in skin-color among different races (e.g., dark skin versus fair skin) are characterized by the difference in the brightness of the color, which is governed by the luminance component of light and not the chrominance components [5] - [8] . Another reason is that, by considering the chrominance components only, the feature space is reduced from three-dimensional (3-D) to two-dimensional (2-D), thus reducing the computational complexity of the segmentation algorithm.
There are some limitations to any skin-color segmentation algorithm that must be considered. Accurate results are obtained only if the contrast between skin and background is significant. Note that in the context of hand and face segmentation, other parts of the body, including clothing, are also considered as background. Static background regions with a similar color to that of skin do not pose a serious problem, since they can be identified by change detection. However, parts of clothing that undergo motion and have a similar color to that of skin, may pose problems. As well as poor color contrast, there are other limitations of color segmentation when an input image is taken under some particular lighting conditions.
It is important to choose an appropriate color space for skin-color segmentation. Color spaces used in the past have included the YCbCr [5] , [6] , HSV [7] , [9] , CIE L a b [4] , YES [10] , normalized RGB [11] , and the RGB [8] color spaces. Note that in the RGB color space, the luminance component and the chrominance components are not decoupled. Also, the feature space is 3-D for RGB as opposed to 2-D for chrominance skin-color segmentation.
We have considered the YCbCr color space in our research since it is effective in modeling the human skin-color. Also, since digital video is stored and coded in the YCbCr color space, our algorithm does not require color space conversion. Conversion from one color space to another is computationally expensive. In the YCbCr color space, Y reflects the luminance and is scaled to a range of 16 to 235. The chrominance components, Cb and Cr, are scaled versions of color differences B-Y and R-Y, respectively. Cb and Cr have a range of 16 to 240, inclusive.
The block diagram of our skin-color segmentation algorithm is shown in Fig. 2 . The portion within the dashed line depicts the classifier training process. Unlike most other skin-color segmentation algorithms, our algorithm is intended to work on a range of skin types and lighting conditions.
A. Generation of the Skin-Color Model
To generate the skin-color model, we manually segmented training images into skin and nonskin classes. The training images were obtained from the world wide web, and were of different subjects (with different ethnicities, e.g., European, Asian, and African), body poses, background complexities, and lighting conditions (indoor, outdoor, and studio). Fig. 3 shows the distribution of the CbCr components of the skin training pixels in the CbCr plane.
1) The Skin-Color Model: Let denote the feature vector by the Cb and Cr components of a pixel (i.e., Cb Cr ), and is in a 2-D Euclidean space , called the feature space. The skin and nonskin classes are denoted by and , respectively. The skin-color distribution in the feature space is modeled as a bivariate normal distribution, with as the mean vector and the covariance matrix. The components of and are estimated from the skin training pixels. The quantity in (1) is the Mahalanobis distance from to . It follows from (1) that the contours of constant density are ellipses for which is constant. The principal axes of these ellipses are given by the eigenvectors of , and the eigenvalues of determine the length of these axes. Equation (1) provides a mapping from the 2-D feature space to a one-dimensional (1-D) distance space. The value of is related to the probability that a given pixel belongs to class . A small value of indicates a high skin pixel probability and vice-versa.
B. Generation of the SDM
In this section, we describe the classification method employed to classify pixels as skin or nonskin. Prior to pixel classification, a median filter [12] is applied to the Cb and Cr components of each image or frame to be segmented. In median filtering, the gray-level of each pixel is replaced by the median of the gray-levels in the neighborhood of that pixel. The filter removes outliers in skin regions, while preserving edges. The size of the kernel was chosen based on an empirical study of sign language video frames. Our experimental data suggests that if the size of the kernel is large (i.e., 7 7 or larger for a frame of size QCIF), the face and hand objects would merge if they are close to each other. This is not desirable for face detection. Alternatively, a small kernel size (i.e., 3 3) would be ineffective in eliminating outliers. We have found a kernel size of 5 5 pixels to be effective in eliminating outliers without merging many nearby skin-color regions.
1) Pixel Classification:
With the skin-color distribution in the CbCr plane modeled as a bivariate normal distribution, the contours of constant density are ellipses of constant Mahalanobis distance to . To classify a pixel as skin or nonskin, we measure the Mahalanobis distance between the feature vector of the pixel and . By comparing the Mahalanobis distance against a predetermined threshold, the pixel is classified as skin if the distance is not greater than the threshold, otherwise it is classified as nonskin.
More specifically, the SDM is defined as
where is the segmentation threshold. With and as the sample mean vector and covariance matrix, respectively, the Mahalanobis distance is defined as (3) The parameter denotes the feature vector of a pixel in frame , at spatial location .
2) Derivation of the Segmentation Threshold:
We define the probability of error as (4) where is a threshold, is the probability of false alarm, is the probability of miss, and denote the a priori probabilities of the skin and nonskin classes, respectively, and . The probabilities and are evaluated using the skin and nonskin class training data. For the set of training images ,
where and are defined as otherwise (7) otherwise.
The parameter denotes the feature vector of a pixel in training image at spatial location . The Mahalanobis distance is defined as
The problem is how to derive a suitable segmentation threshold. If is known, the segmentation threshold can be derived by minimizing (4), i.e.
(10)
To solve (10), we plot against and find the minimum . The skin class prior is simply the number of skin pixels in an image divided by the number of pixels in an image. Using the dimensions of a QCIF frame, the number of image pixels is . This leaves only the number of skin pixels to be estimated. For sign language video, let us assume a face size of 50 50 pixels and a hand size of 25 25 pixels [4] . This results in and . Fig. 4 shows the probability of error versus for . The minimum probability of error is indicated in the graph and corresponds to (i.e., ). If is unknown, the minimax test [13] can be employed to derive the segmentation threshold. Since , (4) reduces to (11) To minimize the maximum possible , should be set to make the coefficient of in (11) zero, regardless of . That is, we need to solve (12) for (similar to [10] ). This choice of would render independent of , and hence guarantee that the maximum error probability is minimized regardless of any changes in . In order to find the segmentation threshold based on the minimax test, we need to show the miss and false alarm probabilities as a function of (Fig. 5) . The point where is indicated in the graph and corresponds to .
III. STATISTICAL CHANGE DETECTION
We derive temporal information by segmenting a video sequence into moving (i.e., foreground) and stationary (i.e., background) regions. We are only interested in determining which regions in a frame have changed due to motion, and this information is provided by a change detector. Change detection methods are generally less computationally expensive than motion estimation and optical-flow methods, and would therefore promote real-time segmentation.
If the background is stationary (i.e., no camera panning or zooming) and there are no changes in the image acquisition parameters (i.e., camera focus etc.), taking the luminance-level (i.e., gray-level) difference between two frames is an effective way to detect changed regions with respect to the previous frame. The gray-level difference frame (DF) between frames and is defined as Assuming that the illumination remains constant from one frame to the next, pixel locations where differ from zero indicate objects that are moving or changing their shape. Moreover, the intensity at each pixel in the current frame is either a displaced value from the previous frame (i.e., a moving pixel), the same value as in the previous frame (i.e., a stationary pixel), or an uncovered-background value (i.e., an uncovered-background pixel). Furthermore, unless the objects are textured, only the boundaries of moving objects can be observed, and not the objects themselves. In sign language video, the moving eyes, nose, mouth and fingers add texture to the face and hands.
Non-zero differences can also occur due to camera or quantization noise. Figs. 6(a) and (b) show frames 13 and 14 of the Silent sequence, respectively. The binary difference frame (BDF) is shown in Fig. 6(c) , and is obtained by allocating a binary "1" to nonzero differences, i.e.,
, and a binary "0" to zero differences. Since the background is stationary, one would expect the background to consist entirely of binary "0" pixels, however due to noise, the background appears very noisy. The image noise is usually modeled as additive white Gaussian noise [14] . The objective of change detection is to distingubetween temporal variations caused by noise from those caused by object motion.
Aach et al. [15] proposed several statistical change detection methods. In one proposal, the camera noise is modeled as a zero-mean normal distribution, and the chi-square test is used to detect changed regions in the DF. The chi-square test requires the variance of the background population in . A recursive method that automatically estimates the background population variance was proposed by Ziliani [16] . First, is estimated for the used camera, and then change detection is performed on the . The areas in the that are declared as background are used to estimate a new . This allows to be automatically adapted to the Gaussian noise. Unfortunately, it is difficult to estimate the variance of the Gaussian camera noise for the used camera system.
Noting the difficulty of estimating the variance of the background population, Kim et al. [17] proposed a change detection method based on the test. Instead of the background population variance, the test requires a sample variance of the difference pixels in a background region. The problem is how to find difference pixels in a background region of DF. To make the change detection technique automatic in the sense that no manual manipulation is required, we employ block-based motion estimation to find difference pixels in a background region of DF.
A. Change Detection Based on the Test
In order to make change detection less sensitive to noise, thresholds are usually calculated based on the statistics of a small region in DF, rather than the difference level of a single pixel. Therefore, the hypothesis test is based on the statistical properties of the samples in a square observation window, . To form a CDM, a binary "1" is allocated to the center pixel in if the null hypothesis (i.e., the hypothesis that the difference pixels in are drawn from the background population) is rejected, otherwise a binary "0" is allocated. The use of a window for thresholding corresponds to applying a low-pass filter to the DF. This will cause a blurring effect in the because changes in the observation window are attributed to the center pixel in , regardless of precisely where the changes occur. Fig. 7shows the effect of increasing the size of . As the size of is increased, the blurring effect becomes more profound. We have found that the blur does not adversely affect the outcome of our segmentation results if a window size of 3 3 pixels is used (for frames of size QCIF).
Another parameter that must be considered is the significance level, . The significance level is the probability of detecting background pixels as foreground. The value of is critical, since too high a value will swamp the CDM with spurious changes, while too low a value will suppress significant changes. A significance level of 0.01 was found to be appropriate.
1) The Test:
The test is used to test if the standard deviations of two populations are equal. Suppose that the difference pixels in are drawn from a normal population with variance . The hypothesis test is defined as (14) The null hypothesis, , implies that and are equal, while the alternative hypothesis, , implies that is less than . The hypothesis test is based on the notion that the intensity variation induced by a moving object is greater than that of the background due to the higher intensity gradient at the edge and within a moving object. Let (respectively, ) be the estimator of (respectively, ), and (respectively, ) be the sample size. If the null hypothesis is true, then the ratio (15) has an -distribution with and degrees of freedom. Since hypothesis test (14) is an upper one-tailed test, the null hypothesis is rejected if , where is the critical value of the -distribution with and degrees of freedom, and a significance level of . Note that the test does not require the background population variance.
The sample variance of the background population must be derived from an area in DF that does not contain any moving regions. To this end, we advocate a method based on blockbased motion estimation. The procedure is described in the next section.
B. Estimation of the Background Sample Variance
Block-based motion estimation is a core component of the H.261, H.263, MPEG-1, MPEG-2, and MPEG-4 video coding standards. Given a reference frame (frame ) and an block in the current frame (frame ), the objective of blockbased motion estimation is to seek the block in the reference frame that best matches (according to a given cost function) the characteristics of the block in the current frame. The relative displacement between a block in the current frame and a block in the reference frame is described by a motion vector . To reduce the computational complexity, the search is usually restricted to a search region around the original location of the block in the current frame. The full search algorithm exhaustively searches the entire search window in the reference frame to find the optimal match. However, this is at the expense of higher computational cost. Various other sub-optimal block-based motion estimation techniques have been proposed [18] , [19] that aim to reduce the computational cost.
Let the search range be pixels in both horizontal and vertical directions. With a stepsize of one pixel, the total number of candidates matching blocks in the search window is . Our block-based motion-detection strategy is conceptually simple. We first choose an block in frame , and define a search window in frame . An block located at the upper border of a frame is usually chosen, since we do not expect motion at the upper border. Note that if the block is at the border of the frame, the number of candidate matching blocks is reduced. Since the probability of motion at the upper border is low, the value of is set to 7. Usually a value of is chosen for head and shoulder type scenes [20] , however a large value would substantially increase the computational cost of motion estimation. The full search algorithm is then employed to find the best matching block in frame . The matching of the blocks can be quantified according to various error performance criteria including the minimum mean square error and the minimum mean absolute error. The mean absolute error (MAE) was chosen as the matching cost function because it is a popular choice for hardware implementation [14] . The MAE is defined as: (16) where denotes an block, for a set of candidate motion vectors . The estimate of the motion vector is taken to be the value of that minimizes the MAE, i.e.,
If the motion vector is zero, i.e., , we assert that the corresponding block in DF does not contain any foreground pixels. However, if the motion vector is nonzero, we assume that the corresponding block in DF contains foreground pixels. If the motion vector is nonzero, another block in frame is chosen, and the above procedure repeated. Since a block was chosen at the upper border of a frame where the probability of motion is low, we found that motion estimation was often performed only once. The procedure rarely had to be performed more than twice.
The assumption of a common displacement for all pixels in the block implies that a local smoothness constraint is imposed on the motion vector field. The local smoothness constraint is only satisfied for small block sizes. The choice of the dimensions of the block is the result of tradeoffs among the three conflicting requirements [20] : 1) a small value for is preferable, since the smoothness constraint would be easily met at this resolution; 2) a small value for would reduce the reliability of the motion vector , since few pixels would participate in the matching process; 3) fast algorithms for finding motion vectors are more efficient for larger values of .
Based on experimental data, a block size of pixels (i.e., 64 samples) was found to be appropriate. For a significance level of 0.01, with and degrees of freedom, the critical value of is . The following is a summary of the change detection procedure based on the test. , the center pixel in is declared a foreground, otherwise it is declared a background. 5) Repeat steps 2-4 for all pixel locations in DF. 
IV. GENERATION OF THE FACE AND HAND SEGMENTATION MASK
To generate the FHSM, color and motion information from the SDM and the CDM are utilized. We first note that the skin-color regions in a frame are localized in the SDM. Also, as noted previously, sign language is characterized by the motion of the arms, the hands, and the face (including the eyes and the mouth).
Moving objects entail intensity changes between consecutive frames, which are marked as foreground in the CDM. Thus, the CDM can be used to separate the moving skin-color regions from the stationary skin-color regions in the SDM. The FHSM is a binary map where a binary "1" indicates a moving skincolor region, and a binary "0" indicates a background pixel. The FHSM is analogous to the alpha map in the MPEG-4 standard. The postprocessing stages are described below.
To generate the FHSM, connected components labeling [21] is first performed on the SDM to find the connected components (with 8-neighborhood connectivity). If the size of a connected component is less than a certain threshold, we assume that it is a false alarm and eliminate it from the SDM. To determine a suitable threshold, we must examine the size of the face and hand objects in the sequence. We note that the size of the face object remains fairly constant throughout a sign language sequence, however the size of the hand objects vary depending on their position. Fig. 8 shows frame 218 of the Silent sequence. The size of the right hand is 243 pixels, and the size of the left hand is 117. After an extensive analysis of different hand positions and their corresponding sizes in sign language video sequences, we found that a suitable threshold is 100 pixels. This threshold value was derived empirically. Thus, if the size of a connected component in the SDM is below 100 pixels, it is assumed to be a false alarm and discarded.
To identify the moving skin-color regions and hence eliminate skin-color regions in the stationary background, the skincolor regions in the SDM are projected onto the CDM, as shown in Fig. 9 . When the majority of a connected component in the SDM is covered by a foreground region in the CDM, the connected component is declared as a moving skin-color region. We expect the moving skin-color regions to represent either the face or hand objects, however the FHSM may also contain false alarms due to the following reasons: 1) moving skin-color regions due to clothing or hair with a size greater than 100 pixels. 2) skin-color regions in the uncovered background. The uncovered background areas are marked as changed in the . To overcome this, the uncovered background areas must be identified, e.g., [22] . 3) shadows produced by moving objects will entail intensity variations that are marked as changed. This may result in false alarms if a skin-color region coincides with a foreground region associated with shadows. To overcome this, shadow cancellation strategies can be employed, e.g., [23] .
The face object may contain holes due to the presence of the eyes, mouth, and eyebrows. In addition, "bright spots" and shadows may also produce holes in the face and hand objects. To fill these holes, we employ the morphological closing operator [21] . Morphological closing has the effect of filling small and thin holes, connecting nearby regions, and generally smoothing the boundaries of regions without significantly changing their areas. We found that a large structuring element for the closing operator would merge nearby regions. Fig. 10(a) shows frame 16 of the Silent sequence, and Figs. 10(b), (c) and (d) show the result of the morphological closing operator applied to the corresponding FHSM with circular structuring elements of varying diameters. Nearby (although distinctly separate) hand and face objects merge if a structuring element with a diameter of nine pixels or higher is applied. We also found that a small structuring element would not effectively fill holes in some cases. A circular structuring element with a diameter of 7 pixels was found to be most effective. Circular structuring elements tend to promote the formation of smooth and curved object boundaries, which closely resemble those of real objects.
V. EXPERIMENTAL RESULTS
This section presents the simulation results to evaluate the performance of the face and hand segmentation methodology. For simulation we used standard MPEG test sequences in the QCIF format.
The performance of the hand and face segmentation methodology is evaluated both qualitatively and quantitatively. To quantitatively measure the accuracy of the proposed methodology, each frame was manually segmented into skin and nonskin classes. The manually segmented images serve as a reference to which the automatically segmented images are compared. The false alarm rate and miss rate are evaluated for each image by (18) (19) and are expressed as a percentage.
A. Skin-Color Segmentation
The skin-color segmentation results for six consecutive frames of the Silent (frames 218 to 223) and Irene (frames 210 to 215) are shown in Figs. 11(c) and 12(c) . For both sequences, the face and hands of the subjects have been segmented reasonably well, however some background regions have also been detected as skin. The false alarms present in the SDMs are due to similar skin and background color characteristics.
The skin-color segmentation algorithm was also tested on other standard video sequences that contain skin regions. Fig. 13 shows the results for six consecutive frames of the Carphone sequence. The face regions have been segmented well, with only a minimal amount of false alarms.
B. Statistical Change Detection
The CDMs for frames 218-223 of the Silent sequence and frames 210-215 of the Irene sequence are shown in Figs. 11(b) and 12(b). The bright areas indicate the foreground regions. Since the test statistic is the ratio of the variance estimate of the difference pixel in the observation window to the variance estimate of the background, the value of the test statistic would be large when the window passes over moving objects. Sign language is characterized by the motion of the mouth, eyes, face, and hands. Since these regions are textured, we would expect the hand and face objects to be marked as foreground in the CDM. The foreground regions cover the face and hand objects reasonably well, with little residual noise (i.e., false alarms) present in the CDMs.
Note that only some parts of the chest area of the subject in the Silent sequence are marked as changed. This is due to insufficient texture in the moving regions. It is difficult to detect intensity changes in moving objects if there is insufficient texture. On the other hand, the clothing of the subject in the Irene sequence is textured, and consequently the chest area of the subject is marked as changed. The foreground regions on the right hand side of the CDMs (i.e., right side of the moving person) are due to shadow.
Change detection results for six consecutive frames of the "Hall Objects" sequence are shown in Fig. 14 . The occlusion regions of the moving person have been marked as changed, however the person's chest and briefcase are marked as unchanged due to insufficient texture. Figs. 11(d) and 12(d) show the SDMs (after connected components labeling and elimination). The FHSMs are shown in Figs. 11(e) and 12(e). After connected components analysis and elimination, most of the false alarms in the SDMs of the silent sequence have been successfully discarded since their size is less than 100 pixels. For the Irene sequence, there are two false alarm regions that remain after connected components analysis and elimination. This is because their size is larger than 100 pixels. However, these false alarm regions reside in the stationary background, and are therefore eliminated by the use of motion information. We observe that some of the hair of the subject in the Irene sequence has been detected as skin. We do not expect this to pose a significant problem in any content-based coding strategies. We now quantitatively evaluate the effect of SDM/CDM fusion, connected components analysis, and the morphological closing operator. The average and values for the Silent and Irene sequences are given in Table I . Note that for both sequences, the average and values for the FHSMs are lower than those for the SDMs. This is understandable since the use of motion information and connected components labeling has effectively eliminated most of the false alarms (i.e., decrease in ), and the morphological closing operator has filled the holes in the face and hand objects (i.e., decrease in ). Figs. 15 and 16 show the segmentation results obtained by using the method described in [24] . The average and values for the Silent sequence are 8.6% and 12.1%, respectively, and 5.7% and 13.2%, respectively, for the Irene sequence. Note the high miss and false alarm rates for both sequences as compared to those stated in Table I .
C. Generation of the FHSM
VI. CONCLUSION
The face and hand segmentation methodology presented consists of three steps, namely skin-color segmentation, change detection, and face and hand extraction. The skin-color distribution in the CbCr plane is modeled as a bivariate normal distribution. Image pixels are classified as skin if the Mahalanobis distance between their feature vectors and the mean vector of the skin class is less than a predetermined segmentation threshold. The segmentation threshold was derived by minimizing the probability of error. The skin color regions in a frame are indicated in a SDM.
In the second stage, frames were segmented into foreground and background regions to yield a CDM. The change detection method is based on the test and block based motion estimation. The test compares the sample variance of the difference pixels in an observation window with the sample variance of background pixels. To evaluate the background sample variance, we advocated a method based on block-based motion estimation. Fig. 15 . Results for the Silent sequence obtained using the method described in [24] . Fig. 16 . Results for the Irene sequence obtained using the method described in [24] .
In the preprocessing stage, connected components labeling was employed to label all connected components in the SDM. Connected components of 100 or less pixels were eliminated, since our experiments suggested that these regions are false alarms. The moving skin-color regions were then identified in the SDM by using motion information. Finally, the morphological closing operator was applied to the remaining regions to fill any holes.
Experimental results indicate that the technique is capable of segmenting the hands and face quite effectively. The algorithm allows the flexibility of incorporating additional techniques to enhance the results. For example, work is currently under way to generate the FHSMs by combining the SDMs and CDMs using thresholds based on statistics.
