ABSTRACT Knowledge of the bubble-forming regime is important for studying the mechanism of gas-liquid two-phase flow. The process of bubble formation through an underwater nozzle at the bottom of a rectangular tank was observed using a high-speed camera. Five bubble-forming regimes were classified by considering both the bubble interaction and the periodic behavior. To automatically identify the bubbleforming regimes, 22 image textural features were extracted based on the grey-level co-occurrence matrix and grey-level gradient co-occurrence matrix. A feature selection method, the mathematical correlation weight algorithm (MCWA), was proposed to select the optimal textural feature subset for bubble-forming regime recognition. Experimental results demonstrated that the identification rates based on the feature subset selected by MCWA were 99.81% and 99.24% for support vector machine and artificial neural network, respectively, which were higher than those by the between-class distance method and the Fisher algorithm. The MCWA proposed in this paper is an effective feature selection method and can be widely used in pattern recognition.
I. INTRODUCTION
Bubble flow is a common flow form in gas-liquid two-phase flow. It is widespread in the chemical industry, energy production, environment and all aspects of life. The formation process and flow regime of bubbles play an important role in efficient industrial production. For instance, bubble flow in fluidized beds greatly influences the intensity of the mass and heat transfer processes [1] - [3] . In wastewater treatment processes, the small bubbles that are produced by injecting air-water mixtures into water are used to achieve artificial aeration and mixing in lakes, reservoirs, and rivers [4] , [5] . Knowledge of the bubble flow regime is also used to assess the exploitation conditions of two-phase flow devices in manufacturing [6] . An effective way of characterizing bubble flow is necessary to better understand the behaviour and flow structure of bubble flow, and an advanced intelligent recognition method for bubble-forming regimes is required.
In recent years, multiple groups have studied the bubbleforming behaviour phenomenon in vertical liquid tanks by using different measurement techniques, such as the probe method, acoustic technology, optical fibre technology, laser Doppler technology, and the image method. Davidson and Amic [7] studied the behaviour of air bubbles both in water and in a mineral oil by using a strobe light source and flash photographs. They found that bubbles formed singly and periodically at low gas flow rates. Kyriakides et al. [8] performed similar experiments as Miyahara et al. [9] and classified the bubble formation and coalescence into a variety of regimes, depending on the number and the characteristics of the bubbles in one formation period. Tufaile and Sartorelli [10] applied laser-photodiode and sound waves to study the dynamics of the air bubbles forming from a submerged nozzle in a water/glycerine solution. The bubble formation was divided into 5 regimes based on the bubble behaviour around the orifice. Adopting the same bubbling regimes as Tufaile and Sartorelli (2000) [10] , Badam et al. [11] captured bubble formation using a highspeed camera and generated a generalized bubble formation regime map for orifices with different surface characteristics (varying in contact angles and roughness) using dimensionless numbers (Bo and Fr). Liu et al. [12] used four sensor conductivity probes to study the bubble injection effect of different flow structures: bubbly, cap-turbulent and churnturbulent flow regimes. Upadhyay et al. [13] observed the flow patterns of air-water bubble columns and classified three flow regimes at the steady state. Li et al. [14] studied the flow patterns and transitions in a rectangular gas-liquidsolid three-phase bubble column with a high-resolution digital charge couple device (CCD) camera. They proposed a total of four flow regimes and three transition regimes. Besagni et al. [15] investigated the regime transition between the homogeneous flow regime and the transition flow regime in a large-diameter and large-scale bubble column. The homogeneous flow regime was then classified as a ''purehomogeneous'' or a ''pseudo-homogeneous'' flow regime. Zhang et al. [16] investigated the flow regime transition of a gas holdup difference and the small bubble volume fraction in an internal loop airlift reactor. Most previous studies on regime classification were based on the periodic behaviour observed during the bubble-forming process.
In spite of numerous theoretical and experimental investigations, the flow regimes in the bubble formation process are still relatively poorly understood. There is no unified standard for classifying bubble-forming regimes. Considering that the interaction intensity leads to different dynamic characteristics during bubble formation, we reclassified the bubble-forming regimes. For more effective and general classification methods, both the periodic behaviour and the bubble interaction effects are addressed in this study. It is particularly worth mentioning that a regime of bubbles collision with each other but without coalescence is observed and described in this work.
To automatically identify the flow regime based on highspeed images, it is essential to choose the appropriate algorithm for image feature extraction and feature selection. The purpose of image feature extraction is to compute the characteristic variables of images. Not all of the features can be used for pattern recognition. Feature selection plays an important role in improving the efficiency of pattern recognition. Image textural features have been extensively used in image pattern recognition [17] - [20] and in gas-liquid two-phase flow studies. Wang and Dong [21] used the gray level co-occurrence matrix (GLGCM) to describe the characteristics of gas-liquid flow in a horizontal pipe. However, they did not address flow regime identification. Zhou et al. [22] used image textural features to identify flow patterns in a horizontal pipe based on image textural features, but the lack of feature selection led to a waste of time and inaccurate flow regime recognition. The between-class distance and Fisher algorithm are two commonly used methods in feature selection [23] - [25] . The between-class distance method could evaluate theidentification ability by acquiring the mean and variance of the features [23] . Generally, a larger between-class distance corresponds to a better identification of image features. However, the between-class distance cannot find the optimal combination features for pattern recognition because it only represents the lower limit classification ability for multi-patterns. The Fisher algorithm [24] , [25] acquires the feature subset for identification based on the criterion J . The criterion J is represented by the ratio of the between-class distance and the self-class distance. A feature with a larger between-class distance and a smaller self-class distance leads to a higher value of criterion J and to better classification ability. The optimal feature subset corresponds to the largest criterion J . However, the criterion J is invalid in feature selection if both the between-class and self-class distances are large. In other words, it is possible that a feature subset with a large criterion J may have low classification ability. The Fisher algorithm is only suitable for the case where the variation of the feature for the same pattern is small.
According to the specific characteristics of bubble forming regime textural features based on GLCM and GLGCM, we proposed a new feature selection method: the Mathematical Correlation Weight Algorithm (MCWA). It is a data mining method for acquiring the correlation weight between the features and the patterns based on mathematical statistics. The optimal feature subset is selected by setting a suitable threshold for the correlation weight. The bubble forming regime is identified by both support vector machine (SVM) and artificial neural network (ANN) algorithms. Experimental results indicate that the new method is efficient in identifying bubble formation regimes. The identification rate based on the MCWA feature selection method is higher than those of the other methods (between-class distance method and Fisher algorithm). The identification of bubble forming regimes based on the image textural extraction and selection method is simple and convenient because it avoids the influence of other measurement factors, such as the gas flow rates, orifice diameters and liquid properties.
II. BUBBLE-FORMING PROCESS INVESTIGATED USING A HIGH-SPEED CAMERA A. EXPERIMENTAL SETUP
A schematic view of the experimental facility is presented in Fig. 1 . The inside cross-section of the rectangular water tank is 200 × 200 mm, and the height of the liquid is 1.30 m. The water tank is made of Plexiglas for better observation. A pressure regulating valve stabilizes the gas pressure at 0.4 MPa. Bubbles were released from the stainless steel nozzle (with diameters of 1.5 mm, 2.0 mm, 3.0 mm, and 4.0 mm) at the bottom of the tank. Images of rising bubbles were captured by a high-speed digital video camera (MiniVis ECO-2) with a spatial resolution of 640 × 480 pixels and a frame frequency of 500 fps. An auxiliary light (5400 K colour temperature) is back-lit the tank. During the experiment, we adjusted the air control valve for each nozzle to change the gas flow rate and record the images of bubble movement at different detachment frequencies. 
B. BUBBLE FORMING REGIME CLASSIFICATION
The intensity of interaction develops with increasing gas flow rates. Bubble forming behaviour can be divided into 5 regimes based on bubble interaction. The behaviour and flow characteristics of the bubble forming process are described in the following section.
1) SINGLE BUBBLING
Bubbles are formed singly at a regular time interval in this regime. There is no interaction between the bubbles. During the formation period, the bubble surface maintains a standard revolving shape. When a bubble detaches from the orifice, it rises upwards and distorts irregularly. The liquid motion in the wake induced by a rising bubble will not affect the behaviour of the next bubble. The higher the gas flow rate is, the shorter the formation period is. Sequential images of the forming and rising course of the single bubbling regime are shown in Fig. 2 . 
2) BUBBLING IN GROUPS WITHOUT COALESCENCE
In this regime, the interaction between bubbles is observed. As shown in Fig. 3 , there is a collision between bubbles that seem to coalescence. However, the coalescence does not actually occur because the interaction between bubbles is not sufficiently strong to break the gas-liquid surface (which is retained by surface tension). Bubbles rise in groups with a moving character as ''near-far-near-far'' due to the interaction of bubble wakes. In Fig. 3(a) , a single bubble is formed in one period, but two neighbourhood bubbles wind up in the higher area. In Fig. 3(b) , two bubbles are formed in a period and multiple bubbles rise scattered in the higher area. In Fig. 3(c) , three or four bubbles are formed in a period, and bubbles collide with each other and then rise scattered in the higher area.
3) BUBBLING WITH COALESCENCE AND BREAK UP Fig. 4 shows an example of a bubbling regime with coalescence and break up. The volume of the leading bubble increases greatly. The powerful suction of the wake behind the leading bubble causes the trail bubble, which is elongated in the vertical direction, to detach quickly from the nozzle and coalescence with the leading bubble near the orifice. The coalescence occurs with two to four bubbles, depending on the gas flow rate. Despite the strong interaction between bubbles, the formation period of every bubble is clearly identified in this regime. The coalescence bubble breaks up into small bubbles, and these small bubbles coalesce again during rising. The velocity of some satellite bubbles is developed when large bubbles are broken. Therefore, the phenomenon of bubble coalescence and breaking up always occurred simultaneously.
4) CHAINING
Further increases in the gas flow rate cause successive bubbles (three to seven or even more bubbles) to coalesce at the orifice, as shown in Fig. 5 . Consequently, a flow regime with a large chain of bubbles will be formed. The formation period of bubbles cannot be identified in this regime. The leading bubble rises up so rapidly that the wake effect is very strong. The elongated trail bubbles detach from the orifice rapidly and coalesce with the leading bubble. Since the generation speed of the final trail bubble is not fast enough to follow the chain, some of the gas falls and forms small bubbles. During the rising process, bubble chains moving upwards are accompanied by interruptions and reconnections, which generate many small satellite bubbles in the surrounding water tank. 
5) JETTING
When the gas flow rate is sufficiently large, a continuous air flow will be ejected from the orifice, and the Jetting flow regime is formed, as shown in Fig. 6 . In this regime, a large number of small bubbles rotate around the gas-liquid interface, and the internal motion of the jetting flow cannot be observed. The gas was injected into liquid quickly and dispersed the surrounding liquid into small drops. Bubbles coalesce and break up due to the strong wake effect. Thus, the gas and liquid exist in the forms of small bubbles and small drops in the Jetting regime.
Through the high-speed images, more details of bubbleforming behaviour could be observed than the previous work. The five regimes described above cover all of bubble-forming situation showed in the experiments. Especially, the regime of ''Bubbling in groups without coalescence'' is hardly mentioned in the previous work.
The classification of bubble-forming regimes plays an important role in industrial applications. However, it is too difficult to manually identify bubble flow regimes due to the velocity of the gas flow. Manually inputting identification results would fail to send input signals to a controller in a timely manner. Therefore, it is necessary to utilize computeraided automatic recognition. The present study proposes an intelligent method for monitoring the bubble-forming regimes by using a high-speed camera.
III. IMAGE TEXTURAL FEATURES BASED ON GLCM AND GLGCM
To extract the image textural features based on GLCM and GLGCM, the original images should be pre-processed by VOLUME 5, 2017 a digital image processing method, such as colour conversion, image de-noising, image enhancement, or edge detection.
GLCM and GLGCM are detailed in this section. The second-order statistics of local image features are calculated based on GLCM and GLGCM. The GLCM method computes the second-order statistics based on the gray level values, and the GLGCM method is based on the gray level gradients. The formulas of textural features are described in the following section.
A. THE TEXTURAL FEATURES BASED ON GLCM
GLCM has been employed in extracting texture features for a long time. Co-occurrence matrixes describe the gray level spatial dependency in two-dimensional images. The direction, interval, changing extent of gray images can be described synthetically by features based on GLCM.
For an M * N size digital image, GLCMs are created to calculate the joint probability p(i, j) between two neighbouring pixels. The grey level of the two pixels is i and j. The distance between the two pixels in direction θ is d. Usually, we set θ = 0 • , 45 • , 90 • , 135 • , and d = 1. The definition of the co-occurrence matrix is shown as follows:
where i, j = 0, 1, · · · L −1; x, y is the coordinate of pixel; L is the grey level and L = 256 in this research; and s (x, y) is the original grey image. Because the vectors of formula (1) have different meanings and ranges, it is necessary to normalize them before storing them in the database. The normalization formula is shown as follows.
where Num is the constant of normalization and is equal to the number of adjacent pixels. A total of 7 statistical features can be calculated based on the GLCM, as shown in TABLE 1.
The textural features based on the gray level gradient co-occurrence matrix (GLGCM) can describe the joint statistical distribution. The GLGCM is a combination of the gray histogram and the gradient histogram.
The element H (i, j) of GLGCM is defined as the probability of the pixel number that has the gray value i in the normalized grey image S(x, y) and the gradient value j in the normalized gradient image G(x, y). The GLGCM provides the space relationship between each pixel and its adjacent pixel. In this study, a Sobel operator with windowsize of 3 × 3 was adopted to get the gradient image. Hence, the gradient normalization and the gray level normalization transformations are Then, count the number of pixels that satisfy S(x, y) = i and G(x, y) = j, and set it as H ij , the GLGCM is defined as
The total of H ij and the normalized GLGCMĤ ij can be calculated by A total of 15 texture features can be extracted based on GLGCM. The feature computing formula is described in TABLE 2.
B. TEXTURAL FEATURE DISTRIBUTION OF BUBBLE FORMING REGIMES
A total of 22 textural features were extracted based on GLCM and GLGCM. However, not all of the features are correlated with the bubble forming regimes. If the feature is relatively concentrated in the same regime and has an obvious boundary between different regimes, then the textural feature has a strong ability of identification. If the feature is dispersed in the same regime or overlaps in different regimes, then the identification ability of the feature is poor. For example, the Gray variance of GLGCM in Fig. 7(a) and the Grads variance of GLGCM in Fig. 7(b) were extracted from the same bubble forming image sample. Five hundred images for each bubble forming regime were recorded in 1 second. One of every four images was used as the sample points, and 100 sample data for each flow regime at 9 different bubble forming conditions were applied for comparison. Intuitively, the Gray variance of GLGCM in Fig. 7(a) has a stronger identification ability than the Grads variance in Fig. 7(b) . In Fig. 7(b) , the Grads variance of single bubbling regime is distinct from the other flow regimes, but the other flow regimes all have overlapping regions. Especially for the VOLUME 5, 2017 Chaining regime and the Jetting regime, the Grads variance distribution region is almost completely coincident with the corresponding regions of each regime, which reduces the identification rate in bubble-forming recognition.
IV. TEXTURAL FEATURES SELECTION BASED ON MCWA
For pattern recognition, features are not ''the more, the better''. The maximum number of feature dimensions for a given sample is limited. The purpose of feature selection is to reduce the dimensionality of the feature space by eliminating irrelevant features. From the identification perspective, numerous benefits are associated with feature selection, such as reduced feature extraction time and storage requirements, reduced classifier complexity, increased prediction accuracy, reduced training and testing times, and enhanced data understanding and visualization. Therefore, it is critical to choose a suitable feature selection method to reduce the feature dimension. In this work, a new selection algorithm is proposed, the Mathematical Correlation Weight Algorithm (MCWA), based on the theory of data mining.
A. THE MATHEMATICAL CORRELATION WEIGHT ALGORITHM (MCWA)
The MCWA contains two main steps: textural feature normalization and correlation weight calculation.
1) STEP 1 (NORMALIZATION)
Because the numerical ranges of the various features are different, there is no criterion for feature selection. Normalization is critical to convert the value of textural features to a specified range. In this paper, the textural features are normalized by the Gauss method with the following equation.
where tf ki is the value of the textural feature of the kth feature and the ith sample, TF ki is the normalized value, and µ k and σ k are the mean value and standard deviation of the kth feature. The dimensionless TF ki falls in the range of [0, 1].
2) STEP 2 (THE MATHEMATICAL CORRELATION WEIGHT CALCULATION)
The main idea of MCWA is to find the correlation weight between the data and the patterns. The correlation weight of every texture feature is calculated by considering the relationship between the image texture feature and the bubbleforming regime.
If I is the whole image data set, I i is the image set of the ith bubble-forming regime, TF k is the kth image texture feature; µ ki and σ 2 ki denote the average value and the variance of the kth texture feature in the ith bubble-forming regime. Three threshold values must be set in this algorithm: 1) µ min is the minimum difference of the mean value of the texture feature TF k in the ith bubble-forming regime and other regimes.
2) σ max is the maximum variance of textural feature TF k . 3) γ min is the minimum confidence of refused assumption. If the following constraints in formula (9) are satisfied, then the feature TF k is correlated with the ith bubble forming regime. It can be written as i → TF k . (9) where i → TF k shows that the texture feature TF k can separate bubble-forming regimes from each other. The more correlated regimes of the texture feature TF k there are, the better its classification ability is. The weight value ω k is calculated as
where r k is the number of correlated bubble-forming regimes with texture feature TF k . When q = 1, retain all features; when q = 0, ignore the insignificant texture features.
B. IMAGE TEXTURAL FEATURE SUBSET OF BUBBLE-FORMING REGIMES SELECTED BY MCWA
A total of 22 image textural features were extracted based on GLCM and GLGCM before feature selection. During image texture feature selection for bubble-forming regimes, the parameters of the WCMA were set to: µ min = 0.08, σ max = 0.0015, γ min = 0.05 and q = 0 to ignore the unrelated texture features. The weight value of every texture feature was calculated by formula (10) , and the histograms are shown in Fig. 8 .
To improve the identification rates, a threshold of ω k was set as 20. The feature with weight value larger than 20 was adopted for regime identification. Entropy (f 2 ), Cluster prominence (f 7 ) based on GLCM and Gray asymmetry (T 3 ), Energy (T 5 ), Gray variance (T 8 ), Gray entropy (T 11 ), and Entropy (T 13 ) based on GLGCM with larger correlation weights all satisfy the requirements. The probability distribution figures of the selected textural features are shown in Fig. 9 .
All of the selected features have different characteristic peaks for every bubble-forming regime. The distribution areas of the selected textural features for the same bubbleforming regime are very concentrated. A slight overlapping of areas for different regimes can be observed. The overlapping feature areas have little impact on the identification rates because the identification result is not determined by only one feature but is commonly determined by the 7 selected features.
V. EXPERIMENTAL VERIFICATION
To verify the effectiveness of the new feature selection method, an experiment was executed to identify bubbleforming regimes based on feature subsets using MCWA. In the experiment, two other feature selection methods (the between-class distance method and the Fisher algorithm) were used for comparison. Two intelligent recognition methods, SVM and ANN, were adopted for bubble forming regime recognition. Bubble flow was classified into five regimes. One thousand images of every typical bubble flow regime were chosen for classification, and 500 images of each regime were used for training. The others were used as testing images. All of these images were pre-processed by digital image processing method.
The between-class distance D min is the minimum distance between classes and indicates the lower limit of the recognition ability of the textural feature. This method cannot find the optimal feature subset directly. The results are shown in Table 3 , with the order of D min from large to small,. Based on the sorted results in Table 3 , the feature subset was combined for bubble-forming regime identification. The feature subset with the largest recognition rate is (f 2 , t 5 , t 11 ). Fisher algorithm selects the feature subset based on a criterion J . Theoretically, the maximum value J max is the optimal feature subset. The optimal feature subset based on the Fisher algorithm is (f 1 , f 3 , f 5 , t 6 , t 8 , t 11 ). According to MCWA, the optimal feature subset is (f 2 , f 7 , t 3 , t 5 , t 8 , t 11 , t 13 ), as described above.
To verify the robustness of the method, two intelligent methods, SVM and ANN, were used for regime recognition. The experimental results show that the bubble-forming regime identification rates based on the combination feature subset of GLCM and GLGCM selected by MCWA are 99.81% and 99.24% for SVM and ANN, which are higher than those obtained using the between-class distance method and Fisher algorithm. The key point for successful recognition is whether the feature subset is properly selected, not the number of features in the subset. By analysing the basic principles of the three feature selection methods, we summarize the reason for the success or failure of these three methods as follows.
For the multi-recognition problem, the between-class distance method calculates the distance between adjacent patterns but does not look at the overall situation. The selected features cannot feedback the classification globally.
The Fisher algorithm expects that the within-class distance is as small as possible and the between-class distance is as long as possible, which seems very reasonable. However, one situation is ignored: when a feature of the same pattern covers a wide distribution area, the boundaries between different patterns are very obvious. In this case, both the betweenclass distance and the within-class distance are large, but the ratio of the two distances is small. The criterion J related to the ratio is not proportional to the feature classification ability; as a result, the rationality of feature selection is reduced.
As an advanced feature selection algorithm, the MCWA not only overcomes the shortcomings of the between-distance method in global feature classification but also avoids the contradiction between the within-class distance and betweenclass distance in the Fisher algorithm. MCWA is a data mining method based on experimental data that uses mathematical statistics to find the optimal feature subset. The MCWA feature selection method has been proven in bubbleforming regime recognition, and it can be extended to other recognition problems.
VI. CONCLUSIONS
Experiments of bubble formation in a vertical upward airwater tank were conducted in this study. The dynamics of the bubble formation process were observed and recorded using a high-speed video camera. Five bubble forming regimes were classified by incorporating the bubble interaction characteristics and periodic behaviour. These regimes were defined as single bubbling, bubbling in groups without coalescence, bubbling with coalescence and break up, chaining, and jetting.
A new image feature selection algorithm of MCWA is proposed in the present study. The algorithm can generate optimal feature subset combinations based on the texture features extracted by GLCM and GLGCM. For the bubble forming images, the features of Entropy (f 2 ), Cluster prominence (f 7 ) of GLCM and Gray asymmetry (T 3 ), Energy (T 5 ), Gray variance (T 8 ), Gray entropy (T 11 ), and Entropy (T 13 ) of GLGCM were selected by MCWA. Using the optimal feature subset acquired from MCWA, the recognition methods of SVM and ANN were then applied to identify the bubbleforming regimes. The experimental results demonstrate that the identification rates with MCWA are 99.81% for SVM and 99.24% for ANN. These results are higher than the identification rates calculated when using the between-class distance method and Fisher algorithm. MCWA is an effective feature selection algorithm and can obtain optimal feature subsets for regime recognition; thus, it may be widely extended in other pattern recognition fields in the future. 
