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Abstract—This paper proposes a highly accurate algorithm
to estimate the signal-to-noise ratio (SNR) for a linear system
from a single realization of the received signal. We assume that
the linear system has a Gaussian matrix with one sided left
correlation. The unknown entries of the signal and the noise
are assumed to be independent and identically distributed with
zero mean and can be drawn from any distribution. We use
the ridge regression function of this linear model in company
with tools and techniques adapted from random matrix theory
to achieve, in closed form, accurate estimation of the SNR without
prior statistical knowledge on the signal or the noise. Simulation
results are provided, and show that the proposed method is very
accurate.
Index Terms—SNR estimation, ridge regression, random ma-
trix theory.
I. INTRODUCTION
The need for an accurate estimate of the signal-to-noise ratio
(SNR) has attracted a lot of interest in many fields of signal
processing and communication such as signal detection and
estimation [1], [2], [3], machine learning [4], [5], [6], image
restoration [7], [8], cognitive radio [9], MIMO and massive
MIMO systems [10], [11], [12]. This is motivated by the fact
that many algorithms in these fields require accurate SNR
knowledge to achieve optimal performance.
Over the years, the problem of SNR estimation has been
studied in different contexts depending on the application.
Historically, it was first inspected in the context of single-input
single-output (SISO) systems with constant channels [13].
In [10], an SNR estimation approach for MIMO systems is
proposed based on the known pilot symbols and the unknown
data symbols. Both the channel and the noise are assumed to
be Gaussian. In addition, the transmitted symbols are assumed
to be coming from a known modulation. The authors in [14]
use higher-order moments to estimate the SNR assuming that
the shape of the narrowband signal and the noise power
spectral density are known. In [15], several SNR estimation
techniques have been compared for AWGN channel, while in
[16] a blind SNR estimation technique for narrowband signals
corrupted by complex Gaussian noise is proposed.
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In this paper, we consider the problem of estimating the
SNR from a vector y ∈ RM of noisy linear observations that
are obtained through
y = Wxo + n, (1)
where xo ∈ RK is an unknown transmitted signal and n ∈ RM
is an unknown noise vector. A key difference between the
proposed estimator and the aforementioned estimators is that it
does not impose any assumptions on the distribution functions
of xo and n as well as their spectra.
In this work, we assume that the entries of xo, and those
of the noise n, are drawn from any two distributions and
that there elements are independent and identically distributed
(i.i.d.) with zero mean and unknown variances. The matrix W
is an M ×K matrix that can be decomposed as
W = Ψ
1
2 W, (2)
where Ψ is an M × M known Hermitian nonnegative left
correlation matrix, while W ∈ RM×K is a known Gaussian
matrix with centered unit variance (standard) i.i.d. entries.
The optimal signal estimate of the model in (1) is obtained
through the linear minimum mean-squared error (LMMSE)
estimator which is given by [2]
xˆ =
(
WTW + λoIK
)−1
WTy, (3)
where the regularization parameter λo =
σ2n
σ2xo
= 1SNR . The
expression in (3) is the regularized least squares (RLS) esti-
mation of xo and it is the minimizer of the regression function
xˆ := arg min
x
{||y −Wx||22 + λ ||x||22}|λ=λo . (4)
In this paper, we use the cost function in (4) to estimate the
SNR of the linear system in (1) by applying tools from random
matrix theory (RMT). We prove that the objective function in
(4), evaluated at its optimal solution xˆ, concentrates at a value
that is a function of the system dimensions, the correlation
matrix, the regularization parameter, and the signal and the
noise variances. This function turns out to be linear in σ2xo
and σ2n. Thus, by evaluating this function at multiple values
of λ, we can solve for σ2xo and σ
2
n.
The paper is organized as follows. In Section II, we present
the main theorem for estimating the SNR of (1) and illustrate
how it can be applied. Section III presents the proof of this
theorem while Section IV illustrates the performance of the
proposed SNR estimation algorithm using simulations.
Notations-Boldface lower-case symbols are used for column
vectors, d, and upper-case for matrices, D. The notation [d]i
denotes the i-th element of d, while [D]i,j indicates the ele-
ment in i-th row and j-th column of D. DT and Tr (D) denote
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2the transpose and the trace of D, respectively. Moreover, IM
denotes the M ×M identity matrix. The expectation operator
is denoted by E[·] while || · ||2 denotes the spectral norm for
matrices and Euclidean norm for vectors. Finally, diag (d) is
the diagonal matrix that have the elements of d at its diagonal
entries, while “ a.s.−−→ ” designates almost sure convergence.
II. THE SNR ESTIMATION ALGORITHM
In this section, we present the main theorem of the paper
and we show how it can be applied to estimate the SNR of
(1). We start by stating the main assumptions of the theorem.
Assumption 1. We consider the linear asymptotic regime in
which both M and K go to +∞ with their ratio being bounded
below and above as follows:
0 < ρ− = lim inf
K
M
≤ ρ+ = lim sup K
M
< +∞.
Assumption 2. Let W ∈ RM×K have i.i.d. entries with
[W]i,j ∼ N (0, 1) and define the spectral decomposition of
Ψ as Ψ = UQUT . Furthermore, we assume that there exists
a real number qmax <∞ such that
sup
K
||Q|| ≤ qmax,
and that the normalized trace of Q satisfies
inf
K
1
K
Tr (Q) > 0.
Assumption 3. We assume that the entries of xo are sampled
i.i.d. from some distribution function (not necessarily known)
with zero mean and unknown variance σ2xo and that the noise
vector n also has i.i.d. entries that are sampled from some
density function of zero mean and unknown variance σ2n.
Remark 1. (On the Assumptions)
• Although Assumption 1 is a key factor in the derivation
of the proposed SNR estimation algorithm, we will show
later by simulations that the proposed technique has good
accuracy even for relatively small system dimensions.
• The derivation of the proposed algorithm relies on the
fact that W is a Gaussian matrix.
• Assumptions 1 and 2 are technical assumptions that are
often satisfied in practice. Thus, they do not limit the
applicability of the proposed SNR estimation algorithm.
• Based on Assumption 3, the SNR of (1) is
σ2xo
σ2n
.
• We confine ourselves to the set of real numbers R, but
we point out that the theorem and the results in the paper
are directly applicable to the complex set C.
Theorem 1. Under the settings of Assumptions 1, 2, and 3,
and by considering a normalized version of the cost function
in (4) evaluated at its optimal solution xˆ (λ), i.e.,
Φ
(
W
)
=
1
K
||y −Ψ 12 Wxˆ (λ) ||22 +
λ
K
||xˆ (λ) ||22, (5)
then, there exists a deterministic function α (t) defined as
α (t) =
Tr (ΨT (t))
(1 + tδ (t))
σ2xo +
(
M
K
− t Tr (ΨT (t))
K (1 + tδ (t))
)
σ2n
+O (K−1) , (6)
such that
E
xo,n
[Φ
(
W
)
]− α (t) a.s.−−→ 0, (7)
where t = Kλ and the notation d = O
(
K−1
)
means that
| dK−1 | is bounded as K →∞. The matrix T (t) is an M×M
matrix that is defined as
T (t) = U
(
IM +
t
(1 + tδ (t))
Q
)−1
UT , (8)
where δ (t) is the unique positive solution of the following
fixed-point equation:
δ (t) =
1
K
Tr
(
Q
(
IM +
t
1 + t δ (t)
Q
)−1)
. (9)
Proof: The proof of Thereom 1 is given in Section III.
Remark 2. (On Theorem 1) The normalization of the cost
function in (4) by K is for RMT purposes. Also note that
both the cost function in (4) and its normalized version have
the same minimizer (i.e., same signal estimate xˆ (λ)).
In Fig. 1, we evaluate the result of Theorem 1 by providing
an example that compares Exo,n[Φ
(
W
)
] and (6). We set W ∈
R300×100, [W]i,j ∼ N (0, 1), and we take Ψ 12 = diag (ψ)
where [ψ]i is uniformly distributed in [0, 1]. Finally, we choose
[xo]i ∼ N (0, 10) and [n]i ∼ N (0, 1).
From Fig. 1, we can observe that the result of Theorem 1
is very accurate and that the error is negligible. In fact, the
same behavior can be observed for different scenarios of the
correlation matrix Ψ, the signal xo, and the noise n.
λ
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Fig. 1. Comparing Exo,n[Φ
(
W
)
] with its deterministic equivalent in (6).
The result in Theorem 1 indicates that the average value of
the normalized version of the function in (4) converges to (6)
at x = xˆ. Let us see how this can be used to estimate σ2xo and
σ2n. To this end, set
ξ1 (λ) =
Tr (ΨT (t))
(1 + tδ (t))
, (10)
ξ2 (λ) =
M
K
− t Tr (ΨT (t))
K (1 + tδ (t))
, (11)
and consider the definition of the function Φ as in (5). By
evaluating (10), (11), and (5) at different λ values, i.e., λi, i =
31, . . . , n;n ≥ 2, we can generate a system of linear equations
in the formξ1 (λ1) ξ2 (λ1)... ...
ξ1 (λn) ξ2 (λn)
[σ2xo
σ2n
]
+
1...
n
 =
Φ (λ1)...
Φ (λn)
⇒ Ξσ+ = φ,
(12)
where  is the approximation error vector. Now, by solving
the following constrained linear LS problem:
min
σ
1
2
||φ−Ξσ||22 subject to σ ≥ 0, (13)
we can obtain the values of σˆ2xo and σˆ
2
n.
The error vector  in (12) is due to the fact that we are
equating the normalized version of the cost function in (4)
with its expected value taken over xo and n when they are both
evaluated at x = xˆ. This will be accurate for high dimensions
but becomes less so as we decrease the dimensions of the
problem. Moreover, (13) assumes that the error variables are
uncorrelated which is not the case as the values of Φ (λ)
for different λ are correlated. Thus, Ξσ in (13) should be
weighted by the inverse of the unknown covariance matrix of
. Our main goal here is to find a pair
(
σˆ2xo , σˆ
2
n
)
that closely
approximates the signal and the noise statistics for all (or
almost all) possible realizations of the random quantities in
(1).
The process of estimating the SNR of (1) is summarized in
Algorithm 1. 1
Algorithm 1: Algorithm to estimate the SNR
Input : y,W,Ψ = UQUT , [λ1, . . . , λn];n ≥ 2.
Output: SNR.
1 for i = 1, 2, . . . n do
2 ti =
K
λi
;
3 Compute δ (ti) from (9) and T (ti) using (8);
4 xˆi =
(
WTW + λiIK
)−1
WTy;
5 Obtain ξ1 (λi) , ξ2 (λi), and Φ (λi) using (10), (11),
and (5), respectively.
6 end
7 Fromulate the matrix Ξ and the vector φ as in (12);
8 Solve (13) to obtain σˆ2xo and σˆ
2
n;
9 SNR =
σˆ2xo
σˆ2no
.
III. PROOF OUTLINE
In this section, we provide the proof of Theorem 1. We start
by evaluating the function in (4) at its optimal solution in (3)
for a general λ. Substituting (3) in (4) and manipulating, we
obtain
||y −Ψ 12 Wxˆ||22 + λ ||xˆ||22 = yTy + yTWHWTWHWTy
− 2yTWHWTy + λyTWH2WTy, (14)
where H =
(
WTW + λIK
)−1
.
Now, we consider taking the expected value of (5) over all
its random variables. Based on Assumption 3, we can express
1The MATLAB code of the proposed SNR estimation approach is provided
at http://faculty.kfupm.edu.sa/ee/naffouri/publications.html
the expected value of the first term in (5) using (1) and (14)
as
E
W,xo,n
[ 1
K
||y −Ψ 12 Wxˆ||22
]
=
σ2xo
K
E
W
[
Tr
(
WTW
)
− 2 Tr (WTWHWTW)+ Tr (WTWHWTWHWTW) ]
+
σ2n
K
E
W
[
M + Tr
(
WTWHWTWH
)− 2Tr (WTWH) ].
(15)
After some algebraic manipulations, we can rewrite (15) as
E
W,xo,n
[ 1
K
||y −Ψ 12 Wxˆ||22
]
=
σ2xoλ
2
K
E
W
[
Tr
(
WTW
(
WTW + λIK
)−2) ]
+
σ2n
K
E
W
[
M − Tr
(
WTW
(
WTW + λIK
)−1)
− λTr
(
WTW
(
WTW + λIK
)−2) ]
. (16)
Now, by using the following equality(
WTW + IK
)−1
W = W
(
WWT + IM
)−1
, (17)
we can further simplify (16) to
E
W,xo,n
[ 1
K
||y −Ψ 12 Wxˆ||22
]
=
σ2n
K
E
W
[
M − t Tr
((
t
K
WWT + IM
)−1
WWT
K
)
− t Tr
((
t
K
WWT + IM
)−2
WWT
K
)]
+ σ2xo E
W
[
Tr
(
WWT
K
(
t
K
WWT + IM
)−2)]
. (18)
Following the same procedure, we can prove that the expected
value of the second term in (5) can be expressed as
E
W,xo,n
[
λ
K
||xˆ||22
]
= E
W
[
Tr
((
t
K
WWT + IM
)−1
WWT
K
)
− Tr
((
t
K
WWT + IM
)−2
WWT
K
)]
σ2xo
+ E
W
[
t Tr
((
t
K
WWT + IM
)−2
WWT
K
)]
σ2n
K
. (19)
Combining (18) and (19) yields
EW,xo,n
[ 1
K
||y −Ψ 12 Wxˆ||22 +
λ
K
||xˆ||22
]
=
M
K
σ2n
+
(
Kσ2xo − tσ2n
)
E
W
[
1
K
Tr
((
t
K
WWT + IM
)−1
WWT
K
)]
.
(20)
Now, based on the result obtained in [17] (Equation (23)), and
by using some algebraic manipulations, we can prove that for
the second term in (20), the following equality holds true
E
W
[
1
K
Tr
((
t
K
WWT + IM
)−1
WWT
K
)]
=
1
K
Tr (ΨT (t))
(1 + tδ (t))
+O (K−2) . (21)
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(g) Variation of the performance with system dimen-
sions.
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Fig. 2. Comparing the performance of the proposed approach in the different scenarios.
By substituting (21) in (20) and manipulating, we obtain (6).
Now, by using (20), (21), and (6), we can conclude that
EW,xo,n[Φ
(
W
)
]− α (t) −→ 0. (22)
However, as shown in [17] (Proposition 4), and based on (20),
we have
var
(
1
K
Tr
((
t
K
WWT + IM
)−1
WWT
K
))
= O (K−2) .
(23)
Now, by using (22) and (23), and upon applying the Borel-
Cantelli lemma [18], we can easily prove that
Exo,n[Φ
(
W
)
]− EW,xo,n[Φ
(
W
)
]
a.s.−−→ 0. (24)
Finally, based on (22) and (24), we can conclude that
Exo,n[Φ
(
W
)
] converges almost surely to α (t) as in (7).
IV. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
SNR estimation method using seven different scenarios that
differ in the choices of Ψ,xo,n, λ,M , and K. In all the
experiments, W is generated to satisfy Assumption 2. In the
first four scenarios, we set the matrix dimensions to be 80×40
and we set λi ∈ {1, 2, 3, 4} × 10−3, while in the last three
scenarios, we demonstrate the performance of the proposed
approach with small matrix dimensions and with different
choices of λ. The performance of the proposed approach is
compared with the maximum likelihood (ML) estimator [19],
where we use the ML estimator to estimate σˆ2n and then the
SNR is obtained assuming that we know σ2xo exactly. The
results in each scenario are averaged over 103 Monte-Carlo
trials. In addition, we compute the average variance of the
normalized errors (errors normalized by the true SNR) over the
5given SNR range and we quote it in the sub-figures captions.
1) Scenario (a): We choose Ψ
1
2 = diag (ψ) with [ψ]i
being uniformly distributed in the interval [0, 1] i.e., [ψ]i ∼
U (0, 1). The noise vector n is generated such that [n]i ∼
N (0, 0.1). The entries of xo are set to satisfy [xo]i ∼
N (0, σ2xo), while σ2xo is varied such that the model in (1) will
have SNR values {−4,−2, 0, . . . , 20} dB.
2) Scenario (b): In this scenario, we generate Ψ as
[Ψ]i,j = J0
(
pi|i− j|2) , (25)
where J0 (·) is the zero-order Bessel function of the first kind.
Such matrix is used to model the correlation between transmit
antennas in a dense scattering environment [20]. We set [n]i ∼
U (−3, 3), while xo is generated as in Scenario (a).
3) Scenario (c): We consider the exponential correlation
model for Ψ which is defined as [21]
Ψ (ρˆ) =
[
ρˆ|i−j|
2
]
i,j=1,2,...,M
, ρˆ ∈ [0, 1), (26)
with ρˆ = 0.4. We set [xo]i ∼ U (−5, 5) and [n]i ∼ N
(
0, σ2n
)
.
The value of σ2n is varied to simulate different SNR levels.
4) Scenario (d): We use the same model for Ψ and n as in
Scenario (c). The entries of xo are drawn from a student’s t-
distribution with a degree of freedom ν = 5 and thus σ2xo =
5
3 .
Figs. 2(a)-(d) show perfect matching between the exact
SNR and the estimated SNR using Theorem 1 in all the four
scenarios. It can be observed that the ML estimator tends
to underestimate the noise variance in all the scenarios with
different amount of error. Moreover, the plots also show that
the proposed estimator is unbiased. Finally, the captions of
the sub-figures show that the average variance of the proposed
approach error is very small and is less than that of the ML.
In Fig. 2(e), we plot the normalized mean-squared error
(NMSE) (in dB) (i.e., MSE normalized by the exact SNR) of
the algorithms. From Fig. 2(e), we can see that the proposed
approach has very low normalized error over all the SNR
range while the ML exhibits very high NMSE that is above
0 dB. Further, Fig. 2(f) plots the SNR estimates over all the
Monte-Carlo trials for Scenario (a) and shows that the trials
are concentrated around the true SNR.
5) Scenarios (g) and (h): In these scenarios, we depict
the variation of the performance of the proposed approach
with matrix dimensions using the settings in Scenario (a).
From Fig. 2(g), we observe that for very small dimensions,
i.e., 10 × 7, the proposed approach offers relatively poor
performance that still outperforms the ML algorithm. As the
dimensions increase, performance enhances. However, even
with relatively small dimensions such as 40×20, the proposed
approach maintains its high accuracy with tenuous error.
On the other hand, Fig. 2(h) presents the performance of two
special cases: when M = K + 1 (using 31 × 30) and when
M < K (using 30 × 35). Fig. 2(h) shows that the proposed
approach maintains its high accuracy with small error while
the ML exhibits very poor performance in the two cases.
6) Scenario (i): In this scenario, we study the sensitivity of
the proposed approach to the choice of λ. In Fig. 2(i), we plot
the performance of the proposed approach for three different
choices of λ using the same settings in Scenario (b). From
Fig. 2(i), we can observe that for all the different choices of
λ, the algorithm still provides high SNR estimation accuracy.
V. CONCLUSIONS
In this paper, we developed a new SNR estimation tech-
nique for linear systems with correlated Gaussian channel by
using tools from RMT. The proposed approach is shown to
provide high SNR estimation accuracy for different scenarios.
Moreover, the algorithm maintains its high accuracy even for
small matrix dimensions.
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