The efficiency of simulation algorithms for max-stable processes relies on the choice of the spectral representation: different choices result in different sequences of finite approximations to the process. We propose a constructive approach yielding a normalized spectral representation that solves an optimization problem related to the efficiency of simulating max-stable processes. The simulation algorithm based on the normalized spectral representation can be regarded as max-importance sampling. Compared to other simulation algorithms hitherto, our approach has at least two advantages. First, it allows the exact simulation of a comprising class of max-stable processes. Second, the algorithm has a stopping time with finite expectation. In practice, our approach has the potential of considerably reducing the simulation time of max-stable processes.
Introduction
Max-stable processes have become a popular tool for modeling spatial extremes, particularly in environmental sciences, see, e.g. Coles (1993) , Coles and Tawn (1996) and Padoan, Ribatet and Sisson (2010) . A stochastic process {Z(y) : y ∈ K} with standard Fréchet margins defined on an index set K, i.e. P(Z(y) ≤ z) = exp(−z −1 ), z > 0, for all y ∈ K, is called max-stable if 1 n
for any n ∈ N and independent copies Z i , i = 1, . . . , n, of Z, where the maximum is taken pointwise. Max-stable processes occur naturally as limits of suitably normalized 1 pointwise maxima of stochastic processes which motivates their usage in the context of spatial extremes. Simulating max-stable processes is an important step in application for the following three reasons. First, while bivariate marginal distributions can be calculated frequently, higher dimensional marginal distributions do not have, in nearly all the cases, explicit formulae. Consequently, they can be addressed only by simulation. Second, most applications require the estimation of characteristics of max-stable processes that cannot be explicitly calculated. That leaves simulation as the only option, see, e.g. Buishand, de Haan and Zhou (2008) and Blanchet and Davison (2011) . Finally, unconditional simulation appears as part of the conditional simulation of max-stable processes (Dombry, Eyi-Minko and Ribatet, 2013; Oesting and Schlather, 2014) . Schlather (2002) suggested an algorithm to simulate max-stable processes. However, the simulation is exact only under substantial restrictions, namely when the shape function is bounded and has compact support. In this case, the algorithm ends in finite time almost surely. Compact support can be enforced by cutting the shape function, which introduces an approximation error. In some cases, such an error is not negligible. For example, consider moving maximum processes with monotone shape functions that have a pole at the origin. Strokorb, Ballani and Schlather (2015) provided a derivation of such processes whose realizations have poles on a dense subset of the space. In particular, they are discontinuous everywhere with probability one. For such processes, any modification of the shape function towards a bounded shape function will alter dramatically the properties of the process. Consequently, the use of Schlather's (2002) algorithm becomes doubtful. By contrast, this paper deals with the question of drawing random samples of max-stable processes in an exact and efficient way, including shape functions that are unbounded and do not have compact support.
Simulation of max-stable processes is based on their spectral representation (see de Haan, 1984; Giné, Hahn and Vatan, 1990; Kabluchko, 2009; Wang and Stoev, 2010 , for instance): For any max-stable process Z with standard Fréchet margins defined on an index set K, there exists a spectral measure H defined on an appropriate set H of non-negative functions such that Z(y) = max (t,f )∈Π tf (y), y ∈ K, (1.1)
where f (· − x) can be reinterpreted as realization of a random function F with law Λ(dx∩K r )/Λ(K r )·H f (df ) that is independent of the Poisson point process with intensity t −2 Λ(K r )dt. Schlather (2002) suggested to start with those points (t, f ) that will contribute most likely to Z, i.e., with those points (t, f ) that have the highest values of t. By ranking the points t in a descending order t 1 > t 2 , . . ., we have that
, where E j are independent and identically distributed random variables with standard exponential distribution. Let F i ∼ i.i.d. F be independent of the E j and Z (m) (y) = max
be a finite approximation for Z. Then, Z = d Z (∞) . Assume that for some m the inequality 4) holds. Then, obviously, Z (n) (y) = Z (∞) (y) for all y ∈ K and all n ≥ m. In other words, any spectral function f i with i > m cannot contribute to Z. This results in a stopping rule for a "m-step representation" of Z which can be used to construct an exact simulation procedure. Here, the minimal number of steps M = min{m ∈ N : m satisfies (1.4)} is a random integer. The properties of M depend on the choices of the spectral functions. Schlather (2002) proposed to replace inequality (1.4) by a stronger stopping rule inf y∈K Z (m) (y) ≥ C/ m+1 j=1 E j . As a generalization of Schlather (2002) , we consider stopping rule (1.4) with H being any locally finite measure, not necessarily of the form (1.3).
imsart-bj ver. 2013/03/06 file: spectral.tex date: September 12, 2016 The random number of steps in the simulation of a max-stable process depends on the choice of the corresponding ensemble of spectral functions which is not unique (cf. de Haan and Ferreira, 2006, Remark 9.6.2) . Some specific choices may bear severe disadvantages for the accuracy and speed of the simulation. For instance, finite approximations based on the original definition of the Brown-Resnick process are usually far from the actual process (Kabluchko, Schlather and de Haan, 2009; Oesting, Kabluchko and Schlather, 2012) . The optimality of the choice of spectral functions with respect to the number of steps in simulating max-stable processes has not been discussed in literature yet. Here, we propose a choice of spectral functions, the normalized spectral representation and show that it is the solution to an optimization problem related to the number of steps in the simulation.
An illustrative example may clarify why the choice of spectral functions can have a significant impact on the distribution of the stochastic number M . Consider the simplest case where Z is univariate. Specializing (1.1) to K = {y 0 } and f ≡ 1, the random variable Z(y 0 ) follows a univariate Fréchet distribution. It has a representation given by
where Π is the Poisson point process on (0, ∞) with intensity t −2 dt. By ranking the points t, we get that
In other words, M ≡ 1 based on the constant spectral function f ≡ 1. Differently, Z(y 0 ) can also be constructed by (1.1) with f (y 0 ) being a non-degenerate random variable satisfying Ef (y 0 ) = 1. In that case, the stochastic number M is greater than 1 with positive probability. Therefore, for simulating Z(y 0 ), the spectral representation in (1.5) would be considered as optimal. This example illustrates the optimality we intend to achieve by the choice of spectral functions for an arbitrary max-stable process. The very general optimality problem for general index sets K and arbitrary random functions f seems to be rather complicated. Therefore, we shall suggest a modified optimization problem and shall demonstrate that its solution is explicit and unique for each given max-stable process and index set K. The optimality is achieved by transforming any ensemble of spectral functions to a new ensemble of spectral functions satisfying sup y∈K f (y) = c, for all f ∈ H. We call such a representation with all spectral functions sharing the same supremum the normalized spectral representation. This representation was initially used in constructing the spectral representation for max-stable processes with a continuous sample path on K = [0, 1], see e.g. de Haan and Lin (2001) and de Haan and Ferreira (2006) , Cor. 9.4.5. In this paper, we provide a theoretical justification on the use of this normalized spectral representation in simulation algorithms. This paper is organized as follows. In Section 2, we revisit de Haan's (1984) spectral representation of max-stable processes and give the formula of spectral representation transformation, i.e. transforming one ensemble of spectral functions under a given spec-tral measure to another ensemble under a different spectral measure. Based on the transformed representation, we formulate a stopping rule that allows an exact simulation of max-stable processes. In Section 3, we pose an optimization problem for selecting the spectral representation that yields the most efficient simulation procedure. This problem is closely related to the problem of importance sampling. In addition, we give the explicit solution of a modified optimization problem. This results in the normalized spectral representation. Differences between the modified problem and the original optimization problem are evaluated in Section 4. Section 5 deals with the normalized spectral representation for moving maxima processes. For moving maxima processes and Brown-Resnick processes, the performance of the simulation procedure based on the normalized spectral representation is compared to other algorithms in Section 6. In Section 7, we summarize and discuss our results.
Transformation of Spectral Representations
Throughout the paper we consider a max-stable process Z on some index set K that is assumed to be a compact Polish space. Further, we will assume that the spectral functions f from representation (1.1) lie in some Polish space H ⊂ [0, ∞)
K equipped with a σ-algebra H such that the mapping f → sup y∈K f (y) is (H, B ∩ [0, ∞))-measurable where B denotes the standard Borel σ-algebra on R.
The subsequent proposition presents a general procedure to transform one spectral representation to another yielding the same max-stable process. It can be proved by standard arguments from extreme value theory, see Oesting, Schlather and Zhou (2013) for details.
Proposition 2.1. Let Z be a max-stable process with standard Fréchet margins defined as in (1.1) and (1.2). Suppose that H is a locally finite measure on H. Let g be some probability density on H w.r.t. H, i.e. g ≥ 0 and
Then, by excluding all the functions f ∈ H with g(f ) = 0, we get
whereΠ is a Poisson point process with intensity t −2 dt g(f )H(df ).
Applying Proposition 2.1, a given ensemble of spectral functions {f } (t,f )∈Π can be transformed to a new ensemble {f /g(f )} (t,f )∈Π , where f follows the transformed probability measure gH defined by
for all measurable sets A ⊂ H. For this transformed spectral representation (2.2), the stopping rule (1.4) can be formulated as follows. Denote
for standard exponentially distributed random variables E j and F j ∼ gH, which are all independent. Let 5) where the essential supremum is taken w.r.t. the probability measure gH. Note that, by (2.1), up to a H null set, the set {f ∈ H : g(f ) = 0} consists of functions f ∈ H with f | K ≡ 0. Thus, for fixed g, we may exclude all the functions f ∈ H with g(f ) = 0. If the number M g := min{m ∈ N : m satisfies (2.5)} is finite, the max-stable process Z can be simulated exactly in finite time via the following algorithm.
Algorithm 2.2. Set m = 0 and Z (0) (y) = 0 for all y ∈ K. Simulate a standard exponentially distributed random variable E 1 . while (2.5) is not satisfied { Update m by m + 1.
for all y ∈ K. Simulate a standard exponentially distributed random variable
Algorithm 2.2 requires the evaluation of the stopping rule (2.5) which involves suprema with respect to y ∈ K and f ∈ H. While, in practice, the set K often is finite, i.e. the supremum w.r.t. y is a maximum, the evaluation of the essential supremum w.r.t. f is more difficult. However, with the normalized spectral representation (cf. Algorithm 3.11), it is possible to provide a bound for the essential supremum facilitating this evaluation; see Remark 3.12.
The exact simulation based on the stopping rule (2.5) requires the simulation of M g processes from law gH and M g +1 exponentially distributed random variables. Therefore, the time costs of Algorithm 2.2 depend on the stopping rule, which essentially depends on the choice of g. Consequently, the following question arises: which density g minimizes the random number of steps M g ? This optimization problem will be formulated in a more rigorous way in the next section.
The Optimization Problem
Henceforth, we will always assume that we are in the framework of Proposition 2.1. Further, the process Z is assumed to be almost surely strictly positive on K, i.e. P (inf y∈K Z(y) > 0) = 1.
(3.1)
Note that this assumption is valid for continuous sample path process.
1
We are interested in minimizing the number of steps in Algorithm 2.2, M g , i.e. the minimal number m such that (2.5) holds. Since M g is a random variable, we aim at minimizing some of its mathematical characteristics. As many applications require a large number of simulations, a natural choice to start with is to minimize the mean Q g of M g by choosing a proper density g, i.e.,
In addition, we aim to determine at least one member of
We remark that the finiteness of Q g is not ensured. As a first step, the following proposition provides a sufficient condition for M g being finite almost surely. It follows directly from the definition of M g .
Proposition 3.1. Assume that (3.1) holds. Then M g is finite a.s. if
Proposition 4.6 below assures the finiteness of Q g provided that condition (3.3) is fulfilled and Z is sample-continuous.
There is a close relation between our approach and the importance sampling (Hastings, 1970) . We interpret (2.2) as "max-importance sampling" as follows. Importance sampling is targeted on calculating an integral f (x)λ(dx) in an efficient way for a function f : X → R and a measure λ on some space X . It uses the fact that
1 Assuming sample continuity, we even have Dombry andÉyi-Minko, 2012, Thm. 2.2) . It can be shown that this also holds true under weaker assumptions than sample continuity (see Oesting, Schlather and Zhou, 2013) .
where g : X → (0, ∞) is a probability density w.r.t. λ and (gλ)(A) = A g(x)λ(dx). Then the integral can be approximated byÎ
is an i.i.d. sequence of random variables on X with law gλ. Importance sampling considers a practically advantageous choice of the density g such that Var(f (X 1 )/g(X 1 )) and hence Var(Î (n) ) are small. Exchanging the underlying space X with the function space H, and replacing the integral with the max-integral (de Haan, 1984) , we receive a similar description of our approach:
where y :
, is the punctual evaluation of a function f at y, H * is a random discrete measure on H defined as H * ({f }) = sup (t,f )∈Π t and the integral ∨ is understood as taking the maximum of the integrand weighted by the measure H * . Despite the formal correspondence between (3.4) and (3.5), there are some notable differences. First, in our approach, y, which is formally an element of the dual space of H, is not fixed. Second, importance sampling is always an approximation to the integral value of interest. Under mild conditions, see Section 4, a finite approach to the right-hand side of equality (3.5) renders the exact value of the max-integral. Hence, we intend to choose g so that the required number of steps is minimized in order to eliminate the error of the finite approximation. In contrast, importance sampling searches for a g that leads to a high speed of convergence, i.e., a small variance ofÎ (n) . Whilst the theoretical optimum is well known in importance sampling, and the difficulty there is to find a numerically advantageous function g, the optimization problem (3.2) itself is difficult to solve, since both the numerator and the denominator of f (y)/(g(f )Z (m) (y)) depend on y and the denominator is stochastic. To circumvent this difficulty, we modify the optimization problem in Subsection 3.1 and solve the modified problem in Subsection 3.2. The solution of the modified problem leads to the normalized spectral representation discussed in Section 3.3.
A modified optimization problem
We first motivate the modification of the optimization problem. Recall the stopping rule (2.5) as
A stronger inequality that implies this stopping rule is
while a weaker inequality that is implied by the stopping rule is
The actual stopping time is larger than that under the weaker rule and smaller than that under the stronger rule. In other words, if we consider (3.6) and (3.7) as stopping rules, we might simulate too many or too few spectral functions, respectively. Next, we define an ensemble of alternative stopping rules that also lie in between the rules (3.6) and (3.7). Suppose
is a functional that satisfies T (1) = 1 and that is max-linear, i.e.
that lies also in between the aforementioned stronger and weaker stopping rules. We regard these new conditions (3.9) as surrogates for the actual stopping rule (2.5). The corresponding modified optimization problem is then
Examples of T are T (h) = sup y∈K h(y) and T (h) = h(y 0 ) for some y 0 ∈ K. The corresponding modified problems based on these two specific T minimize the quantities
Note that the modified condition (3.9) does not correspond to the stopping rule under consideration (Algorithm 2.2).
The Solution of the Modified Optimization Problem
The following proposition provides a first but also a key step towards the solution of (3.10). It shows that the solution of (3.10) is independent of T .
Proposition 3.2. The solution of the modified optimization problem in (3.10) satisfies
Proof. If there exists some g such that Q * g is finite, then necessarily
Thus, we can restrict ourselves to
Thus, by (3.8), for c T =
, we obtain c T ≤ c < ∞. Next, we prove c T > 0 by contradiction. Assume that c T = 0. This yields T (f ) = 0 for H-a.e. f ∈ H which -by the max-linearity of Z -implies T (Z) = 0 a.s. in contradiction to inf y∈K Z(y) > 0 a.s. and (3.8). Thus, we conclude that c T ∈ (0, ∞).
Using the max-linearity of T and the fact that Q *
, we have
As the joint distribution of (
..,m equals the joint distribution of the order statistics of m independent random variables U 1 , . . . , U m which are uniformly distributed on [0, 1], and as, by exchangeability, 
This finishes the proof since c T ∈ (0, ∞).
Remark 3.3. In the proof of Proposition 3.2, the distribution of the random variable M * g defined in (3.10) is calculated. We see that M * g follows a geometric distribution with parameter
). Therefore, a density g that minimizes esssup f ∈H sup y∈K (f (y)/g(f )) does not only minimize the expectation of M * g , but also other characteristics. For example, the probability P(M * g > m 0 ) for a given m 0 ∈ N, or the quantile of M * g at a given probability level. However, this property does not necessarily hold for the stochastic number M g in the actual stopping rule (2.5).
We carry on to find the density g that minimizes esssup f ∈H
. Instead of considering the supremum in the numerator, we deal with a broader class of functionals in the following proposition.
is an element of
Proof. First, by contradiction, we show that the inequality
holds for all g. So, assume that (3.17) does not hold for some g considered in Proposition 2.1. Then some ε > 0 and some density g with g(f )
which is a contradiction. Hence, (3.17) is proved. Note that the choice
L L(f ) implies equality in (3.17). The first assertion follows.
For the proof of the second assertion, assume that there is some g ∈ G (L) such that (3.16) does not hold for H-a.e. f ∈ H. Then, as
and equality holds if and only if g is proportional to L (H-a.e.).
Similarly, in importance sampling, the second moment
is intended to be small. Now, c g :
equality holds if and only if g is proportional tof . Both c L and c g can simply be regarded as a factor that normalize L andf , respectively.
The results stated above enable us to describe the solution of the optimization problem (3.10). To be rigorous, we first give a necessary and sufficient condition for the solvability of the problem. Here an optimization problem
is solvable if inf x∈A h(x) ∈ (−∞, ∞) and there exists some x 0 ∈ A such that h(x 0 ) = inf x∈A h(x). Our key theorem is given as follows.
Theorem 3.6. The optimization problem (3.10) is solvable if and only if
Assuming c < ∞, the solution is given as
The solution is unique H-a.s.
Proof. If c = ∞, Equation (3.13) and Proposition 3.2 yield that (3.10) is not solvable. For c < ∞, the solution and its uniqueness follow directly from Propositions 3.2 and 3.4 with L(f ) = sup y∈K f (y).
Remark 3.7. It is obvious that g * is also the H-a.s. solution for the two examples of the modified optimization problem in (3.11) and (3.12) and these problems are solvable if and only if c < ∞. Consequently, the original optimization problem (3.2) is not solvable if c = ∞, because Q We close this subsection with analyzing under which conditions c is finite, i.e. the modified optimization problem is solvable. For instance, if Z is sample-continuous or if K is finite, c < ∞ follows from a result by Resnick and Roy (1991) (see also de Haan and Ferreira, 2006, Thm. 9.6 .1) who showed the equivalence of the first and third assertion in the following proposition. Our result is more general as it shows the equivalence to further conditions and sup y∈K f (y) is replaced by a general max-linear functional L.
Proposition 3.8. Assume the framework of Proposition 2.1. Furthermore, assume that the functional L : H → (0, ∞) is measurable and max-linear. Then the following conditions are equivalent:
If there is some stochastic process W such that
where Π 0 is a Poisson point process on (0, ∞) with intensity t −2 dt and W t , t ∈ Π 0 , are independent copies of W , we get another equivalent condition:
Proof. The assertion follows from the following continued equality:
for any a > 0. The equivalence to the third assertion follows from the relation
The Normalized Spectral Representation
Plugging in the solution g * of (3.10) given by (3.18) into (2.2), we obtain Z = dZ with 20) where Π 0 is a Poisson point process on (0, ∞) with intensity t −2 dt and F t , t ∈ Π 0 , are independent random processes with density g * (f ) H(df ). It can be verified that the transformed spectral functions {cF t / sup y∈K F t (y)} are independent copies of a stochastic process
We define such a representation as the normalized spectral representation as follows.
Definition 3.9. Let Z be a max-stable process on K satisfying
Here, Π 0 is a Poisson point process on (0, ∞) with intensity t −2 dt and F * t , t ∈ Π 0 , are independent copies of a stochastic process F * satisfying (3.21) for some c ∈ (0, ∞). Then, the right-hand side of (3.22) is called normalized spectral representation of Z.
Theorem 3.6 implies that the normalized spectral representation exists if and only if c < ∞. The following proposition implies that the constant c and the finite-dimensional distributions of the processes F * t in the normalized spectral representation are uniquely determined by the process Z.
Proposition 3.10. Let Z be a max-stable process with a normalized spectral representation. Furthermore, let Z K := sup y∈K Z(y). Then, we have
Proof. The first part is a consequence of the proof of Proposition 3.8. In order to prove the second part, we provide an lower and an upper bound for the probability of the event
To this end, letΠ = {(t, F * t ) : t ∈ Π 0 } and note that Z K > z if and only if there is some (u, w) ∈Π such that
holds for all i = 1, . . . , n. Then, this point (u, w) necessarily satisfies w(y i ) ≤ v i for all i = 1, . . . , n. This yields an upper bound for P(A). If, on the other hand, Z(y i ) > v i Z K /c for some i = 1, . . . , n, then one point (u, w) ∈Π with uc > z satisfies w(y i ) > v i for some i = 1, . . . , n or there is some point (u, w) ∈Π with uc ≤ z, but uw(y i )/z > v i /c for some i = 1, . . . , n. Considering the complementary probabilities, we obtain a lower bound. Summing up, we have
The lower bound in (3.24) equals
while the upper bound equals 1
. By using that P(Z K > z) = 1 − e −c/z and taking the limit z → ∞, inequality (3.24) yields (3.23).
Proposition 3.10 implies that the solution of the optimization problem (3.10) is unique in two different aspects. First, as stated in Theorem 3.6, any solution g ∈ G * satisfies g = g * H-a.s. Second, the finite-dimensional distributions of the normalized spectral functions {f /g * (f )} do not depend on the initial choice of the spectral functions. In particular, the normalized spectral representation is unique if H is the space of continuous functions on K equipped with the Borel σ-algebra, i.e. the product σ-algebra on [0, ∞)
K . Summarizing the results in this section, we suggest to make use of the normalized spectral representation for exact and efficient simulation as it is the unique solution to the modified optimization problem provided that c < ∞. Analogously to Algorithm 2.2, the algorithm for simulation via the normalized spectral representation is given as follows.
Algorithm 3.11. Set m = 0 and Z (0) (y) = 0 for all y ∈ K. Simulate a standard exponentially distributed random variable E 1 . while esssup f ∈H sup y∈K
Remark 3.12. In practice, with the normalized spectral representation, the criterion in the while-loop in Algorithm 3.11 might be replaced by the weaker criterion
Although the use of the weaker stopping rule based on this criterion may increase the number of iterations, it simplifies the evaluation of the essential supremum.
The constant c plays the role analogous to the bound of the quotient of the genuine density function and the proposed density function in rejection sampling. In particular, c controls the speed of the algorithm, while (2.5) guarantees the exactness.
Finally, we investigate the sampling of F m in Algorithm 3.11. The simulation of the stochastic processes F m = {F m (y), y ∈ K}, m ∈ N, according to the transformed measure g * H may not be always straightforward. For some processes, such as the moving maxima processes (cf. Section 5), the distribution of F m can be calculated explicitly, which allows for efficient sampling. For many other processes, such as Brown-Resnick or extremal t processes, there is no direct way to simulate the normalized spectral functions. One solution is to use the following Metropolis-Hastings algorithm.
Algorithm 3.13. Simulate f
(1) according to the law H.
prop from H and set
with probability min
with probability max 1 −
If H is a probability measure, Algorithm 3.13 generates a Markov chain of length n M CM C whose stationary distribution is g * H based on simulations from H.
Evaluating the Modified Optimization Problem
In this section, we discuss how close the modified optimization problem and the original problem are. Considering the two examples (3.11) and (3.12) of the modified problem, we have that Q
(1)
g (y 0 ) ≤ Q g for all g under some mild condition on H (see the proof of Proposition 4.1). Therefore, the modified optimization problem is in fact minimizing a lower bound of g → Q g . This section proceeds in two steps. First, we will improve the lower bound and show that the normalized spectral representation also minimizes the improved lower bound function. Second, we give a formula for calculating Q g . In particular, this formula allows the calculation of Q g * , that is, the expected number of steps when simulating Z using the normalized spectral representation and the original stopping rule (2.5).
We start giving bounds for the expected number of iterations in the simulation algorithm. The proof is given in the appendix.
Proposition 4.1. Assume the existence of a countable subset K 0 ⊂ K such that sup y∈K f (y) = sup y∈K0 f (y) for H-a.e. f ∈ H. Denoting by g 0 ∈ G a solution of the original optimization problem, we get for all y 0 ∈ K,
As Proposition 4.1 shows, approximating the optimal number of steps in the original problem (3.2) by the solution for the two example problems (3.11) and (3.12) might be quite vague. In particular, the achieved minimum of Q (1) g always equals to 1. In other words, some spectral functions that in fact contribute to Z are not taken into account in the calculation of Q (1)
To overcome the aforementioned pitfall, we proceed with a theoretical investigation to improve the lower bound of Q g for a given density g. The idea is to evaluate Q g by separating two types of spectral functions. First, we consider those functions that contribute to the max-stable process under the transformed spectral representation. Second, we deal with those functions that do not contribute, but are taken into consideration because of the stopping rule. To this end, we replace the processes Z (m) occurring in the construction of Z by the final process Z (∞) given by (2.4). Theoretically, this will not affect the construction of the process because once we stop after m steps according to the stopping rule (2.5), we have Z (m) = Z (∞) . However, the modified inequality is not a stopping rule. This is why we call the analysis below a "theoretical investigation".
We further assume that H corresponds to the space C + (K) of nonnegative continuous functions on K endowed with the Borel σ-algebra H. This ensures the finiteness of c, and thus the solvability of all the optimization problems. Note that all the results of this section hold true for more general spaces H, see Oesting, Schlather and Zhou (2013) .
In order to separately consider these two types of functions, we adopt the concepts of K-extremal and K-subextremal points introduced by Dombry andÉyi-Minko (2013) and Dombry andÉyi-Minko (2012) as follows.
Definition 4.2. Let Φ be some Poisson point process on (0, ∞) × C + (K) with intensity measure u −2 du×ν(dh) where ν is a locally finite measure on C + (K). We call (t * , h * ) ∈ Φ a K-extremal point and write (t * , h * ) ∈ Φ + K if and only if t * h * (y) = max (t,h)∈Φ th(y) for some y ∈ K.
Otherwise, i.e. if t * h * (y) < max (t,h)∈Φ th(y) for all y ∈ K, (t * , h * ) ∈ Φ is called a K-subextremal point and we write (t * , h
In contrast to Dombry andÉyi-Minko (2013), we are interested in tuples (t, h) instead of the product th. Therefore, we generalize a result given in Dombry andÉyi-Minko (2013) and show that the random sets Φ 
In addition, we calculate the expected number of points in the point process Φ + K in the following lemma.
Lemma 4.5. We have
which does not depend on the choice of g.
Considering a monotone sequence t 0,n 0 as n → ∞, the monotone convergence theorem yields
which completes the proof.
The first type of spectral functions that contribute to M g correspond to the points (t * , h * ) ∈ Φ + K . Thus, we can rewrite (3.2) as
The second term in the right hand side of (4.1) corresponds to the number of the second type of spectral functions: they do not contribute to the max-stable process but are counted due to the stopping criterion (2.5). Notice that the component E|Φ + K | is independent of the choice of g. We thus modify the optimization problems by maintaining this component, while refining the second component in an analogous way as the modification in (3.10). This results in a refined version of the modified optimization problem (3.10) as
The following proposition relates the minimizer of (4.2) to the solution of our previously modified optimization problem, g * ∈ G * . In addition, it provides a formula for Q g for any given g based on the results in Lemma 4.4 and 4.5.
Proposition 4.6.
1. For any g, we have
For any max-linear function T , it holds
arg min
whereQ * g is as in (4.2) and G * = arg min g Q * g .
Proof. Let Z (∞) be given by (2.4). By Lemma 4.5, we obtain
Conditioning on Z (∞) , Lemma 4.4 yields
In the last step we used the fact that
for H-a.e. f ∈ C + (K). The first assertion follows. Analogously to the first part, we get that
and
). Then, by Theorem 3.4, we have that g(f ) = c −1 sup y∈K f (y) for all f ∈ C + (K), H-a.e. Thus, we get equality in Equation (4.4) and hence G * ⊂ arg min gQ * g .
Proposition 4.6 leads to two implications in applications. Firstly, it facilitates the numerical calculation of Q g = E(M g ) by simulation. While Equation (4.3) is difficult to be evaluated exactly in many cases, it may be used to obtain bounds for EM g such as
This confirms the finding of Proposition 3.1 that esssup f ∈C+(K) sup y∈K f (y) g(f ) < ∞, is a necessary condition for EM g to be finite.
In particular, the result can be applied to analyze Q g * . With
(4.6)
This yields that Q g * < ∞ if Z is sample-continuous, as in this case we have c < ∞ and E (inf y∈K Z(y)) −1 < ∞ holds. In other words, the expectation of the stochastic number M g * based on the normalized representation is finite. Note that the upper bound in (4.6) is reached under some mild conditions, see Oesting, Schlather and Zhou (2013) .
We will see that all examples considered in the present paper meet these conditions. Secondly, Proposition 4.6 implies that the minimal value forQ * g can be achieved by any g * ∈ G * . As further Q * g ≤Q * g by construction, we obtain the following corollary.
Corollary 4.7. The optimization problem given in (4.2) is solvable if and only if the optimization problem (3.10) is solvable (cf. Theorem 3.6). With solvability, the normalized spectral representation is an optimal solution to (4.2) and (3.10).
This corollary further confirms that using the normalized spectral representation may lead to an efficient and exact simulation, because the refined optimization problem (4.2) is closer to the original optimization problem than the modified problem (3.10).
Lastly, we improve the lower bounds for Qg. To this end, refined versions of the examples in (3.11) and (3.12) are considered:
Proposition 4.8. For any g 0 ∈ G, we have
where g * ∈ G * is given by (3.18).
By definition,Q
g for all g. Hence, the results in Proposition 4.8 give improved lower bounds of Q g0 . The proof is analogous to Proposition 4.1 and is thus omitted.
Example: The Normalized Spectral Representation of Moving Maxima Processes
In this section, we discuss the normalized spectral representation for the class of moving maxima processes which can be simulated via an algorithm of Schlather (2002) . In this case, the normalized spectral functions can be calculated explicitly and are convenient to handle, which allows a rather general implementation of the simulation procedure for processes on a grid, see the R package RandomFields (R Core Team, 2015; Schlather et al., 2015) . The procedure is further compared to Schlather's (2002) algorithm both from a theoretical point of view and in a simulation study in Section 6. Here, we focus on moving maxima processes on a compact set K ⊂ R d , i.e. processes of the form
where Π M 2 is a Poisson point process on (0, ∞) × R d with intensity t −2 dt Λ(dx), Λ denotes the Lebesgue measure on R d and h :
Thus, Z has a spectral representation of form (1.1) with
In the following, we will explicitly calculate the distribution of the normalized spectral functions for moving maxima processes. First, we note that, due to the specific structure of a moving maxima process Z defined in (5.1), its normalized spectral representation can be written as
where Π 0 is a Poisson point process on (0, ∞) with intensity measure t −2 dt and X t , t ∈ Π 0 , are independent random vectors with Lebesgue density c −1h
(x) dx,h(x) = sup y∈K h(y − x) and c = R dh (x) dx. Thus, both the functionh and the constant c are crucial for the simulation of the normalized spectral functions. Further, c also occurs in the stopping rule and thus influences the number of spectral functions considered in Algorithm 3.11. If h is continuous or K is discrete, the upper bound (4.6) is reached, i.e.
In general, the term E[(inf y∈K Z(y)) −1 ] cannot be calculated analytically, but needs to be estimated via simulations. For the implementation of Algorithm 3.11, however, only the constant c and the functionh are needed, both of them depending on the shape function h and the geometry of the set K.
In the following, we will calculate c andh under different assumptions on the domain K. We restrict ourselves to the case where the shape function h is radial symmetric and non-increasing, i.e. h(
First, consider the case that K is a d-dimensional ball b(0, R) centered at the origin with radius R, i.e.
Second, consider the case that K is a d-dimensional cube, i.e. the case that
We consider the subcases d = 1 and d = 2 to derive explicit formulae.
, and, according to the formulae above, we get thath(x) = 1 |x|≤R f 0 (0) + 1 |x|>R f 0 (|x| − R) and thus,
If d = 2, we obtaiñ
Thus,
Next, we further specify explicit examples on the function f 0 , under which the constant c can be further calculated.
Example 5.1.
1. Indicator function We consider the case that the shape function is the indicator function of a ball b(0, r) with radius r > 0 centered at the origin, i.e. f 0 ( x ) = 1 x ≤r . In this case we haveh(x) = 1 K⊕b(0,r) (x) and c = vol(K ⊕ b(0, r)) where ⊕ denotes morphological dilation and vol the d-dimensional volume. Here, all the finite approximations derived from the normalized spectral representation coincide with the corresponding approximations resulting from the algorithm proposed by Schlather (2002) . See Section 6 for details on this algorithm.
Smith model
As a second example, we consider the Gaussian extreme value process (Smith, 1990) where f 0 is a Gaussian density function. Here, for simplicity, we assume the shape function is the density of a multivariate normal random vector Y ∼ N (0, σ 2 Id) with σ > 0. Thus, it is a radial symmetric monotone function. Let
for some R > 0. Then, by the considerations above, we get thath is of type (5.2) and for d = 1, 2, we obtain
Remark 5.2. Note that the results can easily be generalized to the case of mixed moving maxima processes (Schlather, 2002; Stoev and Taqqu, 2005) , i.e. the case where the deterministic shape function h is replaced by independent copies of a random function. See Oesting, Schlather and Zhou (2013) for details.
Simulation: Comparison to Other Algorithms
In this section, we investigate the number of spectral functions needed in simulating a max-stable process, considering the suggested normalized spectral representation as well as other algorithms. In Subsection 6.1, we compare it with the analogous number in Schlather's (2002) algorithm for moving maxima processes. Then, we compare simulations via the normalized spectral representation to the recent algorithms devised by Dieker and Mikosch (2015) and Dombry, Engelke and Oesting (2015) focusing on Brown-Resnick processes in Subsection 6.2. Besides the number of spectral functions, we further consider the actual computational costs accounting for the fact that simulation of the normalized spectral functions is not straightforward in this case.
Comparison to the Algorithm Proposed in Schlather (2002)
Let Z be a moving maxima process on K ⊂ R d as defined in (5.1). Assume that the shape function h is bounded and has compact support, i.e. h(x) < C for all x ∈ R d for some C > 0 and supp(h) ⊂ b(0, r)}) for some r > 0. Schlather's (2002) algorithm considers the following equivalent representation
where E i are standard exponentially distributed random variables, F i follow the law π, U i are uniformly distributed on K ⊕ b(0, r) and all these random variables are independent. Following Schlather's (2002) algorithm, the number of simulated spectral functions is then a random number defined as
Here, analogously to Proposition 4.6, the following result can be shown.
Proposition 6.1. The expectation of M , defined as above, equals
Thus, the ratio between the expected numbers of spectral functions considered by the normalized spectral representation and by Schlather's (2002) algorithm is
If the shape function h is bounded, but not compactly supported, the max-stable process Z can be approximated using a shape function which is cut off outside a compact set J, i.e. h cut (x) = h(x) · 1 x∈J . LetŨ k ∼ i.i.d. Unif(K ⊕J) whereJ = {−x : x ∈ J}, and Z J (·) be given by
Then, the number M J of shape functions that need to be considered is finite a.s., and, by Proposition 6.1, its expectation equals EM J = E (inf y∈K Z J (y)) −1 · |K ⊕J| · C . Hence, in the approximative case, the ratio of expected numbers of spectral functions considered by the two algorithms, can be written as the product
where
The first factor A K,J refers to the domain of the Poisson point process, and the second factor P K,J refers to the precision of the approximation by Schlather's (2002) algorithm. As h cut (·) ≤ h(·), we have that P K,J ≤ 1 with lim J R d P K,J = 1. Thus, we obtain the upper bound Q g * /EM J ≤ A K,J which can be calculated via the formulae for c obtained in Section 5. The factor P K,J , however, cannot be calculated explicitly in general, but needs to be accessed via simulation.
In view of these theoretical observations, we perform a simulation study for Smith's (1990) d . In the case d = 1, for h = 0.1 and R ∈ {1, 2, 5, 10, 50, 100} we simulate each process N = 5000 times. The values of Q g * and EM [−k,k] d are estimated via the corresponding empirical means denoted byQ g * and EM k (the corresponding emopirical standard deviations are denoted by s(M gj ) and s(M k ), respectively). We use a plug-in estimatorP R,k for P R,k that is based on the empirical means of sup y∈K Z(y) −1 and sup
The results of the simulation study are shown in Table 1 .
First, we note that -in accordance to Equation (6.1) -Q g * is always smaller than EM [−k,k] d . For instance, for R = 1, the number of considered shape functions is decreased by 29% (k = 2) and 43% (k = 3), respectively. Furthermore, we observe that P R,k seems to be almost constant in R, namely P R,2 ≈ 0.95 and P R,3 ≈ 1 which shows that the approximation of Z by Z [−3,3] is sufficiently good for h = 0.1. Thus, the behavior of Table 1 . Results for simulations of Z (via the normalized spectral representation) compared to Z [−k,k] with k = 2 (top) and k = 3 (bottom), on {−R, −R + 0.1, . . . , R − 0.1, R} for different R. For each case, A R,k and the estimates for Q g * , EM [−k,k] and P R,k as well as the corresponding sample standard deviations are displayed, based on N = 5000 simulations of each process. k] is basically driven by A R,k which tends to 1 as R → ∞. For large R,
This explains the surprising fact that EM [−2,2] > EM [−3,3] even though the approximation of Z by Z [−2,2] is less accurate than that by Z [−3,3] . Next, we perform the simulation for d = 2, R ∈ {1, 2, 5, 10} and h = 0.25. Each process is simulated N = 2500 times. The results are shown in Table 2 . In general, the results are similar to our observations for d = 1. However, for d = 2 the improvements compared to Schlather's (2002) algorithm are even more distinct. In the case R = 1, the number of considered spectral functions is decreased by 45% (k = 2) and 69% (k = 3), respectively.
Comparison to the Algorithms Proposed in Dieker and
Mikosch (2015) and Dombry, Engelke and Oesting (2015) Recently, Dieker and Mikosch (2015) proposed an exact algorithm for the simulation of Brown-Resnick processes on a finite set. In Dombry, Engelke and Oesting (2015) , a generalization of this algorithm and a novel exact simulation procedure based on extremal functions have been presented. Denote the number of stochastic processes to be simulated for obtaining an exact simulation on K via the (generalized version of the) DiekerMikosch algorithm and via the extremal functions approach by M (DM ) and M (EF ) , respectively. Then, it can be shown that
and EM (EF ) = |K| (6.2) Table 2 . Results for simulations of Z (via the normalized spectral representation) compared to Z [−k,k] 2 with k = 2 (top) and k = 3 (bottom), on {−R, −R + 0.25, . . . , R − 0.25, R} 2 for different R.
For each case, A R,k and the estimates for Q g * , EM [−k,k] 2 and P R,k as well as the corresponding sample standard deviations are displayed, based on N = 2500 simulations of each process. (EF ) . Further, the underlying stochastic processes follow mixtures of the same laws. Consequently, between these two approaches, the one via extremal functions is always preferred in terms of the average computational costs of simulation.
In this subsection, we will compare the computational costs of these algorithms to that of simulation via the normalized spectral representation for simulating Brown-Resnick processes. This is what the original Dieker-Mikosch algorithm was designed for. Let Z be a Brown-Resnick process on K ⊂ R d associated to a variogram γ (Kabluchko, Schlather and de Haan, 2009 ), i.e. a max-stable process with representation (1.1) with H being the probability measure of the stochastic process
Here G is a centered Gaussian process with stationary increments and variogram γ(h) = E(W (y + h) − W (y)) 2 . In the following, we consider a Brown-Resnick process associated to the variogram γ(h) = h on the rectangle [0, 1] 2 . We simulate N = 500 realizations of the process on the grids {0, 0.05, . . . , 0.95} 2 (400 points) and {0, 0.01, . . . , 0.99} 2 (10000 points), respectively, via each of the three algorithms on a 2.90 GHz processor.
We start with comparing the average numbers of spectral processes to be simulated, i.e.
(DM ) and EM (EF ) . Since the terms c in (4.6) and E[(inf y∈K Z(y)) −1 ] in (4.6) and (6.2) often cannot be calculated explicitly, the above expectations need to be estimated via simulations. Furthermore, in the Dieker-Mikosch algorithm and the extremal functions approach, we can directly simulate the underlying spectral functions as a single log-Gaussian process, whereas we have to use the Algorithm 3.13 to simulate the normalized spectral functions. For each process F (m) , we simulate n M CM C log-Gaussian processes. Consequently, a fair comparison across the three algorithms should be based on the average computational costs accounting for the number of simulated log-Gaussian processes. The costs for the simulation via the normalized spectral representation, the Dieker-Mikosch algorithm and the extremal functions approach are thus
We use n M CM C = 100, 500 and 1000 in our simulation. The normalization constant c is finally estimated by the average of the maxima of the n M CM C log-Gaussian processes simulated in each Markov chain. Finally, we consider the exactness of the simulations. Notice that the Dieker-Mikosch algorithm and the extremal functions approach yield exact realizations of the BrownResnick process. This is true for the normalized spectral representation approach only if the Markov chains have converged. Therefore, we need to evaluate the quality of the simulations. As a measure of exactness, we first calculate the Kolmogorov-Smirnov distance between the standard Fréchet distribution Φ 1 and the empirical cumulative distribution function F y (500) obtained from the N = 500 realizations Z 1 (y), . . . , Z N (y) at each location y. Then we calculate the average of these distances across all y ∈ K i.e.
Further, we consider the extremal coefficient (Smith, 1990; Schlather and Tawn, 2003) , θ(y 1 , y 2 ) defined by
as a measure of extremal dependence between Z(y 1 ) and Z(y 2 ). By definition, θ(y 1 , y 2 ) ∈ [1, 2] with θ(y 1 , y 2 ) = 1 if Z(y 1 ) = Z(y 2 ) a.s. and θ(y 1 , y 2 ) = 2 if Z(y 1 ) and Z(y 2 ) are independent. For a Brown-Resnick process Z, we have θ(y 1 , y 2 ) = 2Φ( γ(h)/2) where Φ denotes the standard normal distribution function. We estimate the extremal coefficients making use of the relation
between θ(y 1 , y 2 ) and the F -madogram (Cooley, Naveau and Poncet, 2006 ) and {0, 0.01, . . . , 0.99} 2 (bottom). For simulation via the normalized spectral representation with n M CM C = 100, 500 and 1000 (N R 100 , N R 500 and N R 1000 ), the Dieker-Mikosch algorithm (DM) and simulation via extremal functions (EF), the average number M of simulated spectral functions, the average computational costs C (with sample standard deviation s(C)), the average CPU time t (with sample standard deviation s(t)), the average Kolmogorov-Smirnov distance d KS and the root-mean-square error d EC are displayed. with F (y) being the cumulative distribution function of Z(y), y ∈ K. The F -madogram can be estimated non-parametrically by ν F (y 1 , y 2 ) = 1 2N (N + 1) N i=1 |R i (y 1 ) − R i (y 2 )|, y 1 , y 2 ∈ K, where R i (y) denotes the rank of Z i (y) (Ribatet, 2013) . Plugging the estimator ν F (y 1 , y 2 ) into relation (6.3), we obtain an estimatorθ(y 1 , y 2 ) and θ(y 1 , y 2 ). As a measure of quality of the simulations, we calculate the root-mean-square error between the estimated and the theoretical extremal coefficients, i.e. for some finite set Y ⊂ K × K \ {(y, y) : y ∈ K}. Table 3 reports the average number of simulated spectral functions M , the average computational costs both in terms of the number of log-Gaussian processes simulated C and in terms of the CPU time for a single simulation (in seconds), the average Kolmogorov-Smirnov distance d KS and the root-mean-square error d EC based on 79800 pairs. We note that the average CPU time t is effectively proportional to the average number C of simulated log-Gaussian processes. For the grid {0, 0.05, . . . , 0.95} 2 , we observe t ≈ 2 · 10 −4 C while we have t ≈ 0.12C for the grid {0, 0.01, . . . , 0.99} 2 . Smaller deviations from this proportion in case of the first grid are mainly due to some preparatory computations which have a larger effect in case of small C. Thus, we can conclude that C is an appropriate measure of the computational costs of the simulations.
Comparing the results for the different algorithms in more detail, we first focus on the exactness of the simulations via the normalized spectral representation. As both the Kolmogorov-Smirnov distances and the root-mean-square errors for the extremal coefficients indicate, the Markov chains converge quite fast. In all the cases, both measures of the quality of the simulations via the normalized spectral representation are comparable to those for the exact simulations via the Dieker-Mikosch (2015) algorithm or via extremal functions. Therefore, the algorithms perform with equivalent exactness even though the algorithm based on the normalized spectral representation provides approximations only.
Secondly, the number of simulated normalized spectral functions in our algorithm is much lower than that in the other two algorithms. This difference becomes even more pronounced in the case of a dense grid: While the numbers of simulated processes in the Dieker-Mikosch (2015) algorithm and the algorithm via extremal functions grow (at least) linearly in |K|, that in our algorithm remains bounded and practically stable (increased from 7 to 9), as long as K ⊂ [0, 1] 2 . Lastly, even though the computational costs of a single normalized spectral function in our algorithm is n M CM C times higher than that for the other two algorithms, on a dense grid, the total computational costs is much lower than that via the other two algorithms.
The aforementioned three features make the simulation via the normalized spectral representation very attractive, particularly when the process should be simulated at a large number of locations on a dense grid. Simulation via extremal functions (Dombry, Engelke and Oesting, 2015) is preferred only if the process should be simulated at a small or moderate number of locations.
Summary and Discussion
Whilst in the definition of a max-stable process an infinite number of spectral functions is involved, the minimal expected number of spectral functions that are actually needed for a simulation is an open problem. We consider two substitution problems, problems (3.10) and (4.2), and show that the unique normalized spectral representation is a solution in both cases. Consequently we propose a simulation algorithm based on the normalized spectral representation.
Our simulation result reveals two advantages of the proposed algorithm. First, it improves the algorithm of Schlather (2002) for (mixed) moving maxima processes, because in this case the normalized spectral functions can be simulated easily.
Secondly, it is competitive to other algorithms even if simulation of the underlying normalized spectral functions from the transformed measure g * H is not straightforward, such as in the simulation of Brown-Resnick processes, even though simulations are no longer exact in this case. Similar results are also expected for other popular max-stable models, such as the extremal Gaussian (Schlather, 2002) and extremal t processes (Opitz, 2013) .
Although the problem (4.2) is rather close to the original problem (3.2), it remains unclear whether the normalized spectral representation is also the solution to the original one. It is even not known whether different initial choices of the spectral representation in (1.1) may lead to the same solution via renormalizations g in (2.2) and whether the solution is unique.
Other representations of max-stable processes may also allow for exact simulations. For example, Wang and Stoev (2010) considered a representation based on a finite number of Fréchet variables when the spectral measure H is discrete. Our approach may be advantageous if the number of Fréchet variables gets large while the domain K is bounded. The assessment of the relative performance is left to future research.
