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The half-line one-dimensional Coulomb potential is possibly the simplest D-dimensional
model with physical solutions which has been proved to be successful to describe the be-
haviour of Rydberg atoms in external fields and the dynamics of surface-state electrons in
liquid helium, with potential applications in constructing analog quantum computers and
other fields. Here, we investigate the spreading and uncertaintylike properties for the ground
and excited states of this system by means of the logarithmic measure and the information-
theoretic lengths of Renyi, Shannon and Fisher types; so, far beyond the Heisenberg measure.
In particular, the Fisher length (which is a local quantity of internal disorder) is shown to be
the proper measure of uncertainty for our system in both position and momentum spaces.
Moreover the position Fisher length of a given physical state turns out to be not only di-
rectly proportional to the number of nodes of its associated wavefunction, but also it follows
a square-root energy law.
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2I. INTRODUCTION
The one-dimensional (1D) hydrogenic atom is the simplest known model proved to be very
useful to describe Rydberg atoms [1, 2] to investigate the microwave ionization of highly excited
atoms [3, 4], to study the behavior of atoms irradiated by strong laser fields [5] and the dynamics
of surface-state electrons in liquid helium [6, 7]. The latter has allowed this system to be consid-
ered as potentially useful in constructing analog quantum computers [8, 9] and, particularly, as a
possible candidate for a 2-qubit quantum gate [10]. Moreover, this system has been used (i) to
analyze the main features of revival and fractional revival phenomena [11] and the capabilities of
functional-analytic approaches for the construction of quantum hamiltonians with non-standard
dimensionalities [12], and (ii) to simulate the interior of giant planets in planetary physics [13].
The position-space wavefunctions for the 1D hydrogenic atom, Ψ(x, t) = ψ(x) exp(−iEt
~
), are
determined by the eigensolutions (ψ,E) of its Hamiltonian:
H = −
~
2
2m
d2
dx2
+


−
Ze2
x
, x > 0
∞, x < 0
(1)
which are quite well-known [6]. In atomic units (~ = m = e = 1) they are given by
En = −
Z2
2n2
; n = 1, 2, ... (2)
for the energetic eigenvalues, and
ψn(x) =

 Z
n3


1/2
zne
− zn
2 L
(1)
n−1(zn) =

 Z
n3

 z1/2n √ω1(zn)L(1)n−1(zn) (3)
for the corresponding eigenfunctions, where zn =
2Z
n x and L
(α)
k (t) denotes the Laguerre polynomials
which are orthogonal with respect to the weight function ωα(x) ≡ xαe−x on the interval [0,∞);
that is ∫ ∞
0
L(α)n L
(α)
m (x)ωα(x)dx =
Γ(n+ α+ 1)
n!
(4)
Not so familiar are the wavefunctions in momentum space. Nevertheless, the Fourier transform
of ψn(x) can be done straightforwardly to obtain the expression and it is a particular case of what
is done in [14]:
φn(p) =

 2n
piZ


1/2
1(np
Z
)2
+ 1
exp
(
−2in arctan
(np
Z
))
(5)
3Then, the quantum-mechanical probability densities of the system in the two reciprocal spaces
are the squares of the corresponding position and momentum eigenfunctions given by Eqs. (3) and
(5), respectively. We have
ρn(x) =
Z
n3
z2ne
−zn [L(1)n−1(zn)]
2; x > 0 (6)
in position space, and
γn(p) =
2n
piZ
1(
n2p2
Z2
+ 1
)2 ; −∞ < p < +∞ (7)
in momentum space.
Here we investigate the spreading and uncertainty properties of the 1D hydrogen atom in the
light of the information theory of quantum systems. For this purpose we use not only the standard
deviation or Heisenberg uncertainty measure and the ordinary moments of the position and mo-
mentum densities of the system, but also their entropic moments and their associated information-
theoretic lengths. The structure of this work is the following. First, in Section 2 we define the
spreading and uncertainty measures used in this work and we give their main properties and inter-
pretations. Then, in Section 3, we calculate the position and momentum power and logarithmic
moments as well as their associated uncertainty measures for the 1D hydrogenic system. In Sec-
tion 4 we evaluate the position and momentum information-theoretic lengths and their associated
uncertainty measures. Finally, some conclusions are given.
II. SPREADING AND UNCERTAINTY MEASURES: CONCEPT AND PROPERTIES
The spreading of a probability density f(x) on its domain of definition ∆ = (a, b) is known to
be measured by its moments around a particular point x0 ∈ ∆ defined by
µk(x0) =
∫ b
a
(x− x0)kf(x)dx ≡ 〈(x− x0)k〉, (8)
for k = 0, 1, 2.... The best known moments are the moments around the origin, µ′k = 〈xk〉. There
exists, however, another kind of quantities which measure the spreading of the probability cloud in
a qualitatively different manner: the frequency moments Wk, also called entropic moments because
they are closely connected to various entropy measures in information theory. They are defined for
the continuous univariate density f(x) [15, 16, 17] as
Wq[ρn] =
∫ b
a
[ρn(x)]
qdx ≡ 〈[ρn(x)]q−1〉; q > 0 (9)
4These moments have two main characteristics which make them to be, at times, much better
probability estimators than the previous moments [15, 18]. First, the frequency moments measure
the extent in which the probability is spread without respect to any specific point of its support
interval ∆. Moreover, they are fairly efficient in the range where the ordinary moments are fairly
inefficient [19]. A recent summary about these quantities can be seen in [20].
In quantum theory the position and momentum uncertainty measures are often related to
the ordinary and/or frequency moments of the corresponding quantum-mechanical probability
density in position and momentum spaces, respectively. The most popular one, mainly because
of mathematical convenience, is the Heisenberg measure which is defined by the standard or root-
mean-square deviation of the quantum probability density ρn(x) characterized by the quantum
number n:
(∆x)n =
√
〈x2〉n − 〈x〉2n, (10)
where 〈x2〉n and 〈x〉2n denote the first and second order moments around the origin of ρn(x).
This quantity has various interesting properties. First, it is a direct measure of spreading in
the sense of having the same units as the variable. Second, it is invariant under translation, i.e.
independent of the location of the density function. Third, it scales linearly, i.e. ∆y = λ∆x for
y = λx. And, finally, it vanishes as the density approaches a Dirac delta function, i.e. in the
limit that x tends towards a given definite value. However the Heisenberg measure, although good
enough for Gaussian-like densities, is not generally an useful measure of uncertainty; at times, it
is misleading or not defined [21, 22]. It does not measure the extent to which the distribution is
in fact concentrated but rather the separation of the region(s) of concentration from a particular
point of the distribution (namely the centroid or mean value). Moreover, it is undefined, e. g., for
the Cauchy-Lorentz (ρ(x) = pi−1/(1+x2)) and the sink-squared (ρ(x) = pi−1( sin(x)x )
2) distributions.
Recently, various information-theoretic-based uncertainty measures have been proposed [22, 23]
which take care of these defects but keep the nice properties of the Heisenberg measure mentioned
above. They are the Renyi, Heller or Onicescu, Shannon and Fisher information-theoretic lengths
[22, 23]. They are defined by
LRq [ρn] = exp(Rq[ρn]) = 〈[ρn(x)]q−1〉−
1
q−1 ; q > 1, (11)
for the Renyi length of order q (which is the exponential of the Renyi entropy Rq[ρn]),
LO[ρn] = 〈ρn(x)〉−1 (12)
5for the Onicescu length [24] (also called collision or Heller length, inverse disequilibrium and par-
ticipation ratio in other contexts),
H[ρn] = exp(S[ρn]); S[ρn] ≡ −
∫ b
a
dxρn(x) ln ρn(x) (13)
for the Shannon length, and
(δx)n =
1√
F [ρn]
; F [ρn] =
∫ b
a
dx
[ρ′n(x)]
2
ρn(x)
(14)
for the Fisher length, where F [ρn] denotes the Fisher information of ρn(x). Remark that the
Shannon and Onicescu lengths correspond to the cases q = 0 and 1, respectively, of the Renyi
lengths.
The Renyi, Onicescu and Shannon lengths are, as the Heisenberg measure, uncertainty measures
of global character because they are quadratic or logarithmic functionals of the probability density.
On the contrary, the Fisher length is a local measure of uncertainty because it is a functional of the
derivative of the density. So, it measures the pointwise concentration of the probability cloud along
its support domain and quantifies its gradient content, providing a quantitative estimation of the
oscillatory character of the density. Moreover, the Fisher length measures the bias to particular
points of the interval, i.e. it gives the degree of local disorder. Let us also mention that each of
these measures satisfies an uncertainty relation: see [22] for the Heisenberg, Shannon and Renyi
cases, and [25, 26] for the Fisher case. Moreover, they fulfil the inequalities [22]
(δx)n ≤ (∆x)n and H[ρn] ≤ (2pie)1/2(∆x)n, (15)
where the equality is reached if and only if the density ρn(x) is Gaussian. These inequalities illus-
trate that the Shannon and Fisher lengths, as measures of uncertainty, have a range of applicability
much wider than the standard deviation.
III. POWER AND LOGARITHMIC MOMENTS OF THE MODEL. THE HEISENBERG
AND LOGARITHMIC UNCERTAINTY MEASURES
A. Position space
Let us calculate the moments around the origin 〈xk〉 and the logarithmic moments 〈(log x)k〉 of
the 1D hydrogenic atom defined by
〈xk〉n =
∫ ∞
0
xkρn(x)dx, (16)
6〈(log x)k〉n =
∫ ∞
0
(log x)kρn(x)dx, (17)
respectively, where ρn(x) denotes the position-space probability density (6) of the system. Then,
we calculate the corresponding quantities in momentum space; and, finally, we determine the
associated Heisenberg and logarithmic uncertainty products.
¿From Eqs. (6) and (16) one has that the power moments of order k are given by
〈xk〉n =
Z
n3
∫ ∞
0
xkz2ne
−zn [L(1)n−1(zn)]
2dx (18)
=
nk−2
Zk2k+1
∫ ∞
0
tk+1ω1(t)[L
(1)
n−1(t)]
2dt
Then, taking into account the relation
∫ ∞
0
ωα(x)x
s−α[L(α)n (x)]
2dx = s!
n∑
r=0
(−1)r
(
s− α
n− r
)2(−s− 1
r
)
, (19)
we find that (i) the only power moments with negative orders are 〈x−1〉 and 〈x−2〉, with the
following values
〈x−1〉n =
Z
n2
(20)
〈x−2〉n =
2Z2
n3
(21)
and (ii) the power moments with positive order k are given by
〈xk〉n =
nk−1
2k+1Zk
k+1∑
i=0
(−1)i(n+ k − i)!
(n− 1− i)!
(
n
i
)(
n+ k − i
k + 1− i
)
, k ∈ N0
=
nk−2
2k+1Zk
n−1∑
i=0
(
k + 1
n− i− 1
)2 (k + i+ 2)!
i!
, k ∈ R (22)
For the three lowest orders we find that 〈x0〉 = 1, as it must be, and
〈x〉n =
3
2Z
n2 (23)
〈x2〉n =
n2
2Z2
(5n2 + 1) (24)
respectively. Then, the position-space Heisenberg uncertainty measure is given by the root-mean-
square or standard deviation
(∆x)n =
√
〈x2〉n − 〈x〉2n =
n
Z
√
n2 + 2 (25)
7Working similarly it is possible to calculate the logarithmic uncertainty measure defined by
(∆ log x)n =
√
〈(log x)2〉n − 〈log x〉2n, (26)
where the involved logarithmic moments can be found from Eq. (22) and the limiting relation
〈(log x)m〉 = lim
α→0
∂m〈xα〉
∂αm
; m = 1, 2... (27)
Then we have
〈log x〉n = log en
2Z
− 1
2n
+ ψ(n + 1), (28)
〈(log x)2〉n =
(
log
en
2Z
)2
+ ψ(n+ 1)
[
ψ(n + 1) + 2 log
en
2Z
− 1
n
]
− 1
n
log
en
2Z
+ ψ′(n+ 1) +
(1− δn,1)(1− δn,2)
n2
n−3∑
i=0
(i+ 2)(i + 1)
(n− i− 2)2(n− i− 1)2, (29)
where ψ(x) = Γ
′(x)
Γ(x) is the digamma function and δn,k is the Kronecker delta. So that the logarithmic
uncertainty measure becomes
(∆ log x)n =



ψ′(n+ 1) + 1
4n2


1/2
, n = 1, 2

ψ′(n+ 1) + 1
n2
n−3∑
i=0
(i+ 2)(i+ 1)
(n− i− 2)2(n− i− 1)2 +
1
4n2


1/2
, n > 2
(30)
which, contrary to the Heisenberg uncertainty measure (∆x)n given by Eq. (25), does not depend
on Z.
B. Momentum space
Let us now calculate the momentum power moments which are defined by
〈pk〉 =
∫ +∞
−∞
pkγn(p)dp =
2n
piZ
∫ +∞
−∞
pk
(n
2p2
Z2
+ 1)2
dp, (31)
where γn(p) is the probability density of the system in momentum space given by Eq. (7). From
this expression it is clear that
〈pk〉 = 0, k = 1, 3, 5... (32)
8and for k even with the change of variable p→ t : t = npZ and the relation
∫ ∞
0
xadx
(x2 + 1)b
=
1
2
Γ
(
1+a
2
)
Γ
(
b− a+12
)
Γ(b)
, 2b > a+ 1
we finally find that
〈p0〉 = 1, 〈p2〉 =
Z2
n2
(33)
and the Heisenberg uncertainty measure in momentum space has the value
(∆p)n =
√
〈p2〉n = Z
n
(34)
So, the position-momentum Heisenberg uncertainty product has, according to Eqs. (10) and
(34), the value
(∆x)n(∆p)n =
√
n2 + 2; n = 1, 2, ... (35)
which is not only greater than 1/2 as the uncertainty principle states, but also it does not depend
on the strength Z of the potential as recently predicted by S. H. Patil et al [27] for a general class
of potentials which includes the present one.
For the sake of completeness let us also calculate the absolute power and logarithmic moments.
In particular we have for the power ones the values
〈|p|〉 =
2Z
npi
, 〈|p|2〉 =
Z2
n2
(36)
so that ∆|p| = Zn
√
1− 4pi2 , and for the absolute logarithmic moments the values
〈log |p|〉n = −
(
1 + log
n
Z
)
, 〈(log |p|)2〉n = pi
2
4
+ log
n
Z
(
2 + log
n
Z
)
(37)
Then the logarithmic uncertainty measure yields:
(∆ log |p|)n =
√
pi2
4
− 1 (38)
which does not depend on the value of Z. Finally, it is worthy to remark that the logaritmic
uncertainty product has the following value
(∆ log x)n(∆ log |p|)n =
pi2 − 4
4

ψ′(n+ 1) + 1
n2
n−3∑
i=0
(i+ 2)(i + 1)
(n− i− 2)2(n− i− 1)2 +
1
4n2




1/2
, (39)
where Eqs. (30) and (38) were taken into account.
9IV. INFORMATION-THEORETIC LENGTHS AND THEIR ASSOCIATED
UNCERTAINTY MEASURES
A. Position space
Let us here study the position Fisher, Renyi and Shannon information-theoretic lengths of the
1D hydrogenic model, which are defined by Eqs. (14), (11) and (13) respectively.
1. Fisher length (δx)n
From Eqs. (14) and (6) one has that the Fisher information F [ρn] of the model is:
F [ρn] =
∫ ∞
0
[ρ′n(x)]
2
ρn(x)
dx = −4
∫ ∞
0
ψn(x)ψ
′′
n(x)dx
= 4〈p2〉n =
4Z2
n2
, (40)
where we have made an integration by parts for the second equality, and then used the Schro¨dinger
equation which allows us to write ψ′′(x) = −p2ψ(x). Finally the value (33) for the expectation
value of 〈p2〉n was used. Then, from (14) and (40) one has that the Fisher length is
(δx)n =
1
√
Fn
=
n
2Z
(41)
for a quantum state characterized by the principal quantum number n. Then, the Fisher length of
a physical state is directly proportional to the number of nodes of its corresponding wavefunction.
Moreover, from Eqs. (30) and (41)
(δx)n =
(∆x)n
2
√
n2 + 2
≤ (∆x)n
2
√
3
≃ 0.288(∆x)n (42)
which shows that the Fisher length is always much less than the standard deviation in position
space, what it is in accordance to the general inequality (15), indicating that the Fisher length
is a measure of uncertainty much more appropriate than the Heisenberg measure for our system.
Finally, from Eqs. (2) and (41) one finds that (δx)n = (8|En|)1/2 which shows that the position
Fisher length of a physical state has a square-root dependence on its corresponding energy.
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2. Renyi lenghts LRq [ρn]
According to Eq. (9), these quantities are controlled by the entropic moments
Wq[ρn] = 〈[ρn(x)]q−1〉 =
∫ ∞
0
[ρn(x)]
qdx
=
(
Z
n3
)q n
2Z
∫ ∞
0
[te−
t
2L
(1)
n−1(t)]
2qdt
=
(
Z
n3
)q n
2Z
∫ ∞
0
tq[ω1(t)L
(1)
n−1(t)
2]qdt, q > 1 (43)
where we have used Eq. (6) in the third equality. Remark that the kernel of the integral involves
the Rakhmanov density of the Laguerre polynomials L
(1)
n−1(t); i. e. ω1(t)[L
(1)
n−1(t)]
2.
Except for the trivial case q = 1 (then, W0 = 1), the closed expressions for the Krein-like func-
tional of the Laguerre polynomial L
(1)
n−1(t) involved in the calculation of the qth-entropic moment
of an arbitrary physical state (i. e., for any value of n) has not yet been found; not even for the
case q = 2, where
W2[ρn] = 〈ρn(x)〉 = Z
2n5
∫ ∞
0
[te−
t
2L
(1)
n−1(t)]
4dt
=
Z
2n5
∫ ∞
0
t2{ω1(t)[L(1)n−1(t)]2}2dt (44)
However, for the ground state (whose density ρg.s.(r¯) = ρ1(r¯)) the involved Laguerre polynomial
reduces to a constant, and its associated entropic moments have the values
Wq[ρg.s.] =
Zq−1
2
∫ ∞
0
tq[ω1(t)]
2qdt =
Zq−1
2
Γ(2q + 1)
q2q+1
(45)
Then, the Renyi lengths for the ground state of the system are
LRq+1[ρg.s.] = (Wq[ρg.s.])
− 1
q =
(q + 1)2+3/q
Z

 2
Γ(2q + 3)


1/q
; q > 0 (46)
and the Onicescu length (q = 1) has the value
LO[ρg.s.] = L
R
2 [ρg.s.] =
8
3Z
(47)
3. The Shannon length H [ρn]
To calculate this quantity we need first to compute the Shannon entropy Sρ of the model, which
is given by Eq. (13). That is,
S[ρn] = −
∫ ∞
0
dxρn(x) log ρn(x) = −
∫ ∞
0
dx|ψn(x)|2 log |ψn(x)|2 (48)
11
Then, taking into account Eq. (3) and with the change of variable x→ t = 2Zn x, one can express
S[ρn] = − 1
2n2
[
log
(
Z
n3
)
I1[L
(1)
n−1] + I2[L
(1)
n−1] +E1[L
(1)
n−1]
]
(49)
where the symbol Ii[L
(1)
n−1] denotes the integrals
I1[L
(1)
n−1] =
∫ ∞
0
t2e−t[L(1)n−1(t)]
2
=
∫ ∞
0
tω1(t)[L
(1)
n−1]
2dt
= 2n2, (50)
I2[L
(1)
n−1] =
∫ ∞
0
t2e−t log(t2e−t)[L(1)n−1(t)]
2
= 4n2 + 4n2ψ(n+ 1)− 6n3 − 2n (51)
using the Eqs. (6) and (30) from [28] to obtain (51). The integral E1[L
(1)
n−1] is given by
E1[L
(1)
n−1] =
∫ ∞
0
tω1(t)[L
(1)
n−1(t)]
2 log[L
(1)
n−1(t)]
2dt (52)
which has not yet been exactly solved for any generic n, except for its lowest and highest values.
For the ground state this entropic integral vanishes so that the Shannon entropy has the value
S[ρg.s.] = 2γ − logZ, where γ ≃ 0.577 is the Euler-Mascheroni constant, and the associated
Shannon length is
H[ρg.s.] =
e2γ
Z
(53)
In the asymptotic region (i. e., for large n) one has from [29] that
E1[L
(1)
n−1] = 2n
2(3n − log n− log 2pi + o(1)), (54)
Then, we finally obtain from (48)-(54) that the Shannon entropy of the 1D-hydrogenic Rydberg
states, whose quantum probability density ρRy(r¯) = ρn(r¯) with large n, has the value
S[ρRy] = log
(
2pin2
Ze2
)
+ o(1) (55)
and the corresponding Shannon length is given by
H[ρRy] = e
S[ρRy] ≃ 2pin
2
Ze2
(56)
Finally, taken into account Eqs. (25) and (56), we observe that
H[ρRy ] ≃ 2pi
e2
(∆x)Ry ≃ 0.85(∆x)Ry (57)
12
for very excited states, what it is in agreement with the general inequality (15).
In summary, although we have not been able to analytically evaluate the Shannon length for
arbitrary states because of the difficulties to calculate the involved entropic funtional E1[L
(1)
n−1],
we have found its values for the energetically extremal states of the 1D hydrogenic spectrum: the
ground and Rydberg states. The comparison of these values with those of the Heisenberg, Onicescu
and Fisher lengths yields the inequalities
(δx)g.s. < (∆x)g.s. < L
O[ρg.s.] < H[ρg.s.] (58)
for the ground state, and
(δx)Ry < H[ρRy] < (∆x)Ry (59)
for the Rydberg states. They show, together with relation (42), that the Fisher length is the proper
position measure of uncertainty of our system.
B. Momentum space
Now we will compute the information-theoretic lengths in momentum space for this model.
1. Fisher length (δp)n
Similarly to the position case (14), the momentum Fisher length is defined by
(δp)n =
1√
F [γn]
(60)
where the Fisher information F [γn] of the momentum density γn(p) given by Eq. (7) is
F [γn] =
∫ ∞
−∞
dp
[γ′n(p)]
2
γn(p)
=
2n
Zpi
∫ ∞
−∞

 − 4
n2p
Z2(
n2p2
Z2
+ 1
)3


2(
n2p2
Z2
+ 1
)2
dp
=
32n2
piZ2
∫ ∞
−∞
t2
(t2 + 1)4
dt =
2n2
Z2
(61)
where we have made the change t → npZ and used Eq. (33). So the Fisher length in momentum
space is
(δp)n =
Z√
2n
(62)
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The comparison of Eqs. (34) and (62) shows that (δp)n =
1√
2
(∆p)n ≃ 0.707(∆p)n, so that the
Fisher length is less than the standard deviation in momentum space. Moreover, the position and
momentum Fisher lengths fulfil the following uncertainty equality
(δx)n(δp)n =
1
2
√
2
≃ 0.354, (63)
where Eqs. (41) and (62) have been taken into account. It is worthy to remark that this Fisher
uncertainty product does not depend neither of Z nor of the quantum number n.
2. Renyi lengths LRq [γn]
As we have already seen, the Renyi lengths are related to the entropic moments, as given by
Eq. (11). Moreover, we can calculate exactly in the momentum space
Wq[γn] = 〈[γn(p)]q−1〉 =
∫ ∞
−∞
[γn(p)]
qdp
=
(
2n
Zpi
)q ∫ ∞
−∞
1(
n2p2
Z2
+ 1
)2qdp
=
(
2
pi
)q ( n
Z
)q−1 ∫ ∞
−∞
dt
(t2 + 1)2q
=
( n
8piZ
)q−1(4q − 3
2q − 1
)
(64)
where we have used Eqs. (7) and (33). Then, the Renyi lengths turn out to be
LRq+1[γn] =
8piZ
n
(
4q + 1
2q + 1
)−1
q
; q > 0 (65)
As we already know, the Onicescu length is a particular case of the Renyi length, according to
Eq. (12). Using this in Eq. (65) we can obtain:
LO[γn] = L
R
2 [γn] =
4piZ
5n
(66)
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3. The Shannon length Hn
First of all, we must compute the Shannon entropy S[γn] given by (13). This yields
S[γn] = −
(
2n
piZ
)
log
(
2n
piZ
)∫ ∞
−∞
dp(
n2p2
Z2
+ 1
)2dp− 2npiZ
∫ ∞
−∞
log
(
n2p2
Z2
+ 1
)−2
(
n2p2
Z2
+ 1
)2 dp
=
8
pi
∫ ∞
0
log(t2 + 1)
(t2 + 1)2
dt+ log
piZ
2n
= 2(log 4− 1) + log piZ
2n
(67)
where we have used the following general expression
∫ ∞
0
log(1 + t2)
(1 + t2)α
dt =
√
pi
2
Γ
(
α− 12
)
Γ(α)
[ψ (α)− ψ (α− 1/2)], α > 1
2
(68)
And finally, using this result and Eq. (13) we obtain
H[γn] = e
S[γn] =
8piZ
ne2
(69)
The comparison of Eqs. (2) and (62)-(69) allows us to make various observations. First, the
relation of the spreading measures of the momentum wavefunction with its corresponding energy
is given by
|En| = 1
2
(∆p)2n =
1
2
(δp)2n =
(8pi)2
2
(L[γn])
2 =
1
2
(
e2
8pi
)2
(Hn[γn]) (70)
Second, the following chain of inequalities is fulfilled
(δp)n < (∆p)n < H[γn] (71)
which illustrates, in particular, that the Fisher length is a measure of uncertainty more appropriate
than the Heisenberg and Shannon length in the momentum space too. Moreover, the relations (53),
(56) and (69) yield in the extremal states of the spectrum the following uncertainty products:
H[ρg.s.]H[γg.s.] = 8pie
2(γ−1) (72)
for the ground state, and
H[ρRy]H[γRy ] ≃
(
4pi
e2
)2
n (73)
for the Rydberg states (i. e. when n ≫ 1). Remark that these two products fulfil the general
entropic uncertainty relation [32, 33] which states that
H[ρn]H[γn] ≥ pie (74)
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Finally, from Eqs. (35), (63) and (74) we observe that the chain of inequalities
(δx)n(δp)n < (∆x)n(∆p)n < H[ρn]H[γn] (75)
for both ground and Rydberg states.
V. CONCLUSIONS
The evaluation of the most relevant spreading and information-theoretic measures of the half-
line Coulomb potential have been tackled. The position and momentum power and logarithmic
moments, as well as their uncertainty products, have been analytically computed. Moreover, the
logarithmic uncertainty measure and the information-theoretic lengths of this one-dimensional
model have been analyzed. In particular we have found the exact values of the Fisher lengths
in the two reciprocal spaces as well as the momentum Renyi lengths. The Shannon length has
been also analytically found in momentum space and for the asymptotic values in position space.
The Fisher length, which quantifies the local disorder of the system, turns out to be a measure
of uncertainty more appropriate than the quantifiers of global disorder: Heisenberg and Shannon
lengths. Moreover, the position Fisher length of a given physical state is shown to be directly
proportional to the number of nodes of its corresponding wavefunction and to follow a square-root
energy law.
Contrary to the remaining information measures considered in this work, the logarithmic un-
certainty measure does not depend on the potential strength Z. In addtion, we observe that the
uncertainty product associated to all spreading/information measures here considered (Heisenberg,
logarithmic, Renyi, Onicescu, Shannon and Fisher) do not depend on Z, too. This is in the line
shown by K.D. Sen et. al [27, 37, 38] and other authors [25, 26] for various simple quantum-
mechanical potentials.
These results allow us to discuss and quantify the internal disorder of the system for both ground
and excited states, particularly in the Rydberg region where the classical-quantum transition takes
place. Finally, let us point out that we are now in the best position to compute the complexity
measures of this physical model, so much used nowadays in a wide range of scientific and techno-
logical areas (see e. g., [34, 35, 36]). To do that in an analytical way, however, it is required the
explicit evaluation of the functionals of the Laguerre polynomials involved in the expressions (43),
(44) and (49)-(52) of the entropic moments and the Shannon entropy of the system in position
space, what is not a trivial task. This work has been recently accomplished [39].
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