In this paper, the fuzzy integer linear programming problem (FILP) is considered. This problem is reduced to crisp integer linear programming problem. This transformation is performed by the related theorems and lemmas. The solution of FILP is obtained by the solutions of ILP's. Finally the method is illustrated by two numerical examples.
Introduction
Linear programming has applications in many fields in operations research , It is concerned with the optimizations (minimization and/or maximization) of a linear function while satisfying a set of linear equality and/or inequality constraints or restrictions. In real situation the available information in the system under consideration are not exact , therefore fuzzy linear programming was introduced and studied by [7, 8, 9] and were regularly treated by others. The fuzzy system of linear equations (FSLE) with fuzzy RHS has been studied by [1, 2, 3, 4, 5] Now we are going to solve the optimization with constraints of (FSLE). We study the fuzzy integer programming with fuzzy R.H.S and reduce the FILP in two ILP problems and prove the related theorems in details. this kind of problem is applied in material production field and feasibility studies of factories. FILP's has been studies by some authores [10] and solved with relating algorithms. The paper is organized as follows :
In section 2 fuzzy number is defined and their properties are discussed. In section 3 the fuzzy integer linear programming is reduced to two crisp integer linear programming problems. In section 4 algorithm is illustrated by solving two numerical examples and conclusions are drawn in section 5.
Preliminaries
We represent an arbitrary fuzzy number by an ordered pair of functions (u(r), u(r)), 0 ≤ r ≤ 1, which satisfy the following requirements:
• u(r) is a bounded left continuous nondecreasing function over [0, 1] .
• u(r) is a bounded left continuous nonincreasing function over [0, 1] .
• u(r) and u(r) are right continuous in 0
A crisp number α is simply represented by u(r) = u(r) = α, 0 ≤ r ≤ 1. Let T = (c 1 ; w 1 ), U = (c 2 ; w 2 ) ∈ I.S.T and k ∈ , by using extension principal we can define:
1. T = U if and only if c 1 = c 2 and w 1 = w 2 . 
T + U
= (c 1 + c 2 ; w 1 + w 2 ). 3. kT = (kc 1 ; | k | w 1 ). Suppose A ∈ n×n ,X = (T 1 , T 2 , . . . , T n ) T andỸ = (U 1 , U 2 , . . . , U n ) T are IST F N vectors this means thatX,Ỹ ∈ I.S.T n . Now we have 1. Core(X +Ỹ ) = Core(X) + Core(Ỹ ).
Core(AX) = ACore(X).

A(X
+Ỹ ) = AX + AỸ .
Definition 2.3 (Ordering on I.S.T ) Let
+ V ≤ U + V .
T < U if and only if
T + V < U + V . 3. If T ≤ U and V ≤ W then T + V ≤ U + W .
If T < U and V
Proof: Proof is clear. 
Thus FSLE is extended to above crisp system where
And it can be written as follows:
Integer Fuzzy Linear Programming
In this section we are going to reduce FILP 3.1 to two crisp ILP.
Which A ∈ m×n , C ∈ n andb is an arbitrary fuzzy number vector. By theorem 3.1 we only consider the following FILP as follows:
Remark 3.1 The 3.1 is reduce to 3.2.
Consider two following problems:
and ı-th entry of Core(T ) is core of ı-th entry of T .
It means that , if (c;w) is the solution of (3.4) then w is an integer number. 
We note that
Core(H(T
are feasible solutions of problems 3.3 and 3.4.
Proof: LetX
2 is a feasible solution of problem 3.2 put:
In other hand Core( Thus by lemma 2.1 we have
HenceX * 2 is an optimal solution of problem 3.2 and proof is completed. 
Remark 3.2 The problem 3.2 is reduce to problems 3.3 and 3.4.
Now we are going to reduce problem 3.3 to problem 3.5 Consider the following problem:
which is a crisp linear programming.
Theorem 3.5 A crisp vector X ∈ Z n is a feasible solution of problem 3.3 if and only if it's a feasible solution of 3.5.
Proof: We note that a crisp vector X ∈ Z n is a IST F N vector now we have X is a feasible solution of problem 3.3 if and only if AX = Core(T ) and X ≥ 0 if and only if AX = Core(T ) and X ≥ 0 if and only if X is a feasible solution of problem 3.5 and proof is complete.
Theorem 3.6 If problem 3.3 has an optimal solution then it has a crisp optimal solution.
Proof: LetX * 3 is an optimal solution of 3.3 and X * = Core(X * 3 ) then 
therefore X * is an optimal solution of problem 3.3 and proof is complete.
Remark 3.3 The problem 3.3 is reduce to problem 3.5.
Theorem 3.8 If problem 3.4 has an optimal solution then there is aX
• which Core(X • ) = 0 and it is an optimal solution of 3.4.
Proof: SupposeX * 4 is an optimal solution of problem 3.4 putX
then it is an IST F N, it's sufficient to show thatX
• is an optimal solution of problem 3.4. We have
Since Core(H(T )) = 0 we have AX
• is a feasible solution of 3.4. To show thatX
• is optimal With a contradiction assumption : ∃Y s.t , it is a feasible solution of 3.4 and CY < CX
) is a feasible solution of 3.4 then this is a contradiction andX • is the optimal solution.
Corollary 3.3 If problem 3.4 has an optimal solution then there is an optimal solutioñ
Consider the following parametric problem:
and an integer number.
Theorem 3.9X = (−X(r), X(r)) is a feasible solution of problem 3.4 if and only if X(r) is a feasible solution of 3.6.
Proof:X = (−X(r), X(r)) is a feasible solution of problem 3.4 if and only if AX = H(T )
And by remark 2.1 if and only if
If and only if
If and only if
If and only if X is a feasible solution of problem 3.6. HenceX * = (−X * (r), X * (r)) is a feasible solution of problem 3.4 if and only if X * (r) is a feasible solution of 3.6 and proof is completed.
Lemma 3.1 If C ∈
n andX be a symmetric fuzzy number over 0 then CX =| C |X.
Proof: LetX = (−X(r), X(r))
.
Hence CX =| C |X and proof is completed. Theorem 3.10 IfX * = (−X * (r), X * (r)) be an optimal solution of problem 3.4 then X * (r) is an optimal solution of 3.6.
Proof: By theorem 3.9, sinceX * = (−X * (r), X * (r)) is a feasible solution of problem 3.4 so X * (r) is a feasible solution of 3.6. Let X(r) is a feasible solution of thenX = (−X(r), X(r)) is a feasible solution of the problem 3.4 so CX * ≤ CX thus by lemma 2.3 and lemma 3.1, | C | X * (r) ≤| C | X(r) hence X * (r) is an optimal solution of problem 3.6 and proof is completed. 
Remark 3.4 The problem 3.4 is reduce to problem 3.6.
Consider the following problem:
Which is a crisp linear programming. 
Methodology and examples
Let X * be an optimal solution of problem 3.3 and Y * be an optimal solution of problem 3.4 thenX
is an optimal solution of problem 3.2. By this point we are going to solve following example.
Example 4.1 Consider the fuzzy integer linear programming problem
s.t.x 1 +x 2 +x 3 +x 4 = (−2 + 6r, 10 − 6r) −x 1 +x 2 − 2x 3 +x 5 = (2 + 4r, 10 − 4r) 2x 1 +x 2 +x 3 +x 6 = (5r, 10 − 5r)
Now we should solve two LP as
By using simplex method we have X *
. Now by using cutting plane rule for having an integer solution for this problem we obtain X * 
is the optimal solution of this problem. Therefore is an optimal solution of FILP.
conclusion
In this work an algorithm for solving fuzzy integer linear programming is discussed. For this means we reduced FILP to two real ILP (which discussed by many authors) and then the solution of FILP obtained by the sum of ILP's solution.
