SUMMARY It is said that technology comes out from humanity. What is humanity? The very definition of humanity is emotion. Emotion is the basis for all human expression and the underlying theme behind everything that is done, said, thought or imagined. Making computers being able to perceive and respond to human emotion, the human-computer interaction will be more natural. Several classifiers are adopted for automatically assigning an emotion category, such as anger, happiness or sadness, to a speech utterance. These classifiers were designed independently and tested on various emotional speech corpora, making it difficult to compare and evaluate their performance. In this paper, we first compared several popular classification methods and evaluated their performance by applying them to a Mandarin speech corpus consisting of five basic emotions, including anger, happiness, boredom, sadness and neutral. The extracted feature streams contain MFCC, LPCC, and LPC. The experimental results show that the proposed WD-MKNN classifier achieves an accuracy of 81.4% for the 5-class emotion recognition and outperforms other classification techniques, including KNN, MKNN, DW-KNN, LDA, QDA, GMM, HMM, SVM, and BPNN. Then, to verify the advantage of the proposed method, we compared these classifiers by applying them to another Mandarin expressive speech corpus consisting of two emotions. The experimental results still show that the proposed WD-MKNN outperforms others.
Introduction
Affective Computing is a new and exciting topic of research that relates to capturing and recognizing emotions through different modalities. It could be able to build architectures and techniques to help computers make affective decisions, and express certain emotional states through various modes of human-computer interaction [1] . Simply speaking, it is trying to make a computer capable of observing, interpreting and generating emotional states.
Emotion is a complicated psychological process and a physical and psychological status excited by certain events. This status contains complex emotional reactions. The emotion includes four aspects. Physical reaction means that while experiencing some special emotions, we spontaneously have some physiological reactions, including the speeding-up heartbeat for tension, anger or excitement. Psychological reaction indicates subjective psychological feelings of a person, such as pleasure, sadness, calm, uneasy, tension, etc. Cognitive reaction suggests that explanation and judgment made by individual emotional incidents or stimulus of sentiment, like someone's facial expressions. (6)
LDA is a well-known and widely used classification technique which finds a hyper-plane that partitions the feature space into two decision regions. This method maximizes the ratio of between-class variance to the withinclass variance in any particular data set thereby guaranteeing maximal separability. In [14], Chul Min Lee et al. applied KNN and LDA to classify the emotional states conveyed by utterances in the database they used. The results showed classification rates of 72% for KNN and 70.5% for LDA; respectively.
A great interest in Support Vector Machines (SVM) classification can be observed recently. They tend to show a high generalization capability due to their structural risk minimization oriented training. Chul Min Lee et al. used LDA, KNN and SVM to classify utterances into two emotion classes: negative and non-negative [15] . Two feature sets were used. The base feature set obtained from the utterance-level statistics of the pitch and energy of the speech. Another feature set was those after preprocessed by principal component analysis. Overall with the base feature set, the LDA achieved the best performance with error rate of 27.54% on female and 25.46% on male, respectively.
HMM [16] is a statistical signal model trained by sequences of feature vectors that are representative of the input signal. HMM has a long application history in speech recognition. It has the important advantage that the temporal dynamics of speech features can be caught due to the presence of the state transition matrix. In [17], Yi-Lin Lin and Gang Wei used KNN, HMM and SVM to classify five emotional states. Both gender dependent and gender independent experiments were conducted on the Danish Emotional Speech Database. The recognition rates by the HMM classifier were 98.9% for female subjects, 100% for male subjects, and 99.5% for gender independent cases, respectively. When the SVM classifier and the proposed feature vector were employed, correct classification rates of 89.4%, 93.6% and 88.9% were obtained for male, female and gender independent cases, respectively. Performance of KNN with k set to 21 was also investigated. The recognition rate was around 83% and was outperformed by the SVM and HMM classifiers.
Quadratic discriminant analysis (QDA) is a pattern recognition technique which classifies data based on statistical distributions of measurement data. Ideally, the technique is used on measurement data that is normally distributed. It extends LDA by allowing the intraclass covariance matrices to between classes, so that discrimination is based on quadratic rather than linear functions.
In [18] , the authors compared emotion recognition performance of SVM, LDA, QDA and HMM classifiers. With the text-independent SUSAS database, best case recognition rate of 96.3% for stressed/neutral style classification and 70.1% for 4-class speaking style classification by SVM were achieved. With the speaker-independent AIBO database, they achieved 42.3% recognition rate for the 5-class emotion recognition.
Gaussian Mixture Models (GMMs) provide a good approximation of the originally observed feature probability density functions by a mixture of weighted Gaussians. The mixture coefficients were computed by the use of an Expectation Maximization (EM) algorithm. Each emotion is modeled in one GMM. The decision is made for the maximum likelihood model. From the results of [19] , in a certain degree, the authors concluded that the results of two models VQ and GMM are not worse than the performance of the HMM.
Neural Nets (NN) are a standard procedure in pattern classification. They are renowned for their non-linear transfer functions, their self-contained feature weighting capabilities and discriminative training. The NN-based classifiers may achieve a correct recognition rate of 50.5% for 4 emotional states using energy contours in several frequency bands [20] sifiers, all experiments were conducted using the MATLAB software, and all results are based on the leave-one-out (LOO) cross-validation which is K-fold cross validation taken to its logical extreme, with K equal to the number of utterances. Each time an utterance is used as test sample. The rest 569 utterances are used as training samples. This is repeated such that each utterance in the corpus is used once as the test data. The correct classifications are summed and averaged over 570 iterations. The resulting accuracy is taken as the metric value of the used classifier. The used acoustic features are MFCC, LPCC and LPC. First, we focus on the selection of the parameter k of KNN-based classifiers, including traditional KNN, MKNN, DW-KNN and WD-MKNN. If k is too large, big classes will overwhelm small ones. On the other hand, if k is too small, the advantage of KNN algorithm, which could make use of many experts, will not be exhibited. In practice, the value of k is usually optimized by many trials on the training and validation sets. To obtain a baseline performance measure, we adopt traditional KNN classifier to recognize emotions. The results of different values of k in KNN classifier are given in Table 1 . The best performance, 72.5%, is achieved when the value of k is set to 10. To be fair in the comparison of the experiments, k is set to 10 in these classifiers throughout the experiment. Table 2 summarizes the experimental results. It can be seen that the proposed WD-MKNN outperforms other classification techniques. The highest recognition rate (81.4%) is obtained with WD-MKNN using Fibonacci weighting series. The used features are sufficient for recognizing five Table 1 Experimental results of different values of k in KNN. Table 2 Summary of experimental results (Five emotions).
emotions with accuracy exceeding 70%. Anger and happiness are often confused with each other. Similarly, distinguishing sadness, boredom and neutral are not easy. The accuracy of other classifiers ranges from 62.5-78.0%. Tables 3 to 12 show the corresponding confusion matrices of the classifiers. The overall result of this paper has shown that all these classifiers can be used to recognize five basic emotions with rates above 60% based on the selected speech features. One interesting finding is that all these classifiers can distinguish angry from bored emotion perfectly. In Table 3 , KNN classifier is used with k set to 10. The rows and the columns represent true and evaluated categories respectively. For example, second row says that 13.5% of utterances that were portrayed as happy were evaluated as angry, 57.3% as true happy, 6.3% as sad, and 9.4% as neutral. The most easily recognizable category is anger and the poorest one is happiness. Sadness is mostly confused for neutral. The result in Table 3 also reveals that the accuracies of happy and sad emotions are below 60% as the occurrence of ties increase a lot. Table 4 demonstrates that MKNN (k=10) outperforms KNN (k=10) in first three emotion categories because some ties in voting with the KNN rule are classified correctly in MKNN. Happiness is mostly confused for anger. Confusion matrices of LDA and QDA are given in Tables 5 and 6 . The experimental results reveal that the QDA classifier achieves better recognition rate than LDA classifier in almost all categories but the happy emotion as many happy utterances (22.9%) Table 3 Confusion matrix of KNN (k=10) classifier (%). Table 4 Confusion matrix of Modified-KNN (k=10) classifier (%). Table 5 Confusion matrix of LDA classifier (%). Table 6 Confusion matrix of QDA classifier (%) . Table 7 Confusion matrix of GMM (12 Gaussian mixtures) classifier (%). Table 8 Confusion matrix of HMM (left-to-right model) classifier (%).
are evaluated as angry. Happiness is mostly confused for anger in QDA and for neutral in LDA. Table 7 shows that the recognition rate of happy emotion by GMM classifier with 12 Gaussian mixtures is the worst among these classifiers. One cause for this result may be the difference in number of utterances for each emotion. Happiness, sadness and boredom are mostly confused for neutral. The finding in Table 8 is that left-to-right HMM classifier performs best in happy emotion but worst in angry, bored and neutral emotions among all classifiers. Besides, angry and happy emotions are completely discriminated with bored and neutral emotions. However, the average accuracy of HMM is the lowest. We find that this is because we don't consider the time-transition property of HMM in extracting and selecting features. The confusion matrix of the RBF kernel based SVM classifier in Table 9 reveals that the accuracy of angry emotion can reach 100% and it performs the best in angry and bored emotions but the worst in sad emotion among all classifiers. We think that such extreme results are due to the unbalanced distribution of the number of utterances for each emotion. Besides, we can see that sadness, boredom and neutral are only confused for boredom, neutral and boredom, respectively. Table 10 shows that anger is usually confused with happiness and boredom is often confused with neutral. Table 11 shows that happiness is easily confused with anger. DW-KNN performs better than KNN as the occurrence of ties decrease a lot and we find that some Table 9 Confusion matrix of SVM (RBF kernel) classifier (%) . Table 10 Confusion matrix of Back-Propagation Neural Network (BPNN) classifier (%). Table 11 Confusion matrix of DW-KNN(k=10) classifier (%) . 
Conclusions
Speech signal conveys not only words and meanings but also emotions. Nowadays, the role of the vocal expression of emotion is gaining increasing importance in the computer speech community. Emotion recognition technology is very desirable because it adds to the appeal of electronic systems by contributing to the user's perception of the system's intelligence and adaptability. Accurate detection of emotion from speech has clear benefits for the design of natural human-machine speech interfaces or for the extraction of useful information from large quantities of speech data. Automatic recognition of emotions in speech aims at building classifiers for classifying emotions in test emotional speech. Until now, several classifiers were adopted independently and tested on numerous emotional speech corpora, making it difficult to compare and evaluate their performance. In this paper, we presented a performance comparison of several classifiers, including KNN, MKNN, DW-KNN, LDA, QDA, GMM, HMM, SVM, BPNN, and the proposed WD-MKNN, for detecting emotion from Mandarin speech. Two Mandarin emotional speech corpora, one consisting of 570 utterances made by twelve (5 males and 7 females) native speakers and including five basic emotions and the other consisting of 2000 utterances made by one female speaker and including anger and neutral emotional states, were used to train and test classifiers. Results obtained show that the proposed WD-MKNN using Fibonacci weighting series outperforms other classification techniques and yielded top recognition rates of 81.4% for 5-class corpus and 92.85% for 2 emotional states in another corpus.
In the future, it is necessary to collect more acted or spontaneous speech sentences, in terms of both speakers and listeners. Furthermore, the experimental result highlights that each classifier has its own advantages and disadvantages. How to combine these advantages in each classifier to achieve higher accuracy for improved emotion recognition requires further study. 
