This paper examines volatility forecasting for the broad market indices of 12 Asian stock markets. After considering the long memory in volatility and volatility jumps, the paper incorporates local, regional, and global factors into a heterogeneous autoregressive model for volatility forecasting. Compared to several existing studies, the model produces smaller forecasting errors. The empirical findings shed new light on the spillover effect from regional and global factors to local market volatility. Despite the common perception of increased globalization, the paper finds that volatility in Asia is primarily driven by local factors. During the period January 2005 to April 2010, regional and global factors explain 2%-3% of the volatility in the next 10 days for Asian emerging markets, and 3%-6% for Asian developed markets. There was no significant increase in the contribution of global factors to local market volatility.
I. INTRODUCTION
Stock market volatility is a major concern for economic policy makers, as well as investors, listed companies, and market regulators. Volatility in the broad market reflects investor sentiment (Lee et al. 2002) , which is a leading indicator of business investments, aggregate consumption, and economic cycles. High volatility deters investor participation and risk sharing (Allen and Gale 1994) and distorts investment decisions. It leads to higher costs of capital (Lee et al. 2003) and deters firms from stock market listing and capital expansion (Schill 2004) . In emerging markets, high volatility is shown to be largely unrelated to the risk in economic fundamentals (Morck et al. 2000) and is often associated with financial instability (Kaminsky and Reinhart 2001) . Therefore high volatility impedes the growth and development of financial markets, which plays an important role in promoting long-run economic growth (Levine and Zervos 1998) .
This paper explores the predictability of stock market volatility among Asian economies. Broad market volatility is a systematic risk faced by investors.
The ability to forecast overall market volatility has direct implications on investment decisions, risk management, market regulation, and economic policy. During the 2008 global financial crisis, regulators in financial markets around the world imposed new trading restrictions, e.g., banning the short sale of financial stocks, in anticipation of greater market volatility and economic uncertainty associated with the failure of major financial institutions. The debate on the lifting of the ban was heavily focused on its potential impact on market volatility. This paper aims to make two contributions. First, it brings the latest advances in financial econometrics to examine issues such as the long-run dependence in volatility and volatility jumps in the context of Asian emerging markets. Although there are numerous studies on volatility forecasting, there are relatively few studies examining the issue in Asia. Poon and Granger (2003) survey 93 studies of volatility forecasting, with five studies on Australia, Japan, and New Zealand, but none on Asian emerging markets. Several recent studies have included Asian markets as part of their samples (Evans and McMillan 2007 , Marcucci 2008 , Conrad et al. 2010 . Only Evans and McMillan (2007) had the same coverage of Asian markets as in this paper. Several studies have investigated volatility forecasting in individual Asian markets (Bhattacharyya et al. [2009] for India and Tzang et al. [2009] for Taipei,China). 1 Comparisons with these existing studies show that the model and the economic factors deployed in this paper achieve better forecasting performance. The second contribution of the study is to explore the volatility impact of local, regional, and global factors. Cross-market spillovers and contagion were a major concern for policy makers and regulators following the Asian financial crisis in the late 1990s, and again after the recent global financial crisis. Many studies have examined the correlation in return and volatility among Asian markets. Most have reported increased spillover effects and contagion in Asia with and without financial crises (Chiang et al. 2007 , Khan and Park 2009 , Yilmaz 2010 . Instead of estimating contemporaneous cross-market correlations within samples, this paper takes a more stringent approach on measuring financial market integration and contagion. After controlling the impact of local market factors, it examines the causal effect from external factors, such as those of other markets in Asia and those of markets in the United Kingdom and the United States, on future volatility in individual Asian markets. This causality, in the sense of Granger (1969) , is important for identifying cross-market spillover effects, as opposed to all markets simultaneously reacting to the same economic information. The empirical findings shed new light on this important policy and regulatory issue. This paper examines volatility dynamics in 12 Asian stock markets. Of this, eight are emerging markets, namely: the People's Republic of China (PRC); India (IND); Indonesia (INO); the Republic of Korea (KOR); Malaysia (MAL); the Philippines (PHI); Taipei,China (TAP); and Thailand (THA). The other four regional developed markets are Australia (AUS); Hong Kong, China (HKG); Japan (JPN); and Singapore (SIN). After considering the long memory in volatility and volatility jumps, the paper incorporates local, regional, and global factors into the heterogeneous autoregressive (HAR) model of Corsi (2009) for volatility forecasting. Motivated by existing evidence on volatility determinants and dynamics, this study chooses lagged market return, volatility, trading volume, and liquidity as the factors forecasting future market volatility. The model has lower forecasting errors than several existing studies. It works better for the developed markets: the predicted volatility explains 58%-70% of the variations in the actual volatility in developed markets, but only 38%-47% in emerging markets. The paper finds that local market volatility in Asia is dominated by local factors. While both regional and global factors improve out-of-sample volatility forecasts, their contributions are relatively small. Regional and global factors explain 2%-3% of the volatility in the next 10 days for Asian emerging markets, and 3%-6% for Asian developed markets. Australia and Singapore have much higher exposure to global factors than Hong Kong, China and Japan. Contrary to the common perception, there are no significant rises in the impact of regional and global factors on local market volatility. Local factors have gained importance since 2005 in most markets except India and the Philippines. The impact of regional factors has declined in the PRC; Taipei,China; and Singapore.
The paper is organized as the following. Section II explains the data sample and presents the summary statistics on broad index volatility in 12 markets. Model specification, variable selection, and forecasting performance are discussed in Section III. Section IV summarizes major findings and discusses future research. Parkinson (1980) shows that σ is an unbiased estimator of the true variance. Andersen and Bollerslev (1998) suggest that it is comparable to realized volatility based on 2-3-hour returns. Alizadeh et al. (2002) report that it is highly efficient and robust to microstructure noise. Patton (2010) shows that the mean squared error (MSE) of the above volatility estimator is approximately one fifth of the MSE of the daily squared return, and is as accurate as realized volatility using five intraday observations. Lo (1991) shows a strong presence of long-run dependence. Developed markets have higher modified R/S statistics than emerging markets. The logarithmic volatility ln(σ i,t ) in Panel B is more Gaussian than the raw daily volatility in Panel A: its skewness is close to 0 and its kurtosis is around 3. This is consistent with findings in previous studies (Andersen et al. 2007 for the S&P500 index). The modified R/S statistics are higher for ln(σ i,t ). Figure 2 shows that the autocorrelation of ln(σ i,t ) remains highly significant after 100 trading days. The decay in autocorrelation is much slower for developed markets. As in many previous studies, these analyses are all based on ln(σ i,t ). In addition to the Gaussian properties, using ln(σ i,t ) as the dependent variable does not restrict both sides of the regressions to be positive. 
II. DATA AND SUMMARY STATISTICS

III. VOLATILITY FORECASTING MODELS AND PERFORMANCE
This section explains the forecasting models and compares forecasting performance. It is organized around several methodological issues. It begins by discussing the criteria for forecasting evaluation, followed by comparing different forecasting models, variables, and sample selections. Model comparisons are based on 1-day-ahead and 10-day-ahead volatility forecasts.
A. Criteria for Forecasting Evaluation
Following Martens et al. (2009) , the mean squared prediction error (MSPE) and the Mincer-Zarnowitz (MZ) regression are used to evaluate forecasting performance. Define σ , | ∑ σ as the actual volatility and σ , | as the forecasted volatility of market i from day t+1 to t+h. For this paper, the forecasting horizon h is either 1 day (h=1) or 10 days (h=10). The MSPE is calculated as the average value of (σ , | σ , | ) 2 over the
Good forecasts should have b 0 close to 0 and b 1 close to 1. Meddahi (2001) shows that the ranking of forecasts on the basis of the R 2 from the MZ regression is robust to the noise in σ , | . Results of the b 1 coefficient and the R 2 of the regression, and testing of H 0 : b 1 = 1 are done using the Newey-West robust covariance with automatic lag selection using Bartlett kernel.
B. Heterogeneous Autoregressive Models
The modified R/S test in Table 2 confirms the presence of long memory in ln(σ t ), consistent with the findings of previous studies (Bollerslev and Jubinski 1999) . In the volatility literature, long memory is traditionally captured by fractionally integrated models (Andersen et al. 2003) . Corsi (2009) proposes a HAR model based on the heterogeneous market hypothesis of Müller et al. (1993 and 1997) . The baseline HAR model may be written as
where k = W (week), M (month), Q (quarter), and h=1 for 1-day forecast and h=10 for 10-day forecast. HAR(M) and HAR(Q) denote HAR models with lagged monthly volatility and lagged quarterly volatility, respectively. Corsi (2009) and Andersen et al. (2007) report that the HAR(M) model performs very well in volatility forecasting. The HAR model is used as the baseline model in this study, and other factors are added to improve volatility forecasts. Given the significant long memory as reported in Table 2 and Figure 2 , the forecasting performance of HAR(M) and HAR(Q) is compared. Table 3 reports the forecasting performance of the HAR(M) model and the HAR(Q) model. In both 1-day and 10-day forecasts, HAR(M) has lower MSPE than HAR(Q) for most countries. The MZ regression shows that HAR(M) has higher R 2 than HAR(Q). However, the MZ regression coefficient b 1 is closer to 1 for HAR(Q). Overall, HAR(M) has better forecasting performance then HAR(Q).
The HAR(M) is adopted as the baseline model in the subsequent analyses. Table 3 also shows that MSPE tends to rise with volatility levels: countries with low volatility, e.g., Australia and Malaysia, tend to have low MSPE, and countries with high volatility, e.g., the PRC and India, tend to have high MSPE. Table 3 also reports the mean squared prediction error (MSPE) and the coefficient b 1 and R 2 of the MZ regression. HAR(M) and HAR(Q) are the heterogeneous autoregressions with monthly and quarterly lags, respectively. 
C. Volatility Seasonalities and Jumps
It has been well documented that volatility in Asian stock markets has significant day-of-the-week seasonality (Ho and Cheung 1994) . Martens et al. (2009) show that incorporating day-of-the-week seasonality improves volatility forecasts for the S&P500 Index, while Charles (2010) fails to find such improvement for six European stock market indices. The contribution of day-ofthe-week seasonality is tested in Table 4 . In Panels A and B, the columns for "Seasonalities" report forecasting performance of the HAR(M) model plus four day-of-the-week dummies and one holiday dummy. 4 Compared to the results for HAR(M) in Table 3 , MSPE is lower and the estimated b 1 is closer to 1 in almost all cases in Table 4 . Although the R 2 of the MZ regression varies across markets, the average R 2 across 12 markets is slightly higher in Table 4 . Therefore Table 4 corroborates the findings of Martens et al. (2009) . Seasonalities measured by dayof-the-week and holiday dummies will be included in the subsequent analyses.
While surges in stock market volatility have been observed for many years, recently Barndorff-Nielsen and Shephard (2004) propose a procedure that allows for a direct decomposition of the realized volatility into a continuous component and a jump component. Using a HAR(M) model, Andersen et al. (2007) show that lagged jump has a significant negative impact on today's realized volatility. This paper explores whether volatility jumps help to improve out-of-sample volatility forecast. Since intraday index values are not available, a proxy for volatility jumps is constructed using the basic idea of Barndorff-Nielsen and Shephard (2004) . The smooth component of daily variance is approximated by , ,
, and the rough component is calculated as max{ , , , , 0}. Barndorff-Nielsen and Shephard (2006) offer a test on whether the rough component constitutes a jump. However it cannot be applied here given the construction of daily volatility and its components. Again, the top 10% of the rough components in a rolling 2-year window (500 trading days) are used as proxies for volatility jumps. Table 4 reports the MSPE and the coefficient b 1 and R 2 of the MZ regression. "Seasonalities" are day-of-the-week and holiday dummies. "Jumps" are volatility jumps based on a modified version of Barndorff-Nielsen and Shephard (2004). In Panels A and B of Table 4 , the columns for "Seasonalities+Jumps" report forecasting performance of the HAR(M) model with seasonality dummies and the lagged volatility jump. Compared to "Seasonalities" columns, MSPE and the R 2 are almost identical for both 1-day and 10-day forecasts. The estimated b 1 coefficients are slightly closer to 1 when volatility jumps are included. Even though a crude proxy is used for volatility jumps, there seems to be some benefit in volatility forecasting. A more accurate measure of volatility jumps may significantly enhance forecasting performance, as in the case of Andersen et al. (2007) . Volatility jumps are not included in the subsequent analyses as the benefit from the jump proxy is quite marginal.
D. Local, Regional, and Global Factors
This section explores economic factors that may help forecast local market volatility. The factors are chosen based on existing literature on volatility determinants and dynamics. First, numerous studies have shown that daily volatility σ i,t is highly persistent in the short run and has long memory (see Table  2 ). The HAR(M) embedded in equation (1) provides a parsimonious way to capture short-run persistence and long-run dependency. Second, market return r i,t affects future volatility through the "leverage effect", which is captured using both r i,t and its absolute value |r i,t |. Third, trading activity is associated with information flow and has a direct impact on price movements (Bessembinder and Seguin 1992) ; therefore trading volume (v i,t ) is included in the forecasting model. Fourth, recent studies (Acharya and Pedersen 2005) have shown that liquidity, measured as price sensitivity per unit of trading volume, is a pricing factor and may affect return volatility. Here, the liquidity measure is L i,t = ln(1+σ i,t /v i,t ). The advantage of this liquidity measure is discussed in Wang (2010) . Fifth, studies by Hau and Rey (2004 and With increased market openness and international portfolio flows, one would expect potential impact from regional and global factors on local market volatility. These factors may directly affect local market volatility or indirectly affect local volatility through one or more local factors. Here, regional and global factors are considered to be the same as the factors but without the exchange rate volatility. Specifically, the regional and global factors are defined as f , r , , |r , |, ln σ , , ln v , , ln L , , where j = regional (reg) or global (glb). Regional factors are calculated as the average across regional markets, excluding the market being forecasted. Global factors are calculated as the average value of the FTSE and the S&P 500.
Let Di,t-1 be the vector of the day-of-the-week and holiday dummies, and β D , β , β , and β be vectors of coefficients for market i. The h-day forecasting model is given by
Clearly the HAR(M) model embedded in equation (1) is also embedded in equation (2). The model is estimated every day from the beginning of 2005 with an expending sample size. Table 5 reports the forecasting performance of equation (2) with only local factors, local plus regional factors, and all factors. In most cases, adding local factors to the "Seasonalities" model in Table 4 reduces MSPE, produces b 1 closer to 1, and increases R 2 of the MZ regression. Adding regional and global factors each brings incremental benefits to the three forecasting performance measures. Overall, the forecasting model in equation (2) works better for developed markets than it does for emerging markets. When all factors are included, the predicted volatility explains 58%-70% of the variations in the actual volatility in developed markets, but only 38%-47% in emerging markets. The MSPE is relatively large. In 10-day forecasts for developed markets, the root MSPE is √0.986 = 0.993%. Given the average daily volatility of 0.83% in Table 2 , the average 10-day volatility is around 0.83 √10=2.62%. Therefore the root MSPE is about 38% (=0.993/2.62) of the actual volatility. However this is likely to be driven by a few large forecasting errors. The median squared prediction error, defined as the median of ( σ , | σ , | ) 2 over the forecasting period, is reported in the last column of Table 5 . The median squared prediction errors are much lower than the corresponding MPSE across all markets for both 1-day and 10-day forecasts. For 10-day forecasts in developed markets, the root of the average median squared errors is √0.122 = 0.349, which is only 13% of the average 10-day volatility 2.62. Table 5 reports the MSPE and the coefficient b 1 and R 2 of the MZ regression. The forecasting models are HAR(M) plus local, regional, and global factors. Figure 3 plots the 10-day actual and predicted volatilities for each market over the forecasting period. With the exception of the PRC, the model performs reasonably well in capturing major swings in volatility for emerging and developed markets. It performed surprisingly well during the global financial crisis in late 2008, largely capturing the sharp rise in volatility during the crisis in many markets, e.g., Australia, India, Japan, the Republic of Korea, Malaysia, and Singapore. The model fails to predict sharp surges in volatility in the first half of the forecasting period, particularly in Indonesia, Malaysia, and Thailand. These sharp surges in volatility are likely to be event-driven and are quickly reversed. Therefore they are not likely to be associated with the volatility factors deployed.
The forecasting performance of equation (2) can also be evaluated by constructing the confidence intervals of the point forecasts. Given the estimated coefficients β , β D , β , β , and β from equation (2) . The confidence intervals for emerging markets, particularly the PRC, are quite large. Given the increased global financial integration and the concerns on intermarket spillover of return and volatility, the relative contributions of local, regional, and global factors are assessed by calculating their partial R 2 in daily regressions starting from 2005. Table 6 reports the average partial R 2 of local, regional, and global factors for different markets. Local factors have the greatest volatility impact in the PRC and India, not surprising given that they are the two largest emerging economies. Generally local factors have greater volatility impact in emerging markets than they do in developed markets. The exceptions are Indonesia and the Philippines. Regional and global factors have higher partial R 2 in 10-day volatility forecasts. Developed markets have higher volatility exposure to regional and global factors. In 1-day forecasts, global factors account over 14% of daily volatility variations in Australia, almost the same as local factors. Despite the common perception, most Asian markets do not seem to have high exposure to regional and global factors on a daily basis. Table 6 reports the partial R 2 of local, regional, and global factors from equation (2). Figure 5 plots the partial R 2 of local, regional, and global factors for 10-day volatility forecasts. While the PRC and India both have high exposures to domestic factors, the trends in these markets are opposite. Local factors experienced a steady decline in India since mid-2007, but a significant rise in the PRC in 2006. The volatility impact of local factors declined marginally in the Philippines and Thailand, and increased in all other countries. The impact of regional factors has declined in the PRC; Hong Kong, China; Indonesia; the Republic of Korea; Malaysia; Singapore; and Taipei,China. The impact of global factors is rising in Hong Kong, China; Indonesia; Japan; and the Republic of Korea. With the exception of global factors in Australia and Singapore, the impact of regional and global factors remains very small at 2%-4% for most markets. 
E. Comparison with Existing Studies
Several recent studies have examined volatility forecasting for Asian market indices. These studies have different forecasting models, sample periods, performance criteria, and forecasting horizons. The analyses are rerun to match their performance criteria and forecasting horizons and to draw comparisons. Evans and McMillan (2007) compare the forecasting performance of nine competing models. They show that the generalized autoregressive conditional , Table 3 ) report the root mean squared error (RMSE), which is computed as the square root of the mean of (σ , | σ , | ) 2 over the forecasting period. Based on Evans and McMillan (2007) , the Asian markets have an average RMSE of 0.02893. In the present study, the average RMSE from equation (2) Marcucci (2008) examines the volatility forecasting performance of several time-series and volatility factor models, including the pure variance common features model of Engle and Marcucci (2006) . Marcucci (2008) shows that for the Morgan Stanley Capital International indices of 33 international markets, models with regional volatility factors tend to produce the best volatility forecasts. Based on Marcucci (2008, Table 8 ), the average RMSE for Asian markets is 0.684 for weekly volatility forecasts. With h=5, the present study's forecasts of weekly volatility in Asian markets have an average RMSE of 8.35. Given that the present return and volatility are measured in percentage, this study's RMSE is significantly lower than that of Marcucci (2008) .
Several studies have forecasted volatility in individual Asian markets. Since the same model is used across 12 markets, it is difficult for the present paper's model to achieve the same forecasting performance as models specified for a specific market. Nonetheless the model has achieved similar or better forecasts than many forecasts of individual market volatility. Bhattacharyya et al. (2009) forecast the daily volatility of the Nifty Index of the National Stock Exchange of India using the GARCH family models with normal or generalized error distribution. The lowest RMSE in their Tables II and III is . The present study's RMSE for India is 3.36 10 -4 when returns are measured in decimals. Tzang et al. (2009) examine volatility forecasting in Taipei,China using a range of GARCH models, including fractionally integrated GARCH models. The best model in their Table 4 has a much higher RMSE than that of the present study for both 1-day and 5-day forecasts.
IV. CONCLUSION
This paper examines volatility forecasting for 12 Asian stock markets. After considering the long memory in volatility and volatility jumps, local, regional, and global factors are incorporated into the baseline heterogeneous autoregressive model for volatility forecasting. Compared to several existing studies, this paper's model produces better volatility forecasts. There are several directions that may further improve the forecasting performance. The model can be modified for individual markets. A heterogeneous autoregressive model with quarterly volatility may work better in some markets than a heterogeneous autoregressive model with monthly volatility. Factor selection can be expanded and modified for individual markets. Factors such as interest rate and yield spread between short-term and long-term bonds should be considered. Option implied volatility is available in some markets and should be incorporated. Including dummies for macro announcement days may also improve volatility forecasts, performed by Martens et al. (2009) .
