In this work, we use a reproducing kernel method for investigating the sine-Gordon equation with initial and boundary conditions. Numerical experiments are studied to show the efficiency of the technique. The acquired results are compared with the exact solutions and results obtained by different methods. These results indicate that the reproducing kernel method is very effective.
Introduction
The nonlinear one-dimensional sine-Gordon (SG) equation came into sight in the differential geometry and attracted a lot of attention because of the collisional behaviors of solitons that arise from this equation a meshless technique by using a multiquadric (MQ) quasi-interpolation. In this paper, we investigate the one-dimensional nonlinear sine-Gordon equation
with initial conditions
and boundary conditions
by using the reproducing kernel method (RKM). We can get numerical results in very short time. By this method nonlinear problems can be solved easily like linear problems. Reproducing kernel functions are very important for numerical results. We can change the inner product in the spaces and obtain different reproducing kernel functions for better results. These are advantages of this method. Homogenizing the initial and boundary conditions is very significant for this method. We give a general transformation to homogenize the initial and boundary conditions in Section .
The theory of reproducing kernels [] was used for the first time at the beginning of the th century by Zaremba. Reproducing kernel theory has important implementations in numerical analysis, differential equations, and probability and statistics [-] . The efficiency of the method was used by many authors to research several scientific implementations. The reproducing kernel functions can be represented by piecewise polynomials, and the higher the order of derivatives, the simpler the reproducing kernel function statements. Such statements of reproducing kernel functions are the simplest from the computational viewpoint, and the speed and accuracy can be significantly improved in scientific and engineering implementations. The productivity of such reproducing kernel functions is indicated to be very exhorting by experimental results [] .
This work is arranged as follows. Section  introduces several useful reproducing kernel functions. A representation of solution inW (,)  ( ) is given in Section . Section  presents the essential results: exact and approximate solutions of ()-(); enhancement of the method to some problems in the reproducing kernel space; and convergence of the approximate solution. Some numerical examples are discussed in Section . There are some conclusions in the final section.
Reproducing kernel functions
We obtain some useful reproducing kernel functions in this section.
Definition  []
A Hilbert space H defined on a nonempty set E is called a reproducing kernel Hilbert space if there exists a reproducing kernel function K(η, τ ).
The inner product and the norm in W   [, ] are defined respectively by
and
with the inner product and norm
is a reproducing kernel space, and its reproducing kernel function r s is given by
the inner product and norm
Its reproducing kernel function q s is
The space G   [, ] is a reproducing kernel space, and its reproducing kernel function Q y is given by
where
By Definition  and integration by parts we have
This completes the proof.
and for any u ∈ W
 ( ) is a reproducing kernel space, and its reproducing kernel function G (y,s) (η, τ ) is given as
Solutions in W (3,3) 2 ( )
In this section, we give the solution of ()-() in the reproducing kernel space W
If we homogenize the conditions of the model problem ()-(), then it changes to the following problem:
with h  () = .
Lemma . The operator L is bounded linear.
Proof By Definition  we have
Accordingly, for i = , ,
, and then
Therefore,
Proof We have
Clearly
Now an approximate solution u n can be obtained from the n-term intercept of the exact solution u:
Obviously,
The method implementation
If M is linear, then the analytical solution of () can be obtained directly by (). If M is nonlinear, then the solution of () can be obtained either by () or by an iterative method as follows. We construct an iterative sequence u n by putting
Proof By the reproducing property and Cauchy-Schwarz inequality we have
Thus, we obtain
One the one hand, we have
on the other hand, we get
Using these inequalities with u n · → u, we find
Therefore, as n → ∞, using the boundedness of u n gives
As n → ∞, with the continuity of M(η, τ ) we get
s).
Theorem . Assume that u n is a bounded in () and that () has a unique solution. If
( ), then the n-term approximate solutions u n (η, τ ) converge to the analytical solution u(η, τ ) of (), and
where A i is given by ().
Proof First, we prove the convergence of u n (η, τ ). From () we infer that
The orthonormality of
In terms of (), we have that u n+ > u n . Since u n is bounded, u n is convergent, and there exists a constant c such that
This implies that
The completeness of W (,)  ( ) shows that u n → u as n → ∞. We have
Note that
In view of (), we have
We know that
Let j → ∞; by the continuity of M we have
which proves that u(η, τ ) satisfies ().
We obtain an approximate solution ζ n (t) as
Remark Let consider a countable dense set
and define
Then the coefficients β ik can be found by
Numerical experiments
In this section, we solve two examples were solved with RKM. We show our results by tables and figures. The numerical results are compared with exact solutions and existing numerical approximations to illustrate the efficiency and high accuracy of the method. The method presents the solutions in terms of convergent series with easily computable components and improves the convergence of the series solution. The method was used in a direct way without using restrictive assumptions. Throughout this work, all computations are implemented by using Maple  software package.
Example . Let us consider the problem with the following initial conditions:
The exact solution is []
After homogenizing the initial conditions and using our method, we obtain the results presented in Tables - 
Remark
In Tables -, we abbreviate the exact solution and the approximate solution by AS and ES, respectively. AE stands for the absolute error, that is, the absolute value of the difference of the exact and approximate solutions, whereas RE indicates the relative error, that is the absolute error divided by the absolute value of the exact solution.
Conclusion
Linear and nonlinear SG equations were investigated by RKM in this work. Homogenizing the initial and boundary conditions is very crucial for this method. We gave a general transformation to homogenize the conditions. This transformation will be very useful for researches who study RKM. We obtained very accurate numerical results and showed them by tables and figures. The computational results confirmed the efficiency, reliability, and accuracy of our method, which is easily applicable. RKM produced a rapidly convergent series with easily computable components using symbolic computation software. The results obtained by RKM are very effective and convenient with less computational work and time.
