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Abstract
Summability methods for ultraholomorphic classes in sectors, defined in terms of a
strongly regular sequence M = (Mp)p∈N0 , have been put forward by A. Lastra, S. Malek
and the second author [10], and their validity depends on the possibility of associating to
M a nonzero proximate order. We provide several characterizations of this and other re-
lated properties, in which the concept of regular variation for functions and sequences plays
a prominent role. In particular, we show how to construct well-behaved strongly regular
sequences from nonzero proximate orders.
Keywords: Log-convex sequences; regular variation; proximate orders; Carleman ultraholo-
morphic classes.
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1 Introduction
A general, common treatment of summability in Carleman ultraholomorphic classes in sec-
tors, which extends the powerful theory of k−summability dealing with Gevrey formal power
series, has been put forward by A. Lastra, S. Malek and the second author [10]. The tech-
nique consisted in the construction of pairs of kernel functions with suitable asymptotic and
growth properties, in terms of which to define formal and analytic Laplace- and Borel-like
transforms which allow one to explicitly recover the sum of a summable formal power series
in a direction. The main inspiration came from the theory of moment summability methods
developed by W. Balser in [1, Section 5.5], and required the notion of proximate order,
appearing in the study of growth properties of holomorphic functions in sectors.
The Carleman ultraholomorphic classes A˜M(G) we deal with are those consisting of
holomorphic functions f admitting an asymptotic expansion fˆ =
∑
p≥0 apz
p, in a sectorial
region G with vertex at 0, with remainders suitably bounded in terms of a sequence M =
(Mp)p∈N0 of positive real numbers: for every bounded and proper subsector T of G, there
exist CT , AT > 0 such that for every p ∈ N0 and z ∈ T , one has
∣∣∣f(z)− p−1∑
k=0
akz
k
∣∣∣ ≤ CTApTMp|z|p.
We will mostly consider logarithmically convex sequences M with quotients mp :=
Mp+1/Mp tending to infinity, and frequently our attention will focus on strongly regular
sequences as defined by V. Thilliez [22], of which the best known example is that of Gevrey
classes, appearing when the sequence is chosen to be (p!α)p∈N0 , α > 0.
The second author introduced in [19] the constant
ω(M) = lim inf
p→∞
log(mp)
log(p)
∈ (0,∞),
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measuring the rate of growth of any strongly regular sequence M. Whenever the associated
function dM(t) = log(M(t))/ log t, where
M(t) := sup
p∈N0
log
( tp
Mp
)
, t > 0, (1)
is a nonzero proximate order, one can provide nontrivial flat functions in optimal sectors of
opening π ω(M), and this is the crucial point for the success in putting forward a satisfactory
summability theory in A˜M(G) (see [10]). So, it seemed important to characterize the fact
that dM is a nonzero proximate order in a simple way, what was achieved in the paper [8]
by the first two authors. The main result was the following.
Theorem 1.1 ([8], Th. 3.14). Let M be a strongly regular sequence, then the following are
equivalent:
(i) dM(t) is a proximate order,
(ii) limt→∞ dM(t) = 1/ω(M),
(iii) limp→∞ log(mp)/ log(p) = ω(M),
(iv) limp→∞ log
(
mp/M
1/p
p
)
= ω(M).
These conditions are satisfied for every strongly regular sequence appearing in the appli-
cations (ODEs, PDEs and difference equations; see the introduction of [8] and the references
therein for a non-complete account). However, it was not clear for us whether these condi-
tions held true for any strongly regular sequence, so we investigated on some pathological
examples. To our surprise, we found an example (see Example 3.12 in this paper) satisfying
(iii) but not (iv). It turns out that in our (wrong) proof that (iii) implies (iv), a very recent
criterion by F. Moricz [14] for the convergence of a sequence summable by Riesz means
played a prominent role.
Theorem 1.2 ([14], Th. 5.1). If a sequence (sk)k∈N of real numbers is Riesz-summable to
some A ∈ R, then the ordinary limit exists (with the same value) if, and only if,
lim sup
λ→1+
lim inf
p→∞
1
(⌊pλ⌋ − p)Hp
⌊pλ⌋∑
k=p+1
sk − sp
k
≥ 0 (2)
and
lim sup
λ→1−
lim inf
p→∞
1
(p− ⌊pλ⌋)Hp
p∑
k=⌊pλ⌋+1
sp − sk
k
≥ 0, (3)
where ⌊·⌋ denotes the integer part, and Hp is the p−th partial sum of the harmonic series.
By carefully inspecting this result, we noticed that its statement is not correct, although a
right one may be deduced from the final lemma 5.5 in Moricz’s paper, where the expressions
in (2) and (3) are rewritten. Indeed, they should read as follows:
lim sup
λ→1+
lim inf
p→∞
1
H⌊pλ⌋ −Hp
⌊pλ⌋∑
k=p+1
sk − sp
k
≥ 0
and
lim sup
λ→1−
lim inf
p→∞
1
Hp −H⌊pλ⌋
p∑
k=⌊pλ⌋+1
sp − sk
k
≥ 0.
This fact made clear to us that several implications in Theorem 1.1 were false. In
Section 3 the suitable corrections will be carefully described (see, in particular, Remark 3.11).
Apart from the necessity to recover from this mistake, there are some important points
to note. Firstly, as indicated in [19, Remark 4.11(iii)], in order to obtain the summability
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theory in A˜M(G) mentioned above, it is not crucial that dM is a nonzero proximate order,
but rather that
(*) there exist a nonzero proximate order ρ(t) and constants A,B > 0 such that
A ≤ log(t)(dM(t)− ρ(t)) ≤ B for t large enough,
since these estimates allow for the obtention of the required kernels, integral transforms
and asymptotic relations. Secondly, and in the same line of ideas, there is some flexibility
in the definition of the space A˜M(G): If L = (Lp)p∈N0 is another sequence of positive
real numbers and it is equivalent to M (in the sense that there exist C,D > 0 such that
DpLp ≤ Mp ≤ CpLp for every p ∈ N0), then A˜M(G) = A˜L(G). So, even if dM is not a
nonzero proximate order, it makes sense to wonder whether
(**) there exists a sequence L equivalent to M and such that dL is a nonzero proximate
order.
The main aim of this paper is to provide statements, as accurate as possible (in the
sense that they impose the least restrictive hypotheses on the sequence M), clarifying the
equivalences or implications between the different properties (i), (ii), (iii), (iv), (*) and (**),
together with the property of regular variation of the sequence of quotients, which already
appeared in [8]. As a byproduct we obtain a new characterization of regularly varying
sequences.
It will be specially interesting the fact that, following a classical idea of H. Komatsu [9],
one can also go from nonzero proximate orders to well-behaved strongly regular sequences,
so reversing the way from suitable sequences M to proximate orders dM. In this respect the
results of L.S. Maergoiz [12], on the construction of holomorphic functions in sectors whose
restriction to the positive real axis has a growth accurately specified by a given nonzero
proximate order, will be extremely useful.
We will also show several examples that prove that, in some cases, our results are sharp.
In particular, Example 3.12 provides a strongly regular sequence not satisfying (iv) which,
nevertheless, is equivalent to a Gevrey sequence (for which the corresponding function d
is known to be a proximate order). Example 4.16 gives a strongly regular sequence M for
which the limit in (iii) exists and with equal indices ω(M) and γ(M) (this last constant
was introduced by V. Thilliez [22]) and which, however, does not admit a proximate order.
Finally, Example 4.18 shows a strongly regular sequence for which the limit in (iii) does not
exist, so solving another open question.
2 Preliminaries
This section is devoted to provide all the necessary information regarding proximate orders
and logarithmically convex sequences.
2.1 Proximate orders
We recall the notion of proximate orders, appearing in the theory of growth of entire func-
tions and developed, among others, by E. Lindelo¨f, G. Valiron, B.Ja. Levin, A.A. Goldberg,
I.V. Ostrosvkii and L.S. Maergoiz (see the references [24, 11, 6, 12]).
Definition 2.1. We say a real function ρ(r) defined on (c,∞) is a proximate order, if the
following hold:
(A) ρ is continuous and piecewise continuously differentiable in (c,∞) (meaning that it
is differentiable except possibly at a sequence of points, tending to infinity, at any of
which it is continuous and has distinct finite lateral derivatives),
(B) ρ(r) ≥ 0 for every r > 0,
(C) limr→∞ ρ(r) = ρ <∞,
(D) limr→∞ rρ
′(r) log(r) = 0.
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In case the value ρ in (C) is positive (respectively, is 0), we say ρ(r) is a nonzero (resp. zero)
proximate order.
Definition 2.2. Two proximate orders ρ1(r) and ρ2(r) are said to be equivalent if
lim
r→∞
(ρ1(r) − ρ2(r)) log(r) = 0.
Remark 2.3. The equivalence means precisely that the functions V1(r) = r
ρ1(r) and V2(r) =
rρ2(r) are equivalent in the classical sense, i.e.,
lim
r→∞
V1(r)
V2(r)
= lim
r→∞
rρ1(r)
rρ2(r)
= 1.
Moreover, it implies that limr→∞ ρ1(r) = limr→∞ ρ2(r), and so they are simultaneously
nonzero or not.
Example 2.4. The following are examples of proximate orders, when defined in suitable
intervals (c,∞):
(i) ρα,β(t) =
1
α
− β
α
log(log(t))
log(t)
, α > 0, β ∈ R.
(ii) ρ(t) = ρ+
1
tγ
, ρ ≥ 0, γ > 0.
(iii) ρ(t) = ρ+
1
logγ(t)
, ρ ≥ 0, γ > 0.
An example of a function verifying all the conditions except (D) is ρ(t) = ρ+ sin(t)/t.
The following statement establishes an important connection, as it will be seen in the
forthcoming results.
Proposition 2.5 ([2], Prop. 7.4.1). Let ρ(r) be a proximate order. Then, the function
V (r) = rρ(r) is regularly varying, that is,
lim
r→∞
V (tr)
V (r)
= tρ,
uniformly in the compact sets of (0,∞).
Remark 2.6. Suppose ρ(r) (r ≥ c ≥ 0) is a proximate order tending to ρ > 0 at infinity.
Then the function V (r) := rρ(r) is strictly increasing for r > R, where R is large enough.
The inverse function r = U(s), s > V (R), has the property that the function ρ∗(s) =
log(U(s))/ log(s) is a proximate order and ρ∗(s)→ 1/ρ as s→∞ (see Property 1.8 in [12]).
This ρ∗(s) is called the proximate order conjugate to ρ(r). Note that, by Proposition 2.5,
the function U is regularly varying.
Let γ be a positive real number. We consider the regions in the Riemann surface of the
logarithm R given by
L(γ) = {(r, θ) ∈ R : |θ| < γ, r > 0}.
The following result of L.S. Maergoiz will be important later on. For an arbitrary sector
bisected by the positive real axis, it provides holomorphic functions whose restriction to
(0,∞) is real and has a growth at infinity specified by a prescribed nonzero proximate order.
These functions were used to construct nontrivial flat functions and kernels of summability
in Carleman ultraholomorphic classes by the second author (see [19]).
Theorem 2.7 ([12], Th. 2.4). Let ρ(r) be a proximate order with ρ(r)→ ρ > 0 as r →∞.
For every γ > 0 there exists an analytic function V (z) in L(γ) such that:
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(I) For every z ∈ L(γ),
lim
r→∞
V (zr)
V (r)
= zρ,
uniformly in the compact sets of L(γ).
(II) V (z) = V (z) for every z ∈ L(γ), where, for z = (|z|, arg(z)), we put z = (|z|,− arg(z)).
(III) V (r) is positive in (0,∞), strictly increasing and limr→0 V (r) = 0.
(IV) The function t ∈ R → V (et) is strictly convex (i.e. V is strictly convex relative to
log(r)).
(V) The function log(V (r)) is strictly concave in (0,∞).
(VI) The function ρV (r) := log(V (r))/ log(r), r > 0, is a proximate order equivalent to
ρ(r).
Definition 2.8. Let γ > 0 and ρ(r) be a proximate order, ρ(r) → ρ > 0. B(γ, ρ(r))
stands for the class of functions V (z) defined in L(γ) satisfying the conditions (I)-(VI) of
Theorem 2.7.
2.2 Logarithmically convex sequences
In what follows, M = (Mp)p≥0 always stands for a sequence of positive real numbers, and
we always assume that M0 = 1.
Definition 2.9. We say:
(i) M is logarithmically convex (for short, (lc)) if
M2p ≤Mp−1Mp+1, p ∈ N.
(ii) M is of moderate growth (briefly, (mg)) if there exists A > 0 such that
Mp+q ≤ Ap+qMpMq, p, q ∈ N0.
(iii) M satisfies the strong non-quasianalyticity condition (for short, (snq)) whenever there
exists B > 0 such that∑
q≥p
Mq
(q + 1)Mq+1
≤ B Mp
Mp+1
, p ∈ N0.
Definition 2.10. For a sequence M we define the sequence of quotients m = (mp)p∈N0 by
mp :=
Mp+1
Mp
p ∈ N0.
Although in many of our results we depart from a (lc) sequence with quotients tending
to infinity, we will frequently deduce that we are dealing with strongly regular sequences.
Definition 2.11 ([22]). A sequence M is strongly regular if it verifies the properties (i), (ii)
and (iii) in Definition 2.9.
Remark 2.12. Observe that for every p ∈ N one has
Mp =
Mp
Mp−1
Mp−1
Mp−2
. . .
M2
M1
M1
M0
= mp−1mp−2 . . .m1m0. (4)
So, one may recover the sequence M (with M0 = 1) once m is known, and hence the
knowledge of one of the sequences amounts to that of the other. Sequences of quotients of
sequences M, L, etc. will be denoted by lowercase letters m, ℓ and so on. Whenever some
statement refers to a sequence denoted by a lowercase letter such asm, it will be understood
that we are dealing with a sequence of quotients (of the sequence M given by (4)).
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The following properties are easy consequences of the definitions, except for (ii.2), which
is due to H.-J. Petzsche and D. Vogt [17, Lemma 5.3], and for (iii), which is due to H.-J.
Petzsche [16, Prop. 1.1].
Proposition 2.13. Let M = (Mp)p∈N0 be a sequence. Then, we have:
(i) M is (lc) if, and only if, m is nondecreasing. If, moreover, M satisfies (snq) then m
tends to infinity.
(ii) Suppose that M is (lc). Then,
(ii.1) (M
1/p
p )p∈N is nondecreasing, and M
1/p
p ≤ mp−1 for every p ∈ N.
Moreover, limp→∞mp =∞ if, and only if, limp→∞M1/pp =∞.
(ii.2) The following statements are equivalent:
(ii.2.a) M is (mg),
(ii.2.b) supp∈Nmp/M
1/p
p <∞,
(ii.2.c) supp∈N0 m2p/mp <∞,
(ii.2.d) supp∈N
(
M2p/M
2
p
)1/p
<∞.
(ii.3) If M is (mg) and A > 0 is the corresponding constant, then
mpp ≤ A2pMp, p ∈ N0.
(iii) If (p!Mp)p∈N0 is (lc), then the following statements are equivalent:
(iii.1) M verifies (snq).
(iii.2) There exists k ∈ N, k ≥ 2, such that
lim inf
p→∞
mkp
mp
> 1.
In the next definitions and results we take into account the conventions adopted in
Remark 2.12.
Definition 2.14. Let M = (Mp)p∈N0 and L = (Lp)p∈N0 be sequences, we say that M is
equivalent to L, and we write M ≈ L, if there exist C,D > 0 such that
DpLp ≤Mp ≤ CpLp, p ∈ N0.
Definition 2.15. Let m = (mp)p∈N0 and ℓ = (ℓp)p∈N0 be sequences, we say that m is
equivalent to ℓ, and we write m ≃ ℓ, if there exist c, d > 0 such that
dℓp ≤ mp ≤ cℓp, p ∈ N0.
The following statements are straightforward.
Proposition 2.16. Let M and L be sequences.
(i) If m ≃ ℓ then M ≈ L.
(ii) If M and L are (lc) and one of them is (mg), then M ≈ L amounts to m ≃ ℓ. In
particular, for strongly regular sequences one may equally use ≃ and ≈.
Example 2.17. We mention some interesting examples. In particular, those in (i) and
(iii) appear in the applications of summability theory to the study of formal power series
solutions for different kinds of equations.
(i) The sequences Mα,β :=
(
p!α
∏p
m=0 log
β(e + m)
)
p∈N0
, where α > 0 and β ∈ R, are
strongly regular (in case β < 0, the first terms of the sequence have to be suitably
modified in order to ensure (lc)). In case β = 0, we have the best known example of
strongly regular sequence, Mα,0 = (p!
α)p∈N0 , called the Gevrey sequence of order α.
(ii) The sequence M0,β := (
∏p
m=0 log
β(e+m))p∈N0 , with β > 0, is (lc), (mg) andm tends
to infinity, but (snq) is not satisfied.
(iii) For q > 1, Mq := (q
p2)p∈N0 is (lc) and (snq), but not (mg).
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3 Sequences that define a nonzero proximate order
Our first results, gathered in this section, characterize those sequences for which one can
define, in a straightforward and natural way, a nonzero proximate order.
3.1 Regularly varying sequences
There exists a deep connection between the notions of proximate order and regular variation,
as it may be seen in the classical work of N.H. Bingham, C.M. Goldie and J.L. Teugels [2, Ch.
7]. This fact gave us the inspiration for our next results. We will use the main statements
about regularly varying sequences, taken from the paper of R. Bojanic and E. Seneta [3].
Definition 3.1 ([3]). A sequence (sp)p∈N0 of positive numbers is regularly varying if
lim
p→∞
s⌊λp⌋
sp
= ψ(λ) ∈ (0,∞) (5)
for every λ > 0.
Regularly varying sequences admit a very convenient representation.
Theorem 3.2 ([3], Th. 1 and 3). If (sp)p∈N is a regularly varying sequence, there exists a real
number ω (called the index of regular variation of (sp)p∈N) such that ψ(λ) = λ
ω (see (5)).
Moreover, there exist sequences of positive numbers (Cp)p∈N and (δp)p∈N, converging to
C ∈ (0,∞) and zero, respectively, such that
sp = p
ωCp exp
 p∑
j=1
δj/j
 , p ∈ N.
Conversely, such a representation for a sequence (sp)p∈N implies it is regularly varying of
index ω.
For convenience, given a sequence M of positive real numbers we define
αp := log(mp), p ∈ N0; β0 := α0, βp := log
(
mp
M
1/p
p
)
, p ≥ 1. (6)
The following proposition, interesting in its own right, is a new characterization of reg-
ular variation for sequences in terms of the existence of a limit closely related with the
construction of proximate orders, as it will be shown in Theorem 3.6.
Proposition 3.3. Let M = (Mp)p∈N0 be a sequence of positive real numbers. The following
are equivalent:
(i) There exists limp→∞ log
(
mp/M
1/p
p
) ∈ R.
(ii) m is regularly varying.
In case any of these statements holds, the value of the limit in (i) and the index of regular
variation of m are the same.
Proof. (i)⇒ (ii) We call ω the value of the limit in (i). If we consider the sequences (αp)p∈N0
and (βp)p∈N0 defined in (6), we will show that
lim
p→∞
(α⌊λp⌋ − αp) = ω log(λ), λ > 0,
which, by definition, implies condition (ii) and, moreover, by Theorem 3.2, shows that the
index of regular variation is equal to ω. For λ = 1 the result is immediate. Assuming that
λ > 1, and using Lemma 3.8 in [8] we know that
αp =
p−1∑
k=0
βk
k + 1
+ βp, p ∈ N0. (7)
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This leads to
α⌊λp⌋ − αp =
⌊λp⌋−1∑
k=p
βk
k + 1
+ β⌊λp⌋ − βp.
Condition (i) can be written as limp→∞ βp = ω, so it is sufficient to prove that
lim
p→∞
⌊λp⌋−1∑
k=p
βk
k + 1
= ω log(λ).
If we take ε > 0, we fix δ > 0 such that δ log(λ) < ε/6. There exists pδ ∈ N such that
|βp − ω| < δ for p ≥ pδ. We remember that the p−th partial sum Hp =
∑p
k=1 1/k of the
harmonic series may be given as
Hp = log(p) + γ + εp, γ = Euler’s constant, lim
p→∞
εp = 0. (8)
Consequently, for p ≥ pδ we have
⌊λp⌋−1∑
k=p
βk
k + 1
≤ (ω + δ)(H⌊λp⌋ −Hp) = (ω + δ)
(
log
(⌊λp⌋
λp
)
+ log(λ) + ε⌊λp⌋ − εp
)
.
Using that limp→∞⌊λp⌋/(λp) = 1 and that limp→∞ εp = 0, we take p0 ≥ max(pδ, (λ− 1)−1)
such that for every p ≥ p0 one has∣∣∣∣ω log(⌊λp⌋λp
)∣∣∣∣ < ε/12, ∣∣∣∣δ log(⌊λp⌋λp
)∣∣∣∣ < ε/12, |ωεp| < ε/6, |δεp| < ε/6.
Then for p ≥ p0 we see that ⌊λp⌋ ≥ p, and so
⌊λp⌋−1∑
k=p
βk
k + 1
< ω log(λ) + ε.
Analogously, for p ≥ p0 we may also get that
ω log(λ)− ε <
⌊λp⌋−1∑
k=p
βk
k + 1
,
and we are done.
For λ ∈ (0, 1), the proof is similar and we omit it.
(ii) ⇒ (i) Let ω be the index of regular variation of m. By Theorem 3.2 one may write,
after easy adaptations,
mp = (p+ 1)
ωCp exp
(
p∑
k=1
δk
k
)
, p ∈ N0,
where (Cp)p∈N0 and (δp)p∈N are sequences of positive numbers converging to C ∈ (0,∞) and
zero, respectively. Then
Mp = m0m1 · · ·mp−1 = p!ω
(
p−1∏
k=0
Ck
)
exp
p−1∑
j=1
j∑
k=1
δk
k

= p!ω
(
p−1∏
k=0
Ck
)
exp
p−1∑
j=1
(p− j)δj
j

= p!ω
(
p−1∏
k=0
Ck
)
exp
p p−1∑
j=1
δj
j
−
p−1∑
j=1
δj
 .
8
Using that p!ω/p ∼ pωe−ω(√2πp)ω/p and that limp→∞
(∏p−1
k=0 Ck
)1/p
= C, we see that
lim
p→∞
mp
M
1/p
p
= lim
p→∞
eω(
√
2πp)−ω/p exp
1
p
p∑
j=1
δj
 = eω
or, equivalently, limp→∞ βp = ω.
We will also need the following theorem of L. de Haan [7], that shows that if we have
monotonicity, we only need to prove (5) for two suitable integer values of λ. Then, if the
sequence M is (lc), we can give a nicer expression for the regular variation of m.
Theorem 3.4 ([7], Th. 1.1.2). A positive monotone sequence (sp)p∈N0 varies regularly if
there exist positive integers ℓ1, ℓ2 with log(ℓ1)/ log(ℓ2) finite and irrational such that for
some real number ω,
lim
p→∞
sℓjp
sp
= ℓωj , j = 1, 2.
3.2 Characterizations for dM being a nonzero proximate order
IfM = (Mp)p∈N0 is (lc) with limp→∞mp =∞, S. Mandelbrojt considers in [13] its associated
function M(t) given in (1),
which may be computed as
M(t) =

p log t− log(Mp) if t ∈ [mp−1,mp), p = 1, 2, . . . ,
0 if t ∈ [0,m0).
For later use, we note that
M(mp) = log
(
mpp
Mp
)
, p ∈ N0. (9)
We can also consider the counting function ν : (0,∞) → N0 for the sequence of quotients
m, given by
ν(t) = #{j : mj ≤ t},
which allows one to write
M(t) = ν(t) log(t)− log(Mν(t)), t > 0; M ′(t) =
ν(t)
t
, t > 0, t 6= mp, p ∈ N0. (10)
The link between proximate orders and sequences is given by the function
dM(t) =
log(M(t))
log(t)
, t large enough. (11)
Based on a theorem of S. Mandelbrojt, we have the following theorem relating the function
dM, the sequence (mp)p∈N0 and the index ω(M) given by
ω(M) = lim inf
p→∞
log(mp)
log(p)
,
which for a (lc) sequence M = (Mp)p∈N0 with limp→∞mp = ∞ can be 0, a positive real
number or∞. This index plays a prominent role in the study of quasianalyticity in Carleman
ultraholomorphic classes, see [8] and [20].
Theorem 3.5 ([8], Th. 3.2; [20], Th. 2.24 and Th. 4.6 ). LetM be (lc) with limp→∞mp =∞,
then
lim sup
t→∞
dM(t) = lim sup
p→∞
log(p)
log(mp)
=
1
ω(M)
(where the last quotient is understood as 0 if ω(M) =∞, and as ∞ if ω(M) = 0).
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The main result of this section characterizes those sequences M for which dM is a nonzero
proximate order.
Theorem 3.6. Let M = (Mp)p∈N0 be a (lc) sequence with limp→∞mp =∞. The following
are equivalent:
(a) dM(t) is a proximate order with limt→∞ dM(t) ∈ (0,∞).
(b) There exists limp→∞ log
(
mp/M
1/p
p
) ∈ (0,∞).
(c) m is regularly varying with a positive index of regular variation.
(d) There exists ω > 0 such that for every natural number ℓ ≥ 2,
lim
p→∞
mℓp
mp
= ℓω.
In case any of these statements holds, the value of the limit mentioned in (b), that of the
index mentioned in (c), and that of the constant ω in (d) is ω(M), and the limit in (a) is
1/ω(M).
Proof. For the sake of completeness, we will show more implications than strictly needed.
(a) ⇒ (b) According to (11) and (10)
we have that
d′
M
(t) =
M ′(t)
log(t)M(t)
− dM(t)
t log(t)
=
1
t log(t)
(
ν(t)
M(t)
− dM(t)
)
,
whenever it exists. Observe that (D) in Definition 2.1 amounts then to
lim
t→∞
( ν(t)
M(t)
− dM(t)
)
= 0. (12)
By Theorem 3.5 and condition (C) in Definition 2.1, we know that limt→∞ dM(t) = 1/ω(M),
and so
lim
t→∞
ν(t)
M(t)
=
1
ω(M)
.
In particular,
lim
p→∞
ν(mp)
M(mp)
= lim
p→∞
p+ 1
M(mp)
=
1
ω(M)
.
Taking into account (9), the last limit may be written as
lim
p→∞
log
(
mp
M
1/p
p
)
= ω(M),
as desired.
(b) ⇒ (a) According to (6), condition (b) can be written as
lim
p→∞
βp = ω ∈ (0,∞). (13)
By using (7), we see that
lim
p→∞
(αp+1 − βp+1)− (αp − βp)
log(p+ 1)− log(p) = limp→∞
βp/(p+ 1)
1/p
= ω,
and then we deduce by Stolz’s criterion that
lim
p→∞
αp − βp
log(p)
= ω.
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Since βp = O(1) (and αp = log(mp)), we get
lim
p→∞
log(mp)
log(p)
= ω. (14)
On the other hand, there exist a,A > 0 and p0 ∈ N such that
a < log
(
mp/M
1/p
p
)
< A, p ≥ p0,
what, by (9) and taking logarithms, amounts to
log(a) + log(p) < log(M(mp)) < log(p) + log(A), p ≥ p0.
Consequently, we see that
lim
p→∞
log(M(mp))
log(p)
= 1. (15)
Observe that M(t) is nondecreasing, so for every t ∈ (mp−1,mp) we have
p
M(mp)
≤ ν(t)
M(t)
≤ p
M(mp−1)
,
log(M(mp−1))
log(mp)
≤ log(M(t))
log(t)
≤ log(M(mp))
log(mp−1)
.
By (9) we know thatM(mp) = pβp for every p ∈ N, so from (13) and the first inequalities we
see that limt→∞ ν(t)/M(t) = 1/ω. Now, using (14) and (15) we conclude from the second
inequalities that limt→∞ dM(t) = 1/ω, and also that (12) is satisfied. So, (C) and (D) in
Definition 2.1 are valid and dM is a proximate order. Moreover, by Theorem 3.5 we deduce
that ω = ω(M).
(b) ⇔ (c) Apply Proposition 3.3.
(c) ⇒ (d) By definition, we know that for every natural number ℓ ≥ 2 the limit
lim
p→∞
mℓp
mp
= ψ(ℓ) ∈ (0,∞)
exists, and by Theorem 3.2 it equals ℓω, where ω is the index of regular variation of m.
(d) ⇒ (c) Since m is nondecreasing, it suffices to apply Theorem 3.4.
The value of the different limits or indices involved in the statements is deduced in the
course of the proof.
Example 3.7. For the sequences in the Example 2.17 we easily have that ω(Mα,β) = α
and ω(Mq) = ∞ for the considered values of α, β and q. So, Theorem 3.6 shows that
for the sequences M0,β and Mq the function dM is not a nonzero proximate order. On the
contrary, one may easily check that (b) or (d) in that Theorem hold for Mα,β whenever
α > 0, and consequently dMα,β is indeed a nonzero proximate order, although its handling
will be difficult in general (in this sense, see Remark 4.2).
We will show next some necessary conditions for dM being a nonzero proximate order.
For that purpose, we recall the definition of the growth index γ(M) given by V. Thilliez.
Definition 3.8 ([22]). Let M = (Mp)p∈N0 be a strongly regular sequence and γ > 0. We
say M satisfies property (Pγ) if there exist a sequence of real numbers m
′ = (m′p)p∈N0 such
that m′ ≃m and ((p+ 1)−γm′p)p∈N0 is increasing. The growth index of M is
γ(M) := sup{γ ∈ R : (Pγ) is fulfilled} ∈ (0,∞).
Remark 3.9. In [8, Prop. 4.12], a link was given between this index and the property
of almost increase. We recall that a sequence (sp)p∈N0 of positive real numbers is almost
increasing if there exists a constant M ≥ 1 such that
sp ≤Msq, for every p, q ∈ N0, p ≤ q.
Then, M satisfies property (Pγ) if, and only if, the sequence ((p+ 1)
−γmp)p∈N0 is almost
increasing.
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We can state now our last result in this section.
Corollary 3.10. Let M = (Mp)p∈N0 be a (lc) sequence with limp→∞mp =∞, and verifying
any of the conditions in the previous result. Then, the following holds:
(g) M is strongly regular, γ(M) = ω(M) and
lim
p→∞
log(mp)
log(p)
= ω(M). (16)
Proof. SinceM verifies (d) in Theorem 3.6 for ℓ = 2, it is clear thatM satisfies the conditions
in Proposition 2.13, items (ii.2.c) and (iii.2), and so M is also (mg) and (snq) (note that
(p!Mp)p∈N0 is (lc), being the product of two sequences which are (lc)).
The equality γ(M) = ω(M) admits the same proof as in Theorem 4.19 in [8], once we
depart from the regular variation of m with index ω(M) (by Theorem 3.6(c)).
Finally, the equality (16) has been deduced in the proof that (b) ⇒ (a) in the previous
theorem.
Remark 3.11. As explained in the introduction, some statements for strongly regular
sequences in the paper [8] by the first two authors are not correct. The forthcoming Exam-
ple 3.12 shows that the implication (iii) ⇒ (iv) in Theorem 1.1 fails in general, while the
converse, as shown here, is valid. Indeed, for M strongly regular one has (i) ⇔ (iv) and
(ii) ⇔ (iii). It turns out that the condition (iii), which was involved in the statements of
Proposition 4.6, Theorem 4.10 and Theorem 4.19 in [8], should be substituted throughout by
condition (iv) or, equivalently, by the regular variation ofm with positive index. Moreover,
Remarks 3.15 and 3.16 in [8] become meaningless.
Example 3.12. Let M be defined using the sequence of quotients (mp)p∈N0 . We put
m0 = m1 = 1, m2 = m3 = 2 and m4 = m5 = m6 = m7 = 6; for every k ∈ N and
22
k+1 ≤ p < 22k+1+1 we define mp as follows:
mp = 2
2k3
(
22
k
3
) j−1
2k−1
, 22
k+j ≤ p ≤ 22k+j+1 − 1, j = 1, 2, . . . , 2k.
Since
m8 = 12, in order to obtain the property (lc) we need to show that (mp)p≥8 is nonde-
creasing. For every k ∈ N there are three possibilities:
1. If p, p+ 1 ∈ [22k+j , 22k+j+1 − 1] for j = 1, . . . , 2k, we have that mp+1/mp = 1.
2. If p = 22
k+j+1 − 1 for j = 1, . . . , 2k − 1, we have that mp+1/mp = (22k/3)1/(2k−1),
which is greater than 1 since k ∈ N.
3. If p = 22
k+1+1 − 1, we have that mp+1/mp = 22k+13/22k+1 = 3.
Next we analyze the quotients m2p/mp. By definition, for any p ∈ [22k+j , 22k+j+1 − 1]
we have that 2p belongs to the adjacent interval [22
k+j+1, 22
k+j+2 − 1]. We distinguish two
cases:
1. If p ∈ [22k , 22k+1 − 1] we have that m2p/mp = 3.
2. If p ∈ [22k+j , 22k+j+1−1] for j = 1, . . . , 2k−1, we have thatm2p/mp = (22k/3)1/(2k−1).
We observe that
lim
k→∞
22
k/(2k−1)
31/(2k−1)
= 2.
From both cases, we have that
1 < 2 = lim inf
p→∞
m2p
mp
≤ lim sup
p→∞
m2p
mp
= 3 <∞.
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Using Proposition 2.13, items (ii.2) and (iii), we see that M is (mg) and (snq). However,
the limit
lim
p→∞
m2p
mp
does not exist, then condition (d) in Theorem 3.6 is violated and dM(t) is not a nonzero
proximate order.
Next, we are going to see that m ≃ ℓ, where the sequence ℓ = (ℓp)p∈N0 , with ℓp = p+ 1
for every p ∈ N0, corresponds to the Gevrey sequence of order 1. For every p ≥ 8 and
22
k+j ≤ p ≤ 22k+j+1 − 1, we have that
22
k
3
(
22
k
/3
) j−1
2k−1
22k+j+1
≤ mp
p
≤
22
k
3
(
22
k
/3
) j−1
2k−1
22k+j
.
Then
3
2k−j
2k−1 2
j−2k
2k−1
−1 ≤ mp
p
≤ 3
2k−j
2k−1 2
j−2k
2k−1 .
Since j = 1, 2, . . . , 2k, we see that
2−2 ≤ mp
p
≤ 3,
from where the equivalence is clear. Since the existence, and the value if it exists, of
the limit appearing in (16) are stable under equivalence, and moreover it is obvious that
limp→∞ log(ℓp)/ log(p) = 1, we deduce that m satisfies (16) with ω(M) = 1.
4 Sequences admitting a nonzero proximate order
Example 3.12 provides a strongly regular sequence M such that dM(t) is not a proximate
order. However, this sequence is equivalent to L = (p!)p∈N0 , and, as indicated in Example 3.7,
dL is a nonzero proximate order (in particular, we deduce that the property of dM being
a proximate order is not stable under equivalence of sequences). So, we may obtain a
satisfactory summability theory in the Carleman ultraholomorphic class associated to L,
which coincides with that associated to M. This shows that asking for dM to be a nonzero
proximate order is too strong a restriction for a (lc) sequence M with m tending to infinity,
and one could ask instead for:
(e) There exists a (lc) sequence L, with quotients tending to infinity, such that L ≈ M
and dL(t) is a nonzero proximate order.
On the other hand, the second author had already observed [19, Remark 4.11(iii)] that,
for the construction of nontrivial flat functions in optimal sectors, dM need not be a nonzero
proximate order, but it is enough that there exist nonzero proximate orders close enough to
dM, in the following sense.
Definition 4.1. Let M = (Mp)p∈N0 be a (lc) sequence with limp→∞mp =∞. We say that
M admits a proximate order if there exist a proximate order ρ(t) and constants A and B
such that
A ≤ log(t)(ρ(t) − dM(t)) ≤ B, t large enough. (17)
Observe that, if dM(t) is a proximate order and ρ(t) is another proximate order equivalent
to dM(t), then one has
lim
t→∞
log(t)(ρ(t)− dM(t)) = 0,
and so (17) is verified.
In case M admits a proximate order, dM verifies all the properties of proximate orders
except possibly (D), since it is clear from the definition of admissibility that limt→∞ dM(t) =
limt→∞ ρ(t) exists.
13
Remark 4.2. The admissibility condition is interesting even if dM is a proximate order. For
example, consider the sequence Mα,β in Example 2.17, with α > 0, and let us put Mα,β(t),
dα,β(t), and so on, to denote the corresponding associated functions. Since for large t we
have
c2t
1/α log−β/α(t) ≤Mα,β(t) ≤ c1t1/α log−β/α(t)
for suitable constants c1, c2 > 0 (see [23, Example 1.2.2]), then
log(c2) ≤ log(t)(dα,β(t)− ρα,β(t)) ≤ log(c1) eventually
(see Example 2.4 for the definition of ρα,β). This shows that the proximate order ρα,β(t) is
admissible for Mα,β , and therefore, for our purposes, it may substitute dα,β(t) whenever it
is convenient. In particular, when working with Gevrey ultraholomorphic classes one may
consider the constant order ρα,0(t) ≡ 1/α, as expected.
In order to show that the requirement (e) and the admission of a nonzero proximate
order are equivalent for a sequence M, we need to construct well-behaved sequences from
proximate orders.
4.1 Strongly regular sequences defined from nonzero proximate or-
ders
Departing from a nonzero proximate order, and for every element V in the class B(γ, ρ(r))
given by L.S. Maergoiz [12] (see Theorem 2.7 and Definition 2.8), we will construct a well-
behaved sequence (MVp )p∈N0 . This procedure uses the same argument by S. Mandelbrojt [13]
and H. Komatsu [9] to recover a sequence from its associated function M(t), or by J. Bonet,
R. Meise and S.N. Melikhov [4] when they construct a weight sequence from a weight func-
tion.
Definition 4.3. Let ρ(t) → ρ > 0 be a proximate order, γ > 0 and V ∈ B(γ, ρ(t)). We
define its associated sequence by
MVp := sup
t>0
tp
eV (t)
, p ∈ N0,
or equivalently,
log(MVp ) = sup
t>0
(p log(t)− V (t)), p ∈ N0.
Note that, since ρ > 0, for every p ∈ N0 we have that limt→∞ tp/eV (t) = 0. As e−V (1) > 0,
we see that MVp ∈ (0,∞).
The forthcoming results aim at showing, in Theorem 4.8, that the sequence (MVp )p∈N0 is
strongly regular. We will frequently use the properties, denoted by (I)-(VI) in Theorem 2.7,
of the elements in the class B(γ, ρ(t)).
Proposition 4.4. Let ρ(t)→ ρ > 0 be a proximate order, γ > 0 and V ∈ B(γ, ρ(t)), then
the sequence (MVp )p≥0 is logarithmically convex and M
V
0 = 1.
Proof. For any p ∈ N we have that
(MVp )
2 = sup
t>0
t2p
e2V (t)
= sup
t>0
tp−1+p+1
e2V (t)
≤ sup
t>0
tp−1
eV (t)
sup
t>0
tp+1
eV (t)
=MVp−1M
V
p+1.
Using (III), V (t) is strictly increasing and limt→0 V (t) = 0, and so
MV0 = sup
t>0
e−V (t) = exp
(
lim
t→0
V (t)
)
= 1.
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Lemma 4.5. Let ρ(t) → ρ > 0 be a proximate order, γ > 0 and V ∈ B(γ, ρ(t)). We
consider the function
A(s) := ρ′V (s)s log(s) + ρV (s),
where ρV (s) = log(V (s))/ log(s) (see Theorem 2.7(VI)). Then the function V (s)A(s) has
the following properties:
(1) lims→∞ V (s)A(s) =∞,
(2) V (s)A(s) ≥ 0 in (0,∞),
(3) V (s)A(s) is strictly increasing in (0,∞),
(4) lims→0 V (s)A(s) = L ≥ 0.
Proof. By properties (C) and (D) of proximate orders,
A(s) = ρ′V (s)s log(s) + ρV (s)→ ρ, s→∞.
Consequently, lims→∞ V (s)A(s) = ∞. By property (III) of functions in B(γ, ρ(t)), V (s) is
strictly increasing, so
V ′(s) =
V (s)
s
[ρ′V (s)s log(s) + ρV (s)] =
V (s)
s
A(s) ≥ 0
for every s ∈ (0,∞). Consequently, as V (s) is positive, A(s) is nonnegative, and their
product is also nonnegative. We also see, by property (IV) of functions in B(γ, ρ(t)), that
V (et) is strictly convex in R, so (V (et))′ is strictly increasing in R. We see that
(V (et))′ = (exp(ρV (e
t)t))′ = exp(ρV (e
t)t)[ρ′V (e
t)tet + ρV (e
t)] = V (et)A(et)
for every t ∈ R. Making the change et = s, we deduce that the function V (s)A(s) is strictly
increasing in (0,∞). Using that V (s)A(s) is nonnegative and strictly increasing we assure
that
lim
s→0
V (s)A(s) =: L ≥ 0.
Lemma 4.6. Let ρ(t)→ ρ > 0 be a proximate order, γ > 0 and V ∈ B(γ, ρ(t)). For every
p ∈ N we consider the function defined in (0,∞) by
gp(s) = V (s)− p log(s).
For p large enough, gp reaches its minimum value in a point sp ∈ (0,∞). The sequence
(sp)p≥p0 is increasing and limp→∞ sp =∞.
Proof. Using that lims→0 V (s) = 0 we see that lims→0 gp(s) = ∞. By (VI), ρV (s) is a
proximate order equivalent to ρ(s), and by Remark 2.3, lims→∞ ρV (s) = ρ > 0, so we have
that
lim
s→∞
gp(s) =∞.
Then, gp reaches its minimum at a point sp in (0,∞). Let us see that it is unique for p large
enough. We calculate
g′p(s) = −
p
s
+ (sρV (s))′ = −p
s
+ V (s)[ρ′V (s) log(s) +
ρV (s)
s
],
which vanishes if, and only if, V (s)A(s) = p. By the properties in Lemma 4.5, given p ∈ N
large enough, there exists only one point sp ∈ (0,∞) verifying V (sp)A(sp) = p. So gp(s)
has a unique minimum in sp ∈ (0,∞).
Furthermore, as V (s)A(s) is strictly increasing and lims→∞ V (s)A(s) = ∞, we deduce
that the sequence (sp)p≥p0 is strictly increasing and limp→∞ sp =∞.
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Proposition 4.7. Let ρ(t)→ ρ > 0 be a proximate order, γ > 0 and V ∈ B(γ, ρ(t)). Then,
there exists B > 1 such that(
1
B
)p
U(p)p ≤MVp ≤ BpU(p)p, p ∈ N, (18)
where U(s) is the inverse of V (t) given in Remark 2.6.
Proof. For simplicity we write (Mp)p≥0 for the sequence (M
V
p )p≥0. We consider the function
hp(t) = t
pe−V (t), and observe that
gp(t) = p log
(
1
t
)
+ V (t) = log
(
1
hp(t)
)
.
So hp(t) = exp(−gp(t)), and as in Lemma 4.6 we deduce that
lim
t→0
hp(t) = 0, lim
t→∞
hp(t) = 0.
Furthermore, for p large enough, hp reaches its maximum value in a unique point tp ∈ (0,∞),
the sequence (tp)p≥p0 is increasing, limp→∞ tp =∞ and p = V (tp)A(tp).
As A(t)→ ρ as t→∞, if we fix 0 < ε < ρ, there exists K > 0 such that
A(t) ∈ (ρ− ε, ρ+ ε), t ≥ K.
There exists a natural number pK such that for p ≥ pK we have tp > K.
Denote by U the inverse function of V . Since V is strictly increasing in (0,∞), the
function U is also defined in (0,∞). As p/A(tp) ≥ p/(ρ+ε) for p ≥ pK , and V (tp)A(tp) = p,
we see that
U
(
p
A(tp)
)
= tp, p ≥ pK .
By the definition of Mp, for p ≥ pK we observe that
Mp = sup
t>0
tp
eV (t)
= sup
t>0
hp(t) = hp(tp) =
(U(p/A(tp)))
p
eV [U(p/A(tp)]
=
(U(p/A(tp)))
p
ep/A(tp)
.
Using that the function U(s) is increasing and that A(tp) ∈ (ρ− ε, ρ+ ε), we see that
(U(p/(ρ+ ε)))
p
ep/(ρ−ε)
≤Mp ≤ (U(p/(ρ− ε)))
p
ep/(ρ+ε)
, p ≥ pK .
Finally, recall that U is regularly varying (see Remark 2.6), that is,
lim
s→∞
U(rs)
U(s)
= r1/ρ
uniformly in the compact sets of (0,∞). So, considering the interval [1/(ρ+ ε), 1/(ρ− ε)],
we can assure that there exist P ∈ N, P ≥ pK , and B > 1 such that(
1
B
)p
U(p)p ≤Mp ≤ BpU(p)p, p ∈ N, p > P.
We conclude by suitably enlarging the constant B.
Theorem 4.8. Let ρ(t) → ρ > 0 be a proximate order, γ > 0 and V ∈ B(γ, ρ(t)). Then,
the sequence (MVp )p≥0 is strongly regular.
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Proof. We write again (Mp)p≥0 for the sequence (M
V
p )p≥0. In Proposition 4.4 we have seen
that (Mp)p≥0 is logarithmically convex and M0 = 1. By Proposition 2.13(ii.2), in order to
prove (mg) it is enough to see that there exist p0 ∈ N and A > 1 such that
M2p ≤ ApM2p , p ≥ p0.
We observe that
M2p = sup
t>0
t2p
eV (t)
≤ sup
t>0
tp
eV (t)/2
sup
t>0
tp
eV (t)/2
.
We consider the functions ηp(t) = t
pe−V (t)/2, and we see that the points that verify η′p(t) = 0
are those satisfying
p =
V (t)
2
A(t).
Proceeding as in Proposition 4.7, and with the notation used there, we see that ηp(t) reaches
its maximum in the point t2p ∈ (0,∞), and given 0 < ε < ρ there exists pε ∈ N such that
for p > pε we have
A(t2p) ∈ (ρ− ε, ρ+ ε), t2p = U
(
2p
A(t2p)
)
,
where U(r) is the inverse of V (s). So, for p > pε we have
M2p ≤ U (2p/A(t2p))
p
ep/A(t2p)
U (2p/A(t2p))
p
ep/A(t2p)
.
Since U is increasing, we see that
M2p ≤ U (2p/(ρ− ε))
2p
e2p/(ρ+ε)
, p > pε.
Finally, using that
lim
s→∞
U(2s/(ρ− ε))
U(s)
=
(
2
(ρ− ε)
)1/ρ
,
there exists p0 > pε such that for every p ≥ p0 we have
M2p ≤ U(p)
2p22p (2/(ρ− ε))2p/ρ
e(2p)/(ρ+ε)
,
and by (18)
M2p ≤
(
41+1/ρB2
e2/(ρ+ε)(ρ− ε)2/ρ
)p
M2p , p > p0.
Consequently, M has moderate growth.
Let us see that M also verifies (snq). By Proposition 2.13, one has
mp ≤ A2M1/pp ≤ A2mp,
and we may apply (18) to deduce(
1
B
)
U(p) ≤ mp ≤ A2BU(p), p ∈ N.
Now we choose k ∈ N large enough such that k1/ρ/(2AB)2 ≥ 1. By the regular variation of
U , there exists p1 ∈ N such that
mkp
mp
≥ U(kp)
A2B2U(p)
≥ k
1/ρ
2A2B2
≥ 2 > 1, p > p1.
Then M verifies that
lim inf
p→∞
mkp
mp
> 1,
and by Proposition 2.13(iii) we conclude.
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In particular, by this lemma we deduce that limp→∞m
V
p = ∞ for every function
V ∈ B(γ, ρ(t)), where (mVp )p≥0 is the quotient sequence associated to (MVp )p≥0. So, the
associated function to the sequence (MVp )p≥0, M(t) = supp∈N log(t
p/MVp ), and the counting
function, ν(t) = #{j : mVj ≤ t}, are defined in (0,∞).
To see that this construction is consistent, we want to prove that V (t) and the associated
function to the sequence (MVp )p≥0 are equivalent, i.e., limt→∞ V (t)/M(t) = 1. We will need
some of the basic properties of the Young conjugate of a convex function (see [15], [18]).
First we consider the following generalized definition of a convex function.
Definition 4.9. Let I ⊆ R be an interval and f : I → R, where R := R ∪ {−∞,∞} (with
the usual extension of the order relation to this set). We say that f is convex if
f((1− λ)x + λy) ≤ (1− λ)α + λβ
whenever f(x) < α and f(y) < β, for every x, y ∈ I and every λ ∈ (0, 1). A function
g : I → R is said to be concave if the function −g is convex (we consider −(∞) := −∞ and
−(−∞) :=∞).
These definitions agree with the classical ones when we consider f, g : I ⊆ R→ R.
Definition 4.10. Let f : R→ R be a convex function, the Young conjugate of f is defined
by
f∗(y) := sup
x∈R
(xy − f(x)), y ∈ R.
The following result, which may be deduced from more sophisticated ones in the book
of R. T. Rockafellar [18, Ch. 7, 12], will be used in the next arguments.
Proposition 4.11. Let f : R → R be a convex function. Then, f∗ is convex and one has
(f∗)∗ = f .
Let ρ(t)→ ρ > 0 be a proximate order, γ > 0 and V ∈ B(γ, ρ(t)). By property (IV) in
Theorem 2.7 we know that the function ϕV : R → R defined by ϕV (x) = V (ex) is strictly
convex. So we can consider its Young conjugate
ϕ∗V (y) = sup
x∈R
(xy − ϕV (x)) = sup
x∈R
(xy − V (ex)) = sup
t>0
(y log(t)− V (t)).
We observe that
MVp = sup
t>0
tp
eV (t)
= exp
(
sup
t>0
(p log(t)− V (t))) = expϕ∗V (p), p ∈ N0. (19)
Moreover, since ϕV is continuous, Proposition 4.11 implies that
ϕ∗∗V := (ϕ
∗
V )
∗ = ϕV . (20)
Please note that, although the function ϕV only assumes real values, the function ϕ
∗
V
does take the value +∞ in (−∞, 0), and so we need to consider the extended Definition 4.9
of a convex function.
The following theorem relates V (t) and M(t) through the Young conjugate. The proof
is based on a result from the PhD thesis of the third author (see [21, Theorem 4.0.3]).
Theorem 4.12. Let ρ(t)→ ρ > 0 be a proximate order, γ > 0 and V ∈ B(γ, ρ(t)). If M(t)
is the associated function to the sequence (MVp )p≥0, then
lim
t→∞
V (t)
M(t)
= 1.
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Proof. For simplicity, we note (Mp)p≥0 for the sequence (M
V
p )p≥0. We observe that, us-
ing (19) and (20),
M(t) = sup
p∈N0
log
(
tp
Mp
)
= sup
p∈N0
(p log(t)− ϕ∗V (p))
≤ sup
y∈R
(y log(t)− ϕ∗V (y)) = ϕ∗∗V (log(t)) = ϕV (log(t)) = V (t). (21)
Let us show that
supy∈R (y log(t)− ϕ∗V (y))
supp∈N0 (p log(t)− ϕ∗V (p))
=
V (t)
M(t)
≤ ν(t)
ν(t) − 1 , t > m1
(observe that for t > m1, we have that ν(t) ≥ 2 and M(t) > 0). For t > m1 we define the
function
ft(y) := y log(t)− ϕ∗V (y), y ∈ R.
Since ϕ∗V (x) is convex (by Proposition 4.11), we have that ft(y) is a concave function. We
see that ϕ∗V (y) =∞ for y < 0, because
xy − V (ex) < 0 for x ≥ 0, and xy − V (ex) ≥ xy − V (1) for x < 0.
Consequently, ft(y) = −∞ if y < 0. As ϕ∗V (0) = logM0 = 0, we have ft(0) = 0 for every
t > m1. Then supy∈R ft(y), which equals V (t), is attained for some y > 0.
Let us see that this happens in the interval (ν(t)− 1, ν(t) + 1). Otherwise, there are two
possibilities: there exists x ≥ ν(t) + 1, respectively x ≤ ν(t)− 1, such that ft(x) > ft(ν(t)).
Since ft is concave, all the points (y, ft(y)) such that y ∈ [ν(t), x], resp. y ∈ [x, ν(t)], have to
lie above the line which connects (ν(t), ft(ν(t))) and (x, ft(x)). In particular, ft(ν(t) + 1) >
ft(ν(t)), resp. ft(ν(t) − 1) > ft(ν(t)), and this is impossible because, by virtue of (10), we
have
ft(ν(t)) =M(t) = sup
p∈N0
(p log(t)− ϕ∗V (p)) ≥ ft(p), p ∈ N0.
Therefore, there exists yt ∈ (ν(t)− 1, ν(t) + 1) such that
ft(yt) = sup
y∈R
ft(y) = V (t).
We distinguish three cases: yt = ν(t), yt ∈ (ν(t) − 1, ν(t)) or yt ∈ (ν(t), ν(t) + 1). First, if
yt = ν(t) we have that
V (t)
M(t)
=
ft(yt)
ft(ν(t))
= 1 ≤ ν(t)
ν(t) − 1 .
Secondly, if we assume that yt ∈ (ν(t), ν(t) + 1), we consider the connecting line between
(0, ft(0)) = (0, 0) and (ν(t), ft(ν(t))), which is given by the equation z = (ft(ν(t))/ν(t))w.
Let us see that every point (y, ft(y)) with y ∈ (ν(t), ν(t) + 1) has to lie below this line:
Otherwise, we would have ft(y) > (ft(ν(t))/ν(t))y for some y ∈ (ν(t), ν(t) + 1). This would
imply that (ft(y)/y)ν(t) > ft(ν(t)), which is a contradiction to the concavity of ft, since it
means that the point (ν(t), ft(ν(t))) lies below the line with equation z = (ft(y)/y)w, which
joins (0, 0) and (y, ft(y)).
In particular, as yt ∈ (ν(t), ν(t) + 1), we have seen that
V (t)
M(t)
=
ft(yt)
ft(ν(t))
≤ (ft(ν(t))/ν(t))yt
ft(ν(t))
≤ ft(ν(t))((ν(t) + 1)/ν(t))
ft(ν(t))
≤ ν(t) + 1
ν(t)
≤ ν(t)
ν(t) − 1 .
Thirdly, if yt ∈ (ν(t) − 1, ν(t)), we consider now the connecting line between (0, 0) and
(ν(t) − 1, ft(ν(t) − 1)), which is given by the equation z = (ft(ν(t) − 1)/(ν(t) − 1))w.
Reasoning as before, the point (yt, ft(yt)) lies below this line. Hence we have shown that
ft(yt) ≤ ft(ν(t)− 1)
ν(t)− 1 yt ≤ ft(ν(t)− 1)
ν(t)
ν(t)− 1 ≤ ft(ν(t))
ν(t)
ν(t) − 1 .
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Consequently,
V (t)
M(t)
=
ft(yt)
ft(ν(t))
≤ ν(t)
ν(t) − 1 .
Using (21) and the previous information we see that
1 ≤ V (t)
M(t)
≤ ν(t)
ν(t)− 1 , t > m1.
Since ν(t)→∞ as t→∞, we conclude that
lim
t→∞
V (t)
M(t)
= 1.
It is clear from the last theorem that the sequence (MVp )p∈N0 admits a nonzero proximate
order in the sense of Definition 4.1, since ρV is a proximate order and
lim
t→∞
log(t)
(
ρV (t)− dM(t)
)
= 0.
But the function dM(t) is not necessarily a proximate order itself. However, the next result
shows that we can construct a sequence L equivalent to (MVp )p∈N0 such that dL is a nonzero
proximate order.
Proposition 4.13. Let ρ(t) → ρ > 0 be a proximate order, γ > 0 and V ∈ B(γ, ρ(t)).
There exists a (lc) sequence L, with quotients tending to infinity, such that L ≈ (MVp )p∈N0
and dL(t) is a nonzero proximate order.
Proof. We write Mp instead of M
V
p , for short. By Theorem 4.8 and Proposition 2.13 there
exists A > 0 such that
mp ≤ A2M1/pp ≤ A2mp,
and applying (18) we have
1
B
U(p) ≤ mp ≤ A2BU(p), p ∈ N. (22)
We consider the sequence L = (Lp)p∈N0 given by the sequence of quotients ℓ = (ℓp)p∈N0 ,
with ℓ0 := U(1), ℓp := U(p) for every p ∈ N. Then
L0 = 1, Lp = U(1)
p−1∏
k=1
U(k), p ∈ N.
Using (22), we see that ℓ ≃m, and so L ≈M by Proposition 2.16. Since the function U(s)
is increasing to infinity in (0,∞), the sequence of quotients (ℓp)p∈N0 also is, and L is (lc).
By the regular variation of the function U(s), we see that the sequence (ℓp)p∈N0 is regularly
varying with index 1/ρ, since
lim
p→∞
ℓkp
ℓp
= lim
p→∞
U(kp)
U(p)
= k1/ρ, k ≥ 2.
By Theorem 3.6, dL is a nonzero proximate order.
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4.2 Characterization of the admissibility condition
As a consequence of the results in the previous subsection, we can show that the weaker
conditions that are sufficient for the construction of flat functions in optimal sectors are
indeed the same.
Theorem 4.14. Let M be (lc) and limp→∞mp = ∞, then the following conditions are
equivalent:
(e) There exists a (lc) sequence L, with quotients tending to infinity, such that L ≈ M
and dL(t) is a nonzero proximate order.
(f) M admits a nonzero proximate order.
Proof. (e) ⇒ (f) If M(t) and L(t) are the associated functions to the sequences M and L,
as L ≈M, there exist positive constants A and B such that for every t ∈ (0,∞) one has
L(At) ≤M(t) ≤ L(Bt).
Since dL(t) is a nonzero proximate order, L(t) = t
dL(t) is regularly varying by Proposition 2.5,
and we deduce that there exist positive constants C and D such that
C ≤ M(t)
L(t)
≤ D for t large enough.
Finally, taking logarithms, we conclude that M admits a nonzero proximate order.
(f) ⇒ (e) Let ρ(t) be the proximate order that M admits. There exist A,B ∈ R such
that
A ≤ log(t)(dM(t)− ρ(t)) ≤ B for t large enough
or, in other words, there exist positive constants A0 and B0 such that
A0 ≤ M(t)
tρ(t)
≤ B0 for t large enough. (23)
Given γ > 0 we take a function V ∈ B(γ, ρ(t)). Since ρV (t) = log(V (t))/ log(t) and ρ(t) are
equivalent proximate orders, we know that
lim
t→∞
V (t)
tρ(t)
= 1, (24)
and from (23) and (24) we conclude that there exist positive constants C and D such that
C ≤ M(t)
V (t)
≤ D, t large enough.
Using the regular variation of V , it is easy to show that there exist positive constants E,F
such that
V (Et) ≤M(t) ≤ V (Ft), t large enough. (25)
Now, observe that, by the property (lc) of M and the very definition of the sequence
(MVp )p∈N0 , we have that
Mp = sup
t>0
tp
eM(t)
, MVp = sup
t>0
tp
eV (t)
, p ∈ N0.
Then, (25) shows that there exists p0 ∈ N0 such that
MVp
F p
≤Mp ≤
MVp
Ep
, p ≥ p0,
and we deduce that M ≈ (MVp )p∈N0 . Finally, by Proposition 4.13 we know that there exists
a (lc) sequence L, with quotients tending to infinity, such that L ≈ (MVp )p≥0 and dL(t) is a
nonzero proximate order. Since we obviously have that L ≈M, we may conclude.
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Remark 4.15. The implication (a) ⇒ (e) (see Theorems 3.6 and 4.14) is obvious, while
Example 3.12 shows that the converse fails.
It is also clear that (e) ⇒ (g), by Corollary 3.10 and since the existence, and the value if
it exists, of the limit in (16) are stable under equivalence, and the same is true for the value
of the indices γ(M) and ω(M). Again, the converse implication (g) ⇒ (e) fails, as the next
Example 4.16 shows.
So, (a) ⇒ (e) ⇒ (g), and the arrows cannot be reversed. We think it is an interesting
open problem to look for some easy-to-check condition (h) on the sequence M such that one
has that (e) ⇔ [(g)+(h)]. We note that the condition (h) should be stable by equivalence
of sequences.
Example 4.16. Let M be defined using the sequence of quotients (mp)p∈N0 . The construc-
tion is similar as the one given in Example 3.12. We set m0 = m1 = 1 and m2 = 2. For
each k ∈ N0, we consider the interval (22k , 22k+1 ] which we divide in 2k subintervals. We
put Ikj := (2
2k+j , 22
k+j+1] for 0 ≤ j ≤ 2k − 1. For 0 ≤ j ≤ k − 1 we define mp as follows:
mp := 4m22k+j , p ∈ Ikj ,
and for k ≤ j ≤ 2k − 1 we set
mp := 2
τkm22k+j , p ∈ Ikj ,
where τk = (2
k − 2k)/(2k − k). For k ∈ N, we observe that
m22k = 2
2k and m22k+k = 2
2k+2k.
The sequence M is clearly (lc), since (mp)p∈N0 is nondecreasing, and limp→∞mp = ∞.
By definition, for any p ∈ Ikj we have that 2p belongs to the adjacent interval Ikj+1. We
distinguish two cases:
1. If p ∈ Ikj for 0 ≤ j ≤ k − 2 or j = 2k − 1, we have that m2p/mp = 4.
2. If p ∈ Ikj for k − 1 ≤ j ≤ 2k − 2, we have that m2p/mp = 2τk .
We observe that limk→∞ τk = 1. From both cases, we have that
1 < 2 = lim inf
p→∞
m2p
mp
≤ lim sup
p→∞
m2p
mp
= 4 <∞. (26)
Using Proposition 2.13, items (ii.2) and (iii), we see that M is (mg) and (snq). Next, we are
going to show that
lim
p→∞
log(mp)
log(p)
= ω(M) = 1.
If p ∈ Ikj for 0 ≤ j ≤ k − 1 we get
(j + 1) log(4) + 2k log(2)
(2k + j + 1) log(2)
≤ log(mp)
log(p)
≤ (j + 1) log(4) + 2
k log(2)
(2k + j) log(2)
.
Since 0 ≤ j ≤ k − 1 we have that
2 + 2k
2k + k
≤ log(mp)
log(p)
≤ 2k + 2
k
2k
. (27)
Now let p ∈ Ikk+j for 0 ≤ j ≤ 2k − k − 1, then
(j + 1) · τk · log(2) + (2k + 2k) log(2)
(2k + k + j + 1) log(2)
≤ log(mp)
log(p)
≤ (j + 1) · τk · log(2) + (2
k + 2k) log(2)
(2k + k + j) log(2)
,
or equivalently,
1 +
k(2k − k − j − 1)
(2k + k + j + 1)(2k − k) ≤
log(mp)
log(p)
≤ 1 + k(2
k − k − j − 2) + 2k
(2k + k + j)(2k − k) .
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As 0 ≤ j ≤ 2k − k − 1, we see that
1 ≤ log(mp)
log(p)
≤ 1 + k(2
k − k − 2) + 2k
22k − k2 . (28)
By (27) and (28) we see that limp→∞ log(mp)/ log(p) = 1. Using Remark 3.9 one can show
that γ(M) = 1 = ω(M), then M satisfies (g). As it happens in Example 3.12, by (26), the
limit limp→∞m2p/mp does not exist, then condition (d) in Theorem 3.6 is violated.
Let us see that condition (e) is also violated. On the contrary, suppose there exists
some other (lc) sequence L with limp→∞ ℓp = +∞ such that M ≈ L and dL is a nonzero
proximate order. By Proposition 2.16, as L is (mg), we deduce that m ≃ ℓ. Then there
exists a constant A ≥ 1 such that for all q ∈ N, q ≥ 2, and all p ∈ N we get
1
A2
· mqp
mp
≤ ℓqp
ℓp
,
and, by Theorem 3.6, the quotient on the right tends to qω for some ω = ω(L) > 0 as
p→∞. In particular, for every i ∈ N and q = 2i we deduce that
1
A2
· lim sup
p→∞
m2ip
mp
≤ 2iω. (29)
Note that, since m ≃ ℓ, we have ω = ω(L) = ω(M) = 1. Moreover, for our sequence M,
given i ∈ N we have for every k ≥ i that
m22k+i
m22k
=
22
k+2i
22k
= 4i,
and this makes (29) impossible.
Remark 4.17. We summarize our previous examples. According to the previous remark,
the sequences Mq and M0,β do not admit a nonzero proximate order, since they are not
strongly regular. Regarding strongly regular sequences M, for those appearing in applica-
tions dM is a nonzero proximate order. This does not hold for the sequence in Example 3.12,
which however does admit a nonzero proximate order. The previous example shows that
there exist strongly regular sequences satisfying (g) and not admitting a nonzero proximate
order. Finally, the next example will provide a extremely pathological situation in which
the limit in (16) does not even exist.
In particular, strong regularity and (16) are independent conditions, and both are nec-
essary if we want M to admit a nonzero proximate order.
Also, note that for a strongly regular sequence not admitting a nonzero proximate order
(like those in Examples 4.16 and 4.18), the technique of construction of nontrivial flat
functions in sectors of optimal opening πω(M), developed in [19], is not available. It is
worth mentioning that, although V.Thilliez [22] is able to construct such flat functions for
any strongly regular sequence, the sectors in which they are defined have their opening
strictly smaller than πγ(M). Since one always has γ(M) ≤ ω(M) (see [19, Prop. 3.7]), the
opening is not optimal in his case.
Example 4.18. It was an open question whether strong regularity was enough to have
condition (16). We answer this question in the negative.
We define M by the sequence of its quotients,
m0 := 1, mp := e
δp/pmp−1 = exp
(
p∑
k=1
δk
k
)
, p ∈ N.
We consider the sequences
kn := 2
3n < qn := k
2
n = 2
3n2 < kn+1 = 2
3n+1 , n ∈ N0,
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and we choose the sequence (δk)
∞
k=1 as follows:
δ1 = δ2 = 2,
δk = 3, if k ∈ {kj + 1, . . . , qj}, j ∈ N0,
δk = 2, if k ∈ {qj + 1, . . . , kj+1}, j ∈ N0.
From the very definition we deduce immediately that mp+1 > mp for p ∈ N0, then M is (lc).
We clearly have that
exp
2 2p∑
k=p+1
1
k
 ≤ m2p
mp
= exp
 2p∑
k=p+1
δk
k
 ≤ exp
3 2p∑
k=p+1
1
k
 .
Using the asymptotic expression (8) for the partial sums of the harmonic series, we have
that
exp (2 log(2) + 2ε2p − 2εp) ≤ m2p
mp
≤ exp (3 log(2) + 3ε2p − 3εp) .
From these inequalities and using Proposition 2.13, we deduce that M satisfies (mg) and
(snq), therefore M is strongly regular. Observe that M verifies (16) if, and only if, the
sequence
tp :=
1
log(p)
p∑
k=1
δk
k
, p ∈ N,
is convergent (in other words, precisely when the sequence (δk)
∞
k=1 is Riesz summable,
see [5]). We have the following relations:
tqn =
log(kn)
log(qn)
tkn + 3
Hqn −Hkn
log(qn)
=
tkn
2
+
3
2
+ 3
εqn − εkn
log(qn)
,
tkn+1 =
2tqn
3
+
2
3
+ 2
εkn+1 − εqn
log(kn+1)
.
From these formulas, it is easy to check that either (tkn)
∞
n=0 and (tqn)
∞
n=0 have different
limits, or none of them converge. In both situations, the sequence (tp)p∈N has no limit, and
therefore (δk)
∞
k=1 is not Riesz summable, which leads to the conclusion.
Remark 4.19. As soon asM admits a nonzero proximate order, the indices γ(M) and ω(M)
agree, so this happens for the sequences Mα,β (with α > 0) and for the one in Example 3.12.
In turn, in the preceding example we have γ(M) = 2 < ω(M) = 5/2. The value of γ(M) can
be determined taking into account Remark 3.9, while the value of ω(M) requires a careful
study of the Riesz means (tp)p∈N. This is, to our knowledge, the first example of strongly
regular sequence with different indices. In this situation, although non-quasianalyticity in
A˜M(G) is known to hold for every sectorial region G with opening πγ with γ < ω(M),
no explicit construction of nontrivial flat functions in A˜M(G) is currently available in case
γ ∈ [γ(M), ω(M)).
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