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Abstract. The overdamped motion of a Brownian particle in randomly switching piece-wise metastable
linear potential shows noise enhanced stability (NES): the noise stabilizes the metastable system and the
system remains in this state for a longer time than in the absence of white noise. The mean first passage
time (MFPT) has a maximum at a finite value of white noise intensity. The analytical expression of MFPT
in terms of the white noise intensity, the parameters of the potential barrier, and of the dichotomous noise
is derived. The conditions for the NES phenomenon and the parameter region where the effect can be
observed are obtained. The mean first passage time behaviours as a function of the mean flipping rate of
the potential for unstable and metastable initial configurations are also analyzed. We observe the resonant
activation phenomenon for initial metastable configuration of the potential profile.
PACS. 05.40.-a Fluctuation phenomena, random processes, noise, and Brownian motion – 02.50.-r Prob-
ability theory, stochastic processes, and statistics – 05.10.Gg Stochastic analysis methods (Fokker-Planck,
Langevin, etc.)
1 Introduction
The thermally activated escape from a metastable state in
fluctuating potential is of great importance to many nat-
ural systems, ranging from physical and chemical systems
to biological complex systems. A particular challenging
direction are systems far from thermal equilibrium, ei-
ther due to non-thermal noise or external deterministic
periodical forces [1,2,3,4,5,6,7,8,9,10,11]. A typical prob-
lem is the enhancement of stability of metastable and un-
stable states due to the external noise [7,8,9,10,11]. The
noise-enhanced stability (NES) phenomenon was observed
experimentally and numerically in various physical sys-
tems (see Refs. [5,6,7,8,9,10,11,12,13,14] and, as a recent
review, Ref. [15]). The investigated systems was subjected
to the action of two forces: additive white noise and regu-
lar force. The regular force was fixed or periodical in time,
so that metastable state appeared for a half of period and
unstable state appeared for an other half. The noise en-
hanced stability effect implies that, under the action of
additive noise, a system remains in the metastable state
for a longer time then in the deterministic case, and the
escape time has a maximum as a function of noise inten-
sity. We can lengthen or shorten the mean lifetime of the
metastable state of our physical system, by acting on the
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white noise intensity. The noise-induced stabilization of
one-dimensional maps [16,17], the noise-induced stability
in fluctuating bistable potentials [18], the noise induced
slowing down in a periodical potential [19,20,21], the noise
induced order in one-dimensional map of the Belousov-
Zhabotinsky reaction [22,23], and the transient proper-
ties of a bistable kinetic system driven by two correlated
noises [24], are akin to the NES phenomenon. Moreover,
this effect is at the basis of resonant trapping [25]. Even
though the previous theoretical papers analyzed NES phe-
nomenon in systems with fixed or periodically driving
metastable and unstable states, the model of randomly
switching metastable state is more realistic in many cases,
e. g. when we describe the generation process of the carrier
traps in semiconductors. Despite its experimental impor-
tance, the theory of fluctuating barrier crossing is not well
developed for arbitrary noise intensity. In the present pa-
per we obtain and study analytically the NES effect in a
system described by a potential, which randomly switches
between metastable and unstable configurations. We de-
fine the lifetime of metastable state as the mean first pas-
sage time (MFPT) and obtain the conditions when it can
grow with white noise intensity. The mean first passage
time behaviour as a function of the mean flipping rate of
the potential for unstable and metastable initial config-
urations is also analyzed. We observe the resonant acti-
vation phenomenon for initial metastable configuration of
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the potential profile, and monotonic behaviour for initial
unstable configuration. We can describe therefore, with
the same theoretical approach, two noise-induced phenom-
ena [7,10,15,26,27,28].
2 The model
We consider one-dimensional overdamped Brownian mo-
tion in a randomly switching potential profile U(x)
dx
dt
= f (x)− aη (t) + ξ (t) , (1)
where ξ(t) is the white Gaussian noise with zero mean and
〈ξ(t)ξ(t + τ)〉 = 2Dδ(τ), η(t) is a Markovian dichotomous
process, which takes the values ±1 with mean flipping rate
ν, and f(x) = −dU(x)/dx. We investigate the mean first
passage time with the reflecting boundary at the point
x = 0 and the absorbing boundary at the point x = b
(b > 0). The calculation technique for the MFPT of non-
Markovian process x(t) without white noise (ξ(t) = 0) has
been originally developed in Ref. [29] and, then, general-
ized by various authors (see, for example Refs. [30,31,32]).
The exact equations for mean first passage times, which
take into account both the dichotomous and the white
noise terms in Eq. (1), were derived in Ref. [33], where
the authors solve the delicate problem to construct correct
conditions at the reflecting boundary, since all previous
works dealt with absorbing boundaries only. Nevertheless
the cited boundary conditions (3.7a) and (3.7b) in Ref.
[33] are only valid for the special unlikely case of immedi-
ate reflection. For our purposes we use the same conditions
at the reflecting boundary as in Ref. [34]. Thus from the
backward Fokker-Planck equation we obtain the coupled
differential equations for the MFPTs in our system (1)
(see Ref. [33] and Appendix A)
DT ′′+ + [f (x)− a]T ′+ + ν (T− − T+) = −1,
DT ′′− + [f (x) + a]T
′
− + ν (T+ − T−) = −1. (2)
Here T+(x) and T−(x) are respectively the mean first
passage times of the boundary x = b for initial values
η(0) = +1 and η(0) = −1, with the Brownian particle
starting from the initial point x (0 < x < b). Our condi-
tions at the reflecting boundary x = 0 and the absorbing
boundary x = b are (see Appendix B)
T ′±(0) = 0, T± (b) = 0. (3)
Let us introduce for convenience two new auxiliary func-
tions
T =
T− + T+
2
, Θ =
T− − T+
2
, (4)
and rewrite Eqs. (2) in more simple form
DT ′′ + f (x) T ′ + aΘ′ = −1,
DΘ′′ + f (x)Θ′ + aT ′ − 2νΘ = 0. (5)
The boundary conditions for the functions T (x) and Θ(x)
follow from Eqs. (3) and (4)
T ′ (0) = Θ′ (0) = 0, T (b) = Θ (b) = 0. (6)
b
L
aL
-aL
0 x
U(x)
Fig. 1. Two configurations of fluctuating potential U(x), cor-
responding to the metastable and unstable states.
Equations (5) with the boundary conditions (6) were solved
in Ref. [34] for a model with constant force
f(x) = const., 0 < x < b. (7)
In the present paper we consider more general model with
step-wise force (or piece-wise potential U(x)) as
f(x) = −dU(x)
dx
= k · θ(x− L), 0 < L < b, (8)
where θ(x) is the step function and k is a constant. As we
can see from Fig. 1, if 0 < a < k we have a metastable
state for η(t) = +1 and an unstable state for η(t) = −1.
In particular cases when L → 0 or L → b the force
(8) coincides with (7). After removing T (x) from Eq. (5)
we obtain third-order linear differential equation for the
variable Θ(x)
Θ′′′ +
2f (x)
D
Θ′′ + F (x)Θ′ − 2νf (x)
D2
Θ =
a
D2
, (9)
where
F (x) =
f2 (x)
D2
+
f
′
(x)
D
− γ2, γ =
√
a2
D2
+
2ν
D
. (10)
We will consider the mean first passage times T±(0) with
the starting position of Brownian particle at x = 0. In
the absence of switchings and white noise the dynamical
escape time T+(0) for the initial metastable state is equal
to +∞ and the dynamical escape time T−(0) for the initial
unstable state equals
T−(0) =
L
a
+
b− L
k + a
. (11)
We solve Eqs. (5) and (9) for regions 0 < x < L and
L < x < b separately. First of all we find the solutions in
the interval (L, b)
Θ (x) =
3∑
i=1
cie
λi(x−L) − a
2νk
,
B. Spagnolo, A. A. Dubkov, N. V. Agudov: Enhancement of stability in randomly switching metastable state 3
T (x) = c4 − x− L
k
− a
3∑
i=1
ci
[
eλi(x−L) − 1]
k + λiD
, (12)
where ci (i = 1 ÷ 4) are unknown constants and λ1, λ2,
λ3 are the roots of the following cubic equation
λ (λD + k)
2 − Γ 2λ− 2νk = 0, (13)
where Γ = γD. Using graphical representation it can be
easily shown that algebraic Eq. (13) has three real roots:
one positive and two negative ones.
Taking into account the conditions (6) at the reflecting
boundary x = 0 we obtain for region (0, L)
Θ (x) = c5
(
1 +
2νD
a2
cosh γx
)
+
a
Γ 3
(D sinh γx− Γx) ,
T (x) = −νx
2
Γ 2
− a
2D
Γ 4
(cosh γx− 1)
− c5 2ν
Γa
(D sinh γx− Γx) + c6. (14)
From Eqs. (4) and (14) we get finally
T± (0) = T (0)∓Θ (0) = c6 ∓ c5Γ
2
a2
. (15)
The six unknown constants ci (i = 1 ÷ 6) can be deter-
mined from the conditions (6) at the absorbing boundary
x = b and the continuity conditions of the functions Θ(x),
Θ′(x), T (x), T ′(x) at the point x = L. Thus, we obtain
the following system of algebraic linear equations for the
constants ci
3∑
i=1
cie
µi =
a
2νk
,
3∑
i=1
cia (e
µi − 1)
k + λiD
= c4 − b− L
k
,
3∑
i=1
ci = c5
(
1 +
2νD
a2
cosh γL
)
+
a
Γ 3
(D sinh γL− ΓL) + a
2νk
,
3∑
i=1
ciλi = c5
2νΓ
a2
sinh γL+
a
Γ 2
(cosh γL− 1) ,
3∑
i=1
ciλia
k + λiD
=
2νL
Γ 2
+
a2
Γ 3
sinh γL
+
2ν
a
c5 (cosh γL− 1)− 1
k
,
c4 = c6 − νL
2
Γ 2
− a
2D
Γ 4
(cosh γL− 1)
−c5 2ν
Γa
(D sinh γL− ΓL) , (16)
where µi = λi(b − L). The equation (15) with algebraic
system (16) is the exact solution of Eqs. (2) for the force
(8). In the limits L → 0 or L → b, the expression (15)
coincides with that obtained in Ref. [34] for the force (7).
3 NES phenomenon conditions
Our aim is to investigate the noise enhanced stability ef-
fect. In other words we are interested in the situation,
when the escape time grows with noise. We expect to find
this growing in the limit of small intensity of the white
noise. Hereafter we write the mean first passage times
T±(0) as T±(ν,D) to point out the dependence on the
parameters ν and D of two noise sources. On cumber-
some rearrangements (see Appendix C), from Eqs. (15)
and (16) we obtain in the limit D → 0
T−(ν,D) ≃ T−(ν, 0) + D
a2
G(q, ω, s) + o (D) , (17)
where
T−(ν, 0) =
2L
a
+
νL2
a2
+
b − L
k
− q (1− q)
2ν
(
1− e−s) (18)
is the MFPT in the absence of white noise, and
G(q, ω, s) =
q3
(
1 + q2
)
se−s
(1 + q) (1− q2) −
5 + q − 5q2 − 5q3
2 (1 + q) (1− q2)
+
q
(
1 + q − 5q2 − 3q3 − 2q4)
2 (1 + q) (1− q2)
(
1− e−s)
+
2ω
(
3q2 + q − 3)
q (1− q2) −
2ω2
q2
. (19)
Here q, ω and s are the dimensionless parameters
q =
a
k
, ω =
νL
k
, s =
2ω
1− q2
(
b
L
− 1
)
. (20)
As one would expect, the MFPT (18) coincides with the
nonlinear relaxation time (NLRT) for the same system
(see Eq. (32) in Ref. [36]) because in the absence of dif-
fusion (D = 0), after crossing the point x = b Brownian
particles cannot come back in the interval (0, b) again.
The sign of the term G(q, ω, s) in Eq. (19) allows to
obtain the conditions to observe the NES effect in the
system investigated. We can write these conditions as
G(q, ω, s) > 0. (21)
Let us analyse the structure of NES phenomenon region
on the plane (q, ω). In the case of very slow switchings
ν → 0 (ω → 0, s→ 0) Eq. (21) takes the form
ω <
q (1− q) (5q3 + 5q2 − q − 5)
2 [6− 2q − q2 (b/L+ 11) + 2q3 + 3q4 (b/L+ 1)] ,
q > 0, 8024. (22)
In the case of q ≃ 1 we obtain from Eq. (21)
ω <
x0 (1− q)
b/L− 1 ,
1
2
+
5
2
(1− q) < ω < 1
2(1− q) , (23)
where x0 is the positive root of algebraic equation
ex = x+ 2
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Fig. 2. The shaded areas are the regions of the plane (q, ω)
where the NES effect takes place. The parameter is b/L = 1.5.
approximately equals x0 ≃ 1.1463. The two shaded areas
on the plane (q, ω), where the NES phenomenon takes
place, are shown in Fig. 2. Both noise enhanced stability
areas connect at the parameter b/L < 1.2655.
Now we may conclude that the NES effect occurs at
the values of q near 1, i.e. at very small steepness k− a =
k(1− q) of the reverse potential barrier for the metastable
state (see Fig. 1). Only in such a situation, Brownian par-
ticles can move back into potential well in the interval
(0, L) from the region L < x < b, with a low noise inten-
sity. In Ref. [10] we obtained the parameter region of NES
effect for periodical driven metastable state. This region is
larger than that obtained here for randomly switching po-
tential. In our opinion, this narrowing of NES phenomenon
area is attributable to the uncertainty of the first switch-
ing time. Moreover, because of the exponential probability
distribution of the time interval between jumps of the di-
chotomous noise, which randomly switches our metastable
state, the average escape time has a large variance and
thus the analogy between the two cases falls.
It must be emphasized that noise enhanced stability
regions of the mean first passage time are inside that ob-
tained for the nonlinear relaxation time with the same pa-
rameter b/L (compare Eq. (19) with Eq. (31) in Ref. [36])
because the nonlinear relaxation time takes into account
a repeated reentries of Brownian particles in the inter-
val (0, b). The NES effect disappears when the absorbing
boundary is placed at the point x = L. In fact by putting
b→ L, k → +∞ (q → 0, s→ 0) in Eq. (17) we obtain
T−(0) ≃ 2L
a
+
νL2
a2
− D
a2
(
5
2
+
6νL
a
+
2ν2L2
a2
)
. (24)
The behaviours of the MFPTs T−(ν,D) for the initial
unstable configuration, normalized to the value obtained
in the absence of white noise T−(ν, 0), vs the white noise
intensity are shown in Figs. 3 and 4 for the two NES areas
0.01 0.03 0.05
0.99
1.01
1.00
D
T-(n,D)
T-(n,0)
1
23
Fig. 3. The normalized MFPT vs the white noise intensity
D, for three values of the dimensionless mean flipping rate
ω = (νL)/k: 0.01 (curve 1), 0.04 (curve 2), 0.07 (curve 3)
(lower area in Fig. 2). Parameters are a = 0.9, k = 1, L = 1,
and b = 1.5.
0.0001 0.0003 0.0005
0.9999
1.0001
1.0003
D
T-(n,D)
T-(n,0)
1
2 3
Fig. 4. The normalized MFPT vs the white noise intensity
D, for three values of the dimensionless mean flipping rate
ω = (νL)/k: 0.7 (curve 1), 0.8 (curve 2), 0.9 (curve 3) (upper
area in Fig. 2). Parameters are a = 0.97, k = 1, L = 1, and
b = 1.5.
represented in Fig. 2. As we can see the effect decreases,
for fixed q, when ω decreases in the upper area of Fig. 2,
and when ω increases in the lower area of Fig. 2. At the
same time, the NES phenomenon for the upper area in
Fig. 2 is very small (see Fig. 4).
Now we analyse the behaviour of the escape times
T−(ν,D) and T+(ν,D) as a function of the mean flip-
ping rate ν. From Eqs. (15) and (16) we obtain these
behaviours, which are shown in Fig. 5 for a fixed value
of the white noise intensity D = 0.1.
We find the resonant activation phenomenon [26,28]
for T+(ν,D) and monotonic behaviour for T−(ν,D). In
the same Fig. 5 we report the arithmetic average of these
quantities: T¯ (ν,D) = [T+(ν,D) + T−(ν,D)] /2, which is
the average escape time analyzed by Doering and Gadoua
in Ref. [26]. Starting from the metastable configuration,
the mean first passage time T+(ν,D) decreases with the
mean flipping rate, because the potential fluctuations in-
duce crossing events of the potential barrier. On the other
hand, starting from the unstable configuration, the av-
erage escape time T−(ν,D) increases monotonically be-
cause the potential fluctuations stabilise the initial unsta-
ble state. For very fast potential fluctuations, Brownian
particles ”forget” the initial configuration of the potential
and all the mean first passage times (T+(ν,D), T−(ν,D),
and T¯ (ν,D)) join in the same asymptotic value: the av-
erage escape time required to cross the average barrier
[26,28].
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0.010.001 0.1 1
n
10
10
50
100
2
T D T D+( , )+ ( , )n n-
T D+( , )n
T D
-
( , )n
Fig. 5. Logarithmic plot of the mean first passage times:
T+(ν,D) (initial metastable configuration), T−(ν,D) (initial
unstable configuration), T¯ (ν,D) (arithmetic average), as a
function the mean flipping rate ν. Here D = 0.1, a = 0.5
and the other parameters are the same as in Figs. 3 and 4.
4 Conclusions
We have investigated the noise enhanced stability (NES)
phenomenon in one-dimensional system with Gaussian ad-
ditive white noise and a potential randomly switched by
a Markovian dichotomous process. We have derived gen-
eral equations to calculate the mean first passage times
with one reflecting boundary and one absorbing bound-
ary. For piece-wise linear potential we obtain the exact
solution for MFPTs as a function of arbitrary white noise
intensity and arbitrary mean flipping rate of the potential
barrier. By analysing the derived equations we obtain an-
alytically the region of the NES phenomenon occurrence.
We find that this effect can be observed only at very flat-
tened sink beyond the potential barrier, i.e. at the real
absence of the reverse potential barrier in the metastable
state. Moreover we note that the noise enhanced stability
phenomenon is related to rare events, that is when some
particles are trapped in the metastable state. Therefore
to better understand this effect it should be interesting
to analyse the probability distribution of the escape time.
This will be done in a forthcoming paper. By investigat-
ing the behaviour of the mean first passage times as a
function of the mean flipping rate of the potential we find
the resonant activation phenomenon for initial metastable
configuration and monotonic behaviour for initial unstable
configuration. With our theoretical approach we are able
to describe, therefore, two different noise-induced effects.
Our exact analytical results, concerning the enhancement
of stability of metastable states for one-dimensional sys-
tems, can be a good starting point to extend and improve
the same theoretical apparatus to more complex systems
with fluctuating potential barriers.
This work has been supported by INTAS Grant 2001-0450,
MIUR, INFM, Russian Foundation for Basic Research (project
02-02-17517), Federal Program ”Scientific Schools of Russia”
(project 1729.2003.2), and by Scientific Program ”Universities
of Russia” (project 01.01.020).
5 Appendix A
Let us consider a stochastic Langevin equation with two
random forces
x˙ = f (x) + g (x) η (t) + h (x) ξ (t) , (25)
where ξ (t) is the white Gaussian noise with zero mean
and correlation function 〈ξ (t) ξ (t+ τ)〉 = 2Dδ (τ), η (t) is
a Markovian dichotomous noise with flippings mean rate
ν and values ±1, f (x), g (x), and h (x) are arbitrary func-
tions. To derive the closed equation for the joint probabil-
ity density of the random processes x(t) and η(t) we start
from the following expression
W (x, y, t) = 〈δ (x− x(t)) δ (y − η(t))〉 (26)
and then apply well-known method based on functional
correlation formulae (see, for example, Refs. [35,36]).
Upon differentiation of Eq. (26) on t, we obtain
∂W
∂t
= − ∂
∂x
〈x˙ (t) δ (x− x (t)) δ (y − η(t))〉
+
〈
δ(x − x(t)) ∂
∂t
δ(y − η(t))
〉
. (27)
Substituting x˙ (t) from Eq. (25) and taking into account
the definition (26), we can rewrite Eq. (27) as
∂W
∂t
= − ∂
∂x
[f(x) + yg(x)]W
− ∂
∂x
h(x) 〈ξ (t) δ (x− x (t)) δ (y − η(t))〉
+
〈
δ(x− x(t)) ∂
∂t
δ(y − η(t))
〉
. (28)
To split the functional average in Eq. (28) we use Furutsu-
Novikov’s formula for the white Gaussian noise ξ (t) [37,38]
〈ξ (t)Ft [ξ]〉 = D
〈
δFt [ξ]
δξ (t)
〉
, (29)
where Ft [ξ] is an arbitrary functional depending on the
history of random process ξ (t) (0 ≤ τ ≤ t). Replac-
ing Ft [ξ] with δ (x− x (t)) δ (y − η (t)) in Eq. (29) and
taking into account that, in accordance with Eq. (25),
δx (t) /δξ (t) = h (x(t)), we obtain
〈ξ (t) δ (x− x (t)) δ (y − η (t))〉 = −D ∂
∂x
h (x)W. (30)
Further let us rearrange the last part of second average
in Eq. (28). Using the translation operator and taking into
account that for dichotomous noise with the values ±1:
η2k (t) = 1, η2k+1 (t) = η (t) (k = 1, 2, . . .), we arrive at
∂
∂t
δ (y − η(t)) = ∂
∂t
exp
(
−η(t) d
dy
)
δ (y) =
− ∂
∂t
sinh
(
η(t)
d
dy
)
δ (y) = −η˙ (t) sinh
(
d
dy
)
δ(y). (31)
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Substituting Eqs. (30) and (31) in Eq. (28), we obtain
∂W
∂t
= − ∂
∂x
[f(x) + yg(x)]W +D
∂
∂x
h(x)
∂
∂x
h (x)W
−
〈
η˙ (t) δ(x − x(t)) sinh
(
d
dy
)
δ(y)
〉
. (32)
Now we use the Shapiro-Loginov’s formula for a Marko-
vian dichotomous noise η (t) [39], to express the functional
average in Eq. (32) in terms of the joint probability dis-
tribution
〈η˙ (t)Rt [η]〉 = −2ν 〈η (t)Rt [η]〉 , (33)
where Rt [η] is an arbitrary functional depending on the
history of random process η (τ) (0 ≤ τ ≤ t). As a result,
for the functional average in Eq. (32) we have〈
η˙ (t) δ(x − x(t)) sinh
(
d
dy
)
δ(y)
〉
=
−2ν
〈
δ(x− x(t)) sinh
(
η (t)
d
dy
)
δ(y)
〉
=
−ν 〈δ(x− x(t)) [δ(y + η(t))− δ(y − η(t))]〉 . (34)
Substituting Eq. (34) in Eq. (32) and taking into ac-
count Eq. (26) we obtain finally the following forward Kol-
mogorov’s equation for the joint probability distribution
∂W
∂t
= − ∂
∂x
[f (x) + yg (x)]W +D
[
∂
∂x
h (x)
]2
W
+ ν [W (x,−y, t)−W (x, y, t)] . (35)
According to Eq. (35) we can reconstruct the back-
ward Kolmogorov’s equation for the conditional proba-
bility distribution W (x, y, t |x0, y0, t0 ) of the Markovian
vector-process {x (t) , η (t)}
−∂W
∂t0
= [f (x0) + y0g (x0)]
∂W
∂x0
+D
[
h (x0)
∂
∂x0
]2
W
+ν [W (x, y, t |x0,−y0, t0 )−W (x, y, t |x0, y0, t0 )] . (36)
Since the conditional probability density depends only on
the difference τ = t− t0, Eq. (36) can be rewritten as
∂W
∂τ
= [f (x0) + y0g (x0)]
∂W
∂x0
+D
[
h (x0)
∂
∂x0
]2
W
+ν [W (x, y, τ |x0,−y0, 0)−W (x, y, τ |x0, y0, 0)] . (37)
Let us introduce the random first passage time θ. The
probability Pr {θ > τ} ≡ P (x0, y0, τ) that random pro-
cess x (t) remains between the absorbing boundaries x =
L1 and x = L2 during the time interval (0, τ) is
P (x0, y0, τ) =
∫ L2
L1
dx
∫ ∞
−∞
W (x, y, τ |x0, y0, 0)dy. (38)
Taking into account Eq. (38) and integrating Eq. (37) on
x and y we find
∂P
∂τ
= [f (x0) + y0g (x0)]
∂P
∂x0
+D
[
h (x0)
∂
∂x0
]2
P
+ν [P (x0,−y0, τ) − P (x0, y0, τ)] . (39)
To obtain the probability density of first passage time we
should differentiate the probability Pr {θ > τ} on τ
w (x0, y0, τ) =
∂ Pr {θ < τ}
∂τ
= −∂P (x0, y0, τ)
∂τ
.
As a result, we have the same Eq. (39) for w (x0, y0, τ)
∂w
∂τ
= [f (x0) + y0g (x0)]
∂w
∂x0
+D
[
h (x0)
∂
∂x0
]2
w
+ν [w(x0,−y0, τ)− w(x0, y0, τ)] . (40)
For the mean first passage time
ϑ (x0, y0) =
∫ ∞
0
τw(x0, y0, τ)dτ (41)
we obtain from Eq. (40) the following differential equa-
tion
D
[
h (x0)
∂
∂x0
]2
ϑ+ [f (x0) + y0g (x0)]
∂ϑ
∂x0
+ν [ϑ(x0,−y0)− ϑ(x0, y0)] = −1. (42)
Since y0 = ±1, Eq. (42) is equivalent to the following set
of equations for times T+ (x0) ≡ ϑ(x0,+1) and T− (x0) ≡
ϑ(x0,−1)
Lˆx0T+ + [f (x0) + g (x0)]
dT+
dx0
+ ν (T− − T+) = −1,
Lˆx0T− + [f (x0)− g (x0)]
dT−
dx0
+ ν (T+ − T−) = −1, (43)
where we introduced the operator
Lˆx0 = D
[
h(x0)
d
dx0
]2
. (44)
Equations (43) are similar to well-known equations for
mean first passage times obtained in Ref. [33]. But authors
used the Ito’s interpretation of Langevin equation (25)
and, as a result, obtained different equations. For h (x) =
1, Eqs. (43) coincide with the equations derived in Ref.
[33]. Finally, if we put in Eqs. (43) and (44): g (x) = −a,
h (x) = 1, we obtain Eqs. (2).
6 Appendix B
We explain the origin of conditions (3) for the mean first
passage times at a reflecting boundary. For sake of def-
initeness, we consider a left reflecting boundary at the
pointA. Let Brownian particle reaches the reflecting bound-
ary at the instant t0−∆t0. For the next small time period
∆t0, dichotomous noise η(t) can switch to the opposite
state with the probability β(∆t0) or remains in the initial
state with the probability (1− β(∆t0)). The scenario of
Brownian particle behaviour for this time interval is the
following: it transfers to the point A+∆x0 (∆x0 > 0) with
some fixed probability α or stays at reflecting boundary
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with the probability (1− α). We denote the probability α
as α− for the case when dichotomous noise switches and as
α+ for the opposite case. As a result, the joint conditional
probability distribution reads
W (x0, z0, t0 |A, y0, t0 −∆t0 ) = β(∆t0)δ (z0 + y0) ·
[α−δ (x0 −A−∆x0) + (1− α−) δ (x0 −A)]
+ [1− β(∆t0)] δ (z0 − y0) [α+δ (x0 −A−∆x0)
+ (1− α+) δ (x0 −A)]. (45)
Substituting Eq. (45) in Smoluchowski equation
W (x, y, t |A, y0, t0 −∆t0 ) =
∫ +∞
A
dx0
∫ +∞
−∞
dz0
W (x0, z0, t0 |A, y0, t0 −∆t0 )W (x, y, t |x0, z0, t0 )
we obtain
W (x, y, t |A, y0, t0 −∆t0 )
= α−β(∆t0)W (x, y, t |A+∆x0,−y0, t0 )
+α+ [1− β(∆t0)]W (x, y, t |A+∆x0, y0, t0 )
+β(∆t0) (1− α−)W (x, y, t |A,−y0, t0 )
+ (1− α+) [1− β(∆t0)]W (x, y, t |A, y0, t0 ). (46)
By expanding the conditional probability distributions in
Eq. (46) in power series in ∆t0, up to a linear terms, and
in ∆x0, up to a quadratic terms, we find approximately
−∆t0 ∂W+
∂t0
≃ β(∆t0) (W− −W+)
+α−β(∆t0)∆x0
(
∂W−
∂x0
∣∣∣∣
A
+
∆x0
2
∂2W−
∂x20
∣∣∣∣
A
)
+α+∆x0 [1− β(∆t0)]
(
∂W+
∂x0
∣∣∣∣
A
+
∆x0
2
∂2W+
∂x20
∣∣∣∣
A
)
, (47)
where for simplicity we introduce the notations W+ =
W (x, y, t |A, y0, t0 ) and W− = W (x, y, t |A,−y0, t0 ).
For Markovian dichotomous noise we have β(∆t0) =
ν∆t0. After substituting this value in Eq. (47) and divid-
ing by α+∆x0 both sides of the equation, we arrive at
− ∆t0
α+∆x0
∂W+
∂t0
≃ ν∆t0
α+∆x0
(W− −W+)
+ (1− ν∆t0)
(
∂W+
∂x0
∣∣∣∣
A
+
∆x0
2
∂2W+
∂x20
∣∣∣∣
A
)
+ν∆t0
α−
α+
(
∂W−
∂x0
∣∣∣∣
A
+
∆x0
2
∂2W−
∂x20
∣∣∣∣
A
)
. (48)
Since for a diffusion process x(t): ∆x0 ∼
√
D∆t0, from
Eq. (48) we obtain in the limit ∆t0 → 0
∂W+
∂x0
∣∣∣∣
A
= 0. (49)
By differentiating Eq. (41) (see Appendix A) and using
Eq. (49) we find
T ′+ (A) = 0, T
′
− (A) = 0, (50)
that are the boundary conditions (3) used in our paper.
If we request an immediate switching of dichotomous
noise η(t) when Brownian particle reaches the reflecting
boundary A, we must put β(∆t0) = 1 in Eq. (47). As a
result, we have
−∆t0 ∂W+
∂t0
≃ α−∆x0
(
∂W−
∂x0
∣∣∣∣
A
+
∆x0
2
∂2W−
∂x20
∣∣∣∣
A
)
+ W− −W+. (51)
In the limit ∆t0 → 0 we obtain from Eq. (51)
W+ = W−. (52)
Taking into account equality (52) in Eq. (51) and dividing
both sides of this equation by α−∆x0, we find in the limit
∆t0 → 0
∂W−
∂x0
∣∣∣∣
A
= 0. (53)
Equations (52) and (53) are equivalent to the following
conditions for MFPTs at the reflecting boundary
T+ (A) = T− (A) , T
′
+ (A) = 0 (54)
and
T+ (A) = T− (A) , T
′
− (A) = 0. (55)
It would be emphasized that conditions (54) and (55) were
previously derived in Ref. [33] by more complex procedure.
We must choose the conditions (54) or, alternatively, the
conditions (55) from physical considerations.
7 Appendix C
Using Eqs. (16) we can eliminate the unknown constant
c6 from Eq. (15) and after rearrangements obtain
T± (0) =
b
k
+
νL2
Γ 2
+
3∑
i=1
aci
(
eµi
k + λiD
+
Dλi
Γ 2
)
− Γ
2
2νk2
− c5 2νL
a
∓ c5Γ
2
a2
(
1± a
k
)
. (56)
The unknown constants c1, c2, c3, c5 involved in Eq. (56)
must be found from the following set of equations (see
Eqs. (16))
3∑
i=1
cie
µi =
a
2νk
,
3∑
i=1
ci − c5
(
1 +
2νD
a2
cosh γL
)
=
aD
Γ 3
sinh γL+
a
2νk
− aL
Γ 2
,
3∑
i=1
ciλi − c5 2νΓ
a2
sinh γL =
a
Γ 2
(cosh γL− 1) ,
3∑
i=1
ciλi
k + λiD
− c5 2ν
a2
(cosh γL− 1)
=
2νL
aΓ 2
+
a
Γ 3
sinh γL− 1
ak
. (57)
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To investigate the NES phenomenon, we look for asymp-
totic expressions of Eqs. (56) and (57) for D → 0, with an
accuracy of linear terms. To do this we need approximate
expressions of the cubic equation roots. From Eq. (13) we
have
λ1 + λ2 + λ3 = −2k
D
,
λ1λ2λ3 =
2νk
D2
, (58)
and, as a consequence, we can put the roots in the follow-
ing form
λ ≃ A1
D
+A2 +A3D, (59)
with the unknown constants A1, A2, A3. Substitution of
Eq. (59) in Eq. (13) gives
λ1 ≃ −k + a
D
− ν
k + a
,
λ2 ≃ −k − a
D
− ν
k − a ,
λ3 ≃ 2νk
k2 − a2
[
1− 2νD
(
k2 + a2
)
(k2 − a2)2
]
. (60)
As it is seen from Eq. (60), in the limit D → 0 (γ →
+∞) we have: µ1 → −∞ and µ2 → −∞. Therefore, the
negligibly small terms with eµ1 and eµ2 can be neglected
in Eq. (56) and in the first equation (57), and we find
c3 ≃ a
2νk
· e−µ3 . (61)
Using the following approximate expressions
sinh γL ≃ cosh γL ≃ e
γL
2
(γ → +∞) ,
we find c5 from Eqs. (57)
c5 ≃ − a
3
2νΓ 3
. (62)
Substituting Eqs. (61) and (62) in Eq. (56), and solving
the system (57), we obtain
T± (0) ≃ b
k
+
νL2
Γ 2
+
a2
2νk (k + λ3D)
+
a2[k(Γ 2 − 4νD + 2νLΓ )− Γ 2(Γ +Dλ3)]
Γ 4λ3(k +Dλ3)(k +Dλ3 + Γ )
+
a2e−µ3 [(k +Dλ3)(k + 3Dλ3)− Γ 2]
2νkΓ (k +Dλ3)(k +Dλ3 + Γ )
+
a2L
Γ 3
− Γ
2
2νk2
± a
2νΓ
(
1± a
k
)
. (63)
After expanding the expression (63) in power series in D
up to linear terms we derive the main result (17)-(19).
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