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STRONG RIGIDITY OF II1 FACTORS ARISING FROM
MALLEABLE ACTIONS OF w-RIGID GROUPS, II
SORIN POPA
University of California, Los Angeles
Abstract. We prove that any isomorphism θ : M0 ≃ M of group measure space
II1 factors, M0 = L∞(X0, µ0)⋊σ0 G0, M = L
∞(X,µ)⋊σ G, with G0 an ICC group
containing an infinite normal subgroup with the relative property (T) of Kazhdan-
Margulis (i.e. G0 w-rigid) and σ a Bernoulli shift action of some group G, essentially
comes from an isomorphism of probability spaces which conjugates the actions with
respect to some identification G0 ≃ G. Moreover, any isomorphism θ of M0 onto
a “corner” pMp of M , for p ∈ M an idempotent, forces p = 1. In particular, all
group measure space factors associated with Bernoulli shift actions of w-rigid ICC
groups have trivial fundamental group and any isomorphism of such factors comes
from an isomorphism of the corresponding groups. This settles a “group measure
space version” of Connes rigidity conjecture, shown in fact to hold true in a greater
generality than just for ICC property (T) groups. We apply these results to ergodic
theory, establishing new strong rigidity and superrigidity results for orbit equivalence
relations.
0. Introduction.
We continue in this paper the study of rigidity properties of isomorphisms
θ : M0 ≃ M of crossed product II1 factors initiated in ([Po4]), concentrating here
on the “group measure space” case, when the factors M0,M involved come from
free ergodic measure preserving (m.p.) actions of groups on probability spaces.
Similarly to ([Po4]), we assume the “source” factor M0 comes from an arbitrary
free ergodic measure preserving action σ0 of a “mildly rigid” group G0 (i.e. having
a “large” subgroup with the relative property (T) of Kazhdan-Margulis), while the
“target” factor M comes from an action σ satisfying good “deformation+mixing”
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properties (typically a Bernoulli shift). Our main result shows that any isomor-
phism θ between such group measure space factors M0,M essentially comes from
an isomorphism of probability spaces that conjugates the actions σ0, σ, with re-
spect to some isomorphism of the groups G0, G. In particular, any isomorphism
of the probability spaces that takes the orbits of σ0 onto the orbits of σ (almost
everywhere), must come from a conjugacy of the actions σ0, σ. This establishes new
strong rigidity and superrigidity results in orbit equivalence ergodic theory, which
are thus obtained through a von Neumann algebra approach.
The factors M0,M come from the following data: σ0 : G0 → Aut(X0, µ0),
σ : G → Aut(X, µ) are free ergodic measure preserving (m.p) actions of count-
able discrete groups G0, G on standard probability spaces (X0, µ0), (X, µ); M0 =
L∞(X0, µ0)⋊σ0 G0, M = L
∞(X, µ)⋊σG are their associated group measure space
(or crossed product) II1 factors, as defined by Murray and von Neumann ([MvN1]).
In addition to being free and ergodic, (σ0, G0), (σ,G) are assumed to satisfy:
(∗). G0 is w-rigid, i.e. it contains an infinite normal subgroup H0 with the relative
property (T) of Kazhdan-Margulis (in other words, (G0, H0) is a property (T) pair,
see [Ma], [dHV]). We also consider the class wT0 of groups G0 containing subgroups
H ⊂ G0 with the properties: (a). (G0, H) is a property (T) pair; (b). H is not
virtually abelian; (c). H satisfies a “very weak” normality condition in G0 (see
7.0.3). The w-rigid groups will always be required ICC (infinite conjugacy class),
while the groups in the class wT0 need not be ICC.
Infinite property (T) groups are both w-rigid and in the class wT0. The groups
Z2⋊Γ, for Γ ⊂ SL(2,Z) non-amenable (cf [Ka], [Ma], [Bu]) and the groups ZN ⋊Γ
for suitable actions of arithmetic lattices Γ ⊂ SU(n, 1), SO(n, 1), n ≥ 2 (cf [Va],
[Fe]) are all w-rigid, but not in the class wT0. Any product of a w-rigid (resp. wT0)
group with an arbitrary group is still w-rigid (resp. wT0).
(∗∗). σ is a Bernoulli shift action of an ICC groupG. Thus, σ acts on the probability
space (X, µ) = Πg(Y0, ν0)g by σg((xh)h) = (x
′
h)h, where x
′
h = xg−1h, ∀h. The key
attributes of Bernoulli shifts that we actually need are: a deformation property
called sub s-malleability (Definition 4.2 in [Po4]); a strong mixing property called
clustering (Definition 1.1 in this paper). Thus, all statements below that require
an action to be Bernoulli, equally work with the assumption “sub s-malleable and
clustering”.
The results we prove concern the structure of isomorphisms θ :M0 ≃M between
factors as above. More generally, we consider isomorphisms between amplifications
of M0,M by positive real numbers ([MvN2]): If N is a II1 factor and t > 0 then
the amplification of N by t is the (isomorphism class of the) II1 factor N
t def=
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pMn×n(N)p, where n ≥ t and p is a projection in Mn×n(N) of normalized trace
τ(p) equal to t/n. Thus, if 1 ≥ t > 0 then N t is a “corner” pNp of N , for p ∈ N a
projection of trace t.
Any orbit equivalence (OE) of σ0, σ (i.e. an isomorphism of probability spaces
(X0, ν0) ≃ (X, µ) which takes onto each other the equivalence relations Rσ0 ,Rσ
given by the orbits of (σ0, G0), (σ,G)) implements an isomorphism of M0,M (cf.
[Dy], [FM]). More generally, if Y ⊂ X has measure µ(Y ) = t > 0 then any
isomorphism (X0, µ0) ≃ (Y, µY ) which takes Rσ0 onto the equivalence relation
RYσ obtained by intersecting the orbits of σ with Y implements an isomorphism
M0 ≃ M t. In general, not all isomorphisms of group measure space factors come
from OE ([CJ1]), and OE need not imply isomorphism of groups ([MvN2], [Dy],
[OW], [CFW]), much less conjugacy of actions. However, we have:
0.1. Theorem (vNE Strong Rigidity). Let M0,M be group measure space II1
factors arising from actions (σ0, G0), (σ,G) satisfying (∗) resp. (∗∗). If θ : M0 ≃
M t is an isomorphism of von Neumann algebras, for some 1 ≥ t > 0, then t = 1
and θ is of the form θ = Ad(u) ◦ θγ ◦ θδ,∆, where: u is a unitary element in M ;
θγ ∈ Aut(M) is implemented by a character γ of G; θδ,∆ : M0 ≃M is implemented
by an isomorphism of groups δ : G0 ≃ G and an isomorphism of probability spaces
∆ : (X0, µ0) ≃ (X, µ) satisfying σ(δ(h)) ◦∆ = ∆ ◦ σ0(h), ∀h ∈ G0.
This extremely rigid situation is in sharp contrast with the amenable case, where
by Connes’ Theorem ([C3]) all group measure space II1 factors L
∞(X, µ)⋊σ G are
isomorphic, and by results of Dye ([Dy]), Ornstein-Weiss ([OW]), Connes-Feldman-
Weiss ([CFW]) all (σ,G) are orbit equivalent. Instead, Theorem 0.1 is in line with
the rigidity results established over the last 25 years in von Neumann algebra theory
([C1,2], [CJ2], [Po8], [CoHa], [GoNe], [Po1-4]) and orbit equivalence ergodic theory
([Zi], [GeGo], [Po8], [Ga1,2], [Fu1-3], [MoSh], [Hj], [PoSa], [Po9]).
In fact, the terminology “strong rigidity” is borowed from ergodic theory, where
“strong orbit rigidity” ([Zi], [Fu1]), or “OE strong rigidity” ([MoSh]), designates
results showing that within a certain class of group actions orbital equivalence au-
tomatically entails isomorphism of the groups and conjugacy of the actions. While
deriving the same type of conclusion, Theorem 0.1 assumes an even weaker equiv-
alence of actions than orbit equivalence (OE), namely von Neumann equivalence
(vNE), i.e. isomorphism of the associated group measure space von Neumann al-
gebras. Since Connes and Jones constructed examples of non-OE actions that give
rise to isomorphic factors ([CJ1]), vNE is indeed (strictly) weaker than OE. Thus,
Theorem 0.1 can be viewed both as a “strong rigidity”-type result in von Neumann
algebra theory, and as a new, stronger rigidity statement for ergodic theory.
By applying this result to the case both actions are Bernoulli shifts and both
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groups are ICC and either w-rigid or in wT0, one obtains a large class of group
measure factors that can be distinguished by the isomorphism class of their group-
data:
0.2. Corollary. Let Gi be ICC and either w-rigid or in the class wT0 and σi :
Gi → Aut(Xi, µi) a Bernoulli Gi-action, i = 0, 1. Denote Mi = L∞(Xi, µi)⋊σi Gi
the associated group measure space II1 factors and M
∞
i = Mi⊗B(ℓ
2N) the cor-
responding II∞ factors, i = 0, 1. Then M
∞
0 ≃ M
∞
1 ⇔ M0 ≃ M1 ⇔ σ0 con-
jugate to σ1 with respect to some identification of G0 ≃ G. Even more so, if
θ : M∞0 ≃M
∞
1 , then θ is the amplification of an isomorphism θ0 :M0 ≃M1 of the
form θ0 = Ad(u) ◦ θγ ◦ θδ,∆, for some u ∈ U(M1), γ ∈ Char(G1) and δ : G0 ≃ G1,
∆ : (X0, µ0) ≃ (X1, µ1) satisfying σ1(δ(h))∆ = ∆σ0(h), ∀h ∈ G0.
At the Kingston AMS Summer School in 1980 A. Connes posed the problem
of showing that factors arising from property (T) ICC groups are isomorphic iff
the groups are isomorphic (see [C2]). He formulated the question related to his
discovery that property (T) ICC groups G give rise to group factors L(G) with
rigid symmetry structure ([C1]). By now, several results in von Neumann algebras
([CoHa], [Po8], [CSh]) and ergodic theory ([Zi], [CoZi], [GeGo], [GoNa], [Fu1,2])
provide supporting evidence towards a positive answer to the conjecture (see V.F.R.
Jones’ comments on the “higher rank lattice” version of this problem in [J2]).
Since L∞(Xi, µi) ⋊σi Gi, for σi Bernoulli, can be viewed as a canonical “group
measure space”-version of the group factor L(Gi), Corollary 2 can be regarded as
an affirmative answer to a natural “relative variant” of the conjecture. This is best
emphasized by re-formulating Corollary 0.2 as a “group factor” statement, by using
wreath product groups. Thus, if we denote G˜ = ZG ⋊G (the wreath product with
“base” Z) then the group factor L(G˜) is naturally isomorphic to the group measure
space factor corresponding to the Bernoulli shift action σ of G on TG, and so we
get:
0.3. Corollary. Let Gi be w-rigid ICC groups and denote G˜i = Z
Gi ⋊ Gi the
corresponding wreath product, i = 0, 1. Then L(G˜0) ≃ L(G˜1) iff G˜0 ≃ G˜1 and iff
G0 ≃ G1.
Corollary 0.2 shows that all group measure space factors L∞(X, µ) ⋊σ G for
G w-rigid ICC and σ Bernoulli G-action have trivial fundamental group. It also
reduces the calculation of the outer automorphism group of such a factor to the
calculation of the commutant of σ in the set of automorphisms of the probability
space (X, µ), Aut0(σ,G)
def
= σ(G)′ ∩ Aut(X, µ):
0.4. Corollary. Let G be ICC and either w-rigid or in wT0. If σ : G→ Aut(X, µ)
is a Bernoulli G-action and M = L∞(X, µ)⋊σ G, M
∞ = M⊗B(ℓ2N) then M has
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trivial fundamental group, F (M) = {1}, and Out(M∞) = Out(M) = Aut0(σ,G)×
(Char(G)⋊Out(G)). Similarly, F (Rσ) = {1}, Out(Rσ) = Aut0(σ,G)×Out(G).
The first examples of II1 factors with trivial fundamental group were obtained
in ([Po2]; see also [Po3]). The key result which allowed this computation was
a “strong rigidity”-type result similar to Theorem 0.1, showing that any stable
vNE of two actions (σ0, G0), (σ,G), with σ0 satisfying a relative property (T) in
the spirit of Kazhdan-Margulis and Connes-Jones ([CJ2]), and with G satisfying
Haagerup’s compact approximation property, comes from an OE of the actions.
Thus, for the class HT of factors arising from actions satisfying both properties,
all OE invariants (such as Gaboriau’s cost or ℓ2-Betti numbers [Ga1,2]) are in fact
isomorphism invariants of the factors. Using the calculations of ℓ2-Betti numbers
in ([Ga2]) one derives that L∞(T2, λ)⋊Fn = L(Z
2 ⋊Fn) have trivial fundamental
group and are mutually non-isomorphic for n = 2, 3, .... Thus, the approach for
calculating fundamental groups in ([Po2]) makes crucial use of Gaboriau’s work in
OE ergodic theory.
In turn, the approach in this paper leads to a direct calculation of fundamental
group of factors, through purely von Neumann algebra techniques, without using
OE ergodic theory. Even more so, it provides new calculations of fundamental
groups of equivalence relations, not covered by ([Ga1,2], [Fu1,2], [MoSh]).
We already pointed out that Theorem 0.1 implicitly gives an OE strong rigidity
result. We mention two more OE rigidity results that we can derive from 0.1 (see
Section 7 for more applications). The first one concerns embeddings of equivalence
relations and it can be viewed as a Galois-type correspondence between w-rigid
subequivalence relations of a Bernoulli G-action and w-rigid subgroups of G:
0.5. Theorem (OE Strong Rigidity for Embeddings). Let σ : G→ Aut(X, µ)
be a Bernoulli shift action of an ICC group G. If σ0 is a free ergodic m.p. action of
a w-rigid ICC group G0 (or of a group G0 ∈ wT0) on (X0, µ0) and ∆0 : (X0, µ0) ≃
(X, µ) satisfies ∆0(Rσ0) ⊂ Rσ then there exists an isomorphism δ : G0 ≃ G
′
0 ⊂ G
and α ∈ Inn(Rσ) such that ∆ = α ◦∆0 satisfies ∆ ◦ σ0(h) = σ(δ(h))∆, ∀h ∈ G0.
If we restrict ourselves from w-rigid to Kazhdan groups, one can deduce from
Theorem 0.1 an “OE rigidity” result where all conditions on the actions and on the
groups involved are on just “one side”, a type of result labelled “OE superrigidity”
in ([MoSh]):
0.6. Theorem (OE Superrigidity). Let G be an ICC property (T) group and
σ : G → Aut(X, µ) a Bernoulli shift action. Let G0 be any group and σ0 : G0 →
Aut(X0, µ0) any free m.p. action of G0. If ∆0 : (X0, µ0) ≃ (Y, µ|Y ) satisfies
∆0(Rσ0) = R
Y
σ , for some subset Y ⊂ X of positive measure, then Y = X and
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there exist α ∈ Inn(Rσ), δ : G0 ≃ G, ∆ : (X0, µ0) ≃ (X, µ) satisfying σ(δ(h))∆ =
∆σ0(h), ∀h ∈ G0, such that ∆0 = α ◦ ∆. In particular, if Y ⊂ X has measure
0 6= µ(Y ) < 1 then the equivalence relation RYσ cannot be realized as orbits of a free
action of a group.
OE rigidity results were pioneered by Zimmer in the early 80’s (see [Zi]). Furman
revived this direction, establishing further, sweeping OE rigidity results for classic
actions of higher rank lattices ([Fu1]). Most recently, Monod and Shalom proved
surprising “OE strong rigidity and superrigidity” results for a completely new class
of groups (e.g. products of torsion free non-elementary hyperbolic groups) under
very general ergodicity conditions on the actions ([MoSh]). The above applications
bring additional insight to this fascinating subject.
A few words on the proofs: It is the sub s-malleability (+ mixing) condition
on σ and the “weak property (T)” (w-rigidity) of G0 that were used in ([Po4]) to
prove that any θ : M0 ≃ pMp as in Theorem 0.1 can be perturbed by an inner
automorphism of pMp so that to take the group von Neumann algebra L(G0),
generated by G0 in M0, into a corner of the group von Neumann algebra L(G),
generated by G in M . This preliminary rigidity result is crucial for the analysis in
this paper. It reduces the proof of Theorem 0.1 to settling the case M0 = pMp,
p ∈ L(G), L(G0) ⊂ pL(G)p. We in fact prove a much more general statement,
which only requires σ clustering, letting G,G0, σ0 arbitrary:
0.7. Theorem (Criterion for Conjugacy of Actions). Let σ : G→ Aut(X, µ),
σ0 : G0 → Aut(X0, µ0) be free, ergodic, m.p. actions. Denote A = L∞(X, µ),
M = A ⋊σ G, A0 = L
∞(X0, µ0), M0 = A0 ⋊σ0 G0. Let L(G) ⊂ M (respectively
L(G0) ⊂M0) be the von Neumann subalgebra generated by the canonical unitaries
{ug}g∈G ⊂M implementing the action σ (resp. {u0h}h∈G0 ⊂M0 implementing σ0).
Let also p ∈ L(G) be a projection and assume:
(a). σ is clustering.
(b). pMp =M0, with L(G0) contained in pL(G)p.
Then p is central in L(G), τ(p)−1 is an integer, pL(G)p = L(G0) and there exist
a normal subgroup K ⊂ G with |K| = τ(p)−1, an Ad(G)-invariant character κ of
K, implementing a trivial 2-cocycle on G/K, and a unitary element u ∈ pL(G)p
such that:
(i). p = |K|−1Σk∈Kκ(k)uk and ukp = κ(k)p, ∀k ∈ K.
(ii). uA0u
∗ = AKp, where AK = {a ∈ A | σk(a) = a, ∀k ∈ K}.
(iii). {ugp | g ∈ G} = {uu0hu
∗ | h ∈ G0}, modulo multiplication by scalars. More
precisely, there exist an isomorphism δ : G0 ≃ G/K, a lifting G/K ∋ g 7→ g′ ∈ G
and a map α : G0 → T such that Ad(u)(u0h) = α(h)uδ(h)′p, ∀h ∈ G0.
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If in addition G is assumed ICC then K = {e}, p = 1 and δ is an isomorphism
δ : G0 ≃ G.
Note that this result holds true even in the hyperfinite case, i.e. when G0, G are
amenable. In fact, if we apply it to the particular case M0 = M = R, G = G0
abelian, p = 1 and L(G) = L(G0) then conclusion (ii) alone gives an affirmative
answer to a recent conjecture of Neshveyev and Størmer in ([NeSt]), but for the
more restrictive class of clustering actions (e.g. Bernoulli shifts) rather than just
weakly mixing, as formulated in ([NeSt]).
This Conjugacy Criterion is stated as Theorem 5.1 in the text. Its proof, which
occupies most of the paper (sections 1-6), splits into two parts, using rather different
techniques: Part I consists in proving a “Cartan Conjugacy Criterion” (Theorem
4.2 in the text), showing that assumptions (a), (b) above imply A0 can be unitary
conjugate onto a corner of A. The proof, which takes Sections 1-4, utilises (A.1
in [Po2]), ultrapower algebra techniques and a careful “asymptotic analysis” of
Fourier expansions Σgagug for elements in A⋊σG. It is the only part that uses the
clustering assumption on σ (see 1.1 below for the definition of clustering).
Part II of the proof of 0.7 consists in showing that if in addition to (a), (b) we
also assume A0 can be unitary conjugate onto a corner of A, then (i)− (iii) follow.
This is Theorem 5.2 in the text. In fact, instead of (a) (i.e. the clustering condition
on σ), for this result we only assume σ and σ0 mixing. The proof takes Sections 5
and 6 and uses “local quantization” techniques, in the spirit of (A.1 in [Po9]).
Our results leave unsolved the problem of showing that a group measure space
factor arising from a Bernoulli action of an ICC property (T) group has ALL its
Cartan subalgebras unitary conjugate. Or at least showing that an isomorphism of
group measure space factorsM0,M arising from actions (σ0, G0), (σ,G) is sufficient
to imply that if G has (T) then G0 has (T). If true, then Theorem 0.1 would also
imply a “vNE superrigidity”-type result for factors, similar to the OE superrigidity
in Theorem 0.6.
The present article is an outgrowth of a paper with the same title and references
(math.OA/0407137) that we have circulated since July 2004 and in which we only
proved that an isomorphism θ : M0 ≃ M
t with M0,M satisfying (∗), (∗∗) comes
from an orbit equivalence of σ0, σ
t. To derive from that the triviality of the funda-
mental group and rigidity results for factors, we had to make additional restrictions
on the groups and rely on OE rigidity results of Gaboriau ([Ga]), Monod-Shalom
([MoSh]) and ([PoSa]). All these applications are now consequences of the “vNE
Strong Rigidity” (0.1) and are shown is a greater generality.
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1. Clustering properties for actions
The purpose of the first three sections is to lay down the necessary technical
background for the proof of the Cartan Conjugacy Criteria in Section 4.
Thus, in this Section we define the “clustering” property for actions of groups
and a related notion of “clustering coefficients” for sequences of elements in the
corresponding cross-product algebras. The considerations we make in this Section,
as well as in Sections 2 and part of 3, concern actions of groups by trace preserving
automorphisms on arbitrary finite von Neumann algebras (N, τ) (τ denoting the
fixed faithful normal trace on N). Starting with 3.5 though, the finite von Neumann
algebra (N, τ) will always be abelian, a fact that will be emphasized by using the
generic notation A instead of N (possibly with indices).
1.1. Definition. Let σ : G → Aut(N, τ) be an action of a discrete group G on
a finite von Neumann algebra (N, τ). A pair (N0, {Bn}n) consisting of a dense ∗-
subalgebra N0 ⊂ N and a decreasing sequence of von Neumann subalgebras {Bn}n
of N is a clustering resolution for σ if it satisfies the following conditions:
(1.1.1). For all y ∈ N0 there exists m such that EBm(y) = τ(y)1;
(1.1.2). For all m and all y ∈ N0 there exists F ⊂ G finite such that σg(y) ∈ Bm,
∀g ∈ G \ F ;
(1.1.3). For all m ≥ 1 and all g ∈ G there exists n such that σg(Bn) ⊂ Bm.
An action σ is clustering if it has a clustering resolution.
1.2. Proposition. 1◦. If σ is clustering then for any n ≥ 1 it satisfies the
following n-mixing condition:
(1.2.1) lim
g1,...,gn→∞
|τ(y0σg1(y1)...σgn(yn))− τ(y0)τ(σg1(y1)...σgn(yn))| = 0
for all y0, y1, ..., yn ∈ N .
2◦. If σ is either a commutative or a Connes-Størmer Bernoulli shift action then
σ is clustering.
Proof. 1◦. By (1.1.1), and Kaplansky’s density theorem, lim
n→∞
‖EBn(x)− τ(x)1‖2 =
0, ∀x ∈ N . Thus, for all x ∈ N we have lim
n→∞
|τ(EBn(x)x
′) − τ(x)τ(x′)| = 0
uniformly in x′ ∈ (N)1. Letting x = y0, x′ = σg1(y1)...σgn(yn) and applying
(1.1.2), it follows that
lim
g1,...,gn→∞
τ(y0σg1(y1)...σgn(yn)) = τ(y0)τ(σg1(y1)...σgn(yn)).
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2◦. Let (N0, ϕ0) be a von Neumann algebra with discrete decomposition. Assume
σ is the (N0, ϕ0)-Bernoulli shift action of G on (N , ϕ) = ⊗
g∈G
(N0, ϕ0)g given by
σh(⊗gxg) = ⊗gx′g, where x
′
g = xh−1g. It also acts on the centralizer algebra
N = Nϕ, by restriction.
Let Sn be an increasing sequence of finite subsets of G such that ∪nSn = G
and denote by Bn = ⊗
g∈Sc
n
(N0, ϕ0)g, where Scn = G \ Sn. We claim that N
0 =
Nϕ ∩⊗g(N0, ϕ0)g ⊂ N (algebraic tensor product) and Bn = Nϕ ∩Bn, n ≥ 1, give a
clustering resolution for the action σ of G on N = Nϕ. Indeed, condition (1.1.1) is
clearly satisfied by the definition and by the fact that gh ∈ Scn as g →∞, ∀h ∈ G.
To check (1.1.2) note that if y ∈ Nϕ ∩ ⊗
g∈Sn
(N0, ϕ0)g, for some large enough n,
then for any m, σg(y) ∈ Bm as g →∞.
To show that (1.1.3) is verified, consider the weakly dense subalgebra B0n =
Bn ∩N0 of Bn and note that since ∪nSn = G, we have g−1Sk ⊂ Sn (equivalently
g(Scn) ⊂ S
c
k) as n→∞. This implies that σg(B
0
n) ⊂ Bk as n→∞. But for each n
for which we have the above inclusion we also have σg(Bn) ⊂ Bk. Q.E.D.
We denote by M = N ⋊σ G the cross-product von Neumann algebra associated
to an action σ : G → Aut(N, τ) and by {ug}g ⊂ M the canonical unitaries imple-
menting the action σ. Also, we denote by L(G) the von Neumann subalgebra of M
generated by the unitaries {ug}g.
Let ω be a free ultrafilter on N, also viewed as a point in the Stone-Cech compact-
ification of N, ω ∈ N \N. Note that a subset V ⊂ N in the ultrafilter ω corresponds
in this latter case to a neighborhood of the point ω in the compact set N.
As usual, given a finite von Neumann algebra (B, τ) we denote by (Bω, τ) its
ultrapower algebra, i.e. the finite von Neumann algebra ℓ∞(N, B)/Iω, where Iω is
the ideal of elements x = (xn)n ∈ ℓ∞(N, B) with τ(x∗x) = 0, the trace τ = τω on
ℓ∞(N, B)/Iω being defined by τ((bn)n) = lim
n→ω
τ(bn) = 0. For basic properties and
results on ultrapower algebras see ([McD]).
We often identify B with the subalgebra of constant sequences in Bω.
1.3. Definition. Let σ : G→ Aut(N, τ) be a properly outer action with clustering
resolution (N0, {Bk}k). A sequence (xn)n ∈ ℓ
∞(N,M) has clustering coefficients
with respect to (N0, {Bn}n) (and to ω) if ∀ε > 0 and ∀m ≥ 1, ∃V ∈ ω such that if
ek denotes the orthogonal projection of L
2(M) onto L2(ΣgBkug) then ‖em(xˆn) −
xˆn‖2 ≤ ε, ∀n ∈ V . Note that if x = (xn)n has clustering coefficients then any
element in x + Iω also has clustering coefficients. Thus, this property passes to
elements in Mω = ℓ∞(N,M)/Iω.
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1.3.’ Notations. We denote by X the set of sequences (xn)n ∈ ℓ∞(N,M) with
clustering coefficients. We still denote by X the image inMω of the set of sequences
with clustering coefficients. Also, we denote by Y the set of elements (xn)n in Mω
with the property that lim
n→ω
‖EN (xnug)‖2 = 0, ∀g ∈ G.
We denote by Nω ⋊σ G the von Neumann subalgebra of M
ω generated by Nω
and the canonical unitaries ug, g ∈ G (regarded as constant sequences in Mω).
Also, we view the group von Neumann algebra L(G) = {ug}′′g as a subalgebra of
Mω, via the inclusion M ⊂Mω.
1.4. Lemma. 1◦. X ,Y are vector spaces.
2◦. If {xk}k ⊂ X is convergent in the norm ‖ ‖2 to an element x ∈ Mω then
x ∈ X . Also, the unit ball of X (resp. Y) is complete in the norm ‖ ‖2 given by
the trace τ on Mω.
Proof. 1◦ is trivial by the definitions.
Since Mω is a II1 factor ([McD]), (M
ω)1 is complete in the norm ‖ ‖2. Thus,
the completeness of (X )1 follows from the first part of 2◦.
To prove the first part of 2◦, let ε > 0 and m ≥ 1. Then there exists k such that
‖x−xk‖2 < ε/3. Thus, if xk = (xkn)n, x = (xn)n, then there exists a neighborhood
V ′ of ω such that ‖xkn − xn‖2 ≤ ε/3, ∀n ∈ V
′. But since xk ∈ X , it follows that
there exists a neighborhood V ′′ of ω such that ‖em(xˆkn) − xˆ
k
n‖2 ≤ ε/3, ∀n ∈ V
′′.
Hence, if we denote V = V ′ ∩ V ′′ then for n ∈ V we have:
‖em(xˆn)− xˆn‖2 ≤ ‖em(xˆn)− em(xˆ
k
n)‖2
+‖em(xˆ
k
n)− xˆ
k
n‖2 + ‖xˆ
k
n − xˆn‖2 ≤ 3ε/3 = ε.
This shows that x ∈ X .
The proof that Y ∩ (Mω)1 is complete is similar. Q.E.D.
1.5. Lemma. Y = Mω ⊖ (Nω ⋊ G). Equivalently, if x ∈ Mω then x ∈ Y iff
ENω⋊G(x) = 0. Also, L(G)
ω ∩ Y = L(G)ω ⊖ L(G).
Proof. This is trivial by the definitions. Q.E.D.
2. Multiplicative properties of clustering sequences
Unless otherwise specified, throughout this section σ denotes a clustering action
of G on (N, τ) with clustering resolution (N0, {Bn}n), as in Definition 1.1. Also,
X denotes its associated set of sequences with clustering coefficients, as in 1.3’. We
prove here some multiplicative properties for X .
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2.1. Lemma. 1◦. X ∩ Nω is equal to the von Neumann algebra ∩mBωm. Also,
ENω (X ) ⊂ X .
2◦. X is a L(G)− L(G)ω bimodule.
Proof. 1◦. We clearly have ∩mBωm ⊂ X ∩ N
ω, by the definitions. Conversely, if
x = (xn)n ∈ Nω belongs to X then for any m ≥ 1 and any ε > 0 there exists a
neighborhood V of ω such that ‖EBm(xn) − xn‖2 ≤ ε, ∀n ∈ V . But this implies
‖EBω
m
(x) − x‖2 ≤ ε and since ε > 0 was arbitrary, this shows that x ∈ Bωm. Since
m was arbitrary as well, x ∈ ∩mBωm.
Since for x = (xn)n ∈ Mω we have ENω (x) = (EN (xn))n, the last part is now
clear by the first part and the definitions.
2◦. Let x = (xn)n ∈ X and y = (yn)n ∈ L(G)ω, with yn ∈ (L(G))1, ∀g. By the
definition 1.3, for any m ≥ 1 and ε > 0 there exists a neighborhood V of ω and
{ξn}n ⊂ L2(ΣgBmug) such that ‖xˆn − ξn‖2 ≤ ε, ∀n ∈ V . But then ηn = ξnyn
belongs to L2(ΣBmug) and ‖ ˆxnyn − ηn‖2 ≤ ε, ∀n ∈ V . Thus, xy ∈ X .
To prove that X is a left L(G)-module, by 1.4 it is sufficient to show that if x ∈ X
then ugx ∈ X , ∀g ∈ G. By Definition 1.3, for any ε > 0 and any m there exist
m0, V ∈ ω and ξ′n ∈ L
2(ΣgBm0ug) such that σg(Bm0) ⊂ Bm and ‖xˆn − ξ
′
n‖2 ≤ ε,
∀n ∈ V . But then we have ugξ′n ∈ L
2(ΣgBmug). Thus, ‖ugxˆn − ugξ′n‖2 ≤ ε,
∀n ∈ V . This shows that (ugxn)n ∈ X . Q.E.D.
2.2. Lemma. The unitaries ug, g ∈ G, normalize X ∩ Nω = ∩mBωm and X ∩
(Nω ⋊G) is equal to the von Neumann algebra (∩mBωm)⋊G, generated by ∩mB
ω
m
and {ug}g. Also, ENω⋊G(X ) ⊂ X .
Proof. By (1.1.3) and Definition 1.3, we clearly have ug(∩mB
ω
m)u
∗
g = ∩mB
ω
m.
By 2.1.2◦, the ∗-algebra generated by ∩Bωm and {ug}g is contained in X . Con-
versely, if x = (xn)n ∈ X ∩ (Nω ⋊G) then x = ΣgENω (xu∗g)ug and by 2.1.1
◦ each
ENω (xu
∗
g), g ∈ G, follows in X ∩N
ω = ∩mBωm. Thus, x ∈ (∩mB
ω
m)⋊G.
To see that if x ∈ X then ENω⋊G(x) ∈ X , note that ENω (xu∗g)ug ∈ (∩mB
ω
m)⋊G,
so by taking finite sums and limits we get ENω⋊G(x) ∈ L2((∩mBωm)⋊G), implying
that ENω⋊G(x) ∈ (∩mBωm)⋊G ⊂ X . Q.E.D.
2.3. Corollary. If x ∈ X , then x− ENω⋊G(x) ∈ X ∩ Y .
Proof. By the last part of 2.2 we have x − ENω⋊G(x) ∈ X while by 1.5 we have
x− ENω⋊G(x) ∈ Y . Q.E.D.
2.4. Lemma. X ∩ Y is a right M -module, i.e., if x ∈ X ∩ Y then xM ⊂ X ∩ Y.
In particular, (L(G)ω ⊖ L(G))M ⊂ X .
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Proof. By 1.4 it is sufficient to prove that xy ∈ X ∩ Y for y ∈ N0 ∪ {ug}g. The
case y = ug is trivial by the definitions. Let y ∈ N0, ‖y‖ ≤ 1. Then clearly xy ∈ Y .
To show that xy ∈ X as well, let m ≥ 1, ε > 0 . By Definition 1.1 there exists
F ⊂ G finite such that σg(y) ∈ Bm, ∀g ∈ G \ F . On the other hand, by 1.3, since
x ∈ X there exists a neighborhood V of ω so that ‖em(xˆn)− xˆn‖2 ≤ ε/2, ∀n ∈ V .
Also, since x ∈ Y , V can be chosen so that if xn = Σgyn,gug, with yn,g ∈ N , then
‖yn,g‖2 ≤ ε/3|F |
1/2, ∀n ∈ V . All this entails the following estimates:
‖em( ˆxny)− ˆxny‖
2
2 = Σg∈G‖EBm(yn,gσg(y))− yn,gσg(y)‖
2
2
= Σg∈F‖EBm(yn,gσg(y))− yn,gσg(y)‖
2
2
+Σg∈G\F ‖EBm(yn,gσg(y))− yn,gσg(y)‖
2
2
≤ 4Σg∈F‖yn,g‖
2
2 + Σg∈G\F‖(EBm(yn,g)− yn,g)σg(y)‖
2
2
< ε2/2 + ‖em(xˆn)− xˆn‖
2
2 < ε
2.
Thus xy ∈ X . Q.E.D.
While by 2.4 X ∩Y is invariant to multiplication by M from the right, the next
result shows that multiplication from the left by elements in M ⊖ L(G) takes the
space X ∩ Y perpendicular to X :
2.5. Lemma. (M ⊖ L(G))(X ∩ Y) ⊥ X .
Proof. Let x = (xn)n ∈ X ∩ Y , y ∈ M with EL(G)(y) = 0. We have to show that
lim
n→ω
τ(z∗nyxn) = 0, ∀z = (zn)n ∈ X .
By linearity and Kaplansky’s density theorem it is clearly sufficient to prove the
statement for y of the form y = ygug for some g ∈ G and yg ∈ N
0, τ(yg) = 0. Also,
since by 2.1 we have ug(X ∩ Y) ⊂ X ∩ Y , by replacing (xn)n by (ugxn)n it follows
that it is in fact sufficient to prove the statement for y ∈ N0 with τ(y) = 0. In
addition, we may assume ‖y‖ ≤ 1, ‖x‖ ≤ 1, ‖z‖ ≤ 1.
Since em(yˆ) = ˆEBm(y), we have em(yξ) = EBm(y)ξ for any ξ ∈ L
2(ΣgBmug).
As y ∈ N0 and τ(y) = 0, by (1.1.1) there existsm such that EBm(y) = 0. Let ε > 0.
Since x, z ∈ X , there exists a neighborhood V of ω so that ‖em(xˆn) − xˆn‖2 ≤ ε/2
and ‖em(zˆn)−zˆn‖2 ≤ ε/2, ∀n ∈ V . But then, for each n ∈ V we have the estimates:
|τ(z∗nyxn)| ≤ |〈yem(xˆn), em(zˆn)〉|
+‖zˆn − em(zˆn)‖2‖yxn‖2 + ‖em(zˆn)‖2‖yxˆn − yem(xˆn)‖2
≤ |〈yem(xˆn), em(zˆn)〉|+ ε = ε,
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where for the last equality we have used
〈yem(xˆn), em(zˆn)〉 = 〈em(yem(xˆn)), em(zˆn)〉 = 〈EBm(y)em(xˆn), em(zˆn)〉 = 0.
Q.E.D.
Since L(G)ω⊖L(G) ⊂ X ∩Y , Lemmas 2.4, 2.5 imply that (M ⊖L(G))(L(G)ω⊖
L(G)) ⊥ (L(G)ω ⊖ L(G))M . This orthogonality holds in fact true in a larger
generality:
2.6. Lemma. Let σ be a free, mixing action of a discrete group G on a finite
von Neumann algebra (N, τ) and denote M = A ⋊σ G. If (xn)n, (yn)n ∈ L(G)
are bounded sequences that weakly converge to 0, then lim
n→∞
τ(x∗na
∗ynb) = 0 for all
a, b ∈M ⊖ L(G). Thus, (M ⊖ L(G))(L(G)ω ⊖ L(G)) ⊥ (L(G)ω ⊖ L(G))M .
Proof. We may assume ‖xn‖, ‖yn‖ ≤ 1, ∀n. By linearity and Kaplansky’s density
theorem, it is sufficient to prove the statement for a = a0ug, b = b0uh, where
g, h ∈ G and a0, b0 ∈ N . Also, since (ugxn)n, (ynuh)n are still converging weakly
to 0, it follows that it is in fact sufficient to prove the statement for a, b ∈ N with
τ(a) = τ(b) = 0, ‖a‖, ‖b‖ ≤ 1. For such a, b, if we let xn = Σgcngug, yn = Σgd
n
gug,
cng , d
n
g ∈ C, be the Fourier expansions, then τ(x
∗
na
∗yn) = Σg∈Gc
n
g d
n
g τ(a
∗σg(b)), with
the sum being ℓ1(G) convergent.
Let ε > 0. Since σ is mixing and τ(a) = 0, there exists a finite subset F ⊂ G
such that |τ(a∗σg(b))| ≤ ε/2, ∀g ∈ G\F . By the weak convergence of the sequences
(xn)n, (yn)n, there exists n0 ≥ 1 such that Σg∈F |cngd
n
g | ≤ ε/2, ∀n ≥ n0. Altogether,
for n ≥ n0 we get the estimates:
|τ(x∗na
∗yn)| = |Σg∈Gc
n
gd
n
g τ(a
∗σg(b))|
≤ Σg∈F |c
n
gd
n
g |‖a‖‖b‖+Σg 6∈F |c
n
g d
n
g ||τ(a
∗σg(b))|
≤ ε/2 + (ε/2)Σg 6∈F |c
n
gd
n
g | ≤ ε.
Q.E.D.
3. Clustering algebras associated to pairs of actions
Let σ : G → Aut(N, τ) be a properly outer clustering action with clustering
resolution (N0, {Bn}n), as in Sections 1, 2. In this Section we assume that for
a non-zero projection p ∈ L(G) = {ug}g
′′
the reduced algebra M0 = pMp has
another cross-product decomposition M0 = N0 ⋊σ0 G0, for some properly outer
action σ0 : G0 → Aut(N0, τ).
3.1. Notation. We denote X0 = X ∩ (N ′0 ∩ N
ω
0 ). Note that by 1.4.1
◦, X0 is a
vector subspace of pMωp. We show that in fact :
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3.2. Theorem. X0 is a von Neumann subalgebra of p(Nω ⋊G)p.
Proof. We first prove that ∀ε > 0, ∃y0 ∈ U(N0) such that ‖EL(G)(y0)‖2 ≤ ε.
Indeed, for if not then ∃ε0 > 0 such that if we denote by (〈M, eL(G)〉, T r) the basic
construction algebra corresponding to the inclusion L(G) ⊂M , then
Tr(eL(G)yeL(G)y
∗) = ‖EL(G)(y)‖
2
2 ≥ ε
2
0, ∀y ∈ U(N0).
Taking weak limits of convex combinations of elements of the form yeL(G)y
∗,
for y ∈ U(N0), it follows that Tr(eL(G)a) ≥ ε0 for any a ∈ K = co
w{yeL(G)y
∗ |
y ∈ U(N0)}. In particular, Tr(eL(G)a0) ≥ ε
2
0 for a0 the unique element of minimal
norm ‖ · ‖2,T r in K. Thus, a0 6= 0. But ya0y∗ ∈ K and ‖ya0y∗‖2,T r = ‖a0‖2,T r,
∀y ∈ U(N0), so by the uniqueness of a0 we have ya0y∗ = a0, ∀y ∈ U(N0), showing
that a0 ∈ N ′0 ∩ 〈M, eL(G)〉, 0 ≤ a0 ≤ 1, T r(a0) ≤ Tr(eL(G)) = 1, a0 6= 0.
By (Theorem 2.1 in [Po4]), this implies there exists a non-zero projection q ∈ N0,
a projection p ∈ L(G), a unital isomorphism ψ of qN0q into pL(G)p and a partial
isometry v ∈ M such that vv∗ = q, v∗v ∈ ψ(qN0q)
′ ∩ pL(G)p and xv = vψ(x),
∀x ∈ qN0q. Moreover, by shrinking q if necessary, we may assume the central trace
of q in N0 is a scalar multiple of a central projection of N0 (any projection in N0
majorizes a projection with this latter property).
But σ is mixing and ψ(qN0q) is a subalgebra without atoms in L(G), so by
(Theorem 3.1 in [Po4]) it follows that ψ(qN0q)
′ ∩ pL(G)p ⊂ L(G). Thus, p0 =
v∗v ∈ L(G) and v∗N0v ⊂ p0L(G)p0. Moreover, by applying again (3.1 in [Po4])
it follows that the normalizer of v∗N0v in p0Mp0 is included in p0L(G)p0. This
is a contradiction, since by (3.5.2◦ in [Po4]) the normalizer of v∗N0v in p0Mp0
generates all p0Mp0 (because qN0q is regular in qMq, due to the fact that N0 is
regular in M).
Let now x = (xn)n ∈ X0 ⊂ X and denote x′ = x − ENω⋊G(x). By Lemma 2.3,
x′ lies in X ∩ Y . Let ε > 0 and choose y0 ∈ U(N0) such that ‖EL(G)(y0)‖2 ≤ ε.
Since [y0, x] = 0 and y0 ∈M ⊂ Nω ⋊G, it follows that [y0, ENω⋊G(x)] = 0. Thus,
[y0, x
′] = 0.
But by Lemma 2.4 we have x′y0 ∈ X , while by Lemma 2.5 we have (y0 −
EL(G)(y0))x
′ ⊥ X . In particular, (y0−EL(G)(y0))x
′ is perpendicular to x′y0. Thus,
the commutation relation y0x
′ = x′y0 entails the equation
x′y0 − (y0 −EL(G)(y0))x
′ = EL(G)(y0)x
′,
with the vectors x′y0, (y0 −EL(G)(y0))x
′ perpendicular. By Pythagora’s Theorem,
and using that y0 is a unitary element, we get
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‖x′‖2 = ‖x
′y0‖2 ≤ ‖EL(G)(y0)x
′‖2 ≤ ε.
Since ε > 0 was arbitrary, x′ = 0. Thus x = ENω⋊G(x) ∈ Nω ⋊ G. But this also
shows that X0 = (X ∩ (Nω ⋊G))∩ (N ′0 ∩N
ω
0 ). Since by Lemma 2.2 X ∩ (N
ω ⋊G)
is a weakly closed ∗-algebra, this shows that X0 is a von Neumann algebra as well.
Q.E.D.
The next Lemma and its Corollary will be needed in Section 4.
3.3. Lemma. Given any ε > 0 there exists a finite subset F ⊂ G such that if
pF denotes the orthogonal projection of L
2(Mω) onto L2(Σg∈FN
ωug) then for any
x ∈ (X0)1 we have ‖xˆ− pF (xˆ)‖2 ≤ ε.
Proof. Assume this is not the case. If {yj}j is a ‖ ‖2-dense sequence in (N0)1 and
Fn is an increasing sequence of finite subsets of G with ∪nFn = G, then by the
contradiction assumption and the definition of X0, there exists ε0 > 0 such that for
each n there exists xn ∈ (N0)1 with ‖[yj, xn]‖2 ≤ 1/n, ∀j ≤ n, ‖xˆn−pFn(xˆn)‖2 ≥ ε0
and ‖en(xˆn) − xn‖2 ≤ 1/n. (Like in Section 1, if m ≥ 1 then em denotes the
orthogonal projection of L2(M) onto L2(Σg∈GBmug).)
But then x = (xn)n ∈ (N
ω
0 )1 satisfies [x,N0] = 0, x ∈ X and ‖x−ENω⋊G(x)‖2 ≥
ε0. Since the first two conditions imply x ∈ X0, the third condition contradicts
Theorem 3.2. Q.E.D.
3.4. Corollary. (X ′0 ∩ 〈M
ω, Nω〉)+ contains non-zero finite projections.
Proof. By Lemma 3.3, there exists F ⊂ G finite such that ‖pF (vˆ)‖2 ≥ 1/2, ∀v ∈
U(X0). Note that pF = Σg∈FugeNωu∗g ∈ 〈M
ω, eNω 〉. Thus, if ‖ ‖2,T r denotes the
canonical trace on 〈Mω, eNω 〉 (see for instance Sec. 2 in [Po4]) then we have:
Tr(pF vpF v
∗) = Σh,k∈F‖ENω (u
∗
hvuk)‖
2
2
= Σh,k∈F‖ENω (vukh−1)‖
2
2 ≥ ‖pF (v)‖
2
2 ≥ 1/4.
Thus, if we take a ∈ 〈Mω, eNω 〉 to be the unique element of minimal norm
‖ ‖2,T r in co{vpF v∗ | v ∈ U(X0)} then 0 ≤ a ≤ 1, Tr(a) ≤ |F | < ∞ and
Tr(pFa) ≥ 1/4. This implies a 6= 0 while by uniqueness we have vav∗ = a,
∀v ∈ U(X0). Thus, any spectral projection corresponding to an interval [c, 1] with
c > 0 small enough will do. Q.E.D.
The most important technical result of this section shows that if in addition to
the general assumptions set forth at the beginning of this section (i.e. σ clustering,
pMp = M0, pL(G)p ⊃ L(G0)) we also assume pL(G)p ⊃ L(G0) and N0 abelian,
then the von Neumann algebra X0 is “large” in Mω. More generally we have:
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3.5. Theorem. If N0 is abelian and there exists an infinite subgroup G
′
0 ⊂ G0
such that pL(G)p ⊃ L(G′0) then X
′
0 ∩ pM
ωp = Nω0 .
Proof. Assume that x = (xn)n ∈ X ′0 ∩ pM
ωp but x 6∈ Nω0 . Since N0 is abelian,
N ′0 ∩N
ω
0 = N
ω
0 so X0 = X ∩N
ω
0 is a von Neumann subalgebra of N
ω
0 (cf. 3.2) and
Nω0 ⊂ X
′
0 ∩ pM
ωp.
Thus, by replacing x by x− ENω
0
(x), we may assume x ⊥ Nω0 . We may further
take xn = Σgyn,gu
0
g with yn,g ∈ N0, yn,e = 0, ∀n. Moreover, by Kaplansky’s
density theorem we may assume yn,g = 0 for all g ∈ G0 \Fn, for some finite subsets
Fn ⊂ G0.
At this point we need the following immediate consequences of the results in
Section 2:
3.6. Lemma. If σ is clustering and N0 is abelian, then for any sequence {hn}n ⊂
G′0 that tends to infinity in G
′
0 and any y0 ∈ N0, we have y˜0 = (σ0(hn)(y0))n ∈ X0.
Proof. The sequence (u0hn)n lies in L(G) and tends weakly to 0, so U = (u
0
hn
)n ∈
L(G)ω⊖L(G). By Lemma 2.4 we get Uy0 ∈ X and then by 2.1.2◦ we get (Uy0)U∗ ∈
X . Since N0 is abelian, it follows that Uy0U∗ ∈ N ′0 ∩ N
ω
0 = N
ω
0 as well. Thus
y˜0 = Uy0U
∗ ∈ X0. Q.E.D.
3.7. Lemma. If σ is clustering and N0 is abelian, then σ0|G′
0
is n-mixing, ∀n ≥ 1.
Proof. It is sufficient to prove that if y0, y1, ..., yn ∈ N0 and {hin}n ⊂ G
′
0 are
sequences tending to ∞, 1 ≤ i ≤ n, then lim
n→∞
τ(y0Π1≤i≤nσ0(h
i
n)(yi)) = 0. This
amounts to showing that Ui = (u
0
hi
n
)n ∈ Mω satisfy τ(y0Y ) = τ(y0)τ(Y ), where
Y = Π1≤i≤nUiyiU
∗
i .
As in the proof of 3.6, hin → ∞ implies Ui ∈ L(G)
ω ⊖ L(G). Applying 3.6 and
3.2, we get Y ∈ X0. But EM (X ) ⊂ C1, thus EM (Y ) = τ(Y )1 and finally
τ(y0Y ) = τ(EM(y0Y )) = τ(y0EM (Y )) = τ(y0)τ(Y ).
Q.E.D.
Proof of 3.5 (continuation). Since σ0 satisfies condition (1.2.1) for n = 2, by
applying 1.3 and (1.2.1) to sequences of the form (σ0(hn)(y0))n for y0 ∈ N0,
hn ∈ G′0, hn → ∞ (which by Lemma 3.6 belong to X0), it follows that for any
finite sets Y ⊂ N0, F ⊂ G0, any m, k ≥ 1 and any ε > 0 there exists n > k such
that
(3.5.1) |τ(y0σ0(hn)(y1)σ0(ghn)(y2))− τ(y0)τ(σ0(hn)(y1)σ0(ghn)(y2))| ≤ ε
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for any y0, y1, y2 ∈ Y , g ∈ F .
Let q ∈ P(N0) with τ(q) = 1/2 and let F ′ ⊂ G′0 finite such that τ(qσ0(g
′)(q)) ≤
9/32 for g′ ∈ G′0\F
′ (this is possible because σ0G′
0
is 2-mixing, hence mixing). Thus,
τ(qσ0(g
′)(q))+τ((1−q)σ0(g′)(1−q)) ≤ 9/16. Since σ0 is a free action, there exists a
finite partition {qi}i ⊂ P(N0) refining {q, 1−q} such that Σiτ(qiσ0(g′)(qi)) ≤ 9/16,
for all g′ ∈ F ′, g′ 6= e. Thus, since
Σi‖qiσ0(g
′)(qi)‖
2
2 = Σiτ(qiσ0(g
′)(qi))
≤ τ(qσ0(g
′)(q)) + τ((1− q)σ0(g
′)(1− q))
= ‖qσ0(g
′)(q)‖22 + ‖(1− q)σ0(g
′)(1− q)‖22,
altogether we get
(3.5.2) Σi‖qiσ0(g
′)(qi)‖
2
2 ≤ 9/16, ∀g
′ ∈ G0 \ {e}
Assume k1 < k2 < ... < kn−1 are given. By applying (3.5.1) for ε = 2
−4‖qi‖22‖yn,g‖
2
2,
it follows that there exists kn > kn−1 large enough such that for all g ∈ Fn and all
yn,g 6= 0, g ∈ Fn, we have:
(3.5.3) ‖(σ0(hkn)(qi)σ0(ghkn)(qi))yn,g‖
2
2
≤ (‖σ0(hkn)(qi)σ0(ghkn)(qi)‖
2
2 + 2
−4‖qi‖
2
2)‖yn,g‖
2
2
Since the supports Fn of the elements xn do not contain e and since g ∈ Fn
implies hgh−1 6= e for all h ∈ G0, by applying first (3.5.3) and then (3.5.2) we have
the estimates:
‖xn‖
2
2 = ‖Σi(σ0(hkn)(qi)xnσ0(hkn)(qi))‖
2
2
= ΣiΣg∈Fn‖σ0(hkn)(qi)yn,gu
0
gσ0(hkn)(qi)‖
2
2
= ΣiΣg∈Fn‖(σ0(hkn)(qi)σ0(ghkn)(qi))yn,g‖
2
2
≤ ΣiΣg∈Fn(‖σ0(hkn)(qi)σ0(ghkn)(qi)‖
2
2 + 2
−4)‖yn,g‖
2
2
= Σg∈Fn(Σi‖qiσ0(h
−1
kn
ghkn)(qi)‖
2
2 + 2
−4‖qi‖
2
2)‖yn,g‖
2
2
≤ (10/16)Σg∈Fn‖yn,g‖
2
2 = (5/8)‖xn‖
2
2,
a contradiction.
Q.E.D.
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3.8. Remark. Note that in the above we have actually proved the following more
general result: Let σ0 be a free action of an infinite discrete group G0 on a finite
von Neumann algebra (N0, τ0) and denote M0 = N0 ⋊σ0 G0. Assume σ0 is weakly
2-mixing, i.e. ∀F ⊂ N0 finite ∃hn →∞ in G0 such that
lim
n,m→∞
|τ(y0σ0(hn)(y1)σ0(hm)(y2))− τ(y0)τ(σ0(hn)(y1)σ0(hm)(y2))| = 0, ∀yi ∈ F.
Let x ∈Mω0 be so that ENω0 (x) = 0. Then given any ε > 0 there exists a partition
{qi}i of 1 with projections in N0 and a sequence hn → ∞ in G0 such that the
partition q˜i = (σ0(hn)(qi))n ∈ P(Nω0 ) satisfies ‖Σiq˜ixq˜i‖2 ≤ ε.
4. Cartan conjugacy criteria
We now use Section 3 to prove a criterion for unitary (or inner) conjugacy of Car-
tan subalgebras. It shows that ifM can be realized in two ways as a group measure
space construction, M = L∞(X, µ)⋊σ G = L
∞(X0, µ0)⋊σ0 G0, with σ clustering,
then the unitary conjugacy of the group von Neumann algebras L(G), L(G0) en-
tails the unitary conjugacy of the Cartan subalgebras L∞(X, µ), L∞(X0, µ0). In
fact, in its most general form (see 4.2), this statement assumes only a “corner” of
M to have a second group measure space decomposition A0 ⋊σ0 G0, with merely
L(G′0) ⊂ pL(G)p for some infinite subgroup G
′
0 ⊂ G0.
Combined with the result in ([Po4]), showing that if G is ICC, G0 is w-rigid and σ
is malleable then the unitary conjugacy of L(G0) into L(G) holds true automatically,
this result already allows us to show that modulo perturbation by inner automor-
phisms any θ : M0 ≃ M must take the Cartan decompositions L∞(X0, µ0) ⊂ M0,
L∞(X, µ) ⊂M onto each other.
We fix the following general assumptions/notations, throughout the rest of the
paper:
4.1. Notations. Let σ : G → Aut(A, τ), σ0 : G0 → Aut(A0, τ) be free, er-
godic actions of countable discrete groups G,G0 on abelian von Neumann algebra
(A, τ), (A0, τ). Denote M = A ⋊σ G, M0 = A0 ⋊σ0 G0 and L(G) ⊂ M (respec-
tively L(G0) ⊂M0) the von Neumann algebra generated by the canonical unitaries
{ug}g∈G ⊂M (resp. {u
0
h}h∈G0 ⊂M0) implementing the action σ (resp. σ0).
4.2. Theorem. With the notations 4.1, assume that σ is clustering and there
exists a projection p ∈ L(G) such that pMp = M0, pL(G)p ⊃ L(G′0), for some
infinite subgroup G′0 ⊂ G0. Then there exists a partial isometry v ∈ M such that
v∗v = p, vv∗ ∈ A and vA0v∗ = Avv∗.
STRONG RIGIDITY OF FACTORS, II 19
Proof. Let X0 ⊂ pMωp be defined as in Section 3. By its definition, X0 is contained
in Aω0 and by Theorem 3.2, X0 is a von Neumann algebra. Also, by Theorem 3.5
we have X ′0 ∩ pM
ωp = Aω0 .
Due to Corollary 3.4, we are in the position of applying the “intertwining theo-
rem” (A.1 in [Po2]). It follows that there exist non-zero projections q = (qn)n ∈ Aω,
p0 = (p0n)n ∈ A
ω
0 ⊂ pM
ωp and a partial isometry w = (wn)n ∈ Mω such that
qn ∈ A, p
0
n ∈ A0, w
∗
nwn = p
0
n, wnw
∗
n = qn, τ(qn) = τ(p
0
n) = τ(q), ∀n, and
wAω0w
∗ = Aωq. This implies that for ε = τ(q)/2 and large enough n we have
wnA0w
∗
n ⊂ε Ap
0
n. Indeed, because if for each n we could find un ∈ U(wnA0w
∗
n)
such that ‖EAω(un) − un‖2 ≥ τ(q)/2, then u = (un)n would satisfy wuw∗ 6∈ Aω,
contradicting wAω0w
∗ ⊂ Aω.
By taking A˜0 ⊂ M to be a Cartan subalgebra of M such that p ∈ A˜0 and
A0 = A˜0p, and applying (Corollary 1 in [Po5]) to the Cartan subalgebras A, A˜0
of M , it follows that there exists a partial isometry v ∈ M with v∗v = p and
vA0v
∗ = Avv∗. Q.E.D.
4.3. Remarks. If instead of (Corollary 1 in [Po5]) we use results from ([PoSiSm]),
or some of Christensen’s pioneering results on perturbations of subalgebras in II1
factors ([Ch]), then the argument at the end of the proof of 4.2 shows the following:
If A,A0 are arbitrary maximal abelian
∗-subalgebras in a II1 factor M such that
Aω0 , A
ω are unitary conjugate in Mω then A0, A are unitary conjugate in M .
In the next Section, we will prove that if in addition to the conditions in 4.2 we
also assume G ICC, then the situation is in fact much more rigid: p must equal 1
and v, which follows a unitary, can be taken to satisfy v{u0h}hv
∗ = {ug}g, modulo
the scalars ! In particular, this will show that the inclusion L(G0) ⊂ pL(G)p
must be an equality. We prove here a weaker result in this direction, showing that
A0, pL(G)p follow mutually orthogonal (i.e., EL(G)(a0) = 0, ∀a0 ∈ A0, τ(a0) = 0;
see [Po7]). This is needed in the proof of the criteria for conjugacy of actions in
the next section (5.1, 5.2).
4.4. Lemma. With the notations 4.1, assume that for some projection p ∈ L(G)
we have pMp ⊃ M0, pL(G)p ⊃ L(G0) and there exists a partial isometry v ∈ M
such that v∗v = p, vA0v
∗ = Avv∗.
(i). If σ0 is weakly mixing then A0 follows orthogonal to L(G).
(ii). If σ0 is weakly mixing and σ is mixing, then σ0 follows mixing.
Proof. (i). Note first that σ0 weakly mixing implies that ∀y ∈ A0 with τ(y) = 0
there exist hn ∈ G0 such that σ0(hn)(y) tends to 0 in the weak operator topology,
as n→∞.
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Assume there exists y0 ∈ A0 ⊂ pMp such that τ(y0) = 0, x0 = EL(G)(y0) 6= 0.
Let hn ∈ G0 be so that u0hny0u
0∗
hn
= σ0(hn)(y0) tends weakly to 0. Expecting on
L(G) and taking into account that
EL(G)(u
0
hny0u
0∗
hn) = u
0
hnEL(G)(y0)u
0∗
hn = u
0
hnx0u
0∗
hn ,
it follows that the sequence x˜0 = (u
0
hn
x0u
0∗
hn
)n ⊂ L(G) is convergent to 0 in the
weak operator topology. Thus, as an element in the ultrapower algebra L(G)ω, x˜0
belongs to L(G)ω ⊖ L(G), while ‖x˜0‖2 = ‖x0‖2 6= 0.
But A0 = v
∗Av implies Aω0 = v
∗Aωv, and thus Aω0 is contained in A
ω ⋊ G,
the von Neumann algebra generated by Aω and the unitaries ug ∈ M , g ∈ G,
regarded as constant sequences in Mω. Thus, if we denote y˜0 = (u
0
ny0u
0∗
n )n ∈ A
ω
0
then y˜0 ∈ Aω ⋊ G. By commuting squares it follows that EL(G)ω(A
ω ⋊σ G) =
L(G)ω ∩ Aω ⋊σ G ⊂ L(G). Thus EL(G)ω(y˜0) ∈ L(G). On the other hand
EL(G)ω(y˜0) = (EL(G)(u
0
ny0u
0∗
n ))n = x˜0 ∈ L(G)
ω ⊖ L(G).
This contradiction ends the proof of part (i).
(ii). Let hn → ∞ in G0 and ai ∈ A0 with τ(ai) = 0, i = 1, 2. Since by (i) we
have A0 ⊥ L(G), it follows that τ(a2) = 0 implies a2 ⊥ L(G). But then by 2.6 we
get lim
n→∞
τ(a2u
0
hn
a1u
0∗
hn
) = 0, showing that σ is mixing. Q.E.D.
Our last result in this section shows that under the same assumptions as in 4.5,
the condition σ0 mixing is in fact not much of a restriction:
4.5. Lemma. With the notations 4.1, assume that for some projection p ∈ L(G)
we have pMp ⊃ M0, pL(G)p ⊃ L(G0). Assume also that either pMp = M0 or
that there exists v ∈ M partial isometry such that v∗v = p, vA0v
∗ = Avv∗. If
σ is mixing then there exist a normal subgroup G1 ⊂ G0 of finite index n and a
projection p1 ∈ P(A0) of trace τ(p1) = τ(p)/n that commutes with {u0h}h∈G1 , such
that if A1
def
= A0p1, σ1(h)
def
= σ0(h)|A1 , u
1
h
def
= u0hp1, h ∈ G1, then:
(i). σ1 is free and mixing on A1 and M1
def
= p1M0p1 = A1 ∨ {u1h}h∈G1
′′
is
isomorphic to A1 ⋊σ1 G1, with {u
1
h}h as canonical unitaries implementing σ1.
(ii). p1Mp1 ⊃M1, with equality iff pMp =M0; p1L(G)p1 ⊃ L(G1) = {u1h}h∈G1
′′
,
with equality iff pL(G)p = L(G0). Moreover, if v ∈ M satisfies v∗v = p, vA0v∗ =
Avv∗ then v1 = vp1 ∈ M is a partial isometry satisfying v∗1v1 = p1, v1A1v
∗
1 =
Av1v
∗
1 .
Proof. If B0 ⊂ A0 is a finite dimensional σ0-invariant subalgebra of A0 then
SpL(G0)B0 = SpB0L(G0). Thus, (3.1 in [Po4]) applied to Q0 = L(G0)p ⊕ (1 −
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p)L(G)(1 − p) ⊂ A ⋊σ G implies that B0 is contained in L(G) and therefore in
pL(G)p. This shows that the von Neumann subalgebra B ⊂ A0 generated by all
such B0 ⊂ A0 is contained in pL(G)p as well. If B would be infinite dimensional
then by the ergodicity of σ it follows diffuse. Since the normalizer of B in pMp con-
tains both A0 and {u0h | h ∈ G0}, which together generate M0, by applying again
(3.1 in [Po4]) it follows that M0 ⊂ pL(G)p. This gives an obvious contradiction
when we assume pMp = M0. If we assume instead that A0 is conjugate to a corner
of A by some partial isometry v ∈M , then A0 would contain an orthonormal family
of unitary elements that are perpendicular to A (the powers of any generating Haar
unitary for B would do), contradicting (A.1 in [Po2], or 2.1 in [Po4]).
Thus B must be finite dimensional and by the ergodicity of σ0 all its minimal
projections have the same trace. Let n = dim(B) and choose p1 ∈ P(B) a minimal
projection. Let also G1 = {h ∈ G0 | σ0(h)(b) = b, ∀b ∈ B}. It is immediate to
check that all conditions (i), (ii) are satisfied. Q.E.D.
5. Conjugacy criteria for actions
We now prove a very general conjugacy (or isomorphism) criterion for actions
of groups. Thus, we show that under very general conditions if a group measure
space factor M has two crossed product decompositions M = A⋊σ G = A0⋊σ0 G0
in a way that the group algebras L(G), L(G0) coincide, then modulo conjugacy by
an inner automorphism of M the two decompositions are identical ! The result is
in fact surprisingly more general, requiring only the inclusion of one group algebra
into the other and allowing amplifications.
We recall that if K ⊳ G is a normal subgroup and κ ∈ CharG(K) is an
Ad(G) invariant character of K then one associates to it the scalar 2-cocycle
µκ ∈ H2(G/K,T) as follows: Denote by g 7→ g′ a lifting of G/K into G then
for g1, g2 ∈ G/K put µκ(g1, g2)
def
= κ(g′1g
′
2((g1g2)
′)−1). It is easy to verify that µκ
doesn’t depend on the lifting and that it defines indeed a 2-cocycle on G/K.
5.1. Theorem. With the general notations 4.1, assume σ is clustering and there
exists a projection p ∈ L(G) such that pMp = M0, pL(G)p ⊃ L(G0). Then p is
central in L(G), τ(p)−1 is an integer, pL(G)p = L(G0) and there exist a normal
subgroup K ⊂ G with |K| = τ(p)−1, an Ad(G)-invariant character κ of K, with
trivial µκ ∈ H2(G/K), and a unitary element u ∈ pL(G)p such that:
(i). p = |K|−1Σk∈Kκ(k)uk and ukp = κ(k)p, ∀k ∈ K.
(ii). uA0u
∗ = AKp, where AK = {a ∈ A | σk(a) = a, ∀k ∈ K}.
(iii). {ugp | g ∈ G} = {uu0hu
∗ | h ∈ G0} modulo multiplication by scalars. More
precisely, there exist an isomorphism δ : G0 ≃ G/K, a lifting G/K ∋ g 7→ g′ ∈ G
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and a map α : G0 ≃ G/K → T such that Ad(u)(u0h) = α(h)uδ(h)′p, ∀h ∈ G0, and
∂α = µκ.
If in addition G has no non-trivial finite normal subgroups (e.g. G ICC or
torsion free) then K = {e}, p = 1 and δ is an isomorphism δ : G0 ≃ G.
Proof. Since ICC groups have no normal subgroups other than K = {e}, the last
part follows trivially from (i) and (iii).
By Theorem 4.2, the conditions in the hypothesis imply the existence of a partial
isometry v ∈M with v∗v = p and vA0v∗ = Avv∗. We are thus reduced to proving
5.1.(i) − (iii) when this last condition is added to the list of assumptions. Notice
also that by 3.7 the clustering condition on σ implies σ0 mixing. We in fact prove
the following more general result:
5.2. Theorem. With the general notations 4.1, assume there exists a projection
p ∈ L(G) such that:
(a). p = 1M0 , pMp ⊃M0, pL(G)p ⊃ L(G0).
(b). One of the following holds true: p = 1, σ0 weakly mixing; or p arbitrary, σ0
weakly mixing, σ mixing.
(c). There exists v ∈M such that v∗v = p and vA0v∗ = Avv∗.
Then τ(p)−1 is an integer and there exist a subgroup G′ ⊂ G, a normal subgroup
K ⊂ G′ with |K| = τ(p)−1, a character γ of G0, an Ad(G
′)-invariant character κ
of K, with trivial µκ ∈ H2(G′/K), and a unitary element u ∈ pL(G)p such that
p′ = upu∗ is central in L(G′) = {ug | g ∈ G′}′′ and we have:
(i). p′ = |K|−1Σk∈Kκ(k)uk ∈ Z(L(G′)), ukp′ = κ(k)p′, ∀k ∈ K.
(ii). uA0u
∗ = AKp′ = p′Ap′, where AK = {a ∈ A | σk(a) = a, ∀k ∈ K}.
(iii). {ugp′ | g ∈ G′} = {uu0hu
∗ | h ∈ G0} modulo multiplication by scalars.
More precisely, there exist an isomorphism δ : G0 ≃ G
′/K, a lifting G′/K ∋ g 7→
g′ ∈ G′ and α : G0 ≃ G′/K → T such that Ad(u)(u0h) = α(h)uδ(h)′p
′, ∀h ∈ G0,
and ∂α = µκ.
If in addition pMp =M0 and G has no non-trivial finite normal subgroups (e.g.
G is ICC or torsion free), then condition (b) is redundant, K = {e}, p = 1, G′ = G
and δ is an isomorphism δ : G0 ≃ G.
Proof. Let us first prove the last part of the statement, assuming we have proved
(i)−(iii) under conditions (a)−(c). Thus, we are under the additional assumptions
pMp = M0 and G is ICC. By Lemma 4.5, there exists a subgroup G1 ⊂ G0 of
index n <∞ and a projection p1 ∈ P(A0) of trace τ(p1) = τ(p)/n that commutes
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with {u0h}h∈G1 such that if we denote A1 = A0p1, σ1(h) = σ0(h)|A1 then σ1 is
mixing. But then conditions (a)−(c) are satisfied for σ1, G1, p1, v1 = vp1 instead of
σ0, G0, p, v. Thus, by (i)− (iii) there exist G
′
1 ⊂ G, with a finite normal subgroup
K1 ⊂ G′1 satisfying |K1| = τ(p1)
−1, and a unitary element u1 ∈ p1L(G)p1 such
that p′1 = u1p1u
∗
1 is central in L(G
′
1) and u1A1u
∗
1 = A
K1p′1 = p
′
1Ap
′
1. Thus,
after conjugation by u1 we may assume p1 satisfies A0 = A
K1p1 = p1Ap1 and
L(G1) = p1L(G
′
1)p1 = L(G
′
1)p1. But spL(G1)A1 is dense inM1 and p1(A⋊G
′
1)p1 =
spAK1L(G′1)p1. Since p1Mp1 = M1, by expecting these equalities on L(G) we get
L(G′1)p1 = p1L(G)p1, which in particular implies [G : G
′] < ∞. But then G ICC
implies G′1 ICC (indeed, for if G
′
1 would have a non-trivial element h with finite
conjugacy class in G′1 then h would also have finite conjugacy class in G, due to
[G : G′1] <∞). Thus K1 = {e} forcing p1 = 1. From L(G
′
1)p1 = p1L(G)p1 we also
get G′1 = G and δ follows an isomorphism because K1 = {e}.
The proof of (i) − (iii) will take the rest of this Section, as well as Section 6.
The following observation will be used several times:
(5.2.0). If u′ is a partial isometry in L(G) with u′
∗
u′ = p and we substitute p by
u′u′
∗
, L(G0) by u
′L(G0)u
′∗, M0 by u
′M0u
′∗, v by vu′
∗
and A0 by u
′A0u
′∗ then
conditions (a)− (c) are still satisfied.
We first prove the result assuming the Fourier expansion v = Σgagug is finitely
supported, with all ag ∈ A having finite spectrum. Under this assumption the proof
simplifies, allowing the ideas to become more transparent. The proof of the general
case is postponed to the next section.
Since all ag have finite spectrum and there are only finitely many of them, there
exists q 6= 0 in P(A), q ≤ vv∗, such that qag = cgq, ∀g, for some scalars cg ∈ C.
Thus, if we denote w = Σgcgug, then w ∈ L(G) and qw = qv. Since v∗(Aq)v ⊂ A0
it follows that w∗qAqw ⊂ A0. But A is perpendicular to L(G) and by Lemma 4.4
A0 is also perpendicular to pL(G)p. Consequently,
τ(q)/τ(p)p = EL(G)(v
∗qv) = EL(G)(w
∗qw) = w∗EL(G)(q)w = τ(q)w
∗w.
Hence, u′ = τ(p)−1/2w is a partial isometry in L(G) with u′
∗
u′ = p. Moreover,
it satisfies qvu′
∗
= qwu′
∗
= τ(p)−1/2u′u′
∗
. Thus, by the remark at the beginning of
the proof it follows that in addition to conditions 5.2.(a)− (c) we may also assume:
(5.2.1) qv = τ(p)−1/2qp
We will prove that in fact conditions 5.2.(a) − (c) together with (5.2.1) imply
5.2.(i)− (iii) for u = p.
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Since u0h normalizes A0 and vA0v
∗ = Avv∗, vu0hv
∗ is in the normalizing groupoid
of A. Thus qvu0hv
∗q is also in the normalizing groupoid of A, implying that
qvu0hv
∗q = Σga
h
gug for some partial isometries a
h
g ∈ A. On the other hand
u0h ∈ L(G0) ⊂ pL(G)p, so u
0
h = Σgc
h
gug for some scalars c
h
g . Together with
qv = τ(p)−1/2qp this implies:
(5.2.2) Σga
h
gug = qvu
0
hv
∗q = τ(p)−1qu0hq = τ(p)
−1Σgc
h
gqσg(q)ug.
Identifying the coefficients of the most left and right Fourier expansions in (5.2.2),
it follows that ahg = τ(p)
−1chgqσg(q), ∀g. In particular, if we denote F
h = {g ∈ G |
ahg 6= 0} = {g ∈ G | c
h
g 6= 0, σg(q)q 6= 0}, then g ∈ F
h implies 1 = ‖ahg‖ =
τ(p)−1|chg |, and thus |c
h
g | = τ(p). Since τ(p) = ‖u
0
h‖
2
2 = Σg|c
h
g |
2, this also shows
that |Fh| ≤ τ(p)−1. Summarizing:
(5.2.3) |chg | = τ(p), ∀g ∈ F
h; Σg|c
h
g |
2 = τ(p); |Fh| ≤ τ(p)−1.
When p = 1 then qv = q, Aq = A0q, and (5.2.3) shows that if F
h 6= ∅ then Fh
is a single point set {g(h)}, with ch = chg(h) satisfying |c
h| = 1 and u0h = c
hug(h).
Denote by G1 ⊂ G0 the subgroup of elements h ∈ G0 with u0h a scalar multiple of
some ug(h). If h0 ∈ G0 is given, then by the weak mixing property of σ0 there exists
hn ∈ G0 such that lim
n→∞
τ(σ0(hn)(q)q) = τ(q)
2 and lim
n→∞
τ(σ0(hnh0)(q)q) = τ(q)
2.
Noticing that for h′ ∈ G0 we have Fh
′
6= ∅ ⇔ qu0h′q 6= 0 ⇔ σ0(h
′)(q)q 6= 0,
it follows that hn, hnh0 ∈ G1, which in turn implies h ∈ G1. This shows that
G0 = G1. Finally notice that Aq = A0q implies
(5.2.4) A0σ0(h)(q) = u
0
h(A0q)u
0
h
∗
= ug(h)(Aq)u
∗
g(h) = Aσg(h)(q)
and that by the ergodicity of σ0 we have 1 = ∨hσ0(h)(q) = ∨hσg(h)(q). This shows
that A = A0 and letting G
′ = {g(h) | h ∈ G0}, 5.2.(i)− (iii) follow trivially.
Assume now σ is mixing but p is arbitrary. Notice that if for some h we have
|Fh| = τ(p)−1 then (5.2.3) forces Fh to be equal to the support set Sh = {g ∈ G |
chg 6= 0} of the Fourier expansion u
0
h = Σgc
h
gug, and |c
h
g | = τ(p), ∀g ∈ S
h. We will
prove that this is in fact the case for ∀h ∈ G0, but first show it is true for all h
outside a finite subset of G0.
By the mixing property, there exists E ⊂ G finite such that τ(σg(q)q) ≥ τ(q)2/2,
∀g ∈ G \ E. Define ε0 > 0 to be the distance from τ(p)−1 to the closest integer
6= τ(p)−1. Since u0h tends to 0 in the weak operator topology, as h → ∞, there
exists E0 ⊂ G0 finite such that |chg |
2 = |τ(u0hu
∗
g)|
2 < ε0τ(p)
2/(2|E| + 2), ∀g ∈ E,
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∀h ∈ G0 \ E0. Thus, if h ∈ G0 \ E0 and g ∈ G \ E then g ∈ Sh ⇔ g ∈ Fh ⇔
|chg | = τ(p) (the last equivalence by (5.2.3)).
If for some h ∈ G0 \ E0 we have |Fh| < τ(p)−1, then from the above we get
(5.2.5) τ(p) = Σg|c
h
g |
2 = Σg∈E |c
h
g |
2 +Σg∈Fh |c
h
g |
2
= Σg∈E|c
h
g |
2 + |Fh|τ(p)2 < ε0τ(p)
2/2 + |Fh|τ(p)2
= (ε0/2 + |F
h|)τ(p)2 ≤ (τ(p)−1 − ε0/2)τ(p)
2 = τ(p)− ε0τ(p)
2/2,
a contradiction. We have thus shown that τ(p)−1 is an integer and that for h ∈
G0 \ E0 we have: Sh has τ(p)−1 elements; |c
g
h| = τ(p), ∀g ∈ S
h. Conclusions (i)
and (iii) in 5.2 follow then from the following general fact:
5.3. Lemma. Let G be a discrete group, p ∈ L(G) = {ug}g
′′
a projection with
τ(p) = 1/n for some integer n ≥ 1. Let W ⊂ pL(G)p denote the set of unitary
elements w ∈ pL(G)p such that Sw = Fw, where Sw = {g ∈ G | cwg 6= 0},
Fw = {g ∈ G | |cwg | = τ(p)}, c
w
g being the coefficients of the Fourier expansion w =
Σgc
w
g ug. AssumeW 6= ∅. ThenW is a subgroup of U(pL(G)p) with neutral element
equal to p and there exist a subgroup G′ ⊂ G, a normal subgroup K ⊂ G′ with
|K| = n and an Ad(G′)-invariant character κ of K such that p = n−1Σk∈Kκ(k)uk,
ukp = κ(k)uk, ∀k ∈ K, and W = {αutp | t ∈ G′, α ∈ T}. Moreover, if G′/K ∋
h 7→ h′ ∈ G′ is a lifting, then {uh′p | h ∈ G′/K} is a copy of the projective left
regular representation of G′/K with scalar 2-cocycle µκ ∈ H2(G′/K).
Proof. Since W ·W ⊂ U(pL(G)p) and any u ∈ U(pL(G)p) satisfies τ(u∗u) = τ(p),
it follows that for all w,w′ ∈ W we have:
(5.3.1) |Fw| = n; Σg|c
w
g |
2 = τ(p) = Σt|c
ww′
t |
2; Σg|c
w
g | = 1.
We also have
ww′ = Σt∈Sww′ (Σg∈Swc
w
g c
w′
g−1t)ut = Σtc
ww′
t ut,
and there are at most n2 non-zero elements cww
′
t , t ∈ G, and they satisfy the trivial
inequalities
(5.3.2) |cww
′
t | ≤ Σg|c
w
g ||c
w′
g−1t| ≤ τ(p)
(5.3.3) Σt|c
ww′
t | ≤ Σg,g′|c
w
g ||c
w′
g′ | = 1
26 SORIN POPA
Moreover, the first inequality in (5.3.2) becomes equality iff cwg c
w′
g−1t, g ∈ G, are
all equal, when non-zero, while the second inequality in (5.3.2) becomes equality iff
g 7→ g−1t is a bijection from Sw to Sw
′
.
Notice that the maximum of the expression Σn
2
i=1x
2
i over the set of n
2-tuples
{(xi)i | 0 ≤ xi ≤ 1/n, ∀i,Σjxj ≤ 1} is equal to 1/n and it is attained when n of the
xi’s are equal to 1/n and all others are equal to 0. Indeed, this is because
x2i + x
2
j ≤ (min{xi + xj , 1/n})
2 + (max{0, xi + xj − 1/n})
2,
with equality if and only if {xi, xj} = {min{xi + xj , 1/n},max{0, xi + xj − 1/n}}.
Applying this to (xi)i = (|c
ww′
g |)g, it follows that Σt|c
ww′
t |
2 ≤ 1/n = τ(p) with
equality iff there are exactly n non-zero elements cww
′
t and they all have absolute
value τ(p), i.e. iff Sww
′
= Fww
′
. Since (5.3.1) shows that the equality does hold
true, it follows that ww′ ∈ W. In addition, the conditions for equality in (5.3.2)
are verified, i.e.
(5.3.4) Sw
′
= (Sw)∗t, cwg c
w′
g−1t = c
ww′
t τ(p), ∀w,w
′ ∈ W, t ∈ Sww
′
, g ∈ Sw
Since we clearly have W∗ =W, this shows that p = ww∗ belongs toW and that
W is a group with p as neutral element. Denote K = Sp and note that K = K∗.
By (5.3.4) applied to w = p = w′, it follows that K is a group with n elements.
Since p is a projection of the form p = |K|−1Σk∈Kαkuk, with αk = c
p
k/τ(p) having
absolute value 1, ∀k ∈ K, κ(k)
def
= αk, k ∈ K, gives a character of K.
Also, by (5.3.4) applied first to w = p, then to w′ = p, it follows that for all
w ∈ W there exist t, t′ ∈ G with Sw = Kt = t′K. This implies KtK = tK, so
t normalizes K. Thus, if we denote G′ = {t ∈ G | ∃w ∈ W, Sw = Kt} then G′
follows a group with K ⊂ G′ a normal subgroup. Moreover, w is a scalar multiple
of put and [ut, p] = 0, ∀t ∈ G′. In particular, the character κ of K must be Ad(G′)-
invariant and it satisfies ukp = κ(k)p, ∀k ∈ K. The last part of the statement
is now trivial, since τ(ugp) = 0, ∀g ∈ G′ \ K and the 2-cocycle µκ ∈ H2(G′/K)
satisfies u(h1)′p
′u(h2)′p
′ = µκ(h1, h2)u(h1h2)′p
′ by the way it is defined. Q.E.D.
We can now end the proof of 5.2 under the extra assumption that the Fourier
expansion v = Σgagug is finitely supported, with all ag having finite spectrum.
Thus, by the formula p = Σk∈Kκ(k)uk it follows that A
K = A∩{p}′ with p a Jones
projection implementing the τ -preserving conditional expectation EAK of A onto
AK . Since qv = τ(p)−1/2qp, the projection q ∈ A satisfies pqp = EAK (q)p = τ(p)q
′p
for some unique projection q′ ∈ AK . By (5.2.1) we thus get
(5.4.1) A0q
′p = A0(pqp) = A0(v
∗qv) = v∗(Aq)v = p(Aq)p = AKq′p
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The equality A0p = A
Kp in 5.2.(ii) follows now from this identity, the ergodicity
of σ0 on A0 and the inclusion {u0h}h∈G0 ⊂ {αugp | g ∈ G
′, α ∈ T}, the same way
we deduced the similar equality in the case p = 1 in (5.2.4). Part 5.2.(iii) is an
immediate consequence of the last part of Lemma 5.3.
6. End of proof of 5.2
We now prove 5.2 in general, without any extra-assumption on the intertwiner
v = Σgagug. The idea is to prove first an approximate version of condition (5.2.1),
and then re-do steps (5.2.2)− (5.2.5) using it in-lieu of (5.2.1).
6.1. Lemma. Let (A, τ), G, σ,M = A⋊σ G, {ug}g be as in 4.1. Let p ∈ P(L(G))
and assume v ∈ M is a partial isometry with v∗v = p, vv∗ ∈ A and v∗Av perpen-
dicular to L(G). Then there exists a partial isometry u′ ∈ L(G) and a decreasing
sequence of non-zero projections qn ∈ Avv∗ such that u′
∗
u′ = p and
(6.1) ‖qv − τ(p)−1/2qu′‖22 < 2
−nτ(q), ∀q ∈ P(Aqn)
Proof. Let v = Σgagug be the Fourier expansion of v in M = A ⋊σ G and denote
f0 = vv
∗ ∈ P(A). Since the infinite sum Σgaga∗g is increasing and tends to f0 in
the strong operator topology, or equivalently in ‖ · ‖1, there exists f 6= 0 in P(Af0)
such that Σgaga
∗
gf is convergent to f in the uniform norm. Thus, there exists an
increasing sequence of finite sets Fn ⊂ G such that ∪nFn = G and
(6.1.1) ‖Σg 6∈Fnaga
∗
gf‖ ≤ 2
−n−3
By the Gelfand-Neimark theorem Af = C(Ω) for some compact set Ω. Choose
ω0 ∈ Ω and denote cg = ag(ω0), g ∈ G. Thus Σgcgcg = 1, implying that w = Σgcgug
belongs to L2(L(G)) = ℓ2(G). By the continuity of the functions ag ∈ C(Ω) at ω0,
we can choose recursively qn ∈ P(Af) (corresponding to open-closed neighborhoods
of ω0 in Ω) such that qn ≤ qn−1 and
(6.1.2) ‖agqn − cgqn‖ ≤ 2
−n−2|Fn|
−1/2, ∀g ∈ Fn
Using first the Cauchy-Schwartz inequality and then (6.1.2) we get for any q ∈
P(Aqn):
(6.1.3) |Σg∈Fnτ(cg(ag − cg)q)| = |Σg∈Fnτ(cgq(ag − cg)q)|
≤ (Σg∈Fn‖cgq‖
2
2)
1/2(Σg∈Fn‖(ag − cg)q‖
2
2)
1/2
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≤ (Σg∈Fn|cg|
2τ(q))1/2(Σg∈Fn2
−2n−4|Fn|
−1τ(q))1/2
≤ (Σg∈G|cg|
2τ(q))1/22−n−2τ(q)1/2 = 2−n−2τ(q).
Similarly, by first using the Cauchy-Schwartz inequality and then (6.1.1) we have:
(6.1.4) |τ(Σg 6∈Fncgagq)|
≤ (Σg 6∈Fn|cg|
2τ(q))1/2(τ(Σg 6∈Fnaga
∗
gq))
1/2 ≤ 2−n−3τ(q).
Using (6.1.3) and (6.1.4) we finally obtain the estimates:
(6.1.5) ‖qw − qv‖22 = 2τ(q)− 2Reτ(qvw
∗q)
= 2τ(q)− 2Reτ(Σgcgagq) = 2τ(q)− 2Reτ(Σg∈Fncgagq)− 2Reτ(Σg 6∈Fncgagq)
= 2τ(q)− 2Σg∈Fncgcgτ(q) + 2Σg∈Fnτ(cg(ag − cg)q)− 2Reτ(Σg 6∈Fncgagq)
≤ 2τ(q)− 2τ(q) + 2 · 2−n−3τ(q) + 2 · 2−n−2τ(q) + 2 · 2−n−3τ(q) = 2−nτ(q).
This shows that if we put u′ = τ(p)1/2w and qn are chosen as above, then the
inequality (6.1) is satisfied ∀q ∈ P(Aqn).
We still have to prove that u′
∗
u′ = p. To this end, note that w ∈ L2(L(G))
and qn ∈ Aqn ⊥ L(G) implies EL(G)(w
∗qnw) = w
∗EL(G)(qn)w = τ(qn)w
∗w (these
calculations make sense in L1(L(G))). On the other hand, v∗qnv ∈ v∗(Aqn)v ⊥
L(G) by hypothesis, so that we also have EL(G)(v
∗qnv) = (τ(qn)/τ(p))p. But by
the Cauchy-Schwartz inequality and (6.1) we have
‖EL(G)(w
∗qnw − v
∗qnv)‖1 ≤ ‖w
∗qnw − v
∗qnv‖1
≤ ‖w∗qnw − w
∗qnv‖1 + ‖w
∗qnv − v
∗qnv‖1
≤ ‖w∗qn‖2‖qnw − qnv‖2 + ‖w
∗qn − v
∗qn‖2‖qnv‖2
= 2‖qnw − qnv‖2‖qn‖2 ≤ 2
−n+1τ(qn).
Thus, for all n ≥ 1 we have
‖τ(qn)/τ(p))p− τ(qn)w
∗w‖1 = ‖EL(G)(w
∗qnw − v
∗qnv)‖1 ≤ 2
−n+1τ(qn)
implying that u′ = τ(p)1/2w satisfies ‖u′∗u′−p‖1 ≤ τ(p)2−n+1, ∀n. Thus u′
∗
u′ = p.
Q.E.D.
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Let now u′ ∈ L(G) and qn ∈ P(Avv∗) be as given by Lemma 6.1. Since for
q ∈ P(Aqn) we have ‖qvu′
∗ − τ(p)−1/2qp‖2 = ‖qv − τ(p)−1/2qu′‖2 ≤ 2−n‖q‖2, by
the remark at the beginning of the proof of 5.2 in Section 5, we may assume there
exists a decreasing sequence of non-zero projections qn ∈ Avv∗ such that in addition
to the assumptions 5.2.(a)− (c) we also have:
(6.2) ‖qv − τ(p)−1/2qp‖2 ≤ 2
−n‖q‖2, ∀q ∈ P(Aqn).
We will prove that in fact conditions 5.2.(a) − (c) together with (6.2) imply
5.2.(i) − (iii) for u = p. In particular, when p = 1 this amounts to showing that
{u0h}h ⊂ {αug | g ∈ G,α ∈ T} and A = A0.
As in Section 5, let u0h = Σgc
h
gug be the Fourier expansion of u
0
h ∈ L(G0) ⊂
pL(G)p, with chg ∈ C. Since u
0
h are unitaries in pL(G)p, we have τ(p) = τ(u
0
hu
0∗
h ) =
Σg|chg |
2, ∀h ∈ G0. Note that qnu0hqn = Σgc
h
gσg(qn)qnug. We also consider the
Fourier expansion qnvu
0
hv
∗qn = Σga
h,n
g ug. Since the left term is in the normalizing
groupoid of Aqn ⊂ qnMqn, it follows that ah,ng , g ∈ G, (resp. σg−1(a
h,n
g ), g ∈ G) are
partial isometries in Aqn with mutually orthogonal supports. But unfortunately we
no longer have the equality qnvu
0
hv
∗qn = τ(p)
−1qnu
0
hqn that would make possible
the identification of the Fourier coefficients of the two sides, as in (5.2.2). However,
an “approximation” of that equality does hold true due to (6.2), and this will be
good enough for us to prove the following version of (5.2.3):
6.3. Lemma. Let Fhn = {g ∈ G | a
h,n
g 6= 0}. For all g ∈ F
h
n we have:
(i). ‖ahg − c
h
gτ(p)
−1σg(qn)qn‖ ≤ 2−n+1 and if n ≥ 2 then |ahg | = σg(qn)qn.
(ii). |1− τ(p)−1|chg || ≤ 2
−n+1 and |Fhn | ≤ τ(p)
−1 + 2−n+2.
(iii). |chg | ≤ τ(p) and F
h
n ⊃ F
h
n+1, ∀n.
Proof. If Fhn = ∅ then there is nothing to prove. If F
h
n is non-empty then fix
g0 ∈ Fhn . Denote q = qnσg0(qn) and note that |a
h,n
g0 | ≤ q. For each projection
q ∈ P(Aq) denote q′ = σg−1
0
(q) ≤ qn. Note that if q′ ≤ q then qug0q
′ = qug0 and if
q ≤ |ah,ng0 | then qvu
0
hv
∗q′ = qah,ng0 ug0 .
By (6.1) applied to q, q′ ≤ qn we have ‖qv−τ(p)−1/2qp‖2 ≤ 2−n‖q‖2 and ‖v∗q′−
τ(p)−1/2pq′‖2 ≤ 2−n‖q′‖2. Using this and the inequality ‖xy‖2 ≤ ‖x‖‖y‖2 we get:
(6.3.1) ‖qvu0hv
∗q′ − τ(p)−1qu0hq
′‖2
≤ ‖qvu0hv
∗q′ − τ(p)−1/2qu0hv
∗q′‖2 + ‖τ(p)
−1/2qu0hv
∗q′ − τ(p)−1qu0hq
′‖2
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≤ ‖qv − τ(p)−1/2qp‖2‖u
0
hv
∗q′‖+ τ(p)−1/2‖qu0h‖‖v
∗q′ − τ(p)−1/2pq′‖2
≤ 2−n‖q‖2 + 2
−n‖q′‖2 = 2
−n+1‖q‖2.
For any d in the spectrum of ah,ng0 in Aq and any ε > 0, take 0 6= q ∈ P(Aq) to
be a spectral projection of ah,ng0 in Aq such that ‖a
h,n
g0
q − d‖ ≤ ε. Using (6.3.1) we
then get:
2−n+1‖q‖2 ≥ ‖qvu
0
hv
∗q′ − τ(p)−1qu0hq
′‖2
= ‖(ah,ng0 q − τ(p)
−1chg0q)ug0 − Σg 6=g0c
h
gqσg(q
′)ug‖2
≥ ‖ah,ng0 q − τ(p)
−1chg0q‖2 ≥ ‖dq − τ(p)
−1chg0q‖2 − ε‖q‖2
= |d− τ(p)−1chg0 |‖q‖2 − ε‖q‖2.
Since d ∈ spec(ah,ng0 ) and ε > 0 were arbitrary, ‖a
h,n
g0
− τ(p)−1chg0q‖ ≤ 2
−n+1.
This also shows that if n ≥ 2 then |ah,ng0 | = q. Moreover, |1 − τ(p)
−1|chg0 || ≤
‖ah,ng0 − τ(p)
−1chg0q‖ ≤ 2
−n+1.
From the equality Σg∈G|chg |
2 = τ(p) and the inequalities |chg | ≥ τ(p)(1− 2
−n+1)
we get
τ(p) ≥ Σg∈Fh
n
|chg |
2 ≥ |Fhn |τ(p)
2(1− 2−n+1)2,
showing that |Fhn | ≤ τ(p)
−1(1− 2−n+1)−2 ≤ τ(p)−1(1 + 2−n+2).
The sequence of sets Fhn follows decreasing in n by the definition of F
h
n and by the
fact that the sequence qn is decreasing. Also, by the Cauchy-Schwartz inequality
we have |chg | = |τ(u
0
gu
∗
g)| ≤ ‖u
0
g‖2‖ugp‖2 = τ(p). Q.E.D.
Proof of 5.2 in case p = 1, σ0 weakly mixing. Since p = 1, condition (6.2) becomes:
(6.4.1) ‖qv − q‖2 ≤ 2
−n‖q‖2, ∀q ∈ P(Aqn)
for some decreasing sequence of non-zero projections qn in Avv
∗. By the weak
mixing property of σ0, there exists a sequence {hm}m ∈ G0 such that
(6.4.2) lim
m→∞
τ(σ0(hmh)(v
∗qnv)v
∗qnv) = τ(qn)
2, ∀n ≥ 1, h ∈ G0.
Note that for h′ ∈ G0 and n ≥ 1 we have F
h′
n 6= ∅ ⇔ qnvu
0
h′v
∗qn 6= 0 ⇔
σ0(h
′)(v∗qnv)v
∗qnv 6= 0. Let now h ∈ G0 be an arbitrary element and n ≥ 3.
Taking h′ = hm and then h
′ = hmh in these equivalences, with m large enough, it
follows by (6.4.2) that Fhmn , F
hmh
n 6= ∅. By Lemma 6.3 we have |F
hmh
n |, |F
hm
n | ≤
1 + 2−n+2 ≤ 3/2. Thus Fhmn = {g}, F
hmh
n = {g
′}, for some g = g(n, hm), g′ =
g(n, hmh).
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Moreover, by 6.3 again, there exist unit scalars c, c′ ∈ T such that |c − chng | ≤
2−n+2, |c′ − chnhg′ | ≤ 2
−n+2. Recalling that u0hn = Σgc
hn
g ug, we get
‖u0hn − cug‖
2
2 = |c
hn
g − c|
2 + (1− |chng |
2)
≤ 2−2n+4 + 2−n+2(1 + 2−n+2) ≤ 2−n+3.
Similarly ‖u0hn − cug‖
2
2 ≤ 2
−n+3. Since u0h = u
0
h−1n
u0hnh, by the triangle inequality
we deduce:
‖u0h − c
−1c′ug−1g′‖2
≤ ‖u0
h−1n
u0hnh − u
0
h−1n
(c′ug′)‖2 + ‖u
0
h−1n
(c′ug′)− (c
−1ug−1)(c
′ug′‖2
= ‖u0hnh − c
′ug′‖2 + ‖u
0
h−1n
− c−1ug−1‖2 ≤ 2
(−n+5)/2.
Since n ≥ 3 can be taken arbitrarily large in these inequalities, independently
of h ∈ G0, this shows that {u0h}h ⊂ {αug | g ∈ G,α ∈ T}. Since {u
0
h}h is a
representation of the group G0, there exist a character γ of G0 and an isomorphism
δ : G0 ≃ G′ ⊂ G such that u0h = γ(h)uδ(h), ∀h ∈ G0.
This proves all but (ii) in 5.2. Proving (ii) amounts to show that under the extra-
assumption (6.2), A and A0 follow equal. But by (6.2), under the “infinitesimal”
projections qn ∈ A, v∗qnv ∈ A0 the two algebras “almost” coincide. Since {u0h}h is
contained in {ug}g modulo the scalars and they act ergodically on A0 resp. A, this
local “almost coincidence” extends to a global “almost coincidence” of A, A0, which
due to the arbitrariness of the approximations shows that A = A0. The full details
of this argument are carried out in (6.6.1) − (6.6.3), where the case “p arbitrary”
is covered.
Q.E.D.
Proof of 5.2 in the case σ0 weakly mixing, σ mixing. By 4.4.(i), since σ is mixing and
σ0 weakly mixing, it follows that σ0 is mixing as well. Let ε0 > 0 be the distance
from τ(p)−1 to the closest integer 6= τ(p)−1 and take 0 < ε ≤ ε0(1 + τ(p)−1)−1/2.
Since σ is mixing there exists a finite subset E ⊂ G such that
(6.5.1) |τ(σg(qn)qn)− τ(qn)
2| ≤ ετ(qn)
2, ∀g ∈ G \ E.
Similarly, since σ0 is mixing and σ0(h)(y) = u
0
hyu
0∗
h , ∀y ∈ A0 = Ap, h ∈ G0, by
taking into account that v∗qnv ∈ A0 and τM0(y) = τ(p)
−1τ(y), ∀y ∈ A0 = Ap, it
follows that there exists E0 ⊂ G0 finite such that
(6.5.2) |τ(u0hv
∗qnvu
0∗
h v
∗qnv)− τ(p)
−1τ(qn)
2| ≤ ετ(qn)
2, ∀h ∈ G0 \ E0.
32 SORIN POPA
Moreover, since {u0h}h tends weakly to zero as h→∞, it follows that we may also
assume E0 is large enough to ensure
(6.5.3) |chg | = |τ(u
0
hu
∗
g)| ≤ ε/|E|, ∀g ∈ E, ∀h ∈ G0 \ E0
But qnvu
0
hv
∗qn = Σga
h,n
g ug, so using the fact that ‖Σga
h,n
g ug‖
2
2 = Σgτ(|a
h,n
g |)
and ‖qnvu0hv
∗qn‖22 = τ(u
0
hv
∗qnvu
0∗
h v
∗qnv), by (6.5.2) it follows that
(6.5.4) |Σgτ(|a
h,n
g |)− τ(p)
−1τ(qn)
2| ≤ ετ(qn)
2, ∀h ∈ G0 \E0.
On the other hand, by Lemma 6.3, for each ah,ng 6= 0 we have τ(|a
h,n
g |) = τ(σg(qn)qn).
Thus, since there are |Fhn |-many such non-zero elements, by first using (6.5.4) and
then (6.5.1) we get
||Fhn | − τ(p)
−1||τ(qn)
2 = |Fhn |τ(qn)
2 − τ(p)−1τ(qn)
2|
≤ ||Fhn |τ(qn)
2 − Σgτ(σg(qn)qn)|+ ετ(qn)
2
≤ (|Fhn |+ 1)ετ(qn)
2 ≤ (τ(p)−1 + 1)ετ(qn)
2 ≤ (ε0/2)τ(qn)
2.
Thus, τ(p)−1 is ε0/2 close to the integer |Fhn |. By the choice of ε0, this forces
τ(p)−1 = |Fhn |.
We have thus proved that τ(p)−1 is an integer and that for each n there exists
E0 ⊂ G0 finite such that for all h ∈ G0 \ E0 we have |Fhn | = τ(p)
−1, while by
6.3.(ii) we also have |τ(p)−|chg || ≤ 2
−n+1τ(p), ∀g ∈ Fhn . Define G˜ = {(ugn)n | gn ∈
G} ⊂ U(Mω) and notice that L(G˜) is naturally isomorphic to the von Neumann
subalgebra of Mω generated by G˜. Apply Lemma 5.3 to the set W of unitary
elements in pL(G˜)p which have Fourier expansion with τ(p)−1 non-zero coefficients,
all of same absolute value τ(p). From the above remarks it follows that if {hn}n ⊂
G0 satisfies hn →∞ then the class of (u0hn)n in M
ω lies in W. Since for all h ∈ G0
we have hhn →∞ as well, it follows that (u
0
hhn
)n ∈ W, ∀h ∈ G0. But by 5.3 W is
a group, so the constant sequence u0h = (u
0
hhn
)n(u
0
hn
)∗n lies in W, ∀h ∈ G0.
We have thus shown that the Fourier expansion of u0h has exactly τ(p)
−1 ele-
ments, all of absolute value = τ(p), ∀h ∈ G0. Thus, if we take u = p then (i), (iii) of
5.2 are consequences of Lemma 5.3. In other words, there exist a subgroup G′ ⊂ G,
with a normal subgroup K ⊂ G′ with τ(p)−1 elements and an Ad(G′)-invariant
character κ of K such that p = Σkκ(k)uk and {u0h}h = {ugp | g ∈ G
′}, modulo
scalars.
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In particular, this implies that p is a Jones projection for the inclusion AK ⊂ A,
i.e. pap = EAK (a)p, ∀a ∈ A, and there exists a projection p0 ∈ A of trace τ(p0) =
τ(p) satisfying pp0p = τ(p)p, A
Kp0 = Ap0.
To finish the proof of 5.2 we still need to show that A0 = A
Kp = pAp. To this end
note that (6.2) implies the following “approximation” of the equality A0(v
∗qv) =
AKq′p in (5.4.1):
(6.6.1) ‖v∗qv − τ(p)−1pqp‖2 ≤ 2
−n+1‖q‖2, ∀q ∈ P(Aqn).
Moreover, since in particular pqnp is 2
−n+1-close to a τ(p)-multiple of a pro-
jection, for n large enough it follows that pqp must be equal to τ(p)q′ where
q′ = τ(p)−1EAK (q) is a projection in A
K , ∀q ∈ P(Aqn). Thus, with the above
notations we may assume qn ≤ p0 and
(6.6.1’) ‖v∗qv − q′p‖2 ≤ 2
−n+1‖q‖2, ∀q ∈ P(Aqn).
Let F = {(ei, hi)}i∈I ⊂ P(Aqn) × G0 be a maximal family (with respect to
inclusion) with the property that {σδ(hi)(e
′
i)}i, resp. {σ0(hi)(v
∗eiv)}i, are mutually
orthogonal. If f0 = Σiσ0(hi)(v
∗eiv) 6= p (equivalently f = Σiσδ(hi)(e
′
i) 6= 1), then
by the ergodicity of σ0 there exists 0 6= e0 ∈ P(Aqn) ⊂ AKp0 and h ∈ G0 such
that σ0(h)(v
∗e0v) ≤ p − f0. By the maximality of the family F , it follows that
σδ(h)(e0)f 6= 0. By shrinking e0 if necessary, we may thus assume σδ(h)(e0) ≤
σδ(hi)(e
′
i) for some i ∈ I. Thus, there exists e
0
i ≤ ei in P(Aqn) such that
(6.6.2) σδ(hi)(e
0
i ) = σδ(h)(e0), σ0(h)(v
∗e0v)σ0(hi)(v
∗e0i v) = 0.
But since for a ∈ AK , a0 ∈ A0 we have σδ(h)(a)p = uδ(h)(ap)u
∗
δ(h) = u
0
hau
0∗
h and
σ0(h)(a0) = u
0
ha0u
0∗
h = uδ(h)a0u
∗
δ(h), by (6.2) we get
(6.6.3) ‖σ0(h
′)(v∗qv)− σδ(h′)(q)‖2 ≤ 2
−n+1, ∀q ∈ P(Aqn), ∀h
′ ∈ G0.
From (6.6.2) and (6.6.3) we finally get:
21/2‖e0‖2 = ‖σ0(h)(v
∗e0v)− σ0(hi)(v
∗e0i v)‖2
≤ ‖σ0(h)(v
∗e0v)− σδ(h)(e0)‖2 + ‖σδ(hi)(e
0
i )− σ0(hi)(v
∗e0i v)‖2
≤ 2−n+2‖e0‖2
which for n ≥ 2 gives a contradiction. The maximal family F must therefore
satisfy Σiσ0(hi)(v
∗eiv) = p, Σiσδ(hi)(e
′
i) = 1. Since by (6.2) we have ‖v
∗ei− ei‖2 ≤
2−n‖ei‖2, if we define V = Σiu0hieivu
0∗
hi
then clearly V ∗V = V V ∗ = p, V ∗(AKp)V =
A0 and
‖V − p‖22 = Σi‖u
0
hieivu
0∗
hi − u
0
hieiu
0∗
hi‖
2
2 ≤ Σi2
−n‖ei‖
2
2 = 2
−n.
But since n was arbitrary, this shows that AKp = A0.
Q.E.D.
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7. Strong rigidity results
The results we prove in this section will typically assume a “weak equivalence”
between two free ergodic m.p. actions σ : G→ Aut(X0, µ0), σ : G→ Aut(X, µ) sat-
isfying certain conditions and will derive from that a much “stronger equivalence”.
There are two types of “weak equivalence” assumptions that we will consider:
Von Neumann equivalence (abbreviated vNE) of two actions σ0, σ is an iso-
morphism of the group measure space factors M0 = L
∞(X0, µ0) ⋊σ0 G0, M =
L∞(X, µ) ⋊σ G associated with σ0, σ. Most often we’ll in fact consider its “stabi-
lized version”, i.e. isomorphism of some “corners” of these factors.
Orbit equivalence (abbreviated OE) of σ0, σ, is an isomorphism ∆0 of the prob-
ability spaces (X0, µ0), (X, µ) that takes the equivalence relation Rσ0 given by the
orbits of σ0 onto the equivalence relation Rσ given by the orbits of σ, almost ev-
erywhere. More generally we consider its “stabilized version”, i.e. an isomorphism
∆0 : (X0, µ0) ≃ (Y, µY ), for some Y ⊂ X with µ(Y ) 6= 0, that takes Rσ0 onto the
equivalence relation RYσ on (Y, µY ) given by the intersection of the orbits of σ with
the set Y .
Note that by ([Dy], [FM]) an isomorphism ∆0 : (X0, µ0) ≃ (Y, µY ) extends
to an algebra isomorphism θ0 : M0 ≃ pMp, where p = χY , if and only if it
takes onto each other the equivalence relations Rσ0 ,R
Y
σ , i.e. if it is a (stable)
OE. Furthermore, an isomorphism θ : M0 ≃ pMp comes from a (stable) OE iff
it takes the subalgebra of coefficients L∞(X0, µ0), L
∞(X, µ)p (also called Cartan
subalgebras) onto each other. Thus, OE ⇒ vNE and any OE of actions can be
viewed as a special type of vNE of the actions. Altogether, OE ergodic theory,
which is the study of actions of groups up to orbit equivalence, is the same as the
study of Cartan subalgebra inclusions L∞(X, µ) ⊂ L∞(X, µ)⋊σ G underlying the
group measure space construction.
Conjugacy of actions is the typical “stronger equivalence” that we’ll derive for
σ0, σ. This means an isomorphism of probability spaces ∆ : (X0, µ0) ≃ (X, µ)
satisfying {∆−1σg∆}g∈G = {σ0(h)}h∈G0 . In other words, σ(δ(h))∆ = ∆σ0(h),
∀h ∈ G0, for some isomorphism of groups δ : G0 ≃ G. Note that if ∆, δ give
a conjugacy of σ0, σ, then they implement an isomorphism of the corresponding
group measure space II1 factors θ
δ,∆ : L∞(X0, µ0) ⋊σ0 G0 ≃ L
∞(X, µ) ⋊σ G by
θδ,∆(Σha
0
hu
0
h) = Σh∆(a
0
h)uδ(h).
In one of the results though (Theorem 7.6), from vNE we’ll merely derive OE,
with only certain “parts” of (σ0, G0), (σ,G) conjugate onto each other.
The conditions σ0, σ must satisfy are as follows: The “source” action (σ0, G0)
has to contain a sufficiently large subgroup satisfying the relative property (T) (of
Kazhdan-Margulis [Ma]). The “target” action (σ,G) needs to have good deforma-
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tion properties (malleability), examples of which are the Bernoulli G-actions. The
precise definitions and notations, also used in ([Po4]), are as follows:
7.0.1. Definition. A group G0 is w-rigid, if it contains an infinite normal subgroup
H0 ⊂ G0 with the relative property (T) of Kazhdan-Margulis ([Ma]; see also [dHV]).
7.0.2. Definition ([Po6]). An infinite subgroup Λ of a group Γ is weakly quasi
normal (wq-normal) in Γ if for any intermediate subgroup Λ ⊂ H  Γ there exists
g ∈ Γ \ H such that gHg−1 ∩ H infinite. Note that Λ is wq-normal in Γ if and
only if there exists an ordinal ı and a well ordered family of intermediate subgroups
Λ = H0 ⊂ H1 ⊂ ... ⊂ H ⊂ ... ⊂ Hı = Γ such that for each  < ı, H+1 is the group
generated by the elements g ∈ Γ with gHg−1 ∩H infinite and such that if  ≤ ı
has no “predecessor” then H = ∪n<Hn (see [Po6]). It is easy to see that there
exists a largest group Λ ⊂ H ′ ⊂ Γ such that Λ is wq-normal in H ′, which we will
call the wq-normalizer of Λ in Γ.
If Λ = H0 ⊂ H1 ⊂ ... ⊂ Hn = Γ are all normal inclusions, and Λ is infinite,
then Λ ⊂ Γ is wq-normal. An inclusion of the form Λ ⊂ (Λ ∗K0)×K1, with Λ, K1
infinite K0 arbitrary, is also wq-normal but cannot be realized as a sequence of
consecutive normal inclusions.
7.0.3. Notation. We denote by wT0 the class of groups G0 that contain an infinite,
non-virtually abelian subgroup H satisfying: H ⊂ G0 has the relative property (T);
H is wq-normal in G0.
7.0.4. Notation. We denote by wT1 the class of groups G0 that have a w-rigid,
wq-normal subgroup H ⊂ G0 such that {hgh−1 | h ∈ H} is infinite ∀g ∈ G0, g 6= e.
Note that if G0 is itself w-rigid ICC then G0 ∈ wT1.
Note that all groups in wT1 are ICC (by the definition), while groups in wT0
are not required to be ICC. The class wT0 is clearly closed under normal and finite
index extensions. It is also closed to inductive limits. All infinite property (T)
groups ([Ka]) are both w-rigid and in the class wT0, and so are all groups of the
form Γ ×K with Γ infinite property (T) group and K arbitrary. Also, if Γ ∈ wT0
then (Γ ∗ K0) × K1 ∈ wT0, ∀K0 arbitrary K1 infinite. The groups G = Z2 ⋊ Γ,
with Γ ⊂ SL(2,Z) non amenable are w-rigid (cf. [Ka], [Ma], [Bu]), and so are all
the arithmetic groups in ([Va], [Fe]). However, these groups are not in the class
wT0 because in each of these cases the relatively rigid subgroup (ZN , for some N)
is abelian.
7.0.5. Definition. An action σ of G on A ≃ L∞(X, µ) is malleable (1.5 in [Po4])
if there exists a continuous action α : R → Aut(A⊗A) that commutes with the
“double” action σg ⊗ σg, g ∈ G, and “flips” at some point A ⊗ 1 onto 1⊗ A. It is
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s-malleable if there also exists β ∈ Aut(A⊗A) leaving A = A⊗1 pointwise fixed and
satisfying β2 = id, βαt = α−tβ, ∀t. Also, σ is sub malleable (resp. sub s-malleable)
if it can be appropriately extended to a malleable (resp. s-malleable) action. For
the precise definitions see (1.5 and 4.2 in [Po4]).
Given an arbitrary infinite discrete group G, an example of an action σ of G that
is both sub s-malleable and clustering is the (left) Bernoulli shift action with “base
space” (Y0, ν0) (Y0 6= single point). Recall that such σ acts on (X, µ) = Πg(Y0, ν0)g
by σh((xg)g) = (x
′
g)g, where x
′
g = xh−1g, ∀h, g ∈ G. Recall also that a generalized
Bernoulli shift action σ of G is defined as follows: Let S be an infinite countable
set and π a faithful action of G on S; let (X, µ) = Πs(Y0, ν0)s and define the action
σ of G on (X, µ) by σh((xs)s) = (x
′
s)s, where x
′
s = xπ(h−1)(s), ∀h ∈ G, s ∈ S. All
generalized Bernoulli shift actions are sub s-malleable. They are mixing iff for any
finite subset S0 ⊂ S there exists F ⊂ G finite such that π(g)S0∩S0 = ∅, ∀g ∈ G\F .
This condition is easily seen to also imply σ is clustering.
To state the results, let us also recall that if γ is a character of G then it defines
an automorphism θγ of M = L∞(X, µ) ⋊σ G by θ(Σgagug) = Σgγ(g)agug, which
is outer whenever γ is non-trivial (see e.g. [T]).
7.1. Theorem (vNE Strong Rigidity). Let σ : G → Aut(X, µ), σ0 : G0 →
Aut(X0, µ0) be free, ergodic actions of countable discrete groups G,G0 on stan-
dard probability spaces (X, µ), (X0, µ). Denote M = L
∞(X, µ) ⋊σ G, M0 =
L∞(X0, µ0)⋊σ0 G0. Assume:
(a). G is ICC; σ is sub malleable clustering, e.g. σ is a Bernoulli G-action;
(b). G0 w-rigid ICC. More generally, G0 has a w-rigid, wq-normal subgroup
H ⊂ G0 such that {hgh
−1 | h ∈ G0} infinite ∀e 6= g ∈ G0 and σ0|H ergodic. (Note
that G0 ∈ wT1.)
If θ :M0 ≃ pMp is an isomorphism, for some projection p ∈M , then p = 1 and
there exist a character γ of G and isomorphisms δ : G0 ≃ G, ∆ : (X0, µ0) ≃ (X, µ)
satisfying σ(δ(h))∆ = ∆σ0(h), ∀h ∈ G0, such that θ = Ad(u) ◦ θγ ◦ θδ,∆ for some
unitary u ∈M .
Proof. Note first that if H ⊂ G0 is as in condition (b) then L(H)′ ∩ M0 = C.
This is because the condition {hgh−1 | h ∈ G0} infinite ∀e 6= g ∈ G0 implies
L(H)′ ∩M0 ⊂ L∞(X0, µ0) and since H acts ergodically on X0 this further implies
L(H)′ ∩M0 ⊂ (L∞(X0, µ0))H = C.
We may clearly assume p ∈ L(G). By (5.3 in [Po4]), there exists a unitary
u1 ∈ pMp such that u1θ(L(G0))u∗1 ⊂ pL(G)p. We may thus assume, for simplicity
of notations, that M0 = pMp with pL(G)p ⊃ L(G0). This allows us to apply
Theorem 5.1. Since G ICC implies G has no non-trivial finite normal subgroups,
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it follows by 5.1 that p = 1 and there exists a unitary element u2 ∈ L(G) such
that Ad(u2)(u
0
h) = γ(δ(h))uδ(h), for some character γ of G and an isomorphism of
groups δ : G0 ≃ G. But this is equivalent to the required conclusions. Q.E.D.
7.1’. Theorem. With the same notations as in 7.1, if we assume:
(a). G is ICC; σ is sub s-malleable clustering, e.g. σ is a Bernoulli G-action;
(b). G0 ∈ wT0.
then the same conclusion as in 7.1 holds true for any isomorphism θ :M0 ≃ pMp.
Proof. The proof is exactly the same as for 7.1, but using (5.3′ in [Po4]) instead of
(5.3 in [Po4]). Q.E.D.
Taking in 7.1 (resp. 7.1’) both groups G0, G in wT1 (resp. in wT0) and both
actions σ0, σ to be Bernoulli shifts, we get a 1 to 1 functor G 7→ L∞(X, µ)⋊σG =M
from the class wT0 ∪ wT1 (with group isomorphisms) to II1 factors (with algebra
isomorphisms). Moreover, the same is true for the associated II∞ factors M
∞ def=
M⊗B(ℓ2(N)).
7.2. Corollary. Let Gi ∈ wT0∪wT1 (e.g. w-rigid ICC) and σi : Gi → Aut(Xi, µi)
be Bernoulli shift actions, i = 0, 1. Then the II1 factors Mi = L
∞(Xi, µi) ⋊σi Gi
(resp. II∞ factors M
∞
i ), i = 0, 1, are isomorphic if and only if the groups Gi are
isomorphic and the actions σi are conjugate, i = 0, 1. Even more so, if θ : M
∞
0 ≃
M∞1 , then θ is the amplification of an isomorphism θ0 : M0 ≃ M1 of the form
θ0 = Ad(u) ◦ θγ ◦ θδ,∆, for some u ∈ U(M1), γ ∈ Char(G1) and δ : G0 ≃ G1,
∆ : (X0, µ0) ≃ (X1, µ1) satisfying σ1(δ(h))∆ = ∆σ0(h), ∀h ∈ G0.
For a Bernoulli shift action σ of an ICC group G, L∞(X, µ)⋊σ G can be viewed
as the canonical “group measure space factor”-version of the “group factor” L(G).
Thus, Corollary 7.2 above can be regarded as an affirmative answer to a natural
“relative variant” of Connes’ rigidity conjecture ([C2]), stating that any isomor-
phism between factors arising from ICC property (T) groups ought to come from
an isomorphism of the groups. Note though that this “relative variant” holds true
in a generality which, of course, fails to be true for group algebras L(G). For in-
stance given ANY ICC group K (even K amenable !) the group G = SL(3,Z)×K
is w-rigid, so the factors L∞(X, µ)⋊ G are non-isomorphic for non-isomorphic K,
by 7.2, while the corresponding group factors L(G) are mutually isomorphic if K
are taken amenable.
To state the next consequence, we need to recall some simple general facts about
automorphism groups associated with actions, equivalence relations and von Neu-
mann algebras.
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One denotes by Aut(Rσ) the group of automorphisms of (X, µ) that preserve the
orbits of σ and by Inn(Rσ) the subgroup of automorphism whose graph belongs to
Rσ. Equivalently, α ∈ Inn(Rσ) iff there exists u in the normalizer of A = L∞(X, µ)
in M such that α = Ad(u)|A. Note that Aut(Rσ) is the normalizer of Inn(Rσ) in
Aut(X, µ). We let Out(Rσ) = Aut(Rσ)/Int(Rσ),
We denote by Aut(σ,G) the group of automorphisms ∆ ∈ Aut(X, µ) for which
there exists an (necessarily unique) automorphism δ = δ(∆) ofG such that ∆σg∆
−1 =
σδ(g), ∀g. A particularly important subgroup of Aut(σ,G) is the commutant of σ(G)
in Aut(X, µ), i.e. the group of automorphisms ∆ ∈ Aut(σ,G) for which δ(∆) = idG.
We denote this subgroup by Aut0(σ,G). It is clearly normal in Aut(σ,G).
It is not hard to see that if ∆ ∈ Aut(σ,G) then ∆ belongs to Inn(Rσ) if and only
if ∆ = σg for some g ∈ G (see e.g. [MoSo] or [Fu3]). Thus, the image of Aut(σ,G)
in Out(Rσ) coincides with the quotient Out(σ,G)
def
= Aut(σ,G)/σ(G).
Note that ifG is ICC then Aut0(σ,G) is isomorphic to its image in Aut(σ,G)/σ(G)
and thus to its image in Out(Rσ) as well. Note also that if σ is a Bernoulli shift
then there is a canonical group embedding Aut(G) ∋ δ 7→ ∆δ ∈ Aut(σ,G) given
by ∆δ((xg)g) = (x
′
g)g, where x
′
g = xδ−1(g), ∀g ∈ G. Thus, one has the split exact
sequence
1→ Aut0(σ,G)→ Aut(σ,G))→ Aut(σ,G))/Aut0(σ,G) = Aut(G)→ 1
which in case G is ICC gives the split exact sequence:
1→ Aut0(σ,G)→ Aut(σ,G))/σ(G)→ Out(G)→ 1
Finally, note that if we put M = L∞(X, µ)⋊σG and denote as usual Out(M) =
Aut(M)/Int(M), then we have a natural embedding Aut(Rσ) ⊂ Aut(M) whose
image in Out(M) is Out(Rσ). Another remarkable subgroup of Aut(M) related
to the action σ is the group {θγ | γ ∈ Char(G)} ≃ Char(G), with θγ ∈ Aut(M)
as defined at the beginning of this section. This group is isomorphic to its image
in Out(M) and it is normalized by the image of Aut(σ,G) in Aut(M), with their
intersection being trivial.
With these remarks in mind, and denoting as before M∞ = M⊗B(ℓ2(N)) the
type II∞ factor associated with M , Corollary 7.2 trivially implies:
7.3. Corollary. With the above notations, assume G ∈ wT0 ∪ wT1 (e.g. G w-
rigid ICC) and σ : G → Aut(X, µ) is a Bernoulli G-action. Then Out(M∞) =
Out(M) = Aut0(σ,G) × (Char(G) ⋊ Out(G)). In particular, F (M) = {1}. Also,
Out(Rσ) = Aut0(σ,G)×Out(G) and F (Rσ) = {1}.
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The above corollary reduces the calculation of the outer automorphism group
Out(M) of II1 factors M = L
∞(X, µ) ⋊σ G (resp. equivalence relations Rσ) with
G ICC group in the class wT0∪wT1 (e.g. for G w-rigid ICC group) and σ Bernoulli
shift of base (Y0, µ0), to the calculation of the commutant Aut0(σ,G) = {θ ∈
Aut(X, µ) | θσg = σgθ, ∀g ∈ G} of the left Bernoulli shift σ. We conjecture that
any θ commuting with σ must be of the form θ = θ0θ1 with θ0 a right shift by
some element of the group G and θ1 a product type action θ1 = Πgαg, where
αg = α, ∀g, for some α ∈ Aut(Y0, µ0). Note that if this would be the case,
then Aut0(σ,G) ≃ G × Aut(Y0, µ0), so by 7.3 it would follow that Out(M) = G×
Aut(Y0, µ0)×(Char(G)⋊Out(G)) and Out(Rσ) = G×Aut(Y0, µ0)×Out(G). Such
a calculation can be shown to imply that two Bernoulli shift actions σ0, σ1 of ICC
groups G0, G1 ∈ wT0∪wT1 with base space (Y0, ν0), (Y1, ν1) give rise to isomorphic
II1 group measure space factors M0,M1 iff G0 ≃ G1 and (Y0, ν0) ≃ (Y1, ν1).
The “weak-normality” assumptions on the relatively rigid subgroup of G0 in
7.1.(b), 7.1’.(b) allowed us to obtain plain conjugacy of actions from von Neumann
isomorphism (vNE). Using the full generality of the Cartan Conjugacy Criteria in
Section 4, one can still obtain significant information (notably OE equivalence from
vNE equivalence) even if we drop such weak normality assumption:
7.4. Theorem (vNE/OE Strong Rigidity). Let σ : G→ Aut(X, µ), σ0 : G0 →
Aut(X0, µ0) be free ergodic m.p. actions. Denote A = L
∞(X, µ), A0 = L
∞(X0, µ0),
M = A⋊σ G, M0 = A0 ⋊σ0 G0. Assume:
(a). G is ICC; σ is sub s-malleable clustering, e.g. σ Bernoulli G-action.
(b). G0 has a non virtually abelian subgroup H ⊂ G0 with the relative property
(T).
If θ : M0 ≃ pMp is an isomorphism, for some projection p ∈M , then τ(p)−1 is
an integer and there exists a partial isometry v ∈ pMp such that
(i). v∗v = p, vv∗ ∈ A, vθ(A0)v∗ = Avv∗.
(ii). If G′0 ⊂ G0 is the wq-normalizer of H in G0, then there exists G
′ ⊂ G and
K ⊳ G′, |K| = τ(p)−1, such that Ad(v) ◦ θ conjugates (σ0)|G′
0
onto the action σ′ of
G′/K on AK = {a ∈ A | σk(a) = a, ∀k ∈ K} given by σ′(gˆ′) = (σg′)|AK , ∀g
′ ∈ G′.
Proof. Like in the proofs of 7.1, 7.1’, by ([Po4]) we may assume p ∈ L(G) and
θ(L(G′0)) ⊂ pL(G)p. By Theorem 4.2 it follows that θ(A0) is unitary conjugate to
Ap0 for some projection p0 ∈ A with τ(p0) = τ(p). But then 5.2 applies to get the
conclusion. Q.E.D.
The first result deriving OE (equivalently, Cartan conjugacy) from vNE, i.e.
from the isomorphism of the group measure space factors, was obtained in ([Po2]):
It is shown there that if M0 = M(R0), M =M(R) for some equivalence relations
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R0,R, with R0 having the relative property (T) (as defined in 5.10.1 in [Po2]) and
R having the Haagerup property (as considered in 2.1 and 3.5.6 of [Po2]) then any
isomorphism θ :M0 ≃M is an inner perturbation of an isomorphism coming from
OE. Once such a “vNE/OE Strong Rigidity” is proved, one can take advantage
of results on OE Ergodic Theory to derive results about the II1 factors involved.
Thus, in ([Po2]) one uses Gaboriau’s ℓ2-Betti numbers for equivalence relations to
derive invariants for the corresponding group measure space factors, (called the
class HT ).
Similarly, one can use 7.4 in combination with ([Ga2]), or with the Monod-
Shalom OE Strong Rigidity results in ([MoSh]), to obtain calculation of fundamen-
tal groups and non-isomorphism of II1 group measure space factors that are not
covered by Theorem 7.1. For instance, one can apply 7.4 to the case G0, G are
products of two or more groups of the form H ∗K with H,K torsion free and H
Kazhdan, to get OE from vNE, then apply ([MoSh]) to further get conjugacy from
OE, and the triviality of the fundamental group. Along these lines, we mention
a consequence of 7.4 which derives the triviality of fundamental group of certain
factors without using OE rigidity results from ([Ga2], [MoSh]):
7.5. Corollary. If G is an ICC group having a non virtually abelian subgroup
with the relative property (T) (e.g. G = H ∗ K for some infinite Kazhdan group
H and K 6= 1, or a product of such groups) and σ is a Bernoulli G-action, then
the fundamental group of the corresponding group measure space factor M satisfies
F (M) ∩ [1,∞) ⊂ N. If in addition G is torsion free (e.g. G = H ∗ K with H
Kazhdan and H,K torsion free) then F (M) = {1}.
Since any OE of actions entails an isomorphism of the associated group measure
space factors, Theorems 7.1, 7.1’ trivially imply OE rigidity results for actions σ, σ0
satisfying conditions (a), (b) of either 7.1 or 7.1’. But in fact we can do slightly
better than that: Since an isomorphism of group measure space factors that comes
from an OE isomorphism of probability spaces takes Cartan subalgebras onto each
other, we can use 5.2 (which only requires mixing conditions on the actions) rather
than 5.1 (which is what we used in the proofs of 7.1, 7.1’, and which required the
clustering condition on σ). This allows us to replace the condition “σ clustering”
by the weaker condition “σ mixing”.
7.6. Theorem (OE Strong Rigidity). Let σ : G → Aut(X, µ), σ0 : G0 →
Aut(X0, µ0) be free ergodic m.p. actions. Assume:
(a). G is ICC; σ is sub s-malleable and mixing (e.g. a Bernoulli G-action).
(b). Either G0 ∈ wT0; or (σ0, G0) satisfies 7.1.(b) (e.g., G0 w-rigid ICC)
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If Y ⊂ X is a subset of positive measure and ∆0 : (X0, µ0) ≃ (Y, µY ) satisfies
∆0(Rσ0) = R
Y
σ then Y = X, the groups G0, G are isomorphic and the actions σ0, σ
are conjugate with respect to that isomorphism of groups. More precisely, there
exist α ∈ Inn(Rσ), δ : G0 ≃ G, ∆ : (X0, µ0) ≃ (X, µ) satisfying σ(δ(h))(∆(x)) =
∆(σ0(h)(x)), ∀h ∈ G0, x ∈ X0, such that ∆0 = α ◦∆.
Proof. With the usual notation M0,M for the associated group measure space
factors, the isomorphism ∆0 implements an isomorphism θ : M0 ≃ pMp satisfying
θ(A0) = Ap, where p = χY . Since L(G) is diffuse (because G is infinite), p can be
unitary conjugate to a projection in L(G). Equivalently, after identifying M0 with
θ(M0), we may assume M0 = pMp for some projection p ∈ L(G). By applying
(5.3 in [Po4]), in the case (σ0, G0) satisfies 7.1.(b), and respectively (5.3
′ in [Po4])
in the case G0 ∈ wT1, it follows that we may also assume L(G0) ⊂ pL(G)p. Thus,
assumptions (a) and (c) of 5.2 are satisfied. Since G is ICC and M0 = pMp, all
the conditions required in the last part of 5.2 are checked and the corresponding
conclusion in 5.2 trivially implies the statement. Q.E.D.
Following ([MoSh]), to have an “OE superrigidity”-type result one needs all
conditions on just one side. Theorem 7.6, which has the conditions on the group
(either w-rigid ICC or in the class wT0) on the “source” side and the conditions on
the action (Bernoulli) on the “target” side, doesn’t quite fulfill this requirement.
By strengthening the condition on the group though, we can obtain this kind of
result as well:
7.7. Theorem (OE Superrigidity). Let G be an ICC property (T) group and
σ : G→ Aut(X, µ) a Bernoulli G-action (more generally, a sub s-malleable, mixing
action). Let G0 be any group and σ0 : G0 → Aut(X0, µ0) any free m.p. action of
G0. If ∆0 : (X0, µ0) ≃ (Y, µ|Y ) satisfies ∆0(Rσ0) = R
Y
σ , for some subset Y ⊂ X,
then Y = X (modulo null sets), the groups G0, G are isomorphic and the actions
σ0, σ are conjugate with respect to that isomorphism of groups. More precisely, there
exist α ∈ Inn(Rσ), δ : G0 ≃ G such that ∆ = α ◦∆0 satisfies σ(δ(h))∆ = ∆σ0(h),
∀h ∈ G0.
Proof. By either (4.1.7, 4.1.9 in [Po8]) or (1.4 in [Fu2]), if Rσ0 ≃ R
Y
σ and G
has property (T) then G0 has property (T). But then we can apply 7.5 and the
statement follows. Q.E.D.
Note that the class of groups and actions covered by the OE rigidity results
7.6 and 7.7 is quite different from the ones in ([Fu1], [MoSh]). However, some
intersection occurs with ([MoSh]). For instance, if we take G0 = Γ1 × ...× Γn with
n ≥ 2, each Γi either a free product of torsion free groups or a non-elementary
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Gromov-hyperbolic group with the property (T), at least one being of this latter
class, then each Γi is in the class C of Monod-Shalom while G0 is weakly rigid. Thus,
if the action σ0 of Γ1× ...×Γn is assumed irreducible, in the sense of ([MoSh]), and
σ is Bernoulli with G ICC, then the corresponding OE rigidity result is covered by
both 7.5 above and (1.9 in [MoSh]). On the other hand, we were not able to check
Furman’s condition for Bernoulli shift actions σ of higher rank lattices Γ ⊂ G, i.e.
to show whether (σ,G;X) has no quotients of the form G/Λ, with Λ a lattice in
G. If this would be true (which is what we expect), then (Theorem A in [Fu1])
would imply: Let G be an ICC higher rank lattice and σ Bernoulli G-action. If
RYσ ≃ Rσ0 for some Y ⊂ X and some free ergodic m.p. action (σ0, G0), then G,G0
are “virtually isomorphic” groups and σ, σ0 “virtually conjugate” actions.
Our next result gives a Galois type correspondence for the w-rigid ICC sub-
equivalence relations of an equivalence relation implemented by a Bernoulli shift.
The result can also be viewed as a OE Strong Rigidity result for embeddings of
equivalence relations.
7.7. Theorem (OE Strong Rigidity for Embeddings. Let σ : G→ Aut(X, µ)
be a Bernoulli G-action (or more generally a sub s-malleable mixing m.p. action)
of an ICC group G. If σ0 : G0 → Aut(X0, µ0) is a free ergodic m.p. action of
a group G0 which is either w-rigid ICC or in the class wT0 and ∆0 : (X0, µ0) ≃
(X, µ) satisfies ∆0(Rσ0) ⊂ Rσ then there exists an isomorphism δ : G0 ≃ G
′ ⊂ G
and α ∈ Inn(Rσ) such that α ◦ ∆0 ◦ σ0(h) = σ(δ(h)), ∀h ∈ G0. Thus, there
is a 1 to 1 correspondence between the sub-equivalence relations of Rσ that are
implementable by free ergodic actions of w-rigid ICC groups (resp. groups in wT0),
modulo conjugacy by automorphisms in Inn(Rσ), and the w-rigid ICC subgroups of
G (resp. the wT0 subgroups of G), modulo conjugacy by elements in G.
Proof. We may assume Rσ0 ⊂ Rσ, i.e. we can select unitaries {u
0
h}h∈G0 in the
normalizer of A = L∞(X, µ) in M = L∞(X, µ)⋊σ G such that G0 ∋ h 7→ σ0(h) =
Ad(u0h) ∈ Aut(X, µ), ∀h ∈ G0. Since A ⊂M =M(Rσ) has vanishing 2-cohomology
in the sense of ([FM]), it follows that for any sub-equivalence R ⊂ Rσ the Cartan
inclusion A ⊂ M(R) has vanishing 2-cocycle. Thus, by perturbing if necessary
each u0h by a unitary element in U(A) we may assume {u
0
h}h∈G0 are the canonical
unitaries generating L(G0). If G0 is w-rigid ICC then by (5.3 in [Po4]) there exists
a unitary element u in M such that uL(G0)u
∗ ⊂ L(G). Since σ is clustering, by
Lemma 4.5 it follows that σ0 is mixing, thus Theorem 5.2 can be applied to conclude
that there exists u ∈ U(M) such that u({u0h}h)u
∗ ⊂ T{ug}g and uAu
∗ = A. The
proof of the case G0 ∈ wT0 is similar, using (5.3′ in [Po4]). Q.E.D.
In (part (1) of Theorem D in [Fu1]), Alex Furman proved that the restrictions to
subsets Y of irrational measure of the equivalence relation Rσ given by a classical
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action σ of an arithmetic Kazhdan group, such as SL(n,Z) on Tn, n ≥ 3, cannot
be implemented by a free action of a group. We end by noticing that Theorem
7.7 provides a new class of examples of this situation, without restrictions on the
measure of the subsets. Note however that (Thm. D(3) in [Fu1]) also provides
examples of equivalence relations R with the property that no amplification Rt, t >
0 can be implemented by a free action of a group, a situation which we cannot realize
here (see however Remark 5.6.2 in [Po4]) !
7.8. Corollary. Let σ : G → Aut(X, µ) be a Bernoulli shift action (or more
generally a free, sub s-malleable, mixing m.p. action) of an ICC property (T) group
G. If Y ⊂ X has measure 0 6= µ(Y ) < 1 then RYσ (the restriction of the equivalence
relation Rσ to Y ) cannot be realized as orbits of a free action of a group.
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