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4ABSTRACT
This thesis investigates quantum photonic technology, proposing novel designs
and photonic components towards the next generation of quantum computing and
information processing. Chapter 1 introduces the history and motivation behind
quantum information, and evaluates today’s most promising quantum technology
platforms. Chapter 2 provides an overview of requisite linear and nonlinear classical
photonic theory, introduces topological photonics and quantum photonic concepts,
as well as nanofabrication principles. In chapter 3, a published novel probabilistic
single photon source design is proposed, aimed at improving yield and photon purity.
Chapter 4 proposes a published novel scheme for manipulating photons with the
goal of enabling robust new quantum photonic gate designs. Chapter 5 introduces
two works investigating a new photonic platform, lithium niobate on insulator
(section 5.1), suitable for quantum photonic technology, and demonstrates the initial
steps towards the development of spectral filtering on this platform (section 5.2).
This thesis seeks to explore and advance future quantum photonic technology, from
sources design to quantum photonic gate design and fabrication, stepping closer to
the long standing dream of scalable photonic quantum computing.
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2C h a p t e r 1
INTRODUCTION
The birth of quantum computing dates back to 1982 [1] and has since flourished. The
quantum computing and quantum communication fields have attracted great attention
as scientists and engineers strive to realise quantum systems able to resolve presently
unsolvable algorithms, and transmit data down uncompromisable communication
channels [2, 3]. Quantum technology is set to be the next technological leap in
present day computational systems [4, 5].
The existence of quantum theory has its roots in the 1930s, when its validity was a
highly controversial topic amongst physicists [6]. Quantum theory proposed phe-
nomena such as entanglement, interference and nonlocality between two individual
particles, contradicting the well-established classical predictions of that time [6].
The idea that two particles could, in theory, be specially prepared and isolated
infinitely far apart, whilst seemingly and counterintuitively communicating with
one another, still remains astonishing. Unfortunately, the limited technology of the
1930s left these contentious theories largely unresolved as scientists were unable to
experimentally validate or invalidate them.
The famous 1964 paper by J. Bell [7] preceded the first two experiments towards
verifying quantum theory [8, 9]. At this time, the laser was being developed [10]
and about to revolutionise quantum experiments. By the early 1980s, quantum
entanglement was proven using lasers, giving rise to the field of quantum information,
which could now be investigated using photons [11, 12].
Quantum information defined a new basic unit called the quantum bit (qubit), similar
to a bit; however, able to represent a superposition of both 0 and 1 bitwise states [13].
The realisation of a qubit relies on quantum particles, such as photons or electrons—
the technology of the past few decades has enabled the isolation and manipulation of
these highly fragile particles, showcasing the first quantum computing algorithms
and quantum communication protocols. As faced by quantum theorists in the 1930s,
quantum information researchers are again limited by technology, unable to reliably
produce the large number of qubits quantum computing and quantum communication
require, sparking heavy research into quantum technology [14].
31.1 Quantum technologies
Many competing technologies have been proposed to implement a quantum computer.
Today, the most prominent technologies are based either on superconducting circuits,
trapped ions, quantum dots, nuclear magnetic resonance or photons. For each
technology, there exists numerous platforms. Many leading quantum information
experiments use a combination of quantum technologies [15, 16].
For a platform to be suitable for quantum computing, it must fulfill a particular
set of requirements: it must support a universal set of gates, as well as be able to
generate and detect qubits reliably. In order to implement a quantum network, the
platform must enable stationary qubits to be converted into flying qubits. Today,
quantum technology is limited by system noise, gate operation fidelity and losses
compromising the lifetime and accurate generation and processing of a qubit; however,
some technologies still enable limited computation to be achieved [17].
Superconducting quantum computers are perhaps the most promising quantum
computing technology today, with notable transnational companies—including
Google, Microsoft, IBM and Toshiba—investing heavily in the technology. Qubits,
in this technology, are implemented using Josephson junctions; superconducting loops
that flow quantised currents either clockwise or anticlockwise, or a superposition
thereof. The two main superconductors used are Nb and Al, which need to be
cryogenically cooled to the mK range. In recent years, quantum computers with
≥ 50 qubits have been demonstrated [18, 19]. The main limitation in this technology
is RF noise, limiting gate operation fidelity and longevity of a quantum state. As
with classic telecommunication channels, noise can be combated by implementing
error correction [20]; surface code is arguably the most advanced quantum error
correction scheme, requiring gate fidelity > 99.9% [21]—a target which has not
been performed in a scalable manner in this platform.
Trapped ion quantum computers, like their superconducting counterpart, require
a cryogenic environment to function. In this technology, the energy levels of ions
are used as the qubit. Qubit initialisation, qubit readout and single qubit operations
are performed optically; whereas, 2-qubit operations are achieved using electrically
coupled ions and RF pulses [22]. The most advanced trapped ion quantum computers
today have around five qubits. A major advantage of this technology is that qubits
survive a very long time, and gate operations can be performed relatively quickly;
however, the technology has major scaling problems, in particular when coupling
large numbers of ions to one another [23]. Photons are an integral aspect of this
4technology, as readout is performed via photon detection, and scalability has been
proposed using a modular approach, where photons would be used to interconnect
trapped ion modules [24–26].
Nuclear magnetic resonance (NMR) quantum computing does not use the energy
levels of ions like the trapped ions scheme to create qubits, but rather the spin state of
the ions. In this way, spin up and spin down, or a superposition thereof, corresponds
to the qubit state. NMR quantum computing suffers from thermal noise issues, and
has major scalability issues with the signal to noise ratio dropping exponentially with
the number of qubits [27].
Finally, optical quantum computing is a popular platform, different to the preceding
in that photons are used as the qubit, making it the only platform with a flying (non-
static) qubit, a critical requirement for quantum communication and some quantum
computing platforms. Optical quantum computing relies on photons to carry the
quantum information; there are many degrees of freedom that may be used as the
qubit, including wavelength, polarisation and path of the photon. Optical qubits must
be generated using single photon sources and gates, operations are then performed
on the optical qubits using more gates, before the optical qubit state is read out
using further gates, and single photon detectors [28]. Traditionally, optical quantum
computing has been done using large free space bulk optic setups; often, these would
fill entire optical tables and process no more than a few qubits—clearly not a scalable
approach. The past decade has seen a shift towards photonics—integration of bulk
optic setups onto a chip—introducing a significant cost and size advantage, as well
as simplifying measurements [29–31].
1.2 Photonic Technology
Photonic quantum technology requires three general components to function: sources,
gates and networks, and detectors [32–34] as represented in Figure 1.1. Each
component can be implemented in multiple platforms, and generally, in multiple
ways. Sources are broadly categorised into probabilistic sources and deterministic
sources. Gates are dependent on how the qubit is implemented, but generally involve
filtering, power splitters and polarisation splitters—ideally, these components should
be tunable [35]. Detectors are limited to superconducting detectors, which convert a
photon to a voltage [36]. In this thesis, photon sources and gates are investigated and
several improvements to the state-of-the-art are proposed.
5Figure 1.1: Schematic drawing of a quantum computing network highlighting the
three major components required: sources, networks and detectors. The sources,
to the left, launch photons into a waveguide network that are then read-out in the
detectors to the right.
Sources
Photon sources are required to generate the photonic qubit. The generated photons
must be decoupled from the environment to be effectively used as qubits. If coupled
to the environment, the photon will start to lose its quantum state, similar to how
analogue electrical signals lose their information when impacted by electrical noise.
The degree to which a photon is entangled with its environment is called its purity,
where a 100% purity indicates total isolation from the environment, and a purity
towards 0% indicates strong coupling with the environment [37–39]. A schematic
example of a deterministic- and probabilistic-style sources is presented in Figure 1.2.
Deterministic photon sources typically involve using a photon emitters such as
quantum dot, solid state or NV centre [40, 41], which when optically pumped,
emits a single photon; this photon is then coupled into a waveguide and routed
through a photonic circuit, before being detected [40, 42]. To date, the coupling
of emitted photons into waveguides is challenging and, often, unreliable; isolating
the single photons from the optical pump is another major challenge. Often, an
improvement in the isolation of single photons can be made by directly coupling
single photon emitters to waveguides. Imperfect source to waveguide coupling and
the imperfections of deterministic source fabrication and measurement make the
successful operation of these sources probabilistic in practise [43, 44].
Probabilistic sources are based on a nonlinear process occurring in an optical material.
6(a) Example of single photon emission from a deterministic source. In this schematic
example, an emitter (the large blurred and graded blue circle) is pumped vertically from
above (multiple red lines), causing the state of the emitter to increase in energy, (i). The state,
at some point after excitation, decays, emitting a photon, (ii), at a comparable wavelength to
that of the pump.
(b) Example of single photon emission from a probabilistic source. A nonlinear crystal is
pumped, resulting in some pump photons (red) converting to signal/idler photons (green)
of a different wavelength. The pump photons are then filtered typically using a long pass
filter, leaving just the signal and idler photons. If the pump is sufficiently attenuated, only
one signal and one idler will be produced. The probability that pump photons will convert to
a signal and idler is probabilistic, and may or may not occur; furthermore, multiple pairs may
be created—generally the pump is attenuated to result in a 1% chance of obtaining a single
signal-idler photon pair.
Figure 1.2: Schematic views of deterministic (1.2a) and probabilistic (1.2b) sources.
Nonlinear processes take place when a small number of pump photons at a particular
wavelength convert to a pair of photons at a different wavelength. Commonly used
materials for generating photons include Si, SiN, AlN, LN, KTP, KDP, BBO and
BiBO [45]. A major challenge with these materials involves isolating the generated
photons from the pump photons, as well as ensuring high efficiency and purity of
the generated photons [46], though significant progress towards scalable source has
been achieved [47, 48].
Fortunately, materials including AlN, LN, KTP, KDP, BBO and BiBO generate
photons at vastly differently wavelengths to the pump, making spectral filtering
straight forward [49]—unfortunately, their purity is, in general, limited [50]. Many
7Figure 1.3: Schematic drawing of three types of superconducting photon detectors.
Subfigure (a) shows a meander detector for freespace single photon detectoin, whilst
subfigures (b) and (c) show hairpin and 2-SNAP detectors respectively for waveguide
integrated single photon detection. In each case, a photon is absorbed at some point
along a biased superconducting detector, generating a hot spot (red dot), switching
the impedance of the detector causing a voltage pulse to be generated.
methods have been proposed for increasing the purity in these materials where
possible [51]; however, each proposed method comes with limitations[52, 53]. In
this thesis, a novel method for improving the spectral purity of photons generated in
KTP is proposed and investigated. The proposed process may also be extended to
other materials.
Single Photon Detectors
Following the generation and manipulation of photonic qubits, it remains to detect
their state. State-of-the-art photon detection relies on superconducting detectors—
absorption of a photon causes the detector to switch from a low to a high impedance
state. Detectors are typically made from either WSi or NbN; both operating in
similar manners, but with slightly different properties [54]. Figure 1.3 shows
examples of three styles of detectors: meander (for freespace use), hairpin (for
waveguide integration) and 2-SNAP (for waveguide integration and amplified
detector signal) [55].
NbN detectors operate at higher temperatures than WSi and provide greater certainty
as to when a photon was detected; however, WSi is simpler to process than NbN, and
can provide higher efficiencies and greater substrate compatibility [56]. There exists
two main styles of detector designs: meander and hairpin; the former being used
in freespace applications, and the latter being used for waveguide integration. To
date, waveguide detectors have been demonstrated on many platforms including Si,
diamond and AlN with detection efficiencies >70% [57–59]. Single photon detectors
8Figure 1.4: Schematic drawing of a photonic switch (a) with the corresponding
schematic waveguide implementation (b). When a photon is launched into one of
the input ports (towards the left) it emerges in one of the two output ports (towards
the right) based on the applied voltage to the electrodes (denoted by the gold colour).
are a critical part to quantum technology for photon readout; their fabrication is
challenging, but has been verified with high yield and efficiency on many leading
photonic platforms.
Gates And Networks
Gates and networks are critical to the operation of quantum technology to both
manipulate and transmit qubits [60–63]. The past decade has seen many novel
component designs platforms used to manipulate optical qubits, each with its
own set of challenges and advantages [64–66]. Typically, a low-loss design and
material is sought after that offers small footprint components as well as tunability
and nonlinearities. Low-loss ensures that the qubit survives, whereas tunability,
generally in the form of optical switches, allows for rudimentary programmability,
and nonlinearities ensure compatibility with probabilistic sources. The material
should also function well at low temperatures, for compatibility with detectors, and
allow efficient coupling to fibre to facilitate long range communication. A schematic
example of an optical switch is shown in Figure 1.4.
9Component Design
The design of low-loss photonic components is critical to quantum technology due
to the stringent high-performance requirements [67]. Achieving a desired particular
quantum operation, with high certainty, becomes exponentially difficult with the
number of system qubits (or photons). Consequently, imperfections in components
are magnified with computing size, making scalability challenging. To improve
gate performance, fundamental photonic components are being investigated and
optimised.
Recently, the field of topological photonics has emerged, bringing unique physical
phenomena from topology to photonics. Topological systems stem from a new
phase of matter, the topological insulator [68], based on the work by Thouless
et al. on the quantum hall effect [69]. These systems are dielectric, but have the
unique property that they conduct on their edges (for 2D) or surface (for 3D). This
phenomena has since been studied in other platforms including photonics. The
application of topology to photonics allows light to be transferred in these unique
edge (or surface) states, and benefit from the properties these states have, such as
robustness to environment [70, 71].
The potential benefits topology can bring to quantum systems is a topic of investigation
still in its infancy. Topological edge states have the potential to bring robustness
and unique transportation methods to improve the performance of today’s quantum
photonic gates; however, this remains to be explored, and the ultimate impact topology
can have in quantum technology is still unknown.
Material Platforms
The stringent requirements of quantum technology indeed require highly optimised
photonic components; however, even the most optimised components suffer from
the imperfections of the photonic platform. Moreover, many designs are limited
by the intrinsic material properties of the platform. If the platform has minimal
or no nonlinear properties, probabilistic photon sources will hardly be viable. If
the platform does not survive well when cooled to < 4 K, single photon detectors
will struggle to function. If the platform does not allow small waveguide bends,
filtering and compact devices will be impractical. The aforementioned reasons
outline some of the challenges associated with choosing a suitable platform. The
most well-developed photonic platforms to date include Si, SiN, the group of III-V
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semiconductors and lithium niobate, each having its own unique set of properties [72,
73].
Silicon is the most common, well-known and well-established platform in photonics
and, more recently, quantum photonics [74]. Highly optimised custom silicon
circuits are mass producible in global foundries on 12′′ wafers, and work well at
low temperatures and with probabilistic photon sources. Silicon also has the added
benefit of being a semiconductor, allowing it to be doped to perform optical switching
and modulation. Although silicon appears to fulfil most of the needs for a photonic
platform, unfortunately, it suffers from high propagation loss at high power (due
to 2-photon absorption), does not transmit light below 1.1 µm wavelength, and the
semiconductor based switches are lossy [75–79].
Silicon nitride defeats many of the loss-related shortcomings faced by silicon,
transmitting down to around 350 nm, and not suffering 2-photon absorption above
800 nm, making it suitable for many high-power requirements and compatible with
many single photon emitters. Silicon nitride; however, is not a semiconductor and
does not possess efficient low-loss methods for high speed switching [80–82].
The class of III-V semiconductors, which includes AlN, GaAs, InGaAs and InP,
feature many useful properties, ranging from the ability to have on-chip lasers,
on-chip photodetectors, electro-optic switches, and probabilistic and deterministic
photon sources. While III-V semiconductors appear ideal, in reality, no one III-V
material supports all the aforementioned properties, they are usually expensive,
challenging and toxic to process, and they often suffer from either high propagation
losses or large footprint devices. III-V materials in general, however, are a leading
focus of research in photonics, some III-V platforms being very mature, such as
InP [83–87].
Lithium niobate is a crystal with many useful optical properties: large electro-optic
coefficient for efficient switching, large nonlinear coefficient for efficient probabilistic
sources and very low intrinsic material losses from∼400 nm to∼4 µmwavelength [88,
89]. Lithium niobate is currently the gold standard for ultra-fast, low-loss optical
switching, where a single switch costs in excess of 1000USD, and is typically >5 cm
in length [90]. The major challenge with lithium niobate comes from producing
compact optical circuits, waveguide technologies being limited to titanium indiffusion
and proton-exchange, neither of which allow compact photonic circuits. To date,
state of the art quantum circuits in lithium niobate typically include just one or two
rudimentary components, such as a basic source or a single switch [91].
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The recent commercialisation of lithium niobate on insulator (LNOI) wafers, a thin
layer of lithium niobate atop a layer of silicon dioxide, has opened opportunities
to solve the footprint challenge plaguing lithium niobate by enabling compact
ridge waveguides in lithium niobate to be fabricated [92]. Unfortunately, there are
significant challenges in processing lithium niobate, sparking significant research in
the field. The ability to produce compact, low-loss waveguides in LNOI would enable
efficient high speed switches and probabilistic photon sources for complex quantum
circuitry—a goal not readily achievable in the aforementioned platforms. Due to
the intrinsic properties of LNOI, it has the potential to be of major benefit to the
quantum computing community, enabling the next generation of quantum photonic
gates and photon sources [93, 94]. As LNOI possesses many useful properties for
quantum photonic technology, but the research into photonic components on the
platform is in its early stages, much of the potential of LNOI is yet to be investigated
and experimentally demonstrated.
1.3 Objectives Of This Thesis
The success of quantum photonic technology depends greatly on available materials
and nanofabrication techniques in conjunction with innovative and robust component
designs. Source, detector and network technologies must be compatible with one
another to facilitate integration and scalability.
Today’s deterministic source technologies are dominated by NV centres, quantum
dots and semiconductor emitters, whilst the deterministic sources usually involve
Si, SiN, LN and KTP. Deterministic sources usually suffer from a combination of
pump filtering, photon purity and waveguide coupling efficiency, while probabilistic
sources face scalability challenges—a shortcoming investigated in this thesis. Two
popular materials for single photon detection include NbN and WSi, both of which
have demonstrated high yield and detection efficiency. Silicon photonics is arguably
the most advanced photonic platform, and has been shown to operate well at low
temperatures with many of the aforementioned sources and detectors; however, it, and
other competing platforms struggle to meet the particular requirements for quantum
computing. Usually materials lack low propagation loss, and compact high speed
and low loss optical switches—LNOI, investigated in this thesis, seeks to mitigate
many challenges faced by competing platforms.
Even the most advanced photonic platforms suffer due to imperfect and approximate
designs. Many novel and often innovative techniques to design filters, cavities,
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switches, couplers and power splitters have been proposed with the goal of minimising
the footprint, desensitisation to fabrication tolerances and minimal insertion loss.
The up and coming field of topological photonics is investigated in this thesis, with
the aim of using the advantages of topology to improve quantum photonic gates.
To date, there does not exist a scalable demonstration comprising sources, detectors
and networks. Each aspect of quantum technology has scalability challenges yet to
be overcome: efficient techniques for single photon generation using probabilistic
sources are still under investigation; deterministic sources face coupling efficiency,
purity and yield challenges; photonic waveguide platforms have components with
significant insertion loss and propagation loss; and single photon detectors still lack
the efficiency for scalability. Although many hurdles are yet to be overcome for
scalable quantum photonics, the field is progressing at a rapid rate with many new
technologies being developed and brought into mainstream technology.
Based on the current state of photonic technology, it is evident that research is needed
into developing promising platforms that may support all the components needed
to achieve on-chip computation. Investigations must be done to understand just
how low-loss and high fidelity devices can be fabricated, how robust designs can be
realised, and finally, how high-yield and low-cost the platform can be mass-produced.
It is clear that for these fundamental question to be answered, significant research
must be directed towards all aspects of quantum photonic technology, from sources,
through to detectors and photonic platforms.
1.4 Thesis Outline
Chapter 2 introduces background material (in the fields of guided wave photonics,
nonlinear optics, topological photonics and nanofabrication), providing foundational
knowledge and added insight pertinent to the research presented later in the thesis.
Explorations into source design (chapter 3), circuit design (chapter 4) and circuit
fabrication (chapter 5) is conducted to assist in the search for suitable technology for
quantum photonics computing and communication systems. Finally, the conclusion,
in chapter 6, summarises the investigative works presented in this thesis, and their
impact on the current state of quantum photonic technology, as well as proposing a
direction for future quantum photonic technology research.
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C h a p t e r 2
BACKGROUND
This chapter presents backgrounds pertaining to photonic waveguide operation in
both the linear and nonlinear cases, nanofabrication with an emphasis on photonic
waveguides, and finally topological photonics. The backgrounds aim to provide a
fundamental theoretical basis for the research presented in this thesis, as well as
reference further literature. Key concepts of the fields are discussed with an emphasis
towards the subsequent thesis chapters.
Section 2.2 provides a summary theoretical background for the sources research later
presented in chapter 3. High-level photonic waveguide theory and nanofabrication
theory introduce the LNOI research in chapter 5 is presented in section 2.1 and
section 2.4 respectively. Finally, background for topological photonics research of
chapter 4 can be found in section 2.3.
2.1 Photonic Waveguides
Waveguides lie at the heart of photonics, enabling light to be confined so that it
can be transported and manipulated. They are heavily used in telecommunication
systems, and more recently, have become a vital component in many quantum
computing systems. The design of waveguides is critical to achieving high quality
photonic devices. In this chapter, the operating conditions and general properties of
waveguides are introduced.
Maxwell’s Equations and Relations
The behaviour of light in a medium is governed by Maxwell’s equations
∇ · D = ρ (2.1)
∇ · B = 0 (2.2)
∇ × E = −∂B
∂t
(2.3)
∇ ×H = J + ∂D
∂t
(2.4)
where D and B are the electric and magnetic flux density respectively, and E and H
are the electric and magnetic fields respectively. The source terms, ρ (charge density)
20
and J (current density), will be set to 0 as all the systems in this thesis do not contain
sources.
The electric and magnetic flux densities,D and B respectively, define how the electric
and magnetic fields are effected by material properties
D = ε0E + P (2.5)
B = µ0H +M (2.6)
where P is the polarisation density andM is the magnetic polarisation [95]. As all
materials dealt with in this thesis are not magnetic, M = 0. The electric field does,
however, interact with the material, relocating charges, rotating the macroscopic
material dipoles. The interaction, given by the P-field, is not necessarily linear with
the applied E-field; the P-field can, therefore, be written as a power series
P = ε0
(
χ(1)E + χ(2)E2 + χ(3)E3 + . . .
)
(2.7)
where χ is the material susceptibility. Nonlinear effects will be outlined in the
subsequent chapter, while in this chapter the materials will be assumed to have
χ = χ(1) = εr −1, where εr is the relative permittivity of the material. The refractive
index of a material, n, is directly related to the relative permittivity of a non-magnetic
material, and, consequently, the P-field of a material, n = √εr [49].
Waveguides
As light travels through a bulk medium, it will naturally diffract. Waveguides are
structures that overcome diffraction by carefully combining materials with different
refractive indices, thereby imposing particular boundary conditions on Maxwell’s
equations to confine light. The equation describing the E-field in a waveguide is
given by the wave equation
∇2E − 1
c2
∂2E
∂t2
= µ0
∂2P
∂t2
(2.8)
where c is the speed of light in a vacuum. Often, especially in optics, single frequency
lasers are commonly used, it is fruitful to constrain the wave equation solutions to
those only of the form
A(x, y, z, t) = 1
2
(
A(x, y, z)e− jωt + A∗(x, y, z)e jωt
)
(2.9)
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and to assume continuous wave optical beams, ∂2/∂t2 = ∂/∂t = 0), which are used
throughout this thesis; under these considerations, the wave-equation simplifies to
the Helmholtz equation
∇2E + k20E = −ω2µ0P (2.10)
where k0 = ω/c is the free-space wave-number.
Typical refractive index geometries of waveguide structure are shown in Figure 2.1.
The x and y axes indicate the cross-section of the waveguides, and z is the axis
along which light propagates. These systems typically function by having a higher
refractive index material, known as the core, surrounded by one or more lower
refractive index materials, know as the cladding. Light is then injected into the core,
where it remains unless perturbed. The guiding nature of these systems occur due to
the loading effects higher refractive index materials have on light, and the consequent
boundary conditions. Using ray theory, the operation of a waveguide can also be
interpreted as light reflecting off of the core-cladding interface, keeping it confined
to the core [96–99].
The different waveguide configurations shown in Figure 2.1 arise from different
fabrication techniques and requirements. Figure 2.1a) shows a cylindrical waveguide
cladding, this type of waveguide is similar to femto-second written waveguides in
SiO2 and has low propagation loss, does not require complex lithography and has a
core width in the micrometer range (dependent on wavelength). The waveguides
shown in Figure 2.1 b) and c) illustrate typical waveguides made by etching a thin-film
(blue) seated atop a substrate (light blue); these waveguides have the advantage of
being compact (small bend radius) with widths and heights typically in the 100s of
nanometers. The smaller footprint advantage of the ridge and rib waveguides usually
comes at a cost of increased propagation loss and tougher fabrication requirements.
The difference between the ridge and rib waveguide is that the thin-film comprising
the ridge has been fully etched, whereas in the rib scheme, the thin-film has been
partially etched; in practise, deeper etching usually facilitates more compact photonic
circuits.
Modes
Modal analysis is an alternate technique to guided ray optics to understand the
operation of waveguides. Under particular refractive index profiles, the solution to
the Helmholtz equation becomes quantised; mode analysis sets out to find the modes
that solve the Helmholtz equation of the chosen waveguide system. Assuming z
22
a)
b) c)
y
x
z
cladding
core
Figure 2.1: Selection of different types of waveguide configurations. Subfigure a)
Shows a buried cylindrical waveguide. Subfigure b) shows a ridge waveguide that
has different top and bottom cladding. Subfigure c) shows an air clad rib waveguide
atop a bulk cladding material.
propagating light, it is clear, from (2.10), that the solutions will be of the form
E(x, y, z) = xˆEx(x, y)e− j kz + yˆEy(x, y)e− j kz (2.11)
where Ex(x, y) and Ey(x, y) is E-field distribution in x and y, for x and y-polarised
light respectively, and k = neffk0 is the wave-number of the mode. The effective
refractive index of the mode, neff , is an important quantity in photonics, and defines
the refractive index that the mode sees (which will be a combination of the refractive
index of the core and the surrounding cladding) as it propagates through the material.
The difference in effective refractive index between the first and second modes, ∆n,
is known as the effective refractive index contrast and gives an indication of the level
of optical confinement and robustness to perturbation of the fundamental mode.
As an example, the E-field distribution in x and y for the first three modes of a rib
waveguide are shown in Figure 2.2. This waveguide evidently supports more than one
guided mode, so it is considered multimode. Light launched into a mode remains in
that mode, unless the system is perturbed. The modes are not entirely confined to the
waveguide core; they have a sinusoidal amplitude profile in the core that exponentially
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Figure 2.2: Example of the first three modes of a rib waveguide with angled sidewalls.
The refractive index profile shown in a) shows the rib waveguide cross-section; the
core refractive index of the waveguide is 3, it sits atop a substrate of refractive index
1.44, and is air clad. The first three y-polarised modes are shown in b), c) and d)
respectively. The width of the waveguide was made wide enough to support three
modes in the x direction. The modes were solved for using an finite-difference time
domain mode solver.
decays in the cladding. Modes polarised in x (y) have a continuous E-field profile
across refractive index discontinuities in y (x). An arbitrary E-field distribution in
a waveguide is a weighted sum of the modes it supports. It should be noted that
modes are ordered by their effective refractive index; the mode with the highest
effective refractive index is considered the fundamental mode, and the lower effective
refractive index modes are sequentially numbered first-order mode, second-order
mode and so fourth. If a waveguide only supports the fundamental mode—this
could be achieved by decreasing the width of the rib in Figure 2.2a)—the waveguide
is labelled single-mode. Single mode waveguides are critical to photonics as they
are more robust to perturbations, often allow for better coupling to single-mode
fibres and better performance of photonic components. It can be challenging to
fabricate single-mode waveguide as they require smaller dimensions than multimode
waveguides, generally involving advanced lithography.
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Waveguide modal analysis provides a good framework to visualise waveguide
operation, enabling intuitive interpretations of waveguide coupling and loss outlined
in the following sections.
Loss
A major limitation of photonic waveguides is loss. The two main sources of loss in
waveguides are propagation loss and coupling loss. Ensuring that the losses are low
enough for a particular application can be challenging and requires careful design
and fabrication. If the losses can not be sufficiently lowered, photonic components
such as splitters and filters may be severely affected.
Propagation Loss
Propagation loss, usually specified in [dB/cm], typically refers to the attenuation a
guided mode experiences as it travels down a waveguide. This loss predominately
stems from material absorption and the fabrication quality of the waveguide. Silicon
waveguides, as an example, heavily absorb light below ∼ 1100 nm, and are, therefore,
usually operated using 1550 nm light. Fabrication concerns affecting loss include
lithographic stitching errors, and waveguide side-wall roughness; if the waveguide
has small breaks or offsets, these can accumulate and contribute to significant loss,
also if the sidewall of the waveguide is quite rough (> 5 − 10 nm RMS), guided
light in the waveguide can scatter off the rough parts of the waveguide and leave
the waveguide. Typical propagation loss for ridge waveguides is ∼ 3 dB/cm, while
for low-index contrast waveguides, like femto-second SiO2 written waveguides,
< 1dB/cm.
Propagation loss can be difficult to characterise, as it is challenging to separate it
from coupling loss. The Fabry-Perot method allows waveguide propagation losses to
be evaluated by considering the waveguide to be in a cavity (the imperfect ‘mirrors’
being the fibre–waveguide interface on either side of a butt-coupled waveguide) [100].
By sweeping the wavelength of light through the cavity and measuring the power at
the output, cavity oscillations can be observed that can be used to determine the loss
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Figure 2.3: An example of a typical butt-coupling configuration. The fibre (purple) is
pushed up against and aligned centre-to-centre with the ridge waveguide core (pink).
of the waveguide in the cavity independent of the coupling efficiency
K =
Imax − Imin
Imax + Imin
(2.12)
R˜ =
1
K
(
1 −
√
1 − K2
)
(2.13)
α =
4.34
L
(
log(R) − log(R˜)) (2.14)
where L [cm] is the length of the waveguide, R is the reflectivity between the
waveguide and the fibres, Imax and Imin are the maximum and minimum measure
oscillatory powers and α [dB/cm] is the propagation loss.
Coupling Loss
Coupling fromfibres into photonic chips is an essential aspect of photonics. Especially
in quantum photonic applications, it is critical that high coupling efficiency of single
photons be achieved.
A typical method to couple light into a waveguide is to align the core of a single
mode fibre to the desired waveguide—this is know as butt-coupling and is shown in
Figure 2.3. The fibre light exits the fibre facet and impinges upon the waveguide
facet; if the fibre’s mode does not match well in shape with the waveguide mode,
reflections occur, leading to poor coupling. The mode matching between a fibre
and a waveguide can be found by taking the overlap integral between the fibre and
waveguide modes
η =
∬ dxdy Ef(x, y)E∗wg(x, y)2∬
dxdy Ef(x, y)E∗f (x, y)
∬
dxdy Ewg(x, y)E∗wg(x, y)
(2.15)
where Ef and Ewg(x, y) are the fibre and waveguide mode E-field distributions
(considering only one light polarisation). If the effective refractive index of the
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fibre mode does not match the effective refractive index of the mode, reflections and
coupling to radiation modes will also occur, further reducing the coupling efficiency.
Experimental factors that can effect butt-coupling efficiency include the cleanliness
and smoothness of the fibre and chip facets, the ability to precisely position the
fibre relative to the waveguide, not only in x, y and z, but also in roll (polarisation
mismatch), pitch and yaw. Typical experimental butt-coupling coupling efficiencies
can range from as low as <3 dB (for low refractive index contrast waveguide such as
femto-second written SiO2 waveguides) to >6 dB (for typical high index contrast
ridge waveguides fabricated in Si3N4).
Coupling
Waveguide couplers are a critical photonic component; they allow light to be
transferred between waveguides. Because modes are not entirely confined to the
waveguide core, light can be picked up by a second waveguide in close proximity to
an excited waveguide. The rate at which light couples from an excited waveguide
to a neighbouring waveguide is dependent on the spacing between neighbouring
waveguides, s, and the refractive index contrast of the guided mode. Figure 2.4 shows
an example of a coupler; light is launched into the left waveguide, and over a length
Lc, the light transfers completely to the right waveguide. After a distance of Lc/2,
the light would be evenly split amongst the two waveguides, and after a length 2Lc,
the light would return to the original waveguide. The coupling length is defined as
Lc =
λ
2(neven − nodd) (2.16)
where λ is the wavelength of the light, and neven and nodd are the fundamental and
first order effective refractive indices of the coupled waveguide system respectively.
The nomenclature even and odd mode comes from the mathematical function of the
respective modes, the even mode being an even mathematical function (having two
in-phase maxima) and the odd mode being an odd mathematical function (having
two out of phase maxima) [99].
Compact couplers can be challenging to fabricate in ridge waveguide systems due
to lithographic challenges in obtaining small gaps between large structures. In low
index contrast platforms, like femto-second written SiO2 waveguides, couplers are
much easier to produce as the modes leak out significantly into the cladding, allowing
larger gaps to be used; unfortunately, the result is often very long coupler.
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Figure 2.4: Ridge waveguide coupler showing light launched from a fibre into a
ridge waveguide spaced a distance, s, from a neighbouring ridge waveguide. The
power is coupled from one ridge to the other over the coupling length, Lc.
Summary
In this section, the fundamentals of photonic waveguides are presented. Different
types of waveguides are discussed, and an introduction to photonic modes is given.
Finally, underlying waveguide concepts for practical devices are outlined including
coupling, propagation loss, coupling loss and waveguide coupling. This section aims
to provide the requisite information to understand the waveguide technology used in
the future research chapters.
2.2 Photonic Generation
Nonlinear optical materials are a critical tool in photonics, enabling frequency
conversion; that is, the conversion of light from one wavelength to another. Frequency
conversion has application in laser design, particularly for hard-to-access optical
wavelengths, and in quantum photonics for the generation of photon-pairs.
Nonlinearities arematerial dependent; there are twomain types of optical nonlinearity:
second and third order nonlinearities—perhaps themost well known nonlinear process
is a particular second order process, second harmonic generation (SHG), where
light (the pump) at a particular wavelength converts into light (the signal) at half the
wavelength. The more common materials that support SHG are KTP, LiNbO3, BBO
and BIBO. Other nonlinear materials include AlN, SiN and Si as well as various
III-V semi-conductors.
Photonic Nonlinearities
In section 2.1, the P-field was introduced and it was discussed that, as light propagates
through a material, the induced P-field in the material is not necessarily linear—it is,
in fact, this nonlinearity that can generate other frequencies of light. A requirement
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for nonlinear generation of light is that χ(n)  0 for some particular n ≥ 2. In
practise, only χ(2) and χ(3) are sufficiently large to be useful. In this dissertation,
only χ(2) materials are explored.
Crystal Structure And Second-Order Nonlinearity
Materials with a significant χ(2) parameter are generally crystalline, and, consequently,
have an anisotropic refractive index. It is informative to decompose χ(2) into a
tensor describing the P-field induced by the quadratic components of the E-field
P(2) = d(2)E2; in the case of lithium niobate

P(2)X
P(2)Y
P(2)Z
 =

0 0 0 0 d31 −d22
−d22 d22 d31 0 0 0
d31 d31 d33 0 0 0


E2X
E2Y
E2Z
2EYEZ
2EZEX
2EXEY

, (2.17)
and KTP

P(2)X
P(2)Y
P(2)Z
 =

0 0 0 0 d15 0
0 0 0 d24 0 0
d31 d31 d33 0 0 0


E2X
E2Y
E2Z
2EYEZ
2EZEX
2EXEY

(2.18)
it is readily seen that, because of the non-zero d(2)33 component of χ
(2), if litihum
niobate were excited with an E-field along its Z-axis, it would produce a P-field
along the Z-axis at double (SHG) the frequency. The d(2) tensor above is mainly
filled with 0s due to the crystal symmetry.
There are three main types of SPDC processes
• Type-0,
• Type-I, and
• Type-II.
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The SPDC process types are indicative of the polarisation of the pump, signal and
idler photons. For Type-0, the pump, signal and idler have the same polarisations.
For Type-I, the signal and idler share the same polarisation, while the pump has
an orthogonal polarisation. For Type-II, the signal and idler have orthogonal
polarisations, and the pump has the same polarisation as either the signal or the idler.
As shown by d(2) for KTP and LN, one can see that these crystals support Type-0,
Type-I and Type-II processes, albeit with different efficiencies. As an example,
the Type-0, d(2)33 process in LN is ∼ 10× more efficient than the Type-II process in
LN [49].
Evolution
The evolution of the amplitudes of the pump and corresponding signal it generates
can be seen in (2.10) by neglecting all χ(n) components other than χ(2), performing
a modal expansion, and approximating the nonlinear process to be slow-varying
(second-order derivatives approximately 0). In the case of a pump generating two
fields of half the frequency (difference frequency generation), the evolution of the
conversion is given by
dAs
dz
= Csd
(2)
eff A
∗
i e
− j∆kz (2.19)
dAi
dz
= Cid
(2)
eff A
∗
se
− j∆kz (2.20)
where C{s,i} = 2 j Apω{s,i}/
(
k{s,i}c2
)
, ω{s,i} is the angular frequency of the signal and
idler E-fields, k{s,i} is the wavenumber of the signal and idler E-fields, A{s,i,p} are
the amplitudes of the signal, idler and pump fields, and ∆k = kp − ks − ki. Ap is
approximated to be constant (non-depleting).
From (2.19) and (2.20), it can be seen that the efficiency of the nonlinear process is
dependent on the strength of the nonlinear coefficient, d(2)eff , the pump amplitude, Ap,
and the wavenumber mismatch, ∆k [49].
Phase Matching
Phase matching a requirement for high efficiency nonlinear processes. If the phase
matching condition is not met; namely, if there is a mismatch between the speeds of
the interacting E-fields (i.e. ∆k 0 0), the amplitudes of the signal and idler fields
will be periodic and average to 0 along the length of the device. If ∆k ≈ 0, the
power will build up along the length of the device, yielding an efficient nonlinear
process [49, 101, 102].
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Figure 2.5: Illustrative example of the generated field amplitude, A{s,i}, of an unpoled
ferro-electric crystal (blue), and a ferro-electric crystal poled at the QPM period
(pink).
Birefringent Phase Matching Birefringent phase matching (BPM) is a form
of phase matching that works under specific conditions. BPM requires that the
refractive index of the pump, signal and idler all be matched so that they travel
in-phase. Whether this can be achieved depends on the birefringent properties of
the material, which, in some cases, can be tuned thermally or via nanostructuring.
Common examples of BPM include SHG in BBO, and in heated lithium niobate
from 532 nm to 1064 nm, for example [103, 104].
Quasi-Phase Matching It is generally the case that, due to material birefringence,
the BPM condition cannot be met. Fortunately, some materials, including LN and
KTP, are ferro-electric, allowing the sign of d(2)ij to be varied via domain inversion; if
done correctly, the ∆k ≈ 0 requirement can be met.
By periodically varying d(2)ij along the length of the chip, as shown in Figure 2.5, the
nonlinear coefficient can be designed to have spectral components with wavenumber,
2pi/Λm. It is typically useful to decompose d(2)ij into its wavenumber components;
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taking the Fourier series of d(2)ij gives
d(2)ij (z) =
d(2)ij  ∞∑
m=−∞
Cme
j 2piΛm z (2.21)
where Cm = 2/(mpi) sin(mpi/2) are the Fourier series coefficients, and Λm is the
period of the domain inversion. The effective nonlinear coefficient is defined as
d(2)m,eff = Cm
d(2)ij  and defines the accessible nonlinear coefficient at a target spectral
component; typically, one aims to utilise the fundamental spectral component, as
this maximises Cm, and hence d(2)eff . In order to achieve QPM, d
(2)
ij (z) is periodically
varied to generate a wavenumber that coincides with ∆k—in the case of QPM, the
phase matching condition becomes ∆k = kp − ks − ki + 2pi/Λm.
Typically, QPM is achieved by applying a high voltage across the substrate. In the
case of LN, a voltage of about 20 kV/mm is needed, and about 10 kV/mm is needed
for KTP. The voltage must be applied along the correct axis, for example, if d(2)33 is to
be inverted in 500 µm thick LN, a positive voltage of approximately 10 kV should be
applied across the −Z-axis and the +Z-axis [105]. It can be challenging to achieve
fundamental order QPM when small periods are required; in order to achieve QPM
in this case, higher order spectral components may be used at the cost of efficiency.
This is shown in Figure 2.6.
Quantum Regime
Spontaneous parametric down-conversion (SPDC) is a long-used, proven method
for producing high-purity photon pairs. Typically, a nonlinear crystal, such as KTP,
BBO or LN is pumped with a relatively high-power laser at a given wavelength,
and photon pairs are produced at half the wavelength. The photons are generated in
phase with the pump, and their generation is probabilistic, and the generated photons
are identical in most degrees of freedom. If the crystal is pumped too strongly, there
is a strong chance of multiple pairs being generated. If pumped too weakly, the
generation efficiency drops. Usually, one attenuates the pump laser such that there is
a 1/100 chance of generating a photon pair, and, consequently, 1/1002 of generating
two pairs [106].
The separation of mostly identical photons in a pair can be challenging, but is crucial
in the generation of single photons. In the case of BBO (shown in Figure 2.7), these
photons are emitted at different angles and can, therefore, be individually collected in
separate fibres. For KTP (shown in Figure 2.8) or LN, a waveguide may be used, both
photons being generated in the waveguide, making separation of the two photons
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500µm5kV
Figure 2.6: Illustrative example of poling of the poling setup for KTP (cross-section).
Voltage pulses of around 10 kV mm−1 are applied across the top and bottom of the
KTP wafer. The gold represents the electrodes, the brown represents a Y -cut KTP
substrate 500 µm thick, the light-blue represents partially conductive liquid, the
dark-grey represents a mould that keeps the liquid on the chip surface, and the grey
represents a voltage probe connected to the high-voltage pulse generator. The liquid
facilitates contact between the probe and the electrodes.
Signal
Idler
Pump BBO
Figure 2.7: Illustrative example of SPDC in a BBO waveguide. A BBO crystal is
pumped with, typically, an appropriately attenuated pulsed laser, causing a signal
and idler photons at double the pump wavelength to be generated. The generated
photon pair emerge spatially isolated from the pump, simplifying pump filtering, as
well as the separation of signal and idler.
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Figure 2.8: Illustrative example of SPDC in a KTP waveguide. A periodically poled
waveguide in KTP (the waveguide typically made using Rb exchange) is pumped
typically with an appropriately attenuated pico second pulsed laser at 775 nm. The
pump emerges from the waveguide along with the signal and idler photons. The
signal and idler photons are isolated from one another typically using a polarisation
beam splitter, and the pump is isolated from the single photons using a long pass
filter.
more challenging. For KTP, fortunately, the photons are generated identical in all
respects barring their polarisation, so a polarisation beamsplitter may be used to
separate the photons with good efficiency. In LN, the photons are identical in all
respects, making separation challenging, if a 50% loss is tolerable, the photons can
be separated using a beamsplitter. Once the photons are separated, typically one
photon (labelled as the signal) is sent to a single photon detectors, heralding the
presence of its partner (labelled as the idler) [107].
Purity
It is a long-term goal in photonic quantum computing to be able to generate multiple
single photons, send them through an optical network (to interfere them), and then
detect them at the output. In order to achieve this, many SPDC sources would
be needed. A major obstacle in generating photons pairs is that the purity of the
generated photons need be close to 100%. Purity is a measure of how ‘known’ the
generated photons wavelength/position is. Often, detecting one photon in the pair will
reveal, to some extent, the wavelength/position of the partner photon, compromising
the purity. Under particular conditions, however, photons can be generated with
relatively high purity.
A common tool to assess the purity of an SPDC photon pair is via the joint spectral
amplitude (JSA), f (ω1, ω2), and the joint spectral intensity (JSI), | f (ω1, ω2)|2. The
JSI indicates the wavelength probability distribution of the generated signal and idler
photon pairs; it is directly proportional to convolution between the spectrum of the
pump pulse (typically assumed Gaussian), and the Fourier transform in ∆k of d(2)eff .
In general, the width of the pump spectrum is a degree of freedom, as well as d(2)eff ,
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(a) Simulated |JSA| of Type-0 SPDC in
LN. The pump is polarised along the e
crystal axis, the signal is polarised along
the e crystal axis, and the idler along the
e crystal axis. The purity is 8.2% (the
Schmidt number is 12.2).
(b) Simulated |JSA| of Type-II SPDC in
KTP. The pump is polarised along the Y
crystal axis, the signal is polarised along
the Y crystal axis, and the idler along the
Z crystal axis. The purity is 79% (the
Schmidt number is 1.27).
Figure 2.9: JSA simulations for LN and KTP. In both simulations, the pump FWHMs
were set to 600 fs, the crystals were set to be 8 mm long and periodically poled along
the whole length, and the pump centre wavelengths were 775 nm.
which can be engineered. Example JSIs for SPDC in KTP and LN are shown in
Figure 2.9.
The purity of a photon pair is typically found by performing a Schmidt decomposition
(similar to a singular-value decomposition). The Schmidt decomposition represents
a quantum state as a sum of separable states. When performing a Schmidt decompo-
sition on a JSA, one obtains the Schmidt modes and the Schmidt values. The Schmidt
modes are a set of separable states forming an orthogonal basis. Schmidt values
provide the weightings of the Schmidt modes needed to recreate a corresponding
JSA. The Schmidt decomposition is given by
f (ω1, ω2) =
∑
i
αi ui ⊗ vi (2.22)
where ui ⊗ vi defines the Schmidt modes, and αi are the Schmidt values where∑
i α
2
i = 1. If more than one Schmidt mode is required to represent the JSA (α1 < 1),
then the JSA represents an entangled state. The purity, p, of a JSA is given by
p =
∑
i
α4i = 1. (2.23)
35
(a) (b) (c)
(d) (e)
 0
 20
 40
 60
 80
 100
 0  1  2  3  4
Sc
hm
id
t n
um
be
r [
%
]
Schmidt coeﬃcient
(f)
Figure 2.10: The first five Schmidt modes of Figure 2.9b are shown in a) to e), and
the corresponding Schmidt coefficients are shown in f).
The first five Schmidt modes, along with the Schmidt values, for the JSA shown in
Figure 2.9b are shown in Figure 2.10.
The purity is an indicator of how entangled a state is. A purity of 100%, which is
desirable for quantum computing, implies no entanglement. To achieve high-purity,
it is clear that the higher order Schmidt modes must be suppressed in some way.
Summary
This section has introduced nonlinear photonic processes from a classical perspective,
and then has discussed a quantum technology application of the nonlinear photonics.
The notation for the χ(2) components in anisotropic optical materials is given, and
nonlinear conversion evolution theory is presented, along with the phase matching
requirements. Next an application of nonlinear photonics to quantum technology is
outlined, and a key performance metric, purity, is presented. This section provides a
substantial background towards the photonic source research of chapter 3.
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2.3 Quantum photonic topology and simulation
With the discovery of a new phase of matter; the topological insulator, topological
systems have become a prominent area of research. A topological insulator is a
material that conducts at its boundary, but that has bulk dielectric properties. The
first 3D material exhibiting topological properties is bismuth-antimony, though since
then, many more materials have been discovered.
Neighbouring fields including acoustics, RF, 2D materials and photonics have also
taken to investigating topological systems. It is possible in photonics, for example,
to fabricate structures on-chip that exhibit topological behaviour; typically, this
behaviour mimics that of topological insulators. Unidirectional propagation and
a distinct energy difference between bulk and surface (or edge) phenomena are
examples of topological effects. An important metric of a topological system its
eigenenergy spectra, which usually shows distinct topological states crossing band-
gaps [108, 109]. It is clear that many of the phenomena afforded by topological
photonics could be of use to quantum photonic systems; however, this is yet to be
explored—this section presents background tying topological photonics and quantum
technology.
Topological System
In order for a system to be classified as topologically-nontrivial—a system displaying
exclusively topological phenomena—the Chern number number is often employed.
The Chern number, n, is related to the number of occupied bandgaps in a system; for
dielectrics, the Chern number is quantised, whereas for metals, the Chern number is
continuous—a vacuum has a Chern number of 0.
When two systemswith varyingChern numbers come into contact, strange phenomena
occur. Because the Chern number must not have discontinuities across a boundary,
the interface at a vacuum and a non-zero integer Chern number adopts metal-like
properties that enable Chern number boundary conditions to be met; consequently,
the interface ‘conducts’. The metal-like properties adopted at the interface is known
as the bulk-boundary correspondence. A graphical representation of a vacuum
(n = 0) and a dielectric with n , 0 is shown in Figure 2.11.
Audry-André-Harper Model
The Aubry-André-Harper (AAH) model describes particular 2D materials. This
model has been shown to also exhibit topological properties; namely, a bulk-boundary
correspondence that manifests itself as conduction along the edges of the particular
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Figure 2.11: Graphic representation of a topologically trivial material, n = 0, next to a
topologically non-trivial material, n , 0, showing the bulk-boundary correspondence
that ensues. The topologically nature leads to discrete bands in the energy spectrum
in the topologically non-trivial system and states that conduct along the boundary
able to cross the discrete energy bands.
2D material. The edge conduction states, as expected, lie within continuous energy
bands of the 2D material, and can be manipulated to traverse the band.
κn,n−1(z) = κn−1,n(z) = κ0
[
1 + Λ cos
(
2pib¯n + φ(z)) ] , Λ ∈ [0, 1], n ∈ N (2.24)
It has been shown that photonic waveguides in an array can be arranged to exhibit
an equivalent AAH Hamiltonian allowing topological phenomena to be realised
and observed in photonic circuits. Topological effects, such as light propagating
in band gaps, enable light to be confined to robust states in the array, leading to a
defect resistant system; furthermore, the light can be adiabatically manipulated and
transferred across the array [110].
Quantum Hamiltonian
Photon propagation in the waveguide array can be simulated using Schrödinger’s
equation
d
dz
|ψ(z)〉 = − jHˆ |ψ(z)〉 . (2.25)
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Where Hˆ is the Hamiltonian of the array and |ψ〉 is the photon state at a position,
z, along the array. The Hamiltonian for a waveguide array consists of a coupling
Hamiltonian and a photon-number Hamiltonian,
Hˆ = HˆN + Hˆκ (2.26)
where, for two-photons,
HˆN = n1 + n2 + . . . + nN = aˆ†1aˆ1 + aˆ†2aˆ2 + . . . + aˆ†N aˆN
Hˆκ = κ1,2aˆ1aˆ†2 + κ2,1aˆ†1aˆ2 + . . . + κN−1,N aˆN aˆ†n+1 + κN,N−1aˆ†naˆn+1.
The creation and annihilation operators, aˆ†n and aˆn respectively, represent the creation
and annihilation of photons in the nth waveguide mode, and κi, j represents the
coupling coefficients between the ith and jth modes. This Hamiltonian models all
possible 0-, 1- and 2-photon combinations in an N waveguide array; it also contains
a subset of 3–N-photon states. A tensor can be used to represent (2.26); however, it
quickly becomes too large to visualise.
Classical Hamiltonian
When considering just one photon, (2.26) becomes entirely classical and resembles
a traditional photonics coupling matrix, which can be conveniently written as
Hˆ =

n1 κ2,1 κ3,1 κ3,4 . . . κN,1
κ1,2 n2 κ3,2 κ3,4 . . . κN,2
κ1,3 κ2,3 n3 κ3,4 . . . κN,3
κ1,4 κ2,4 κ3,4 n4 . . . κN,4
. . . . . . . . . . . . . . . κN,N−1
κ1,N κ2,N κ3,N κ4,N κN−1,N nN

(2.27)
where ni is the number of photons in a waveguide, κi, j is the coupling coefficient
between the ith and jth waveguide in the array, and N is total the number of
waveguides in the array. The coupling coefficients decay exponentially with the
separation between neighbouring waveguides. As the coupling coefficient can be
manipulated, one can engineer the Hamiltonian to implement (2.24). In reality, the
coupling between waveguides is often approximated to nearest-neighbour coupling—
an assumption is made that waveguides separated by a waveguide will have negligible
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Figure 2.12: A graphic representation of four coupled waveguides, labelled WG1–WG4,
under the nearest-neighbour coupling approximation. The waveguides couple light
to and from each other at rates κi, j and κ j,i respectively.
coupling (for example, the rate of E-field transfer between waveguides 1 and 5 will be
negligible). A limited nearest-neighbour coupling diagram is shown in Figure 2.12.
In this case, the Hamiltonian would reduce to
Hˆ =

n1 κ2,1 0 0 . . . 0
κ1,2 n2 κ3,2 0 . . . 0
0 κ2,3 n3 κ4,3 . . . 0
0 0 κ3,4 n4 . . . 0
. . . . . . . . . . . . . . . κN,N−1
0 0 0 0 κN−1,N nN

. (2.28)
If necessary, accuracy can be improved by including higher order coupling coefficients.
As thewaveguide placement is controllable, the coupling coefficients can be controlled
along the length of the array. Manipulating the coupling coefficients allows for a
target Hamiltonian to be varied in z, and, consequently, engineered [97].
Simulation
Accurate simulation of the Hamiltonian is critical to its design. As the Hamiltonian
increases in size, it becomes computationally expensive to manipulate. The Hamilto-
nian grows quadratically in size with the number of waveguides in the system, and
exponentially with photon number. Most quantum experiments are limited to 0, 1
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or 2 photons, making the number of waveguides the main computational scaling
challenge, though current fabrication techniques limit this too.
The main simulation targets include:
• modelling the eigenenergy spectrum, and
• modelling the photon propagation along the array.
As the Hamiltonian is not static—it varies in z—many computations must be
performed along the array, which can be very time-consuming.
Energy Spectrum The energy spectrum of the Hamiltonian shows the eigenstates
that the system can occupy, as well as the energy of the state. The closer two states
are in energy, the more easily they will exchange energy should they encounter a
perturbation. In the case of topological systems, energy spectra are critical as they
show whether a system indeed exhibits topological behaviour.
To calculate the energy spectrum at a particular point in z along the array, the
Hamiltonian must first be constructed in code, and then a well-known eigenvec-
tor/eigenvalue routine can be called. A commonly used and highly optimised routine
for performing the calculation can be found in ARPACK; if using Python, the Scipy
package provides a convenient way of accessing ARPACK.
As an example, using (2.24) and (2.28), a Hamiltonian can be constructed reflecting
a target topological photonic system. Setting b¯ = 2/3, N = 29, λ ∼ 1 and tuning
φ, topologically protected edge-states can be observed and seen to traverse the
array; Figure 2.13(a) shows a topologically protected state localised to the left-most
waveguides of the array, and Figure 2.13(b) shows a bulk mode (unprotected state)
with a somewhat random distribution. The corresponding eigenenergy spectrum is
shown in Figure 2.14—the red state traversing the band is the same state shown in
Figure 2.13(a), and Figure 2.13(b) corresponds to an in-band state and is highlighted
by the translucent blue rectangles.
Propagation The propagation of photon states through an engineered Hamiltonian
is often necessary to verify the operation of the Hamiltonian. The propagation
is calculated by generating the target Hamiltonian at z = 0, choosing a desired
initial photon state |ψ〉z=0, and solving (2.25) using a complex number numerical
ordinary-differential equation (ODE) solve, such as complex_ode from the Python
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Figure 2.13: Two numerically simulated eigenstates of a 29 waveguide array
system configured according to (2.24). Subfigure (a) shows an in-gap eigenstate, a
topologically protected state that is confined towards the edge of the array. Subfigure
(b) shows an in-band eigenstate—the state is seemingly randomly spread across
the array, as expected from bulk states. The eigenstates in (a) and (b) have been
normalised to the same value.
package Scipy. This solver is based on the well known Runge-Kutta numerical
method.
To calculate the propagation in z for the Hamiltonian, z must be discretised, and the
solution at the previous step must be fed to the ODE solver as the initial condition
for the next step. By looping the ODE solver, the overall propagation of the photon
states can be iteratively found. As an example, the initial state with a photon in the
two leftmost waveguides would be |ψ〉z=0 = aˆ†0aˆ†1 |0〉.
An example of simulated light propagation in a five waveguide array is shown in
Figure 2.15. Light is injected into waveguides 1–2 and finishes at waveguides 4–5.
The coupling from waveguides 1–2 to 4–5 is performed adiabatically via waveguide
3. This simulation was done using the classical Hamiltonian outlined in section 2.3.
An example of the interaction of two photons in a four waveguide array is shown
in Figure 2.16. The waveguides are spaced to couple the photons between them.
In the case of two photons across a four waveguide array, there are 10 possible
combinations for which waveguides the photons are in; the propagation along the
system is shown as the probability in z of each of the 10 available states. The state
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Figure 2.14: The simulated eigenenergy spectrum of Figure 2.13. The blurred blue
areas highlight the three distinct energy bands of the system. Two topologically
protected states can be seen traversing the gaps as φ from (2.24) is adiabatically
varied from 0 to its period Λ. The energies are normalised to vary from E− to E+.
|0101〉, represents a single photon in the second waveguide, and a single photon in
the fourth waveguide; whereas, the state |0020〉 represents two photons in the third
waveguide. Approximately every ∼ L/2 distance, the photons return to their initial
position—both localised to the left or right side of the array. When ∼ L/4, one of
the photons is towards the left and one is towards the right of the array.
Performance Challenges There are many numerical challenges that can severely
hamper the efficient simulation of awaveguide array greater than just a fewwaveguides
in size. The Hamiltonian, especially in the quantum case, can be very large (millions
of elements) resulting in its inefficient generation and manipulation, as well as
consuming a large amount of memory. By default, using the full system Hamiltonian
results in the calculation of many unwanted and trivial photon states.
The system Hamiltonian consists of few non-zero elements because the coupling
between all non-adjacent waveguides is 0. To combat this, sparse matrices can
be used; this involves storing only the non-zero elements of the matrix, massively
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Figure 2.15: A classical simulation of a five waveguide array. The couplings are
designed to adiabatically transfer light from waveguides 1 and 2 to waveguides 4 and
5 via waveguide 3. The light travels in z from 0 to a distance L. The gray vertical
lines denote waveguide edges and the lighter colours denote higher E-field intensity.
decreasing memory usage and matrix operation time. Sparse matrices usually come
at the expense of slightly increased element access time. One must judiciously
choose the desired sparse matrix format to miminise access time; if matrix rows
are of importance, compressed sparse row (CSR) sparse matrices should be used,
whereas for columns access compressed sparse column (CSC) should be used, and
for random access, coordinate lists (COO) can be used. In this thesis, CSR was used
to represent the Hamiltonian (though CSC was also comparable in speed).
Because many numerical methods, including Runge-Kutta, rely on multiple guesses
being performed around a particular step to converge to a result, solving (2.25)
involves many creations of the Hamiltonian around a particular z value. Hamiltonian
generation is very slow for non-sparse matrices due to the memory limitation, and
for sparse matrices, can becomes computationally expensive. Fortunately, many
photonic systems are slowly-varying (to avoid scattering losses), meaning that the
Hamiltonian remains essentially constant near a particular z value. To increase
solving time, the simulator used in this thesis was written to only regenerated a
Hamiltonian if any element in the Hamiltonian changed by more than 1%.
The system Hamiltonian consists of many possible photon states, including photon
states with no photons—clearly calculating the propagation of no photons in an
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Figure 2.16: Propagation simulation using the quantum Hamiltonian. A four
waveguide array with two photons was simulated, and the probability of each possible
2-photon state occurring along the length of the device, L, is shown. The waveguides
are spaced to couple photons between the two leftmost and two rightmost waveguides
with a period of ∼ L/2.
array is uninformative. Similarly, calculating the propagation of one photon in an
array is unnecessary if the experiment is designed for two photons. Due to energy
conservation, a system Hamiltonian can be decomposed into a superposition of
subsystem Hamiltonians, each representing just a particular number of photons. An
example of the original Hamiltonian is shown in Figure 2.17(a); after it has been
block-diagonalised it can be seen in Figure 2.17(b). The yellow pixels represent the
non-zero elements in the Hamiltonian, and the red box highlights, as an example, the
sub-Hamiltonian representing the 5-photon states. Each block along the diagonal
in Figure 2.17(b) represents a sub-Hamiltonian for a particular photon number. By
extracting out the desired sub-Hamiltonian, one can solve for only the required
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Figure 2.17: An example of the block diagonalisation algorithm applied to an
arbitrary 250 × 250 Hamiltonian matrix. Non-zero values are plotted in yellow.
Subfigure (a) shows the original Hamiltonian. Subfigure (b) shows the matrix after is
has been block-diagonalised; the red outline shows the sub-Hamiltonian representing
the 5-photon dynamics of the system.
photon-number subset, speeding up and simplifying the simulation significantly.
Summary
In this background section, an overview of topological systems and topological
photonics was presented. Computational methods for topological photonic systems
were then discussed, with many performance challenges outlined. This chapter
provides an introduction to topology, as well as computational methods relevant to
chapter 4.
2.4 Nanofabrication
Nanofabrication is used to create integrated photonic components. In this dissertation,
nanofabrication was a necessary requirement in the development of LNOIwaveguides.
This chapter provides some background to the fabrication tools and techniques
generically needed for waveguide production, and also more specifically for LNOI
waveguide production.
The generic steps for waveguide design usually consist of the following steps:
1. Create a mask on the desired substrate that features the target design.
2. Etch the substrate; the mask will protect the desired parts of the chip.
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3. Strip the residual mask.
4. Package the chip; this could involve dicing, polishing and cladding.
There are many challenges and optimisations, which are equipment and substrate
dependent, that need be overcome to nano-structure materials [111–113].
Sample Preparation
Substrates usually come in wafer form; wafers usually being 0.5 mm thick and 3–8′′
in diameter. In order to produce ridge waveguides in crystalline materials including
silicon and lithium niobate, a thin layer of the crystal (typically 200 nm to 800 nm)
is needed atop a lower refractive index material (typically SiO2). The crystallinity
of the material is very important as poor crystallinity leads to increased optical
absorption and a degradation in other useful properties, such as material stress and
wafer uniformity. The necessity for good crystallinity limits the methods that can be
used to create the thin film; in the case of both silicon and lithium niobate, any form
of vapour deposition—such as e-beam evaporation, sputtering or plasma-enhanced
chemical vapour deposition (PECVD)—does not result in an optical grade film.
The best crystallinity is achieved using ion-slicing (smart-cut); this involves depositing
SiO2 on a substrate (typically via thermal oxidation or PECVD), and then ion-
implanting the SiO2. The impregnated SiO2 causes the surface of the SiO2 to bond to
other materials. A fresh, highly crystalline, silicon/lithium niobate wafer is then wafer
bonded to the SiO2 and thermally removed, leaving a thin layer of silicon/lithium
liobate attached to the SiO2. This layer can then be chemically-mechanically polished
(CMP) to produce an ultra-smooth top surface. The general ion-slicing/smart-cut
process is shown in Figure 2.18.
Ion-sliced silicon and, more recently, lithium niobate are manufactured in large
scale in foundries. The ion-slicing process is expensive and wafers cost upwards of
2500USD depending on the particular requirements.
Once a wafer has been procured, it is usually cut into small pieces to reduce costs and
wastage; typically, 10×10 mm squares are made as smaller pieces can be challenging
to physically handle and process. The cutting process is performed on a dicing saw,
in this thesis the Disco DAD321 with particular blades designed to cut crystal was
used.
Following dicing, the samples are individually cleaned; in this thesis, the samples
were cleaned in Piranha etch followed by DI water and IPA. In the case of silicon,
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Figure 2.18: General ion-slicing/smart-cut process. Subfigure (a) shows a bare
substrate, (b) shows after SiO2 has been deposited onto the substrate, (c) shows the
completed ion implantation process, (d) shows a wafer bounded to the ion-implanted
surface, (e) shows the heat treatment used to remove the bonded wafer and leave a
rough thin-film behind, (f) shows the polishing of the thin-film, and finally (g) shows
the completed thin-film device. The orange wavy lines represented heating, the red
dots represent the implanted ions.
Piranha etch may not be desirable as it oxidises a thin layer of silicon, though this
can be mitigated by a quick HF dip.
Mask Design
Prior to fabricating a mask, it must first be laid out in a specific manner; the GDSII
file format is typically accepted by lithography tools, though OASIS and DXF may
also be options. A mask can be created by hand, drawing each shape in a CAD tool
where required, or via programming. In this thesis, all masks were generated using
the Python GDSII packages IPKISS and GDSPY; a viewer, such as Klayout is then
used to visualise and check the design. A typical example of a mask design is shown
in Figure 2.19.
Multiple layers are typically needed in mask design, where each layer usually
represents a separate lithography; for example, the pads will likely be patterned used
photolithography, whereas finer features, such as waveguides, usually require e-beam
lithography (or specialised photolithography systems). Typically when designing
a mask, one must pay careful attention to the layout; for example, ensuring that
fracturing occurs in the best locations, that enough points are used to define curves,
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Figure 2.19: An example mask design visualised using Klayout: (a) shows the
overall mask layout suitable for a 10 mm× 10 mm chip; (b) is a zoom in on one of the
squares, where the pink colour shows the pads; (c) is a zoom in on one of the devices
the pads connect to, showing components to be defined using e-beam lithography,
and (d) is a final zoom in showing more accurately the smallest component in the
design.
and that no accidental gaps or breaks in structures exist.
Mask Processing
Mask creation can be exceedingly challenging depending on the requirements.
The job of the mask is to cover the parts of the chip that should not be etched.
Requirements for the mask are that it should be sufficiently smooth (less than ∼5 nm
RMS for photonic waveguides to achieve low propagation loss ridge waveguides), it
should accurately resemble the target design, and most importantly, it should be able
to withstand the etching process—this puts constraints on the minimum thickness
and the masking material used.
Masks can be categorised into three broad categories: metal hard masks, dielectric
hard masks, and soft masks. A metal hard mask is a mechanically tough mask, often
made from a metal such as Cr, Ti, Al, Pt or Ni. A dielectric hard mask is also
mechanically tough, and usually made from Si, SiN or SiO2. A soft mask is not as
robust as a hard mask; examples include photoresists, such as PDMS, or EBL resists,
such as PMMA.
The mask must be made into the desired shape; in the case of a straight waveguide,
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this mask should be shaped as a long rectangle. A hard mask is often defined using a
soft mask).
Hard Masks
There exists three main ways to create a metal-hard mask. The first method involves
depositing metal onto the target substrate and etching it, the second method involves
directly patterning a polymer that converts, when exposed, becomes a hard mask.
Method 1 The material is first deposited onto the target substrate; this is often
achieved via e-beam evaporation (for metals), sputtering (for metals and oxides)
or PECVD/LPCVD (for Si/SiN/SIO2). Photoresist or e-beam resist is then spun
over the metal, and patterned into the desired shape. The photoresist/e-beam resist
is used as a soft-mask to protect the metal from the subsequent etching process,
which can be done using RIE plasma etching, or chemical wet etching. After the
metal mask has been etched, the remaining resist is stripped using a solvent such as
acetone. The quality of this mask can be limited by the soft mask fabrication process;
if photolithography is used, the necessary roughness may be tough to achieve, so
e-beam lithography is often used for small features (below 1 µm). The main limitation
of this style of mask is that the polymer may not be able to withstand the etching
process—RIE etching can quickly destroy a soft mask so often highly optimised RIE
recipes are required, or the soft mask simply is not strong enough rendering this
technique is unusable. Wet etching often works, as there is often good selectivity
between the soft mask and the chemical wet etchant; however, wet etching often does
not produce a smooth enough mask—features often having a wavy sidewall.
Method 2 A particular e-beam sensitive polymer (such as HSQ) is spun onto the
sample and patterned using an EBL or deep-UV photolithography. The exposure of
the polymer to electrons or deep-UV causes changes its chemical properties, in the
case of HSQ, from HSQ to SiO2. The polymer is then developed, which removes the
unexposed HSQ leaving just the pattern. The challenges with this process are that
SiO2 may not be resistant enough to subsequent waveguide etching processes. SEM
images of HSQ patterning down to 40 nm are presented in Figure 2.20.
Method 3 Lift-off is a common method to produce a hard mask, and is the method
used for masking the LNOI waveguides in this thesis. In this process, a polymer
(such as PMMA, ZEP or ma-N 24XX (for e-beam lithography), or AZ1512 or
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Figure 2.20: SEM images of straight lines patterned in HSQ. Subfigures (a)–(d)
show HSQ lines 100, 80, 60 and 40 nm wide respectively. Subfigure (a) shows many
100 nm lines in the form of gratings, while subfigures (b)–(d) show pairs of 80, 60
and 40 nm lines respectively.
NR7-1000PY (for photolithography) is spun onto the target substrate, patterned and
developed. The masking material is then deposited over the resist pattern; some
of which will lie in contact with the substrate, and some with the polymer. The
polymer is then removed, ‘lifting off’ the unwanted masking material leaving on
the masking material that was in contact with the substrate. Typically, an e-beam
evaporator is used for the mask deposition as it results in a directional deposition,
facilitating lift-off; unlike sputtering, for example, which is highly non-directional.
Advantages of lift-off include that no etching is required, which allows tough to
etch materials such as Cr or Ni to be easily patterned. Disadvantages of lift-off
include that it is challenging to make low roughness features needed for a waveguide;
highly optimised patterning and metal deposition is required to achieve waveguide
grade results. Another potential disadvantage is that thick dielectric masks, such
51
e-
Substrate
Positive Resist
Mask
Liquid
(a) (b) (c)
(d) (e) (f)
(g) (h)
Figure 2.21: The general lift-off process: (a) a bare substrate, (b) following resist
deposition, (c) e-beam lithography of the positive resist, (d) development of the
e-beam resist, (e) the developed resist, (f) metal deposition, (g) lift-off of the e-beam
resist in a solvent, the remaining and completed lithographically defined metal mask
ready to be etched in subsequent processes.
as SiN or SiO2 can not be achieved well using lift-off as they often require high
temperature depositions in a PECVD or LPCVD. The general lift-off process is
shown in Figure 2.21; this is similar to the process used for creating the LNOI
waveguides in this thesis.
Soft mask
The main method to make a soft mask are by spinning a polymer onto the target
substrate, exposing it with UV or e-beam lithography, and developing it. Three
examples of this method are given: e-beam lithography of PMMA, photolithography
of AZ1512, and direct write of S1813.
Electron beam lithography of PMMA PMMA is spun onto the target substrate;
for ∼200 nm thick PMMA, PMMA-A4 (4% PMMA dissolved in the solvent, anisole)
spun at 4000 RPM should be used. The coated substrate is then typically baked at
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150–200 ◦C for ≥ 4 min. Exposure is then performed in an e-beam lithography tool
to achieve the desired pattern, which is then developed in a combination of IPA
and MIBK. Typical ratios of IPA to MIBK include 1:3, 1:2 and 1:1, and typical
development times range from 30 s to 2 min. In this thesis, PMMA-A4 was used
and a 1:2 IPA/MIBK developer was used. An alternative developer which has
shown better results in particular circumstances consists of DI water and IPA. Very
small features (approaching 10 nm) have been achieved in PMMA by developing a
low temperatures (around −20 ◦C). The advantages of PMMA are that it has high
resolution (down to approximately 10 nm), is inexpensive and easy to remove (useful
for lift-off). The main disadvantage of PMMA is that it has poor etch resistance to
most conventional etching techniques.
Photolithography of AZ1512 AZ1512 is spun onto the target substrate and baked
at 110 ◦C. A photolithgraphy mask is then placed over the sample, either by hand, or
using a mask aligner. A UV light source is then used to expose the resist through
the mask, creating the desired pattern. A developer, such as CD26 or AZ726MIF is
then used to remove the exposed resist, leaving just the pattern. As with PMMA,
AZ1512 is not a strong material and cannot withstand most RIE etching requirements;
however, it is easy to strip and suitable for many lift-off applications and is also
resistant to many wet etch applications.
Direct write of S1813 S1813 is spun onto the target substrate and baked at 110 ◦C.
It is then patterned using a direct write tool—a laser on a multi-axis translation
stage exposes the required locations of the S1813. A developer, such as CD26 or
AZ726MIF is then used to remove the exposed resist, leaving just the pattern. S1813
has the similar advantages and disadvantages as AZ1512. An example of direct write
of S1813 is shown in Figure 2.22.
Etching
The purpose of a mask is to protect various portions of a sample from the subsequent
etching process. There are two commonly used and industry standard etching
techniques: wet etching and plasma etching. Wet etching involves submerging the
sample into a liquid (usually highly toxic) that attacks the substrate; the mask must
be chosen to withstand the liquid—typical wet etchants include KOH (for Si), H3PO4
(for SiN) and HF (for SiO2 and LN). Plasma etching involves using a dedicated
plasma etching tool, which directs plasma towards a sample to etch it—typical gases
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Figure 2.22: Direct write of S1813 (approximately 1 µm thick) trenches a fewmicrons
wide. Precise control over the width and roughness of features is limited; however,
patterning time is very fast.
used in plasma etching include Argon (for etching any material), CF3/CHF3/SF6 (for
etching SiO2/SiN/Si) and Cl2/BCl (for etching Si and metals such as Cr). In general,
wet etching is far less precise and produces lower quality results than plasma etching;
however, wet etching can achieve high rates, better mask to substrate etch selectivity
and is more economical.
Plasma etching of lithium niobate is very challenging, as LN is chemically resistant
to Fluorine-based gas chemistries, forming LiF on its surface and preventing any
further etching. As a result, Argon gas is used; however, Argon etching is highly
isotropic resulting in a poor sidewall; furthermore, Argon offers very little selectivity
between lithium niobate and a chosen mask, making it very challenging to find a
suitable mask.
In this thesis, RIE etching was conducted using a mix of argon and fluorine gases,
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Figure 2.23: Illustration of the difference between using pure argon plasma to etch
lithium niobate, and adding fluorine to the argon. Subfigure (a) shows argon ions
(yellow dots) accelerating towards a metal mask (dark grey) and a lithium niobate
substrate (light grey). Subfigure (b) shows additional fluorine ions (red) added to the
etching mix shown in (a). Subfigure (c) shows the result of etching with (a)—a ridge
with very slanted sidewalls. Subfigure (d) shows the result of etching with (b)—a
ridge with more vertical sidewalls.
the values of which were heuristically determined, and are heavily dependent on
the plasma etcher chamber size. It was found that introducing small amounts of
fluorine gases enabled a much higher etch selectivity of LN to the Chromium mask,
and a significant increase in the anisotropy of the etching—this is visually shown in
Figure 2.23.
After plasma etching, it is often critical that the etch mask be removed, especially
if it is a metal mask, as the metal will adversely affect the waveguide propagation
losses. It is important to use a metal mask that can be removed without affecting the
sample. In the case of LNOI, the etchant used to remove the metal must not affect
LN or the underlying SiO2. Fortunately, the Cr mask used for the LNOI can be easily
removed using commercially available ceric ammonium nitrate-based Chromium
etchant, such as CR-7 from MicroChemicals or Chromium Etchant from Sigma
Aldrich. Other metals, including Au and Pt, can be removed using Aqua Regia, Ni
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can be removed with the aforementioned Cr etchant, Al can be removed with TMAH
(such as AZ400 from MicroChemicals or CD-26 from MICROPOSIT).
Packaging
Following etching, the processed sample must be prepared for testing. This process
involves sample cleaning, and potential cladding, dicing and polishing depending on
the final testing requirements.
Cleaning Sample cleaning may involve simple solvent cleans in acetone and IPA,
often assisted by sonification. More advanced cleanings, however, can be extremely
effective if the sample permits. In the case of the LNOI samples in this thesis, a
piranha clean was performed prior to a solvent clean in heated NMP and IPA. This
ensures a very clean sample and good adhesion of any subsequent cladding process.
Cladding Cladding is often performed to strengthen the sample facilitating handling
and transport, as well as protect it from the final, mechanical, processes: dicing
and polishing. Cladding also can reduce waveguide propagation losses as it slightly
reduces the optical confinement of the waveguide. In this thesis, waveguides were
clad with ∼ 3 µm of PECVD SiO2—this is perhaps the most common form of
waveguide cladding as the PECVD SiO2 can be made relatively thick (> 1 µm) and
is of high optical quality. Other cheaper and more efficient but lower quality cladding
solutions exist including spin-on dielectrics such as SU-8.
Dicing A Disco DAD-321 was used to dice the waveguide samples to size. By
optimising the diamond blade, feed-rate and blade rotation speed, it is possible to dice
the sample leaving an optical-grade finish, negating the need for chemical-mechanical
polishing (CMP) of the facet. A comparison showing dicing and CMP is shown in
Figure 2.24.
Chemical-Mechanical Polishing Before optimising the dicing process, CMP was
used to achieve optical-grade facets after dicing. CMP polishing was found to be
very time consuming, the yield was low and it was very challenging to get a perfectly
perpendicular facet to the waveguide, as well as to clean the slurry off the end faces.
Though somewhat unconventional, the most successful method for cleaning the
slurry was to boil the sample in soapy water.
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Figure 2.24: Subfigure (a) shows the general dicing process; a blade spins at a high
speed perpendicular to the waveguide to cut the chip. Subfigures (b)–(d) show various
dicing and polishing attempts on lithium niobate. In subfigure (b), conventional
dicing is done, and chipping along the whole chip facet can be seen, preventing butt-
coupling into the ridge waveguide. Subfigure (c) shows a diced chip that was CMP
polished—the typical procedure to mitigate the chipping problem—unfortunately,
this is very time-consuming and still results in some chipping. Subfigure (d) shows
optical grade dicing, where a resin blade and cutting parameters are optimised to
achieve no chipping and, thus, an optical grade finish.
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Summary
This section has outlined the underlying concepts of waveguide nanofabrication, dis-
cussing various fabrication options, from wafer and mask production, to etching and
packaging. The presented overview of nanofabrication aims to provide fundamentals
for chapter 5.
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C h a p t e r 3
DOMAIN ENGINEERING ALGORITHM FOR PRACTICAL AND
EFFECTIVE PHOTON SOURCES
Sources are an integral component to photonic quantum computing, with many
proposed schemes. It is important a source be efficient and produce qubits in a known
and meaningful state, as well as be compatible with future technology including
detectors and optical waveguide circuitry. The most advanced quantum photonic
experiments to date utilise sets of probabilistic photon sources, usually made from
silicon microring resonators, or nonlinear crystals such as KTP.
In this chapter, the leading KTP source technology is investigated and improved
upon. A novel and insightful algorithm optimising the manipulation of KTP crystal
domains to obtain high fabrication yield pure photon sources is presented. This work
steps towards scalable, efficient and cost effective KTP sources for use in quantum
computing technology, as well as provides insight into their functionality. Although
KTP has the necessary dispersive properties for pure photon sources, the KTP
platform suffers from low-index contrast waveguides, resulting in poor nonlinear
efficiency and large footprint components, which makes realisation of a quantum
computer on it challenging.
The introduction of high-index contrast photonic structures in LNOI provides
opportunity to explore dispersive photonic components, such as poled microring
resonators and photonic crystal cavities, which may enable opportunities for pure
photon generation that can be optimised through this work. This would enable
compact, efficient and high-yield photon sources to a platform that potentially
supports all the components necessary for scalable quantum computing. Robust and
low loss circuitry for quantum computing is explored in the following chapters.
Contribution summary The algorithm was coined jointly by coauthor Dr. Boes
and myself. I then performed all simulations and developed most of the mathematical
modelling, and wrote the paper. All authors assisted with the mathematical modelling
and the manuscript preparation.
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1. Introduction
Sources of pure state photons are a necessary requirement in the fields of optical quantum
communication [1], optical quantum measurement [2] and optical quantum computation [3].
One of the most common methods for generating single photons is via spontaneous parametric
down-conversion (SPDC) in χ(2) nonlinear optical crystals [4–6]. SPDC sources convert higher
energy photons into lower energy photon pairs, typically labelled the signal and idler photons. A
pair of SPDC photons is useful, as a pair can be used for heralding single photons by detecting
a photon from the pair; thus, indicating the existence of its partner. Unfortunately, due to the
relatively long duration of detector response times compared to photon pair correlation times,
the detection of a photon in the pair can leave the other photon of the pair in a partially mixed
state [7]—this is undesirable for many applications and can be avoided by removing the spectral
correlations between the signal and idler photons (increasing their spectral purity) [8].
The traditional technique for achieving high spectral purity SPDC photon pairs is to pass them
through narrow-band filters; this has the effect of filtering out photon pairs that are spectrally
correlated [9, 10]. The downside to narrowband filtering is that it requires additional optical
components, hindering the ability to integrate photon sources with other integrated devices, and
more importantly, lowering the heralding efficiency. An integrated method for improving purity
without compromising heralding efficiency is to use the group velocity matching properties of
the material to generate SPDC photon pairs that are less spectrally correlated [11]. In the group
velocity matching regime, one seeks to have either the signal or idler photon travelling at the
same group velocity (or faster) than the pump pulse, and the other photon of the pair to be trailing
the pump pulse. In order to obtain signal and idler photons travelling at different group velocities
in the crystal, a type-II down-conversion scheme is often used with one polarization experiencing
a higher refractive index than the other. It has been shown that one can generate C-band SPDC
photon pairs, one of which lags a 780 nm pump, and the other that leads it in potassium titanyl
phosphate (KTP) [12]. A further requirement of this scheme is that the length of the crystal and
pump pulse duration be adequately designed [13, 14].
When the group velocity matching scheme is combined with birefringent phase matching or
quasi-phase matching (QPM) in χ(2) crystals, one can obtain a high flux of high purity photons;
however, when using a uniformly poled crystal, the abrupt transition in relative nonlinearity
at the input and output interfaces of the crystal leads to a sinc-shaped spectral response of the
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QPM crystal. The sinc-shaped spectral response consists of spectral lobes corresponding to the
wavelength bands in which photons are likely to be generated; there is a main lobe centred at the
nominal phase matching wavelength (where the probability of photon generation is highest), and
sidelobes centred at wavelengths to either side (where the probability of photon generation is less
than the main lobe, but significant). These sidelobes lead to an increase in the spectral correlations
between the signal and idler photons, limiting the heralded photon purity. To increase the signal
and idler spectral purity, the sidelobes should be suppressed; this can be done by using an external
Gaussian filter [15]. One may opt for an integrated alternative and suppress the sidelobes by
apodizing the relative nonlinearity along the crystal, softening the relative nonlinearity transition
between the outside and inside of the crystal [16].
Recently, tailored QPM poling profiles have been used to control the strength of the nonlinearity
along a crystal [16–18]. It has been shown that a gradual Gaussian nonlinearity profile suffices in
moderating the sinc sidelobes leading to a decrease in spectral correlations. Methods for achieving
a Gaussian nonlinearity profile include using higher order QPM spectral components [16]
and varying the duty-cycle of the inverted QPM domains [17]—both approaches have their
shortcomings. Because there is a significant difference between the magnitude of the fundamental
and first harmonic of a square wave function, the higher order QPM scheme will result in large
discrete steps when attempting to approximate larger relative nonlinearities. The drawback of
duty-cycle modulation is that the shortest achievable inverted domain width limits the duty-cycle
modulation; consequently, relatively small nonlinearities become challenging to produce. Another
approach to achieve the Gaussian nonlinearity profile was achieved by using a fixed domain
width and an optimization algorithm that attempts to find where the domains should be inverted
along the crystal length [18]. The idea of using a fixed domain width is attractive—especially
for ease of fabrication—however, the previously proposed algorithm to determine the poling
function is stochastic, relies on heuristically determined cost function parameters, and does not
necessarily converge to the optimal solution.
In this paper, a new method is presented to determine the poling pattern to achieve a desired
nonlinearity profile. The proposed algorithm monitors the generated field amplitude along the
crystal, and while iterating along the crystal, selects the appropriate next poling block to direct
the generated field amplitude in the direction required to track a predefined target field amplitude.
The proposed method of designing arbitrary nonlinearity profiles along the crystal is not only
intuitive, it is also easily implementable, predictable and avoids the manufacturing difficulties
inherent to schemes using variable domain widths; for example, Dixon et al. [17] used poled
sections as small as 4.7 µm and as large as 41.3 µm, which can be challenging to achieve as the
small domains may collapse and the large domains may grow too quickly and over-shoot their
target size—these fabrication difficulties also lead to a limit in to the upper and lower bounds on
the minimum and maximum achievable duty-cycles. Using the proposed method, we design a
device in KTP with a Gaussian nonlinearity profile and confirm its accuracy using a nonlinear
beam propagation method (BPM) simulation. Finally, we show that the designed device can
produce heralded signal photons of spectral purity ∼0.996.
2. Analysis
The background theory is outlined before the poling design algorithm is presented. The poling
design algorithm is applied to an easily visualizable poling design, and then to a more realizable
design in KTP.
2.1. Background
Although the end goal is improvement of a quantum nonlinear optical process, it has recently
been shown that appropriate classical nonlinear optical processes can provide remarkable insight
into their quantum counterparts [19, 20]. The phase matching function for the type-II SPDC
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process of interest is
φ(∆k) ∝
∫ L
0
dx g(x)e− j∆k x, (1)
where L is the length of the nonlinear region, ωs, i are the signal and idler frequencies, g(x)
is the normalized nonlinearity profile, and the wavenumber mismatch is ∆k ≡ ∆k (ωs, ωi ) =
kp (ωs + ωi ) − ks (ωs ) − ki (ωi ). One can gain insight into the strength of potential sidelobes
in the phase matching function by considering instead the evolution of, say, the signal field
amplitude with a very weak (essentially noise-seeded) fixed idler frequency in the presence of an
undepleted pump
As (x,∆k) = Cs
∫ x
0
dx ′ g(x ′)e j∆k x
′
, (2)
(see App. A for a derivation and definitions of variables). A similar equation could be written for
the idler if one considered a very weak fixed signal frequency in the presence of an undepleted
pump.
In the special case where we are interested in the spectrum at the end of the crystal (x = L),
one finds that
As (L,∆k) = Cs
∫ L
0
dx ′ g(x ′)e j∆k x
′
= Cs
∫ ∞
−∞
dx ′ g(x ′)ΠL
(
x ′ − L
2
)
e j∆k x
′
= Cs F∆k (g(x))∗ sinc
(
L
2
∆k
)
Le− j∆k
L
2 , (3)
where sinc(x) ≡ sin(x)/x and ∗ is the convolution operator, and the box function (windowing
function), ΠL (x), is defined in App A. The box function windows the relative nonlinearity along
the crystal, and is responsible for defining the start and end of the crystal, abruptly nulling
the relatively nonlinearity at either end of the crystal. The unwindowed normalized effective
nonlinearity profile refers to a nonlinearity profile of an infinitely long crystal (one with no
beginning or end) that, therefore, has no abrupt nulling. From (3), we see that the spectral
response at the output of the crystal is directly proportional to the Fourier Transform (FT) in ∆k
of the unwindowed nonlinearity profile in x, g(x); this means that one can design a crystal with a
desired spectral response by choosing an appropriate g(x). Equation (3) also indicates that there
is an unavoidable sinc component to the spectrum of the crystal that is proportional to the length
of the crystal.
2.1.1. General solution
The goal is to determine how g(x) should ideally vary to obtain the desired spectral response at
the output of the crystal, and then to determine a realistic poling function that approximates g(x).
Unfortunately, in reality, the value of g(x) at some position along the crystal cannot be chosen
to be any value from −1 to 1; rather, only a value of exactly −1 or 1 can be implemented. We
shall denote the physically implementable representation of g(x), p(x) ∈ {−1, 1}, where p(x) is
an unwindowed poling function. Because p(x) can only take on the aforementioned values, it
cannot exactly replicate any desired g(x).
As a compromise, one may seek to approximate g(x) by determining an adequate p(x). The
high-level description of the scheme that we employ to obtain p(x) for a Gaussian spectral
response is presented in Fig. 1. One starts with the desired spectral response, a), and then takes
its inverse Fourier transform (IFT) to determine the ideal nonlinearity profile, g(x), required to
achieve this response. At this point, one could directly proceed to d) and determine a poling
function, p(x), that approximates b) using, for example, the aforementioned higher order phase
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 dx∫
2π/Λ
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x
p(
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a) b)
d) c)
Fig. 1. Illustration of the strategy to determine an appropriate poling function that well
approximates a desired spectral response, in this case, a Gaussian spectral response. a) The
FT of g(x) in ∆k. b) The ideal, unwindowed nonlinearity profile. c) The field amplitude
that the ideal nonlinearity profile of b) would generate. d) The unknown poling function
to approximate c) and, consequently, b) and a). The arrows between the panes indicate the
function required to obtain the result shown in one pane, from that of the previous pane. To
obtain b) from a), one needs to apply an IFT. To obtain c) from b), one needs to integrate. To
obtain d) from c), one needs to apply our algorithm outlined in subsection 2.2.
matching [16] or duty-cycle modulation [17], or perhaps by even using chirping or a combination
thereof; however, we wish to determine a p(x) that adequately approximates b) consisting only
of fixed width domain inversions—it is challenging to do this analytically or directly apply an
algorithm to b) to obtain a fixed-width poling function. We show that the poling function can be
determined from the field amplitude; thus, (2) is used to calculate the field amplitude shown in c).
From the field amplitude in c), an algorithm (presented in subsection 2.2) will be applied to yield
d), the fixed width poling function that approximates g(x).
2.1.2. Gaussian modulation
In order to achieve a gradual nonlinearity profile along the crystal, the sidelobes introduced
by the sinc function in (3) need to be suppressed; we therefore choose F∆k (g (x)) to be a
Gaussian [15, 21] centered at 2pi/Λ.
We can now apply the strategy outlined in Fig. 1. Given the desired spectral response, we find
g(x), shown in Fig. 1b), by taking the IFT of the target spectral response
g(x) = exp
(−(x − L/2)2
2σ2
)
cos
(
2pi
Λ
x
)
, (4)
where σ is the width of the Gaussian function. There is a trade off between output signal and
                                                                                         Vol. 24, No. 17 | 22 Aug 2016 | OPTICS EXPRESS 19620 
a) b)
∆u¯
c)
∆u¯
w
Λ
xax xb
u¯(xa < x < xb )
Fig. 2. An arbitrary poling configuration is shown and the three poling blocks are labelled:
a), b) and c). The oscillatory waveform is the field amplitude and the horizontal lines through
the oscillatory waveform indicates the average value of the oscillatory waveform over the
domain width, w. Poling block a) does not increase the average field amplitude, poling block
b) increases the average level of the field amplitude, and c) is the same as b) except that it
decreases the average field amplitude.
idler power and sidelobe suppression; the smaller one makes the width (to increase the sidelobe
filtering) the more the output signal and idler power drops. To adequately suppress the sidelobes
of the sinc function, g(0) ≈ 0 and g(L) ≈ 0, these conditions can be practically imposed by
setting, as an example, σ ≈ L/4. For the rest of this paper, σ ≈ L/4; thus achieving a high
heralded photon purity at the expense of generation efficiency—different widths result in different
trade-offs. We now make use of (2) to calculate the field amplitude along the crystal for the
unwindowed nonlinearity profile in (4) (shown in c) of Fig. 1)
As (x,∆k) ≈ As (x,∆k = 2pi/Λ) = Cs
∫ x
0
dx ′ exp
(−(x − L/2)2
2σ2
)
= −Cs
√
pi
2
L
4
[
erf
(
L − 2x
2
√
2L/4
)
− erf
(√
2
)]
, (5)
where we have approximated the field amplitude along the crystal to be dominated by the spectral
component of g(x) that is phase matched. This result tells us that if a Gaussian spectral response
is desired, the field amplitude must have an error function profile along the crystal.
2.2. Algorithm
We shall now present our algorithm that bridges the gap between panes c) and d) of Fig. 1; thus,
systematically determining an appropriate fixed width poling function given a known, desired
field amplitude. We start by defining the normalized field amplitude, utarget(x), along the crystal
for the case of Gaussian modulation introduced in subsubsection 2.1.2
utarget(x) =
As (x)
Cs
. (6)
We now describe the necessary dimensions of the crystal: each inverted domain is to be of
equal width, so the crystal is discretized to obtain two domains per QPM period. For a crystal of
length L, with a QPM period Λ = 2pi/∆k, there will be N = 2L/Λ domains of width w = Λ/2.
The crystal can have three possible poling configurations: a), b) and c) which are defined in Fig. 2.
The boxes represent domains of width w, the arrows indicate the sign of the crystal domain
second-order nonlinearity (dij), the dark curves show the field amplitude that the corresponding
                                                                                         Vol. 24, No. 17 | 22 Aug 2016 | OPTICS EXPRESS 19621 
domain block will induce, and the grey horizontal lines show the average generated normalized
field amplitude over a single domain, u¯(x). We seek to piece these three poling blocks together in
such a fashion to achieve u¯(x) ≈ utarget(x).
The poling configurations have different effects on u¯(x): they can increase or decrease u¯(x)
by some quantized amount, or they can leave u¯(x) unchanged. Figure 2 pictorially outlines the
various possibilities. If one wishes for the average level of the generated field amplitude to remain
unchanged between for two domains, one simply does not perform QPM (poling block a) shows
this); whereas, if one wishes to increase u¯(x) by ∆u¯ = 2w/pi, one inverts the second of the two
poling sections (poling block b) shows this) and if one wishes to decrease u¯(x) by ∆u¯, one inverts
the first of the two poling sections (poling block c) shows this). If the poling block b) or c) is
used at x, u¯(x) will change by ±∆u¯ at x + w and by ±2∆u¯ at x + 2w. Provided that the gradient
of utarget does not change between positive and negative over a length of 4w, poling blocks b)
and c) will never be adjacent to one another—all inverted domains will be of fixed width. The
maximum slope that utarget can have and be adequately tracked by u¯(x) is
d
dx
utarget(x) ≤ 2
pi
. (7)
The poling pattern, p(x), is generated using a simple algorithm that traverses the length of the
crystal once, with a step-size of 2w. The algorithm determines which poling block from Fig. 2
should be inserted to track utarget. The poling block to be inserted at x is determined from the
error between utarget(x + 2w) and u¯(x + 2w)
e(x + 2w) = utarget(x + 2w) − u¯(x + 2w) (8)
and then comparing it to ±∆u¯; the following list presents the three possible outcomes:
• if −∆u¯ ≤ e(x + 2w) ≤ ∆u¯, poling block a) is placed at x;
• if ∆u¯ < e(x + 2w), poling block b) is placed at x; and
• if e(x + 2w) < −∆u¯, poling block c) is placed at x.
Simply by iterating over the crystal once and determining the appropriate poling block to be
inserted based on the above three conditions, one obtains the required poling function.
2.3. Application to Gaussian spectral engineering
In this section, the poling algorithm is applied to achieve a Gaussian nonlinearity QPM profile.
The algorithm is applied to a short crystal to visually show how the algorithm works.
For illustrative purposes, we have conducted our design for a crystal 100w long. The results are
shown in Fig. 3 where utarget and the field amplitude generated from the poling, upoling, is shown in
a); and the calculated poling profile is shown in b). One can see that the field amplitude generated
from the poling tracks the target field amplitude indicating that the desired g(x) has been well
approximated. The small oscillations that may be observed in upoling are to be expected as they
are naturally present in QPM (caused by the higher order phase matching spectral components
intrinsic to square-wave QPM profiles).
2.4. Full design
In the previous section, the field amplitude was not modelled; it was inferred from the poling
function. This section employs the poling algorithm to a KTP crystal and then verifies that
the poling produces an error function shaped field amplitude by performing a nonlinear BPM
simulation of the design. Unlike coupled amplitude theory based analyses, which are to an extent
approximate in that they neglect radiation modes, the in-house developed nonlinear BPM based
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Fig. 3. a): The target field amplitude, utarget, and the true, generated field amplitude that the
designed poling would generate, upoling. The width used for the Gaussian profile is σ = L/4;
one can see that the efficiency of the source drops by 40% compared to ordinary QPM at
this given σ. b): The calculated normalized poling function consisting of inverted domains
of a fixed width.
on an explicit finite difference approximation [22] models the lateral field amplitudes of the
pump, signal and idler fields independently.
We design the poling for a type-II KTP crystal 12 mm long, with a straight waveguide 2 µm
wide (assuming an index contrast of 0.01), and a target nonlinearity function given by (4) using
σ = L/4 = 3 mm. We excite the eigenmode of the waveguide structure with a 775 nm pump
and investigate its behavior, along with the 1550 nm field amplitude’s behavior. A waveguide
of width 2 µm was used because only the fundamental mode of 1550 nm and 775 nm fields are
supported at such a width, simplifying the nonlinear BPM simulation results; however, there
should be no problem using a width for which the 775 nm field is multimode.
The results of the nonlinear BPM for the aforementioned structure are shown in Fig. 4; they
were generated using a strong pump and a very weak signal and idler field and using Sellmeier
equations for KTP [23]. One can see from Fig. 4 that the generated 1550 nm field amplitude
increases in an error function manner (as expected from (5))—initially, there is little conversion,
towards the center of the device there is significant conversion and at the end of the device there
is, again, little conversion. The error function profile of the field amplitude implies that g(x) is
Gaussian in shape.
The fuzziness that can can be seen in Figs. 4(e) and 4(f) and that increases with x is caused by
reflections from the simulation walls at ±40 µm. When the pump field generates the signal and
idler fields, there is a slight mode mismatch between it and the signal and idler fields causing
some coupling to radiation modes which then reflect off the simulator’s boundaries and interfere
with the primary guided mode.
3. Quantum analysis
In this section, we present a quantum analysis of the generated poling profile showing that
tailoring the poling using the previously described algorithm can be used to obtain high purity
heralded photons in KTP.
The photon state generated from an SPDC is [24]
|ψ〉 =
"
dω1dω2 α(ω1 + ω2)φ(∆k) |ω1〉y |ω2〉z , (9)
                                                                                         Vol. 24, No. 17 | 22 Aug 2016 | OPTICS EXPRESS 19623 
1262 4 8 10 0 1262 4 8 10 0 1262 4 8 100
|E
| (
y=
0)
0
-40
40
y 
[μm
]
x [mm] x [mm] x [mm]
a) b) c)
d) e) f)
|Epump| (y-polarized) |Esignal| (y-polarized) |Eidler| (z-polarized)
0
1
0.5
0
1
0.5
1
0.999
Fig. 4. a): The field amplitude of the y-polarized pump. A nonlinear BPM simulation of a
waveguide in KTP 2 µm wide centered at y = 0. All simulations are normalized to 1. b): The
y-polarized signal field amplitude. c): The z-polarized idler field amplitude. d): A 2-D slice
of a) at y = 0 showing the depletion in magnitude of the pump field amplitude. e): A 2-D
slice of b) at y = 0 showing that the signal field amplitude increases as an error function.
f): A 2-D slice of c) at y = 0 showing that the idler field amplitude increases as an error
function.
where |ω1〉y (|w2〉z ) is a single-photon states with frequencies ω1 (ω2) polarized in y (z),
α(ωy + ωz ) describes the pump spectrum, and φ(∆k) describes the phase matching spectrum of
the crystal.
Around 2pi/Λ (far from the harmonics of the true square wave poling pattern), the phase
matching spectrum, φ(∆k), is related to the nonlinearity profile along the crystal, g(x), by a
Fourier transform [17]; φ(∆k) is directly proportional to As,i(L,∆k) from subsection 2.1
φ(∆k) ∝
∫ L
0
dx g(x)e− j∆k x =
∫ ∞
−∞
dx g(x)e− j∆k x ∗ sinc
(
L
2
∆k
)
. (10)
The sinc term in φ(∆k) can be attributed to the finite length of the crystal effectively acting as a
window—χ(2) vanishes outside the crystal, and abruptly changes when one transitions between
outside and inside the crystal (or vice-versa).
The joint spectral amplitude (JSA) is found by calculating α(ω1 + ω2)φ(∆k). It is common to
visually assess the purity of a photon pair through the JSA of the pair [13]. The JSA visually
indicates the purity in ωs and ωi of the photon state by its shape; the greater the purity of the
photon pair, the more the JSA resembles a 2-D Gaussian in shape [14, 25].
For ordinaryQPM, φ(∆k) ∝ sinc((∆k−kQPM) L/2) resulting in a JSAwith spectral correlations
between the generated photons. To increase the purity above that of ordinary QPM, the spectral
correlation between the signal and idler should be removed by removing the correlation visible in
the ordinary QPM JSA—it is apparent from the JSA that the correlation is the result of the sinc
function’s sidelobes [13].
As can be seen from (10), engineering the phase matching spectrum allows one to choose a
function that softens the nonlinearity transition at the ends of the crystal, consequently suppressing
the sinc function’s sidelobes. When we use a Gaussian nonlinearity profile, we see that the phase
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Fig. 5. The simulated JSAs for a KTP crystal of length 12 mm pumped with pulses centered
about a wavelength of 775 nm. a): The simulated JSA for ordinary QPM. The purity [3] was
found to be ∼0.833 assuming a pump pulse with a FWHM of 1.0 ps. b) The simulated JSA
of Dixon et al’s design using a 1.4 nm = 0.63 ps pulse. We simulated the purity of the design
to be ∼0.971. c): The simulated JSA using the poling algorithm and a pump pulse with a
FWHM of 0.80 ps. The purity was found to be ∼0.996.
matching function becomes less sinc-like and more Gaussian-like
φ(∆k) ∝ exp
(
−σ
2(∆k)2
2
)
∗ sinc
(
L
2
∆k
)
, (11)
leading to a φ(∆k) with suppressed sinc sidelobes and hence a JSA indicating higher purity.
Three JSAs were simulated to show the affect of our proposed poling algorithm [13]. All
simulations are based on the Sellmeier equations from [23], model the effective nonlinearity of
the QPM and utilise a singular value decomposition (SVD) to calculate the purity. Figure 5a)
shows the JSA of an unmodulated QPM; the sidelobes are clearly visible. The purity is calculated
from the JSA as ∼0.833. Dixon et al.’s [17] duty-cycle modulated scheme is shown in Fig. 5b),
where it can be seen that the sidelobes are suppressed, increasing the purity to ∼0.971. These
results are in accordance with Dixon et al.’s calculations, offering validation of our simulation
approach.
Figure 5c) shows the proposed poling scheme; it can be seen that the sidelobes are highly
suppressed, leading to a purity of ∼0.996. This improved purity can be attributed to our proposed
poling algorithm enabling small and large relative non-linearities to be achieved, allowing tight
Gaussian relative non-linearity profiles to be implemented that well-suppress the sinc sidelobes.
The proposed algorithm also overcomes the limitation of Dixon’s scheme where minimum and
maximum duty-cycles of 20% and 80% restrict the range of relative non-linearities that can be
achieved.
4. Conclusion
We have proposed a deterministic, simple and intuitive method for engineering the QPM
nonlinearity profile in a way that avoids small domains. The suggested scheme was used to
design poling with a Gaussian nonlinearity profile over a short length for illustrative purposes,
and then the scheme was applied to a realistic design in KTP at the group velocity matching
conditions verified using a nonlinear BPM simulation. The BPM showed an error function
field amplitude profile indicating that the Gaussian nonlinearity had been attained as expected.
Lastly, JSA simulations were performed and the JSAs based on our poling method and ordinary
QPM were compared to show the expected increase in heralded photon purity of ∼0.996. It
is expected that there be applications for the proposed poling scheme for filtering in quantum
optics (such as scatter-shot boson sampling [26]) and classical optics fields (such as in high speed
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telecommunication systems [27]).
Appendix A: Background
The standard equations describing the amplitude of two modes, a signal and idler mode, in a
difference frequency generation (DFG) process are
dA′s (x,∆k)
dx
= j
2ω2sAp
ksc2
d(x)(A′i (x,∆k))
∗e j∆k x (12)
dA′i (x,∆k)
dx
= j
2ω2i Ap
kic2
d(x)(A′s (x,∆k))∗e j∆k x, (13)
where A′s,i(x,∆k) is the ampltiude of the signal and idler fields,∆k ≡ ∆k (λs, λi ) = kp− ks− ki =
2pi(np (λp )/λp − ns (λs )/λs − ni (λi )/λi ) is the wavenumber mismatch, d(x) is the value of the
second order nonlinearity along the crystal and can either be ±dij where dij is the χ(2) tensor
component in use, and the pump is assumed to not deplete [28].
The general case of down-conversion is described by (12) and (13); the general solution to
these leads to exponential increase in the signal and idler field amplitudes. In practice, even
if there is no external input signal or idler field, there is still signal and idler noise power,
PNs, i , present in the crystal that is constant along the crystal. The field amplitude that varies
in z represents the generated stimulated field amplitude and will be denoted As,i(x). The total
signal and idler field amplitude is a combination of the noise and stimulated field such that
A′s,i(x,∆k) =
√
PNs, i + As,i(x,∆k). Because we are operating under low pump power conditions,
the noise is much greater than the generated field along the crystal such that
√
PNs, i  As,i(x);
thus, one can simplify (12) and (13) to
dAs (x,∆k)
dx
= Cs g(x)ΠL
(
x − L
2
)
e j∆k x (14)
dAi (x,∆k)
dx
= Ci g(x)ΠL
(
x − L
2
)
e j∆k x, (15)
where Cs,i = j2Apdij
√
PNs, iω
2
s,i/ks,i c
2 is an x-invariant constant, g(x)ΠL (x − L/2) = d(x)/dij
consists of a box function, ΠL (x − L/2), denoting the start and end of the crystal (ΠL (x − L/2)
is 1 from 0→ L and 0 elsewhere), and g(x) represents an unwindowed normalized second order
nonlinearity function that is not restricted by the length of the crystal and that one has much
freedom in choosing. Any down-converted field generated under the low-pump power constraint
is field that is generated spontaneously, and not from stimulated emission.
One can determine the amplitude of the signal and the spectrum of the signal (in ∆k) at any
point along the crystal, x, by integrating (14) and (15) up to x
As (x,∆k) = Cs
∫ x
0
dx ′ g(x ′)e j∆k x
′
, (16)
for simplicity, from now, only the signal is considered—the equations are valid for the idler and
can be obtained by simply interchanging the subscripts s ↔ i.
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C h a p t e r 4
QUANTUM INTERFERENCE OF TOPOLOGICAL STATES OF
LIGHT
Quantum technology relies on the development of fiducial and robust optical gates.
Traditionally, these gates were constructed from bulk optics; to date, some optical
operation are still reliant on bulk optics. As the demand for complex circuitry grows,
integrability has become paramount to quantum photonic technology. Many novel
strategies have been proposed to optimise the performance, cost, size and footprint of
photonic components, often techniques being based upon phenomena seen in other
areas of physics and engineering.
The recent introduction of a neighbouring field, topology, into photonics has brought
fourth new opportunities that take advantage of the unique properties of topology.
Topological systems can be engineered to support robust edge states that are isolated
from the unwanted states of a system and can undergo robust manipulation processes—
an appealing prospect for quantum photonic technology.
This chapter presents novel topological quantum photonic component design that
demonstrates, for the first time, a fundamental quantum photonic gate using topologi-
cal edge states. It is anticipated that this work will precede the development of future
topological quantum systems, as well as aid in the understanding of topology in the
quantum realm. A severe limitation of this work is the scalability of the demonstrated
device; the large footprint prohibits its integration into more complex circuits. This
challenge could be overcome by moving to a high index contrast platform, such as
the aforementioned LNOI platform, which would also give way to the exploration of
critical quantum computing properties, including nonlinearities and electro-optics,
in topological systems. In the following chapter, the low loss circuitry necessary to
quantum computing networks is investigated.
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Quantum interference of topological states of light
Jean-Luc Tambasco1, Giacomo Corrielli2,3, Robert J. Chapman1, Andrea Crespi2,3,
Oded Zilberberg4, Roberto Osellame2,3, Alberto Peruzzo1*
Topological insulators are materials that have a gapped bulk energy spectrum but contain protected in-gap states
appearing at their surface. These states exhibit remarkable properties such as unidirectional propagation and ro-
bustness to noise that offer an opportunity to improve the performance and scalability of quantum technologies.
For quantum applications, it is essential that the topological states are indistinguishable. We report high-visibility
quantum interference of single-photon topological states in an integrated photonic circuit. Two topological
boundary states, initially at opposite edges of a coupled waveguide array, are brought into proximity, where they
interfere and undergo a beamsplitter operation. We observe Hong-Ou-Mandel interference with 93.1 ± 2.8% vis-
ibility, a hallmark nonclassical effect that is at the heart of linear optics–based quantum computation. Our work
shows that it is feasible to generate and control highly indistinguishable single-photon topological states, opening
pathways to enhanced photonic quantum technologywith topological properties, and to study quantum effects in
topological materials.
INTRODUCTION
Research into solid-state physics has led to the discovery of a new
phase of matter, the topological insulator, a class of materials that in-
sulates in the bulk but conducts on the surface (1, 2). This has inspired
the design of new topological systems with unique band structures
and protected boundary states in various effective dimensions. In par-
ticular, one-dimensional (1D) topological superconductors have re-
cently received great attention due to their topological boundary state,
namely, Majorana zero modes that can be harnessed for topological
quantum computing (3).
Since the discovery of topological phases of matter, a wealth of
pioneering topological systems have been demonstrated using pho-
tonics (4, 5). Topological photonics has the advantage of not requir-
ing strong magnetic fields and features intrinsically high-coherence,
room temperature operation and easy manipulation. To date, several
topological effects have been observed using integrated photonics
including Majorana modes (6), chiral edge modes robust to defects
(7–13), optical Weyl points (14–16), 1D and 2D topological pump-
ing, and topological quasi-crystals (17–20), as well as generation and
propagation of single photons (21, 22).
Concurrently, photonics has a long-standing goal to implement
quantum computation. Quantum interference of single photons at a
50:50 beamsplitter is a key phenomenon in quantum physics and lies
at the heart of linear optical quantum computation (23). This phenom-
enon can be observed via the well-known Hong-Ou-Mandel (HOM)
experiment (24), which has been demonstrated in integrated photonic
devices, including on-chip beamsplitters (25–27), photonic quantum
walks (28, 29), circuits displaying Anderson localization (30), and, re-
cently, in plasmonic devices (31). High-visibility quantum interference
relies on the two input photons being totally indistinguishable. To date,
quantum interference has not been observed in topological systems.
Here, we report high-visibility quantum interference of two single-
photon topological boundary states in a photonic waveguide array.
We engineered a time-varyingHamiltonian, controlling the band struc-
ture of the device and the spatial isolation of the topological states to
implement a 50:50 beamsplitter. Using this “topological beamsplitter”
(TBS), we measured HOM interference with 93.1 ± 2.8% visibility,
demonstrating nonclassical behavior of topological states.
RESULTS
Our device implements the off-diagonalHarpermodel, which describes
a 1D lattice that exhibits topological boundary states (17, 32, 33). The
time-varying Hamiltonian of this model is given as
H^ðtÞ ¼ ∑
N1
n¼1
knðtÞ a^na^†nþ1 þ a^†na^nþ1
  ð1Þ
where ân and a^†n are annihilation and creation operators acting on
lattice site n. kn(t) is the coupling strength at time t between site n
and site n + 1. In the off-diagonal Harper model, the coupling strengths
follow the periodic function
knðtÞ ¼ k0 1þ LðtÞcosð2pbnþ fðtÞÞ
  ð2Þ
where k0 is the nominal coupling coefficient between two adjacent
lattice sites,b controls the periodicity of the lattice,L(t) controls the size
of the spectral gaps and correspondingly defines the confinement of the
boundary state at time t, and f(t) is a time-varying phase. By carefully
choosing the value of b, gaps appear in the energy spectrum of the sys-
tem that allow topological pumping by adiabatically varying f(t) (17).
Carefully choosing f(t) ensures the appearance of topological boundary
modes on the edges of the array. Both f(t) (17) and L(t) can be used to
manipulate the boundary states. Here, we vary L(t) to confine, de-
localize, and interfere the boundary states; this procedure is reminiscent
of changing the length of a topological superconductor and interfering
its Majorana modes (3).
An array of coupled waveguides in the nearest neighbor approxi-
mation implements the same tight-binding Hamiltonian as Eq. 1,
where the waveguide separation controls the coupling strength. We
experimentally characterized the relationship between the waveguide
separation and the coupling strengthkn(t) (seeMaterials andMethods
for details), which enabled us to design an array with the desired
1Quantum Photonics Laboratory and Centre for Quantum Computation and Com-
munication Technology, School of Engineering, RMIT University, Melbourne, Victoria
3000, Australia. 2Istituto di Fotonica e Nanotecnologie, Consiglio Nazionale delle
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Hamiltonian. Because we vary the kn terms along the length of the
array, we make the transformation from a time-varying to a distance-
varying Hamiltonian with the relationship z ¼ ctn, where z is the posi-
tion, c is the speed of light, and n is the waveguide effective refractive
index.
Initially, two photonic states are localized at the edges of the array;
they are spectrally and spatially isolated from the bulk modes, start
with the same energy, and are spatially isolated from one another.
Interference can occur when these states are adiabatically delocalized
from the edges to the bulk of the lattice by reducing the bulk gap size.
We designed two devices, each consisting of 10 waveguides with
symmetric coupling strengths {k1, k2, k3, k4, c, k4, k3, k2, k1} and
b ¼ 2=3. The first device has fixed L(z) = 0.6 to demonstrate and
confirm the confinement of the topological boundary states, as
illustrated in Fig. 1A. In the second device, illustrated in Fig. 1B,
we vary L(z) from L(0) = 0.6 to L(L/2) = 0.1, where L is the total
length of the array. This reduces the localization of the two boundary
modes, causing them to interfere. By tuning the central coupling co-
efficient (c), a 50:50 beamsplitter is realized before relocalizing the
states to the sides of the device, where L(L) = 0.6. For both devices,
waveguides 1 to 5 (and due to symmetry, 10 to 6) have five photonic
supermodes (eigenstates), which are shown in Fig. 1C.
Exciting the boundary states of each array requires injecting into
the mode labeled B in Fig. 1C. As shown in Fig. 1 (A and B), we
achieved this by extending the two edge waveguides to the input facet
of the chip (see section S1 for details). To model the bulk-band
spectrum of the photonic supermodes in Fig. 1C, we calculated the
eigenvalues of both devices, shown inFig. 1 (D andE), along the length
of the array. The approximate bulk energy bands are shaded in blue,
and the eigenvalues corresponding to the boundary states are plotted
in red (labeled B and D). As the Hamiltonian is implemented on a
photonic platform, each eigenvalue is proportional to the effective re-
fractive index of the corresponding photonic supermode (34). If eigen-
values are similar in magnitude, then the corresponding eigenstates
will scatter between modes; however, eigenstates between the energy
bands are resilient to scattering.
Our devices were fabricated using the direct-write technique
(35, 36), as it enables high-precision control of the waveguide coupling
coefficients.We implement the direct-write technique by translating a
borosilicate chip while focusing a femtosecond laser into the bulk (see
Methods and Materials for more details on the chip fabrication).
We characterized each device using laser light at 808 nm, to match
the wavelength of our single-photon source, and measured the output
with a charge-coupled device (CCD) camera. We calculated the fidel-
ity between the measured output distribution across the whole array
and the simulated result asF ¼ ∑i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
PSi P
M
i
q
, wherePSi (P
M
i ) is the simu-
lated (measured) intensity of light at the output of waveguide i after
normalization. The intensity distribution is equivalent to the output
single-photon probability distribution. Here, the simulation is based
on the physical parameters of our device. We note that depicting
the boundary-state supermodes (labeled B and D in Fig. 1C) as being
confined to two waveguides is an approximation and, in a real device,
they exponentially decay beyond the edge waveguides—this phenom-
enon is inherent to any bound mode in a spectral gap.
Figure 2A shows the measured output intensity and simulation
results for the stationary topological boundary state when injecting into
the left even-mode eigenstate, and the fidelity is F = 97.1%. Figure 2B
shows the results for the TBS. We measured fidelity for the left and
right inputs of F = 96.3 and 97.8%, respectively. These fidelities are
very high and are mainly limited by fabrication imperfections.
In the quantum interference experiment, we used a coupling setup
to collect photons from the outer waveguides (1, 2, 9, 10).When select-
ing only these waveguides, we calculated the reflectivity of the TBS to
be 49.9% (50.7%) for the left (right) input, which is very close to 50%—
a requirement for high-visibility quantum interference.
Figure 3A shows our setup for measuring HOM interference. We
generated pairs of photons using a free-space spontaneous parametric
Fig. 1. Photonic boundary-state beamsplitter. (A) Illustrative representation of a waveguide array implementing stationary topologically boundary states (red
shaded regions) that propagate at the edges of the device. We used this device to confirm that the boundary state is preserved during the propagation inside the
array. (B) Illustrative representation of a waveguide array implementing a TBS that interferes two topologically boundary states. (C) Photonic supermodes (eigenvectors)
of the arrays at the start and end of the both devices. (D and E) Band structure (eigenenergies) along the length of the arrays (A and B). The topological bands (B and D)
are highlighted in red, and the bulk bands (A, C, and E) are shaded in blue.
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down conversion (SPDC) source before coupling into two polarization-
maintaining optical fibers (PMFs). We inserted narrow-band filters
to ensure that the photon wavelengths are matched and one fiber is
positioned on a translation stage to enable a tunable delay (see sec-
tion S2 for full details on the photon pair source). We measure the
visibility of the interference by controlling the distinguishability of
the photons with the tunable delay.
We first injected single photon pairs into a commercially availa-
ble fiber-coupled 50:50 beamsplitter (FBS) with PMF for the input,
ensuring that the photons have the same polarization when they in-
terfere. The output fibers are coupled to APDs that emit an electrical
pulse when a photon is detected. We performed coincidence mea-
surements of the APD signals with a timing card. We measured the
HOM dip, shown in Fig. 4A, with visibility VFBS = 94.5 ± 0.5%. We
calculated error bars on the plot using Poissonian statistics (see section
S3 for HOM dip error calculation). We detected and subtracted acci-
dental coincidences due to stray ambient light and dark counts from
the signal by applying an electronic time delay to one detector. As the
beamsplitter reflectivity is close to ideal (r = 49.0 ± 0.1%), the visibility
is limited predominately by the spectral distinguishability of the gen-
erated photon pairs.
We then replaced the 50:50 FBS with our waveguide chip, as shown
in Fig. 3B.We injected single photons simultaneously into both bound-
ary states of the TBS and varied the delay such that we could perfectly
match the arrival times.Wemeasured the HOMdip, shown in Fig. 4B,
with a visibility of VTBS = 93.1 ± 2.8%; this gives a relative visibility
V relative ¼ VTBSVFBS of 98.5 ± 3.5%, confirming that the quantum interfer-
ence of topological boundary states in our device is close to ideal. The
measurement noise for the TBS chip is increased due to coupling
losses, leading to a significantly lower count rate and, consequently, a
decreased signal-to-noise ratio.
DISCUSSION
Here, we have demonstrated that single photons localized to topolog-
ical boundary states can undergo high-visibility quantum interference.
To this aim, we used a laser-written photonic circuit that represents
one of the most complex examples of a continuous waveguide array
Fig. 2. Characterization of the stationary boundary-state device and the TBS. We characterized the output of the chip using laser light and a CCD camera. (A) The
normalized output intensity distribution of the stationary boundary state. (B and C) The normalized output intensity distribution of the TBS with injection into the left
and right inputs, respectively.
Fig. 3. Experimental setup for interfering topological boundary states. (A) Setup to characterize the indistinguishability of the photon pairs generated from a SPDC
source. The photons are interfered in a 50:50 beamsplitter via PMF. The output of the beamsplitter is pigtailed with single-mode fiber (SMF) connected to single-photon
avalanche photodiodes (APDs). We measured coincidence counts between the two detectors with a timing card. CW, continuous wave; BiBO, bismuth triborate. (B) To
perform the indistinguishability measurements of single photon topologically protected states, we replaced the pigtailed beamsplitter in (A) with the TBS device. We
used PMF, multimode fibers (MMFs), and free-space lenses to couple photons to the device.
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with engineered coupling coefficients varying along the propagation
direction. This technology enables future studies of quantum effects
in topological materials that are challenging or impossible to probe
due to, for example, large magnetic field requirements or excessive
noise (2). Moreover, the TBS could be extended to other topological
models [such as the Su, Schrieffer, and Heeger model of a 1D dimer
chain (37)]. We anticipate that the TBS presented in this work will
combine with other leading work in topological photonics (8, 22) to
help solve challenges currently faced in quantum photonics, including
pump filtering for photon generation and robust photon transport.
MATERIALS AND METHODS
Device design and simulation
The relationship between waveguide separation and coupling coef-
ficient is characterized with a test chip containing varying spaced wave-
guides. This relationship follows an exponential decay k = ae−bd,
where a = 115 cm−1 and b = 0.36 mm−1 are experimentally measured
constants and d is the separation between the waveguides. We can in-
vert this function to find the waveguide separation necessary to
achieve the desired coupling coefficients in Eq. 2. These kn(z) coupling
coefficients control the transfer of the topological boundary state from
the sides of the array to the center.
We numerically optimized the coupling coefficient c in Eq. 1 such
that the boundary states couple with 50% probability. This imple-
ments a 50:50 beamsplitter operation. Finally, the waveguide separa-
tions were adjusted to transfer the boundary states back to the sides
of the array.
Device fabrication
Weused the femtosecond direct-write technique for fabricating wave-
guides in borosilicate glass (35, 36). Our SPDC source generates
photons close to the 808-nmwavelength, and we fabricated waveguides
that are single mode at this wavelength. The waveguides were fabri-
cated by focusing a femtosecond-pulsed laser with a repetition rate of
1 MHz and energy of 220 nJ per pulse in the bulk of a borosilicate
substrate (Eagle2000, Corning) bymeans of a 50×microscope objective
(numerical aperture, 0.6).Waveguideswere patterned by translating the
sample at the constant speed of 40 mm/s. The resulting waveguides
exhibit relatively low propagation losses (0.5 dB/cm) and a slightly
elliptical guided mode, with an average diameter of ~8 mm.
The separation between neighboringwaveguides controls the rate of
coupling. There is, inevitably, coupling between next-nearest-neighbor
waveguides; however, the coupling decays exponentially with distance,
and hence, we can approximate to a nearest-neighbor model.
SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/4/9/eaat3187/DC1
Section S1. Experimental setup
Section S2. SPDC source
Section S3. HOM dip
Fig. S1. Ray tracing simulation of the coupling setup.
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Experimental Setup
For classical characterization, we use an optical fiber aligned to the input waveguides and
ensure the fiber is positioned to excite the even mode across the two waveguides. The output
is imaged with a CCD camera and telescope setup, focused onto the output face of the chip
to clearly resolve the individual waveguides.
In order to couple a single photon into both boundary-states simultaneously, we use a
v-groove fiber array with pitch of 127 µm and free-space optics to focus the photons onto
the input waveguides. The input modes are separated by 80 µm and we use a two-lens
setup to control the separation of the two photons. Figure S1 shows a ray-tracing schematic
of the coupling setup. The lenses have 11 mm focal length and the spot size is kept large
enough to illuminate both waveguides at each side of the array. Again, we ensure we excite
the even mode at the input. Using both manual and automated optimization, we position
the chip, free-space optics and fiber arrays such that we achieve maximum transmission
through the chip. The coupling efficiency could be increased significantly by integrating
onto the waveguide array a component that excites the symmetric supermode. This would
enable coupling with a single optical fiber for each input and thus remove the majority of the
coupling losses.
Section  S1.
~15mm
127μm
~5mm ~8.5mm
80μm
PMF
Photons
from SPDC
Waveguide chip
The two photons are coupled
out from polarization maintaining fiber (PMF) that are separated by 127 µm. Using two
lenses, we focus the two photons into the chip with a separation of 80 µm.
S2 SPDC Source
Horizontally polarized photon pairs at 807.5 nm are generated via type 1 spontaneous
parametric down conversion (SPDC) in a 1 mm thick BiBO crystal, pumped by an 80 mW,
403.75 nm CW diode laser. The generated photons have an opening angle of 3◦ which enables
easy extraction from the pump beam. The photons are passed through 3.1 nm narrow band
filters before collection into polarization maintaining optical fiber. One fiber is mounted on
a motorized stage to enable a tunable delay of up to 25 mm. Single photons are detected
in coincidence using silicon avalanche photo-diodes. To reduce noise we subtract accidental
counts by measuring uncorrelated two photon events with an applied electronic delay on one
channel.
The HOM interference was chosen as a means to verify the TBS as a quantum operation;
specifically, a Hadamard gate. However, the quality of the HOM interference is limited by
noise and imperfections in the device.
The error in the HOM dip visibility is calculated as
Fig. Ray tracing simulation of the coupling setup.S1.
Section ..
Section S3 HOM Dip.
V =
min(d)
max(d)
√
1
max(d)
+
1
min(d)
(S1)
where d are the data points in the HOM dip.
The HOM dip in fig. 4 of the main text approaches 0 but does not reach this value exactly
is the distinguishability of the two photons and the non-ideal reflectivity (R 6= 50%) of the
beamsplitter. The HOM dip visibility is maximal only for R = 50%. As reported in the
manuscript, the SPDC source of photon pairs was independently tested using a high-quality
fiber-coupled commercial beamsplitter (FBS) with measured R = 49.0±0.1%, and resulted in
V = 94.5± 0.5%. The non-unit visibility is due to polarization and wavelength mismatches,
as well as coupling losses leading to accidental coincidences. All these effects contribute to
the non-zero minimum in the dip.
The relative visibility achieved by the TBS with respect to the FBS is Vrelative = 98.5±3.5%.
This discrepancy is attributed to imperfections in the device, including the mentioned non-
ideal reflectivity and the limited signal-to-noise ratio due to non optimized coupling of the
device. We conclude that if the source was to produce nearly perfectly indistinguishable
photons, our TBS would create quantum interference with visibility close to V ≈ 98.5%.
This very high value is the closest we can get to the ideal unitary visibility with the current
signal-to-noise ratio.
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C h a p t e r 5
LITHIUM NIOBATE ON INSULATOR FOR PHOTONICS
In this section, two works are presented on research towards an LNOI platform
suitable for cutting edge quantum photonic technology. First, section 5.1 introduces
an optimised fabrication process to produce low loss rib waveguides in LNOI, laying
the foundation for a second work demonstrating microring resonators in LNOI in
section 5.2. This chapter presents the initial exploratory steps towards LNOI for
integrated photonics and eventual quantum photonic technology.
5.1 Ultra-low loss photonic circuits in lithium niobate on insulator
Many photonic platforms are under investigation for use in quantum photonic
technology. A suitable platform should support photonic sources and detectors,
operate at cryogenic temperatures, support small footprint components, be low loss
and have tunable gates. To date, lithium niobate has been a prominent candidate;
however, as quantum circuitry has advanced, lithium niobate has been left behind due
to component footprint being far too large compared to other competing technologies
like silicon—arguably the leading photonic platform today.
In this section, low loss waveguides in LNOI are presented with an optimised sidewall
angle. LNOI combines the unique properties of LN and component sizes similar to
Si photonics, making it an ideal candidate for quantum photonic computing. The
demonstrated rib waveguides have low propagation loss, ensuring qubit longevity, as
well as near-vertical waveguide sidewalls, further reducing the footprint of future
components. Although in its infancy, the demonstration of low loss waveguides
in LNOI makes it a promising candidate for quantum technology, and lays the
foundation for future quantum photonic gates in LNOI.
Contribution summary Ms. Krasnokutska and I conducted all the process
development, design, device fabrication, simulation, characterisation and analysis.
Dr. Li provided technical nanofabrication support and advice. The manuscript was
written jointly by all authors.
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Abstract: Lithium niobate on insulator (LNOI) photonics promises to combine the excellent
nonlinear properties of lithium niobate with the high complexity achievable by high contrast
waveguides. However, to date, fabrication challenges have resulted in high-loss and sidewall-
angled waveguides, limiting its applicability. We report LNOI single mode waveguides with ultra
low propagation loss of 0.4 dB/cm and sidewall angle of 75◦. Our results open the route to a
highly efficient photonic platform with applications ranging from high-speed telecommunication
to quantum technology.
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1. Introduction
Integrated photonics is widely employed in high bandwidth telecommunication [1], frequency
conversion and filtering [2–4], biophotonics and sensing [5], and single photon generation and
manipulation for quantum technology [6,7]. Important requirements of an attractive photonic
platform are low propagation loss, high nonlinearities, high index contrast and industry compatible
fabrication processes. A major player is silicon (Si) photonics, enabling very compact, low loss
waveguides that can be fabricated with CMOS technology. Si has no second order nonlinearities,
limiting the performance of important photonic components such as optical switches and
frequency converters, and it absorbs light below 1 µmwavelength, precluding its application from
biophotonics. This has lead to research into other materials including InP [8], SiN [9], GaAs [10]
and AlN [11] as photonic platforms. InP, GaAs and SiN all represent promising solutions for
scalable and low-loss photonics; however, their switching capabilities are also limited due to small
or absent second order nonlinearities and rely upon thermally unstable or absorptive switching
mechanisms [8, 10]. Although AlN enables the use of electro-optical properties and frequency
conversion, the low second order nonlinearities still limits the efficiency of these processes [11].
Low loss is another major requirement for scalability, especially in quantum photonics. Photonic
components, such as rings, are important for filtering and delay lines and require a high quality
factor, and therefore a low propagation loss is vital to their operation.
Lithium Niobate (LN) has several potential advantages over competing platforms including a
broad transparency range from 350 nm to 5200 nm, with potential applications ranging from
biophotonics to mid-IR; a high electro-optic coefficient, enabling efficient ultra-fast optical
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switches; piezoelectric and pyroelectric properties, it can be phased matched via periodic
poling [7, 12], or, as recently shown, via birefringence [13] for wavelength conversion and
single photon generation; and it can be doped with erbium atoms to create waveguide integrated
lasers [14]. Waveguides in lithium niobate have been fabricated via titanium in-diffusion (Ti:LN)–
the industry standard for photonic modulators [15]–and proton-exchanged (PE:LN) [16]. Both
Ti:LN and PE:LN suffer from low refractive index contrast waveguides, greatly limiting the
complexity of the photonic circuitry on these platforms.
To achieve high index contrast waveguides, etching of PE:LN [17], hybrid-integration with
Si [18, 19] and SiN [20, 21], as well as blade dicing [22] and micromachining [23] have been
reported. Recently, the ability to create high quality LN thin films on SiO2 insulator (LNOI) via
the smart-cut technique [24], has enabled the direct fabrication of waveguides using standard
lithography and dry etching techniques, with reported propagation loss as low as 3 dB/cm [3]. To
the authors’ knowledge, all high-index contrast LNOI waveguides reported to date exhibit either a
high loss [25], a shallow sidewall angle [3,25,26], limited etch depth [26], or a combination thereof.
Propagation losses in LN are almost entirely dominated by the quality of the nanofabrication
because LN has very low intrinsic absorption. Several techniques have been attempted to micro-
and nano-process LN, including ion-beam enhanced etching [4], wet etching with hydrofluoric
acid (HF) based etchants [27], reactive ion etching (RIE), and RIE with post-chemical mechanical
polishing [28]. RIE possesses particularly anisotropic properties; however, plasma etching LNOI
is challenging. LN is highly reactive with fluorine (F) gases making them a logical choice for
achieving good etch rates, but unfortunately, LiF products of this reaction deteriorate the surface
leading to high scattering loss. An alternative to chemical RIE is argon milling, but this process
has poor etch-selectivity, making it difficult to find a suitable mask, and is well known to result
in very shallow sidewalls. Near vertical sidewalls are critical to achieving low loss waveguides,
as well as high free spectral range (FSR) rings and small-footprint optical components, such as
switches and couplers.
Here we report LNOI waveguides with propagation loss ∼0.4 dB/cm, achieved by an optimized
etching process that produces a sidewall roughness of < 2 nm RMS and a sidewall angle of ∼75◦.
Our low loss rib waveguides are fabricated using standard nanoprocessing techniques and enable
the development of high integration density nonlinear and electro-optic based photonic circuitry.
2. Fabrication
A mode solver was used to determine the dimensions of a 1550 nm single mode rib waveguide in
LNOI with a minimum bending radius of ∼80 µm. The design of the waveguide includes the
following parameters: rib height, bottom width, top width, refractive indices of the waveguide
and claddings, and film thickness. Fig. 1(a) shows a typical cross-section of a Z-cut rib waveguide
with SiO2 cladding.
The difference in the waveguide dimensions at the top and bottom of the rib is due to the
sidewall angle introduced by the etching process. LNOI waveguides support both TE and TM
polarization and the electromagnetic field distribution is displayed in Fig. 1(b) and Fig. 1(c) for
TE and TM modes.
The fabrication process implemented to realize the ultra-low loss photonic circuits is shown
in Fig. 2. The raw sample is a 500 nm thick Z-cut LN film on top of 2 µm thick buried SiO2
layer supported by a single-crystal Z-cut LN substrate; the LNOI wafer (3′′ of diameter) was
fabricated by Nanoln using the smart-cut technique and then diced into 10x10 mm samples.
We use an optimized lift-off technique to define the circuit pattern and then transfer it to the
substrate using RIE. In the first step of the fabrication process, shown in Fig. 2, the positive resist
is patterned by electron-beam lithography (EBL) to define the mask, in order to eliminate the
charging effects of LN, a thin layer of Cr (10nm) was sputtered onto the bare LNOI top surface
prior to spinning resist; the width of patterned structures is 1 µm. The next step consists of metal
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Fig. 1. Design of a 1550 nm LNOI waveguides; the top width is 810 nm, bottom width is
1 µm and the height is 270 nm. The dimensions are extracted from SEM measurements: (a)
schematic cross-section of Z-cut LNOI waveguide; (b) electromagnetic field distribution for
TE mode; (c) electromagnetic field distribution for TM mode.
(Cr) film deposition using an electron beam evaporator, and then lift-off is performed in an NMP
(N-Methyl-2-pyrrolidone)-based solution. The thickness of the metal layer is optimized to the
selectivity of the etching process and depends on the desired etch depth. A Cr layer thickness
of 60 nm was used in this experiment. The chip is then etched in a mix of fluorine (CHF3)
and argon (Ar) plasma allowing smooth and near vertical sidewalls due to the combination of
plasma chemical etching ensured by CHF3 and physical sputtering provided by Ar. The etching
selectivity of metal mask over LN is 1:7. The metal mask is then removed via wet etching and
the final structure cladded with plasma-enhanced chemical vapor deposition (PECVD) SiO2
3 µm thick. The top cladding reduces the scattering loss induced by the sidewall roughness, due
to index contrast reduction between waveguide and top cladding, facilitates further packaging
processes (dicing and chemical-mechanical polishing) of the final device, and protects the fragile
structure from damage.
3. Results
The fabricated structures were investigated using optical microscope, surface profilometer,
scanning electron microscope (SEM), atomic force microscopy (AFM) and focused ion beam
(FIB). The low roughness resulting by our fabrication process is shown in Fig. 3(a); AFMwas used
to confirm the < 2 nm RMS sidewall roughness. The measurements are performed by focusing the
AFM tip perpendicular to the sidewall of waveguide. The rib waveguide cross-section, obtained
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Fig. 2. Fabrication process of LNOI waveguides: (a) a cross-section of the initial LNOI
substrate used for waveguide fabrication; (b) a positive resist is patterned by electron-beam
lithography followed by a metal film layer deposition using an electron beam evaporator;
(c) hard metal mask is formed via lift off technique; (d) RIE to transfer the pattern into
the lithium niobate followed by the metal mask removal via wet etching; (e) etched rib
waveguide without metal mask; (f) plasma-enhanced chemical vapor deposition (PECVD)
deposition of SiO2 protective layer over fabricated structure.
by focused ion beam milling, shows a sidewall angle of ∼75◦ and an etch depth of 270 nm,
approximately half the film thickness Fig. 3(b).
The optical loss characterization of a 50 µm s-bend waveguide (shown in Fig. 4(a)) is performed
using the Fabry-Perot (FP) loss measurement technique [29]. The bend is used to reduce direct
laser light coupling between input and output fibres. Laser light at 1550 nm wavelength is
coupled into and out of the polished facets of the waveguide using polarization maintaining
(PM) lensed fibers with a mode field diameter of 2 µm. The total input and output coupling and
propagation loss is 15 dB for a 5 mm long chip. The vast majority of the losses are attributed to
the coupling inefficiencies and not the propagation loss of the waveguide; our coupling efficiency
measurements achieved are comparable with [3]. Many optical transmission spectrums using TE
and TM polarized light were measured to enable calculation of the Fabry-Perot losses; a typical
optical transmission spectrum is shown in Fig. 4(b) for TE (TE and TM modes have a similar
response). The accurate estimation of the waveguide’s propagation loss via the FP technique
requires the effective index of the waveguide, which can be found by the free spectral range
(FSR) of a ring resonator of known dimensions. For this purpose, we designed and characterized
a microring resonator, shown in Fig. 4(c), and the optical transmission spectrum is reported
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Fig. 3. Scanning electron microscope images: (a) typical sidewall roughness achieved with
optimized fabrication process; (b) cross-section of an optical component discussed in this
article.
in Fig. 4(d). The low quality factor (∼1000) of the ring reported here is due to the significant
bending loss resulting from the small radius 15 µm of the ring. High quality factor ring resonators
can be easily designed and fabricated by increasing the bend radius.
The effective index neff = λ2/(Lc · FSR), is obtained using the measured FSR = 10 nm
(9.5 nm) for TE (TM), ring radius R = 15 µm and Lc = 2piR + C, where the coupling length C =
20 µm [30]. The FSR was measured as the distance between two dips in Fig. 4(d). The result is
neff = 2.00 (2.05) for TE (TM) polarization, which is in good agreement with our FDTD mode
solver simulation. The propagation loss is calculated to be ∼ 0.41 ± 0.02 (0.93 ± 0.06) dB/cm for
TE (TM) polarization. The error is calculated from the standard deviation of the fringe’s noise.
4. Discussion
The transmission measurements show that the optical losses are dominated by the coupling losses
introduced by mode mismatch between the lensed fiber and the waveguide, the facet quality,
the reproducibility of the spot-size of commercially available lensed fibres and the precision of
the experimental setup. We hope to improve coupling efficiency by optimizing the waveguide
facet quality; in addition to this, we plan to implement inverse tapers and grating couplers—the
near-vertical angle of our waveguides enables the fabrication of these photonic components. We
hope that by improving coupling efficiency of our low propagation loss, our platform will become
very competitive. Our sidewall angle of ∼75◦ in LNOI waveguides is a significant improvement
over previously reported ∼40◦ [3, 31] and close to commercially available waveguides in other
platforms. Furthermore, to our knowledge, this is the first single mode waveguide reported in
Z-cut LNOI fabricated via RIE, and the measured sidewall roughness of < 2 nm RMS is the lowest
reported to date in this material. Both sidewall angle and roughness can be further improved by
increasing the ratio of chemical etching over physical sputtering.
While LNOI photonic components demonstrated here exhibit ultra-low optical propagation
loss, the relatively shallow etching depth results in weak mode confinement, which sets a limit
to the minimum bend radius achievable, hence limiting the circuit complexity. However, the
minimum bending radius (∼80 µm) numerically estimated for the waveguides discussed in this
paper and the demonstrated ability to achieve small gaps between optical components, make this
platform promising for photonics applications. By increasing the etch depth, we expect to achieve
higher component density while preserving low propagation loss, which is comparable to AlN
and SiN [11].
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Fig. 4. Transmission spectrum of fabricated devices: (a) SEM image of a LNOI s-bend
waveguide; (b) transmission spectrum of s-bend LNOI used for calculating the propagation
loss of the TE mode; (c) optical ring resonator with 15 µm radius and 300 nm gap between
ring and bus waveguide used in this experiment; (d) transmission spectrum of the ring
resonator used to determine the effective index of the TE mode. The vertical dashed gray
lines highlight four neighbouring resonances of the ring; their separation gives a FSR of
10 nm.
5. Conclusion
We have reported the fabrication of ultra-low loss single mode waveguides at telecom wavelength,
lower than commercially available Si and SiN photonic platforms. The key advantage of using
LNOI over Si and SiN is the second-order nonlinearity (not present in these materials due
to the centrosymmetry of their crystalline structures) which enables the implementation of
frequency converters, ultra-fast and lossless switches, as well as single photon sources for
quantum technology. Future work will focus on the optimization of the process on x-cut LNOI,
which can simplify the poling process, and MgO:LNOI, which has 170x higher optical damage
threshold than undoped LN, and can support high power wavelength conversion applications.
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5.2 Large free spectral range microring resonators in lithium niobate on
insulator
The ability to perform operations on photons in quantum photonic technology is
imperative. Quantum photonic computation relies on components including power
splitters, frequency converters, switches and filters. Microring resonators can be
employed as tunable filters (to filter photon sources, or tune gates), as well as
wavelength division multiplexers (to isolate photons of similar spectrum) and wide
resonance filters (to fully capture the spectrum of photons). Microring resonators
are a critical components to achieving on-chip quantum computation in any photonic
platform.
In section 5.1, LNOI was introduced as a potential platform to fulfill the next
generation of photonic quantum technology, hosting a large electro-optic coefficient,
nonlinear coefficient and low propagation loss with a minimal footprint. In this
section, large FSRmicroring resonators are investigated in LNOI. It is anticipated that
the presented microring resonators on LNOI in this section will precede exploration
into more complex LNOI quantum photonic circuits, in particular gates and sources.
Contribution summary Ms. Krasnokutska and I conducted all the process
development, design, device fabrication, simulation, characterisation and analysis.
The manuscript was written jointly by Ms. Krasnokutska and myself, and reviewed
by Dr. Peruzzo.
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Microring resonators are critical photonic components used in filtering, sensing and nonlinear
applications. To date, the development of high performance microring resonators in LNOI has been
limited by the sidewall angle, roughness and etch depth of fabricated rib waveguides. We present
large free spectral range microring resonators based on our low-loss, high-index contrast waveguides
in Z-cut LNOI. Our microring resonators achieve an FSR greater than 5 nm and a large 3 dB
resonance bandwidth. This work will enable efficient on-chip filtering in LNOI and precede future,
more complex, microring resonator networks and nonlinear field enhancement applications.
INTRODUCTION
Microring resonators are fundamental components in
any high-index contrast photonic platform [1, 2]. They
are a highly sought after cavity component, as they enable
on-chip field enhancement as well as spectral filtering and
fast modulation of optical signal [1, 3–6]. In the past
decade, microring resonators have been demonstrated
in a multitude of components including Si [7, 8], SiN
[9], AlN [10, 11], GaAs [12, 13] and InP [14] with ever
increasing performance, leading to higher quality (Q-)
factors and free spectral ranges (FSR). The applications
of microring resonators are vast, ranging from sensing
biological samples [15], to filtering and demultiplexing
telecommunication lines [3, 13], and generating frequency
combs for spectroscopy [16].
Microring resonators are challenging photonic compo-
nents to fabricate, as any losses incurred in the cavity are
greatly amplified. To achieve a large FSR for telecom-
munication applications and sensing, small, single-mode
high-index contrast waveguides are required. Microring
resonators can also be cascaded to increase the spectral
enhancement, or create various types of filters [17] and
this requires very precise and careful control of the 3 dB
resonance bandwidth and FSR. In general, a ring perfor-
mance is limited either by the material properties, such as
2-photon absorption in the C-band of Si, or the ability to
nanostructure the material to produce small waveguides
with smooth sidewalls. A further challenge that plagues
ring resonators is their stability as many platforms, such
as Si and SiN, are highly sensitive to temperature.
Although Lithium Niobate (LN) could greatly bene-
fit from microring resonators to enhance its nonlinear
and electro-optic properties, as well as prepare it for
telecommunication use, compact rings in LN are yet to
be seen. Traditionally, LN has only supported prohibitive
low-index contrast waveguides made from Ti:LN [18] and
(soft/reverse) PE:LN [19]. With the commercialization of
Lithium Niobate on insulator wafers (LNOI) [20], high-
index contrast waveguides in LN can now be achieved,
enabling the fabrication of microring resonators [21]. Due
to the complex nature of processing LNOI, compact rings
in TFLN with a high FSR and large 3 dB bandwidth
are yet to be seen. To date, the sidewall angle of most
processes is limited to ∼ 50◦, as the etching process uti-
lizes predominantly Ar, leading to anisotropic etching,
this hampers the ability to produce small gaps [22, 23].
Furthermore, the waveguides demonstrated to date have
a limited bend radius because is challenging to etch LNOI
deeply enough—to obtain a high-index contrast—due to
mask depletion [24].
In this work, we present all-pass microring resonators in
LNOI fabricated in Z-cut LNOI from small, low-loss, high-
index contrast waveguides. We analyze the performance
of multiple rings with varying radii from 30 µm to 90 µm.
The demonstrated microring resonators have a maximum
FSR of 5.7 nm, and a Q-factor of 10000 in overcoupled
regime. We expect the microring resonators in this work
to pave the way towards on-chip filtering in LNOI with
ring networks, as well as field enhancement applications
such as switching and nonlinear photon generation.
DESIGN AND FABRICATION
In order to achieve high FSR and wide resonance band-
width rings in LNOI, low-loss waveguides with a small
bend radius and a small gap were required. Microring
resonators with radii 30–90 µm were designed to obtain
an FSR from 1.5 to 5.7 nm and were simulated using
the commercially available software, Lumerical. Rings of
varying radii were fabricated to analyze the FSR and per-
formance for the TE and TM modes. The small gap of 300
nm was chosen to overcouple the rings and obtain wider
bandwidth resonances, rather than extremely narrow res-
onances that require very precise wavelength tuning to
access. The small bending loss needed for good operation
of a 30 µm microring resonator required high-index con-
trast single mode waveguides at 1550 nm. A mode solver
was used to determine the dimensions required to ensure
a sufficiently small TM polarization bend radius. The
design of the waveguide includes the following parameters:
rib height, top width, sidewall angle, refractive indices
of the waveguide and claddings, and film thickness. The
cross-section of a Z-cut rib waveguide cladded with SiO2
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2FIG. 1. (a) Design of a single mode LNOI rib waveguide at
1550 nm wavelength; the top width is 650 nm, the bottom
width is 840 nm and the waveguide height is 350 nm. Scanning
electron microscope pictures: (b) cross-section taken by FIB
slicing and SEM imaging; (c) an etched 30 µm radius ring
with a 300 nm gap between the bus waveguide and the ring
prior to PECVD SiO2 cladding; (d) false-color image of the
coupling region after the lift-off process and prior to etching;
the false-red highlights the metal etch mask.
is shown in Figure reffig1(a).
The photonic components were fabricated by the pro-
cess developed and described in our previous work [25].
The process starts with 500 nm thick LN film, which is
fabricated using the smart-cut technique on 2 µm of SiO2
layer and supported by a 500 µm LN substrate. The next
fabrication steps rely on electron beam lithography and
lift-off of the e-beam evaporated metal layer to obtain a
hard mask defining the photonic components. The scan-
ning electron microscopy image (SEM) of a waveguide
to a ring coupling region just after the metal lift-off pro-
cess, is shown in Fig.1(d). The components were then
dry etched in a reactive ion etcher Fig.1(c). Following
etching, the waveguides were cladded with 3 µm thick
plasma-enhanced chemical vapor deposition (PECVD)
SiO2. The presented structures were etched deeper than
in our previous work to achieve the necessary index con-
trast, reducing the waveguide bending radius. The rib
waveguide cross-section, obtained via focused ion beam
(FIB) slicing and scanning electron microscopy (SEM),
shows a sidewall angle of 75◦ and an etch depth of 350 nm
Fig.1(b). Finally, the waveguide facets were diced using
optical grade dicing to facilitate butt-coupling. The length
of the chip, after all processing steps were completed, is 6
mm.
FIG. 2. (a) Transmission spectrum of the inverse taper with
200 nm width LNOI used for calculating the propagation loss
of the TM mode.
EXPERIMENTAL RESULTS
In order to confirm that the photonic components are
not limited by the propagation loss, loss measurements
were performed prior to the characterization of the micror-
ings, using the Fabry-Perot loss measurement technique
[26]. Laser light at 1550 nm wavelength is coupled into
and out of the polished facets of the waveguide using
polarization maintaining (PM) lensed fibers with a mode
field diameter of 2 µm . A typical optical transmission
spectrum for TM (the TE and TM modes have a similar
response) is shown on the Fig. 2. Inverse tapers down
to 200 nm width, at the waveguide ends, are used to
improve the coupling efficiency of the laser light from the
optical fiber to the chip, and improve the signal to noise
ratio of the Fabry-Perot measurements. As the waveg-
uide narrows, the mode field diameter at the input and
output of the waveguide significantly increases, allowing
improved mode matching with the mode of the lensed
fiber. The total input and output coupling and propaga-
tion loss is 8 dB for a 6 mm long chip, compared to the
15 dB loss achieved with the straight waveguide without
tapering section. The estimated propagation loss is less
than 0.5 dB/cm for both the TE and TM modes, which
is in agreement with the results obtained in our previous
work [25]
The fabricated microring resonators were characterized
by sweeping the wavelength of the laser between 1530
to 1610 nm and recording their spectral responses with
a commercially available high-speed InGaAs photodiode.
The laser light was injected into and out of a 6 mm bus-
waveguide via PM lensed fibers. To decrease the chance
of interference between multiple oscillations inside of the
photonic component, the inverse tapering section was not
implemented for the microrings—this led to a drop in the
achieved mode matching efficiency. We observe that both
TE and TM (Fig.3(b)) modes achieve the largest FSR
for the ring with the smallest radius 30 µm ; however,
the TE and TM modes show different results in terms of
the achievable Q-factor for this geometry. A Q-factor of
3FIG. 3. (a) Measured Q-factors of the ring resonators versus
their radius for the TE and TM modes. The blue curve
corresponds to the TE mode and the red curve corresponds to
the TM mode. (b) Spectral response of the ring with radius
30 µm for TM mode. (c) Spectral response of the ring with
radius 90 µm for TE mode.
∼ 9000 was achieved for the TM mode whilst for the TE
mode the Q-factor is significantly smaller ∼ 1200. As the
radius of the ring increases, the Q-factor for TM mode
preserves almost unchangeable values Fig.3(a); meanwhile,
for the TE mode, it significantly increases Fig.3(a) and
the highest Q-factor has been achieved for the ring with
radius of 90 µm Fig.3(c). This dissimilarity can be at-
tributed to the difference in the bending loss between
both modes. By comparing theoretical and experimental
results, the effective index for the TE mode is 1.85 and for
the TM mode is 1.72 and the TM mode was confined to
have an index contrast of ∼ 0.272, whilst the TE mode is
lower ∼ 0.247. As the TM mode has a higher index con-
trast, a smaller bend radius is achieved, enabling smaller
microring resonators to be realized. The TE mode bend-
ing loss decreased with increasing microring resonator
radius, leading to an improvement in the Q-factor.
The group indices for the TE and TM modes respec-
tively, nTEg and n
TM
g , are deduced from the fully-vectorial
mode solver using the Sellmeier equations for lithium
niobate: nTMg = 2.33 and n
TE
g = 2.38. The FSR can be
calculated using FSR = λ2/(ngL), where L is the circum-
ference of the ring (L = 2piR), R is the radius of the ring.
The simulation curve is plotted with the measured FSR
for different microring resonator dimensions in Fig.4(a)
and Fig.4(d). The simulated E-field distributions of the
fundamental waveguide modes at a wavelength of 1550 nm
(found using an in-house mode solver) are included to the
figures as insets: 4(b) for the TE mode, and 4(e) for the
TM mode. Also included as insets, Fig.4(c) and Fig.4(f),
show the measured power distribution at a wavelength of
FIG. 4. (a) Measured FSR as the function of a microring
resonator radius for the TE mode and (d) for TM mode; the
blue circles are measured values, whilst red line is theoretically
predicted dependence of FSR on microring resonator radius;
(b) the simulated electrical field distribution for the TE mode
and (e) for the TM mode; (c) measured optical power distri-
bution at the output of the chip for the TE mode and (f) for
the TM mode, where black lines schematically show the actual
waveguide dimensions.
1550 nm in a 3× 3 µm window; each cell defined by the
white grid lines represents a single pixel (a single power
measurement). The measured power distribution is per-
formed by sweeping the fiber over the output facet of the
waveguide, resulting in a convolution between the fiber
mode and the waveguide mode, smearing and enlarging
the appearance of the waveguide mode.
DISCUSSION
The Fabry-Perot transmission measurements were con-
ducted on straight waveguides with inverse tapers at either
end and indicate low propagation loss for this platform.
The overall insertion loss of the waveguides is dominated
by mode-mismatch, despite the significant improvement
of the inverse tapers. Given that the straight waveguides
measured have identical dimensions to the waveguides
used in the ring resonators and were fabricated on the
same chip, the propagation loss in the rings are concluded
to be equally low loss.
The demonstrated ring resonators are designed to be
heavily overcoupled, increasing their 3 dB resonance band-
width (and, conversely, reducing their Q-factor). A 300
nm gap in the bus waveguide to microring coupling region
provides strong overcoupling. The potential of the pre-
sented nanofabrication process could be further extended
to photonic components including grating couplers and
compact directional couplers.
The Q-factor measurements show that it is possible to
achieve small and high performance microring resonators
for the TM mode—critical for electo-optic and nonlinear
applications. Meanwhile, the TE mode bending losses
significantly limit the Q-factor of the smaller radius mi-
croring resonators; however, increasing the ring radius
leads to a substantial increase in Q-factor. It was an-
ticipated that the TM mode would have a smaller bend
4radius than the TM mode, as the index contrast of the TE
fundamental mode is less than that of the TM fundamen-
tal mode, as verified by both our in-house mode solver,
and by the Q-factor simulations conducted in Lumerical
Mode for the 30 µm ring—accurate results of microring
resonators larger than ∼ 50 µm rings are challenging
using Lumerical Mode.
Contrary to the TE mode, the TM mode does not
experience such significant bending loss. The Q-factor is
a balanced combination of bending loss and overcoupling.
As the ring radius increases, the Q-factor drops (the
resonance 3 dB bandwidth increases) due to the increase
in overcoupling, but the drop in Q-factor is lessened by the
decrease in bending losses, leading to a mostly constant
Q-factor across all the microring resonators.
It was found that the theoretically predicted results
for the microring resonators demonstrated in this paper
are in a good agreement with the experimental results.
The deviation for ng is less than 2% leading to precise
agreement between the designed and measured FSRs for
different ring geometries. Using 350 nm deep ribs, a
small TM bend radius was achieved to enable 30 µm TM
microring resonators with an FSR of 5.5 nm. This result
is competitive with other high-index contrast leading
platforms, such as SiN and AlN, and will enable future
low-loss and tunable filtering in LNOI.
CONCLUSION
We have demonstrated and investigated high FSR rings
in LNOI by fabricating rings of varying radii. The waveg-
uides used in this work are etched 350 nm, to enable the
creation of small microring resonators. Fabry-perot loss
measurements are presented, showing that the waveguides
are state-of-the-art with low-loss and a good side-wall pro-
file. We have studied the bandwidth of the resonances
and Q-factor of the rings, and showed that they match
well with the design and simulation. We anticipate that
these rings will precede more complex filtering on LNOI,
including tunable rings and multi-stage filters.
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CONCLUSION
Quantum technology seeks to develop the scalable generation, manipulation and
readout of qubits predominately for computation and communication purposes.
Many promising approaches for quantum technology exist including superconductors,
trapped ions and NMR; however, photonics stands out being the only platform with
flying qubits, critical for long haul quantum data transmission. Quantum photonic
technology seeks to build upon existing photonic technology, developed largely
during the telecommunication boom, extending it to single photon devices.
This thesis contributes to the state-of-the-art in quantum photonic technology
including: photon sources, photonic component design and photonic network and
component fabrication, all for use in quantum photonic technology. Probabilistic
nonlinear sources inKTPwere investigated, in conjunctionwithMacquarieUniversity,
and a novel technique for producing photons suitable for quantum technology that
will facilitate the development of robust multiplexed quantum photon sources was
presented. In collaboration with ETH Zurich and Politecnico Di Milano, the first
known demonstration of quantum interference of quantum photonic topological
states is presented, demonstrating a quantum gate based on topology physics, and
introducing the field of topology to quantum computing. Lithium niobate on insulator,
a platform traditionally thought to be ‘too difficult’ to process was nanostructured
to demonstrate low loss waveguides, suitable for quantum computing due to its
exceptional material properties. Microring resonators for spectral filtering were
presented in lithium niobate on insulator; a critical photonic component necessary for
filtering quantum photonic sources, photonic qubit delay lines and tunable quantum
photonic gates.
In this thesis, sources, circuit design and the LNOI platform were all investigated
in the context of quantum technology. Proposals to source and circuit design
were explored towards more robust photon generation and quantum gate circuitry
potentially compatible with LNOI. LNOI was explored as a platform suitable for
quantum photonic technology, and it was shown that it has potential due to its material
properties, and ability to support low-loss waveguides. This thesis has focussed on
investigating and improving photonic technology in terms of efficiency, yield, gate
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fidelity and optical loss—currently major obstacles faced by quantum technology.
The technology necessary for achieving useful, economical and reliable quantum
devices is under heavy development. The future for quantum photonics in particular
lies in the reliable, efficient and scalable integration of sources and detectors onto
low loss and high fidelity waveguide circuitry.
6.1 Outlook
Significant work in all aspects of photonics is still required to achieve quantum
computing and communication goals. Perhaps today, detectors are the most advanced
technology, followed by waveguide circuitry, while single photonic sources pose a
major obstacle.
Today’s SPDC sources are perhaps the most successful type of photon source;
however, even the most advanced quantum technology demonstrations are limited to
few photons—this is largely due to losses. It is clear that the technology must move
towards integrated systems to reduce losses; fortunately, there is some flexibility
in platform choice, with most photonic platforms today being options. The hybrid
integration of KTP or LN with Si photonics is a tough engineering feat, remains
to be explored, and could solve some of the existing challenges of sources. A
critical issue plaguing quantum dot single photon generation is the unreliability
in achieving emitters at near-identical wavelength; it is yet to be seen whether the
frequency conversion properties of nonlinear crystals can be used to mitigate this.
Although SPDC sources appear to be the most advanced sources today, their long-
term outlook is questionable, as single photon emitters may eventually prove superior;
nonetheless, it is clear that both technologies are lacking and have significant room
for improvement, especially with regard to waveguide integration.
Modern day photonic circuitry is quite sophisticated, largely due to ongoing telecom-
munication and semiconductor research. Although the needs of telecommunication
and quantum computing overlap, quantum computing has unique challenges still to
be overcome, including extremely low loss circuitry supporting fast switches and
good nonlinearities that operate stably at cryogenic temperatures. Vast literature
exists on optimising photonic circuit design, and it is evident that tools such as genetic
algorithms, topology and other sciencitifc fields must be further investigated and
applied to quantum photonics to reap the full benefits. From a platform perspective,
up and coming materials such as LNOI and SiC as well as feature-rich materials
including Si and many III-V semiconductor should be optimised to work in the
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single photon regime. For Si and III-V materials, this usually requires lowering the
propagation losses, whilst for LNOI and SiC, this involves demonstrating high-quality
components and showing the ability to reliably mass produce photonic circuitry.
Finally, detectors in both NbN and WSi, integrated onto photonic waveguides have
shown high yield and efficiency. Current future works should focus on developing
technology to resolve multiple photons, and that operates at higher temperatures.
Compatibility with select platforms including LNOI is yet to be demonstrated. During
the course of this doctorate, I was afforded the opportunity to join Prof. Berggren’s
team from MIT to demonstrate waveguide coupled NbN detectors on LNOI; though
the detectors operated as expected, waveguide integration was not possible due to
equipment challenges in Australia when patterning the waveguides. Consequently,
future work can focus on demonstrating detectors on LNOI with NbN and WSi, with
the long term goal of high-speed and low loss switching and detection of single
photons.
