Abstract. We introduce a new isomorphism-invariant notion of entropy for measure preserving actions of arbitrary countable groups on probability spaces, which we call cocycle entropy. We develop methods to show that cocycle entropy satisfies many of the properties of classical amenable entropy theory, but applies in much greater generality to actions of non-amenable groups. One key ingredient in our approach is a proof of a subadditive convergence principle which is valid for measure-preserving amenable equivalence relations, going beyond the OrnsteinWeiss Lemma for amenable groups.
Classical amenable entropy theory. The notion of entropy as an isomorphism invariant of dynamical systems originated in the work of Kolmogorov and Sinai, who defined entropy formean convergence theorem or a Shannon-McMillan-Breiman pointwise convergence theorem. The present paper is devoted to solving this problem, as follows.
• We define a new isomorphism-invariant notion of entropy for probability measure preserving (p.m.p.) actions of a very extensive class of groups, which may in fact coincide with the class of all countable infinite groups. We establish the existence of this invariant, which we call cocycle entropy, via a new general subadditive convergence theorem for actions of non-amenable groups (see Theorem 2.1).
• We show that cocycle entropy is naturally bounded from below by finitary entropy and bounded from above by Rokhlin entropy (see Theorem 2.6). It follows that for free, ergodic p.m.p. countable group actions, cocycle entropy coincides with Rokhlin entropy and finitary entropy.
• We prove an analog of the Shannon-McMillan-Breiman pointwise convergence theorem for cocycle entropy, under a suitable ergodicity assumption (see Theorem 2.7). As a consequence, an analog of the Shannon-McMillan mean convergence theorem follows (see Corollary 2.8).
Let us add the following comments. 1) In the classical theory one defines the entropy of a partition as a limit of the normalized Shannon entropy of refinements of that partition. The crucial tool in this undertaking are abstract subadditive convergence theorems. The corresponding statement for Følner sequences in amenable groups is also called the Ornstein-Weiss Lemma. In the context of discrete, amenable structures, there are multiple versions of this result in the literature, cf. e.g. [OW87, Gr99, LW00, CCK14, Po14]. We will formulate a new subadditive convergence principle and use it to establish convergence in the mean of the normalized Shannon entropy of a sequence of successive refinements of a given partition of the underlying probability space, thus establishing the existence of cocycle entropy (see Theorem 2.1).
2) The subadditive convergence theorem we establish is the first subadditive convergence principle that we are aware of for actions of non-amenable groups. It is valid for general subadditive functions and its usefulness is not restricted to convergence of measure-theoretic information functions (see Theorem 4.2). In particular, it can be used to define a notion of topological entropy for certain actions of non-amenable groups on compact metric spaces, thus raising also the possibility of a variational principle for cocycle entropy. The method of the proof : from amenable groups to amenable equivalence relations. Given a p.m.p. action of a group Γ on (X, λ), a main preoccupation in ergodic theory is to establish convergence properties for averages defined by a sequence of finite subsets F n ⊂ Γ. Thus ergodic theorems concern the averages 1 |Fn| γ∈Fn f (γ −1 x) for a measurable function f on X, and the Shannon-McMillan-Breiman theorem concerns the convergence of the normalized information functions, given in integrated form by
where P is a (finite) partition of X and H denotes the Shannon entropy. An mentioned briefly above, an elaborate and very useful set of techniques was developed when the group Γ is amenable, and the sequences F n are asymptotically invariant (often satisfying some additional properties). These techniques allow for rather complete solutions to both convergence problems in the amenable case. Remarkably, it is possible to develop a point of view that treats amenable groups and non-amenable groups on an equal footing, thus raising the very attractive possibility of leveraging the arguments of classical amenable ergodic theory to deduce analogous results in the non-amenable case. The point view in question is based on the following heuristics. Suppose that R is an amenable probability-measure-preserving Borel equivalence relation on a space Y , with countable classes. Suppose that α : R → Γ is a measurable cocycle. Let there be given a sequence of finite subset functions F n with F n (y) ⊂ [y] R , which are asymptotically invariant under the relation in a suitable sense. We then obtain a collection of finite subsets of Γ, depending on the parameter y ∈ Y , given by y → {α(y, z) ; z ∈ F n (y)}. We can then consider the convergence of the averages where P is a finite partition of X. Given this set-up, it is to be expected that the amenability of the equivalence relation R and the asymptotic invariance of the subset functions F n (y) can be utilized using the classical arguments of amenable ergodic theory to prove convergence. This point of view was initiated and developed in [BN13a] [BN13b][BN15a] [BN15b] , where it was applied to prove mean and pointwise convergence theorems for averages of functions on X. The present paper is concerned with the application of this method to the case of convergence of information functions. For this purpose, we consider a specific kind of asymptotically invariant subset functions F n , namely we choose them to be an increasing sequence of subequivalence relations R n of R consisting of finite classes, such that R = n∈N R n (a hyperfinite exhaustion). The generality of our approach is based on the fact that every amenable p.m.p. equivalence relation admits such a sequence, a result due to Connes, Feldman and Weiss [CFW81] . A natural question that arises here is to what extent can general asymptotically invariant sequences F n (which can often be defined in geometric terms, e.g. via horospheres in hyperbolic groups) be approximated by hyperfinite sequences. We plan to address this issue and the issue of establishing amenability of equivalence relations in terms of combinatorial asymptotic invariance, in a separate paper.
It is a vindication of the point of view described above that our proof of the Shannon-McMillanBreiman theorem proceeds by adapting the intricate overall strategy and some of the ingenious arguments developed in the amenable group case by E. Lindenstrauss in [Li01] , to the setting of amenable equivalence relations. As in the situation of amenable groups, there are two major ingredients for the proof. The first is an abstract covering lemma for the averaging sequences under consideration. We prove a corresponding assertion in Lemma 5.2. Using the hyperfinite structure of the equivalence relation, we are able to avoid some difficult technicalities that appear in [Li01] such as the construction of random collection of tilings and establishing control of the overlapping of different tiles. The second ingredient is a suitable pointwise ergodic theorem. For the classical setting, it was observed in [OW83] that the pointwise ergodic theorem is the crucial dynamical tool for the proof of the Shannon-McMillan-Breiman theorem. We will use the pointwise ergodic theorem proved in [BN13b] , but note that in our present setting of hyperfinite equivalence relations, the required pointwise convergence also follows in a straightforward manner from the martingale convergence theorem.
Let us turn to comment briefly on precursors to our approach in the literature. The usefulness of coycles for problems in ergodic theory, and in particular for entropy questions, has already been observed in [RW00] , where Rudolph and Weiss show that p.m.p. actions of amenable groups which have the completely positive entropy property have strong mixing properties. For the proof of the main theorem, the authors employ orbit equivalence theory, where cocycles mapping from the orbit equivalence relation of one (amenable) group into another (amenable) group appear naturally. Another interesting precursor to our approach has been developed by Danilenko [Da01] and by Danilenko and Park [DP02] . In particular, [Da01] introduced the information function (1.1) for a given amenable relation R and a cocycle α : R → Γ. Its properties were studied in [Da01] and [DP02] when Γ is amenable. However, the notion of entropy considered by Danilenko and Park is not suitable for our purposes, since in all the examples we will consider in this paper it assumes the value ∞. In [Av10], Avni studies entropy defined via cocycles arising from cross sections in locally compact amenable groups. Among other interesting results, he proves a Shannon-McMillan type theorem for the underlying notion of entropy in this case.
We note, however, that considering cocycles taking values in non-amenble groups and establishing the validity of the corresponding subadditive convergence principle, as well as of the ShannonMcMillan-Breiman theorem, have no precedents in the literature that we are aware of.
Entropy equipartition and the geometric significance of cocycle entropy. One of the most important aspects of the classical Shannon-McMillan-Breiman theorem is that it establishes an "entropy equipartition" property of the dynamical system under consideration. This property asserts that the size of a typical atom in the partition F n = γ∈Fn γ −1 P is comparable to exp (−h(P) |F n |), where h(P) is the Shannon entropy of the partition P. In particular, refining P by the action of the elements γ ∈ F n in the space X eventually produces refined partitions with most atoms of roughly the same size. The analog of the Shannon-McMillan-Breiman theorem that we prove for cocycle entropy implies the analogous equipartition property, upon refining the partition P of X by the sets {α(y, z) ; z ∈ R n (y)} ⊂ Γ, and thus expresses a property which is directly connected to the dynamics of the group action on X.
It is a very natural problem to study what are the sets of group elements that arise in the form {α(y, z) ; z ∈ R n (y)}, namely as the cocycle images of hyperfinite exhaustions R n (y). We emphasize that in many geometric situations, it is possible to give a very concrete and meaningful description of such sets, and this fact constitutes one of the main advantages of the definition of cocycle entropy. We will exemplify this statement in complete detail in §8 below for actions of finitely generated free groups F r . In that case, choosing R as the horospherical (=synchronous tail) relation on the boundary ∂F r = Y of the free group, and α the canonical cocycle on it, the equivalence classes [ω] R (where ω ∈ ∂F r ) constitute a combinatorial construction of the unstable leaves of the horospherical foliation. Their images α(ω, ξ) ∈ F r for ξ ∈ R n (ω) under the canonical cocycle coincide with the intersection of the word metric ball B 2n (e) in F r with the horoball based at ω and passing through e. Thus the Shannon-McMillan-Breiman theorem asserts in this case that refining a partition of X along the sequence of (the inverses of) horospherical balls of increasing radii in the group has the entropy equipartition property almost surely. Namely, the information functions of the refined partitions converge to the cocycle entropy of the partition. We remark that a similar geometric interpretation holds in much greater generality, and serves as evidence for the existence of deep connections between the theory of p.m.p. actions of a non-amenable group, and the theory of its amenable actions, particularly its actions on its Poisson boundaries. We will briefly comment further on these topics in § §7 and 8 below, and plan to give a more detailed exposition elsewhere. Organization of the present paper. The paper is organized as follows. In Section 2 we present and discuss the main results of our work in detail. Section 3 is devoted to the discussion of amenability of measured equivalence relations and to hyperfinite exhaustions. Next, we prove a subadditive convergence theorem which amounts to an integrated Ornstein-Weiss type lemma in Section 4. We then establish pointwise covering and tiling lemmas for hyperfinite exhaustions in amenable equivalence relations in Section 5. Those statements will be the crucial tools in the proof of the Shannon-McMillan-Breiman theorem. This latter assertion is proven in Section 6, along with the Shannon-McMillan L 1 -convergence theorem. In Section 7, we describe the generality of the framework in which the Shannon-McMillan-Breiman theorem holds true. We illustrate the convergence theorems by explicating the case of the free group in Section 8.
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Statement of main results
In the present section, we will briefly mention some key definitions, and then state our main results. A detailed discussion of all relevant concepts will appear in subsequent sections devoted to the proofs of the main results.
Throughout the paper, we consider standard Borel equivalence relations with countable classes R ⊂ Y × Y , where (Y, ν) is a probability space.
[y] = R(y) ⊂ Y denotes the R-class of y ∈ Y . We assume that the equivalence relation preserves the probability measure ν. It is further assumed that R is hyperfinite, or equivalently, that R is amenable in the sense of [CFW81] . Thus R can be written as an increasing union of equivalence subrelations R n ⊂ R, each with finite classes, i.e.
R(y)
Such a representation of R will be called a hyperfinite exhaustion. If for every n, the relations R n are bounded, namely the size of the equivalence classes R n (y) is essentially bounded (with a bound depending on n), we will call the representation a bounded hyperfinite exhaustion. Let us note that hyperfinite relations always admit a bounded hyperfinite exhaustion, as will be seen below. In fact it is possible to construct a hyperfinite exhaustion satisfying |R n (y)| ≤ n almost surely, as noted in [We84] in a more general context. 2.1. Probability measure preserving actions of groups and cocycle extensions. Throughout the paper, Γ denotes a countable group. The collection of all finite subsets of Γ is denoted by F in Γ . We consider a probability measure preserving (p.m.p.) ergodic action Γ (X, λ), and aim to define a notion of entropy for the action.
To that end, assume that there is an amenable p.m.p. equivalence relation R over (Y, ν), admitting a measurable cocycle α : R → Γ. Thus for ν-almost every y ∈ Y and every w, u, z ∈ [y] = R(y), the cocycle identity holds :
A crucial construction in our discussion is the equivalence relation, denoted R X , which is the extension of the equivalence relation R by the cocycle α and the Γ-action on X. The extended equivalence relation R X over X × Y, λ × ν is defined by the condition
Assuming that the measure ν is R-invariant, it follows that λ × ν is R X -invariant, since the Γ-action on X preserves λ. The projection map π : R X → R given by (x, y) → y is class injective, namely injective on almost every R X -equivalence class. Further, it is well known that an extension of an amenable action is amenable, and thus in particular if R is amenable, so is R X . Thus, when R is hyperfinite, so is R X . But since the extension is class-injective, in fact every hyperfinite exhaustion (R n ) of R can be canonically lifted to a hyperfinite exhaustion (R X n ) of R X , via R X n ((x, y)) = {(α(z, y)x, z) ; z ∈ R n (y)}. Note that if (R n ) is a bounded hyperfinite exhuastion, then so is (R X n ), with the same bounds on the equivalence classes.
The cocycle α is called class injective if for ν-almost every y ∈ Y , we have that α(y, z) = α(y, w) whenever w = z. In order to avoid degenerate cases, we will assume in the sequel that the cocycle under consideration is class injective.
2.2. Definition of cocycle entropy. In order to define the measure theoretic entropy of the p.m.p. Γ-action on X, recall first the following. For a countable measurable partition P = {A i ; i ∈ I} of X the Shannon entropy H(P) is defined as
where we use the convention that 0 · log 0 = 0. For two countable partitions P and Q, their common refinement is P ∨ Q := P ∩ Q | P ∈ P, Q ∈ Q}. For a finite set F ∈ F in(Γ), we set
If F is the empty set, then we define P F to be the trivial partition, which of course has Shannon entropy zero. Given two partitions P and Q, Q is called finer than P or a refinement of P, denoted Q ≥ P, if for every Q ∈ Q, there is some P ∈ P such that Q ⊆ P up to λ-measure zero. Now for a subset function F : Y → F in(Y ) (as always, with F (y) ⊂ R(y) a.e.) and a countable partition P of X with H(P) < ∞, we consider the entropy function
We can now state our first main theorem which shows that we can attach a notion of cocycle entropy to every partition P with finite Shannon entropy.
Theorem 2.1. Given a class injective cocycle on R, for every countable partition P of X with H(P) < ∞, there is a number h * P (α) such that for every bounded hyperfinite exhaustion (R n ),
Let us highlight the crucial fact that it is part of the conclusion of Theorem 2.1 that the limit is independent of the choice of the bounded hyperfinite exhaustion. Remark 2.2. As can be seen from the proof of Theorem 2.1, the assumption on the cocycle being class injective is not necessary for this convergence result. But we dispense with this additional generality in order to make sure that the values h * P (α) accurately reflect entropy theoretic information regarding the action of Γ on X.
In the following, the number h * P (α) shall be called the cocycle entropy of the partition P for the action Γ (X, λ). Let us proceed to use it to define a notion of measure-theoretic entropy for the dynamical system Γ (X, λ) itself. For this, we must restrict ourselves to generating partitions, i.e. countable partitions P for X such that (modulo null sets) As we shall see presently, the cocycle entropy of a free ergodic action is an intrinsic invariant, independent of the p.m.p. hyperfinite relation R, the bounded hyperfinite exhaustion R n , and the class injective cocycle α used to define it. This remarkable fact is ultimately based on the important recent result established by Seward relating two completely different notions of entropy, which we now proceed to describe. Seward and Tucker-Drob showed in [ST12] that for free ergodic actions of amenable groups, Rokhlin entropy coincides with the classical Kolmogorov-Sinai entropy. In a recent important breakthrough Seward [Se16] established the following upper bound for the Rokhlin entropy for every countable, generating partition P, assuming the Γ action on X is essentially free.
(In fact, Theorem 1.5 in [Se16] shows a stronger statement involving entropy conditioned on Γ-invariant σ-algebras.) Let us now note that by the standard subadditivity property of Shannon entropy (see Proposition 4.3 (iii) below), the right hand side of (2.1) is bounded from above by H(P). Hence, by passing to the infimum over all generating partitions, we obtain in fact equality of the lower and the upper bound. Let us therefore define the following notion of finitary entropy.
Definition 2.5 (Finitary entropy).
By the preceding discussion, it follows from Seward's inequality (2.1) that these two notions of entropy coincide for ergodic (essentially) free actions:
. Using this result, it is not hard to show that our definition of cocycle entropy above gives rise to the same value as well. Theorem 2.6. Assume that Γ (X, λ) is an ergodic essentially free p.m.p. action. Then, for every amenable p.m.p. equivalence relation R over (Y, ν) and every class injective cocycle α : R → Γ, we obtain
Proof. Let P be a countable partition with finite Shannon entropy. Assume that (R n ) is any bounded hyperfinite exhaustion for R. Since the cocycle α is class injective, and R n (y) is a finite set almost surely, we obtain
for each n ∈ N and for ν-almost every y ∈ Y . Note that these inequalities remain valid even if H(P) = ∞. In the case that there exist generating partitions with finite Shannon entropy, we integrate over Y and pass to the limit as n → ∞. By Theorem 2.1 we conclude that h fin (Γ X) ≤ h * P (α) ≤ H(P) independently of the cocycle α. Now taking the infimum over all generating partitions, since by the discussion above h Rok (Γ X) = h fin (Γ X), the above inequality immediately implies equality of all three notions of entropy.
To conclude this subsection, let us comment briefly on the relation of the concept of entropy described above to Bowen's sofic entropy introduced in [Bo10c] . First, we note the fact that for every sofic approximation Σ of a sofic group Γ, the corresponding sofic entropy h sof Σ (Γ X) is bounded above by Rohklin entropy, cf. [Bo10c, Ke13] . It follows from Theorem 2.6 that for essentially free actions, the same is true if we replace Rokhlin entropy by cocycle entropy. Consequently, we can easily conclude that for sofic groups Γ and a Bernoulli shift Γ (A Γ , Γ p) with A being a countable alphabet and p = (p a ) denoting a probability vector with H(p) := − a∈A p a log p a < ∞, the cocycle entropy is equal to H(p). Indeed, the cocycle entropy is less than or equal to H(p) since the sets [x a = i], i ∈ A form a generating partition of A Γ with Shannon entropy H(p). Bowen shown that the sofic entropy for Bernoulli shifts is equal to H(p), cf. Theorem 8.1 in [Bo10c] (see also the work of Kerr [Ke13] , Theorem 4.2). Hence, since cocycle entropy is bounded from below by sofic entropy, we obtain what we claimed. To the best of our knowledge, the question of determining Rokhlin entropy for Bernoulli shifts over general countable groups is still open.
2.4. The Shannon-McMillan-Breiman theorem. The generalization that we propose of the Shannon-McMillan-Breiman theorem concerns mean or pointwise almost everywhere convergence of a sequence of natural information functions on X. For a given countable partition P with H(P) < ∞, we set
where we define P(x) to be the unique set A ∈ P containing the point x (namely the P-name of x). Note that by definition, we have
Given an ergodic p.m.p. group action Γ (X, λ), and a class-injective cocycle α : R → Γ consider the extended relation R X over X × Y . For the proof of the Shannon-McMillan-Breiman theorem, we will assume that the extended relation R X is ergodic. Though being a non-trivial assumption on the equivalence relation and the action under consideration, ergodicity of the extension is satisfied in many situations. One important example is that of arbitrary ergodic actions of irreducible lattices in connected semisimple Lie groups with finite center. In general, a sufficient condition in order to guarantee ergodicity of R X is weak mixing of the relation R over (Y, ν), as defined in [BN13a] . For a more detailed elaboration of these issues, we refer the reader to Section 7.
We are now able to state the Shannon-McMillan-Breiman pointwise convergence theorem in our context. Theorem 2.7. Let Γ (X, λ) be an ergodic essentially free p.m.p. action. Assume that R is an amenable, p.m.p. equivalence relation, and α : R → Γ is a class injective cocycle, such that the extended relation R X is ergodic. Then, for every bounded hyperfinite exhaustion (R n ) satisfying the growth condition lim n→∞ ess inf y |R n (y)|/ log n = ∞ the information functions satisfy the following convergence property. Given a finite partition P of
where h * P (α) is the cocycle entropy of the partition P. Let us point out that the growth condition on the (F n ) is very mild, and in fact one can always find bounded hyperfinite exhaustions which satisfy it. To see this, recall that any two ergodic p.m.p. actions of amenable groups are orbit equivalent. This fact goes back to Dye [Dy59] for a pair of (ergodic) Z-actions and was stated in full generality in [OW80] . For a survey on the topic of orbit-equivalence, see also [Ga00] . Now in [CFW81] it was shown that any amenable equivalence relation is hyperfinite and any hyperfinite relation is generated by the action of a single transformation. This action is orbit equivalent to the standard odometer action, and we can transfer the hyperfinite exhaustion of the odometer to the underlying equivalence relation (using the orbit equivalence). It follows that bounded hyperfinite exhaustions satisfying the growth condition required in Theorem 2.7 always exist.
We note that the analogous growth condition for (tempered) Følner sequences appears also in E. Lindenstrauss' proof of the Shannon-McMillan-Breiman theorem for amenable groups, see Theorem 1.3 in [Li01] . In the survey paper [We03] Weiss gives a deterministic combinatorial proof of the Shannon-McMillan-Breiman theorem based on previous joint work of Ornstein and Weiss. This proof is valid for general tempered Følner sequences even without an additional growth condition and also for non-ergodic actions, see Theorem 6.2 in [We03] .
As a corollary of Theorem 2.7, we obtain the corresponding Shannon-McMillan theorem, asserting convergence of the information functions in L 1 .
Corollary 2.8. Convergence in Theorem 2.7 holds for ν-almost every y ∈ Y in the L 1 (X, λ)-norm, and also in the
We do not know whether one can also expect convergence in L 1 (Y, ν) for λ-almost every x ∈ X.
Amenable equivalence relations
In this section, we discuss measured Borel equivalence relations which are amenable in the sense of Connes, Feldman and Weiss [CFW81] . This condition was shown in that paper to be equivalent to hyperfiniteness.
3.1. Measurable equivalence relations. Consider a Borel measurable equivalence relation R defined over a standard Borel probability space (Y, B(Y ), ν), namely R is a Borel measurable subset of Y × Y with the properties
• if (y, z) ∈ R and (z, w) ∈ R, then (y, w) ∈ R for all y, z, w ∈ Y .
Two points y and z are called R-equivalent points if (y, z) ∈ R, and the equivalence class is denoted R(y) = [y] = [y] R . Each y ∈ Y determines a left and a right fiber in R, given by R y = {(y, z) ; zRy} ⊂ R and R y = {(z, y) ; zRy} ⊂ R. We will always assume that for almost every y, the fiber R y (and hence also R y ) is countable. c y will denote the counting measure on R y , and c y the counting measure on R y . Integrating the counting measures over Y , we obtain two σ-finite (but in general not finite) measures on R, namelyν l = Y c y dν(y) andν r = Y c y dν(y). The measure ν on Y is called R-non-singular if these two measures are equivalent. Note that (R,ν l ) is a standard Borel space, and π l : R → Y given by π l (y, z) = y is a measurable factor map, and similarly forν r and π r . Note that under the coordinate projection π l : R → Y , the integral above expresses the measure disintegration ofν l with respect to ν. Ifν l =ν r then we denote it byν, and thenν as well as ν are called R-invariant, and R is called a probability-measure-preserving (p.m.p.) equivalence relation. This is the only case we will consider below.
An inner automorphism of the relation R is a measurable mapping φ : Y → Y which is almost surely bijective with measurable inverse and with its graph gr(φ) being contained in R. The collection of all inner automorphisms gives rise to a group Aut(R) = [R], called the full group of R. A countable subset Φ 0 ∈ Aut(R) is said to be generating (for R) if forν-almost all (y, z) ∈ R there is some φ ∈ Φ 0 such that z = φ(y). Φ 0 of course generates a countable subgroup of Aut(R), denoted Φ.
For measurable subsets A, B ⊆ Y of positive measure, we say that ψ is a partial transformation if ψ : A → B is measurable, essentially bijective with measurable inverse and again, gr(ψ) ⊆ R. The space F in(Y ) of finite subsets of a Borel space Y is a Borel space in a natural way, using the obvious Borel structure on n∈N Y n /Sym(n). Measurable mappings of the form F : Y → F in(Y ) satisfying that for almost every y, the set F (y) consists of finitely many points equivalent to y, are called subset functions of R. The possibility that F (y) = φ is the empty set is allowed. We consider two subset functions T , S to be equal if the set {y | S(y) = T (y)} has zero measure. We write S ⊂ T if S(y) ⊂ T (y) for ν-almost every y. Subset functions can be composed with each other, inverted, and subtracted from each other. We refer to [BN13a] and [BN13b] for a full discussion, and recall here the following definitions.
S \ T (y) := S(y) \ T (y).
A finite non-empty set D ⊂ Aut(R) gives rise to the subset function D(y) = {φ(y) ; φ ∈ D}. Given a subset function T and a finite set D ⊂ Aut(R), D • T is defined as above, and is given by
We will also use the notation D • T for this expression. A subset K ⊆ R is said to be bounded if
where
Analogously, we say that a subset function T is bounded, if T := ess-sup y max |T (y)|, |T −1 (y)| is finite.
3.2. Hyperfiniteness and amenability. The relation R is called hyperfinite if there exists a sequence (R n ) consisting of subrelations R n ⊂ R, where each R n has finite classes, satisfying
We refer to such a sequence as a hyperfinite exhaustion of R. Note that each R n is a subset function as defined above. If each R n is a bounded subset function we will call the hyperfinite exhaustion a bounded hyperfinite exhaustion. Recall that it was proved by Connes, Feldman and Weiss [CFW81, Thm. 10] that R being amenable is equivalent to R being hyperfinite. Let us note that hyperfinite exhaustions are asymptotically invariant under inner automorphisms of finite rank, in the following sense (see also [BN13a] , [BN13b] ).
Proposition 3.1. If (R n ) is a bounded hyperfinite exhaustion of the relation R, then there exists an increasing sequence of finite subgroups Φ n ⊆ Aut(R), n ≥ 1, such that Φ := n≥1 Φ n is generating for R and for all n ∈ N and φ ∈ Φ n , the graph gr(φ) is contained in R n .
In particular, for every φ ∈ Φ, there is an n 0 ∈ N such that R n (y) △ φ(R n (y)) = ∅ for ν-almost every y ∈ Y and every n ≥ n 0 .
Proof. Let T be any equivalence subrelation of R with finite classes of bounded size. We can divide Y to finitely many measurable T -invariant sets where the size of T (y) is fixed, and we can restrict T to one of them. Without loss of generality we can thus assume that T has classes of fixed size N in Y . As is well known (see e.g. [FM77, §4] , or [CFW81, Lem. 3b]) the factor space Y /T consisting of equivalence classes of T is a standard Borel space and admits measurable sections
class, whose cycle length is N . Denote by φ T the map on Y which coincides with σ T (y) on each class T (y), and denote the cyclic group generated by φ T by Φ T . Then φ T is measurable and constitutes an inner automorphism of R which leaves invariant almost every class of the relation T , and the group Φ T generates the relation T .
Applying this procedure to each of the finite bounded relations R n and taking the union of the corresponding groups, the stated result follows.
We proceed to state and prove another lemma which will be useful in our considerations below. The statement of part (i) is very close to [BN13b, Lem. 2.8, 2.9], but we give full details in order to eliminate the assumption of uniformity of the sets R n that appears there. Part (ii) is close to [Da01, Cor. 2.3] but we will use the form stated below so again give full details.
Lemma 3.2. Let R be hyperfinite and (R n ) a bounded hyperfinite exhaustion.
(i) Assume that the subset function D is bounded. Then
(ii) Assume that T ⊂ R is a bounded sub-equivalence relation. For every ε > 0, and for all large enough n ∈ N (depending on ε) there is a set
Proof. (i). First let us assume that D is defined by a finite set of inner automorphisms
. It suffices to show that for each 1
Using the invariance of the measureν and R n (y) = R n (z) for z ∈ R n (y), we compute for
Now since the union of the R n is the full relation R, we obtain that the integrand tends to zero pointwise almost surely as n → ∞. Since all integrands are bounded by 1, we can use the dominated convergene theorem to deduce that the above integrals converges to zero as well. In the general case, for every bounded subset function U, there exists a finite set of inner automorphisms D such that U(y) ⊂ D(y) for a.e. y, as shown in the proof of Lemma 2.9 in [BN13b] . This establishes the validity of the assertion (i).
(ii). Fix ε > 0. By (i), we can choose n(ε) ∈ N such that for n ≥ n(ε)
It is a consequence of Markov's inequality that we can find a set
Now suppose y ∈ Y n and (3.1) fails to hold for some ε > 0. Then there are at least ε T |R n (y)| many elements z ∈ R n (y) with T (z) \ R n (y) containing at least one element e z . T is a sub equivalence relation consisting of disjoint cells, and each cell T (z) contains at most T points. Thus there are at least ε |R n (y)| many distinct such elements e z . However, this contradicts the inequality (3.2).
Subadditive convergence and entropy
The notion of subadditivity and the convergence of subadditive functions along a suitable family of sets are two key concepts in the development of ergodic theory of amenable groups. In the present section we will extend the scope of this concept and develop a natural notion of subadditivity for p.m.p. amenable equivalence relations, along bounded hyperfinite exhaustions. This will be the crucial tool in the proof of Theorem 2.1, establishing the existence of cocycle entropy as a limit of normalized information functions. By the standard subadditivity properties of Shannon entropy, we show in Proposition 4.4 that the information functions h P (R n (y)) are subadditive functions in the sense proposed below. Applying the subadditive convergence lemma below immediately gives the validity of Theorem 2.1.
Let us turn to state the definition of subadditive functions. Recall that a measurable subset function is a measurable map F : Y → F in(Y ), satisfying that F (y) is a finite subset of R(y) for almost every y. F is bounded if |F (y)| and F −1 (y) are essentially bounded. Let BSF (R) denote the space of measurable bounded subset functions on the equivalence relation R. • H is bounded in the sense that there exists C > 0 such that for all subset functions A, we have H(A)(y) ≤ C |A(y)| a.e.; • H is R-invariant, i.e. for every bounded sub-equivalence relation T ⊆ R, one has h(T )(y) = h(T )(z), whenever yT z.
• H has the following subadditivity property: if A, A i are bounded subset functions that satisfy
where z 1 (y), . . . , z m(y) (y) ⊂ A(y) is a set of points depending measurably on y.
We now prove the subadditive convergence theorem.
Theorem 4.2. Let R be p.m.p. and hyperfinite and let H :
Then, for all bounded hyperfinite exhaustions (R n ), the following holds:
where the infimum is taken with respect to all non-trivial, bounded sub-equivalence relations T ⊆ R.
Proof. Let (R n ) be a non-trivial, bounded hyperfinite exhaustion and denote by T be an arbitrary sub-equivalence relation of R. It is enough to show that lim sup
To this end, fix ε > 0, as well as m ∈ N. We apply Lemma 3.2 (ii) to T . Hence, for large enough n ∈ N, there is Y n ⊆ Y with ν(Y n ) > 1−ε and for all y ∈ Y n , we have R n (y) ≥ (1−ε T ) R n (y) , whereR n (y) := {z ∈ R n (y) | T (z) ⊆ R n (y)}. R n (y) is of course a bounded subset function (possibly assuming the empty set as a value), and consider now the disjoint decomposition R n (y) =R n (y) R n (y) \R n (y) . Applying the subadditivity of H to this decomposition, this yields for a.e. y ∈ Y H(R n )(y) ≤ H(R n )(y) + H(R n \R n )(y) .
(4.2)
Now note that if z ∈R n (y) and wT z, then w ∈R n (y) as well, so thatR n (y) is a union of disjoint T -classes. Hence, we can choose points z 1 , . . . , z m in each of the resulting cells such that the choice of representatives is measurable in y (since an equivalence relation with finite classes admits measurable sections). Hence,R n (y) = m j=1 T (z j ), and using the subadditivity property of H, along with the invariance property with respect to T , we get
Dividing inequality (4.2) by |R n (y)|, and using the boundedness of H applied to the second summand, we conclude that for a.e. y ∈ Y n :
where, for brevity, we have set H * T (y) := H T (y)/ T (y) . By the boundedness of H, clearly H * n (y) ≤ C for all y ∈ Y and since H * T ≥ 0, and as ν(Y n ) < ε, we integrate over
Now using the R-invariance of the measureν, along with the fact that R n (y) = R n (z) for zR n y, we obtain
Consequently, one gets
Letting ε → 0, we see that the inequality 4.1 is verified.
Before proceeding with the proof of Theorem 2.1, let us recall the following standard properties of the Shannon entropy of countable partitions.
Proposition 4.3. Let (X, λ) be a p.m.p. action of Γ. Fix F ∈ F in(Γ) and g ∈ Γ. Further, let two countable partitions P and Q of X be given. Then,
Proof. See e.g. [CFS, Ch. 10, §6].
The following proposition shows that for a countable partition P with H(P) < ∞, choosing for H the Shannon entropy map Proof. Recall that we have defined
α(w, y) −1 P .
The boundedness and the subadditivity property for h P are easily verified by properties (i) and (ii) listed in Proposition 4.3. Concerning the invariance property, fix an arbitrary bounded subequivalence relation T ⊆ R. Let y, z ∈ Y be such that yT z. We need to show that h P (T )(z) = h P (T )(y). To this end, note that by the cocycle identity, the set of group elements α(w, z) | w ∈ T (z) is equal to the set α(w, y) | w ∈ T (y) · α(y, z). Hence, the desired invariance follows from part (iv) of Proposition 4.3. It remains to show the measurability statement. To this end, let A be any measurable bounded subset function. Note first that given a partition P, the function h P (A)(·) takes at most countably many different values, since F in(Γ) is countable. More precisely, those values only depend on the finite collection of group elements of the form {α(w, y) | w ∈ A(y)} ∈ F in(Γ) for y ∈ Y . Since A and the cocycle α are measurable by assumption, the function
, by property (iv) in Proposition 4.4. Consequently, we can write h P (A) := h(A)•ℓ ∆ , where ℓ ∆ : Y → R is the lift y → (y, y) of Y to the diagonal. Since the latter function is measurable, so is h(A).
We can now complete the proof of Theorem 2.1.
Proof of Theorem 2.1. By Proposition 4.4, the mapping h P : BSF (R) → Map Y, [0, ∞) is subadditive. Hence, the convergence claimed in the theorem, as well as the fact that the limit does not depend on the hyperfinite exhaustion, both follow from Theorem 4.2, and this concludes the proof of Theorem 2.1.
As noted in the introduction, Theorem 4.2 establishes a general subadditive convergence principle, valid for all functions in the large class of subadditive set functions over equivalence relations, as described in Definition 4.1. In particular, it can be applied to prove an analog of Theorem 2.1 for a natural notion of topological entropy in the present context.
Pointwise covering lemmas
We
• we do not need to use an auxiliary random parameter in order to be able to choose the desired coverings with high probability; • we are able to produce strictly disjoint coverings, and the discussion of δ-disjointness (see [Li01, Lem. 2.6, 2.7]) becomes unnecessary.
Instead, we exploit the disjointness properties inherent in a sequence of nested equivalence relations. As usual, R will denote a p.m.p amenable equivalence relation over (Y, ν) withν denoting the invariant measure on R, and (R n ) will denote a bounded hyperfinite exhaustion for R.
We start with the following elementary covering (and disjointification) lemma.
with N < L and consider an arbitrary finite sequence of subset functions B j ⊆ R L , 1 ≤ j ≤ N . Further, for y ∈ Y , consider a collection of classes (of the relations R n where 1 ≤ n ≤ N ) given by
Then, for a.e. y ∈ Y , we can extract from F(y) a disjoint subcollection S(y) of classes such that
B j (y) , and so
Proof. Fix y ∈ Y . We note first that for z 1 , z 2 ∈ R L (y) and 1 ≤ j 1 , j 2 ≤ N , there are three possibilities for the inclusion relation between R j1 (z 1 ) and R j2 (z 2 ):
Any collection F(y) of sets with the latter property has the property that the union of its constituents has a unique representation as a disjoint union of some of the constituents. To find this representation explicitly, namely to choose the subcollection S(y), enumerate all the elements in F(y) and give them distinct labels collected in an index set I. Then run the following checking algorithm.
(1) Set S * (y) = ∅, I * = I. (2) Check an arbitrary class C ∈ F(y) with its corresponding label being contained in I * . (3) Given C, there are two possibilities:
(A) Either for all 1 ≤ j ≤ N and z ∈ B j (y) such that R n(j) (z)∩C = ∅, we have C ⊇ R n(j) (z), (B) or there is some 1 ≤ j 1 ≤ N , z 1 ∈ B j1 (y) such that C ⊆ R n(j1) (z 1 ) and C = R n(j1) (z 1 ). (4) Only in case of (A), add C to the subcollection S * (y). Then remove from I * all labels corresponding to classes R n(j) (z) ∈ F(y) being contained in C. If the new set I * = ∅, jump to step (5), otherwise return to step (2). (5) We have I * = ∅ (meaning all classes have been checked) and we set S(y) = S * (y). This is the collection we aim for.
By construction, for a.e. Y , the elements C ∈ S(y) are pairwise disjoint. Also, we made sure that for every 1 ≤ j ≤ N , every single b ∈ B j (y) is contained in some class C taken into S(y). This proves the above inequality.
We now prove the main covering lemma, motivated by [Li01, Lemma 2.1].
Lemma 5.2. Fix 0 < δ < 1 and fix an (arbitrary) finite non-empty set D ⊂ Φ. Then, for sufficiently large M ∈ N, depending only on D and δ, the following property holds.
Let
be an array of subset functions, such that for a.e. y, T i,j (y) = R n(i,j) (y), where n(i, j) ≤ L. Assume that for 2 ≤ i ≤ M and every
almost surely, where T k, * :=
Proof. Fix a conull set Y 0 ⊆ Y such that for all y ∈ Y 0 the inequality (5.1) is fulfilled. For i = M , apply Proposition 5.1 to the subset functions defined as B j := B M,j , where 1 ≤ j ≤ N M . This way, by passing to another conull subset of Y 0 , for ν-a.e. y ∈ Y 0 , we obtain a disjoint subcollection
Proceeding iteratively, for i < M , we set
where 1 ≤ j ≤ N i and S l denotes the union over all sets in S l . Applying Proposition 5.1 again, this time to the subset functions defined as B j :=B i,j , 1 ≤ j ≤ N i gives a subcollection
with the corresponding covering property, namely
Having constructed S i for all 1 ≤ i ≤ M , we finally set S := M i=1 S i . By construction, S is a disjoint collection of sets. We are going to show
for all 1 ≤ m ≤ M and ν-almost every y ∈ Y . The proof is by induction on m = M, . . . , 1, starting with M . By the first case in our argument above,
which shows the validity of an inequality which is in fact stronger than 5.2. In order to show the claim for m < M , we assume that for the element y ∈ Y under consideration, 
With (5.4) we obtain by taking into account (5.3)
Consequently,
Hence, the proof of the inequality (5.2) is complete. Finally, choosing M large enough such that
concludes the proof of the lemma.
Proof of the Shannon-McMillan-Breiman theorem
The goal of this section is to prove Theorem 2.7, as well as Corollary 2.8. To this end, we adapt the overall strategy given in [Li01, Section 4] to the situation of amenable equivalence relations. As usual, R is p.m.p. and hyperfinite, Γ is countable and α : R → Γ a class injective measurable cocycle. Recall that for a p.m.p. group action Γ (X, λ), the extended equivalence relation R X over X × Y, λ × ν is defined by the condition
When the measure ν is R-invariant, it follows that λ × ν is R X -invariant, since the Γ-action on X preserves λ. The projection map π : R X → R given by (x, y) → y is injective when restricted to the R X -equivalence class of (x, y), for almost all (x, y) ∈ R X . Further, it is well known that an extension of an amenable action is amenable, and thus in particular if R is amenable, so is R X . But since the extension is class-injective, in fact every hyperfinite exhaustion (R n ) of R can be canonically lifted to a hyperfinite exhaustion (R X n ) of R X , via R X n ((x, y)) = {(α(z, y)x, z) ; z ∈ R n (y)}. Note that if (R n ) is a bounded hyperfinite exhuastion, then so is (R X n ), with the same bounds on the equivalence classes.
For a given hyperfinite exhaustion (R n ) for R, we define a set Φ ⊆ Aut(R) satisfying the conclusions of Proposition 3.1. Then, every φ ∈ Φ can be extended naturally to an inner automorphism φ X ∈ Aut(R X ) by setting
For a subset D ⊆ Φ, we write D X for the set φ X | φ ∈ D . Note that by definition, the set Φ X := {φ X | φ ∈ Φ} is generating for the relation R X . Clearly, if φ preserves the classes of R n almost surely, then φ X preserves the classes of R X n almost surely. Let us now recall the concept of ergodicity for a measure preserving equivalence relation. Let Z be such a relation over a probability space (Z, η). A subset A ⊆ Z will be called Z-invariant if
The relation Z is ergodic if every Z-invariant set A ⊆ Z satisfies η(A) ∈ {0, 1}. From now on, we will always assume that the relation R X is ergodic. For sufficient conditions guaranteeing this property, we refer to the discussion in §7 below.
One crucial ingredient for the proofs of Theorem 2.7 and Corollary 2.8 is the pointwise ergodic theorem. A general form of it being valid for suitable asymptotically invariant sequences of subset functions in an amenable equivalence relation was established in [BN13b, Thm. 2.1]. Since we restrict our discussion here to hyperfinite exhaustions, we will state a less general but easily accessible special case which is sufficient for our purposes. Indeed, the following fact is an immediate consequence of the martingale convergence theorem.
Theorem 6.1. Let Z be an ergodic, p.m.p. equivalence relation over a probability space (Z, η). Let (Z n ) be a bounded hyperfinite exhaustion for Z. Then for all f ∈ L 1 (Z, η), we have
for η-almost every z ∈ Z.
We now turn to establish some preliminary lemmas that will be used below. The first step is a straightforward consequence of the ergodicity of the relation.
Lemma 6.2. Let Z be an ergodic p.m.p. equivalence relation over a probability (Z, η) along with a countable set Φ of inner automorphisms generating Z. Then, for every δ > 0, and every set A ⊆ Z with η(A) > 0, there is a finite set D ⊂ Φ such that
Proof. Let A ⊆ Z be measurable with η(A) > 0. Assume that there is some δ 0 > 0 such that for all finite collections D ⊂ Φ, we have η(D • A) < 1 − δ 0 . We define A := Φ • A = φ∈Φ φ(A). This set is invariant under the relation Z. To see this, consider z ∈ Z, φ ∈ Φ and a ∈ A such that (φ(a), z) ∈ Z. Since Φ is generating, there is a further inner automorphism φ ′ ∈ Φ such that z = φ ′ φ(a). We conclude that z ∈ Φ • A and thus,
Since Φ is countable, it follows η(A) ≤ 1 − δ 0 by our assumption. Now A is an invariant set, hence by ergodicity of the relation, we obtain η(A) = 0. However, since every inner automorphism preserves the measure, we have η(A) ≥ η(A) > 0. This is a contradiction.
We need the following combinatorial lemma which is the measured equivalence relation analog of the version for Følner sequences, see Lemma 1 in [OW83] and Lemma 4.2 in [Li01] .
Lemma 6.3. Let R be a p.m.p. equivalence relation over (Y, ν), and let (R n ) be a bounded hyperfinite exhaustion satisfying lim n→∞ ess inf y |R n (y)| = ∞. Then, for every η > 0, there is some ℓ ∈ N such that the following holds.
Suppose that to y ∈ Y there corresponds a finite increasing sequence (k i ), 1 ≤ i ≤ r(y) of integers (depending on y) with |R k1 (z)| ≥ ℓ for almost every z ∈ Y . Then, there is n 0 ∈ N such that for all n ≥ n 0 , the number of possible disjoint subcollections S(y) of the form
is at most 2 η|Rn(y)| .
Proof. Let η > 0. Consider ℓ ∈ N, y ∈ Y and an increasing sequence (k i ), 1 ≤ i ≤ r(y) of integers (depending on y) with |R k1 (z)| ≥ ℓ for all 1 ≤ i ≤ r(y) and almost every z ∈ Y . Since we assume that S(y) is a collection of disjoint R ki -classes contained in R n (y), there is a center set C(y) ⊆ R n (y) such that
Given S(y) (and hence C(y)), we define a set of points N (y) as follows. For c ∈ C(y), define n(c) := i as the maximal 1 ≤ i ≤ t(c) such that R ki (c)\R ki−1 (c) = ∅, where R 0 = ∅ by convention. Then add to the set N (y) an arbitrary point p(c) ∈ R ki (c)\R ki−1 (c). By processing in that way for all c ∈ C(y), we obtain a set N (y) with cardinality at most |C(y)|. We claim that we can uniquely recover S(y) from knowing the elements in both sets C(y) and N (y). Indeed, given C(y) and N (y), by construction, for every c ∈ C(y), there is a minimal (and thus unique) 1 ≤ t(c) ≤ r(y) such that R k t(c) (c) ∩ N (y) = ∅. Hence, the number of possible disjoint subcollections must be bounded by the number of choices for the two sets C(y) and N (y). Since the sizes of all classes involved are uniformly bounded from below by ℓ, the cardinality of every C(y) and N (y) is bounded from above by ⌈|R n (y)|/ℓ⌉. In light of that, we need to bound the expression
To do so, we use the entropy formula for the Stirling approximation. For this purpose, we define
. By Stirling's approximation (see e.g. [FS08] , Example VIII.10), for large enough n ∈ N, we get
Now increasing n if necessary, we can make sure that
Since E(ℓ) → 0 as ℓ → ∞, we can find some ℓ such that E(ℓ/2) < η/5, and this completes the proof of the claim.
We are ready to prove the main lemma of this section. It is motivated by Lemma 4.3 in [Li01] and provides an analog of it for hyperfinite exhaustions.
Lemma 6.4. Let (B k ) be a sequence of measurable sets in X × Y such that
Then, for every δ > 0 and λ × ν-a.e. (x, y) ∈ X × Y , there is n(x, y) ∈ N for which the following holds true: for each n ≥ n(x, y), there is a disjoint collection of subsets of R n (y)
By assumption, (λ × ν)(B * ) > 0. Given the hyperfinite exhaustion (R n ), we fix Φ X ⊆ Aut(R X ) satisfying the conclusions of Proposition 3.1. Since the extended relation R X is ergodic, and since the set Φ X is generating for R X , we can use Lemma 6.2 in order to find a finite set D ⊂ Φ such that the lifted automorphisms 
(3) Further, if N i has been chosen, choose m i+1 large enough such that for every l ≥ m i+1 , we get
This is possible by Proposition 3.1 and since D ⊂ Φ. In fact D • R n = R n for all sufficiently large n. So it suffices that m i+1 > m i + N i and also that R m2 (and hence each R mi+1 ) is invariant under D. With the sequences (m i ), (N i ) at our disposal, we definẽ
and so
Now by the pointwise ergodic theorem (Theorem 6.1), for λ × ν-a.e. (x, y), we can define n(x, y) as the smallest integer value greater than m M + N M such that for all n ≥ n(x, y), we have
We fix some pair (x, y) satisfying this condition, as well as n ≥ n(x, y). For 1 ≤ i ≤ M and 1 ≤ j ≤ N i , set T i,j := R mi+j−1 and
By step (3) of the algorithm and since n > m M + N M , we have D • R n ⊆ R n . In particular, each φ ∈ D gives rise to bijections φ : R n (y) → R n (y), for a.e. y ∈ Y . Applying the transformations in the set D to the sets A i,j (y), we then obtain
Together with (6.3), this yields for all 1 ≤ i ≤ M :
(by the pointwise ergodic theorem)
We finally apply Lemma 5.2 with δ/4 instead of δ to the arrays T i,j and A i,j (y), where 1 ≤ i ≤ M and 1 ≤ j ≤ N i . The assumption of the Lemma is indeed satisfied, namely T i,j = R mi+j−1 satisfy (5.1) by the construction of m 2 , which guarantees D • R m = R m for all m ≥ m 2 . Furthermore, we have just shown that
and hence Lemma 5.2 implies that there is a disjoint subcollection
as desired.
The following is an immediate consequence from the previous lemma.
Lemma 6.5. Let (R n ) be a bounded hyperfinite exhaustion, and keep the assumptions of the previous lemma. Then, for the number h := ess-inf x,y lim inf
|R n (y)| , the following holds true. For every δ > 0, each N ∈ N and λ × ν-a.e. (x, y), there is a number n(x, y) ∈ N such that for all n ≥ n(x, y), we can find a disjoint collection (depending on both x and y) S = R ki (b i ) | 1 ≤ i ≤ r such that all b i ∈ R n (y) and N ≤ k i < n(x, y) and further, (i) for all i,
We apply the previous Lemma 6.4 to the sequence (R n ) n≥N and the sets
We are now in position to prove the Shannon-McMillan-Breiman Theorem. To do so, we combine the previous results of this section, motivated by the proof of Theorem 1.3 in [Li01] .
Proof of Theorem 2.7. As before, we set h := essinf x,y lim inf
If h = ∞, then there is nothing left to show. So assume that h < ∞. We show that for a.e. (x, y),
To this end, fix δ > 0. We find N ∈ N large enough such that Lemma 6.3 holds for η = δ and ℓ = N . By the growth assumption on the (R n ), we find N 1 ∈ N such that for a full measure set of y's, we have |R k (z)| ≥ N for all k ≥ N 1 and each z ∈ [y]. We have seen in Lemma 6.5 that for λ × ν-almost every (x, y), there is n(x, y) ∈ N, n(x, y) > N 1 , such that for n > n(x, y), we obtain a special subcollection S = S(x, y) of subsets of R n (y). Namely, this collection
By increasing n if necessary, due to |R n (y)| → ∞, we can assume that
Let us now fix x, y, n = n(x, y) and S(x, y) = S satisfying all the conditions stated above. We first note that since R n (y) is the disjoint union of the sets C = R k (b C ) ∈ S and G n (y) := R n (y) \ C∈S R k (b C ), it follows that the partition P Rn(y) is given by C∈S P R k (bC ) ∨ P Gn(y) . Therefore for any point x ∈ X, its P Rn(y) -name arises as the intersection of the P R k (bC ) -name of α(b C , y)x where C = R k (b C ) ∈ S, and of the P-name of α(b, y)x for every b ∈ G n (y) :
Consider the partition P Rn(y) (which is finer than each partition P R k (b) when b ∈ R n (y)) and define a set of atoms in it which we denote by K n (x, y). Namely, for our fixed x, we consider the disjoint collection S(x, y) of subsets of R n (y), and we put an atom of P Rn(y) in K n (x, y) provided that it arises as the intersection of elements of the partitions P R k (b) which satisfy inequality (6.5) (where we allow any R k (b) = C ∈ S(x, y)), with elements in the partition P Gn(y) . Now, for every R k (b) = C ∈ S(x, y), inequality (6.5) gives a lower bound on the measure of some of the atoms in the partition, and hence an upper bound on their number. It follows that for each such C, there are at most 2
for which the inequality (6.5) can hold true.
Consequently, the number of atoms of P Rn(y) which appear as elements in K n (x, y) is bounded by
Since R n (y) is disjointly (1 − δ)-covered by the elements in S, we conclude that for a fixed x ∈ X, there are at most
many elements in K n (x, y). K n (x, y) depends on both x and y, having been constructed using the collection S(x, y) of subsets on R n (y). Now, we define another collection of atoms of P Rm(y) , which we denote by K m (y). It consists of all the atoms in the sets K m (x, y) as x varies in X, provided that n(x, y) satisfies the conditions stated above and in addition n(x, y) ≤ m. By Lemma 6.3 (and the choices for N and N 1 ), for all m ≥ m(y) the number of possibilities for S(x, y) is bounded by 2 δ|Rm(y)| . Hence, we obtain
We now consider the sets
Consider K m (y), the union of all P Rm(y) -atoms which belong to K m (y). Then,
It follows from the growth condition (6.6) stated above that
for large enough m. This implies that
Thus, for ν-almost-every y ∈ Y , we can apply the Borel-Cantelli lemma and obtain that for λ × ν-almost every (x, y), x / ∈ X m (y) ∩ K m (y) if m is large enough. On the other hand, we deduce from Lemma 6.5 that for large enough m (depending on x and y), x ∈ K m (y). This implies that for λ × ν-a.e. (x, y), and m large enough, we must have x / ∈ X m (y), which means by definition of X m (y) that lim sup
Letting δ → 0 yields (6.4). This establishes almost everywhere convergence, as stated. Since the integrals of J P Rm(y) (x) / |R m (y)| over X × Y converge to the cocycle entropy by Theorem 2.1, we have h = h * P (α), as claimed.
We conclude this section with the proof of Corollary 2.8. The proof follows along the lines of the L 1 -convergence case proved in [Li01, Thm. 4.1].
Proof of Corollary 2.8. By Theorem 2.7, the normalized information function converges pointwise almost surely (w.r.t. the measure λ × ν) to h * P = h * P (α). Fix ε > 0, and for n ∈ N and fixed y ∈ Y , define
Integration over X gives
We define a new measure λ * on X \ C n (y) by setting
.
Then, since C n (y) is a disjoint union of atoms of the partition P Rn(y) of X,
where J * denotes the information function with respect to λ * . Now since the integral on the right hand side in the inequality above is just the Shannon entropy of the partition P Rn(y) with respect to the measure λ * , we arrive at
Clearly, by Theorem 2.7, for ν-almost every y ∈ Y , the latter expression tends to zero as n → ∞. Now sending ε → 0 yields the first assertion of the claimed statement. For the second statement note that due to the dominated convergence theorem (with dominating function g(y) := 2 |P|) we have
This concludes the proof of the corollary.
7. Amenable relations, injective cocycles and ergodic extensions 7.1. Groups admitting injective cocycles. As usual, Let (Y, ν) be a probability space, and let R ⊂ Y × Y be a p.m.p. Borel equivalence relation with R-invariant probability measureν, such that R = n∈N R n is hyperfinite, or equivalently, R is amenable in the sense of [CFW81] . Let (X, λ) be a p.m.p. action of a countable group Γ and let α : R → Γ be a measurable cocycle. Let R X denote the extended relation on (X × Y, λ × ν).
As noted in the proof of Theorem 2.1, given the ingredients just listed, the following limit exists
However, in this generality we cannot say too much about its properties. A meaningful entropy invariant arises when we assume that the hyperfinite exhaustion is by bounded finite relations, and the cocycle is injective. The first condition can always be satisfied, and thus cocycle entropy exists as an invariant with the properties stated for all countable groups Γ admitting an injective cocycle defined on a hyperfinite relation. In particular, cocycle entropy then coincides with Rokhlin entropy and finitary entropy provided that the Γ-action on X is ergodic and essentially free. It may be the case that every countable group admits an injective cocycle defined on an ergodic hyperfinite relation, but this remains to be seen. To indicate briefly that the class of groups in question is extensive indeed, let us note the following constructions of cocycles on amenable actions.
1) Amenable groups. Let Γ be amenable, let (Y, ν) be any p.m.p. action of Γ, and assume that the action is essentially free. For example, we can take Y to the Bernoulli action of Γ on {0, 1}
Γ . Let R = O Γ be the orbit relation of Γ on Y , and then there is a cocycle α : R → Γ given by α(γy, y) = γ. This cocycle is indeed an injective cocycle on a p.m.p. amenable equivalence relation R, by amenability of Γ and freeness of the action. Given a p.m.p. action of Γ on a space (X, λ), clearly Γ acts on the product (X × Y, λ × ν), and the orbit relation of Γ in the product coincides with the extended relation R X on X × Y that we have used throughout the paper. Thus α : R → Γ is an injective cocycle defined on a p.m.p. amenable relation.
2) The Maharam extension of the Poisson boundary. For every countable infinite group Γ, and every generating probability measure µ on Γ, the Poisson boundary B = B(Γ, µ) is an amenable action of Γ, in the sense defined by Zimmer [Zi78] , or equivalently, in the sense of [CFW81] . Let η denote the stationary measure on B, and r η (γ, b) = dη•γ dη (b) the Radon-Nikodym derivative cocycle of η, so that r η : Γ × B → R * + . The Maharam extension of B by the cocycle r η is the Γ-action on B × R given by γ(b, t) = (γb, t − log r η (γ, b)), and this action preserves the measure η × θ, where dθ(t) = e t dt and dt is Lebesgue measure on R. This action is again an amenable action of Γ, being an extension of an amenable action. Let us define Y = B × (−∞, 0), and let ν be the restriction of η × L to Y , a finite measure which we normalize to be a probability measure. Then (Y, ν) is a probability space, and we define the relation R on it to be the restriction of the orbit relation O Γ defined by Γ on B × R to the subset Y . Thus R is a p.m.p. Borel equivalence relation with countable classes, since Γ is countable and preserves the measure η × L. The orbit relation O Γ is an amenable relation, hence it is hyperfinite, and as a result so is its restriction R to the subset Y . Finally, if the action of Γ on its Poisson boundary B is essentially free, then we can define a cocycle α : O Γ → Γ, by the formula α(γ(b, t), (b, t)) = γ. This cocycle is well-defined since the elements in a Γ-orbit are in bijective correspondence to the elements of Γ, by essential freeness. Restricting α to R we obtain a cocycle from an amenable p.m.p. equivalence relation R to Γ. Furthermore, this cocycle is injective in this case, since γ(b, t) = (γb, t − log r η (γ, b)), so that if γ = γ ′ then α((b, t), γ(b, t)) = α((b, t), γ ′ (b, t)). Clearly, the class of groups admitting a random walk such that the action on the associated Poisson boundary is essentially free is extensive indeed. In fact typically many different random walks on a given non-amenable group Γ give rise to Poisson boundaries admitting an essentially free action. It is a remarkable feature of the construction of cocycle entropy that it gives one and the same value for the entropy of the Γ-action on X, provided only that this action is ergodic and essentially free, and the value is independent of which cocycle α : R → Γ as above was chosen to calculate it. 7.2. Ergodicity of cocycle extensions. The Shannon-McMillan-Breiman theorem stated in Theorem 2.7, being a pointwise convergence result for cocycle entropy, requires an additional ergodicity assumption for its validity, beyond those sufficient to guarantee the existence of cocycle entropy itself. We note that an ergodicity assumption also plays a role in the Shannon-McMillanBreiman theorem for amenable groups, see [Li01] .
Let us recall that in [BN15a, Def. 2.2] a notion of weak-mixing for a cocycle α on p.m.p. relation R on (Y, ν) was defined, as follows. A cocycle α : R → Γ is weak-mixing if for every p.m.p. ergodic action of Γ on a spaces (X, λ), the extended relation R X on X × Y is ergodic with respect to the product measure λ × ν. In particular, the relation R itself must be ergodic. This definition is a natural extension of the notion of weak-mixing for group actions, where the action of Γ on a space (B, η) (with η not necessarily invariant), is called weak-mixing if given any p.m.p. ergodic action of Γ on a space (X, λ), the product action of Γ on (X × B, λ × η) is still ergodic. 1) Amenable groups. Let us first consider the case where Γ is amenable. Referring to the relation R and the cocycle α defined in §7.1(1), if the Γ-action on (Y, ν) is weak-mixing (in the usual sense for group actions), then the Γ-action on (X × Y, λ × ν) is ergodic for every ergodic p.m.p. action of Γ. Thus, referring to §7.1(1), the cocycle α : R → Γ defined there is a weak-mixing cocycle and so here the extended relation R X is ergodic.
2) Poisson boundaries.
When Γ is non-amenable, the most important source (but not always the only one) of weak-mixing actions of a countable group Γ is the set of its actions on Poisson boundaries B = B(Γ, µ) [AL05] . These actions are amenable as noted above, and satisfy a stronger condition than weak-mixing, namely double ergodicity with coefficients, see [Ka03] . If Γ is a non-amenable group, then the ergodic action on a Poisson boundary (B, η) is not measurepreserving, and thus of type III. The action on the Maharam extension (B × R, η × L) is in fact measure-preserving, on a σ-finite (but not finite) measure space, but the Maharam extension is not necessarily an ergodic action of Γ. The possibilities for it are determined by the type of the Γ-action on (B, η), and in particular, if it is III 1 , then the Maharam extension is ergodic. In general, this does not imply that for any ergodic action of Γ on (X, λ), the Maharam extension of (X × B, λ × η) is ergodic. If indeed this is the case for every p.m.p. action of Γ, then the action of Γ on (B, η) is defined in [BN13b] to have stable type III 1 .
Assume that the Γ-action on (B, η) is essentially free, and let (Y, ν), R and α be as defined §7.1(2). Then the cocycle α : R → Γ is injective, defined on a p.m.p. amenable relation, and if the type of the Γ-action on (B, η) is III 1 it is ergodic. If, furthermore, the Γ-action on (B, η) has stable type III 1 , then the cocycle α is weak-mixing, and hence R X is ergodic for every p.m.p. action of Γ. Thus all the assumptions in the Shannon-McMillan-Breiman theorem are verified in this case, for which examples will be provided below.
3) Non-trivial stable type. If the type of the Γ-action on (B, η) is III τ for some τ > 0 then the action of Γ on the Maharam extension has a set of ergodic components admitting a free transitive action of the circle group R/Z · log τ , which acts on the Maharam extension and which commutes with the Γ-action. If this is also the situation for the Maharam extension of all the spaces (X × B, λ × η) for every ergodic p.m.p. action of Γ, then the Γ-action on (B, η) is defined in [BN13b] to have stable type τ . In that case, it is also possible to prove a version of the Shannon-McMillan-Breiman pointwise convergence theorem, which applies, rather than to the information functions we defined, to a further average of them. In particular, this provides a proof of the Shannon-McMillan mean-convergence theorem in our context. In the interest of brevity, however, we shall provide the details elsewhere. We refer to [BN13b] and [BN15a] for to a detailed discussion of type, stable type and Maharam extensions in the context of pointwise ergodic theorems for group actions.
4) Ergodicity and mixing conditions. Given an injective cocycle α : R → Γ on an ergodic p.m.p. amenable relation and a p.m.p. action of Γ on (X, λ), it is possible to develop criteria to show that the extended relation R X is ergodic, provided that the Γ-action on X satisfies additional ergodicity or mixing conditions. This implies that the Shannon-McMillan-Breiman theorem is valid for Γ-actions on a suitable class of p.m.p. actions on (X, λ). A simple example of this phenomenon arises for the p.m.p. actions of finitely generated non-abelian free groups F r . Here, taking the boundary (∂F r , ν) with the uniform measure ν, we construct a cocycle α : R → F r , where R is an amenable p.m.p. relation on ∂F r , which is not ergodic, but in fact has exactly two ergodic components. If (X, λ) is a p.m.p. ergodic action of F r for which the index 2 subgroup of even length words is ergodic, then the extended relation R X is an ergodic relation, see [BN13a] for a detailed exposition. Hence these actions of F r satisfy the Shannon-McMillan-Breiman theorem. We will give a detailed exposition of this case, which will also demonstrate the geometric significance of the theorem, in the next section.
To conclude this section let us note the following results concerning type and stable type, which are relevant to the foregoing discussion.
Examples 7.1.
(1) Let Γ be an irreducible lattice in a connected semisimple Lie group with finite center and without compact factors. Then the action of Γ on the maximal boundary (G/P, m), where P is a minimal parabolic subgroup and m is the Lebesgue measure class, is amenable and has stable type III 1 , see [BN13b] .
(2) Let Γ be a discrete non-elementary subgroup of isometries of real hyperbolic space. By [Su78] [Su82], the type of the action of Γ on the boundary of hyperbolic space with respect to the Lebesgue measure class is III 1 . In [Sp87] this result was proved for the action of fundamental groups of compact connected negatively curved manifolds acting on the visual boundary with the manifold measure class. (3) Let Γ be a finitely generated free group. By [RR07] , the action of Γ has non-trivial type with respect to harmonic measures, namely stationary measures of suitable random walks. For Γ being a word hyperbolic group, it was proved in [INO08] that the action of Γ on the Poisson boundary associated with a generating measure of finite support has non-trivial type. (4) In [Bo14] it was proved that for word hyperbolic groups (with an additional technical condition) the action on the Gromov boundary with respect to a quasi-conformal measure (and in particular the Patterson-Sullivan measure) measure has non-trivial stable type.
The free group
8.1. The boundary of the free group. We briefly describe the ingredients we need for our analysis, following the exposition of [BN13a] . Let F = a 1 , . . . , a r be the free group of rank r ≥ 2, with S = {a
: 1 ≤ i ≤ r} a free set of generators. The (unique) reduced form of an element g ∈ F is the expression g = s 1 · · · s n with s i ∈ S and s i+1 = s The boundary of F is the set of all sequences ξ = (ξ 1 , ξ 2 , . . .) ∈ S N such that ξ i+1 = ξ
where n is the largest natural number such that ξ i = t i for all i < n.
is any sequence of elements in F and g i := t i,1 · · · t i,ni is the reduced form of g i then lim i g i = (ξ 1 , ξ 2 , . . .) ∈ ∂F if t i,j is eventually equal to ξ j for all j. If ξ ∈ ∂F then we will write ξ i ∈ S for i-th element in the sequence ξ = (ξ 1 , ξ 2 , ξ 3 , . . .).
We define a probability measure ν on ∂F, by the requirement that every finite sequence t 1 , . . . , t n with t i+1 = t −1 i for 1 ≤ i < n, the following holds :
There is a natural action of F on ∂F by
where t 1 , . . . , t n ∈ S, t 1 · · · t n is in reduced form and k is the largest number ≤ n such that ξ
8.2. The horospherical relation and the fundamental cocycle. Let R be the equivalence relation on ∂F given by (ξ, η) ∈ R if and only when writing ξ = (ξ 1 , ξ 2 , . . .) and η = (η 1 , η 2 , . . .), there exists n such that η i = ξ i for all i > n. Thus ηRξ if and only if η and ξ have the same synchronous tail, if and only if they differ by finitely many coordinates only. Let R n be the equivalence relation given by (ξ, η) ∈ R n if and only if ξ i = η i ∀i > n. Then R is the increasing union of the finite subequivalence relations R n . Thus R is a hyperfinite relation.
Consider the relation R ′ on ∂F such that ηR ′ ξ if and only if there is a g ∈ F such that gξ = η and = 1, so that the relation is indeed symmetric. The transitivity of the horospherical relation R ′ follows from the cocycle identity which the Radon-Nikodym derivative satisfies. Thus R ′ is an equivalence relation, and by definition, the measure ν is R ′ -invariant. The relation R ′ on ∂F r can also be defined more concretely by the condition that (ξ, η) ∈ R 1 . It follows that η = gξ has the same synchronous tail as ξ from the k +1-th letter onwards. Equivalently, g −1 belongs to the horosphere based at ξ and passing through the identity in F r , namely the geodesic from g −1 to ξ and the geodesic from e to ξ meet at a point which is equidistant from e and g −1 . Thus it is natural to call R ′ the horospherical relation and the equivalence class of ξ under R n the horospherical ball of radius n based at ξ. Since ξ and η = gξ have the same synchronous tail, R ′ coincides with the synchronous tail relation R.
The fundamental cocycle of the tail relation is the measurable map α : R → F r given, for η = (η 1 , . . . , η k , . . . ) and ξ = (ξ 1 , . . . , ξ k , . . . ) (with (η, ξ) ∈ R k ), by α(η, ξ) = η 1 · ... · η k · ξ and this set contains words of length at most 2k whose first (k − 1) letters can be specified arbitrarily. Finally, consider the set of values of the cocycles α(η, ξ) for all points η = ξ which are R k equivalent to another, i.e. as we go over all pairs of distinct points in some equivalence class of the form R k (ζ). This set of values clearly contains all the even words in a ball of radius 2k − 2, i.e. B 2k−2 (e) ∩ F e r . The finite order automorphisms of R is the subgroup Φ of ∪ n∈N [R n ] generated by the transformations defined as follows. Let π n : ∂F r → S n be the projection given by π n (s 1 , s 2 , ...) = (s 1 , s 2 , ..., s n ). We say that a map ψ : ∂F r → ∂F r has order n if ψ (ξ) = ψ (ξ ′ ) for any two boundary points ξ, ξ ′ ∈ ∂F r with π n (ξ) = π n (ξ ′ ). For any (ξ, ξ ′ ) ∈ R there exists a map φ ∈ Φ such that φ (ξ) = ξ ′ and φ has order n for some n ∈ N, see [BN13a] . Thus the group of finite order automorphisms clearly generates the synchronous tail (i.e. the horospherical) relation.
The extended horospherical relation. Let F act by measure-preserving transformations on a probability space (X, λ). Let R X n be the equivalence relation on X×∂F defined by ((x, ξ), (x ′ , ξ ′ )) ∈ R X n if and only if there exists g ∈ F with (gx, gξ) = (x ′ , ξ ′ ) and (ξ, ξ ′ ) ∈ R n (i.e., if ξ = (ξ 1 , . . .) ∈ S N and ξ ′ = (ξ ′ 1 , . . .) ∈ S N then ξ i = ξ ′ i for all i ≥ n). Inspecting the definitions, we see that the extended horospherical relation on X × ∂F r coincides with the extension of the horospherical (i.e. synchronous tail) relation R on ∂F r via the fundamental cocycle α : R → F r defined above.
It is easy to see that for any (y, ξ) ∈ X × ∂F, R X n (y, ξ)) = |R n (ξ)| = (2r − 1) n .
The relation R X = n≥1 R X n is thus a hyperfinite measurable equivalence relation, it preserves the measure ν × λ, and it is uniform, namely for each n ≥ 1 almost every equivalence class of the relation R X n has the same cardinality.
8.3. Shannon-McMillan-Breiman theorem for the free groups. Let R X be the equivalence relation on X × ∂F r . We may assume the action of F r on (X, λ) is ergodic, and we will use the following. identified with B(F r , µ) , the Poisson boundary of the random walk generated by the measure µ that is distributed uniformly on S. By [AL05] , the action of any countable group Γ on the Poisson boundary B(Γ, κ) is weakly mixing whenever the measure κ is adapted. This shows that F r (∂F r , ν) is weakly mixing. Moreover, if we denote S 2 = {st : s, t ∈ S}, then (∂F r , ν) is naturally identified with the Poisson boundary B(F e r , µ 2 ) where µ 2 is the uniform probability measure on S 2 . So the action F e r (∂F, ν) is also weakly mixing. Let F r act on ∂F r × Z by g(b, t) = (gb, t − log r ν (g, b) ), which gives the discrete Maharam extension in this case. Let R be the orbit-equivalence relation restricted to ∂F r × {0}, which we may, for convenience, identify with ∂F r . In other words, bRb ′ if and only if there is an element g ∈ F r such that gb = b ′ and dν•g dν (b) = 1. As noted above, this is the same as the (synchronous) tail-equivalence relation on F r . In other words, two elements ξ = (ξ 1 , ξ 2 , . . .), η = (η 1 , η 2 , . . .) ∈ ∂F r are R-equivalent if and only if there is an m such that ξ n = η n for all n ≥ m. But now note that if bR(gb), then necessarily g ∈ F e r . So R can also be regarded as the orbit-equivalence relation for the F e r -action on ∂F r × Z restricted to ∂F r × {0}. Let α : R → F e r be the cocycle α(gb, b) = g for g ∈ F e r , b ∈ ∂F r . This is well-defined almost everywhere because the action of F e r is essentially free. Because F e r (∂F r , ν) has type III τ 2 and stable type III τ 2 , this cocycle is weakly mixing for F e r . In other words, if F e r (X, µ) is any ergodic p.m.p action, then the equivalence relation R X defined on X × ∂F r by the cocycle extension is ergodic. Since the relation is hyperfinite and the cocycle is injective, we conclude that the action of F r on any ergodic p.m.p. space satisfies the Shannon-McMillan-Breiman theorem, provided only that F e r acts ergodically on X.
