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Introduccio´
La reconstruccio´ filogene`tica consisteix en intentar reconstruir les relacions ancestrals entre
diferents espe`cies actuals. Les relacions ancestrals es representen en un arbre T anomenat
arbre filogene`tic. Una bona refere`ncia en filogene`tica e´s el llibre Inferring Phylogenies de
Felsenstein [F04]. Una manera de dur a terme la reconstruccio´ e´s modelant l’evolucio´, mit-
janc¸ant models probabil´ıstics, be´ a temps continu o be´ a temps discret. En els models a temps
continu la matriu S(t) de substitucio´ de nucleo`tids en un temps t ve donada per S(t) = eQt,
on Q e´s la matriu de raons de mutacio´ instanta`nia (rate matrix ). En la majoria de models
continus se suposa que la matriu Q e´s constant en tot el proce´s evolutiu al llarg de l’arbre.
Els models a temps discret equivalen a cadenes de Markov ocultes (HMM ) sobre arbres
filogene`tics i so´n en certa manera me´s generals que els de a temps continu. Aquests models
permeten diferents matrius de transicio´ (rate matrix ) en diferents llinatges, o dades altrament
anomenades no homoge`nies.
Hi ha estudis que avalen que moltes de les dades biolo`giques usades en filogene`tica no
satisfan la hipo`tesi d’homogene¨ıtat (veure [GG98] i [YY99], per exemple). E´s necessari doncs,
un me`tode de reconstruccio´ filogene`tica (tant de reconstruccio´ de topologia com de longitud de
branca o en general de tots el para`metres que intervenen en el model) que consideri models de
Markov a temps discret. Per als models en temps continu els me`todes me´s usats so´n ma`xima
versemblanc¸a (ML) (veure [F22]) i Neighbor-Joining (NJ) (veure [SN87]).
En aquest treball hem desenvolupat el me`tode de Expectation Maximitzation [DLR77]
(veure cap´ıtol 3) per a estimar el ma`xim de versemblanc¸a en arbres filogene`tics sobre models
a temps discret. Aquest algorisme en cada iteracio´ estima els estats ocults i calcula els
estimadors de ma`xima versemblanc¸a sota el model plenament observat, d’aquesta forma la
versemblanc¸a augmenta a cada pas.
Hem fet estudis de precisio´ del me`tode per a 4 fulles, estudis de l’e`xit en reconstruccio´
de topologies (veure cap´ıtol 6) i comparacio´ amb altres me`todes de reconstruccio´ filogene`tica
(Neighbor-Joining, ML, un me`tode basat en invariants) (veure seccio´ 6.3).
Per tal de fer-ho s’ha demostrat quins so´n els estimadors de ma`xima versemblanc¸a per als
para`metres d’un proce´s de Markov a temps discret plenament observat en arbres de n fulles,
tant per un model de Kimura 3-para`metres [K81] com per a un model general de Markov [S94]
[BH87] (veure proposicio´ 2.1). Usant aquests estimadors implementem l’algorisme EM per a
un model de Markov ocult sobre arbres filogene`tics de 4 fulles amb els models esmentats. Els
resultats d’aplicar l’algorisme Expectation Maximitzation desenvolupat han estat testats amb
diferents me`todes: intervals de confianc¸a i test χ2 i d’aquesta forma s’ha comprovat la seva
capacitat d’estimacio´ (veure seccions 4.1 i 4.2).
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Per a l’algorisme EM i tant amb un model Kimura 3-para`metres com amb un model general
de Markov, s’ha estudiat l’evolucio´ de l’error segons la longitud de la mostra. Els resultats es
poden veure en les seccions 5.1 i 5.2). Per exemple, sota un model Kimura 3-para`metres, per
a longitud de mostra 1000 hi ha me´s d’un 80% de para`metres estimats amb un error menor a
0.03 i si prenem alineaments de longitud 6000 obtenim un 100% de para`metres estimats amb
un error menor a 0.001.
S’ha programat en Python l’algorisme d’ Expectation Maximitzation (EM ) per a arbres
de 4 fulles (veure seccio´ 3.2 (sota el model K3) i 8.3 (sota el model GMM)) , l’algorisme de
Neighbor-Joining 8.4 i mitjanc¸ant una crida des de Python s’ha usat un algorisme basat en
invariants filogene`tics (veure [CF07]). Tambe´ hem comparat l’algorisme EM, amb l’algorisme
d’estimacio´ de ma`xima versemblanc¸a que es fa servir en el programari PAML [Y97], [Y07],
per a models a temps continu amb rao´ de mutacio´ constant al llarg de l’arbre.
Sota una espai d’arbres de 4 fulles sense arrel fixat, (en aquest cas hem fet servir l’espai
proposat per Huelsenbeck [H95]), s’han fet una se`rie de simulacions, generant dades sota mod-
els a temps discret i aplicant els diferents me`todes de reconstruccio´ filogene`tica per avaluar-ne
l’eficie`ncia. Amb les simulacions i tests de reconstruccio´ de topologia s’ha pogut veure la
depende`ncia de l’eficie`ncia del me`tode segons les longituds de branca sota una espai d’arbres
fixat. Es poden veure els resultats obtinguts en la seccio´ 6.3 i un resum de les gra`fiques en la
figura 6.8.
A les gra`fiques de la figura 6.8 es mostra l’eficie`ncia de l’algorisme EM i els altres me`todes
esmentats per a la reconstruccio´ de la topologia d’arbres de 4 fulles. D’aquesta forma es veu
que el millor algorisme per a la reconstruccio´ de topologia e´s l’Expectation Maximitzation i el
que presenta pitjors resultats seria el Neighbor-Joining. Cal dir pero`, que tant el Neighbor-
Joining amb dista`ncia Kimura 3-para`metres com l’ML estan basats en models continus amb
raons de mutacio´ constant en tot l’arbre, i en canvi, els hem avaluat sobre dades no ho-
moge`nies. Remarcar tambe´ que el me`tode basat en invariants e´s el que me´s millora respecte
l’augment de la longitud de la mostra. Els principals problemes en diferenciar topologies es
troben en la zona coneguda com la zona de Felsenstein, on la branca interior i dues exteriors
oposades presenten una longitud molt petita en comparacio´ a les altres dues. En el cap´ıtol 7
discutim els avantatges i desavantatges del me`tode segons els resultats que hem obtingut al
llarg del projecte. Per exemple, veiem que el me`tode EM e´s molt prec´ıs, tot i que me´s costo´s
(veure taula 6.1), pot ser un bon me`tode per a usar dins d’altres me`todes que no necessitin
reco´rrer tot l’espai d’arbres, per exemple, me`todes basats en quartets.
Cap´ıtol 1
Preliminars
En aquest cap´ıtol s’introduira` el context on treballarem a partir de definicions ba`siques i es
formularan les hipo`tesi que es faran servir durant tot el treball. Tambe´ donarem a cone`ixer
els models evolutius me´s usats.
Comenc¸arem donant unes definicions ba`siques:
Definicio´ 1.1. Definim un arbre T com un graf connex i ac´ıclic. Consta, per tant, d’un
conjunt de nodes N(T ) i un conjunt d’arestes E(T ). Denotem per L(T ) els nodes de l’arbre
que nome´s pertanyen a una aresta, tambe´ anomenats fulles. Els altres nodes s’anomenen
nodes interiors i els denotem per Int(T ).
Definicio´ 1.2. Un arbre filogene`tic e´s una terna (T , ρ, {u1, . . . , un}) on T e´s un arbre de
n fulles, {u1, . . . , un} e´s un conjunt d’espe`cies diferents, i ρ : {u1, . . . , un} → L(T ) e´s una
bijeccio´. Dit d’una altra manera, e´s un arbre etiquetat a les fulles.
Les fulles d’un arbre filogene`tic representen espe`cies biolo`giques actuals i els nodes interiors
els ancestres d’aquestes.
Definicio´ 1.3. Un arbre filogene`tic amb arrel e´s un arbre amb un node interior destacat r,
anomenat arrel, que representa l’ancestre comu´ de totes les espe`cies que conte´ l’arbre. Un
arbre amb arrel, T es pot veure com un graf dirigit (prenent com a sentit de l’arrel a les
fulles).
En un arbre filogene`tic tenim dos tipus d’informacio´: la topologia del graf etiquetat, que
representa gra`ficament les relacions ancestrals, i la longitud de les arestes, que representa la
quantitat de substitucions de nucleo`tids que s’han produ¨ıt entre dues espe`cies d’una mateixa
aresta.
Definicio´ 1.4. Sigui (T1, ρ1, {u1, . . . , un}) i (T2, ρ2, {u1, . . . , un}) dos arbres filogene`tics amb
el mateix conjunt d’espe`cies. Diem que tenen la mateixa topologia d’arbre si existeix un
homeomorfisme f : T1 → T2 tal que
f(ρ1(ui)) = ρ2(ui), ∀i = 1, . . . , n.
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Si T1 i T2 tenen com arrel r1 i r2 respectivament, cal que tambe´ es compleixi que,
f(r1) = r2.
Un exemple de les diferents topologies que pot prendre un arbre de tres fulles amb arrel
el podem trobar a la figura 1.1.
Com e´s habitual en filogene`tica, suposarem donat un alineament de les sequ¨e`ncies d’ADN
de les espe`cies en les fulles, e´s a dir, suposarem que coneixem quins nucleo`tids en les sequ¨e`ncies
de les espe`cies actuals han evolucionat a partir d’un mateix nucleo`tid en l’ancestre comu´.
Degut a diversos processos de mutacio´, supressio´ o insercio´ de nucleo`tids, les sequ¨e`ncies d’ADN
d’un mateix gen en diferents espe`cies no so´n ide`ntiques en general, sino´ que presenten zones
semblants i zones que directament no es poden comparar. Fins i tot, les zones semblants poden
no trobar-se en el mateix lloc del genoma (per exemple, els genomes de diferents espe`cies tenen
un nombre diferent de nucleo`tids, de cromosomes i de gens). Per aixo`, abans d’estudiar les
relacions ancestrals entre dues espe`cies e´s important cone`ixer quines parts del genoma es
corresponen. Aquesta informacio´ es recull en un “bon alineament” de les sequ¨e`ncies d’ADN
que considerem: cada columna representa els nucleo`tids en les sequ¨e`ncies que han evolucionat
a partir d’un mateix nucleo`tid en l’ancestre comu´.
Taula 1.1: Exemple d’alineament de sequ¨e`ncies.
Homo sapiens AACTTCGAGGCTTACCGCTG
Gorilla gorilla AACGTCTATGCTCACCGATG
Pan troglodytes AAGGTCGATGCTCACCGATG
Per representar el proce´s d’evolucio´ entre espe`cies sovint es do´na un model estad´ıstic sota
les hipo`tesis segu¨ents:
(i) Els arbres amb arrel so´n binaris, e´s a dir, de l’arrel de l’arbre surten dues branques i
cada branca es divideix en dues me´s fins arribar a les fulles. Ana`logament, els arbres
sense arrels so´n trivalents, e´s a dir, cada node interior esta` contingut en exactament tres
arestes.
(ii) L’evolucio´ de l’espe`cie associada a un node de l’arbre nome´s depe`n de l’espe`cie repre-
sentada en el node immediatament superior.
(iii) Les mutacions/substitucions de nucleo`tids ocorren aleato`riament i la probabilitat que
es produeixi una mutacio´ e´s sempre positiva.
(iv) Les diferents posicions de la cadena d’ADN evolucionen de manera independent i sota
les mateixes probabilitats de mutacio´.
Donat que suposem que totes les posicions del genoma evolucionen sota les mateixes proba-
bilitats i de forma independent, e´s suficient modelar una posicio´, i les hipo`tesis anteriors ens
donen un proce´s de Markov sobre el graf de l’arbre donat.
3Figura 1.1: Els tres possibles arbres de tres fulles amb arrel.
Representarem el model en l’arbre de la mateixa forma que apareix a la figura 1.2. A cada
ve`rtex i li assignem una variable aleato`ria Xi discreta que pren valors en el conjunt dels
4 nucleo`tids, que representem mitjanc¸ant {A,C,G, T}. Podem entendre que cada columna
de l’alineament es correspon a un nombre d’observacions independents del vector aleatori
X = (X1, X2, X3). Normalment, les variables aleato`ries en els nodes interiors so´n “ocultes”
donat que no disposem d’aquestes observacions.
θe1
θe4
θe3
θe2
Figura 1.2: Model estad´ıstic en l’arbre T1 de tres fulles amb arrel.
Seguint un proce´s de Markov, associem una matriu θe a cada branca e. Les entrades de θe
so´n les probabilitats P (x|y, e) de que un nucleo`tid y en el node pare sigui substitu¨ıt per un
nucleo`tid x en el node fill al llarg del proce´s evolutiu representat per la branca e. La longitud
de la branca e representa la dista`ncia evolutiva entre espe`cies, aix´ı doncs a major longitud de
branca e major seran les probabilitats de que es produeixi alguna mutacio´.
A C G T
θe =
A
C
G
T

P (A|A, e) P (C|A, e) P (G|A, e) P (T|A, e)
P (A|C, e) P (C|C, e) P (G|C, e) P (T|C, e)
P (A|G, e) P (C|G, e) P (G|G, e) P (T|G, e)
P (A|T, e) P (C|T, e) P (G|T, e) P (T|T, e)

Aquestes probabilitats so´n per a nosaltres desconegudes i, juntament amb la distribucio´
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piA, piC, piG, piT de nucleo`tids en l’arrel, so´n els para`metres del model. Les matrius θ
e s’anome-
nen matrius de substitucio´ o de transicio´. Segons l’estructura que presentin aquestes matrius
obtenim diferents models (algebraics) d’evolucio´. Per exemple, si no imposem cap restriccio´ en
les entrades de θe, obtenim el model me´s general possible, anomenat model general de Markov
(GMM) ([S94, BH87]) i imposant certes condicions obtenim el model Kimura 3-para`metres
[K81], Kimura 2-para`metres [K80], o de Jukes-Cantor [JC69].
A continuacio´ descrivim la forma de les matrius de transicio´ θ, per a cadascun d’aquests
models.
• Jukes-Cantor
θ =

a b b b
b a b b
b b a b
b b b a
 ,
on a = 1− 3b i b e´s un para`metre lliure del model.
• Kimura 2-para`metres (K2):
θ =

a b c b
b a b c
c b a b
b c b a
 ,
on a = 1− 2b− c i b, c so´n para`metres lliures del model.
• Kimura 3-para`metres (K3):
θ =

a b c d
b a d c
c d a b
d c b a
 ,
on a = 1 − b − c − d i b, c, d so´n para`metres lliures del model. Obtenim el K80 si fem
b = d, i el model de Jukes-Cantor prenent b = c = d.
• General Markov Model (GMM):
θ =

a b c d
e f g h
i j k l
m n o p
 ,
on a = 1 − b − c − d, e = 1 − f − g − h, i = 1 − j − k − l, m = 1 − n − o − p i
b, c, d, f, g, h, j, k, l, n, o, p so´n para`metres lliures del model.
Fixat un model estad´ıstic com els que acabem d’esmentar, tenim que la probabilitat
d’obtenir un alineament donat varia en funcio´ de l’arbre filogene`tic que relaciona les espe`cies
(veure figura 1.1) i entenem que l’arbre correcte e´s aquell que millor s’adequa a l’alineament
5observat, per exemple, que maximitza aquesta probabilitat. L’objectiu de la reconstruccio´
filogene`tica e´s determinar l’arbre correcte per l’alineament donat.
Si denotem pi = (piA, piC, piG, piT) a la distribucio´ de nucleo`tids en l’arrel, considerant el
proce´s de Markov (hipo`tesi (ii)) en l’arbre T de la figura 1.2, la probabilitat pTxyz d’observar els
nucleo`tids x, y, z en les fulles s’expressa en funcio´ de les entrades de les matrius de substitucio´
de la forma segu¨ent:
pTxyz =
∑
xr,x4∈{A,C,G,T}
pixrθ
e1(x1, xr)θ
e4(x4, xr)θ
e2(x2, x4)θ
e3(x3, x4). (1.1)
Aix´ı, sota els models evolutius esmentats, la distribucio´ conjunta en les fulles d’expressa
com a funcio´ polino`mica en els para`metres (vegi’s equacio´ (1.1)). Per aquesta rao´, aquests
models s’anomenen models algebraics.
Per als models considerats aqu´ı, la distribucio´ de nucleo`tids en l’arrel es pot incorporar
en una de les matrius de transicio´. D’altra banda, per a que les entrades de les matrius de
transicio´ siguin identificables (e´s a dir, puguin ser estimades), cal considerar arbres sense arrel
(veure [CH96]). E´s per aixo` que a partir d’ara prescindirem de la distribucio´ de nucleo`tids
en l’arrel i considerarem exclusivament arbres sense arrel. So´n un cas particular de models
estad´ıstics algebraics.
Definicio´ 1.5. Un model estad´ıstic parame`tric e´s un model estad´ıstic algebraic si les dis-
tribucions de probabilitats s’escriuen com a polinomis en els para`metres. Aix´ı, un model
estad´ıstic algebraic d’una variable aleato`ria discreta que pren m estats {1, . . . ,m} es veu com
una aplicacio´ polinomial
f : Rd −→ Rm
Θ = (θ1, . . . , θd) 7→ (f1(Θ), . . . , fm(Θ))
on θ1, . . . , θd so´n els para`metres del model i fi(Θ) e´s la probabilitat d’observar l’estat i sobre
els para`metres Θ = (θ1, . . . , θd).
Permetem que l’aplicacio´ sigui racional en el cas que no ens restringim a para`metres que
sumin 1, i per tant normalitzem l’aplicacio´ dividint per la suma corresponent.
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Cap´ıtol 2
Estimacio´ de para`metres en models
plenament observats
En aquest cap´ıtol introduirem notacio´ i definicions importants com la definicio´ de matriu A
associada a un arbre T (veure definicio´ 2.1) i la de versemblanc¸a per a arbres plenament
observats (veure definicio´ 2.2).
Es donen els estimadors dels para`metres associats a un proce´s de Markov plenament
observat (veure proposicio´ 2.1) i es veuen exemples per a arbres de quatre fulles on es demostra
que aquests so´n els estimadors que maximitzen la versemblanc¸a L(Θ) (veure exemples 2.4
i 2.5). A continuacio´ es calculen expl´ıcitament els estimadors dels para`metres Θ tals que
maximitzen la versemblanc¸a L(Θ) sota un model evolutiu Kimura 3-para`metres (veure 2.3.2)
per a un model plenament observat.
2.1 Breu introduccio´ a la notacio´ i context
Sigui T un arbre amb un conjunt de fulles L(T ), un conjunt de nodes N(T ) enumerats per
{1, . . . , N(T )} i un conjunt d’arestes E(T ) enumerades per {1, . . . , E(T )}.
Suposem un proce´s de Markov al llarg de l’arbre amb variables aleato`ries Xv, v ∈ N(T ),
que prenen valors en un conjunt Σ. Per als models evolutius que considerem en aquest treball
tenim Σ = {A,C,G, T}. En aquest cap´ıtol suposem que tenim un arbre on tots els nodes so´n
observats; e´s a dir, suposarem que els valors de les variables aleato`ries en els nodes interiors
tambe´ so´n observats.
Anomenem conjunt d’estats a Σ× |N(T )|. . . ×Σ, e´s a dir, la col·leccio´ de lletres pertanyents
a l’alfabet corresponents a cada node. Donat aquest proce´s de Markov cada aresta k tindra`
assignada una matriu de transicio´ θk. Denotem per Θ el vector format per totes les entrades
de les matrius de transicio´ Θ = (θ1, . . . , θ|E(T )|) on θk ∈ M|Σ|×|Σ| e´s la matriu de transicio´
associada a l’aresta k. Denotem per Ω al conjunt de totes les matrius de transicio´ tal que la
suma de files de cada matriu e´s igual a 1 i les entrades de les matrius so´n positives; e´s a dir∑
j θ
k
ij = 1 i θ
k
ij > 0.
Quan els nodes interiors so´n observats, la probabilitat conjunta d’observar un conjunt de
nucleo`tids (un possible estat) (xv)v∈N(T ) en els nodes de T e´s,
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P T (xv)v∈N(T ) =
∏
e∈E(T )
θe(xi(e), xf(e)), (2.1)
on i(e) e´s el node inici de l’aresta, f(e) e´s el node final.
Segons l’equacio´ (2.1), el proce´s de Markov en T defineix un model estad´ıstic algebraic
(veure definicio´ 1.5) donat per una aplicacio´ monomial f , (cada coordenada e´s un monomi en
els para`metres) que anomenem model plenament observat sobre T .
f : Rd ⊆ R|Σ|2·|E(T )| −→ R|Σ||N(T )|
Θ 7→ Px0,...,x|N(T )|
(2.2)
on d = nombre de para`metres i m = |Σ||N(T )|, es correspon al nombre d’estats possibles.
Per exemple,
• d = 2 · |E(T )| en el model de Jukes-Cantor.
• d = 3 · |E(T )| en el model de Kimura 2-para`metres.
• d = 4 · |E(T )| en el model de Kimura 3-para`metres.
• d = 16 · |E(T )| en el model general de Markov;
Exemple 2.1. Sigui Σ = {A,C,G, T}, |L(T )| = 3, |N(T )| = 4 i un arbre com el de la figura
2.1 sota un model general de Markov. Sigui d = 42 ·3 i m = 44. On les probabilitats les tenim
donades per Px0x1x2x3 .
X0
X1
X2
X3
θ1
θ3
θ2
Figura 2.1: Arbre de tres fulles.
f : Rd → Rm
θ1AA, . . . , θ
3
TT 7→ (PAAAA, . . . , PTTTT )
2.1. BREU INTRODUCCIO´ A LA NOTACIO´ I CONTEXT 9
on
PAAAA = θ
1
AA · θ2AA · θ3AA
PAAAC = θ
1
AA · θ2AA · θ3AC
...
...
PTTTT = θ
1
TT · θ2TT · θ3TT
Notacio´ 2.1. Si n = (n1, . . . , nd) ∈ Nd e´s un vector de d nombres naturals, denotem per
Θn := θn11 · · · · · θndd .
Si fi(θ) e´s un monomi mo`nic en Θ = (θ1, . . . , θd) aleshores podem escriure fi(θ) com Θ
ai
per algun ai ∈ Nd.
Definicio´ 2.1. Si f : Rd −→ Rm e´s un model estad´ıstic algebraic monomial i mo`nic, e´s a
dir, fi(Θ) = Θ
ai per a certa d-tupla ai, definim la matriu A associada a f com a la matriu
que te´ per columnes els vectors de nombres naturals a1, . . . , am. Si f e´s un model plenament
observat sobre un arbre T com (2.2), diem que la matriu A, corresponent a aquest model
monomial, e´s la matriu associada a l’arbre sota aquest model.
Exemple 2.2. Suposem que tenim un arbre T , amb Σ = {0, 1}, format nome´s per una aresta,
com el de la figura 2.2.
X1 X2
θ
Figura 2.2
La matriu de transicio´ e´s θ =
(
θ00 θ01
θ10 θ11
)
Els estats possibles d’aquest model serien:
Σ× Σ = {00, 01, 10, 11}
I tindr´ıem que P00 = θ00, per tant si posem aquesta probabilitat en funcio´ dels exponents de
tots els para`metres de la matriu de transicio´ θ00, θ01, θ10, θ11 tindr´ıem el vector associat, que
es correspondra` amb la primera columna de la matriu A, donat per: a1 = (1, 0, 0, 0).
La matriu A associada a aquest model seria:
A = (aij) =

f00 f01 f10 f11
θ00 1 0 0 0
θ01 0 1 0 0
θ10 0 0 1 0
θ11 0 0 0 1

I aleshores θa1 = θa1100 · θa2101 · θa3110 · θa4111 = θ100 · θ001 · θ010 · θ011 = θ00.
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De manera que la funcio´ f associada al model vindria donada per l’expressio´:
f : R22·1 −→ R22
θ 7→ (θ00, θ01, θ10, θ11)
De forma ana`loga es pot generalitzar aquesta aplicacio´ per a models plenament observats
sobre n fulles (veure exemple 2.4).
2.2 Versemblanc¸a
Definicio´ 2.2. Donat un model estad´ıstic parame`tric i donades unes dades D observades,
definim la funcio´ de versemblanc¸a, com la funcio´ que assigna a cada conjunt de para`metres
Θ del model la probabilitat d’observar les dades D donats els para`metres Θ:
L(Θ) = Prob(D|Θ).
Definicio´ 2.3. Definim la log-versemblanc¸a per
log (L(Θ)) = log (Prob(D|Θ))
Definicio´ 2.4. Donat un conjunt D de N observacions independents d’una variable aleato`ria
discreta que pren m valors, recollim les dades en un vector uD, de m components, que anomen-
em vector de dades on cada component es correspon al nombre de cops que observem un
determinat estat.
Considerem ara un model estad´ıstic algebraic monomial i mo`nic com en la definicio´ 1.5
sobre una variable aleato`ria discreta que pren valors en el conjunt {1, . . . ,m}. La probabilitat
L(Θ) d’observar un vector de dades uD = (u1, . . . , um), ve donada en funcio´ dels para`metres
del model, per l’expressio´:
L(Θ) =
(
∑m
i=1 ui)!
u1! · · ·um! · P
u1
1 · · ·P umm (2.3)
on Pj = θ
aj i aj es correspon a la columna j-e`ssima de la matriu A = (aij).
L’equacio´ anterior (2.3) es pot reescriure com:
(
∑m
i=1 ui)!
u1! · · ·um! ·
m∏
k=1
(Θak)uk =
(
∑m
i=1 ui)!
u1! · · ·um! ·
m∏
k=1
Θakuk =
=
(
∑m
i=1 ui)!
u1! · · ·um! ·Θ
∑m
k=1 akuk =
(
∑m
i=1 ui)!
u1! · · ·um! ·Θ
A·uD
Si prenem logaritmes obtenim:
log
(
∑m
i=1 ui)!
u1! · · ·um! + (A · uD) log Θ (2.4)
Com que per trobar els estimadors de ma`xima versemblanc¸a, no intervenen les constants
donat que la seva derivada sera` zero, fent servir la notacio´ anterior prendrem
L(θ) = ΘA·uD ,
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Exemple 2.3. Seguint l’exemple 2.1 que es correspon a l’arbre de la figura 2.1, donem
l’expressio´ de la versemblanc¸a associada a aquest model. Donat un vector de dades uD, la
funcio´ de versemblanc¸a e´s L(Θ) = P uAAAAAAAA · · · · ·P uTTTTTTTT = ΘA·uD , on A e´s la matriu associada
a aquest arbre. De manera que
l(Θ) =
∑
A
(A · uD)k,a(log θka), A = {k ∈ E(T ), a ∈ Σ× Σ}.
2.3 Estimacio´ dels para`metres
2.3.1 Estimacio´ dels para`metres per a un model general de Markov plena-
ment observat
Proposicio´ 2.1. Si A e´s la matriu associada a un model general de Markov plenament ob-
servat sobre un arbre T , el ma`xim de la funcio´ de versemblanc¸a
L(Θ) = ΘAuD
s’assoleix en el conjunt de para`metres Ω per:
θˆkij =
(A · uD)k,ij∑
l (A · uD)k,il
.
Aquesta proposicio´ ens permetra` estimar tots els para`metres de les matrius de transicio´.
Veurem que aquest ma`xim e´s global, doncs el teorema de Birch [PS05] (teorema 1.10 a la
pa`gina 14) ens assegura que aquest ma`xim existeix i e´s u´nic en Ω.
Abans de demostrar la proposicio´ en general, la demostrarem pel cas de 3 fulles en els dos
exemples segu¨ents.
Exemple 2.4. 3 fulles i un alfabet binari
Seguint la notacio´ de la figura 2.1, les probabilitats amb les que tractem so´n: Px0,x1,x2,x3 on
xi ∈ {0, 1}. En aquest cas estem tractant amb 3 matrius de transicio´: θ1, θ2, θ3 ∈M2×2.
Recordem que θi =
(
θi00 θ
i
01
θi10 θ
i
11
)
, i ∈ 1, 2, 3.
Constru¨ım la matriu A ∈M12×16 corresponent a aquest arbre i model:
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
P0000 P0001 P0010 P0011 P0100 P0101 P0110 P0111 P1000 . . . P1111
θ100 1 1 1 1 0 0 0 0 0 . . . 0
θ101 0 0 0 0 1 1 1 1 0 . . . 0
θ110 0 0 0 0 0 0 0 0 1 . . . 0
θ111 0 0 0 0 0 0 0 0 0 . . . 1
θ200 1 1 0 0 1 1 0 0 0 . . . 0
θ201 0 0 1 1 0 0 1 1 0 . . . 0
θ210 0 0 0 0 0 0 0 0 1 . . . 0
θ211 0 0 0 0 0 0 0 0 0 . . . 1
θ300 1 0 1 0 1 0 1 0 0 . . . 0
θ301 0 1 0 1 0 1 0 1 0 . . . 0
θ310 0 0 0 0 0 0 0 0 1 . . . 0
θ311 0 0 0 0 0 0 0 0 0 . . . 1

El vector de dades observades uD tindra` 8 components.
Volem veure que el ma`xim de versemblanc¸a s’assoleix per:
θˆkij =
(A · uD)k,ij∑
l∈Σ (A · uD)k,il
on la versemblanc¸a la tenim definida (llevat constants) per
L(Θ) = ΘA·uD
Per tant, si prenen logaritmes obtenim
l(Θ) = (A · uD)1,00(log(θ100)) + (A · uD)1,01(log(θ101)) + (A · uD)1,10(log(θ110)) +
+ (A · uD)1,11(log(θ111)) + · · ·+ (A · uD)3,00(log(θ300)) + (A · uD)3,01(log(θ301)) +
+ (A · uD)3,10(log(θ310)) + (A · uD)3,11(log(θ311))
Que donat que la suma de les columnes de les matrius de transicio´ sumen 1, tambe´ ho podem
escriure de la forma segu¨ent:
l(Θ) = (A · uD)1,00(log(θ100)) + (A · uD)1,01(log(1− θ100)) + (A · uD)1,10(log(θ110)) +
+ (A · uD)1,11(log(1− θ110)) + · · ·+ (A · uD)3,00(log(1− θ300)) +
+ (A · uD)3,01(log(1− θ300)) + (A · uD)3,10(log(θ310)) + (A · uD)3,11(log(1− θ310))
Per tal de trobar que el ma`xim de versemblanc¸a e´s el que hem definit anteriorment i per
poder confirmar que e´s un ma`xim global, caldra` que calculem la jacobiana i veure que en θˆkij
s’anul·la i tambe´ que la hessiana e´s definida negativa.
La jacobiana sera`: (
∂l(Θ)
∂θ100
,
∂l(Θ)
∂θ110
,
∂l(Θ)
∂θ200
,
∂l(Θ)
∂θ210
,
∂l(Θ)
∂θ300
,
∂l(Θ)
∂θ310
)
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on
∂l(Θ)
∂θ100
= (A · uD)1,00 1
θ100
− (A · uD)1,01 1
1− θ100
∂l(Θ)
∂θ110
= (A · uD)1,10 1
θ110
− (A · uD)1,11 1
1− θ110
∂l(Θ)
∂θ200
= (A · uD)1,00 1
θ200
− (A · uD)2,01 1
1− θ200
...
∂l(Θ)
∂θ310
= (A · uD)3,10 1
θ310
− (A · uD)3,11 1
1− θ310
Imposant l’anul·lacio´ de la jacobiana podem a¨ıllar els para`metres:
θ100 =
(A·uD)1,00
(A·uD)1,00+(A·uD)1,01 θ
1
01 = 1− θ100
θ110 =
(A·uD)1,10
(A·uD)1,10+(A·uD)1,11 θ
1
11 = 1− θ110
θ200 =
(A·uD)2,00
(A·uD)2,00+(A·uD)2,01 θ
2
01 = 1− θ200
θ210 =
(A·uD)2,10
(A·uD)2,10+(A·uD)2,11 θ
2
11 = 1− θ210
θ300 =
(A·uD)3,00
(A·uD)3,00+(A·uD)3,01 θ
3
01 = 1− θ300
θ310 =
(A·uD)3,10
(A·uD)3,10+(A·uD)3,11 θ
3
11 = 1− θ310
D’on resulta l’estimador de ma`xima versemblanc¸a proposat, θˆkij .
A continuacio´ veiem que la hessiana e´s definida negativa:
Fent les derivades segones corresponents obtenim la hessiana,
∂2l(Θ)
∂2θ100
∂2l(Θ)
∂θ100∂θ
1
10
. . . ∂
2l(Θ)
∂θ100∂θ
3
10
... ∂
2l(Θ)
∂2θ110
. . .
...
...
. . .
. . .
...
∂2l(Θ)
∂θ310∂θ
1
00
. . . . . . ∂
2l(Θ)
∂2θ310

on
∂2l(Θ)
∂2θi00
= −(A · uD)i,00(θi00)−2 − (A · uD)i,01(1− θi00)−2 < 0, i = 1, 2, 3;
∂2l(Θ)
∂2θi10
= −(A · uD)i,10(θi10)−2 − (A · uD)i,11(1− θi10)−2 < 0, i = 1, 2, 3;
∂2l(Θ)
∂θij∂θ
k
l
= 0, (i, j) 6= (k, l).
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Per tant, tenim una hessiana diagonal amb tots els termes de la diagonal negatius, que
aixo` do´na lloc a una hessiana definida negativa. En conclusio´, θˆkij e´s un ma`xim global.
Exemple 2.5. 3 fulles i un alfabet de 4 elements
Seguin la notacio´ de la figura 2.1, les probabilitats amb les que tractem so´n: Px0,x1,x2,x3
on xi ∈ 0, 1, 2, 3 (canviem {A,C,G, T} per {0, 1, 2, 3}). En aquest cas estem tractant amb 3
matrius de transicio´: θ1, θ2, θ3 ∈ M4×4. Ara tindrem θi =

θi00 θ
i
01 θ
i
02 θ
i
03
θi10 θ
i
11
. . .
...
...
. . .
. . .
...
θi30 . . . . . . θ
i
33
 , i ∈ 1, 2, 3;
on
∑
j θ
k
ij = 1, ∀k.
Volem veure que el ma`xim de versemblanc¸a s’assoleix per:
θˆkij =
(A · uD)k,ij∑
l (A · uD)k,il
on la versemblanc¸a la tenim definida per
L(Θ) = ΘA·uD .
Per tant, si prenen logaritmes obtenim
l(Θ) = (A · uD)1,00(log(θ100)) + (A · uD)1,01(log(θ101)) + (A · uD)1,02(log(θ102)) +
+ (A · uD)1,03(log(θ103)) + · · ·+ (A · uD)3,30(log(θ330)) + (A · uD)3,31(log(θ331)) +
+ (A · uD)3,32(log(θ332)) + (A · uD)3,33(log(θ333))
o be´, si tenim en compte la segu¨ent restriccio´ θki3 = 1− θki0 − θki1 − θki2,
l(Θ) = (A · uD)1,00(log(θ100)) + (A · uD)1,01(log(θ101)) + (A · uD)1,02(log(θ102)) +
+ (A · uD)1,03(log(1− θ100 − θ101 − θ102)) + · · ·+ (A · uD)3,30(log(θ330)) +
+ (A · uD)3,31(log(θ331)) + (A · uD)3,32(log(θ332)) + (A · uD)3,33(log(1− θ330 − θ331 − θ332)).
Per tal de trobar que el ma`xim de versemblanc¸a e´s el que hem definit anteriorment i per
poder confirmar que e´s un ma`xim global, caldra` que calculem la jacobiana i veure que en θˆkij
s’anul·la i tambe´ que la hessiana e´s definida negativa.
La jacobiana sera`:(
∂l(Θ)
∂θ100
,
∂l(Θ)
∂θ101
,
∂l(Θ)
∂θ102
,
∂l(Θ)
∂θ110
, . . . ,
∂l(Θ)
∂θ330
,
∂l(Θ)
∂θ331
,
∂l(Θ)
∂θ332
)
on
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∂l(Θ)
∂θkij
= (A·uD)k,ij 1
θkij
−(A·uD)k,i3 1
1− θki0 − θki1 − θki2
, (k, i, j) ∈ {1, 2, 3}×{0, 1, 2, 3}×{0, 1, 2},
Imposant l’anul·lacio´ de la jacobiana podem a¨ıllar els para`metres, i resolent els sistemes
corresponents, obtenim els para`metres:
θk00 =
(A·uD)k,00
(A·uD)k,00+(A·uD)k,01+(A·uD)k,02+(A·uD)k,03 ,
θk01 =
(A·uD)k,01
(A·uD)k,00+(A·uD)k,01+(A·uD)k,02+(A·uD)k,03 ,
θk02 =
(A·uD)k,02
(A·uD)k,00+(A·uD)k,01+(A·uD)k,02+(A·uD)k,03
D’on resulta l’estimador de ma`xima versemblanc¸a proposat, θˆkij .
A continuacio´ veiem que la hessiana e´s definida negativa. Per fer-ho, calculem tant les
derivades primeres com segones sense tenir en compte les restriccions.
∂l(Θ)
∂θkij
= (A · uD)k,ij 1
θkij
∂2l(Θ)
∂θkij∂θ
k
ij
= −(A · uD)k,ij(θkij)−2
∂2l(Θ)
∂θkij∂θ
l
mn
= 0, ∀(m,n) 6= (i, j)
Obtenim una hessiana amb la segu¨ent forma:
H(Θ) =

−(A · uD)1,00(θ100)−2 0 . . . 0
0 −(A · uD)1,01(θ101)−2 . . . 0
...
. . .
. . .
...
0 . . . . . . −(A · uD)3,33(θ333)−2
 (2.5)
Per tant, tenim una hessiana diagonal amb tots els termes de la diagonal negatius, que
aixo` do´na lloc a una hessiana definida negativa, independentment del punt a triar i indepen-
dentment de la restriccio´ a la varietat θki3 = 1− θki0 − θki1 − θki2. En conclusio´, θˆkij e´s un ma`xim
global.
Demostracio´ de la proposicio´ 2.1 Sigui T un arbre qualsevol evolucionat sota un model
general de Markov, i Σ els estats de les variables en els nodes de l’arbre. Sigui Θ el conjunt
de matrius de transicio´. Considerem la funcio´ de versemblanc¸a L(Θ) = ΘA·uD i la log-
versemblanc¸a l(Θ) =
∑
i,j,k (A · uD)k,ij · (log θkij) on k ∈ {1, . . . , |E(T )|}, i, j ∈ Σ. Sabem que∑
j θ
k
ij = 1. Ara be´, podem expressar la versemblanc¸a de la segu¨ent forma:
l(Θ) =
∑
k
∑
ij
(A · uD)ij · (log θkij), k = 1, . . . , |E(T )|.
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Per tant el problema el podem simplificar a maximitzar
∑
i,j (A · uD)k,ij · (log θkij) fixada la
k i donades les restriccions
∑
j θij = 1. A partir d’ara fixem k i ometem l’´ındex corresponent.
Per resoldre aquest problema de maximitzacio´ farem servir els multiplicadors de Lagrange.
E´s a dir, trobarem els punts cr´ıtics de la funcio´:
∑
i,j
(A · uD)k,ij · (log θkij) +
∑
i∈|Σ|
λi
1−∑
j
θij
.
Imposant que el gradient sigui 0 obtenim:
(A · uD)ij · 1
θij
= λj , ∀i
on i = 0, . . . , |Σ| − 1.
Aleshores,
θij =
(A·uD)ij
λj
=⇒ ∑i θij = ∑i (A·uD)ijλj
λj =
∑
i (A · uD)ij i θij = (A·uD)ij∑
i (A·uD)ij
En conclusio´, l’estimador de ma`xima versemblanc¸a e´s:
θˆkij =
(A · uD)k,ij∑
l (A · uD)k,il
I donat que la Hessiana e´s definida negativa en tot punt (expressio´ similar a (2.5)), aixo`
implica que la funcio´ e´s estrictament co`ncau i per tant obtenim un u´nic ma`xim global.
2.3.2 Estimacio´ dels para`metres per al model Kimura 3 para`metres plena-
ment observat
En aquesta seccio´ cercarem els para`metres que maximitzen la versemblanc¸a en el model de
Kimura 3 para`metres que recordem que les matrius de transicio´ tenen la segu¨ent forma:
δ β α γ
β δ γ α
α γ δ β
γ α β δ

on δ = 1− α− β − γ.
Sigui T un arbre qualsevol, i Σ = {0, 1, 2, 3} un alfabet on cada node pot prendre un dels
seus elements. Sigui θ el conjunt de matrius de transicio´ totes elles pertanyents al model Kimu-
ra 3 para`metres. Considerem la funcio´ de versemblanc¸a L(Θ) = θA·uD i la log-versemblanc¸a
l(Θ) =
∑
i,j,k∈A (A · uD)k,ij · (log θkij) on A =conjunt d’´ındexs corresponents a l’arbre i estats
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a tractar. Sabem que
∑
i θ
k
ij = 1. Ara be´, podem expressar la versemblanc¸a de la segu¨ent
forma:
l(Θ) =
∑
k
∑
ij
(A · uD)ij · (log θkij), k = 1, . . . , |E(T )|.
Per tant el problema el podem simplificar a maximitzar
∑
i,j (A · uD)k,ij · (log θkij) fixada
la k, la qual deixarem de posar, i imposant als para`metres de cada matriu de transicio´ que
compleixin:
θ01 = θ10 = θ23 = θ32
θ02 = θ20 = θ13 = θ31
θ03 = θ30 = θ12 = θ21
θ00 + θ01 + θ02 + θ03 = 1
θ10 + θ11 + θ12 + θ13 = 1
θ20 + θ21 + θ22 + θ23 = 1
θ30 + θ31 + θ32 + θ33 = 1
Obtenim les segu¨ents restriccions:
g0(θ00, θ01, . . . , θ33) = 1− θ00 − θ01 − θ02 − θ03
g1(θ00, θ01, . . . , θ33) = 1− θ10 + θ11 − θ12 − θ13
g2(θ00, θ01, . . . , θ33) = 1− θ20 − θ21 − θ22 − θ23
g3(θ00, θ01, . . . , θ33) = 1− θ30 + θ31 + θ32 + θ33
g4(θ00, θ01, . . . , θ33) = θ01 − θ10
g5(θ00, θ01, . . . , θ33) = θ01 − θ23
g6(θ00, θ01, . . . , θ33) = θ01 − θ32
g7(θ00, θ01, . . . , θ33) = θ02 − θ20
g8(θ00, θ01, . . . , θ33) = θ02 − θ13
g9(θ00, θ01, . . . , θ33) = θ02 − θ31
g10(θ00, θ01, . . . , θ33) = θ03 − θ30
g11(θ00, θ01, . . . , θ33) = θ03 − θ12
g12(θ00, θ01, . . . , θ33) = θ03 − θ21
Per resoldre aquest problema de maximitzacio´ farem servir els multiplicadors de Lagrange,
aplicats a la funcio´ l(Θ). Recordem que a partir d’ara deixarem de posar k la qual esta` fixada.
∇(l(Θ)) =
∑
j
λj · ∇(gj(θ00, θ01, . . . , θ33)), j = 0 . . . 12
e´s a dir, obtenim les segu¨ents equacions (reordenades):
(A · uD)00 1θ00 = −λ0
(A · uD)11 1θ11 = −λ1
(A · uD)22 1θ22 = −λ2
(A · uD)33 1θ33 = −λ3
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
(A · uD)01 1θ01 = −λ0 + λ4 + λ5 + λ6
(A · uD)10 1θ10 = −λ1 − λ4
(A · uD)23 1θ23 = −λ2 − λ5
(A · uD)32 1θ32 = −λ3 − λ6
(A · uD)02 1θ02 = −λ0 + λ7 + λ8 + λ9
(A · uD)13 1θ13 = −λ1 − λ8
(A · uD)20 1θ20 = −λ2 − λ7
(A · uD)31 1θ31 = −λ3 − λ9
(A · uD)03 1θ03 = −λ0 + λ10 + λ11 + λ12
(A · uD)12 1θ12 = −λ1 − λ11
(A · uD)21 1θ21 = −λ2 − λ12
(A · uD)30 1θ30 = −λ3 − λ10
Sumant els grups que hem fet obtenim:
1
θ00
((A · uD)00 + (A · uD)11 + (A · uD)22 + (A · uD)33) = −λ0 − λ1 − λ2 − λ3
1
θ01
((A · uD)01 + (A · uD)10 + (A · uD)23 + (A · uD)32) = −λ0 − λ1 − λ2 − λ3
1
θ02
((A · uD)02 + (A · uD)20 + (A · uD)13 + (A · uD)31) = −λ0 − λ1 − λ2 − λ3
1
θ03
((A · uD)01 + (A · uD)30 + (A · uD)12 + (A · uD)21) = −λ0 − λ1 − λ2 − λ3
Per tal de simplificar operacions definim:
a := (A · uD)00 + (A · uD)11 + (A · uD)22 + (A · uD)33
b := (A · uD)01 + (A · uD)10 + (A · uD)23 + (A · uD)32
c := (A · uD)02 + (A · uD)20 + (A · uD)13 + (A · uD)31
d := (A · uD)01 + (A · uD)30 + (A · uD)12 + (A · uD)21
λ := λ0 + λ1 + λ2 + λ3
De manera que,
θ00 = −a/λ θ01 = −b/λ θ02 = −c/λ θ03 = −d/λ
Tal que si sumem aquestes quatre igualtats obtenim,
− 1
λ
(a+ b+ c+ d) = 1 =⇒ λ = −(a+ b+ c+ d)
θ00 =
a
a+b+c+d θ01 =
b
a+b+c+d
θ02 =
c
a+b+c+d θ03 =
d
a+b+c+d
En conclusio´, donat que la Hessiana e´s definida negativa en tot punt (expressio´ similar a
(2.5)), hem demostrat que:
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Proposicio´ 2.2. L’estimador de ma`xima versemblanc¸a per a un model Kimura 3-para`metres
sobre un arbre filogene`tic amb un vector de dades uD e´s (usant la notacio´ anterior):
θˆkii =
ak
ak + bk + ck + dk
, i = 0 . . . |Σ|
θˆk01 = θˆ
k
10 = θˆ
k
23 = θˆ
k
32 =
bk
ak + bk + ck + dk
θˆk02 = θˆ
k
20 = θˆ
k
13 = θˆ
k
31 =
ck
ak + bk + ck + dk
θˆk03 = θˆ
k
30 = θˆ
k
12 = θˆ
k
21 =
dk
ak + bk + ck + dk
on
ak := (A · uD)k,00 + (A · uD)k,11 + (A · uD)k,22 + (A · uD)k,33
bk := (A · uD)k,01 + (A · uD)k,10 + (A · uD)k,23 + (A · uD)k,32
ck := (A · uD)k,02 + (A · uD)k,20 + (A · uD)k,13 + (A · uD)k,31
dk := (A · uD)k,01 + (A · uD)k,30 + (A · uD)k,12 + (A · uD)k,21
per k = 1 . . . |E(T )|.
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Cap´ıtol 3
Expectation Maximitzation (EM)
A continuacio´ descriurem l’algorisme EM per arbres filogene`tics, que ha estat implementat en
Python per a 4 fulles sota els models Kimura 3-para`metres i model general de Markov. En la
seccio´ 3.2 es pot veure part del codi que conte´ el programa, aix´ı com les variables principals,
funcions principals i cos del programa.
3.1 Introduccio´ a l’algorisme EM
Tot el que hem fet fins ara estem suposant que el model e´s plenament observat, e´s a dir,
coneixem l’estat de tots els nodes de l’arbre, pero` en el problema de reconstruccio´ filogene`tica
nome´s es coneix la separacio´ de les espe`cies en les fulles de l’arbre. D’aquesta forma tindrem
un conjunt de nodes ocults i un altre de nodes observats. En els casos que tractarem els nodes
observats coincidira` amb el nombre de fulles de l’arbre a tractar.
Com s’ha introdu¨ıt anteriorment L(T ) e´s el conjunt de fulles de l’arbre, i definim Int(T )
com el conjunt de nodes interiors.
Notacio´ 3.1. Denotem al conjunt de possibles estats observats (en les fulles) per Sobs que e´s
igual a Sobs = Σ
|L(T )|. Ana`logament denotem per Shid al conjunt de possibles estats en els
nodes interiors, e´s a dir, Shid = Σ
|Int(T )|. Anomenarem m al cardinal de Sobs i h al cardinal
de Shid.
Donat un model estad´ıstic, el qual consisteix en una famı´lia de distribucions de probabil-
itats en un espai d’estats, on una d’elles regeix el proce´s que estem modelitzant, intentarem
trobar la distribucio´ de probabilitat que millor modelitza les dades observades d’aquest model.
En el nostre cas usarem models estad´ıstics parame`trics, els quals poden estar parametritzats
per un nombre finit de para`metres.
Per tal de dur a terme aquest algorisme, caldra` donar un conjunt de mostres obser-
vades (dades) uD, estimarem el conjunt d’estats ocults (si e´s necessari) uhid i el conjunt
de para`metres desconeguts Θ fent u´s de la funcio´ de versemblanc¸a
L(Θ;uD, uhid) = Prob(uD, uhid|Θ),
e´s a dir, prendrem aquells para`metres que ens facin me´s cre¨ıbles els valors observats.
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El model plenament observat vindra` donat per l’aplicacio´ monomial F = (fo,h(Θ)) en els
para`metres Θ (que es corresponen amb les entrades a les matrius de transicio´, veure cap´ıtol 2).
On representa la probabilitat de l’estat o,h, que esta` format per l’estat observat (o ∈ Sobs)
junt amb l’estat ocult (h ∈ Shid). Per tant,
fo,h(Θ) =
∏
e∈E(T )
θekl,
on θkl correspondra` a la posicio´ kl de la matriu de transicio´ de l’aresta e, on k e´s el nucleo`tid
del qual partim en l’aresta e i l el nucleo`tid que es troba al final de l’aresta e. A me´s suposarem
que la suma de les fo,h e´s igual a 1, donat que esta` representant la distribucio´ de tots els estats
(suposant que el model e´s plenament observat) possibles.
Com hem dit, ens referirem a F com el model plenament observat. Per qu¨estions de
notacio´ reanomenem el conjunt Sobs com {1, . . . ,m}.
Considerem l’aplicacio´ lineal ρ tal que:
ρ : Rm×h −→ Rm
G = (go,h) 7−→
(∑
h∈Shid g1h,
∑
h∈Shid g2h, . . . ,
∑
h∈Shid gmh
)
.
Aquesta aplicacio´ representa la marginalitzacio´ sobre les variables aleato`ries del nodes
interiors (Shid).
El Hidden Markov Model, e´s a dir, model observat (parcialment) e´s la composicio´ f =
ρ ◦ F = (f1, . . . , fm) del model plenament observat F i l’aplicacio´ de marginalitzacio´ ρ:
f : Rd −→ Rm
Θ 7−→
(∑
h∈Shid f1h(Θ),
∑
h∈Shid f2h(Θ), . . . ,
∑
h∈Shid fmh(Θ)
)
.
Suposem que uD = (u1, . . . , um) ∈ Nm so´n les dades observades del model f . El nostre
objectiu sera` maximitzar la funcio´ de versemblanc¸a donades aquestes dades. E´s a dir, voldrem
maximitzar:
Lobs(Θ) = f1(Θ)
u1f2(Θ)
u2 · · · fm(Θ)um , Θ ∈ Ω.
Donat que aquesta funcio´ ja no e´s convexa i que no hi ha cap fo´rmula per calcular-ne el
ma`xim global en un conjunt compacte, optem per aplicar un dels me`todes d’aproximacio´ al
ma`xim de versemblanc¸a: l’Expectation Maximitzation (veure [DLR77] [PS05]).
L’algorisme EM, en comptes de maximitzar l’expressio´ anterior directament ho fa a partir
de maximitzar de forma reiterada expressions del tipus,
Lhid(Θ) = f11(Θ)
u11 · · · fmh(Θ)umh , Θ ∈ Ω, (3.1)
corresponent al model plenament observat F . Ja hem vist en el cap´ıtol anterior 2, que per
aquest tipus de funcions s´ı que tenim una manera efectiva de calcular el ma`xim global dins
del conjunt de para`metres.
Per poder maximitzar Lhid(Θ) ens cal estimar l’estat dels nodes ocults, e´s a dir, les dades
ocultes del model. Anomenarem U = (uo,h) ∈ Rm×h a la matriu que conte´ les observacions
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tant dels estats ocults com els dels observats. Tot el que sabem d’aquesta matriu e´s que la
suma de les columnes e´s igual a les dades que coneixem, e´s a dir, ρ(U) = uD.
La idea principal de l’algorisme EM e´s prendre uns para`metres inicials Θ ∈ Ω, a continuacio´
estimar les dades ocultes de U a partir dels para`metres donats, e´s l’anomenat Expectation
Step (Pas E). A continuacio´ cerquem els para`metres que maximitzen 3.1, els quals donat
que estem treballant amb un model plenament observat podem trobar de forma anal´ıtica,
com ja hem vist anteriorment, i a me´s assegurar que so´n el ma`xim global de la funcio´ de
versemblanc¸a a maximitzar. Aquest e´s l’anomenat Maximitzation Step (Pas M). Aix´ı doncs,
reemplacem els para`metres per els nous trobats que maximitzen la versemblanc¸a i tornem a
iterar: E → M → E → M → · · · fins que creguem satisfactori. Es pot veure que a cada pas
la versemblanc¸a augmenta i que la sequ¨e`ncia de para`metres estimats convergeix a un ma`xim
local de Lobs(Θ).
Cal observar que els valors esperats per als para`metres ocults no tenen perque` ser enters.
Recordem que treballarem amb les funcions de log-versemblanc¸a (lobs(Θ) := log(Lobs(Θ)) i
lhid(Θ) := log(Lhid(Θ))).
L’algorisme EM no garanteix trobar un ma`xim global en la funcio´ de versemblanc¸a (Teo-
rema 1.15 de [PS05]):
Teorema 3.1. (cf. [PS05]) El valor de la funcio´ de versemblanc¸a incrementa durant cada
iteracio´ de l’algorisme EM. En altres paraules, si Θ es tria en un conjunt obert Ω abans del
E-step i Θ∗ es calcula en un pas del E-step i un altre pas del M-step, aleshores l(Θ) ≤ l(Θ∗).
Si lobs(Θ) = lobs(Θ
∗) aleshores Θ∗ e´s un punt cr´ıtic de la funcio´ de versemblanc¸a lobs.
Algorisme EM
L’esquema de l’algorisme ve donat per:
• Entrada:
Conjunt de branques, nombre de fulles i nombre de nodes ocults. A partir d’aquestes
dades es construeix la matriu A que representa el model plenament observat amb el que
estem tractant.
En la notacio´ que acabem d’esmentar per a l’algorisme EM, equival a introduir la matriu
de funcions racionals F = (fo,h) ∈ Mm×h(R) que representa el model F plenament
observat.
Passem tambe´ les dades observades uD ∈ Nm.
• Sortida: Proposta de ma`xim de la funcio´ de versemblanc¸a (de la log-versemblanc¸a). I
estimacio´ dels para`metres θˆ ∈ Ω ⊂ Rd per al model observat f .
• Iteracions:
– Pas 0: Seleccionar un llindar ε > 0 i uns para`metres inicials Θ ∈ Ω tals que
fo,h(Θ) > 0 ∀o,h ∈ Sobs × Shid.
– Pas E (Expectation): Definir la matriu de dades ocultes esperades U = (uo,h) ∈
Rm×h per
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uo,h := uo · fo,h(Θ)∑
h∈Shid fo,h(Θ)
=
uo
fo(Θ)
· fo,h(Θ).
Aquesta matriu recull tant les dades observades com les ocultes, de forma que
estem recollint les dades d’un model plenament observat.
– Pas M (Maximitzation): Calcular Θ∗ ∈ Ω que maximitzi la funcio´ de log-versemblanc¸a
lhid(Θ) per al model ocult F = (fo,h).
– Pas 3: Si |lobs(Θ∗)− lobs(Θ)| > ε aleshores fer Θ := Θ∗ i tornar al Pas E.
– Pas 4: Sortida del vector de para`metres θˆ := θ∗ i versemblanc¸a del model amb els
para`metres estimats. I la corresponent distribucio´ de probabilitats pˆ = f(Θˆ) en el
conjunt de tots els possibles estats (ocults i observats).
3.2 Implementacio´ de l’EM per arbres de 4 fulles
L’algorisme EM ha estat aplicat a arbres de 4 fulles amb dos nodes ocults i suposant com a
model evolutiu matrius de transicio´ Kimura 3 para`metres. Hem pogut prendre com a matrius
per a generar dades, matrius que fossin K3 o be´ GMM, i amb uns para`metres raonables o be´
imposant una determinada longitud de branca.
x0 x1
x2
x3
x4
x5
θ02
θ03
θ01
θ14
θ15
Figura 3.1: Arbre de quatre fulles.
Aquest algorisme ha estat programat en Python, aixo` afectara` en el temps d’execucio´,
donat que si el programe´ssim en C o C++, reduir´ıem de forma considerable aquest temps.
S’ha fet servir Python donat que facilita una programacio´ me´s ra`pida.
A continuacio´ es mostra part del codi resumit on es troba l’algorisme EM, tambe´ es troba
la implementacio´ del ca`lcul dels intervals de confianc¸a per als para`metres a estimar i funcions
per generar alineaments i matrius de transicio´ donada la longitud de branca.
Variables principals:
L’algorisme s’implementa de forma similar en el cas de fer servir matrius de transicio´ de
la forma GMM. Podeu trobar l’EM per a GMM en l’annex 8.3.
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# K3, quatre fulles (dos nodes ocults)
# nodes
N=[0,1,2,3,4,5]
Nobs=4 #nombre de nodes observats
Nhid=2 # nombre de nodes ocults
# arestes
#topologia 1
E=[[0 ,1] ,[0 ,2] ,[0 ,3] ,[1 ,4] ,[1 ,5]]
# longitud de branca
a=0.35 # petit 0.1, normal 0.35, gran 0.6 \in (0.01 ,075)
b=0.35
lt=3*a+2*b # longitud total arbre
# Parametre aturada algorisme EM
eps =10**( -3)
# Versemblanca
v
# base (alfabet)
base =[0,1,2,3]
# Parametres reals (amb els quals s’han generat les dades
branques_reals =[a,b,a,b,a] # serveix per mirar despres error en long branca
matrius_reals =[M01 ,M02 ,M03 ,M14 ,M15] # serveix per mirar despres error en
paramatres
# estats observats
xobs =[[]]
for i in range(Nobs):
xobs=multi(xobs ,base)
# estats ocults
xhid =[[]]
for i in range(Nhid):
xhid=multi(xhid ,base)
# estats totals
xtotal =[]
for i in xhid:
for j in xobs:
xtotal.append ((i,j))
# parametres:
# indexs parametres matrius de transicio
trans =[]
for i in range(len(base)):
for j in range(len(base)):
trans.append ((i,j))
# parametres totals (per cada aresta una matriu transicio)
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p=[]
for i in E:
for j in trans:
p.append ((i,j))
# construccio matriu A (model)
# guarda indexs on A es diferent de 0
index =[]
# parametres numerics
param=dict() # es construeix de formes diferents segons es per generar dades
com per inicialitzar els parametres.
# Probabilitats:
# probabilitat de estat total
prob=dict()
# probabilitat d’estats observats
pobs=dict()
Funcions principals:
# calcul de la versemblanca donada l’estimacio dels parametres
def versem(param):
pobs=p_obs(param)
vv=0
for i in xobs:
vv=vv+D[i]*log(pobs[i])
return(vv)
# calcula la probabilitat d’observar uns estats donats uns parametres
def p_obs(param):
# probabilitat de estat total
prob=dict()
for b in xtotal:
c=b[0]+b[1]
prob[b]=1./ len(base)
for i in E:
prob[b]=prob[b]*param [(i,(c[i[0]],c[i[1]]))]
# probabilitat de observades
pobs=dict()
for i in xobs:
pobs[i]=0
for j in xhid:
pobs[i]=pobs[i]+prob[(j,i)]
return(pobs)
# Crea un alineament (mostra) donada una dsitribucio de dades i
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# la longitud de mostra desitjada
def fes_mostra(dist ,N):
uu=[0]* len(dist)
for num in range(N):
r=random.uniform ()
s=0
cops=0
for i in dist:
s=s+i
if (s<=r):
cops =1+ cops
else:
uu[cops ]=1+uu[cops]
break
return(uu)
# Crea matrius K3 amb longitud de branca determinada
def matriu_long_branca(bb):
K=exp(-4*bb)
def p(x):
return(sqrt((x*(x-1) **2+4*K)/x))
def q(x):
return(sqrt((x*(x+1.) **2. -4.*K)/x))
# Cerquem l’arrel real del polinomi q(x):
arr=roots ([1,2,1,-4*K])
for i in arr:
if imag(i) < 10**( -4):
arrel=double(real(i))
# Prenem x1 \in (arrel ,1)
x1=random.uniform(arrel ,1)
# Creem intervals
M=max(1-q(x1), -1+p(x1))
N=min(-x1+p(x1),x1+q(x1))
i_1 =1./2.*( x1+M)
i_2 =1./2.*(1+N)
# Prenem x2 \in (i_1 ,i_2)
x2=random.uniform(i_1 ,i_2)
# Definim x3
x3=K/(x1*x2)
# Parametres K3
b=(1-x1 -x2+x3)/4.
c=(1-x1+x2 -x3)/4.
d=(1+x1 -x2 -x3)/4.
a=1-b-c-d
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# Matriu K3
M=zeros ((4,4))
eps0 =0.01
M[0,0]=M[1,1]=M[2,2]=M[3,3]=a
M[0,3]=M[1,2]=M[2,1]=M[3,0]=d
M[0,1]=M[1,0]=M[2,3]=M[3,2]=b
M[0,2]=M[1,3]=M[2,0]=M[3,1]=c
return(M)
# Crea matrius K3 aleatories amb parametres factibles donat un diccionari buit
def omple_matriu_random_K3(M):
M[(0,3)]=M[(1,2)]=M[(2,1)]=M[(3,0)]= random.uniform (0.03 ,0.15)
M[(0,1)]=M[(1,0)]=M[(2,3)]=M[(3,2)]= random.uniform (0.03 ,0.15)
M[(0,2)]=M[(1,3)]=M[(2,0)]=M[(3,1)]= random.uniform (0.03 ,0.15)
M[(0,0)]=M[(1,1)]=M[(2,2)]=M[(3,3)]=1-M[(1,0)]-M[(2,0)]-M[(3,0)]
return(M)
# Crea matrius aleatories amb parametres factibles (GMM)
def omple_matriu_random(M):
for j in base:
for i in base:
if (i!=j): M[(i,j)]= random.uniform (0.03 ,0.15)
M[(0,0)]=1-M[(0,1)]-M[(0,2)]-M[(0,3)]
M[(1,1)]=1-M[(1,0)]-M[(1,2)]-M[(1,3)]
M[(2,2)]=1-M[(2,0)]-M[(2,1)]-M[(2,3)]
M[(3,3)]=1-M[(3,0)]-M[(3,1)]-M[(3,2)]
return(M)
# Calcul longitud de branca donada una matriu
def long_branch(M):
l= -1./4.* log(linalg.det(M))
return(l)
# Calcul de la variancia
def variancia(N,param_est):
var=dict()
Aprob=dict()
for t in p:
Aprob[t]=0
for s in xtotal:
Aprob[t]= Aprob[t]+A[(t,s)]*prob[s]
for k in p:
var[k]=1./(N*Aprob[k]*( param_est[k])**( -2))
return(var)
# Calcul errors:
#Calcul error branca donats els valors reals , els estimats
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# tambe calcula donat un error epsilon els que estarien per sota d’aquest
error
def err_branca(real , estimat , eps):
c=0
errb=abs(real -estimat)
print errb
if (errb <eps):
c=1
return(c)
#Calcul error parametres donats els valors reals , els estimats (K3). Tambe
calcula donat un error epsilon els que estarien per sota d’aquest error
def err_parametres(reals ,estimats ,eps):
c=0
est=[ estimats [(0 ,1)],estimats [(0 ,2)],estimats [(0 ,3)]] # b, c, d
rea=[ reals [(0 ,1)],reals [(0 ,2)],reals [(0 ,3)]] # b,c,d
errp =[]
for i in range (3):
errp.append(abs(rea[i]-est[i]))
print errp
for i in errp:
if (i<eps):
c=c+1
return(c)
#Calcul error parametres per GMM. Tambe calcula donat un error epsilon els que
estarien per sota d’aquest error
def err_parametres_GMM(reals ,estimats ,eps ,trans):
c=0
errp =[]
for i in trans:
if(trans [0]!= trans [1]):
errp.append(abs(reals[i]-estimats[i]))
print errp
for i in errp:
if (i<eps):
c=c+1
return(c)
# Calcul de l’interval de confianca , donada la confianca i la variancia (K3)
def interval_conf(c,var):
if(c==99):
confian =2.576
if(c==95):
confian =1.96
if(c==90):
confian =1.645
entren =0
for i in E:
print ’(’+str(param[(i,(0,1))]-confian*sqrt(var[(i,(0,1))]))+’,’+str(param
[(i,(0 ,1))]+ confian*sqrt(var[(i,(0 ,1))]))+’)’
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print ’param_real ’+str(m_reals [(i,(0,1))])+’ param_est ’+str(param[(i
,(0 ,1))])
print ’(’+str(param[(i,(0,2))]-confian*sqrt(var[(i,(0,2))]))+’,’+str(param
[(i,(0 ,2))]+ confian*sqrt(var[(i,(0 ,2))]))+’)’
print ’param_real ’+str(m_reals [(i,(0,2))])+’ param_est ’+str(param[(i
,(0 ,2))])
print ’(’+str(param[(i,(0,3))]-confian*sqrt(var[(i,(0,3))]))+’,’+str(param
[(i,(0 ,3))]+ confian*sqrt(var[(i,(0 ,3))]))+’)’
print ’param_real ’+str(m_reals [(i,(0,3))])+’ param_est ’+str(param[(i
,(0 ,3))])
if(param[(i,(0 ,1))]-confian*sqrt(var[(i,(0 ,1))]) < m_reals [(i,(0 ,1))] <
param [(i,(0,1))]+ confian*sqrt(var[(i,(0,1))])):
entren=entren +1
if(param[(i,(0 ,2))]-confian*sqrt(var[(i,(0 ,2))]) < m_reals [(i,(0 ,2))] <
param [(i,(0,2))]+ confian*sqrt(var[(i,(0,2))])):
entren=entren +1
if(param[(i,(0 ,3))]-confian*sqrt(var[(i,(0 ,3))]) < m_reals [(i,(0 ,3))] <
param [(i,(0,3))]+ confian*sqrt(var[(i,(0,3))])):
entren=entren +1
return(entren)
# Calcul interval confianca branca
def interval_conf_branca(c,var ,matrius ,branques):
if(c==99):
confian =2.576
if(c==95):
confian =1.96
if(c==90):
confian =1.645
entren =0
J=0
for i in E:
delta =[ confian*sqrt(var[(i,(0,1))]), confian*sqrt(var[(i,(0,2))]), confian
*sqrt(var[(i,(0,3))])]
b= param [(i,(0,1))]
c= param [(i,(0,2))]
d= param [(i,(0,3))]
d1=-16*b*c-16*b*d-8*c**2 -16*c*d-8*d**2 + 8*b + 12*c + 12*d - 4
d2=-8*b**2 -16*b*c-16*b*d-16*c*d-8*d**2 + 12*b + 8*c + 12*d - 4
d3=-8*b**2 -16*b*c-16*b*d-8*c**2 -16*c*d + 12*b + 12*c + 8*d - 4
d=[d1,d2,d3]
l=long_branch(matrius[J])
plus=0
for i in range (3):
plus=plus+(d[i]**2) *(delta[i]**2)
interval_pos=l+sqrt(plus)
interval_neg=l-sqrt(plus)
print ’(’+str(interval_neg)+’,’+str(interval_pos)+’)’
print ’branca real ’+str(branques[J])+’ branca estimada ’+str(l)+’\n’
if( interval_neg < branques[J]<interval_pos):
entren=entren +1
J=J+1
return(entren)
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# Calcul interval confianca GMM
def interval_conf_GMM(c,var):
if(c==99):
confian =2.576
if(c==95):
confian =1.96
if(c==90):
confian =1.645
entren =0
for i in p:
if(i[1][0]!=i[1][1]):
if(param[i]-confian*sqrt(var[i]) < m_reals[i] < param[i]+ confian*sqrt(
var[i])):
entren=entren +1
return(entren)
# Crea p i la matriu A (varia segons topologia)
def p_i_A(E):
# parametres totals (per cada aresta una matriu transicio)
p=[]
for i in E:
for j in trans:
p.append ((i,j))
# guarda indexs on A es diferent de 0
index =[]
# construccio matriu A (model)
for a in p:
for b in xtotal:
c=b[0]+b[1]
if (a[1] == (c[a[0][0]] ,c[a[0][1]])):
index.append ((a,b))
return(p,index)
# Algorisme EM
# K3
def EM_K3(param):
#Definir epsilon (error)
eps =10**( -3)
v=-1E20
# Bucle
stop=0
itera=0
prob=dict()
pobs=dict()
U=dict()
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AU=dict()
while (stop ==0 and itera <100):
# Probabilitats:
# probabilitat de estat total
for b in xtotal:
c=b[0]+b[1]
#c=[b[0][0] ,b[0][1] ,b[1][0] ,b[1][1] ,b[1][2] ,b[1][3]]
prob[b]=1./ len(base)
for i in E:
prob[b]=prob[b]*param [(i,(c[i[0]],c[i[1]]))]
# probabilitat de observades
for i in xobs:
pobs[i]=0
for j in xhid:
pobs[i]=pobs[i]+prob[(j,i)]
# EXPECTED STEP
for w in xtotal:
if (pobs[w[1]]==0):
U[w]=0
else:
U[w]=D[w[1]]* prob[w] / pobs[w[1]]
# MAXIMITZATION STEP
# calcul de A*u
for t in p:
AU[t]=0
for s in index:
AU[s[0]]= AU[s[0]]+U[s[1]]
# estimador de maxima versemblanca corresponent:
for i in E:
a=AU[((i) ,(0,1))]+AU[((i) ,(1,0))]+AU[((i) ,(2,3))]+AU[((i) ,(3,2))]
b=AU[((i) ,(0,2))]+AU[((i) ,(2,0))]+AU[((i) ,(1,3))]+AU[((i) ,(3,1))]
c=AU[((i) ,(0,3))]+AU[((i) ,(3,0))]+AU[((i) ,(1,2))]+AU[((i) ,(2,1))]
d=AU[((i) ,(0,0))]+AU[((i) ,(1,1))]+AU[((i) ,(2,2))]+AU[((i) ,(3,3))]
for s in trans:
if (s==(0 ,0) or s==(1 ,1) or s==(2 ,2) or s==(3 ,3)):
param[(i,s)]=d/(a+b+c+d)
if (s==(0 ,1) or s==(1 ,0) or s==(2 ,3) or s==(3 ,2)):
param[(i,s)]=a/(a+b+c+d)
if (s==(0 ,2) or s==(2 ,0) or s==(1 ,3) or s==(3 ,1)):
param[(i,s)]=b/(a+b+c+d)
if (s==(0 ,3) or s==(3 ,0) or s==(1 ,2) or s==(2 ,1)):
param[(i,s)]=c/(a+b+c+d)
# calcul de versemblances
v1=v
v=versem(param)
if (abs(v1-v) < eps):
stop=1
itera=itera+1
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if (itera ==100):
print ’la versemblanca no ha convergit ’
print ’versem ’ + str(v)
print ’iteracions ’+ str(itera)
return(v,param)
Programa principal:
Crearem dades segons unes matrius de la forma K3, i segons una topologia i despre´s apli-
carem l’algorisme EM per estimar el conjunt de para`metres donat per les matrius de transicio´,
per finalment obtenir l’estimacio´, veure els errors que cometem i tambe´ veure si encertaria la
topologia amb la qual han estat generades les dades.
# Definim l’arbre en que treballarem (K3 , 4 fulles , 2 ocults , per exemple)
# nodes
N=[0,1,2,3,4,5]
Nobs=4
Nhid=2
# arestes (amb les diferents topologies)
topologia =[0,1,2]
ares =[[(0 ,1) ,(0,2) ,(0,3) ,(1,4) ,(1,5)],[(0,1) ,(0,2) ,(0,4) ,(1,3) ,(1,5)],[(0,1)
,(0,2) ,(0,5) ,(1,3) ,(1,4)]]
# Topologia fixada (per generar dades)
E=ares [0]
# Construim les seguents variables:
# estats observats
xobs
# estats ocults
xhid
# estats totals
xtotal
# parametres:
# transicio: parametres matrius
trans
# parametres totals
p
# construir matriu A (index)
# index
# Generar 5 matrius de transicio amb una determinada longitud de branca
M01=matriu_long_branca(a)
M02=matriu_long_branca(b)
M03=matriu_long_branca(a)
M14=matriu_long_branca(b)
M15=matriu_long_branca(a)
# o be
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# Generar 5 matrius de transicio amb forma K3
M=dict()
M01=omple_matriu_random_K3(M)
...
# associem paramtres amb que es generaran les dades , construim:
param
# Generar dades amb longitud de mostra diferents
# Construim les seguents variables:
DD # diccionari de diccionaris
# prendre el conjunt de dades que ens interessen
D=DD[k]
# inicialitzar param amb matriu random
param=dict()
for i in p:
M=dict()
if (i[0]==E[0]):
M=omple_matriu_random_K3(M)
param[i]=M[i[1]]
if (i[0]==E[1]):
M=omple_matriu_random_K3(M)
param[i]=M[i[1]]
if (i[0]==E[2]):
M=omple_matriu_random_K3(M)
param[i]=M[i[1]]
if (i[0]==E[3]):
M=omple_matriu_random_K3(M)
param[i]=M[i[1]]
if (i[0]==E[4]):
M=omple_matriu_random_K3(M)
param[i]=M[i[1]]
# fer algorisme EM
# imprimim matrius estimades i longitud de branca estimada
# Calcul d’errors:
# Errors branques
branques_ok =0
for i in range(len(E)):
branques_ok=branques_ok + err_branca(branques_reals[i],branques[i],epsilon
)
print branques_ok
# Errors parametres
parametres_ok =0
for i in range(len(E)):
parametres_ok=parametres_ok + err_parametres(matrius_reals[i],Impressio[i
],epsilon)
print parametres_ok
# variancies
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var0=variancia(sum(D.values ()),param).copy()
# Error segons interval (parametres)
print ’Entren segons interval ’ + str(interval_conf (95,var0))
# Error segons interval (branques)
print ’Entren segons interval ’+str(interval_conf_branca (95,var0 ,Impressio ,
branques_reals))
# Test chi2:
execfile("test_chi2_felsestein.py")
# Per comparar versemblanca topologies executem l’algorisme prenent les 3
topologies possibles per un arbre de 4 fulles , i fem:
v,param=EM_K3(param)
if(top ==0):
v0=v
if(top ==1):
v1=v
if(top ==2):
v2=v
if(v0 > v1 and v0 > v2):
OK=1
print ’OK’
else:
OK=0
print ’OJU’
print ’--------------’
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Cap´ıtol 4
Estudi de la precisio´ del me`tode EM
A continuacio´ construirem intervals de confianc¸a per a cada para`metre (veure 4.1). Tambe´
formularem el test χ2 que do´na una idea sobre si estem fent o no una bona aproximacio´ dels
para`metres (veure 4.2).
A partir dels intervals de confianc¸a dels para`metres calcularem els intervals de confianc¸a
per a les longituds de branca un cop donada la forma d’estimar-les (veure 4.3). Tambe´
analitzarem la propagacio´ de l’error en les longituds de branca a partir de l’error come`s en
l’estimacio´ dels para`metres 4.3.2.
4.1 Intervals de confianc¸a
Ens sera` u´til fer el ca`lcul de la varia`ncia dels para`metres per tal de decidir si estem fent unes
bones aproximacions als para`metres reals.
Per fer-ho seguirem el llibre del Felsestein [F04], on ens aproxima la varia`ncia en el cas
d’estimar nome´s un para`metre θ per un valor θˆ, per
Var[θˆ] ≈ − 1[
d2E(logL)
dθ2
] ,
on E(logL) e´s l’esperanc¸a de la log-versemblanc¸a log(Lobs).
En el nostre cas, tenim mu´ltiples para`metres, de forma que estimem la matriu de co-
varia`ncies per:
Var[Θˆ] = V ≈ −C−1
on C e´s una matriu amb entrades
Cij = E
[
∂2 logLobs
∂θi∂θj
]
Donat que l’EM associa a cada estat observat un estat per als nodes ocults, podem escriure
Lhid(Θ;uD) ≈ Lobs(Θ;uD, uhid)
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Amb aquesta aproximacio´,
Cij ≈ E
[
∂2 logLhid
∂θi∂θj
]
En aquest cas la matriu de covaria`ncies sera` fa`cil de calcular donat que hem vist que la hessiana
de la log-versemblanc¸a e´s diagonal pel model plenament observat, amb els para`metres a la
diagonal definits per
∂2l(Θ)
∂θkij∂θ
k
ij
= −(A · uD)k,ij(θkij)−2
Per tant, nome´s ens queda calcular l’esperanc¸a matema`tica d’aquesta expressio´, suposant com
a vector aleatori uD = (u1, . . . , um) i θ
k
ij fixats.
E
[
−(A · uD)k,ij(θkij)−2
]
= −(θkij)−2(A · E[uD])k,ij = −(θkij)−2 ·N(A · f(Θ))k,ij , (4.1)
on f(Θ) = (f1, . . . , fm) recull les probabilitats de cada estat possible en el model, N e´s el
nombre de mostres i que l’esperanc¸a del vector uD e´s la probabilitat de l’estat corresponent
per el nombre de mostres.
Aquestes aproximacions so´n asimpto`tiques i prenen sentit a mesura que augmenta el nom-
bre de mostres.
Sigui θ un para`metre a estimar i θˆ l’estimacio´ d’aquest, i v la seva varia`ncia, trobada a
partir de l’equacio´ (4.1) (per tant
√
v sera` la seva desviacio´ esta`ndard), prenem un 95% de
confianc¸a i sempre suposarem que l’estimador de ma`xima versemblanc¸a es distribueix com
una normal, aleshores l’interval de confianc¸a sera`:
θˆ ± 1.96√v = (θˆ − 1.96√v, θˆ + 1.96√v).
D’aquesta forma podem assegurar que el para`metre real θ0 es troba en aquest interval amb
una probabilitat del 95%. Per tant, si coneixem el para`metre real, podem avaluar si el me`tode
que fem servir per estimar els para`metres e´s eficac¸ o no, doncs podrem acceptar o rebutjar
para`metres com a ben estimats segons el segu¨ent criteri:
Si θ0 ∈ θˆ ± 1.96
√
v, acceptem el para`metre com a ben estimat,
si θ0 /∈ θˆ ± 1.96
√
v, rebutgem el para`metre com a ben estimat.
4.2 Test χ2
Una altra forma de decidir si acceptem els para`metres com a ben estimats o no e´s a partir de
l’aplicacio´ del test χ2.
Cal dir que l’estimacio´ d’un sol para`metre Θˆ mitjanc¸ant el me`tode de ma`xima versem-
blanc¸a tendeix al valor real Θ a mesura que augmentem el nu´mero de mostres. Tambe´ sabem
que l’esperanc¸a de Θˆ = Θ donat que l’estimador de ma`xima versemblanc¸a e´s asimpto`ticament
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no esbiaixat. Denotem per v la varia`ncia de Θˆ. Aleshores podem aproximar per una normal
tipificada la distribucio´ asimpto`tica de Θˆ− E(Θˆ)(= Θˆ−Θ), e´s a dir,
Θˆ−Θ√
v
∼ N (0, 1) (4.2)
Hem dividit per la desviacio´ esta`ndard per tipificar la variable aleato`ria i pel teorema central
del l´ımit podem justificar aquesta aproximacio´.
Suposant que l’aproximacio´ de Θˆ esta` prou a prop del valor real, podem aproximar la
log-versemblanc¸a de Θ al voltant del para`metre Θˆ pel seu desenvolupament de Taylor truncat
en el segon ordre. Si Θˆ e´s un ma`xim de la funcio´ de versemblanc¸a aquest desenvolupament
de Taylor e´s,
l(Θ) ≈ l(Θˆ)− 1
2
(Θ− Θˆ)2
v
(4.3)
ja que el terme de primer ordre sera` zero si Θˆ fos un ma`xim de la funcio´ l(Θ).
Si restem l(Θ) a banda i banda de l’equacio´ 4.3, i reordenem, obtenim:
2(l(Θˆ)− l(Θ)) ∼ (Θ− Θˆ)
2
v
I fent u´s de l’equacio´ 4.2 obtenim que,
2(l(Θˆ)− l(Θ)) ∼ χ21,
on χ21 e´s una distribucio´ chi-quadrat d’1 grau de llibertat.
A partir d’aixo` obtenim un test d’hipo`tesi,{
H0 : l(Θˆ) = l(Θ)
H1 : l(Θˆ) 6= l(Θ)
Si volem un 95% de confianc¸a, rebutgem H0 quan el valor de 2(l(Θˆ)− l(Θ)) esta` per sobre del
valor de la probabilitat acumulada de la distribucio´ χ21, en aquest cas rebutjar´ıem per valors
superiors a 3.8414.
Ara be´, donat que nosaltres ho volem fer per el cas de mu´ltiples para`metres, hem de
fer servir la matriu de covaria`ncies que hem calculat anteriorment. Suposem que tenim p
para`metres, Θ = (θ1, . . . , θp). Aleshores l’aproximacio´ de Taylor de (4.3) al voltant del punt
estimat Θˆ = (θˆ1, . . . , θˆp) e´s,
l(Θ) ≈ l(Θˆ)− 1
2
(Θ− Θˆ)TC(Θ− Θˆ)
I suposant que les distribucions dels para`metres so´n independents entre elles, podem dir que
(Θ− Θˆ)TC(Θ− Θˆ) ∼ χ2p,
on χ2p e´s una distribucio´ chi-quadrat amb p graus de llibertat.
I s’este´n a que
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2(l(Θˆ)− l(Θ)) ∼ χ2p
S’ha pogut comprovar que l’algorisme EM programat satisfa` tant el test χ2 per a la versem-
blanc¸a, com que el para`metre real es trobava en un 95% dels casos dins de l’interval de con-
fianc¸a estimat. Per poder verificar-ho s’han generat 100 alineaments sota un model Kimura
3-para`metres, s’han estimat els corresponents para`metres, s’ha calculat l’interval de confi-
anc¸a per a cada para`metre i hem aplicat el test χ2 per cada alineament. D’aquesta forma
hem obtingut que aproximadament un 95% dels para`metres amb els que s’havien generat
els alineaments es trobaven en l’interval de confianc¸a estimat, i tambe´ hem obtingut que
aproximadament un 95% de vegades el test χ2 era acceptat.
A continuacio´ veiem un exemple de sortida del programa on es veuen els intervals de
confianc¸a estimats per als para`metres i el test χ2 de la versemblanc¸a segons acabem d’explicar.
temps dades0 .04
versem -46357.7736546
iteracions 46
Branques ok: 3
La longitud de les branques es:
[0.34556964491869341 , 0.36170859370805669 , 0.33765127254755528 , 0.34429912541860563 , 0.34587143534407638]
Errors parametres: [0.0012613356156475075 , 0.0025070436531995088 , 0.00088055832486033658]
Errors parametres: [0.0060961987935383571 , 0.008254364386120247 , 0.0081232642967210555]
Errors parametres: [0.002036950753172952 , 0.0044405607910024698 , 0.0081595235925649989]
Errors parametres: [0.0043225087310719418 , 0.00064773728510541737 , 0.0012593938657160797]
Errors parametres: [0.0030731002621085246 , 0.0026493499477554736 , 0.0026896734293533342]
Parametres ok: 15
(0.00606997410174 ,0.0138914832137)
param_real 0.0112420642733 param_est 0.0099807286577
(0.0926052779538 ,0.118052232652)
param_real 0.107835798956 param_est 0.105328755303
(0.137481926007 ,0.168127188017)
param_real 0.151923998687 param_est 0.152804557012
(0.0799015519204 ,0.103652349278)
param_real 0.0856807518056 param_est 0.0917769505992
(0.0347363420523 ,0.0509655671412)
param_real 0.0511053189829 param_est 0.0428509545968
(0.132823455992 ,0.162975592377)
param_real 0.139776259888 param_est 0.147899524185
(0.00785753622719 ,0.0165136254887)
param_real 0.0142225316111 param_est 0.0121855808579
(0.00634439060034 ,0.0143113876129)
param_real 0.00588732831564 param_est 0.0103278891066
(0.209579306542 ,0.247039995725)
param_real 0.236469174726 param_est 0.228309651133
(0.0701951191791 ,0.0925605209663)
param_real 0.0857003288038 param_est 0.0813778200727
(0.0157971581382 ,0.027306327624)
param_real 0.0221994801662 param_est 0.0215517428811
(0.149205493875 ,0.181065250348)
param_real 0.163875978246 param_est 0.165135372112
(0.0446192797169 ,0.0627883398093)
param_real 0.050630709501 param_est 0.0537038097631
(0.0347256703699 ,0.0509523374545)
param_real 0.04548835386 param_est 0.0428390039122
(0.156672577928 ,0.189279758993)
param_real 0.17566584189 param_est 0.17297616846
Entren segons interval 13
Test chi ^2: Acceptem -> els parametres son iguals
epsilon 0.01
--------------
7.91
4.3 Estimacio´ de longituds de branca
Hem vist com estimar els para`metres del model, pero` sovint tenen me´s intere`s les longituds
de branca de l’arbre que no tots els para`metres de les matrius de transicio´. Per aixo`, nosaltres
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tambe´ calcularem la longitud de branca i donarem els corresponents intervals de confianc¸a.
Veurem com la fita usual de propagacio´ de l’error en el ca`lcul de la longitud de branca e´s molt
superior a l’error real.
Recordem que la longitud de branca lb es calcula a partir de la matriu de transicio´ associada
a aquella branca, M segons la fo´rmula segu¨ent:
lb = −1
4
log det(M) (4.4)
4.3.1 Intervals de confianc¸a per a les longituds de branca
Per construir els intervals de confianc¸a per a les longituds de branca ens caldra` suposar que
les estimacions dels para`metres es distribueixen segons normals independents. D’aquesta
manera tindrem que la longitud de branca, tambe´ seguira` una normal d’una certa esperanc¸a
i varia`ncia.
En efecte,
Proposicio´ 4.1. Sigui F (x1, . . . , xn) una funcio´ en les variables x1, . . . , xn, tal que xi ∼
N(µi, σ
2
i ), independents.
Aleshores,
F (x1, . . . , xn) ∼ N
(
F (µ1, . . . , µn),
n∑
i=1
(
∂F
∂xi
∣∣
(µ1,...,µn)
σi
)2)
,
sempre i quan (x1, . . . , xn) sigui prou proper a (µ1, . . . , µn).
Demostracio´ Escrivim la funcio´ F (x1, . . . , xn) com el seu desenvolupament de Taylor en
el punt (µ1, . . . , µn).
F (x1, . . . , xn) ≈ F (µ1, . . . , µn)+ ∂F
∂x1
∣∣∣∣
(µ1,...,µn)
(x1−µ1)+· · ·+ ∂F
∂xn
∣∣∣∣
(µ1,...,µn)
(xn−µn)+. . . (4.5)
Aquesta expressio´ continuaria amb els termes de segon ordre que dependrien de les derivades
creuades i altres termes d’ordre superior, pero` els menysprearem. Aix´ı, donat que sabem que
la suma i resta de normals es distribueix com una normal, F (x1, . . . , xn) tambe´ es pot aproxi-
mar per una normal. Volem trobar els para`metres que defineixen la nostra normal, per fer-ho
cal calcular l’esperanc¸a i la varia`ncia de la nostra funcio´.
Calculem l’esperanc¸a de F (x1, . . . , xn). Si denotem µ = (µ1, . . . , µn), tenim:
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E [F (x1, . . . , xn)] ≈ E
[
F (µ) +
∂F
∂x1
∣∣∣∣
µ
(x1 − µ1) + · · ·+ ∂F
∂xn
∣∣∣∣
µ
(xn − µn)
]
=
= E [F (µ)] + E
[
∂F
∂x1
∣∣∣∣
µ
(x1 − µ1)
]
+ · · ·+ E
[
∂F
∂xn
∣∣∣∣
µ
(xn − µn)
]
+
= F (µ) +
∂F
∂x1
∣∣∣∣
µ
(E [x1]− µ1) + · · ·+ ∂F
∂xn
∣∣∣∣
µ
(E [xn]− µn) '
' F (µ)
Calculem la varia`ncia de F (x1, . . . , xn):
Var [F (x1, . . . , xn)] ≈ Var
[
F (µ) +
∂F
∂x1
∣∣∣∣
µ
(x1 − µ1) + · · ·+ ∂F
∂xn
∣∣∣∣
µ
(xn − µn)
]
=
=
indep. Var [F (µ)] + Var
[
∂F
∂x1
∣∣∣∣
µ
(x1 − µ1)
]
+ · · ·+
+ Var
[
∂F
∂xn
∣∣∣∣
µ
(xn − µn)
]
=
= 0 +
∂F
∂x1
∣∣∣∣2
µ
(Var [x1]− 0) + · · ·+ ∂F
∂xn
∣∣∣∣2
µ
(Var [xn]− 0) '
'
n∑
i=1
∂F
∂xi
∣∣∣∣2
µ
σ2i
Per tant,
F (x1, . . . , xn) ∼ N
(
F (µ),
n∑
i=1
∂F
∂xi
∣∣∣∣2
µ
σ2i
)
A partir de la proposicio´ anterior podem formular com seran els intervals de confianc¸a per
a una funcio´ F (x1, . . . , xn). Sigui α ∈ (0, 1) fixat, i sigui (µi−δi, µi+δi) l’interval de confianc¸a
per a xi amb error de tipus I igual a α. Si suposem normalitat i independe`ncia en les dades,
e´s a dir, xi ∼ N(µi, σ2i ), aleshores es te´ una relacio´ cσi = δi, on c e´s tal que la normal de
mitjana zero i varia`ncia unitat te´ entre −c i c el 1− α de probabilitat.
Aleshores l’interval de confianc¸a per als valors de la funcio´ F (x1, . . . , xn) amb error de
tipus I igual a α, e´s
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F (x1, . . . , xn) ±c
√√√√ n∑
i=1
∂F
∂xi
∣∣∣∣2
µ
σ2i = (4.6)
= F (x1, . . . , xn)± c
√√√√ n∑
i=1
∂F
∂xi
∣∣∣∣2
µ
(
δi
c
)2
= (4.7)
= F (x1, . . . , xn)±
√√√√ n∑
i=1
∂F
∂xi
∣∣∣∣2
µ
(δi)2 (4.8)
D’aquesta forma podem veure que l’interval e´s independent del nivell de confianc¸a 1− α.
Aplicacio´ a la funcio´ de longitud de branca
En el cas del model Kimura 3-para`metres tenim que la longitud de branca nome´s depe`n de
tres para`metres. E´s a dir, la longitud de branca e´s la funcio´:
F (b, c, d) = −1
4
log det(M)
on M e´s la matriu:
M =

1− b− c− d b c d
b 1− b− c− d d c
c d 1− b− c− d b
d c b 1− b− c− d
 .
L’expressio´ del determinant ve donada per
det (M) = −8b2c− 8b2d− 8bc2 − 16bcd− 8bd2 − 8c2d− 8cd2 + 4b2 + 12bc+ 12bd+ 4c2 +
+ 12cd+ 4d2 − 4b− 4c− 4d+ 1
Necessitem calcular les derivades parcials per obtenir l’interval de confianc¸a i aquestes so´n les
segu¨ents:
∂F
∂b
= −16bc− 16bd− 8c2 − 16cd− 8d2 + 8b+ 12c+ 12d− 4
∂F
∂c
= −8b2 − 16bc− 16bd− 16cd− 8d2 + 12b+ 8c+ 12d− 4
∂F
∂d
= −8b2 − 16bc− 16bd− 8c2 − 16cd+ 12b+ 12c+ 8d− 4
A partir d’aqu´ı, donat un interval de confianc¸a per als nostres para`metres, podem calcular
l’interval de confianc¸a corresponent a la seva longitud de branca usant (4.6).
Mostram a continuacio´ una possible sortida del programa on es veuen els intervals de
confianc¸a estimats per a les longituds de branca segons acabem d’explicar.
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(0.0885233601848 ,0.11613583522)
branca real 0.1 branca estimada 0.102329597703
(0.243216821383 ,0.318703767181)
branca real 0.3 branca estimada 0.280960294282
(0.0486727111446 ,0.128486295544)
branca real 0.1 branca estimada 0.0885795033444
(0.292833500499 ,0.348612475419)
branca real 0.3 branca estimada 0.320722987959
(0.082150333453 ,0.111963827723)
branca real 0.1 branca estimada 0.0970570805881
Entren segons interval 5
4.3.2 Propagacio´ de l’error en les longituds de branca
Una altra manera d’avaluar l’error come`s en el ca`lcul de la longitud de branca e´s fitar-ho en
funcio´ de l’error come`s en l’estimacio´ dels para`metres de les matrius de transicio´. Aixo` podem
fer-ho seguint per exemple [ABD91].
Donada una funcio´ f(x1, . . . , xn) que depe`n d’unes dades x1, . . . , xn, la fo´rmula aproximada
de la propagacio´ de l’error absolut ea e´s,
ea(f(x1, . . . , xn)) '
n∑
i=1
∂f
∂xi
ea(xi);
d’on conegudes les fites de ea(xi) podem fitar ea(f(x1, . . . , xn)), obtenint aix´ı la fo´rmula
aproximada de propagacio´ de l’error maximal εa:
εa(y) '
n∑
i=1
∣∣∣∣ ∂f∂xi (x1, . . . , xn)
∣∣∣∣ εa(xi);
fo´rmula que e´s me´s adient quan n, el nombre de variables afectades d’error, no e´s gran.
En el nostre cas, volem estimar la fita de l’error que es comet a l’estimar la longitud de
branca, a partir dels para`metres de les matrius de transicio´ estimats que poden tenir un cert
error.
Per exemple, prenem una matriu del tipus K3,
M =

a b c d
b a d c
c d a b
d c b a
 ,
on a = 1− b− c−d i b, c, d ∈ (0.03, 0.15) i prenem com a error provinent dels para`metres ea =
0.05, es fan simulacions on es calcula la longitud de branca mitjanc¸ant la funcio´ f(b, c, d) =
−14 log det(M) i s’obte´ que la mitjana de l’error absolut en l’estimacio´ de la longitud de branca
de 0.24.
Si prenem com error en els para`metres un ea = 0.01, obtenim una fita de l’error de
l’estimacio´ de la longitud de branca de 0.05. I si prenem com ea = 0.001, obtenim una fita de
ea(f(b, c, d)) = 0.0048. Aix´ı veiem que la propagacio´ de l’error en aquesta funcio´ s’aproxima
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a l’error dels para`metres multiplicant-se per 5. Pero` es pot comprovar que aquestes fites so´n
excessivament altes, donat que l’error real que cometem a l’hora d’estimar les longituds de
branca e´s aproximadament la meitat de la fita estimada.
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Cap´ıtol 5
Tests sobre el me`tode EM
En aquest cap´ıtol s’apliquen diversos tests sobre el me`tode EM segons un model K3 i un
GMM fent servir tres conjunts de dades diferents. Els tests consisteixen en analitzar l’error
en l’estimacio´ dels para`metres i les longituds de branca en funcio´ de la longitud de l’alinea-
ment. Les gra`fiques obtingudes (veure 5.2, 5.3, 5.4 pel model K3, 5.5, 5.6 i 5.7 pel model
GMM), mostren la forma en la que l’error disminueix a mesura que augmenta la longitud de
l’alineament.
5.1 Tests aplicats segons un model K3
En aquesta seccio´ estudiem com millora l’estimacio´ dels para`metres en augmentar la longitud
de la mostra a partir de dades simulades. Per a fer-ho considerem l’arbre T de la figura 5.1 i
fixem unes matrius de transicio´ del model K3 (veure annex 8.1).
x0 x1
x2
x3
x4
x5
θ02
θ03
θ01
θ14
θ15
Figura 5.1
Per cada longitud N ∈ {1000, 2000, . . . , 10000} generem 100 alineaments seguint aquest proce´s
evolutiu. Amb aquests alineaments s’ha executat l’algorisme EM, que pren com a matriu
inicial, una matriu aleato`ria de la forma K3, tal que b, c, d ∈ (0.03, 0.15). Prenem aquest
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interval per tal que la matriu inicial tingui unes entrades raonables.
Repetirem els experiments per a 3 conjunts de matrius de transicio´ que anomenarem
conjunt de dades 1, 2 i 3, respectivament. En l’annex 8.1 es poden veure els 3 conjunts de
matrius de transicio´. El tercer conjunt de para`metres s’usara` per a generar alineaments en
un conjunt de longitud de mostra me´s dens: 1000, 1500, . . . , 10000.
Amb les dades generades i els resultats obtinguts aplicarem un conjunt de tests per veure
com es comporta l’EM en l’estimacio´ dels para`metres com en les longituds de branca.
En la primera figura de cada conjunt de dades veiem representat, per cada longitud d’a-
lineament la mitjana de l’error come`s tant en els para`metres de les matrius de transicio´ com
en les longituds de branca.
Es pot apreciar en les gra`fiques 5.2a, 5.3a i 5.2a, que corresponent als diferents conjunts de
dades que, com era d’esperar, com l’error come`s tant en els para`metres com en les longituds
de branca disminueix a mesura que augmentem la longitud de la mostra.
Prenent logaritmes (en base 10) tant de les longituds dels alineaments com de l’error come`s,
podem veure en les figures 5.2b,5.3b i 5.4c que s’obtenen aproximadament rectes. Fent una
regressio´ lineal (veure annex 8.1) veiem el comportament de l’error (tant en les longituds de
branca com en els para`metres) ve donat, aproximadament, per:
Error =
1√
longitud de mostra
· 10constant
ja que el pendent de la recta de regressio´ e´s aproximadament −12 .
Aquest fet tambe´ ens mostra que l’error que es comet en l’estimacio´ dels para`metres e´s
purament estad´ıstic, e´s a dir, que no influeix en el criteri de parada triat en l’algorisme EM.
Considerem un altre tipus de test. Fixem un error ε per tal de considerar com a bona
l’estimacio´ dels para`metres de l’algorisme EM, i comptem el percentatge de para`metres que
s’estimen be´ i tambe´ el percentatge de longitud de branques ben estimades segons les diferents
longituds dels alineaments. Aquest test ha estat aplicat per a ε des de 0.001 fins a ε = 0.05.
Els valors ε considerats entre aquests dos valors so´n punts equiespaiats. S’han pres aquests
valors per veure l’evolucio´ dels encerts segons la longitud de l’alineament i perque` l’interval
d’errors tant en els para`metres com en les branques esta` contingut en (0.001, 0.05).
S’han calculat els errors comesos, tant en els para`metres estimats, com en les longituds
de branca estimades. I donat un error ε fixat s’ha comptat el percentatge d’encerts per cada
longitud de mostra, es poden veure els resultats obtinguts en les figures 5.2c, 5.3c i 5.2c per
als para`metres estimats i en les figures 5.2d, 5.3d i 5.2d per a les longituds de branca estimades.
Per acabar els tests, s’ha vist quina era la proporcio´ que hi ha entre l’error come`s als
para`metres amb l’error come`s a les longituds de branca. En les gra`fiques 5.2a, 5.3a i 5.2a
podem veure que l’error come`s en les longituds de branca e´s superior a l’error come´s als
para`metres, i la proporcio´ d’aquest e´s aproximadament d’uns 2.5 cops major l’error en les
longituds de branca que l’error en els para`metres. A les gra`fiques 5.2e, 5.3e i 5.2e podem
veure la proporcio´ entre els dos errors.
5.1. TESTS APLICATS SEGONS UN MODEL K3 49
1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Longitud de mostra
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
E
rr
o
r
Error branques
Error parametres
(a)
3.0 3.2 3.4 3.6 3.8 4.0 4.2
log_10(Longitud de mostra)
2.2
2.0
1.8
1.6
1.4
lo
g
_1
0
(E
rr
o
r)
log_10(Error branques)
log_10(Error parametres)
Recta regressio error branques
Recta regressio error param.
(b)
2000 4000 6000 8000 10000 12000 14000
Longitud de mostra
0
20
40
60
80
100
P
e
rc
e
n
ta
tg
e
 e
n
ce
rt
s
Evolucio error de les estimacions de parametres
Error < 0.001
Error < 0.007125
Error <  0.01325
Error < 0.019375
Error < 0.0255
Error < 0.031625
Error < 0.03775
Error < 0.043875
Error < 0.05
(c)
2000 4000 6000 8000 10000 12000 14000
Longitud de mostra
0
20
40
60
80
100
P
e
rc
e
n
ta
tg
e
 e
n
ce
rt
s
Evolucio error de les estimacions de branques
Error < 0.001
Error < 0.007125
Error <  0.01325
Error < 0.019375
Error < 0.0255
Error < 0.031625
Error < 0.03775
Error < 0.043875
Error < 0.05
(d)
1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Longitud de mostra
0.0
0.5
1.0
1.5
2.0
2.5
3.0
E
rr
o
r 
b
ra
n
ca
 /
 E
rr
o
r 
p
a
ra
m
e
tr
e
s
Proporcio errors branques vs parametres
(e)
Figura 5.2: Conjunt de dades 1 sota un K3. 5.2a mostra la disminucio´ de l’error come`s en les
estimacions dels para`metres i les longituds de branca segons la longitud de l’alineament. 5.2b
mostra la recta de regressio´ un cop s’han pres logaritmes. 5.2c i 5.2d mostren el percentatge
d’encerts en els para`metres i branques, respectivament, en funcio´ d’un error fixat ε. 5.2e es
mostra la proporcio´ de l’error de les longituds de branques i para`metres respecte les longituds
dels alineaments.
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Figura 5.3: Conjunt de dades 2 sota un K3. 5.3a mostra la disminucio´ de l’error come`s en les
estimacions dels para`metres i les longituds de branca segons la longitud de l’alineament. 5.3b
mostra la recta de regressio´ un cop s’han pres logaritmes. 5.3c i 5.3d mostren el percentatge
d’encerts en els para`metres i branques, respectivament, en funcio´ d’un error fixat ε. 5.3e es
mostra la proporcio´ de l’error de les longituds de branques i para`metres respecte les longituds
dels alineaments.
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Figura 5.4: Conjunt de dades 3 sota un K3. 5.4a mostra la disminucio´ de l’error come`s en les
estimacions dels para`metres i les longituds de branca segons la longitud de l’alineament. 5.4b
mostra la recta de regressio´ un cop s’han pres logaritmes. 5.4c i 5.4d mostren el percentatge
d’encerts en els para`metres i branques, respectivament, en funcio´ d’un error fixat ε. 5.4e es
mostra la proporcio´ de l’error de les longituds de branques i para`metres respecte les longituds
dels alineaments.
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5.2 Tests aplicats segons un model GMM
De la mateixa forma que hem fet les simulacions en els cap´ıtols anteriors, prendrem ara com
a model en les matrius de transicio´ de l’arbre T amb el qual estem treballant una matriu de
Markov general, e´s a dir, una matriu de la forma:
a b c d
e f g h
i j k l
m n o p

que compleixen que la suma de columnes e´s igual a 1.
Per tant, amb aquest model estem augmentant l’espai de para`metres que ten´ıem prenent
com a matrius de transicio´ de la forma K3. Ara el nombre de para`metres a estimar, passa de
15 (3 per cada aresta) a 60 (12 per cada aresta).
S’han fet els mateixos tests que per al model K3, e´s a dir, per cada longitud N ∈
{1000, 2000, . . . , 10000} generem 100 alineaments seguint aquest proce´s evolutiu (veure annex
8.2). En aquest cas prenem com a matriu inicial, una matriu aleato`ria d’un model gener-
al de Markov, tal que tot els para`metres situats fora de la diagonal es troben en l’interval
(0.03, 0.15). Com hem fet anteriorment repetim els experiments per a 3 conjunts de matrius
de transicio´ que anomenarem conjunt de dades 1, 2 i 3, respectivament. En l’annex 8.2 es po-
den veure els 3 conjunts de matrius de transicio´. El tercer conjunt de para`metres s’usara` per
a generar alineaments en un conjunt de longitud de mostra me´s dens: 1000, 1500, . . . , 10000.
De la mateixa forma que succe¨ıa amb el model K3, es pot apreciar en les gra`fiques 5.5a,
5.6a i 5.7a, com l’error come`s tant en els para`metres com en les longituds de branca disminueix
a mesura que augmentem la longitud de la mostra.
En aquest cas les gra`fiques 5.5a, 5.6a i 5.7a mostren que l’error come´s en les longituds de
branca e´s superior a l’error come´s als para`metres, i la proporcio´ d’aquest e´s aproximadament
d’uns 1.2 cops major l’error en les longituds de branca que l’error en els para`metres. A
les gra`fiques 5.5e, 5.6e i 5.7e podem veure la proporcio´ entre els dos errors. Comentar que
aquesta difere`ncia entre l’error come`s en els para`metres i en les longituds de branca e´s inferior
a l’obtinguda fent servir matrius de transicio´ del tipus K3.
Totes les gra`fiques obtingudes per cada test, sota aquest model, es troben a les figures 5.5,
5.6 i 5.7.
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Figura 5.5: Conjunt de dades 1 sota un GMM. 5.5a mostra la disminucio´ de l’error come`s en les
estimacions dels para`metres i les longituds de branca segons la longitud de l’alineament. 5.5b
mostra la recta de regressio´ un cop s’han pres logaritmes. 5.5c i 5.5d mostren el percentatge
d’encerts en els para`metres i branques, respectivament, en funcio´ d’un error fixat ε. 5.5e es
mostra la proporcio´ de l’error de les longituds de branques i para`metres respecte les longituds
dels alineaments.
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Figura 5.6: Conjunt de dades 2 sota un GMM. 5.6a mostra la disminucio´ de l’error come`s en les
estimacions dels para`metres i les longituds de branca segons la longitud de l’alineament. 5.6b
mostra la recta de regressio´ un cop s’han pres logaritmes. 5.6c i 5.6d mostren el percentatge
d’encerts en els para`metres i branques, respectivament, en funcio´ d’un error fixat ε. 5.6e es
mostra la proporcio´ de l’error de les longituds de branques i para`metres respecte les longituds
dels alineaments.
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Figura 5.7: Conjunt de dades 3 sota un GMM. 5.7a mostra la disminucio´ de l’error come`s en les
estimacions dels para`metres i les longituds de branca segons la longitud de l’alineament. 5.7b
mostra la recta de regressio´ un cop s’han pres logaritmes. 5.7c i 5.7d mostren el percentatge
d’encerts en els para`metres i branques, respectivament, en funcio´ d’un error fixat ε. 5.7e es
mostra la proporcio´ de l’error de les longituds de branques i para`metres respecte les longituds
dels alineaments.
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Cap´ıtol 6
EM per a la reconstruccio´ de la
topologia
En aquest cap´ıtol s’estudia la capacitat de l’algorisme EM en la reconstruccio´ de topologies
d’arbres de 4 fulles. Per fer-ho es simulen dades sota una topologia fixada i es calculen
les versemblances obtingudes sota les tres possibles topologies d’un arbre de quatre fulles.
Els resultats obtinguts es troben a la seccio´ 6.1 on podem trobar gra`fiques que mostren les
difere`ncies entre les versemblances obtingudes amb les tres possibles topologies sota un model
K3 o un model GMM, respectivament.
S’introdueix un me`tode basat en invariants (veure 6.2) per a la reconstruccio´ de topologies
on es fan servir els anomenats invariants filogene`tics (veure definicio´ 6.1).
A partir de dades simulades sota un model evolutiu Kimura 3-para`metres a temps discret
es compara l’efica`cia de la reconstruccio´ de la topologia, segons diferents algorismes per a la
reconstruccio´ (veure figura 6.8). En aquest treball en la seccio´ 6.3 es compara el me`tode EM
programat amb Python (veure cap´ıtol 3), el Neighbor-Joining programat amb Python (veure
seccio´ 6.2.1), un me`tode basat en invariants (veure seccio´ 6.2.2) i un me`tode d’estimacio´ del
ma`xim de versemblanc¸a desenvolupat en el programa PAML que suposa homogene¨ıtat en les
matrius de transicio´ (veure 6.2.3). De la mateixa forma es comparen els temps d’execucio´ de
cada algorisme (veure seccio´ 6.3.1).
6.1 Comparacio´ de versemblances en diferents topologies de 4
espe`cies
En aquesta seccio´ estudiem la capacitat de l’algorisme EM per a discernir entre les tres
topologies sense arrel possibles d’un arbre de quatre espe`cies (veure 6.1). Per aixo` comparem
la versemblanc¸a estimada per cada topologia.
Les gra`fiques que veurem a continuacio´ s’han obtingut mitjanc¸ant el procediment segu¨ent:
• Fixem una determinada topologia d’arbre. Per exemple la primera topologia que apareix
en 6.1.
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Figura 6.1: Les tres possibles topologies per un arbre sense arrel de 4 fulles.
• Per cada longitud l ∈ {1000, 2000, 3000, 5000, 7000, 10000} generem 100 alineaments
sota el model K3 (6.1) o GMM (6.1) seguint l’arbre escollit. Hem pres com a matrius de
transicio´, matrius aleato`ries amb entrades fora de la diagonal que es troben en l’interval
(0.03, 0.15).
• Executem l’algorisme EM amb les tres topologies possibles que pot tenir un arbre de 4
fulles (6.1).
En les figures 6.1 i 6.1 les gra`fiques de l’esquerra mostren la difere`ncia de versemblanc¸a
entre la topologia real amb la que han estat generats els alineaments i les altres dues topolo-
gies possibles. Es pot veure que la versemblanc¸a de les dues topologies diferents de la real
so´n exactament iguals, i a la gra`fica queden solapades. Cada gra`fica conte´ al llarg de l’eix
d’abscisses els 100 experiments realitzats per a cada longitud d’alineament triat.
Les figures de la dreta mostren l’histograma corresponent a les difere`ncies entre versem-
blances dels alineaments. Es pot veure com la mitjana de les difere`ncies entre versemblances
augmenta a mesura que augmentem la longitud de l’alineament. E´s a dir, si tenim un alin-
eament de longitud major, la difere`ncia de versemblanc¸a entre topologies diferents e´s tambe´
major.
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Figura 6.1: Comparacio´ de versemblances sota un model K3. Les figures de l’esquerra mostren
la difere`ncia de versemblanc¸a entre la topologia real amb la que han estat generats els alin-
eaments i les altres dues topologies possibles. Les figures de la dreta mostren l’histograma
corresponent a les difere`ncies entre versemblances dels alineaments.
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Figura 6.1: Comparacio´ de versemblances sota un model GMM. Les figures de l’esquerra
mostren la difere`ncia de versemblanc¸a entre la topologia real amb la que han estat generats els
alineaments i les altres dues topologies possibles. Les figures de la dreta mostren l’histograma
corresponent a les difere`ncies entre versemblances dels alineaments.
6.2. ALTRES ME`TODES DE RECONSTRUCCIO´: INVARIANTS, NJ, ML 63
6.2 Altres me`todes de reconstruccio´: invariants, NJ, ML
6.2.1 Algorisme Neighbor-Joining
A grans trets, l’algorisme Neighbor-Joining estima l’arbre filogene`tic a partir de la dista`ncia
en les fulles fent u´s d’un greedy algorithm, e´s a dir, intenta optimitzar la solucio´ a cada pas.
Hem fet servir la dista`ncia K3 (o tambe´ coneguda per dista`ncia K81 [K81]) entre sequ¨e`ncies,
definida per:
dK81(S, S
′
) = −1
4
[ln (1− 2β − 2γ) + ln (1− 2β − 2δ) + ln (1− 2γ − 2δ)],
on β, γ, δ so´n les frequ¨e`ncies relatives que s’expliquen a continuacio´.
Donades dues sequ¨e`ncies de longitud n, podem construir la matriu de frequ¨e`ncies absolutes
respectiva, 
A C G T
A frAA frAC frAG frAT
C frCA frCC frCG frCT
G frGA frGC frGG frGT
T frTA frTC frTG frTT

Definim
β = frAG+frGA+frCT+frTC4·n
γ = frAC+frCA+frGT+frTG4·n
δ = frAT+frTA+frCG+frGC4·n .
Donat un conjunt de nodes i una me`trica d’arbre (tree metrics) d, definim:
Rm :=
∑
i
d(m, i) ∀m;
Qd(m, s) := (n− 2)d(m, s)−Rm −Rs, ∀m, s.
Amb aquestes definicions l’algorisme e´s:
Entrada:
Matriu de dista`ncies D = (dij) de dimensio´ n, on el conjunt de nodes (espe`cies) e´s:
1, 2, . . . , n.
Sortida:
Arbre filogene`tic amb les corresponents dista`ncies entre nodes.
Recurre`ncia:
• Calcular la matriu Qd
• Trobar l’entrada (x, y) mı´nima de la matriu Qd tal que x 6= y.
• Crear una cirera (x, y) i introduir un nou node v com a pare d’aquests dos nodes.
64 CAPI´TOL 6. EM PER A LA RECONSTRUCCIO´ DE LA TOPOLOGIA
• Afegir les noves arestes v, x amb longitud
d(x, v) :=
1
2
(
d(x, y) +
Rx −Ry
n− 2
)
i l’aresta v, y amb longitud d(y, v) = d(x, y)− d(v, x).
• Canviar el conjunt de nodes per {1, . . . , n} \ {x, y} ∪ {v}.
• Definim les dista`ncies per a cada node k 6= x, y a v per:
d(v, k) :=
1
2
(d(x, k) + d(y, k)− d(x, y)).
• Calcular la nova matriu Qd fent u´s del nou conjunt de nodes i dista`ncies.
• Finalitzar quan el conjunt de nodes e´s igual a dos. Unir aquests dos nodes (i, j) per una
aresta de longitud d(i, j).
E´s conegut que si les dista`ncies provenen d’un arbre (e´s a dir, si satisfan la condicio´ dels
quatre punts [PS05] (seccio´ 2.36)), llavors l’algorisme del Neighbor-Joining recupera l’arbre
correctament.
A l’annex 8.4 es pot trobar la implementacio´ d’aquest algorisme per a un conjunt de fulles
qualsevol.
6.2.2 Algorisme basat en invariants filogene`tics
Hem usat l’algorisme proposat en [CGS05] amb les millores proposades en els articles [CF08]
i [CF11]. Explicarem breument en que` consisteix.
Els invariants d’un model evolutiu so´n relacions polinomials satisfetes per les distribucions
de probabilitat conjuntes en les fulles. Aix´ı, en un model evolutiu a temps discret M sobre
un arbre T ,
ϕMT : Rd −→ R4
n
Θ = (θ1, . . . , θd) 7→ (pTAA...A, pTAA...C, pTAA...G, . . . , pTTT...T), (6.1)
un invariant e´s una relacio´ polino`mica que s’anul·la sobre els punts pT = (pTA...A, . . . , pTT ...T )
que pertanyen a la imatge de ϕMT . Hi ha pero` un tipus especial d’invariants:
Definicio´ 6.1. Sigui M un model evolutiu a temps discret sobre arbres de n fulles. Els
polinomis que s’anul·len sobre qualsevol punt p de Im(ϕMT ) per un arbre T de n fulles,
pero` que no s’anul·len sobre tots els punts de Im(ϕMT ′ ) per algun altre arbre T ′ de n fulles
s’anomenen invariants filogene`tics de T .
En l’article [CF11] es determinen els invariants filogene`tics per a models equivariants, i en
particular per el model Kimura 3-para`metres. D’altra banda, en l’article [CF08] es proposa
no usar tots els invariants del model sino´ aquells que defineixin Im(ϕMT ) en els punts amb
significat biolo`gic. Combinant aquests dos resultats, hem usat una col·leccio´ de 36 invariants
filogene`tics de grau 2 per a arbres de quatre fulles sota el model Kimura 3-para`metres.
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Hem usat l’algorisme proposat a [CGS05] que expliquem a continuacio´:
Siguin T1, T2, T3 les tres topologies d’arbre de quatre fulles sense arrel. A partir d’un
alineament donat estimem pT1 , pT2 , pT3 per les frequ¨e`ncies relatives de les columnes de l’alin-
eament: pˆT1 , pˆT2 , pˆT3 . Si gTi1 , . . . , g
Ti
36 so´n la col·leccio´ de 36 polinomis esmentats anteriorment,
calculem per cada arbre Ti la puntuacio´ si =
∑36
j=1 |gTij (pˆTi)|.
Si l’alineament hague´s estat produ¨ıt sota l’arbre Ti i tingue´s longitud prou gran, tindr´ıem
que si ≈ 0. Ens quedarem amb la topologia d’arbre Ti que tingui la menor puntuacio´ si.
6.2.3 Algorisme ML fent u´s del programa PAML
Usant me`todes nume`rics d’optimitzacio´, el programa PAML [Y97] estima la ma`xima versem-
blanc¸a suposant un model a temps continu amb una matriu de raons de mutacio´ instanta`nia
(rate matrix ) Q constant en tot l’arbre. Heu usat aquest programari sota el model Kimura
3-para`metres.
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6.3 Distincio´ de topologies sobre dades simulades
En aquesta seccio´, a partir d’alineaments generats sobre una topologia d’arbre fixada per a
4 fulles, aplicarem diversos algorismes en la reconstruccio´ de l’arbre i veurem l’efectivitat de
cada algorisme. E´s a dir, mirarem amb quin percentatge l’algorisme corresponent ens retorna
la topologia amb la qual les dades havien estat generades.
Farem comparacio´ d’encerts segons les longituds de branca associades a les arestes de
l’arbre amb el qual s’ha simulat l’alineament. D’aquesta forma, treballarem en un espai
d’arbres que nome´s tindra` dues dimensions ja que fixarem les longituds de branca de l’arbre
en funcio´ de dos valors. Per tal de generar arbres amb una determinada longitud de branca
en cada aresta i seguint un model K3 es fa servir la proposicio´ segu¨ent:
Proposicio´ 6.1. Sigui l ∈ (0.01, 0.75) i K = e−4l. Definim
p(x) =
x(x− 1)2 + 4K
x
q(x) =
x(x+ 1)2 − 4K
x
Sigui x1 ∈ (
√
s, 1), on s e´s l’arrel real positiva de q(x). Definim,
M = max (1−√q(x1),−1 +√p(x1)), N = min (−x1 +√p(x1), x1 +√q(x1)), I1 = 12(x1 +
M), I2 =
1
2(1 +N).
Sigui x2 ∈ (I1, I2) i x3 = Kx1x2 . Per b = 1−x1−x2+x34 , c = 1−x1+x2−x34 , d = 1+x1−x2−x34 i
a = 1− b− c− d,
M =

a b c d
b a d c
c d a b
d c b a

e´s una matriu de transicio´ del model K3 per a una aresta de longitud de branca l.
Aix´ı doncs, hem estudiat el comportament i eficie`ncia d’aquest algorisme en un espai de
para`metres segons un rang de possibles longituds de branca seguint el treball de [H95] la
figura 6.3 que ha estat cedida per M. Casanellas i J. Ferna´ndez Sa´nchez ([CF07]).
Hem pres arbres amb una topologia fixada del tipus que es mostren a la figura 6.2, i amb
longitud de branca a, b ∈ (0.01, 0.75).
Els alineaments en aquest espai d’arbres han estat generats per A. Kedzierska seguint la
proposicio´ 6.1, a qui agra¨ım haver-nos-les proporcionat.
Hem generat dades seguint aquest espai d’arbres 6.3 sota el model K3, per a sequ¨e`ncies
de longitud 300 i 1000. Anomenem D300 i D1000 als conjunts de dades corresponents.
En les gra`fiques de la figura 6.8 podem comparar l’eficie`ncia dels algorismes respecte les
simulacions explicades en aquest cap´ıtol.
Distincio´ de topologies amb l’algorisme EM
Sobre els conjunts de dades D300 i D1000 apliquem l’algorisme EM per a les tres topologies
possibles d’arbres de quatre fulles. Escollim llavors la topologia d’arbre que do´na major
versemblanc¸a per als para`metres estimats.
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Figura 6.2: Arbre de quatre fulles amb longitud de branques fixades.
Figura 6.3: Espai d’arbres de Huelsenbeck.
En l’algorisme EM, en aquest cas tambe´ hem fixat com a para`metre d’aturada en la
difere`ncia de versemblances en l’algorisme EM, un ε = 10−3 o be´ 100 iteracions. El programa
acostuma a finalitzar quan arriba a la iteracio´ 100, en especial a partir de dades de longitud
1000 en endavant.
En la figura 6.4 es poden trobar les gra`fiques representant el percentatge d’encerts d’aquest
algorisme sobre les dades D300 i D1000. Es mostra el percentatge d’encerts mitjanc¸ant un
degradat segmentat en tres trams: 0-33%, 33%-95% i 95%-100% (diferenciats per colors) on
el negre es correspon a un 100% d’encerts.
Distincio´ de topologies amb l’algorisme Neighbor-Joining
Recordem que aquest algorisme va aparellant en cireretes aquelles sequ¨e`ncies que es troben a
una dista`ncia me´s propera [SN87] (veure seccio´ 6.2.1).
I en la figura 6.5 es poden trobar les gra`fiques representant el percentatge d’encerts segons
aquest algorisme sobre les dades D300 i D1000 usant la dista`ncia de Kimura 3-para`metres
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(a) Representacio´ d’encerts fent u´s de l’algorisme EM, amb una longitud de mostra 300.
En blau corba de nivell del 95% i en vermell la corba de nivell del 33% (no apareix),
recordem que el negre representa un 100% d’encerts.
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(b) Representacio´ d’encerts fent u´s de l’algorisme EM, amb una longitud de mostra 1000.
En blau corba de nivell del 95% i en vermell la corba de nivell del 33% (no apareix),
recordem que el negre representa un 100% d’encerts.
Figura 6.4
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(veure seccio´ 6.2.1). De la mateixa forma que amb les gra`fiques de l’EM, es mostra mitjanc¸ant
degradat segmentat en tres trams (diferenciats per colors) el percentatge d’encerts, el negre
es correspon a un 100% d’encerts.
Cal tenir en compte que la dista`ncia Kimura 3-para`metres usada aqu´ı nome´s e´s va`lida
per a un model Kimura 3-para`metres a temps continu. Les nostres dades D300 i D1000 han
estat generades sota el model a temps discret i per tant, so´n dades no homoge`nies. Tal i com
mostra la gra`fica 6.5, l’algorisme de Neighbor-Joining amb dista`ncia Kimura 3-para`metres no
e´s molt eficient sobre les dades D300 i D1000, degut a la no homogene¨ıtat de les dades.
Distincio´ de topologies amb l’algorisme basat en invariants filogene`tics
Per a una explicacio´ detallada del me`tode basat en invariants veure la seccio´ d’invariants
filogene`tics, 6.2.2.
En la figura 6.6 es poden trobar les gra`fiques representant el percentatge d’encerts segons
aquest algorisme sobre les dades D300 i D1000. De la mateixa forma que amb les gra`fiques
esmentades anteriorment, es mostra mitjanc¸ant degradat segmentat en tres trams (diferenciats
per colors) el percentatge d’encerts, el negre es correspon a un 100% d’encerts.
Distincio´ de topologies amb l’algorisme ML fent u´s del programa PAML
S’ha fet servir el programa PAML amb l’algorisme ML (Maximum Likelihood) el qual pren
un model homogeni K3, e´s a dir, considera que totes les matrius de transicio´ de l’arbre tenen
els mateixos para`metres (veure seccio´ 6.2.3).
En la gra`fica 6.7 es poden trobar les gra`fiques corresponents a aquest algorisme.
6.3.1 Comparacio´ de temps de execucio´
Donats una para`metres a i b de longitud de branca, i prenent 100 alineaments que compleixen
que han estat generats segons aquests para`metres de branca executarem cadascun dels algo-
rismes en un mateix ordinador i veurem les difere`ncies de temps d’execucio´ de tots ells. Ho
farem per un cas amb alineaments de longitud 300 i per un altre amb alineaments de longitud
1000.
Taula 6.1
Longitud d’alineament 300 1000
Algorisme Temps (segons)
EM 1146.29 1468.38
NJ 0.19 0.44
Invariants 0.06 0.06
PAML ML 0.09 0.1
El co`mput de temps per a cada algorisme s’ha fet fent servir una CPU Intel(R) Core(TM)2
Duo P8700 a 2.53 GHz. Cal dir que la taula que es mostra a 6.1 els temps reals haurien de
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(a) Representacio´ d’encerts fent u´s de l’algorisme Neighbor-Joining, amb una longitud de
mostra 300.
En blau corba de nivell del 95% i en vermell la corba de nivell del 33%, recordem que el
negre representa un 100% d’encerts.
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(b) Representacio´ d’encerts fent u´s de l’algorisme Neighbor-Joining, amb una longitud de
mostra 1000.
En blau corba de nivell del 95% i en vermell la corba de nivell del 33%, recordem que el
negre representa un 100% d’encerts.
Figura 6.5
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(a) Representacio´ d’encerts fent u´s de l’algorisme d’invariants, amb una longitud de mostra
300.
En blau corba de nivell del 95% i en vermell la corba de nivell del 33%, recordem que el
negre representa un 100% d’encerts.
0.1 0.2 0.3 0.4 0.5 0.6 0.7
a
0.1
0.2
0.3
0.4
0.5
0.6
0.7
b
3
3
.0
0
0
9
5
.0
0
0
Invariants: long. mostra 1000
0
10
20
30
40
50
60
70
80
90
100
(b) Representacio´ d’encerts fent u´s de l’algorisme d’invariants, amb una longitud de mostra
1000.
En blau corba de nivell del 95% i en vermell la corba de nivell del 33%, recordem que el
negre representa un 100% d’encerts.
Figura 6.6
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(a) Representacio´ d’encerts fent u´s de l’algorisme ML fent u´s del programa PAML, amb
una longitud de mostra 300.
En blau corba de nivell del 95% i en vermell la corba de nivell del 33% (no apareix),
recordem que el negre representa un 100% d’encerts.
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(b) Representacio´ d’encerts fent u´s de l’algorisme ML fent u´s del programa PAML, amb
una longitud de mostra 300.
En blau corba de nivell del 95% i en vermell la corba de nivell del 33% (no apareix),
recordem que el negre representa un 100% d’encerts.
Figura 6.7
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ser els valors que es mostren dividits per dos, donat que l’ordinador nome´s fa servir una CPU
a l’hora d’executar un proce´s, per tant si fe´ssim servir les dues tardar´ıem la meitat de temps.
Tant l’algorisme Neighbor-Joining com l’Expectation Maximitzation (EM) funcionen de
forma me´s lenta a la que haurien donat que han estat programats en Python, el mateix codi
passat a C o C++ tardaria menys.
Tot i que es veuen difere`ncies de temps entre les longituds dels alineaments, no e´s cert que
els algorismes depenguin de la longitud. Allo` que provoca l’augment de temps a mesura que
augmenta la longitud e´s la lectura dels alineaments i el ca`lcul de la distribucio´ de les dades.
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(a) Encerts amb l’algorisme EM, amb una longitud de mostra 300 i 1000.
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(b) Encerts amb l’algorisme Neighbor-Joining, amb una longitud de mostra 300 i 1000.
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(c) Encerts amb l’algorisme d’invariants, amb una longitud de mostra 300 i 1000.
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(d) Encerts amb l’algorisme ML del programa PAML, amb una longitud de mostra 300
i 1000.
Figura 6.8
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Conclusions
En aquest treball hem fet un estudi exhaustiu del funcionament del me`tode EM pel model a
temps discret Kimura 3-para`metres i en alguns casos pel GMM sobre arbres de quatre fulles.
Hem avaluat tant la seva efica`cia en l’estimacio´ de para`metres de les matrius de transicio´ com
en l’estimacio´ de la longitud de branques, com tambe´ en la reconstruccio´ de la topologia de
l’arbre. Aix´ı mateix, hem comparat la seva efica`cia en reconstruccio´ filogene`tica amb altres
me`todes (NJ, ML i invariants).
En aquest cap´ıtol presentem les conclusions sobre l’estudi fet i plantegem possibles l´ınies
de treball en el futur.
Primer de tot volem destacar l’alta precisio´ del me`tode EM desenvolupat aqu´ı per a
l’estimacio´ de para`metres en les matrius de transicio´. En efecte, tal i com hem vist a les
figures 5.2c, 5.3c, 5.4c per a sequ¨e`ncies de longitud 1000 l’estimacio´ de para`metres te´ en me´s
d’un 80% dels casos un error inferior a 0.0255 en el model K3 i el mateix es pot veure per al
model GMM en el cas de prendre longitud 4000 en les figures 5.5c, 5.6c, 5.7c.
Com era d’esperar, l’error tant en l’estimacio´ dels para`metres com en l’estimacio´ de longi-
tuds de branques disminueix a mesura que augmenta la longitud de la mostra. Tambe´ a partir
de les gra`fiques 5.2b,5.3b, 5.4c per al model K3 i en 5.5b,5.6b i 5.7c per al model GMM, on
es representen els resultats en escala logar´ıtmica i es cerca la recta de regressio´, podem creure
que els errors so´n nome´s estad´ıstics degut a la finitud de les dades, ja que l’error evoluciona
com 1√
n
que es correspon a la desviacio´ esta`ndard de la mitjana de n variables aleato`ries
independents.
D’altra banda, els nostres resultats proven que el me`tode EM implementat e´s tambe´ molt
eficac¸ per a la reconstruccio´ de la topologia d’arbres de quatre fulles. En efecte, en les gra`fiques
obtingudes en la seccio´ 6.1, es pot veure a partir dels histogrames obtinguts, com la mitjana de
la difere`ncia entre la versemblanc¸a obtinguda en l’algorisme EM per a la topologia amb la que
les dades han estat generades i la mitjana entre les altres dues versemblances corresponents a
les altres topologies possibles en un arbre de 4 fulles, es duplica si dupliquem la longitud de
la mostra. Cal remarcar que la versemblanc¸a que produeixen les dues topologies erro`nies e´s
molt similar, i a les gra`fiques no es poden distingir. Els resultats que acabem de comentar es
poden veure tant si prenem com a model un Kimura 3-para`metres com un model general de
Markov.
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En la comparacio´ del me`tode EM amb altres tres me`todes de reconstruccio´ filogene`tica
feta al cap´ıtol 6 podem concloure que el me`tode EM e´s el que funciona millor 6.8. De
totes maneres cal tenir en compte que les dades usades per a la comparacio´ de la seccio´ 6.3
s’ajusten perfectament al model considerat en la nostra implementacio´ de l’EM i en canvi, en
no ser homoge`nies, no es pot pretendre que algorismes com el Neighbor-Joining amb dista`ncia
Kimura 3-para`metres o ML per a models Kimura 3-para`metres homogenis tinguin e`xit en la
reconstruccio´ filogene`tica amb aquestes dades. Aixo` ens pot donar una idea de que` passa,
pero` amb dades biolo`giques reals, ja que, tot i que s’ha demostrat que en molts conjunts de
dades no es pot suposar homogene¨ıtat (veure el cap´ıtol d’Introduccio´ ), es segueixen usant
me`todes com els esmentats aqu´ı per a la reconstruccio´ filogene`tica de dades homoge`nies. Les
dades usades s´ı que s’adequ¨en al me`tode d’invariants usat aqu´ı, pero` tot i aix´ı veiem que
aquest me`tode te´ un percentatge d’error bastant elevat.
L’a`rea en l’espai de para`metres considerat on els algorismes tendeixen a fallar me´s, es
troba quan prenem longituds de branca a molt petits i longitud de branca b molt grans en un
arbre com el mostrat a la figura 6.2. Aquesta zona e´s coneguda com a la zona de Felsenstein,
i fa que la majoria de me`todes no puguin diferenciar entre les diferents topologies de la figura
7.1, quan a e´s petita i b e´s prou gran.
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Figura 7.1: Forma d’arbre amb confusio´ de topologies.
En especial l’algorisme de Neighbor-Joining te´ per sistema triar en aquesta zona la topolo-
gia que apareix en la figura central de 7.1, simplement degut a l’estructura de l’algorisme i el
sistema d’aparellament d’espe`cies.
El fet de no diferenciar topologies tambe´ ocorre quan els dos para`metres (a, b) so´n als
extrems superiors del rang de valors que poden prendre, e´s a dir, l’arbre te´ longituds de
branca molt grans, aixo` do´na lloc a que sigui dif´ıcil reconstruir la topologia donat que hi ha
hagut moltes mutacions.
Cal remarcar que en aquest treball l’algorisme que necessita me´s temps d’execucio´ amb
difere`ncia e´s l’EM, pero` que es podria reduir de forma considerable si es programe´s en altres
llenguatges de programacio´ de me´s baix nivell com seria el cas de C o C++. Tot i aix´ı
continuaria sent el que requereix me´s temps d’execucio´, temps que augmentaria de forma
exponencial a mesura que augmente´ssim el nombre de fulles de l’arbre.
Per tant l’EM e´s inviable per a un gran nombre de fulles: primer pel cost computacional
que tindria en cada topologia i segon perque` haur´ıem de reco´rrer totes les topologies possibles
(aixo` no e´s possible ni per a n = 20 fulles ja que el nombre de topologies e´s (2n−5)!!). Aquest
problema tambe´ el te´ el me`tode basat en invariants considerat aqu´ı i el me`tode de ma`xima
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versemblanc¸a ML per a models continus. Si volem un me`tode de reconstruccio´ filogene`tica
ra`pid haur´ıem de triar el me`tode de Neighbor-Joining, tot i que no en podem garantir l’efica`cia
en dades no homoge`nies ja que no coneixem cap dista`ncia que tingui en compte aquests models.
L’alta precisio´ del me`tode EM ens fa pensar que pot ser un bon me`tode per a ser usat dins
d’altres me`todes de reconstruccio´ filogene`tica que no necessitin reco´rrer tot l’espai d’arbres,
per exemple me`todes basats en quartets (veure [F04] cap´ıtol 12).
7.1 Futures l´ınies de recerca
Una de les possibles continuacions del treball seria programar l’Expectation Maximitzation en
C o C++, reduint aix´ı el temps d’execucio´, i el mateix es podria fer pel me`tode dels invariants.
Reduir el temps d’execucio´ de l’EM tambe´ ens permetria fer me´s tests sobre aquest algo-
risme, ja que ara es veuen dificultats per l’elevat temps d’execucio´.
Ens ha quedat pendent la implementacio´ del me`tode EM per a quatre fulles sota altres
models evolutius com els mencionats a la seccio´ 1. Tambe´ ens hague´s agradat poder-ho
comparar amb un me`tode de ML basat en models a temps continu pero` que permeti diferents
matrius de raons de mutacio´ en diferents llinatges de l’arbre.
D’altra banda caldria implementar el me`tode EM per a me´s fulles (tot i que com hem
dit abans hi ha una limitacio´ en el nombre de fulles). En augmentar el nombre de fulles n,
augmenta el nombre de para`metres a estimar per l’EM (en el cas Kimura 3-para`metres el
nombre de para`metres e´s 3(2n − 3)) i per tant l’efica`cia del me`tode pot veure’s clarament
redu¨ıda. Per exemple, per a n = 6 o 7 fulles seria molt interessant comparar l’efica`cia d’algun
me`tode basat en invariants, ja que podria ser que aquests u´ltims funcionessin ja millor en
aquest cas. Tambe´ seria bo comparar-ho amb el me`tode de Neighbor-Joining per estudiar el
fenomen de long branch attraction on aquest u´ltim me`tode te´ tende`ncia a fallar. Si arribem a
implementar-ho per a un nombre arbitrari de fulles, la nostra intencio´ e´s posar-ho a la lliure
disposicio´ de la comunitat cient´ıfica.
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Annex
8.1 Matrius usades per la generacio´ d’alineaments segons un
model K3
A les proves 5.1 s’han fet servir les matrius segu¨ents per a generar els alineaments:
Conjunt de dades 1:
M01 =

0.65123519 0.14192173 0.09807753 0.10876554
0.14192173 0.65123519 0.10876554 0.09807753
0.09807753 0.10876554 0.65123519 0.14192173
0.10876554 0.09807753 0.14192173 0.65123519

M02 =

0.72870657 0.03414176 0.12697953 0.11017213
0.03414176 0.72870657 0.11017213 0.12697953
0.12697953 0.11017213 0.72870657 0.03414176
0.11017213 0.12697953 0.03414176 0.72870657

M03 =

0.70644843 0.03115333 0.11357602 0.14882223
0.03115333 0.70644843 0.14882223 0.11357602
0.11357602 0.14882223 0.70644843 0.03115333
0.14882223 0.11357602 0.03115333 0.70644843

M14 =

0.63823085 0.10664393 0.1296957 0.12542952
0.10664393 0.63823085 0.12542952 0.1296957
0.1296957 0.12542952 0.63823085 0.10664393
0.12542952 0.1296957 0.10664393 0.63823085

M15 =

0.62120857 0.11733119 0.14056631 0.12089393
0.11733119 0.62120857 0.12089393 0.14056631
0.14056631 0.12089393 0.62120857 0.11733119
0.12089393 0.14056631 0.11733119 0.62120857

Amb longituds de branca corresponents:
lbM01 = 0.47093094327414292 lbM02 = 0.34313905907847353
lbM03 = 0.38298776108473337 lbM14 = 0.40961470873413841
lbM15 = 0.30879193756928941
Coeficients de la recta de regressio´ de l’error come`s en les longituds de branca com en els
para`metres, respectivament:
−0.52135418 log (longitud de mostra) + 0.01514054 = log (error branques)
−0.51250264 log (longitud de mostra)− 0.06856493 = log (error para`metres)
Conjunt de dades 2:
M01 =

0.60348764 0.14230062 0.10783764 0.14637409
0.14230062 0.60348764 0.14637409 0.10783764
0.10783764 0.14637409 0.60348764 0.14230062
0.14637409 0.10783764 0.14230062 0.60348764
 M02 =

0.63112095 0.09808301 0.13019206 0.14060398
0.09808301 0.63112095 0.14060398 0.13019206
0.13019206 0.14060398 0.63112095 0.09808301
0.14060398 0.13019206 0.09808301 0.63112095

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M03 =

0.71408673 0.04552818 0.14058073 0.09980437
0.04552818 0.71408673 0.09980437 0.14058073
0.14058073 0.09980437 0.71408673 0.04552818
0.09980437 0.14058073 0.04552818 0.71408673

M14 =

0.77342849 0.04253092 0.12004015 0.06400044
0.04253092 0.77342849 0.06400044 0.12004015
0.12004015 0.06400044 0.77342849 0.04253092
0.06400044 0.12004015 0.04253092 0.77342849

M15 =

0.77726793 0.05551054 0.05047201 0.11674952
0.05551054 0.77726793 0.11674952 0.05047201
0.05047201 0.11674952 0.77726793 0.05551054
0.11674952 0.05047201 0.05551054 0.77726793

Amb longituds de branca corresponents:
lbM01 = 0.56626189108555314 lbM02 = 0.50967570457079869
lbM03 = 0.36609955326762184 lbM14 = 0.27296356001483485
lbM15 = 0.26693291313922274
Coeficients de la recta de regressio´ de l’error come`s en les longituds de branca com en els
para`metres, respectivament:
−0.48327211 log (longitud de mostra)− 0.00427909 = log (error branques)
−0.46724592 log (longitud de mostra)− 0.44996846 = log (error para`metres)
Conjunt de dades 3:
M01 =

0.6946206 0.08701129 0.11868038 0.09968773
0.08701129 0.6946206 0.09968773 0.11868038]
0.11868038 0.09968773 0.6946206 0.08701129
0.09968773 0.11868038 0.08701129 0.6946206

M02 =

0.63864536 0.0920029 0.12052067 0.14883106
0.0920029 0.63864536 0.14883106 0.12052067
0.12052067 0.14883106 0.63864536 0.0920029
0.14883106 0.12052067 0.0920029 0.63864536

M03 =

0.62093088 0.12841339 0.10688391 0.14377183
0.12841339 0.62093088 0.14377183 0.10688391
0.10688391 0.14377183 0.62093088 0.12841339
0.14377183 0.10688391 0.12841339 0.62093088

M14 =

0.73185144 0.06889796 0.1371541 0.0620965
0.06889796 0.73185144 0.0620965 0.1371541
0.1371541 0.0620965 0.73185144 0.06889796
0.0620965 0.1371541 0.06889796 0.73185144

M15 =

0.66020947 0.09150505 0.10297524 0.14531024
0.09150505 0.66020947 0.14531024 0.10297524
0.10297524 0.14531024 0.66020947 0.09150505
0.14531024 0.10297524 0.09150505 0.66020947

Amb longituds de branca corresponents:
lbM01 = 0.39285778110434055 lbM02 = 0.49608015525933524
lbM03 = 0.52946237360698223 lbM14 = 0.33583314390318453
lbM15 = 0.45516457051423576
Coeficients de la recta de regressio´ de l’error come`s en les longituds de branca com en els
para`metres, respectivament:
−0.50026877 log (longitud de mostra)− 0.05217286 = log (error branques)
−0.50909636 log (longitud de mostra)− 0.07195549 = log (error para`metres)
8.2 Matrius usades per la generacio´ d’alineaments segons un
model general de Markov
A les proves 5.2 s’han fet servir les matrius segu¨ents per a generar els alineaments:
Conjunt de dades 1:
8.2. MATRIUS PER GENERAR ALINEAMENTS SEGONS UN GMM 81
M01 =

0.78607709 0.08452825 0.0768965 0.05249816
0.04748462 0.79284056 0.09900729 0.06066754
0.13259403 0.06083626 0.67651012 0.13005959
0.0660222 0.12389369 0.11815856 0.69192554

M02 =

0.76500522 0.13152812 0.05906253 0.04440413
0.12330468 0.6919398 0.06027789 0.12447763
0.05184031 0.12311764 0.70176237 0.12327968
0.04983796 0.07190958 0.04045921 0.83779325

M03 =

0.6925822 0.08828821 0.11046381 0.10866578
0.03671983 0.73265151 0.08431132 0.14631734
0.08277697 0.0479279 0.82498186 0.04431328
0.05779266 0.08591032 0.04806543 0.80823158

M14 =

0.7102823 0.14435579 0.06825724 0.07710468
0.09874125 0.63887374 0.14679418 0.11559083
0.04013824 0.07006412 0.78309962 0.10669802
0.11043035 0.12519422 0.14425392 0.62012151

M15 =

0.71171354 0.08166501 0.07728262 0.12933883
0.07321484 0.77203433 0.0947957 0.05995514
0.12527149 0.06993018 0.71465811 0.09014022
0.08903639 0.0645827 0.0533023 0.7930786

Amb longituds de branca corresponents:
lbM01 = 0.32778894078354021 lbM02 = 0.30975710105877002
lbM03 = 0.2857072854762992 lbM14 = 0.40961470873413841
lbM15 = 0.30879193756928941
Coeficients de la recta de regressio´ de l’error come`s en les longituds de branca com en els
para`metres, respectivament:
−0.52135418 log (longitud de mostra) + 0.01514054 = log (error branques)
−0.51250264 log (longitud de mostra)− 0.06856493 = log (error para`metres)
Conjunt de dades 2:
M01 =

0.83501622 0.03811753 0.06105932 0.06580693
0.0608644 0.78797977 0.05477892 0.09637691
0.04804173 0.12794809 0.74120303 0.08280714
0.08053553 0.14724342 0.12478095 0.64744011

M02 =

0.82947567 0.03017953 0.10231934 0.03802546
0.03137802 0.74642138 0.07642704 0.14577356
0.10326946 0.12725806 0.63398302 0.13548946
0.12212608 0.08140435 0.04580564 0.75066392

M03 =

0.61033444 0.14057433 0.10421684 0.14487439
0.04241693 0.77861852 0.08204141 0.09692315
0.10291265 0.10547247 0.68323609 0.10837879
0.10602168 0.11531505 0.13026604 0.64839722

M14 =

0.70603979 0.12530237 0.04010559 0.12855226
0.10268361 0.7676731 0.06350387 0.06613942
0.13797298 0.11525276 0.68113098 0.06564328
0.06908882 0.0590617 0.10890261 0.76294687

M15 =

0.64923123 0.09162013 0.11204806 0.14710058
0.06533443 0.81425794 0.03295781 0.08744982
0.11415409 0.12394775 0.6281654 0.13373275
0.14346183 0.10155492 0.11702381 0.63795944

Amb longituds de branca corresponents:
lbM01 = 0.30600022682278649 lbM02 = 0.32415538476757033
lbM03 = 0.42109677010082874 lbM14 = 0.33518855690566152
lbM15 = 0.42227795686838876
Coeficients de la recta de regressio´ de l’error come`s en les longituds de branca com en els
para`metres, respectivament:
−0.50865681 log (longitud de mostra) + 0.01738659 = log (error branques)
−0.51219321 log (longitud de mostra)− 0.03250903 = log (error para`metres)
Conjunt de dades 3:
M01 =

0.75516484 0.03141733 0.14182535 0.07159249
0.12633552 0.72018976 0.11367776 0.03979697
0.12303177 0.1345148 0.63799592 0.10445752
0.11802446 0.03351567 0.09183789 0.75662198
 M02 =

0.77418251 0.04902223 0.07527537 0.10151988
0.0724539 0.75131302 0.12982714 0.04640594
0.07798528 0.07139606 0.70261861 0.14800005
0.0646645 0.11181157 0.09539092 0.72813301

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M03 =

0.70067492 0.12602579 0.07226271 0.10103658
0.10091018 0.72217119 0.06797815 0.10894048
0.12975223 0.08301776 0.7547427 0.03248731
0.05772139 0.08200392 0.12660468 0.73367002

M14 =

0.83919389 0.03228327 0.04541515 0.08310769
0.12097383 0.66079569 0.09448268 0.1237478
0.12081769 0.12533186 0.6514511 0.10239935
0.03410023 0.03279106 0.13983184 0.79327687

M15 =

0.71935729 0.05945507 0.11343132 0.10775632
0.13703871 0.66142098 0.10649429 0.09504602
0.05991325 0.03832099 0.85449866 0.04726709
0.14033576 0.06034789 0.11577151 0.68354484

Amb longituds de branca corresponents:
lbM01 = 0.35947865293123787 0.3209746048038784
lbM03 = 0.33705537570648325 0.33063086339685327
lbM15 = 0.33979833560228856
Coeficients de la recta de regressio´ de l’error come`s en les longituds de branca com en els
para`metres, respectivament:
−0.50026877 log (longitud de mostra)− 0.05217286 = log (error branques)
−0.50909636 log (longitud de mostra)− 0.07195549 = log (error para`metres)
8.3 Implementacio´ de l’algorisme Expectation-Maximitzation
per a matrius de la forma GMM
# Algorisme EM
# GMM
# Definir epsilon (error)
eps =10**( -6)
v=-1E20
# Bucle
stop=0
itera=0
while (stop ==0 and itera <100):
# Probabilitats:
# probabilitat de estat total
prob=dict()
for b in xtotal:
c=b[0]+b[1]
prob[b]=1./ len(base)
for i in E:
prob[b]=prob[b]*param [(i,(c[i[0]],c[i[1]]))]
# probabilitat de observades
pobs=dict()
for i in xobs:
pobs[i]=0
for j in xhid:
pobs[i]=pobs[i]+prob[(j,i)]
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# EXPECTED STEP
U=dict()
for w in xtotal:
U[w]=D[w[1]]* prob[w] / pobs[w[1]]
# MAXIMITZATION STEP
# calcul de A*u
AU=dict()
for t in p:
AU[t]=0
for s in index:
AU[s[0]]=AU[s[0]]+U[s[1]]
# estimador de maxima versemblanca corresponent:
for i in E:
for s in trans:
den=0
for j in range (4):
den=den+AU[(i,(s[0],j))]
param[(i,s)]=AU[(i,s)]/den
# calcul de versemblances
v1=v
v=versem(param)
if (abs(v1-v) < eps):
stop=1
itera=itera+1
if (itera ==100):
print ’la versemblanca no ha convergit ’
print ’versem ’ + str(v)
print ’iteracions ’+ str(itera)
8.4 Implementacio´ de l’algorisme de Neighbor-Joining
Definim el conjunt de nodes:
# Definir noms nodes (estem top 0)
L=[2,3,4,5]
Funcions principals:
def compseq2(sequ1 ,sequ2):
"""
Calcula la matriu (4x4) de frequencies (de nucleotids) a partir de dues
sequencies
donades de la mateixa longitud , la matriu te l’ordre files i columnes A,C,
G,T
"""
s1len=len(sequ1)
F=zeros ((4,4))
base=[’A’, ’C’, ’G’, ’T’]
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dd=dict()
for i in base:
for j in base:
dd[(i,j)]=0
for i in range(s1len):
dd[( sequ1[i],sequ2[i])]=dd[(sequ1[i],sequ2[i])]+1
for i in range(len(base)):
for j in range(len(base)):
F[i,j]=dd[(base[i],base[j])]
return(F)
def qq(F):
"""
Donada una matriu de distancies retorna la matriu Q
i el vector R, usats per fer servir l’algorisme de
Neighbor -Joining.
"""
n = size(F,0)
R=sum(F,0)
Q=zeros((n,n)) #matrix(RR ,n)
for i in range(n):
for j in range(n):
Q[i,j]=(n-2)*F[i,j]-R[i]-R[j]
return(Q,R)
def distK3(F,longitud):
"""
A partir d’una matriu de frequencies calcula la distancia K3
"""
beta=(F[0 ,2]+F[2 ,0]+F[1 ,3]+F[3 ,1]) /(4.0* longitud)
gamma =(F[0,1]+F[1,0]+F[3,2]+F[2,3]) /(4.0* longitud)
delta =(F[0,3]+F[3,0]+F[2,1]+F[1,2]) /(4.0* longitud)
d= -(1./4)*(log(1-2*beta -2* gamma)+log(1-2*beta -2* delta)+log(1-2*gamma -2*
delta))
return(d)
# N-J (general) [en aquest cas es fa servir per 4 fulles , si canviem nombre
nodes caldria canviar les condicions per retornar si encerta o no la
topologia que volguem]
# Retorna si ha encertat la top0 o no en la reconstruccio
def neighbor_joining(L_prima ,sequencies ,longitud):
#copiem L per no perdre -la
L=list(L_prima)
# calculem les distancies
d=dict()
for i in L:
for j in L:
if(i<j) :
d[(i,j)]=d[(j,i)]= distK3(compseq2(sequencies[L.index(i)],
sequencies[L.index(j)]),longitud)
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k=1
pare=dict()
# fem matriu distancies
D=zeros ((len(L),len(L))) #matrix(RR,len(L))
for i in range(len(L)):
for j in range(len(L)):
if (i!=j):
D[i,j]=d[L[i],L[j]]
else :
D[i,j]=0
# Calcul de Q
[Q,R]=qq(D)
# trobem min de Q
m=[inf ,(0,0)] # min , posicio
for i in range(len(L)):
for j in range(len(L)):
if(i!=j and m[0] > Q[i,j]):
m=[Q[i,j],(i,j)]
# creem nova cirera
x=L[m[1][0]]
y=L[m[1][1]]
nova=’nova’+str(k)
pare[x]=pare[y]=[ nova] # assignem pare
d[(nova , x)]=d[(x,nova)]=1./2 * (d[(x,y)] + (R[m[1][0]] - R[m[1][1]]) /2.)
d[(nova , y)]=d[(y,nova)]=d[(x,y)] -d[(nova , x)]
L.append(nova) # afegim nou node
L.remove(x) #esborrem nodes usats
L.remove(y)
for i in range(len(L) -1):
d[(nova ,L[i])]=d[(L[i],nova)]= 1/2. * (d[(x,L[i])] + d[(y,L[i])] - d[(
x,y)])
k = k +1
pare[L[0]]=[L[1]]
if(pare [2]== pare [3] and pare [4]== pare [5]):
OK=1
print ’OK’
else:
OK=0
print ’OJU’
print ’--------------’
print ’OK: ’+str(OK)
return(OK)
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