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A B S T R A C T
Recent technological developments have resulted in two techniques for estimating surface velocity withhigher resolution than can be achieved from presently available nadir altimeter data: (1) Geostrophicallycomputed estimates from high-resolution sea surface height (SSH) measured interferometrically by the wide-swath altimeter on the Surface Water and Ocean Topography (SWOT) Mission with a planned launch in 2021;and (2) Measurements of ocean surface velocity from a Doppler scatterometer mission that is in the earlyplanning stages, referred to here as a Winds and Currents Mission (WaCM). In this study, we conduct ananalysis of the effects of uncorrelated measurement errors and sampling errors on the errors of the measuredand derived variables of interest (SSH and geostrophically computed velocity and vorticity for SWOT, andsurface velocity and vorticity for WaCM). Our analysis includes derivations of analytical expressions for thevariances and wavenumber spectra of the errors of the derived variables, which will be useful to other studiesbased on simulated SWOT and WaCM estimates of velocity and vorticity. We also discuss limitations of thegeostrophic approximation that must be used for SWOT estimates of velocity.The errors of SWOT and WaCM estimates of velocity and vorticity at the full resolutions of the measuredvariables are too large for the unsmoothed estimates to be scientifically useful. It will be necessary to smooththe data to reduce the noise variance. We assess the resolution capabilities of smoothed estimates of velocityand vorticity from simulated noisy SWOT and WaCM data based on a high-resolution model of the CaliforniaCurrent System (CCS). By our suggested minimum threshold signal-to-noise (S/N) variance ratio of 10 (astandard deviation ratio of 3.16), we conclude that the wavelength resolution capabilities of maps of velocityand vorticity constructed from WaCM data with a swath width of 1200 km are, respectively, about 60 km and90 km in 4-day averages. For context, the radii of resolvable features are about four times smaller than thesemesoscale wavelength resolutions. If the swath width can be increased to 1800 km, the wavelength resolutioncapabilities of 4-day average maps of surface velocity and vorticity would improve to about 45 km and 70 km,respectively. Reducing the standard deviation of the uncorrelated measurement errors from the baseline valueof 𝜎spd = 0.50 m s−1 to a value of 0.25 m s−1 would further improve these resolution capabilities to about20 km and 45 km.SWOT data will allow mapping of the SSH field with far greater accuracy and space–time resolution thanare presently achieved by merging the data from multiple nadir altimeter missions. However, because of itsmuch narrower 120-km measurement swath compared with WaCM and the nature of the space–time evolutionof the sampling pattern during each 21-day repeat of the SWOT orbit, maps of geostrophically computedvelocity and vorticity averaged over the 14-day period that is required for SWOT to observe the full CCSmodel domain are contaminated by sampling errors that are too large for the estimates to be useful for anyamount of smoothing considered here. Reducing the SSH measurement errors would do little to improve SWOTmaps of velocity and vorticity. SWOT estimates of these variables are likely to be useful only within individualmeasurement swaths or with the help of dynamic interpolation from a data assimilation model. By our criterion,in-swath SWOT estimates of velocity and vorticity have wavelength resolution capabilities of about 30 km and55 km, respectively.
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In comparison, in-swath estimates of velocity and vorticity from WaCM data with 𝜎spd = 0.50 m s−1 have awavelength resolution capability of about 130 km for both variables. Reducing the WaCM measurement errorsto 𝜎spd = 0.25 m s−1 would improve the resolution capabilities to about 50 km and 75 km for velocity andvorticity, respectively. These resolutions are somewhat coarser than the in-swath estimates from SWOT data,but the swath width is more than an order of magnitude wider for WaCM. Instantaneous maps of velocity andvorticity constructed in-swath from WaCM data will therefore be much less prone to edge effect problems inthe spatially smoothed fields.Depending on the precise value of the threshold adopted for the minimum S/N ratio and on the detailsof the filter used to smooth the SWOT and WaCM data, the resolution capabilities summarized above maybe somewhat pessimistic. On the other hand, aspects of measurement errors and sampling errors that havenot been accounted for in this study will worsen the resolution capabilities presented here. Another caveatto keep in mind is that the resolution capabilities deduced here from simulations of the CCS region duringsummertime may differ somewhat at other times of year and in other geographical regions where the signalvariances and wavenumber spectra of the variables of interest differ from the CCS model used in this study.Our analysis nonetheless provides useful guidelines for the resolutions that can be expected from SWOT andWaCM.
1. Introduction
Presently available global sea-surface height (SSH) fieldsconstructed from satellite altimeter data by Collecte Localis Satellites(CLS) and archived by Archivage, Validation, Interprétation des don-nées des Satellite Océanographiques (AVISO) are able to resolve timescales of about a month and wavelength scales of about 200 km,corresponding to feature radius scales of about 50 km (see AppendixA.3 of Chelton et al., 2011). The 25+ year CLS/AVISO record of SSHfields (Pujol et al., 2016) has been extremely useful for studies ofmesoscale eddies, large-scale ocean circulation variability and sea levelrise (e.g., Fu et al., 2010; Lee et al., 2010; Willis et al., 2010; Cheltonet al., 2011). Notwithstanding the many successful applications of thisdataset, it is clear from high-resolution numerical simulations andsatellite infrared and visible observations of sea surface temperature(SST) and ocean color that energetic variability exists on smaller scalesthan can be resolved by the CLS/AVISO SSH fields. Of particularinterest are wavelength scales smaller than ∼50 km (radius scales lessthan ∼10 km), which is a commonly used definition for submesoscalevariability. Numerical models have shown that submesoscale variabilityis important to the physics and biology of the ocean (e.g., Capet et al.,2008; Klein and Lapeyre, 2009; Lévy et al., 2001). There is thus a stronginterest in high-resolution satellite observations of surface velocity andits associated vorticity to complement the modeling. The objective ofthis study is to investigate the prospects for future high-resolutionsatellite measurements of small-scale velocity and vorticity variability.In addition to the interest in submesoscale variability, much remainsto be learned about mesoscale ocean dynamics. Velocity and vorticitycan be estimated geostrophically from the CLS/AVISO SSH fields, butwith a very coarse spatial resolution imposed by the ∼200 km wave-length resolution limitation of the SSH fields. The improved resolutionsthat are anticipated from the two satellite technologies considered inthis study are likely to advance understanding of mesoscale variabilityin a manner similar to the advances achieved from the CLS/AVISOmulti-altimeter merged SSH dataset compared with the single-altimeterobservations obtained from TOPEX/Poseidon (see, for example, Fig. 1of Chelton et al., 2011).Our particular interest here in satellite estimation of surface velocityand vorticity is motivated in part by their effect on local wind-drivenvertical velocities (Ekman pumping). It is well known that surface cur-rents contribute to Ekman pumping in mesoscale eddies through theireffects on the relative wind and hence the surface stress. The surfacevelocity within a rotating eddy generates a curl of the surface stresswith sign opposite that of the vorticity of the eddy, thus attenuatingthe eddy and generating an Ekman pumping velocity that is oftenlarger on mesoscales and smaller scales than that from the curl ofthe large-scale background wind stress field (e.g., Dewar and Flierl,1987; Martin and Richards, 2001; McGillicuddy et al., 2007; Gaubeet al., 2015). Mesoscale eddies also generate Ekman pumping to an
even greater degree through their effects on the gradient of the totalvorticity (planetary plus relative vorticity) that generates horizontaldivergences of Ekman transport and hence vertical velocities (Stern,1965; Mahadevan et al., 2008; McGillicuddy et al., 2008; Gaube et al.,2015). This vorticity-gradient-induced Ekman pumping is sometimesreferred to as nonlinear Ekman pumping. The two effects of surfacecurrents on Ekman pumping increase rapidly with decreasing scaleand increasing Rossby number (see Fig. 7 of Gaube et al., 2015). Asmall-scale cutoff for this increase presumably exists, but both effectsare likely important into at least the upper range of submesoscalevariability.Determination of Ekman pumping on mesoscale and smaller scalesthus depends critically on accurate knowledge of the surface oceanvelocity at these scales. Recent technology developments have resultedin two techniques for estimating ocean surface velocity that promisehigher resolution than is presently achieved from the CLS/AVISO SSHfields. One of these is the Surface Water and Ocean Topography (SWOT)Mission (Fu and Ferrari, 2008; Durand et al., 2010) that is slatedfor launch in 2021. SWOT will measure SSH altimetrically by radarinterferometry (Fu and Rodriguez, 2004) with a footprint size of about1 km. Surface velocity can then be estimated geostrophically. Theother technology for estimating ocean surface velocity is based on theDoppler shift of radar returns from the moving sea surface (Chapronet al., 2005; Rodríguez et al., 2018; Rodríguez, 2018). An importantdistinction of Doppler radar systems is that they provide direct mea-surements of ocean surface velocity, rather than the indirect estimatescomputed geostrophically from measurements of SSH as in the case ofSWOT.Satellite-based Doppler radar systems for measuring surface oceancurrents are in the early stages of development, both in Europe and inthe U.S. The European Doppler scatterometer mission concept summa-rized by Chapron et al. (2005) has evolved to a proposed Doppler radarsystem called the Sea surface KInematics Multiscale (SKIM) mission(Ardhuin et al., 2018) that has been designed to measure surfacecurrents, ice drift and ocean waves across a swath width of 320 km. Aprimary goal of SKIM is to measure the wave spectrum. The incidenceangles of the SKIM radar measurements have therefore been chosen tobe 6◦ and 12◦ in order to maximize the sensitivity to surface wave tiltwhile minimizing the sensitivity to winds. The SKIM radar thus cannotmeasure surface vector winds.The Doppler radar in the mission under development in the U.S. willhave a much wider measurement swath than SKIM (at least 1200 km,and possibly as much as 1800 km) and will measure radar backscatterat much higher incidence angles that will provide collocated mea-surements of surface currents and vector winds, but not the wavespectrum. Wind speed and direction are inferred from the roughnessof the sea surface by conventional scatterometry (see, for example,Sec. 2 of Chelton and Freilich, 2005, for a summary of the QuikSCATscatterometer). An aircraft version called DopplerScatt has been builtby the National Aeronautics and Space Administration Jet Propulsion
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Fig. 1. Snapshots for a region off the central California coast from ROMS models of the California Current System (CCS) with grid resolutions of 4, 1.5 and 0.5 km (left to right):Row (a) Sea surface height; Row (b) Sea surface temperature; and Row (c) Normalized vorticity 𝜁∕𝑓 , where 𝑓 is the local Coriolis parameter at each grid point.
Laboratory (NASA/JPL) and has been flown in several field campaigns(Rodríguez et al., 2018) as a proof of concept for a future satelliteDoppler scatterometer mission that we refer to in this study as aWinds and Currents Mission (WaCM). In the recent decadal surveyof recommended Earth-observing satellite missions by the NationalAcademies of Sciences, Engineering, and Medicine (NASEM, 2018),WaCM is one of seven recommended NASA Earth System Explorermissions. The baseline performance of WaCM that is assumed in thisstudy (see Section 4.2) is supported by the actual performance of theairborne DopplerScatt instrument (Rodríguez et al., 2018).The collocated WaCM measurements of surface currents and vectorwinds are expected to have footprint sizes of about 5 km. For thewind measurements, this is much smaller than the footprint sizes ofabout 25 km for the QuikSCAT and ASCAT scatterometers. The smallerfootprint size for WaCM will be achieved with a larger antenna size andthe use of a Ka-band radar (35.8 GHz), rather than the Ku-band radar(13.4 GHz) used for QuikSCAT or the C-band radar (5.3 GHz) used forASCAT. This study considers only the surface ocean velocity estimates.Our baseline simulations of WaCM measurements of surface currents
assume a swath width of 1200 km. Recent engineering studies suggestthat it may be possible to broaden the swath width to 1800 km, whichwould greatly improve the sampling. The benefits of the wider swathwidth are investigated as part of this study.The viability of SWOT and WaCM estimates of surface velocity forinvestigation of small-scale variability clearly depends on the signal-to-noise ratios of the measurements (SSH for the case of SWOT andsurface velocity for the case of WaCM). For SWOT, the utility of thedata also depends on the validity of the geostrophic approximation.The objectives of this study are to investigate these issues and assessthe resolution capabilities for mapping of the surface velocity andvorticity fields for both SWOT and WaCM. The approach is based onsimulated SWOT and WaCM sampling of, respectively, the SSH andsurface velocity fields from 30 days of twice-daily snapshots from ahigh-resolution model of the California Current System (CCS).Our focus is on the limitations imposed by the baseline sciencerequirements for the cross-swath averages of the standard deviationsof uncorrelated instrumental measurement errors. In reality, the instru-mental errors for both SWOT and WaCM vary across the measurement
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Fig. 2. A representative summertime snapshot of sea surface temperature (SST) from the ROMS model of the CCS on 5 June (left panel) in latitude–longitude coordinates at thefull 0.5 km × 0.5 km grid resolution of the model. The model was forced by the seasonal cycle wind stress derived from QuikSCAT scatterometer data, which is shown for themonth of June in the right panel. The box in each panel delineates the truncation of the full model domain to mitigate edge effects in the analyses of spatially smoothed fieldsconsidered in this study.
swaths (see Fig. F.1 in Appendix F for the case of SWOT), with smallesterrors near the centers of the swaths and increasing errors towardboth edges of the swaths. The measurement errors also depend onthe significant wave height (see again Fig. F.1 in Appendix F for thecase of SWOT). The significant wave height (SWH) dependence andcross-track variations of the instrumental errors are not considered inthe simulations presented in this study. Rather, we consider the cross-swath average instrumental measurement errors for the conditions of2-m significant wave height that are specified for the baseline designrequirements of the measurement errors.We note that the error characteristics of SWOT data could havebeen simulated more accurately and completely for this investigationby using the simulator software available from the SWOT ProjectOffice (Gaultier et al., 2017; see also Qiu et al., 2016; Gaultier et al.,2016). Simulator software is not yet available for WaCM. Moreover,the dependencies of WaCM measurement errors on swath locationand SWH have not yet been fully quantified, although it is knownthat WaCM measurement errors will increase toward the edges of themeasurement swaths in a manner similar to the cross-track variationsof SWOT measurement errors (Rodríguez, 2018). For consistency in ourtreatments of SWOT and WaCM measurement errors, we have thereforechosen to use our simpler simulations of SWOT measurement errors tobe consistent with our simulations of WaCM measurement errors.Measurements from both SWOT and WaCM are also subject tolarger-scale errors from geophysical corrections for a variety of envi-ronmental effects. While important, these larger-scale errors are not ad-dressed in the analysis presented here as they are generally secondaryto the effects of uncorrelated instrumental errors for the purposesof estimating surface velocity and vorticity on the mesoscales andsubmesoscales that are of primary interest in this study.We are also not able to address the importance of internal gravitywaves, which are underrepresented in the CCS model used to sim-ulate SWOT and WaCM data in this study (see Sections 2 and 3).This internal wave variability is one of several ageostrophic processesthat affect the accuracy of SWOT estimates of surface velocity andvorticity. The contributions of ageostrophic processes to contaminationof geostrophically computed surface velocity and vorticity from SWOTmeasurements of SSH cannot be fully assessed from the CCS modelused in this study since it was forced with seasonally varying winds,
heat fluxes and freshwater fluxes and lacks tidal forcing. This issue isaddressed to a limited degree in Section 3 and Appendix F (see Figs. 10,11 and F.4) from a pair of simulations of the Gulf Stream region off thesoutheastern seaboard of the U.S.It is noteworthy that the seasonally forced CCS model that is usedin this study may also misrepresent larger-scale geostrophic processes.Mesoscale and submesoscale variability might be stronger with morerealistic wind forcing that includes synoptic atmospheric variability.The analysis presented here is based on model simulations for a 30-day period in early summertime. Since weather systems over the CCSare usually not very energetic at this time of year, inclusion of synopticatmospheric forcing may have only modest effects on the model simu-lation for the geographical location and time of year considered here.This potential limitation of the model should nonetheless be kept inmind in the interpretation of the results presented in this study.Because of the various aspects of measurement errors summarizedabove that are not taken into consideration in this study, the conclu-sions about the effects of measurement errors presented here are likelysomewhat optimistic assessments of the resolution capabilities of SWOTand WaCM. On the other hand, if the uncorrelated instrumental errorscan be reduced from the baseline science requirement values used inour simulations, the effects of instrumental errors in the simulationspresented here may prove to be somewhat pessimistic assessmentsof the resolution capabilities for the baseline consideration of 2-msignificant wave height.In addition to the effects of internal gravity waves and other small-scale ageostrophic processes, the ability to map the space–time evo-lution of the surface velocity field depends on the swath width overwhich the measurements are made. For SWOT, the swath width will be120 km with a nadir gap of 20 km. For the analysis in Section 8, wehave assumed that velocity estimates will be obtained by WaCM acrossa swath width of 1200 km with a nadir gap of 100 km. The samplingcoverage in each satellite overpass of a given region will thus be morethan an order of magnitude better for WaCM than for SWOT. The SWOTorbit will have an exact repeat period of 21 days. For the simulationsin this study, we have assumed that WaCM will have the same 4-dayrepeat orbit as QuikSCAT. The net effect of the different swath widthsand orbit repeat periods for SWOT and WaCM is that a given locationwithin the CCS region considered here is sampled on average about
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Fig. 3. Snapshots from the ROMS model for the same time as the SST map in Fig. 2at the full 0.5 km × 0.5 km grid resolution of the model: Column (a) the speed of thetotal surface velocity; and Column (b) the normalized vorticity 𝜁∕𝑓 computed from thetotal surface velocity, where 𝑓 is the local Coriolis parameter at each grid point. Themaps in the top panels are for the truncated domain delineated by the boxes in Fig. 2in the model 𝑥, 𝑦 coordinate system that is rotated by a polar angle of 24◦ relativeto latitude–longitude coordinates. The bottom panels are enlargements of the CentralCalifornia Current System (CCCS) region delineated by a box in each of the top panels.
once a day by WaCM with a 1200-km swath width and about oncea week by SWOT (see Section 7). Extending the WaCM swath widthto 1800 km with the same nadir gap of 100 km would increase thesampling to an average of more than 1.5 samples per day over theCCS model domain. Our analysis includes an assessment of the impactof this improved sampling on the resolution capability of space–timesmoothed velocity and vorticity fields constructed from WaCM data.The resolution limitations of maps of geostrophically computedsurface velocity and vorticity constructed from simulated SWOT datahave previously been considered by Fu and Ubelmann (2014), Qiuet al. (2016) and Gaultier et al. (2016). In this study, we extendthese previous investigations of the resolution capabilities of simulatedSWOT data and compare the results with the resolution capabilities ofmaps of velocity and vorticity constructed from simulated WaCM data.Our approach is more systematic than has been used in past studies.In particular, we propose a specific criterion for defining resolutioncapability and we partition the mapping errors between instrumen-tal measurement errors and sampling errors. By sampling errors, wemean the errors in mapped fields of surface velocity and vorticity thatare imposed by the limited swath widths of the SWOT and WaCMmeasurements and by the discrete and irregular temporal sampling ofthe rapidly evolving submesoscale features in the velocity and vor-ticity fields at a given location. The ability to distinguish between
Fig. 4. (a) The scale dependencies of the 80th, 90th, 95th and 99th percentile points ofthe distributions of absolute values of the normalized vorticity 𝜁∕𝑓 as functions of half-power filter cutoff wavelength; the dashed line corresponds to the root-mean squaredvalue of 𝜁∕𝑓 . (b) The scale dependencies of selected percentage points symmetric aboutthe median (i.e., the 50th percentile point) in the distributions of 𝜁∕𝑓 as functions ofhalf-power filter cutoff wavelength; the dashed line corresponds to the mean valueof 𝜁∕𝑓 , which is indistinguishable from zero. For both panels, 𝜁 was computed fromerror-free model fields of total surface velocity for the complete CCS model domain atthe full 0.5 km × 0.5 km grid resolution of the model after 2-dimensional isotropicsmoothing with the half-power filter cutoff wavelengths indicated along the abscissa.
measurement and sampling errors in maps constructed from simulatedsatellite data provides insight into the relative benefits of reducing themeasurement noise versus improving the sampling, either by increasingthe measurement swath widths or by combining the measurementsfrom multiple satellites.This paper is organized as follows. The CCS model from which sim-ulated SWOT and WaCM data are derived is summarized in Section 2.The limitations of the geostrophic approximation that must be usedfor SWOT estimates of surface velocity and vorticity are discussed inSection 3. The uncorrelated measurement errors for SWOT and WaCMand their effects on the errors of the derived quantities (geostrophicallycomputed velocity and vorticity for SWOT and vorticity for WaCM)are examined in detail in Section 4, including determination of thewavenumber spectral characteristics of the errors.The strategy adopted in this study to assess the resolution capabil-ities for estimates of surface velocity and vorticity from noisy SWOTand WaCM data is presented in Section 5. The procedure is first appliedin Section 6 to instantaneous maps of the velocity and vorticity fieldsconstructed from SWOT and WaCM data for the idealized case of mea-surement errors alone without consideration of sampling errors from
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Fig. 5. The same as Fig. 3, except snapshots from the ROMS model for: Column (a) SSH; Column (b) the magnitude of geostrophically computed velocity; and Column (c)normalized geostrophically computed vorticity 𝜁𝑔∕𝑓 .
the limited swath widths of the SWOT and WaCM measurements. Thisanalysis of the effects of measurement errors alone can be interpretedas the best possible resolution capabilities within a single measurementswath.For mapping of the velocity and vorticity fields over regions largerthan the width of an individual measurement swath, sampling errorscan be as important as, or even more important than, measurementerrors to the overall accuracies of the mapped variables. The space–timesampling characteristics of SWOT and WaCM data are summarized inSection 7. The combined effects of measurement and sampling errorson the resolution capabilities of maps of surface ocean velocity andvorticity estimated from space–time smoothed SWOT and WaCM dataare then investigated in Sections 8–10.The conclusion of Section 8 is that the resolutions of maps ofgeostrophically computed velocity and vorticity constructed fromSWOT data are limited almost totally by sampling errors. Improvingthe SWOT measurement accuracy would therefore have very little effecton the resolution capabilities of the variables considered in this study.The resolutions of maps of velocity and vorticity constructed fromWaCM data are primarily limited by measurement errors but samplingerrors are not negligible. The benefits of increasing the WaCM swathwidth (thus reducing the sampling errors) and reducing the WaCM
measurement noise are investigated separately and in combination inSection 10.Supporting technical details for the calculations in Sections 4, 6 and8–10 are provided in a series of nine appendices.The error analysis in Section 4 merits special mention since theresults will be useful to other studies. Analytical expressions for thevariances of the errors of SWOT estimates of velocity and vorticitycomputed geostrophically from SSH are derived in Appendix G.1 interms of the variance 𝜎2ℎ of the uncorrelated errors of pre-processedSWOT estimates of SSH. By ‘‘pre-processed’’, we mean the satellite datathat will be distributed to general users after smoothing of the raw dataonboard the satellite, possibly with additional ground-based smoothingto achieve a specified footprint size. The numerical results presented inthis study are based on the SSH error standard deviation of 𝜎ℎ = 2.74 cmthat is derived in Appendix F for the case of pre-processed data with afootprint size of 1 km. It would be straightforward to obtain numericalresults from the analytical expressions for any specified value of 𝜎ℎ.An analytical expression for the variance of errors of WaCM esti-mates of vorticity is similarly derived in Appendix G.2 in terms of thevariances 𝜎2𝑢 and 𝜎2𝑣 of the uncorrelated errors of WaCM estimates ofeach orthogonal velocity component 𝑢 and 𝑣. The result is thereforevalid for any application of WaCM data, given specifications of thevelocity component error variances. The analysis in this study assumes
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Fig. 6. Column (a) Maps of the ageostrophic velocity vectors defined to be the vector differences of the total surface velocity minus the geostrophically computed velocity withthe magnitudes of the differences shown in color. Note that the left half of the color bar is not used in this figure. Column (b) The large-scale ageostrophic velocity defined tobe the vector differences and their magnitudes in (a) smoothed isotropically with a half-power filter cutoff wavelength of 150 km, referred to here as the Ekman ageostrophicvelocity field. Column (c) The magnitudes of the non-Ekman ageostrophic velocity vectors defined to be the total ageostrophic velocities in Column (a) minus the large-scaleageostrophic velocities in Column (b). The bottom panels are enlargements of the CCCS region delineated by a box in each of the top panels. The vectors in Columns (a) and (b)were subsampled on a 15 km × 15 km grid in the top panels and a 7.5 km × 7.5 km grid in the bottom panels.
an equal error standard deviation of 𝜎𝑢,𝑣 = 0.354 m s−1 for eachvelocity component. If the errors of the two velocity components areuncorrelated with each other, this corresponds to current speed errorswith a standard deviation of 𝜎spd = 0.50 m s−1, which is the presentbaseline design for WaCM.Our analysis includes determinations of the wavenumber spectralcharacteristics of errors of velocity and vorticity computed geostroph-ically from pre-processed SWOT measurements of SSH, as well as thewavenumber spectral characteristics of velocity components and vor-ticity estimated from pre-processed WaCM data. Analytical expressionsfor these wavenumber spectra of the errors are derived for SWOT andWaCM in Appendices I.1 and I.3, respectively. Analytical expressionsare also derived in Appendices I.2 and I.4 for the wavenumber spectraof the errors of all of the variables of interest after 2-dimensionalsmoothing is applied in simulated ground-based post-processing. Aswith the equations for the error variances discussed above, the equa-tions derived in Appendix I for the error spectra are all expressed interms of the measurement error variances 𝜎2ℎ for SWOT and 𝜎2𝑢 and
𝜎2𝑣 for WaCM. The results are therefore valid for any specification of
the uncorrelated errors of SWOT and WaCM measurements of SSH andsurface velocity.Throughout this study, the surface vorticity fields are computedfrom the components of the total velocity fields from simulated WaCMdata and from the components of surface velocity fields computedgeostrophically from simulated SWOT measurements of SSH. We arealso interested in the surface ocean velocity fields themselves, whichare characterized here by the magnitude of the total or geostrophicallycomputed vector surface velocity field, rather than by the vector com-ponent fields. For the 4-day and 14-day time averages considered inSections 8–10, the analysis is based on the magnitudes of the vectoraveraged velocity fields. While it would be straightforward to considereach velocity component separately constructed from instantaneousmaps and time averages of simulated SWOT measurements of SSHand WaCM measurements of surface velocity, the results are moredifficult to interpret than the scalar velocity magnitude field becauseof the highly anisotropic and geographically inhomogeneous nature ofthe velocity field in the CCS region. Because the velocity errors arerandom in each component, direction errors will generally decrease
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as the signal-to-noise ratio of satellite estimates of velocity magnitudeincreases.
2. The CCS model
A detailed description and validation of the CCS model used in thisstudy can be found in Molemaker et al. (2015). Since the model rep-resentation of submesoscale variability is an important considerationfor simulating SWOT and WaCM data in this investigation, a summaryof the model is provided here. The computational code was ROMS,the Regional Oceanic Modeling System (Shchepetkin and McWilliams,2005, 2009), which solves the hydrostatic primitive equations for thevelocity, potential temperature, and salinity with a seawater equationof state. To simulate local flows in a realistic large-scale environment,the model was configured for the CCS utilizing open boundary condi-tions and a sequence of three nested subdomains (Marchesiello et al.,2003; Penven et al., 2006).Because the primary target is submesoscale currents with horizontalscales of <10 km near the eastern topographic slope, an aggressiveapproach to nesting was taken with successively finer resolution ina sequence of steps where each ‘‘child’’ grid utilizes ‘‘parent’’ griddata at the open boundaries of the regional domains (Mason et al.,2010). The procedure consists of off-line, one-way nesting from largerto finer scales without feedback from the child grid solution onto theparent grid. It is implicitly assumed that a numerical ‘‘zoom’’ around aspecific phenomenon is valid when it has an essentially local dynamicalbehavior, albeit with important influences from its environment ofbasin and regional circulation.Bottom topography was defined from the SRTM30-plus bathymetrydataset based on the 1-minute Smith and Sandwell (1997) globaldataset but using higher resolution data where available. A Gaussiansmoothing kernel with a width of 4 times the topographic grid spacingwas applied to avoid aliasing wherever the topographic data are avail-able at higher resolution than the computational grid. The maximumdepth for all grids was set to 6000 m, which is not a serious distortionfor the U.S. west coast region. Models formulated with a terrain-following coordinate such as ROMS have computational restrictionswith regard to the steepness and roughness of the topography (Beck-mann and Haidvogel, 1993). Where the steepness of the topographyexceeded these criteria, additional local smoothing was applied. Theabove procedure results in topography that is increasingly well resolvedin the nested grids with successively higher resolution but may differsignificantly from the original data in the coarser grids. FollowingMason et al. (2010), the topography near the boundaries of the nesteddomains is matched with the parent topography.The largest-scale simulation used in this study covers the full Pacificbasin (see Fig. 1 of Molemaker et al., 2015). This grid, as well asthe nested grids described below, is orthogonal based on an obliqueMercator projection and designed to have nearly uniform spacing inboth horizontal dimensions. For the Pacific basin, the grid spacingvaries from 12.5 km at the central latitude of the grid to 8.5 km atthe north and south extremes of the grid near 40◦S and 55◦N; this iscomparable to what is used in global mesoscale eddy-resolving models.The simulation was forced at the surface by the QuikSCAT-basedmean-monthly Scatterometer Climatology of Ocean Winds (SCOW;Risien and Chelton, 2008), and monthly heat and freshwater fluxesfrom the Comprehensive Ocean–Atmosphere Data Set (COADS; Da Silvaet al., 1994), using a weak feedback from SST (Barnier et al., 1995).The open boundary information and initial state were taken from theSimple Ocean Data Assimilation monthly climatology (SODA; Cartonand Giese, 2008). The model SST fields have both gyre-scale contrastsand mesoscale eddy fluctuations visible in regions of high SST gradients(see Figs. 1 and 2 in Molemaker et al., 2015; see also Figs. 1 and 2).It should be noted that inertial motions are poorly represented in ourmodel because of the lack of high-frequency atmospheric forcing.The Pacific basin model was spun-up from interpolated SODA datafor 2 years, by which time an approximate statistical equilibrium was
reached for kinetic energy. The model was then run for an additional10 years. The mean-monthly climatology over this 10 years was usedto force the first nested grid along the U.S. west coast (see Fig. 2 ofMolemaker et al., 2015) at its open boundaries. The climatologicalmonthly boundary information from SODA forced the outermost Pacificbasin model with a seasonal cycle. Mesoscale eddy activity was passedthrough boundary conditions to the first nested grid with an updatetime scale of five days. The successive nested models were boundaryforced at increasingly shorter time scales, with boundary updates every12 h for the CCS nested model analyzed in this study (see below).This was verified by comparing maps of surface eddy kinetic energywith altimetry-derived eddy kinetic energy. With open boundary con-ditions in nested grids, it is important to avoid computational artifactsassociated with boundary-trapped features (e.g., rim currents) andnoisy fields. In the ROMS-to-ROMS nesting interface, these artifacts arelargely avoided, even for realistic flows with high mesoscale activity(Mason et al., 2010).The three nested grids along the U.S. west coast are rotated by apolar angle of 24◦ so that the 𝑥 and 𝑦 axes are aligned approximatelycross-shore and alongshore, respectively. As with the grid for the fullPacific basin, each of the three nested grids is discretely orthogonal,and they vary even less in their spacing over their relatively smallerdomains. The first nested subdomain has a grid spacing that varies from4 km to 3.97 km. The grids for the two smaller domains have averagehorizontal spacings of 1.5 km, and 0.5 km, respectively. The successivelevels of grid refinement spontaneously exhibit an increasing amountof submesoscale variability (c.f., Capet et al., 2008).The importance of the grid resolution for model representation ofthe submesoscale variability in the inner nested grid is readily apparentfrom Fig. 1. Submesoscale variability in the SST and vorticity fieldsis visibly much more energetic with a grid spacing of 0.5 km, evencompared with a grid spacing of 1.5 km. The choice of model gridresolution is clearly an important consideration in the assessment of theresolution capabilities of SWOT and WaCM estimates of surface velocityand vorticity. This issue is discussed further in Section 11.In all of the grids, there were 40 stretched vertical levels with aresolution of a few meters near the surface. The time step was 1600 sfor the full Pacific basin model with ∼10 km grid spacing and decreasedto 600 s, 240 s and 90 s for the nested models with successively smallergrid spacings of 4 km, 1.5 km and 0.5 km, respectively. Dissipation wasimposed in the model by a hyper viscous term, which is a by-productof the 3rd-order upwind advection. The effective hyper viscosity scaleswith the local velocity and the grid scale. The stepping procedure alsoincludes a damping term that is much smaller than the hyper viscousterm.An important point for this study is that the high dissipation in themodel significantly attenuates internal gravity waves compared withobservations. While the internal gravity wave energy increases withthe increased resolution of each nested grid, it is much weaker thanin the real ocean, even at the highest grid resolution. In addition to thehigh dissipation, the lack of high-frequency atmospheric forcing and theabsence of ocean tidal forcing contribute to the weak internal gravitywave energy in the CCS model used in this study. The effects of higherinternal gravity wave energy are briefly considered in Section 3 from apair of models of the Gulf Stream region off the southeastern seaboardof the U.S., one with weak internal waves like the CCS model used hereand the other with energetic internal waves forced by high-frequencywinds and tides (see Figs. 10 and 11).For the investigation of the resolution capabilities of SWOT andWaCM in this study, we consider only the inner nested model, whichextends from Point Conception in the south to approximately theOregon/California border in the north. There are 1200 × 1800 gridpoints. With the 0.5-km grid spacing of this inner nested model, thiscorresponds to 600 km in the cross-shore dimension by 900 km inthe alongshore dimension. For the analysis in this study, we consideronly the 30-day period from day 141 to day 171, which corresponds
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Fig. 7. Maps showing the scale dependence of the magnitudes of the non-Ekman ageostrophic velocities on the 0.5 km × 0.5 km model grid for the CCCS region after 2-dimensionalisotropic smoothing with half-power filter cutoff wavelengths of 10, 20, 30, 40, 60 and 80 km. Note the different color bars for the upper and lower rows of panels and that theleft half of the color bars are not used in either set of panels.
to the early summertime period from 21 May through 20 June whensubmesoscale variability is fully developed. The climatological averagewind stress field for the month of June is shown in the right panel ofFig. 2. For this study, the model output was subsampled at intervalsof 0.5 days. It will be seen from Fig. 24 below that this sampleinterval is too coarse to fully resolve the rapidly evolving submesoscalevariability. Since the time interval between successive measurementsby both SWOT and WaCM is longer than this (see Section 7), the rapidevolution of submesoscale variability is even less well resolved in thesatellite data.A representative map of the model SST field on 5 June is shownin the left panel of Fig. 2 for the full domain of the 0.5-km innernested model in latitude–longitude coordinates. The map reveals arich distribution of scales of variability. The cold water near the coastis associated with wind-driven upwelling forced by the summertimeequatorward winds. The meandering ribbon of upwelled cold waterthat separates from the coast at the northern corner of the modeldomain is the core of the equatorward flowing California Current.Submesoscale features are evident along SST fronts throughout themodel domain.The speed and vorticity of the surface currents associated with theSST field in Fig. 2 are shown in the rotated model grid coordinates inFig. 3. The relative vorticity 𝜁 = 𝜕𝑣∕𝜕𝑥 − 𝜕𝑢∕𝜕𝑦 (referred to hereafteras just the vorticity) was computed from the cross-shore (𝑢, positiveonshore) and alongshore (𝑣, positive poleward) velocity components
using centered differences on the 0.5 km × 0.5 km model grid. Exceptin the alongshore wavenumber spectra in Figs. 13–15, the vorticity isnormalized throughout this study by the local Coriolis parameter 𝑓 ateach grid point. A mesoscale anticyclonic eddy can be seen in the north-west corner of the Central California Current System (CCCS) region inthe bottom panels of Fig. 3. An additional mesoscale anticyclone and amesoscale cyclone can be seen in the northwest corner of the full CCSmodel domain in the top panels. Most of the rest of the model domainis dominated by submesoscale variability, the most energetic of whichis associated with the core of the meandering equatorward-flowingCalifornia Current that separates from the coast near Cape Blanco, justto the north of the model domain. Energetic submesoscale features arealso associated with two offshore jets, one near the center of the modeldomain and the other near the southern boundary of the model.The highly energetic vorticity field at submesoscales in Fig. 3b canbe quantified by characterizing the scale dependence of the distribu-tion of the magnitude of the normalized vorticity 𝜁∕𝑓 , which can beinterpreted as a Rossby number. The scale dependence of |𝜁 |∕𝑓 wasdetermined by isotropic smoothing of the map in the top panel ofFig. 3b using a Parzen smoother (see Appendix A) with successivelylonger half-power filter cutoff wavelengths ranging from 0 to 150 km.To reduce edge effects in the smoothed fields along the northern,southern and offshore boundaries of the model domain, the analysisthroughout the remainder of this study was restricted to the regiondelineated by the black lines in both panels of Fig. 2.
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Fig. 8. The scale dependencies of the 80th, 90th, 95th and 99th percentile points ofthe distributions of the magnitudes of the non-Ekman ageostrophic velocities on thefull 0.5 km × 0.5 km model grid for the full CCS model domain after 2-dimensionalisotropic smoothing with the half-power filter cutoff wavelengths indicated along theabscissa. The dashed line corresponds to the root-mean squared (RMS) value of thenon-Ekman ageostrophic velocities.
The distributions of |𝜁 |∕𝑓 from the smoothed fields of normalizedvorticity are shown in Fig. 4a as a function of the half-power filtercutoff wavelength of the smoothing. The four solid lines correspondto the 80th, 90th, 95th and 99th-percentile points of the cumulativeprobability distribution of |𝜁 |∕𝑓 . The root mean squared (RMS) value of|𝜁 |∕𝑓 is about 0.5 in the unsmoothed field and decreases to about 0.1 atlarge scales (see the dashed line in Fig. 4a) and coincides approximatelywith the 80th percentile point of the distribution at all scales. It wouldcorrespond to the 68th-percentile if the distribution were Gaussian.The distribution of Rossby numbers |𝜁 |∕𝑓 in the unsmoothed fields isthus long-tailed toward large magnitudes with values exceeding 0.85 atabout 5% of the grid points and exceeding 1.7 at about 1% of the gridpoints. The high values of |𝜁 |∕𝑓 are concentrated geographically in theregions of strongest ocean velocity (see Fig. 3). Much of the small-scalevariability in these regions is thus highly nonlinear and ageostrophic.The long-tailed nature of the distributions of |𝜁 |∕𝑓 decreases rapidlywith increasing scale. All of the percentile points and the RMS decreasevery slowly for filter cutoff wavelengths longer than about 100 km.From a close inspection of the vorticity maps in Fig. 3b, it can beseen that small-scale features with positive vorticity are more intensethan their counterparts with negative vorticity. This is most easily seenfrom the enlargement in the bottom panel of Fig. 3b. This asymmetryof the vorticity distribution is quantified as a function of scale inFig. 4b. At the full resolution of the model grid, the vorticity is skewedtoward positive values. This skewness decreases with increasing scale,becoming very small for half-power filter cutoff wavelengths longerthan about 50 km. The average values of 𝜁∕𝑓 are very close to zeroat all scales (see the dashed line in Fig. 4b).
3. Limitations of geostrophically computed velocity
The high incidence of large Rossby numbers |𝜁 |∕𝑓 at small scalesin Fig. 4a is indicative of limitations of the validity of the geostrophicapproximation. This is investigated in this section from comparisonsof the surface currents and vorticity from the total velocity field (as inFig. 3) with the surface currents and vorticity computed geostrophicallyfrom the model SSH fields.1 The derivatives for the geostrophicallycomputed velocity components 𝑢𝑔 = −𝑔𝑓−1𝜕ℎ∕𝜕𝑦 and 𝑣𝑔 = 𝑔𝑓−1𝜕ℎ∕𝜕𝑥
1 For estimation of surface velocity from SWOT data, it is important todistinguish the velocity computed from SSH data by the geostrophic equationsfrom the truly geostrophic velocity that is valid only for small Rossby number.To clarify this subtle but pedagogically important point, we use the somewhatcumbersome terminology ‘‘geostrophically computed velocity’’ rather than‘‘geostrophic velocity’’.
were approximated using centered differences of sea surface height ℎon the 0.5 km × 0.5 km model grid. The geostrophically computedvorticity 𝜁𝑔 = 𝜕𝑣𝑔∕𝜕𝑥 − 𝜕𝑢𝑔∕𝜕𝑦 was then approximated using centereddifferences of the geostrophically computed velocity components. Mapsof SSH, the magnitudes of geostrophically computed surface velocityand normalized geostrophically computed vorticity are shown in Fig. 5.To the untrained eye, the existence of energetic submesoscale vari-ability is not easily discerned in the SSH map in Fig. 5a. The prepon-derance of highly energetic submesoscale variability evident in the mapof normalized geostrophically computed vorticity in Fig. 5c attests tothe extreme spatial high-pass filtering effects of double differentiationof the SSH fields. Irrespective of the validity of the geostrophic approx-imation, the ability to estimate vorticity from SWOT measurements ofSSH clearly depends critically on the magnitudes of small-scale errorsin the SSH measurements. This is investigated in Section 6 from con-sideration of uncorrelated measurement errors alone. The added effectsof sampling errors from the limited swath width and discrete overpasstimes of the SWOT satellite on maps of the spatially and temporallyevolving velocity and vorticity fields computed geostrophically fromspace–time smoothed simulated SWOT data are considered in Section 8.In this section, we consider only error-free SSH fields and their spatialderivatives.Qualitatively, the geostrophically computed surface current speedand the normalized geostrophically computed vorticity in Figs. 5b andc look very similar to the surface current speed and normalized vorticityin Figs. 3a and b that were computed from the total velocity. The vectordifferences between the total and geostrophically computed surfacevelocity (referred to hereafter as the ageostrophic velocity2), are shownin Fig. 6. From the unsmoothed velocity differences in Fig. 6a it can beseen that the ageostrophic velocity field on large scales is dominated bythe expected wind-driven surface Ekman velocity associated with theclimatological wind stress used to force the model. The ageostrophicvelocity field smoothed using a Parzen smoother with a half-powerfilter cutoff wavelength of 150 km is shown in Fig. 6b. These large-scaleageostrophic velocity vectors are predominantly aligned approximately52◦ to the right of the equatorward alongshore direction, which is atleast qualitatively consistent with expectations from the equatorwardalongshore winds during the early summertime period considered inthis study (see the right panel of Fig. 2). The magnitudes of theselarge-scale ageostrophic currents are typically about 0.1 m s−1. Forthe purposes of the analysis in this section, we will define the 150-kmsmoothed ageostrophic velocity field in Fig. 6b to be the wind-drivenEkman velocity.The small-scale features in the ageostrophic velocity field in Fig. 6athat are superimposed on the large-scale wind-driven Ekman velocityfield in Fig. 6b coincide with the regions of energetic submesoscalevariability noted above from Figs. 3 and 5. This becomes apparent aftersubtracting the 150-km smoothed ageostrophic velocity field in Fig. 6bfrom the unsmoothed ageostrophic velocity field in Fig. 6a. The mag-nitudes of the resulting ‘‘non-Ekman ageostrophic velocities’’ (Fig. 6c)often exceed 0.05 m s−1 and differences in excess of 0.15 m s−1 arecommon in regions of the CCS with energetic submesoscale variability.The scale dependence of the non-Ekman ageostrophic velocities isshown in Fig. 7 for the CCCS region after isotropic smoothing usinga Parzen smoother with selected half-power filter cutoff wavelengthsranging from 10 to 80 km. The non-Ekman ageostrophic features dimin-ish in magnitude rather slowly with increasing scale because of the tight
2 The attribution ‘‘ageostrophic velocity’’ is not strictly correct. Someof the apparent velocity structures computed geostrophically from SSH arenot representative of actual features in the velocity field. For example, thegeostrophically computed velocity field associated with a long-crested internalgravity wave consists of opposing parallel velocity jets that straddle the wavecrests and troughs. This is a glaring misrepresentation of the surface manifes-tation of internal wave velocities. This contamination of SWOT estimates ofthe surface velocity field is discussed in more detail at the end of this section.
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clustering of small-scale features. The residual non-Ekman ageostrophicvelocities exceed 0.1 m s−1 in many small-scale features, even aftersmoothing with a half-power filter cutoff wavelength of 40 km. Severalpatches of non-Ekman ageostrophic velocities of 0.03 m s−1 still existwith the maximum smoothing of 80 km shown in the bottom rightpanel of Fig. 7. Bearing in mind the gradual rolloff of the filter transferfunction of the Parzen smoother (see Appendix A), the magnitudesof the band-pass filtered non-Ekman ageostrophic velocities in Fig. 7must be considered lower-bound estimates of the true values. Theimperfections of the band-pass filtering become progressively more ofan issue as the filter cutoff wavelength approaches the 150 km filtercutoff used to define the Ekman ageostrophic velocity in Fig. 6b fromwhich the smoothed non-Ekman ageostrophic velocity magnitudes inFig. 7 were derived by band-pass filtering.The statistics of the scale dependence of the magnitudes of thenon-Ekman ageostrophic velocities are summarized in Fig. 8 from the80th, 90th, 95th and 99th-percentile points in the distributions of themagnitudes of the non-Ekman ageostrophic velocities over the fullCCS model domain as functions of half-power filter cutoff wavelength.On all scales, the RMS value corresponds very closely to the 80th-percentile point in the distributions. The distributions of smoothedresidual non-Ekman velocities are thus long-tailed toward large mag-nitudes, especially at small scales. In the unsmoothed fields, the RMSvalue of the magnitudes of the non-Ekman ageostrophic velocities isabout 0.05 m s−1 and values in excess of 0.1 m s−1 occur at about5% of the grid points over the full CCS model domain. It is evidentfrom Fig. 6c that high non-Ekman ageostrophic velocities are highly in-homogeneous geographically, occurring over much higher percentagesof the grid points within the regions of most energetic submesoscalevariability.As expected from the maps in Fig. 7, the distribution points ofthe magnitudes of residual non-Ekman ageostrophic velocities decreaserather slowly with increasing scale. Even after smoothing with a half-power filter cutoff wavelength of 50 km, for example, values in excessof 0.02 m s−1 and 0.05 m s−1 occur at, respectively, about 20% and 2%of the grid points over the full CCS model domain and at much higherpercentages of the grid points within the localized regions of energeticsubmesoscale variability.The submesoscale features in the ageostrophic velocity field inFigs. 6 and 7 are attributable mostly to contributions of cyclostrophicmotion to the total velocity field in the CCS model used for thisstudy. This can be shown by considering the force balance betweengeostrophy and centripetal acceleration in the steady-state momentumequation, referred to in meteorology as the gradient wind balance.The cyclostrophic momentum balance for axially symmetric flow incylindrical coordinates is
− 𝑓𝑉 − 𝑉
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𝜕𝑃
𝜕𝑟
, (1)
where 𝑟 is radial distance, 𝑅 is the radius to the center of curvature,
𝜌 is the water density, 𝑃 is pressure, and 𝑉 is the angular velocity,which is defined to be positive for counterclockwise rotation and neg-ative for clockwise rotation. For the northern hemisphere consideredhere, the angular velocity is thus positive in cyclones and negative inanticyclones.The momentum equation (1) can be rearranged into the form
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where 𝑉𝑔 = (𝜌𝑓 )−1𝜕𝑃∕𝜕𝑟 is the geostrophically computed angular veloc-ity. Since the second term on the right side of (2a) is always positive,it is evident that 𝑉𝑔 > 𝑉 for any nonzero cyclostrophic velocity 𝑉 . Theangular velocity 𝑉𝑔 computed geostrophically is thus an overestimate ofthe positive cyclostrophic velocity in cyclones and an underestimate ofthe magnitude of the negative cyclostrophic velocity in anticyclones. Asa consequence, the vorticity computed geostrophically is overestimatedin cyclones and underestimated in anticyclones.
The positive bias of geostrophically computed vorticity can beshown mathematically by rewriting (2a) as
𝑉𝑔 = (1 + 𝜖𝑅)𝑉 , (2b)where
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is the Rossby number of the rotational flow. The average relativevorticity within the circular area of the assumed axially symmetric flowwith radius 𝑅 can be obtained from Green’s Theorem, which gives
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It is thus apparent that (3) can be expressed alternatively as
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Multiplication of (2b) by 2∕𝑅 and substitution of (4) for 2𝑉 ∕𝑅 gives
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where 𝜁𝑔 = 2𝑉𝑔∕𝑅 is the average vorticity computed geostrophicallywithin the circular area of axially symmetric flow with radius 𝑅. Sincethe second term on the right side of (6) is positive, the geostrophicallycomputed vorticity 𝜁𝑔 is larger than the true vorticity 𝜁 , thus confirmingthat the geostrophically computed vorticity overestimates the positivevorticity in cyclones and underestimates the magnitude of negativevorticity in anticyclones.After division of both sides by 𝑓 , (6) can be rearranged into theform
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For cyclostrophic flow, the differences between the normalizedgeostrophically computed vorticity 𝜁𝑔∕𝑓 and the normalized vorticity
𝜁∕𝑓 are thus related quadratically to the latter. The validity of thecyclostrophic relation (7) is shown in the left panels of Fig. 9. The topleft panel is a map of (𝜁𝑔 − 𝜁 )∕𝑓 in the CCCS region computed from thebottom panels of Figs. 5c and 3b after a small amount of smoothingwith a half-power filter cutoff wavelength of 20 km. The bottom leftpanel shows binned averages of the normalized differences in the topleft panel as a function of the normalized vorticity 𝜁∕𝑓 . The curve inthe bottom left panel corresponds to the quadratic relation (7). Thequadratic fit is quite good. The discrepancies of the binned averagesfrom the theoretical quadratic relation (7) are presumably attributableto deviations of the flow field from the axially symmetric flow assumedin the derivation of (7).It is noteworthy that the features in the top left panel of Fig. 9 thatare most compact and have the largest magnitudes are all positive. Thisis also evident from the asymmetry of the distribution of adequatelysampled bins in the binned scatter plot in the bottom left panel ofFig. 9. The most energetic ageostrophic features in the vorticity fieldare thus cyclonic and the positive vorticities 𝜁 of these features areoverestimated by the geostrophically computed vorticities 𝜁𝑔 . The lackof compact anticyclonic features is likely because small-scale anticy-clones are susceptible to inertial instability (e.g., Rayleigh, 1916; Flierl,1988; Kloosterziel and van Heijst, 1991; Kloosterziel et al., 2007). Themost intense small-scale features in the ageostrophic vorticity field aretherefore associated almost exclusively with submesoscale cyclones.The relevance of cyclostrophic flow can be further investigatedfrom the ratios 𝜁𝑔∕𝜁 . For the axially symmetric flow assumed in thederivation above, the ratio obtained from (6) is
𝜁𝑔
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Fig. 9. Maps of the differences (left) and ratios (right) of the normalized geostrophically computed vorticity 𝜁𝑔∕𝑓 in Fig. 5c and the normalized total vorticity 𝜁∕𝑓 in Fig. 3bafter smoothing with a half-power filter cutoff wavelength of 20 km. The bottom panels show binned averages of the gridded values in the maps in the top panels as functions of
𝜁∕𝑓 . The vertical bar on each binned average represents the ±1 standard deviation of the data values within the bin and the smooth lines correspond to the theoretical solutionsderived in the text for cyclostrophic motion.
The validity of this cyclostrophic relation is shown in the right panels ofFig. 9. The top right panel is a map of 𝜁𝑔∕𝜁 in the CCCS region computedfrom the bottom panels of Figs. 5c and 3b after a small amount ofsmoothing with a half-power filter cutoff wavelength of 20 km. Thebottom right panel shows binned averages of the ratios in the top rightpanel as a function of the normalized vorticity 𝜁∕𝑓 . Note again thepredominance of positive values of 𝜁 . The line in the bottom right panelcorresponds to the linear relation (8). The discrepancies of the binnedaverages from the theoretical linear relation (8) are again presumablyattributable to deviations of the flow field from the axially symmetricflow assumed in the derivation of (8). The differences are especiallyevident in the regions of large-scale flow where |𝜁 |∕𝑓 is small.The conclusion of the preceding analysis is that the errors fromthe effects of cyclostrophic motion on surface velocities computedgeostrophically from SWOT data may often exceed 0.1 m s−1 in theregions of high velocity where small-scale vorticity magnitudes arestrongest. These non-Ekman ageostrophic velocities can mostly be re-duced to less than 0.05 m s−1 by smoothing with a half-power filtercutoff wavelength of 50 km or more. The small-scale cyclostrophicmotions that are responsible for these residual errors in the geostrophicapproximation result in geostrophically computed velocities that over-estimate the positive vorticity of cyclonic features and underestimatethe magnitudes of the negative vorticity of anticyclonic features. Theformer occurs more commonly than the latter because of the tendencyfor anticyclonic features to become unstable.In addition to errors from the existence of small-scale cyclostrophicmotions, velocity estimates computed geostrophically from SWOT mea-surements of SSH will be contaminated by the SSH signatures ofageostrophic internal gravity waves. Hints of such features are evident
from close inspection of Fig. 5c in the form of subtle wavy striationsin the geostrophically computed vorticity. These are most clearly seenin the central northern area of weak submesoscale variability in thebottom panel. As discussed in Section 2, internal gravity waves areunderestimated in the CCS model used in this study. Artifacts frominternal waves are therefore likely to be worse in actual geostrophicallycomputed SWOT estimates of velocity than is suggested from Fig. 5c.Present understanding of the sea-surface height signatures of theoceanic internal gravity wave field is limited, and consequently the ex-tent of this contamination of estimates of surface velocity and vorticitycomputed geostrophically from SWOT data is not addressed systemati-cally here. Its potential importance can be illustrated, however, throughcomparison of the ageostrophic velocity fields from two high-resolutionROMS simulations of the Gulf Stream region off the southeasternseaboard of the U.S., both with a grid spacing of 0.75 km × 0.75 km.Similar to the CCS model used in this study, one of the North Atlanticsimulations (referred to here as the LF simulation) was forced at lowfrequencies with monthly smoothed winds and does not include oceantides (Gula et al., 2015). The other (referred to here as the HF simu-lation) was forced at high frequencies with hourly winds and includesboundary forcing by ten ocean tidal constituents. Although the regionof the North Atlantic model domain is very different dynamically fromthe CCS region considered in this study, the availability of the HF andLF simulations provides useful insight into the contamination of SWOTdata that can be expected from internal waves forced by high-frequencywinds and ocean tides.Snapshots of the magnitudes of the total surface velocities, thegeostrophically computed surface velocities and their differences (the‘‘ageostrophic velocities’’) over the full model domain are shown in
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Fig. 10. Snapshot maps of the magnitudes of the total velocity, the geostrophically computed velocity and the ageostrophic velocity (top to bottom) for the HF and LF simulations(left and right columns, respectively) of a region of the North Atlantic Ocean off the southeastern seaboard of the U.S. The grid resolution was 0.75 km × 0.75 km in bothsimulations. The HF simulation was forced with high-frequency (hourly) winds and tides. The LF simulation was forced with monthly winds and did not include tides. The ribbonsof high velocity in the western and northern regions of each map are the Gulf Stream as it flows northward off the Florida coast and then turns northeastward along the continentalslope to Cape Hatteras at the northern corner of the model domain. The 𝑥 and 𝑦 axis labels are longitude in degrees east and latitude in degrees north and the box in each panelis the area over which the non-Ekman ageostrophic velocities were computed for Fig. 11. Note that the left half of the color bar is not used in the bottom panels.
Fig. 10. As in the CCS model used for this study (Figs. 3a and 5b),the geostrophically computed velocity is qualitatively very similar tothe total surface velocity in each of the two North Atlantic simulations.Moreover, the total and geostrophically computed velocity fields arequalitatively similar between the two North Atlantic simulations. Butthe ageostrophic velocity fields are dramatically different in the HFand LF simulations. Features resembling the cyclostrophic motionsdiscussed above from the CCS model are evident in the ageostrophic
velocity field from the LF model, especially in the immediate vicinityof the Gulf Stream. Such features are swamped in the HF model bystriated internal gravity wave structures. The geostrophically computedvelocities associated with these internal waves are a gross misrep-resentation of the actual surface velocities associated with internalwaves. We nonetheless refer to these striated features as ‘‘ageostrophicvelocities’’ since they would be misinterpreted as velocity structures ingeostrophically computed SWOT estimates of the velocity field.
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Fig. 11. Maps showing the scale dependence of the magnitudes of smoothed non-Ekman ageostrophic velocities (defined as in Fig. 6c) from the subregions of the two NorthAtlantic simulations indicated by the boxes in Fig. 10. The left and right columns correspond to the results for the HF and LF models, respectively, after 2-dimensional isotropicsmoothing with half-power filter cutoff wavelengths of 20, 40, 60 and 80 km (top to bottom). The 𝑥 and 𝑦 axis labels are distance in kilometers. Note that the left half of thecolor bar is not used in this figure.
To assess the effects of internal gravity waves on SWOT estimates ofthe surface velocity fields, the ‘‘non-Ekman ageostrophic velocity field’’was computed from each North Atlantic simulation in the same manneras in Fig. 6c, i.e., as the differences of each of the total ageostrophic
velocity fields from their respective 150-km smoothed ageostrophicfield (not shown here). The residual velocity fields were then smoothedwith various half-power filter cutoff wavelengths as in Fig. 7. Themagnitudes of the resulting smoothed non-Ekman ageostrophic velocity
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fields are shown in Fig. 11 for the region southeast of the Gulf Streamindicated by the boxes in Fig. 10. Features suggestive of internal gravitywaves can be faintly seen in the LF simulation with 20-km smoothingbut are not readily apparent with higher smoothing. In contrast, in-ternal waves are highly energetic in the HF simulation and decreasein magnitude rather slowly with increased spatial smoothing. Fig. 11suggests that significant contamination of the geostrophically computedvelocity field by the SSH signatures of internal waves persist in someregions even after smoothing with a half-power filter cutoff wavelengthof 80 km.In principle, the internal wave contamination that is evident inFigs. 10 and 11 can be reduced by time averaging as in the simulationsof geostrophically computed SWOT estimates of space–time smoothedvelocity and vorticity in Section 8. In practice, the interleaved samplingpattern during each repeat of the 21-day orbit of SWOT (see Figs. 21–23) restricts the geographical distribution of locations with repeatsampling, thus limiting the benefits of time averaging to mitigate con-tamination by internal gravity waves. Qiu et al. (2018) note that it maybe possible to remove some of the internal wave contamination basedon model estimates of the stationary part of diurnal and semidiurnaltidal signals. Contamination by nonstationary internal gravity waves ismuch more problematic.A thorough analysis of the effects of internal gravity waves oninterpretation of geostrophically computed SWOT estimates of space–time smoothed velocity and vorticity is beyond the scope of this study.For present purposes, the contrasting velocity fields from the twoNorth Atlantic simulations in Figs. 10 and 11 serve as a cautionarywarning that the assessments of the resolution capabilities for SWOTestimates of velocity and vorticity in Sections 6, 8 and 9 may besomewhat optimistic since our simulations are based on a CCS modelwith unrealistically weak internal gravity waves. A rigorous analysisof the effects of contamination of geostrophically computed velocityestimates by internal gravity waves is needed to fully understand thelimitations of future use and interpretation of SWOT data.It should be noted that other effects of synoptic-scale wind forcingbesides internal gravity waves may also not be adequately representedin the CCS model used in this study since it was forced by seasonallyvarying winds. High-frequency wind forcing can also affect mesoscaleand submesoscale variability. For this and other reasons, the resolutioncapabilities of actual SWOT and WaCM data are likely to be somewhatworse than the estimates presented here.
4. The error characteristics of measured and derived variablesfrom SWOT and WaCM data
For our investigation of the resolution capabilities of SWOT andWaCM estimates of surface velocity and vorticity, the measurementcharacteristics that are of interest are the footprint sizes of the data thatwill be distributed to general users (referred to here as pre-processeddata), the standard deviations of the uncorrelated measurement errorsfor the specified footprint size, and the space–time sampling patternsthat are imposed by the measurement swath width and the orbitconfiguration for each instrument. The effects of footprint size anduncorrelated measurement errors on SWOT and WaCM estimates ofvelocity and vorticity are summarized in this section. Discussion ofthe equally important consideration of sampling patterns on the abilityto map the velocity and vorticity fields (especially an issue for SWOTbecause of its much narrower swath width) is deferred to Section 7.
4.1. SWOT errors
The measurement characteristics for the SWOT altimeter are docu-mented in a suite of project reports published by the Jet Propulsion Lab-oratory and available online at https://swot.jpl.nasa.gov/documents.htm. The most germane of these reports are the Science RequirementsDocument (Rodríguez and Callahan, 2016), the Onboard Processing
and Algorithm Theoretical Basis Document (Peral, 2016), and theMission Performance and Error Budget Document (Esteban Fernandez,2017). While the versions of these documents that are listed in thereferences may undergo revisions between now and the planned launchdate in 2021, no major changes are expected in the instrumentalmeasurement errors and orbit configuration that are crucial to thesimulations of SWOT data used in this study.The baseline science requirements for SWOT are for SSH measure-ments with a footprint size of 1 km on a 1 km × 1 km grid across themeasurement swath. SWOT will also include a nadir altimeter, but thatis not considered in this study because it has a very different footprintsize and measurement accuracy compared with the Ka-band RadarInterferometer (KaRIn). KaRIn will measure SSH with unprecedentedresolution and spatial coverage across two parallel measurement swathswith 50-km widths separated by a 20-km gap centered on the satelliteground track (see Section 7).In addition to uncorrelated errors from instrument noise, the KaRInestimates of SSH will be contaminated by spatially correlated (long-wavelength) errors from orbit errors and various environmental effects,including significant wave height (SWH) and the effects of dry gases,water vapor and ionospheric free electrons on atmospheric refraction.Of particular note, the validity of the so-called inverted barometercorrection of 1 cm hPa−1 for sea level pressure effects on SSH isunknown on the small scales measurable by KaRIN. The uncertaintiesof the sea level pressure fields from the atmospheric model that will beused as a basis for the inverted barometer correction are also unknownon these small scales.Consideration of the complete error budget for SWOT is beyond thescope of this study. Readers are referred to Rodríguez and Callahan(2016) for a discussion of the present understanding of the variousaspects of SWOT measurement errors. Our focus is on SWOT estimatesof small-scale surface velocity and vorticity variability, both of whichare spatially high-pass filtered versions of the SSH field (see Fig. 5)since they are computed from spatial derivatives of SSH. With thepossible exception of the inverted barometer correction mentionedabove, most of the spatially correlated errors have relatively large scaleand are thus expected to be of secondary importance. We thereforeconsider only the effects of uncorrelated measurement errors in thisstudy.In its low-resolution mode over the ocean, the raw radar measure-ments by the KaRIn instrument will have a footprint size of about100 m. To reduce the measurement errors, while at the same time re-ducing the unnecessarily large data volume over the ocean, the presentofficial plan as summarized by Peral (2016) and Esteban Fernandez(2017) is to smooth the raw measurements of SSH in an onboardprocessor to achieve the SWOT science requirements for a footprintsize of 1 km for ocean observations.3 It is shown in Appendix B.1 thatthis footprint size can be achieved by smoothing the raw measurementsusing a 2-dimensional Parzen smoother with a half-power filter cutoffwavelength of 2 km. It is further shown in Appendix B.1 that pre-processed SWOT estimates of SSH obtained in this manner are spatiallyuncorrelated on a 1 km × 1 km grid.For the simulations of SWOT data in this study, a critically impor-tant characteristic of the pre-processed SWOT estimates of SSH is the
3 The SWOT Algorithm Development Team has recently recommendedchanging the onboard processing to a smaller footprint size of 0.5 km postedon a 0.25 km × 0.25 km grid. This higher resolution increases the standarddeviation of the uncorrelated measurement errors in the onboard estimates ofSSH by a factor of two compared with a footprint size of 1 km. It will beshown in Section 6 that even the science requirement of 1-km footprint sizeused for the simulations in this study exceeds the signal resolution capabilityby more than an order of magnitude for in-swath SWOT estimates of surfacevelocity and vorticity computed geostrophically from SSH. The results of theadditional smoothing in ground-based post-processing that will be needed toachieve an adequate signal-to-noise ratio would therefore be essentially thesame for either footprint size.
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standard deviation of the uncorrelated instrumental errors. As discussedin detail in Appendix F, it is not possible to determine this unambigu-ously from the SWOT documentation. In part, this is because the actualscience requirement is specified in terms of the wavenumber spectrumof SSH after 2-dimensional smoothing in ground-based post-processing,rather than in terms of the measurement accuracy itself in units of SSH(see Appendix F). On the few occasions where a standard deviationof the uncorrelated measurement errors is stated, inconsistent valuesare given (see Appendix F), perhaps because the stated value is for anevolving ‘‘present best estimate’’ of what will actually be achieved fromSWOT on-orbit, rather than for the baseline science requirement that isconsidered in this study. The former is slightly better than the sciencerequirement and may continue to improve somewhat as the techniquesfor processing the KaRIn data are refined between now and the launchdate.The wavenumber spectral specification of the measurement errors inthe SWOT science requirements is ‘‘reverse engineered’’ in Appendix Fto determine the corresponding standard deviation of the uncorrelatederrors of the pre-processed SWOT estimates of SSH. The derived valuefor the swath-averaged science requirement for conditions of 2-m SWHand a footprint size of 1 km is shown to be 𝜎ℎ = 2.74 cm.The smallest value cited in the SWOT documentation for the swath-averaged standard deviation of uncorrelated errors is 𝜎ℎ = 2.4 cm for2-m SWH, which is somewhat better than the value of 2.74 cm derivedin Appendix F. The dependencies of the present projected estimate ofSWOT measurement errors on swath location and SWH are shown inFig. F.1 in Appendix F. Our assumed swath-averaged error standarddeviation of 𝜎ℎ = 2.74 cm appears to be more representative of theprojected estimate for 4-m SWH.The difference between 2.74 cm and 2.4 cm is a minor distinctionfor this investigation. A more significant issue is that the analysispresented in this study does not simulate the cross-track variation ofthe SWOT measurement errors. As shown in Fig. F.1, the measurementerrors increases toward both edges of the measurement swath, result-ing in cross-track variations that are much larger than the differencebetween 2.74 cm and 2.4 cm. For 2-m SWH, for example, the estimatesof SSH errors in Fig. F.1 range from 1.9 cm at the center of the swath to3.0 cm at the inner edge of the swath and more than 4 cm approachingthe outer edge of the swath. It will be seen in Sections 6, 8 and 9that geostrophically computed SWOT estimates of velocity and vorticitymust be smoothed considerably to achieve adequate signal-to-noiseratio. This smoothing leads to edge effects that would be exacerbatedby the larger measurement errors near the swath edges.As noted in the introduction, the error analysis in this study couldhave been carried out using the simulator software available from theSWOT Project Office (Gaultier et al., 2017). Analogous simulator soft-ware is not yet available for WaCM (Rodríguez, 2018). For consistencyin our analysis of the effects of SWOT and WaCM measurement errors,we have therefore chosen to simulate the error standard deviationfor simulated SWOT data as spatially constant with a swath-averagedvalue of 𝜎ℎ = 2.74 cm. Because our simulations do not account forthe higher measurement errors near the edges of the measurementswaths, the analysis presented here likely underestimates the overalleffects of measurement errors on space–time smoothed fields of velocityand vorticity constructed geostrophically from SWOT measurements ofSSH. The results presented in Sections 6, 8 and 9 should thereforebe considered optimistic assessments of the resolution capabilities ofactual SWOT data.For SWOT, the velocity and vorticity fields that are the focus ofthis investigation must be estimated geostrophically, which requiresdifferentiation of SSH for velocity and double differentiation of SSH forvorticity. The spatial derivatives are estimated in this study by centereddifferences of the discrete SSH values. The effects of the uncorrelatederrors of SWOT measurements of SSH on geostrophically computedvelocity and vorticity are derived in Appendix G.1 using propagation-of-error analysis. The results are summarized in the first column of
Table 1The standard deviations of errors of SWOT estimates of sea surface height ℎ,the geostrophically computed cross-shore and alongshore velocity components 𝑢𝑔 =
−𝑔𝑓−1𝜕ℎ∕𝜕𝑦 and 𝑣𝑔 = 𝑔𝑓−1𝜕ℎ∕𝜕𝑥, the magnitude (𝑢2𝑔 + 𝑣2𝑔 )1∕2 of the geostrophicallycomputed velocity and the geostrophically computed vorticity 𝜁𝑔 = 𝜕𝑣𝑔∕𝜕𝑥 − 𝜕𝑢𝑔∕𝜕𝑦normalized by the Coriolis parameter 𝑓 . The calculations are all based on the value of
𝑓 = 8.75×10−5 s−1 at the central latitude 37◦N of the California Current model domainshown in Fig. 2. The results for the pre-processed SWOT estimates of SSH with 1-kmfootprint on a 1 km × 1 km grid and the science requirement of 𝜎ℎ = 2.74 cm forthe standard deviation of the uncorrelated errors of the SSH measurements are listedin the first column. The reduction of error that can be achieved by smoothing withhalf-power filter cutoff wavelengths of 𝜆𝑐 = 10 km and 50 km are listed in the secondand third columns. The error estimates in the first and second columns are derivedin Appendices G.1 and G.3 by propagation-of-error analysis. The error estimates inthe third column were obtained by integrating the analytical expressions for the errorspectra derived in Appendix I.2 with 𝜆𝑐 = 50 km.Variable SWOT with SWOT with SWOT with1-km footprint 5-km footprint 50-km smoothing(10-km smoothing)
SSH 2.74 cm 0.55 cm 0.11 cm
𝑢𝑔 , 𝑣𝑔 2.17 m s−1 0.26 m s−1 0.013 m s−1Speed 3.07 m s−1 0.37 m s−1 0.018 m s−1
𝜁𝑔∕𝑓 39.1 3.2 0.045
Table 1, which shows that the 𝜎ℎ = 2.74-cm standard deviation ofSSH measurement errors for a footprint size of 1 km results in a largestandard deviation of 2.17 m s−1 for the errors of SWOT estimatesof each geostrophically computed velocity component at the centrallatitude 37◦N of the CCS model domain where the Coriolis parameteris 𝑓 = 8.75 × 10−5 s−1. This error increases by about 11% at the 32.5◦Nsouthern corner of the CCS model domain where 𝑓 = 7.81 × 10−5 s−1and decreases by about 11% at the 42◦N northern corner of the modeldomain where 𝑓 = 9.73×10−5 s−1. The 𝜎ℎ = 2.74-cm SSH measurementerrors result in an extraordinarily large standard deviation of 39.1𝑓 forthe errors of geostrophically computed SWOT estimates of vorticity at37◦N.Because of these large errors, SWOT estimates of velocity andvorticity computed geostrophically from the unsmoothed pre-processeddata are likely of little value for most oceanographic applications. Theerrors listed in the first column of Table 1 are much larger than theerrors summarized for WaCM estimates of velocity and vorticity inSection 4.2, but the footprint size of 5 km for pre-processed WaCMestimates of surface velocity is a factor-of-5 coarser than the 1-kmfootprint size for SWOT. The large errors of SWOT estimates of velocityand vorticity obtained from the pre-processed SWOT data can be re-duced by smoothing commensurately with the half-power filter cutoffwavelength of 10-km that corresponds to the 5-km footprint size ofpre-processed WaCM estimates of surface velocity (see Appendix B.2).The effects of smoothing the pre-processed SWOT estimates of SSHisotropically with a half-power filter cutoff wavelength of 10 km inground-based post-processing, i.e., the same smoothing applied in pre-processing of WaCM estimates of velocity, are derived in Appendix G.3using propagation-of-error analysis. The results are summarized inthe second column of Table 1. The standard deviations of errors ofgeostrophically computed SWOT estimates of velocity and vorticity arereduced by factors of about 8 and 12, respectively. The resulting un-certainties are comparable to the uncertainties of velocity and vorticityderived below in Section 4.2 based on pre-processed WaCM data withthe same footprint size of 5 km (see Table 2).Eqs. (G.2), (G.5), (G.8), (G.17a) and (G.20) in Appendices G.1and G.3 from which the error estimates in the first two columns ofTable 1 were computed are all expressed in terms of the variance
𝜎2ℎ of the errors of the pre-processed SWOT estimates of SSH for afootprint size of 1 km. It is therefore straightforward to recompute thestandard deviations of the errors of geostrophically computed velocitycomponents and vorticity based on any specified value of 𝜎2ℎ.
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Table 2The standard deviations of errors of WaCM estimates the cross-shore and alongshorevelocity components 𝑢 and 𝑣, the velocity magnitude (𝑢2 + 𝑣2)1∕2 and the vorticity
𝜁 = 𝜕𝑣∕𝜕𝑥−𝜕𝑢∕𝜕𝑦 normalized by the Coriolis parameter 𝑓 at the central latitude 37◦N ofthe California Current model domain shown in Fig. 2. The results for the pre-processedWaCM estimates of the velocity components with 5-km footprint size on a 5 km × 5 kmgrid and the baseline standard deviation of 𝜎spd = 0.50 m s−1 for uncorrelated speederrors, which corresponds to 𝜎𝑢,𝑣 = 0.354 m s−1 for the uncorrelated measurement errorsof each orthogonal component of velocity, are listed in the first column. The resultsfor the same footprint size of 5 km oversampled on a 1 km × 1 km grid are listedin the second column. The reduction of error that can be achieved by smoothing witha half-power filter cutoff wavelength of 𝜆𝑐 = 50 km are listed in the third column.The error estimates in the first and second columns are derived in Appendix G.2 bypropagation-of-error analysis. The error estimates in the third column were obtainedby integrating the analytical expressions for the error spectra derived in Appendix I.4with 𝜆𝑐 = 50 km.Variable WaCM with WaCM with WaCM with5-km footprint 5-km footprint 50-km smoothingand 5-km grid and 1-km grid and 1-km grid
𝑢, 𝑣 0.35 m s−1 0.35 m s−1 0.071 m s−1Speed 0.50 m s−1 0.50 m s−1 0.10 m s−1
𝜁∕𝑓 0.81 2.4 0.12
4.2. WaCM errors
As WaCM is not yet a proposed NASA mission, there is no formaldocumentation of the details of the Doppler measurements of surfacevelocity. The technical aspects of WaCM are summarized by Rodríguez(2018). A Doppler radar measures the radial component of velocityparallel to the antenna pointing angle. Estimation of vector velocityrequires measurements from multiple look angles. This is achievedusing a spinning pencil-beam antenna that measures a given locationon the sea surface from several different look angles over a short periodof time as the satellite moves along its orbit.Issues with the geometrical transformations of pooled measure-ments of radial velocity from multiple look angles to estimate twoorthogonal components of velocity are not addressed in our simulationsof WaCM data. We have assumed that the two orthogonal velocitycomponents have already been estimated in onboard and ground-basedpre-processing of the measurements pooled over 5 km × 5 km areas andthat the uncorrelated errors of surface current speed in these pooledestimates have a standard deviation of 𝜎spd = 0.50 m s−1 in the baselinedesign for WaCM. In reality, the errors will differ for the two velocitycomponents (see Rodríguez, 2018). Because of limited azimuthal di-versity of the Doppler measurements of radial velocity near the swathedges, the errors of the cross-track velocity component increase towardthe inner edges of the two parallel measurement swaths. Likewise, theerrors of the along-track component increase toward the outer edges ofthe measurement swaths.It is shown in Appendix B.2 that an effective footprint size of5 km can be achieved by smoothing high-resolution data using a2-dimensional Parzen smoother with a half-power filter cutoff wave-length of 10 km. The estimates of surface velocity that we refer tohere as pre-processed WaCM data were therefore simulated from theCCS model output based on isotropic 2-dimensional smoothing of noisyvelocity components on the full 0.5 km × 0.5 km resolution of themodel grid with a half-power filter cutoff wavelength of 10 km.Since velocity will be estimated directly by WaCM, the only derivedquantity is the vorticity, which is computed from spatial derivativesof the velocity components. We assume throughout this study thatthe speed measurement uncertainties are equally partitioned betweenorthogonal velocity components and that the errors of each velocitycomponent are uncorrelated with each other. The baseline standarddeviation of 𝜎spd = 0.50 m s−1 for the speed measurement errorstherefore corresponds to a standard deviation of 𝜎𝑢,𝑣 = 0.354 m s−1for the uncorrelated errors of pre-processed WaCM estimates for eachorthogonal velocity component 𝑢 and 𝑣.
For a footprint size of 5 km, pre-processed WaCM estimates ofsurface velocity are spatially uncorrelated on a 5 km × 5 km grid(see Appendix B.2). The effects of the uncorrelated velocity componenterrors on WaCM estimates of vorticity computed on a 5 km × 5 km gridare derived in Appendix G.2 using propagation-of-error analysis. Theresults are summarized in the first column of Table 2, which shows thatthe standard deviation of 𝜎𝑢,𝑣 = 0.354 m s−1 for the velocity componenterrors results in a standard deviation of 0.807𝑓 for the errors of WaCMestimates of vorticity at the central latitude 37◦N of the CCS modeldomain.It is advantageous to oversample the WaCM estimates of surfacevelocity on a 1 km × 1 km grid in order to retain more of thehigh-wavenumber variability of the vorticity signal in the centereddifferences used here to estimate the derivatives in the definition ofvorticity (see Appendix H). For the simulations in this study, over-sampling the WaCM data on a 1 km × 1 km grid has the additionalpractical advantage of giving a spatial gridding that is equivalent to the1 km × 1 km gridding assumed here for the pre-processed SWOT data.The footprint size from the filtering in the pre-processing of WaCM datais still 5 km. The standard deviation of the errors of WaCM estimatesof each velocity component is therefore still 𝜎𝑢,𝑣 = 0.354 m s−1, butthe velocity component errors on a 1 km × 1 km grid are spatiallycorrelated.The effects of correlation of the measurement errors on the vorticityestimated from WaCM data on a 1 km × 1 km grid are incorporatedin the propagation-of-error analysis in Appendix G.2. The results aresummarized in the second column of Table 2. The oversampling in-creases the standard deviation of the vorticity errors by about a factorof 3 to a value of about 2.4𝑓 at 37◦N. While this increase of theerrors is undesirable, the standard deviation of the vorticity signalalso increases in the centered difference estimates of the derivativeson the oversampled grid. It is shown in Appendix H that this retainsmore of the short-wavelength vorticity variability where much of thesignal variance lies (see Figs. 3b and 4). The net effect of oversamplingthe WaCM data on a 1 km × 1 km grid is to improve the signal-to-noise ratio, even though the noise standard deviation is higher on the1 km × 1 km grid.The standard deviation of the errors of WaCM estimates of velocitywith 5-km footprint (i.e., with smoothing with a half-power filter cutoffwavelength of 10 km) in the first two columns of Table 2 is somewhatlarger than the standard deviation of geostrophically computed SWOTestimates of velocity with 10-km smoothing listed in the second columnof Table 1. On the other hand, the errors of WaCM estimates ofvorticity on a 1 km × 1 km grid are somewhat smaller than the errorsof geostrophically computed SWOT estimates of vorticity with 10-kmsmoothing to achieve a footprint size of 5 km (compare the bottomelements in the second columns of Tables 1 and 2). The apparent con-tradiction of higher velocity errors but lower vorticity errors for WaCMis attributable to the different wavenumber spectral characteristics ofthe errors of SWOT and WaCM estimates of the velocity componentsand vorticity (see Section 4.4) that arise from the different orders ofdifferentiation required to obtain the estimates.Eqs. (G.10), (G.12) and (G.15) in Appendix G.2 from which the errorestimates in the first two columns of Table 2 were computed are allexpressed in terms of the variances 𝜎2𝑢 and 𝜎2𝑣 of the errors of the pre-processed WaCM estimates of the velocity components. It is thereforestraightforward to recompute the standard deviations of the vorticityerrors based on any specified values of 𝜎2𝑢 and 𝜎2𝑣 .
4.3. Error reductions from smoothing in ground-based post-processing
The errors of SWOT and WaCM estimates of velocity and vorticitylisted in the first two columns of Tables 1 and 2 are too large forthe data to be useful for most applications, even with the 10-kmsmoothing to achieve a footprint size of 5 km. SWOT and WaCM datawill have to be further smoothed in ground-based post-processing to
272
D.B. Chelton, M.G. Schlax, R.M. Samelson et al. Progress in Oceanography 173 (2019) 256–350
reduce the effects of measurement errors. The reductions of the errorsof the measured and derived variables that are achieved with thisadditional smoothing could be derived analytically, albeit tediously, bythe propagation-of-error analysis procedure used in Appendix G.3 forthe case of smoothing of the SWOT data with a half-power filter cutoffwavelength of 10 km. For SWOT, this would require determination ofthe autocorrelations of smoothed SSH errors at the three spatial lagsof 2𝛥𝑥, 2√2𝛥𝑥 and 4𝛥𝑥 that appear in Eqs. (G.17a) and (G.21) inAppendix G for each choice of half-power filter cutoff wavelength 𝜆𝑐 .A similar propagation-of-error analysis could be carried out for WaCMestimates of smoothed velocity and vorticity.The variances of the residual errors after isotropic 2-dimensionalsmoothing with a given 𝜆𝑐 are much more easily determined for eachvariable of interest from the analytical expressions for the wavenumberspectra of the measured and derived variables that are derived forSWOT and WaCM in Appendices I.2 and I.4, respectively.The procedure for determining the standard deviation of residualerrors from the wavenumber spectrum after smoothing in ground-based post-processing is based on Parseval’s Theorem, which relates thevariance of a variable to the integral of the power spectral density ofthe variable. For finite record length, this integral becomes the discretesum (D.1) in Appendix D. The residual error variance after isotropic2-dimensional smoothing was obtained by integrating the analyticalexpression for the wavenumber spectra of the residual errors for half-power filter cutoff wavelengths 𝜆𝑐 ranging from 10 km to 150 km.Examples of these wavenumber spectra are presented and discussedbelow in Section 4.4 for 𝜆𝑐 = 20 km, 50 km and 80 km. The standarddeviation of the residual errors is the square root of the residual errorvariance computed from the integrated spectrum for each choice of 𝜆𝑐 .The residual error standard deviations obtained in this manner areshown in Fig. 12 for SSH from SWOT (panel a) and for velocity andvorticity (panels b and c, respectively) estimated from both SWOT andWaCM data on 1 km × 1 km grids. These estimates assume completeinstantaneous sampling of the full CCS model domain, i.e., without thesampling errors discussed in Sections 7–10. The errors initially dropvery quickly with increased smoothing and then more gradually as thesmoothing is further increased. In the case of SSH, the residual errors inFig. 12a decrease as 𝜆−1𝑐 . The velocity errors in Fig. 12b decrease as 𝜆−2𝑐and 𝜆−1𝑐 for SWOT and WaCM, respectively. The corresponding vorticityerrors in Fig. 12c decrease as 𝜆−3𝑐 and 𝜆−2𝑐 . The more rapid decreasesfor SWOT than for WaCM are because of attenuation of the variance ofthe geostrophically computed velocity component errors from the band-pass filtering operation of the response function for centered differenceestimates of the geostrophic derivatives (see Appendices H and I andthe discussion in Section 4.4 of the wavenumber spectral characteristicsof the residual errors of the smoothed variables).To provide some quantitative numbers for the error reductionsachieved with isotropic 2-dimensional smoothing in ground-based post-processing, the values of the standard deviations for the case of a filtercutoff wavelength of 𝜆𝑐 = 50 km are listed for SWOT and WaCM inthe third columns of Tables 1 and 2, respectively. The errors of SWOTestimates of SSH and geostrophically computed velocity componentsand vorticity are reduced by factors of 25, 167 and 875, respectively,compared with estimates from the pre-processed SWOT data. Comparedwith the 10-km smoothing applied to SWOT data in Section 4.1 tomatch the 5-km footprint size of WaCM data (see the second columnof Table 1), the errors of geostrophically computed SWOT estimatesof velocity and vorticity with 50-km smoothing are further reducedby factors of 21 and 81, respectively. The errors of WaCM estimatesof velocity components and vorticity on a 1 km × 1 km grid with5-km footprint, the baseline speed noise of 𝜎spd = 0.50 m s−1 and50-km smoothing are reduced by more modest factors of 5 and 20,respectively, compared with the 10-km smoothing in the pre-processing(see the second and third columns of Table 2).
4.4. Wavenumber spectral characteristics of the errors
Alongshore wavenumber spectra of the signals and errors in sim-ulated SWOT and WaCM estimates of the velocity components andvorticity from the CCS model provide insight into the significant chal-lenges in mapping small-scale variability from the satellite data. In thecase of SWOT, velocity and vorticity are computed geostrophically andthe alongshore wavenumber spectra of SSH signal and errors are alsoconsidered. The error spectra provide wavenumber decompositions ofthe error standard deviations presented in Sections 4.1–4.3. As notedpreviously, we consider only the effects of uncorrelated measurementerrors in this study since they are the primary limitation for SWOT andWaCM estimates of velocity and vorticity. The error spectra presentedbelow assume a standard deviation of 𝜎ℎ = 2.74 cm for the errors of pre-processed SWOT estimates of SSH and a standard deviation of 𝜎𝑢,𝑣 =
0.354 m s−1 for the errors of pre-processed WaCM estimates of eachvelocity component. The latter corresponds to a standard deviation of
𝜎spd = 0.50 m s−1 for speed errors equally partitioned between the twoveloctiy components.A minor caveat to the general applicability of the analytical equa-tions in Appendix I for the theoretical wavenumber spectra of the errorsof velocity components and vorticity computed geostrophically fromSSH is that they are based on a specified constant value of the Coriolisparameter 𝑓 . For the calculations in this section, we have used the valueof 𝑓 at the central latitude 37◦N of the CCS model domain. At thenorthern extent of the model domain, the Coriolis parameter is 11%larger than its value at 37◦N; at the southern extent, it is 11% smaller.The use of a constant value of 𝑓 in the analytical expressions forthe geostrophically computed velocity and vorticity error variances isa minor issue in this study. This is confirmed in Figs. 13a, b and 14 fromthe very close agreement between the spectra of the errors computedtheoretically based on the analytical expressions in Appendix I withconstant 𝑓 (the green lines in each panel of the above-noted figures)and the spectra determined empirically from errors of velocity compo-nents and vorticity computed geostrophically from maps of simulatedSWOT SSH measurement errors using the local value of 𝑓 at each gridpoint (the blue lines in each panel of the figures).Before presenting the alongshore wavenumber spectra of the vari-ables of interest, we pause to point out one other very minor issue inthe error spectra presented for both SWOT and WaCM in Figs. 13–15. The 2-dimensional smoothing applied in simulated ground-basedpost-processing of the SWOT and WaCM error fields from which theerror spectra were computed empirically (the blue lines in Figs. 13–15)was applied truly isotropically using a 2-dimensional Parzen weightingfunction (see Appendix A) that depends only on the radial distanceof each data point from the estimation location. It is shown in Ap-pendix C that essentially equivalent isotropic 2-dimensional smoothingcan be achieved through sequential 1-dimensional smoothing using theParzen filter in each of two orthogonal dimensions. The advantageof sequential 1-dimensional smoothing is that it facilitates the deriva-tions in Appendix I of the analytical expressions for the wavenumberspectral characteristics of residual errors in smoothed fields that areshown by the green lines in Figs. 13–15. The essential equivalence oftrue isotropic 2-dimensional smoothing and sequential 1-dimensionalsmoothing can be inferred from these figures by the very close agree-ment between the theoretical spectra computed from the analyticalexpressions in Appendix I and the spectra computed empirically fromthe simulated error fields.
4.4.1. Error spectra from pre-processed SWOT dataThe alongshore wavenumber spectra of error-free SSH from the CCSmodel and uncorrelated SSH measurement errors from unsmoothedsimulated pre-processed SWOT estimates of SSH are shown in the toppanel of Fig. 13a. The spectrum of uncorrelated SSH measurementerrors computed empirically from the simulated SWOT data is shownby the blue line. The theoretical spectrum of SSH measurement errors
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Fig. 12. The standard deviations of residual errors as functions of half-power filter cutoff wavelength with 2-dimensional isotropic Parzen smoothing for footprint sizes of 1 km and5 km for SWOT and WaCM, respectively: (a) SWOT estimates of SSH; (b) Geostrophically computed SWOT estimates of each of the components of velocity (thin lines, which areindistinguishable for the two components), and WaCM estimates of each component of the total velocity (thick lines, which are again indistinguishable for the two components);and (c) geostrophically computed SWOT estimates of vorticity (thin line) and WaCM estimates of the total vorticity (thick lines), normalized by the Coriolis parameter 𝑓 at thecentral latitude 37◦N of the CCS model domain. The thick solid lines in (b) and (c) are for WaCM with the baseline speed noise of 𝜎spd = 0.50 m s−1 and the thick dashed linesare for the smaller speed noise of 𝜎spd = 0.25 m s−1 considered in Section 10. The residual standard deviations in these figures were computed from the error variances determinedfor SWOT and WaCM, respectively, by integrating the analytical formulas in Appendix I.3 and I.4 for each filter cutoff wavelength 𝜆𝑐 . The power-law dependencies on 𝜆𝑐 that arelabeled on each curve were determined from log–log versions of each panel (not shown here).
given by the analytical expression (I.2) derived in Appendix I.1 isshown by the green line, which agrees very well with the empiricalerror spectrum. These error spectra intersect the SSH signal spectrum ata wavenumber of about 0.022 cycle per km (cpkm), which correspondsto a wavelength of about 45 km. The relevance of this intersectionof the signal and noise spectra to the resolution capability of SWOTestimates of SSH is discussed later in the context of the interpretationof Fig. 13b.The alongshore wavenumber spectra of signals and errors for SWOTestimates of cross-shore and alongshore velocity components 𝑢𝑔 and 𝑣𝑔computed geostrophically from centered difference estimates of deriva-tives of simulated pre-processed SWOT estimates of SSH are shown in,respectively, the second and third panels of Fig. 13a. The error spectracomputed empirically from the simulated SWOT data based on the localvalue of the Coriolis parameter 𝑓 at each grid point are again shownby blue lines in these panels. The analytical expressions (I.5) and (I.10)derived in Appendix I.1 for the error spectra are shown by the greenlines, which again agree very well with the empirical error spectra. Anotable feature of the 𝑣𝑔 spectra is that the spectral power of 𝑣𝑔 errorsexceeds the spectral power of the 𝑣𝑔 signal at all wavenumbers. The 𝑣𝑔signal is thus undetectable from unsmoothed pre-processed SWOT data.In the case of the 𝑢𝑔 spectra, the signal power exceeds the error powerfor wavenumbers below about 0.02 cpkm but this signal variance willbe masked in maps of 𝑢𝑔 by the order-of-magnitude higher power ofthe errors at higher wavenumbers.The dramatic differences between the wavenumber characteristicsof the alongshore wavenumber spectra of the errors of 𝑢𝑔 and 𝑣𝑔 meritsome discussion. The spectrum is ‘‘white’’ (constant with alongshorewavenumber) for 𝑣𝑔 errors but ‘‘blue’’ (dominated by high alongshorewavenumber variability) for 𝑢𝑔 errors. The spatial high-pass filtering of
𝑢𝑔 errors implied by this blueness occurs because the white noise SSH isdifferentiated in the alongshore dimension, i.e., in the same dimensionas the wavenumber spectrum. (The dropoff of spectral power at thehighest wavenumbers arises because of the response function for thecentered difference approximation of the geostrophic derivatives; seeFig. H.1 in Appendix H.)The 𝑣𝑔 errors are similarly spatially high-pass filtered, but fromdifferentiation of SSH in the cross-shore dimension. This cross-shorehigh-pass filtering would be evident in the cross-shore wavenumberspectrum of 𝑣𝑔 , but is not manifest in its alongshore wavenumberspectrum because the centered difference estimates of the derivativeof SSH in the geostrophic equation for 𝑣𝑔 are perpendicular to thealongshore dimension. It is shown in Appendix I, however, that the
blueness of the cross-shore spectrum of 𝑣𝑔 nonetheless has a large effecton the spectra of error fields smoothed 2-dimensionally in ground-basedpost-processing. (The cross-shore spectrum of 𝑢𝑔 is white for the samereason that the alongshore spectrum of 𝑣𝑔 is white, namely that thealongshore centered difference estimates of the derivative of SSH inthe geostrophic equation for 𝑢𝑔 are perpendicular to the cross-shoredimension.)The alongshore wavenumber spectra of signal and errors for SWOTestimates of vorticity 𝜁𝑔 computed geostrophically from second deriva-tives of simulated pre-processed SWOT estimates of SSH are shownin the bottom panel of Fig. 13a. The spectrum of 𝜁𝑔 errors computedempirically from the simulated SWOT data (the blue line) again agreesvery well with the theoretical spectrum of 𝜁𝑔 errors (the green line)computed by the analytical expression (I.24) in Appendix I based onthe constant value of 𝑓 = 8.75 × 10−5 s−1 at the central latitude 37◦Nof the CCS model domain. In this case, the error spectra are nearlythree orders of magnitude more energetic than the 𝜁𝑔 signal spectrumat all wavenumbers. The vorticity signal estimated from unsmoothedpre-processed SWOT data is thus completely swamped by the errors atall wavenumbers.For comparison with the wavenumber spectra of errors of estimatesof velocity components and vorticity computed from pre-processedWaCM data that are discussed below, the alongshore wavenumberspectra of signals and errors for SWOT estimates of SSH, 𝑢𝑔 , 𝑣𝑔 and
𝜁𝑔 are shown in Fig. 13b for isotropic 2-dimensional smoothing witha half-power filter cutoff wavelength of 𝜆𝑐 = 10 km in simulatedground-based post-processing of the pre-processed SWOT data. This10-km smoothing is the same as the smoothing applied in this studyto simulate the 5-km footprint size in pre-processing of WaCM data(see Appendix B.2). The error spectra computed empirically from thesmoothed SWOT data (the blue line in each panel) again agree very wellwith the theoretical spectra (the green lines) that were computed by theanalytical expressions (I.29), (I.31), (I.33) and (I.35) in Appendix I.2for isotropic 2-dimensional smoothing with a filter cutoff wavelength
𝜆𝑐 = 10 km.Since the wavenumber spectra of error-free SSH, 𝑢𝑔 , 𝑣𝑔 and 𝜁𝑔signals are red, nearby values of each of these variables are correlated.The power of the signal spectra after 2-dimensional smoothing istherefore attenuated only at wavenumbers higher than 𝜆−1𝑐 . (The smallattenuation at wavenumbers smaller than 𝜆−1𝑐 is from imperfections ofthe filter transfer function of the Parzen smoother used here to smooththe 2-dimensional fields of interest.) The spectral power of the errors
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Fig. 13. Alongshore wavenumber power spectral densities of simulated satellite estimates of the signals and errors for: Column (a) SWOT estimates of (top-to-bottom) SSH andgeostrophically computed cross-shore and alongshore velocity and vorticity obtained from simulated pre-processed SWOT data; Column (b) the same as Column (a), except afterisotropic smoothing using a Parzen smoother with the same half-power filter cutoff wavelength of 10 km used in the pre-processing of WaCM data; and Column (c) WaCM estimatesof (top-to-bottom) cross-shore velocity, alongshore velocity and vorticity obtained from simulated pre-processed WaCM data. The red lines are the signal spectra computed fromthe model after applying the pre-filtering for SWOT (columns a and b, with additional 10-km smoothing in the latter) and WaCM (column c). The blue lines are the spectracomputed empirically from the simulated error fields, which were computed geostrophically based on the local value of the Coriolis parameter 𝑓 at each grid point in the caseof SWOT. The green lines are the theoretical spectra of errors derived in Appendix I, which are based on the constant value of 𝑓 at the central latitude 37◦N of the CCS modeldomain in the case of SWOT. All of the spectra were smoothed by ensemble averaging over the individual spectra computed from alongshore grid lines that extend the full lengthof the model domain with a cross-shore spacing of 5 km. For reference, selected power-law rolloff dependencies on alongshore wavenumber 𝑙 are labeled in the top panels ofColumns a and b. Note that the rolloff of 𝑙−7∕2 is not significantly different from the rolloff of 𝑙−11∕3 that was deduced from along-track altimeter data by Le Traon et al. (2008)and is consistent with the 𝑙−5∕3 spectral rolloff of velocity in surface quasigeostrophic (SQG) theory (Held et al., 1995). (For interpretation of the references to colour in this figurelegend, the reader is referred to the web version of this article.)
of SWOT estimates of these variables is also attenuated at wavenum-bers higher than 𝜆−1𝑐 . Because the errors are spatially uncorrelatedin the cross-shore direction, 2-dimensional smoothing also attenuatesthe power of the along-track wavenumber spectra of the errors by anadditional factor of 2𝛥𝑥∕𝜆𝑐 at all wavenumbers. This is discussed indetail in Appendix E [see Eq. (E.11)] and Appendix I. For the gridspacing of 𝛥𝑥 = 1 km and filter cutoff wavelength of 𝜆𝑐 = 10 km,
this multiplicative factor is approximately 2𝛥𝑥∕𝜆𝑐 = 0.2. Note that thevorticity errors with 10-km smoothing in the bottom panel of Fig. 13bare still more than an order of magnitude larger than the signal at allwavenumbers.Because of the overall reduction of the spectral power of themeasurement errors at all wavenumbers when applying isotropic 2-dimensional smoothing, the intersection of the smoothed signal and
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Fig. 14. Alongshore wavenumber power spectral densities of simulated satellite estimates of the signals and errors after 2-dimensional isotropic smoothing of the pre-processedSWOT data with half-power filter cutoff wavelengths of 20, 50 and 80 km (left, middle and right columns, respectively) for: Row (a) SSH; Row (b) geostrophically computedcross-shore velocity; Row (c) geostrophically computed alongshore velocity; and Row (d) geostrophically computed vorticity. The solid red lines are the signal spectra from themodel after isotropic smoothing. The blue lines are the spectra computed empirically from the smoothed error fields constructed based on the local Coriolis parameter 𝑓 at eachgrid point. The green lines are the theoretical spectra of smoothed SWOT error fields derived in Appendix I.2 based on the constant value of 𝑓 at the central latitude 37◦N of theCCS model domain. For reference, the dashed red and green lines are the signal spectra and theoretical error spectra in Fig. 13a based on the pre-processed SWOT data withoutadditional smoothing in simulated ground-based post-processing. All of the spectra were smoothed by ensemble averaging as in Fig. 13. (For interpretation of the references tocolour in this figure legend, the reader is referred to the web version of this article.)
error spectra shifts to higher wavenumbers (shorter wavelengths) withincreased smoothing. Recall from Fig. 13a that the unsmoothed SSHsignal and error spectra intersect at a wavelength of about 45 km. Forthe smoothing with the 10-km half-power filter cutoff wavelength usedfor Fig. 13b, the SSH signal and error spectra intersect at a wavenumberof about 0.03 cpkm, which corresponds to a wavelength of about33 km.The intersection of the SSH signal and noise spectra at a wavelengthof 33 km in Fig. 13b is surprising in view of the fact that the sci-ence requirement for SWOT measurement accuracy was chosen withthe intent that the 68th-percentile of the global average SSH signalspectrum intersects the spectrum of uncorrelated measurement errors
at a wavelength of 15 km after isotropic 2-dimensional smoothingwith a half-power filter cutoff wavelength of 15 km, which is onlyslightly more than the 10-km smoothing shown in Fig. 13b. With 15-km filtering, the signal spectrum from the CCS model used in this studyintersects the noise spectrum at a wavelength of 30 km (see Fig. F.3 inAppendix F).The longer 30-km wavelength of the intersection of the signal andnoise spectra found in this study compared with the 15-km wavelengthin the specification of the science requirement for the accuracy andresolution of SWOT measurements of SSH occurs because the SSHspectrum from the CCS model falls off as about 𝑙−7∕2 at alongshorewavenumbers 𝑙 near 1/15 cpkm (see Figs. 13a and F.3), which is steeper
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Fig. 15. Alongshore wavenumber power spectral densities of simulated satellite estimates of the signals and errors after 2-dimensional isotropic smoothing of the pre-processedWaCM data with half-power filter cutoff wavelengths of 20, 50 and 80 km (left, middle and right columns, respectively) for: Row (a) alongshore velocity; Row (b) cross-shorevelocity; and Row (c) vorticity. The solid red lines are the signal spectra from the model after smoothing. The blue lines are the spectra computed empirically from the simulatederror fields after smoothing and the green lines are the theoretical spectra of smoothed error fields derived in Appendix I.4 based on the constant value of 𝑓 at the central latitude37◦N of the CCS model domain. For reference, the dashed red and green lines are the signal spectra and theoretical error spectra from Fig. 13c for the pre-processed WaCMdata without additional smoothing in simulated ground-based post-processing. All of the spectra were smoothed by ensemble averaging as in Fig. 13. (For interpretation of thereferences to colour in this figure legend, the reader is referred to the web version of this article.)
than the approximate 𝑙−5∕2 rolloff of the assumed 68th-percentile ofthe global-average SSH wavenumber spectrum upon which the SWOTscience requirements are based. The steeper rolloff of the spectrumof SSH from the CCS model reflects both the specifics of the CCSdynamical regime and the absence from the model of other possiblephysical sources of SSH variance, including, for example, the SSHsignatures of internal waves that would flatten the spectral rolloff ofthe SSH wavenumber spectrum at high wavenumbers.The uncertainty of the rolloff of the SSH spectrum at wavelengthsshorter than the approximate 70-km wavelength resolution limitationof nadir altimeter data (Xu and Fu, 2012) is an important issue forinterpretation of SWOT data. Spectra of SSH are shown in Fig. F.4 inAppendix F for a region southeast of the Gulf Stream in the two ROMSsimulations of the North Atlantic circulation considered in Section 3(see Figs. 10 and 11), one with a weak internal wave field similar tothe CCS model and the other with an energetic internal wave field frominclusion of high-frequency wind and tidal forcing. The SSH spectrain the models without and with high-frequency forcing have spectralrolloffs of about 𝑙−5 and 𝑙−3, respectively, at wavenumbers higher thanabout 1/50 cpkm. Because the flattening of the SSH spectrum from themodel with high-frequency forcing occurs only at wavenumbers higherthan about 1/50 cpkm, the intersection of the SSH signal spectrum andthe noise spectrum for 15-km smoothed SWOT data occurs at only aslightly higher wavenumber (shorter wavelength) than for the model
without high-frequency forcing. As for the CCS model used in thisstudy, the SSH spectra from both North Atlantic models intersect thenoise spectrum at wavelengths longer than 15 km.The issue of the uncertainty of the spectral characteristics of SSHat high wavenumbers and its implications for the resolution of SWOTmeasurements of SSH are discussed further in Appendix F. The con-clusion is that the wavenumber spectral characteristics of SSH arenot presently known from observations at wavelengths shorter than70 km and must therefore be inferred from high-resolution models.However, different models give different results (see the discussion inAppendix F). SWOT will provide the first observational data from whichmodel representations of small-scale SSH variability can be tested.
4.4.2. Error spectra from pre-processed WaCM dataThe alongshore wavenumber spectra of signals and errors of WaCMestimates of velocity components 𝑢 and 𝑣 and vorticity 𝜁 are shownin Fig. 13c for speed measurement errors with a standard deviation of
𝜎spd = 0.50 m s−1. As discussed in Section 4.2 and in more detail inAppendix I.3, we have assumed that the pre-processed WaCM velocityestimates will be isotropically smoothed with a half-power filter cutoffwavelength of 10 km and oversampled on a 1 km × 1 km grid. As for thecase of SWOT considered above, the theoretical error spectra computedby the analytical expression (I.40) for 𝑢 and 𝑣 and the analyticalexpression (I.43) partitioned as (I.45b) and (I.46a) for 𝜁 (the green
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lines) agree very well with the error spectra computed empirically fromthe simulated WaCM data (the blue lines). The error spectra for 𝑣 and
𝜁 are very similar in magnitude and wavenumber characteristics to thespectra of errors of 𝑣𝑔 and 𝜁𝑔 from the simulated SWOT data with 10-kmsmoothing shown in Fig. 13b. The error spectra for 𝑢 from pre-processedWaCM data and for 𝑢𝑔 from SWOT data with 10-km smoothing appliedin post-processing are very different because of the filtering of thefirst-difference operator used to calculate 𝑢𝑔 from SSH, as discussedpreviously.
4.4.3. Error spectra from post-processed SWOT and WaCM dataTo illustrate the effects of smoothing in ground-basedpost-processing to improve the signal-to-noise ratio for scientific appli-cations of SWOT and WaCM data, the wavenumber spectral characteris-tics of the signals and errors for isotropic 2-dimensional smoothing withhalf-power filter cutoff wavelengths of 𝜆𝑐 = 20 km, 50 km and 80 kmare shown in Figs. 14 and 15 for SWOT and WaCM, respectively. Thesignal and error spectra are all attenuated at wavenumbers higher than
𝜆−1𝑐 . The 2-dimensional smoothing additionally attenuates the errorspectra at all wavenumbers by the factor of 2𝛥𝑥∕𝜆𝑐 noted above inSection 4.4.1 in the discussion of the spectra of SWOT data smoothedwith 𝜆𝑐 = 10 km in Fig. 13b.An important thing to note from Figs. 14 and 15 is that the noisespectra are attenuated much more quickly than the signal spectra withincreased smoothing. Smoothing therefore improves the signal-to-noisevariance ratio. This is a key point in our approach to assessing theresolution capability of maps of velocity and vorticity constructed fromSWOT and WaCM data.The effects of isotropic 2-dimensional smoothing of pre-processedSWOT and WaCM data in simulated ground-based post-processing toreduce the effects of uncorrelated measurement errors are examined inSection 6 from instantaneous maps of the variables of interest with thesame filter cutoff wavelengths of 𝜆𝑐 = 20 km, 50 km and 80 km used forthe spectra on Figs. 14 and 15. The strategy used in this study to definethe resolution capabilities from the resulting maps of signals and errorsfor these and other choices of 𝜆𝑐 is summarized in the next section.
5. A strategy for assessing resolution capability from noisy satel-lite observations
The resolution capabilities of SWOT and WaCM estimates of velocityand vorticity are defined in this study by the amount of smoothingrequired to reduce the errors to achieve a specified signal-to-noise(S/N) ratio. The effects of uncorrelated measurement errors on esti-mates of surface velocity and vorticity are attenuated in Section 6 byisotropic 2-dimensional spatial smoothing of instantaneous snapshotsof the simulated pre-processed SWOT and WaCM data. In a furthereffort to suppress noise, temporal averaging is applied in additionto 2-dimensional spatial smoothing of the simulated satellite data inSections 8–10.There is ambiguity in how to define the signal in the S/N metric.We define the S/N ratio based on the spatial variances of the residualsignal and residual errors after smoothing. The signal variance is thusdefined to be the spatial variance of the true value of the variable ofinterest after applying the same smoothing that is applied to reduce theerrors. An arguably better choice is to compare the spatial variance ofthe smoothed errors with the spatial variance of the unsmoothed signal.From an observational perspective, however, this strategy would havetenuous relevance to the maps that can be constructed from the error-contaminated satellite observations since it is not possible to reducethe errors by smoothing the observed data without also smoothing thesignal.While the ‘‘moving target’’ of the systematic reduction of signalvariance with increased smoothing may not be ideal, this is the onlypractical approach to assessing the resolution capability of the noisysatellite estimates; the smoothed signal is the best possible estimate of
the variable of interest that could be achieved from noisy satellite dataafter applying a specified amount of smoothing to reduce the effects ofuncorrelated measurement errors. Because of spatial correlation of thesignal variability as indicated by the redness of the signal wavenum-ber spectra in Figs. 13–15, the error variance usually decreases morerapidly than the signal variance, in which case the S/N ratio increaseswith increased smoothing. The preferential attenuation of the errorvariance compared with the signal variance is evident from the examplewavenumber spectra shown in Figs. 14 and 15.For the case of the uncorrelated measurement errors considered inthis study, there is a direct relationship between the signal-to-noise(S/N) variance ratio and the cross correlation between the error-freeand noisy fields. To see this, consider ?̂?(𝑥, 𝑦) to be an estimate of a signal
𝑧(𝑥, 𝑦) contaminated by uncorrelated errors 𝜖(𝑥, 𝑦),
?̂?(𝑥, 𝑦) = 𝑧(𝑥, 𝑦) + 𝜖(𝑥, 𝑦).
The squared cross correlation between ?̂?(𝑥, 𝑦) and 𝑧(𝑥, 𝑦) is
?̂?2𝑧?̂? =
(
Cov [(𝑧 + 𝜖), 𝑧]
)2
Var [𝑧 + 𝜖] Var [𝑧]
=
(
Cov [𝑧, 𝑧] + Cov [𝑧, 𝜖]
)2(
Var [𝑧] + 2Cov [𝑧, 𝜖] + Var [𝜖]
)
Var [𝑧]
, (9)
where Cov and Var are shorthand notations for the spatial cross covari-ance and variance. Since the errors 𝜖 are uncorrelated with the signal
𝑧, their cross covariance is Cov [𝑧, 𝜖] = 0. And since Cov [𝑧, 𝑧] = Var [𝑧],the squared cross correlation can be expressed as
?̂?2𝑧?̂? =
(
Var [𝑧]
)2(
Var [𝑧]
)2 + Var [𝜖] Var [𝑧] = 11 + 𝛾−2 , (10a)where
𝛾2 = Var [𝑧]
Var [𝜖]
(10b)
is the S/N variance ratio.Specification of a threshold of minimum S/N variance ratio 𝛾2for which the error-contaminated estimates are scientifically useful issomewhat subjective. Example maps are shown in Fig. 16 for 𝛾2 = 1,4 and 10 for the case of normalized vorticity computed from noisyWaCM data, which is considered in detail later in Section 6.2. A choiceof 𝛾2 = 1 (Fig. 16a) is clearly too liberal since any given small-scalefeature is as likely to be attributable to noise as to real variability ofthe signal of interest. A mathematically convenient choice of thresholdis 𝛾2 = 10, which corresponds to a S/N standard deviation ratio of
𝛾 = 3.16 (Fig. 16c). The signal standard deviation is then about threetimes larger than the error standard deviation, thus resulting in a cleardistinction between the signal and errors in maps of the noisy fields
?̂?(𝑥, 𝑦). For a value of 𝛾2 = 10, the squared cross correlation (10a)between the signal 𝑧 and the noisy estimate ?̂? is ?̂?2𝑧?̂? = 1.10−1 = 0.91so that the cross correlation between 𝑧 and ?̂? is ?̂?𝑧?̂? = 0.95.A less conservative choice of 𝛾2 = 4 for the threshold S/N varianceratio corresponds to a signal standard deviation that is twice as large asthe error standard deviation (Fig. 16b). The squared cross correlationbetween the signal 𝑧 and the estimate ?̂? is then ?̂?2𝑧?̂? = 1∕1.25 = 0.80 sothat the cross correlation between 𝑧 and ?̂? is ?̂?𝑧?̂? = 0.89.Our subjective assessment from visual inspection of maps withvarying S/N ratios such as those shown in Fig. 16 is that a S/N standarddeviation ratio of 𝛾 = 2 is insufficient to distinguish the signal from theerrors unambiguously. We have therefore adopted the threshold S/Nstandard deviation ratio of 𝛾 = 3.16 to define the resolution capabilityin the analysis that follows. Readers can judge for themselves from theexamples of error-contaminated maps in Fig. 16 and in the maps inSections 6 and 8 whether they consider this threshold to be overlyconservative. Since the amount of smoothing required to achieve aspecified threshold S/N ratio increases with increasing value of theS/N ratio, lowering the threshold from our preferred choice of 𝛾 =
3.16 yields higher resolution assessments (see Fig. 51 in Section 13.5below). The relative resolution capabilities of the spatially smoothedinstantaneous fields constructed from SWOT versus WaCM data in
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Fig. 16. Examples showing the characteristics of noisy data after isotropic 2-dimensional smoothing to achieve signal-to-noise standard deviation ratios of 1, 2 and 3.16 (rows a,b and c, respectively). For illustration purposes, these are maps of the normalized vorticity 𝜁∕𝑓 constructed from simulated noisy WaCM data as in Section 6.2 below for the caseof uncorrelated speed measurement errors with a standard deviation of 𝜎spd = 0.50 m s−1. The left, middle and right columns show, respectively, the noisy estimates of 𝜁∕𝑓 , theerror-free 𝜁∕𝑓 signal and the residual errors after smoothing with the half-power filter cutoff wavelength 𝜆𝑐 labeled to the left of each row.
Section 6, or of the spatially smoothed time-averaged fields constructedby either instrument in Sections 8–10, would not change substantiallyby adopting a threshold different from 𝛾 = 3.16. In other words,changing the threshold value of 𝛾 would not qualitatively alter ourconclusions regarding the relative resolution capabilities of SWOT andWaCM.
6. The effects of measurement errors on estimates of instanta-neous velocity and vorticity fields
The effects of uncorrelated measurement errors are investigatedin this section in isolation from the additional effects of samplingerrors by assessing the resolution capabilities of maps of velocity andvorticity constructed from simulated SWOT and WaCM data for theidealized scenario of complete sampling of the full CCS domain oneach satellite overpass. In reality, of course, the variables of interestcan only be estimated within the measurement swaths at the time ofeach overpass. The analysis of simulated noisy SWOT and WaCM ob-servations in this section must therefore be viewed as the best possibleresolution of instantaneous fields that could be achieved within theactual SWOT and WaCM measurement swaths. The effects of samplingerrors from the limited swath widths and irregular revisit intervals areinvestigated separately and in combination with measurement errorsin Sections 8–10 based on simulated time averages of noisy SWOT andWaCM observations.For the reasons discussed at the end of the introduction, veloc-ity estimates are characterized in this study in terms of the scalarmagnitude of the vector-averaged velocity (which is equivalent to thecurrent speed in the instantaneous maps considered in this section),rather than considering each velocity component separately. In the
case of SWOT, the adequacy of the geostrophic approximation wasdiscussed in Section 3 and this issue is not considered any furtherin this study. The question addressed for SWOT in this section isthus how the uncorrelated errors of the SSH measurements affect theresolution capabilities of estimates of velocity and vorticity computedgeostrophically from SWOT data, irrespective of the accuracy of thegeostrophic approximation.
6.1. SWOT
The procedure for simulating pre-processed SWOT estimates of SSHfor this study was to smooth the SSH fields on the 0.5 km × 0.5 km gridof the CCS model using an isotropic Parzen smoother with a half-powerfilter cutoff wavelength of 2 km to mimic the footprint size of 1 km inthe baseline science requirements for SWOT (see Appendix B.1). Thesesmoothed SSH fields were then subsampled on a 1 km × 1 km gridover the full CCS model domain. The measurement errors with 2-kmsmoothing are shown in Appendix B.1 to be uncorrelated for this sam-ple spacing. The errors of SWOT measurements of SSH on this samplegrid were simulated by adding Gaussian-distributed random errors withthe standard deviation of 𝜎ℎ = 2.74 cm derived in Appendix F.To assess the effects of errors in SWOT measurements of SSH,the estimates of velocity and vorticity that are of interest here werecomputed geostrophically from the error-free and noisy SSH fields. Theresults for error-free SSH and geostrophically computed surface velocityand vorticity are shown in the upper left panels of Figs. 17a–17c for theCCCS region of the full CCS model domain. As noted previously fromFig. 5, the rich distribution of small-scale variability in the vorticityfield in the top left panel of Fig. 17c compared with the smooth SSHfield in the top left panel of Fig. 17a from which it was computed
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is a testament to the extreme spatial high-pass filtering operation ofdouble differentiation to compute the vorticity geostrophically fromSSH. Even the single differentiation of SSH to compute the velocityfield geostrophically in the upper left panel of Fig. 17b results inconsiderable small-scale variability compared with the SSH field.The effects of the 𝜎ℎ = 2.74-cm SSH measurement errors on un-smoothed SWOT estimates of SSH and geostrophically computed veloc-ity and vorticity are shown in the lower left panels of Figs. 17a–17c. TheSSH field has a distinctly speckled appearance but most of the featuresin the error-free fields are recognizable in the error-contaminated field.In contrast, the geostrophically computed velocity and vorticity signalsare completely swamped by the errors. The masking of the velocity andvorticity signals is not surprising in view of the large error standarddeviations derived in Section 4.1 (see Table 1 and the signal and noisespectra in Fig. 13a).It is clear that the noisy pre-processed SWOT estimates of SSH willhave to be smoothed in ground-based post-processing to reduce theerrors in geostrophically computed estimates of velocity and vorticity.Illustrative examples of error-free and noisy SSH fields are shown,respectively, in the top and bottom rows of Fig. 17a for smoothing withhalf-power filter cutoff wavelengths of 20, 50 and 80 km. The uncor-related SSH measurement errors are quickly mitigated with increasedsmoothing (see Fig. 12a). A small amount of residual SSH measurementerrors is visually apparent with 20-km smoothing but the errors becomeinvisible with 50-km smoothing.The reduction of errors in SWOT estimates of velocity requiresmore smoothing than for SSH (Fig. 17b). The residual errors of thevelocity field computed geostrophically from the SSH field with 20-km smoothing for which the S/N standard deviation ratio is 1.5 wouldlikely still render the velocity estimates unusable for most applications.The errors in the velocity estimates are essentially eliminated with50-km smoothing for which the S/N standard deviation ratio is 7.70.Qualitatively, it thus appears that the resolution capability for SWOTestimates of velocity falls somewhere between 20 km and 50 km. Thisis quantified below.Because of the amplification of measurement errors by differentia-tion, even more smoothing is required to obtain useful SWOT estimatesof vorticity (Fig. 17c). The signal of interest is completely unrecog-nizable in the vorticity field computed geostrophically from the SSHfield with 20-km smoothing. The noisy field with 50-km smoothing forwhich the S/N standard deviation ratio is 2.74 still has a somewhatmottled appearance compared with the 50-km smoothed error-freefield. For example, the mesoscale anticyclone near the northwest cornerof the CCCS region is broken up into multiple smaller-scale features inthe noisy field. Numerous other artifacts of the 50-km smoothed mea-surement errors could easily be misinterpreted as small-scale signals.Qualitatively, it thus appears that the resolution capability for SWOTestimates of vorticity is somewhat coarser than 50 km.It is noteworthy that the S/N standard deviation ratio of 2.74 for50-km smoothing falls below our minimum threshold of 3.16, thusproviding further rationale for why we advocated the value of 3.16in Section 5 to define the resolution capability. The residual errorsdiminish very quickly with increased smoothing (see Fig. 12c). TheS/N standard deviation ratio of 7.93 achieved by smoothing with ahalf-power filter cutoff wavelength of 80 km (see the right panels ofFig. 17c) is more than sufficient to eliminate essentially all of theresidual errors in the geostrophically computed vorticity field.To determine the resolution capability of in-swath SWOT estimatesof velocity and vorticity, we smoothed the error-free and noisy SSHfields with half-power filter cutoff wavelengths ranging from 10 km to150 km. We then computed the velocity and vorticity fields geostrophi-cally from these smoothed error-free and noisy SSH fields. The resultingS/N standard deviation ratios are shown as functions of half-powerfilter cutoff wavelength in Fig. 18a. According to our criterion of aS/N threshold of 3.16, the wavelength resolution capability of in-swathSWOT estimates of instantaneous velocity is approximately 32 km,
which falls between the smoothing shown in the second and thirdcolumns of Fig. 17b. For in-swath SWOT estimates of vorticity, theS/N threshold of 3.16 implies a resolution capability of approximately54 km, which is slightly more than the 50-km smoothing shown in thethird column of Fig. 17c.It is shown in Appendix C that the feature resolution capability isapproximately half of the wavelength resolution. Fig. 18a thus suggeststhat SWOT will be able to detect velocity and vorticity features withdiameter scales of approximately 16 km and 27 km, respectively,within each measurement swath. These resolution capabilities will bedegraded somewhat by edge effects in the smoothing from the fact thatthe 50-km swath widths of the SWOT measurements (see Section 7)are comparable to the half-power filter cutoff wavelengths required toachieve the S/N threshold of 3.16. This is especially an issue for SWOTestimates of vorticity since they require more smoothing than for SWOTestimates of velocity.
6.2. WaCM
A similar procedure was followed to simulate the effects of mea-surement errors on WaCM estimates of velocity and vorticity. The 5-kmfootprint size anticipated for pre-processed WaCM estimates of surfacevelocity was achieved by isotropically smoothing the 0.5 km × 0.5 kmgridded surface velocity fields from the CCS model with a half-powerfilter cutoff wavelength of 10 km (see Appendix B.2). In the baselinedesign, the measurement errors with this smoothing are uncorrelatedwith a speed standard deviation of 𝜎spd = 0.50 m s−1 on a 5 km × 5 kmgrid. Assuming that these speed uncertainties are equally partitionedbetween two orthogonal velocity components, this corresponds to anerror standard deviation of 𝜎𝑢,𝑣 = 0.354 m s−1 for each component.As discussed previously, the simulated WaCM data in this studywere oversampled on a 1 km × 1 km grid in order to improve thederivative estimates for calculation of the vorticity signal (see Ap-pendix H). The 10-km smoothing and 1 km × 1 km oversamplingwere achieved by adding uncorrelated errors with a standard devia-tion of 3.54 m s−1 to each unsmoothed velocity component on the0.5 km × 0.5 km model grid prior to smoothing and subsampling. This10-fold increase in noise level compared with the baseline standard de-viation of 𝜎𝑢,𝑣 = 0.354 m s−1 for the uncorrelated errors of pre-processedWaCM estimates of surface velocity components is commensurate withthe 10-fold difference between the 0.5 km × 0.5 km model grid spacingand the 5-km footprint size of the WaCM data.The effects of the velocity component measurement errors on 10-km smoothed estimates of velocity and vorticity from pre-processedWaCM data are shown in the lower left panels of Figs. 19a and 19b.The smoother appearances of the noisy velocity and vorticity fieldscompared with the lower left panels of Figs. 17b and 17c for SWOTestimates of velocity and vorticity are because of the 10-km smoothingapplied in the pre-processing of WaCM data compared with only 2-km smoothing in pre-processing of SWOT data. The velocity signal ofinterest is vaguely detectable in the noisy field in the bottom left panelof Fig. 19a but the vorticity signal is completely masked in the bottomleft panel of Fig. 19b.The resolution capabilities of in-swath WaCM estimates of velocityand vorticity were assessed by applying the same smoothing to theerror-free and noisy velocity component fields. Examples of the velocityand vorticity fields computed from smoothed velocity fields with andwithout simulated measurement errors are shown in Figs. 19a and 19bfor half-power filter cutoff wavelengths of 20, 50 and 80 km. For in-swath velocity, the S/N ratio is only 2.30 with the 80-km smoothingshown in the last column of Fig. 19a. According to the S/N = 3.16criterion adopted here, this amount of smoothing is insufficient. Theinadequacies of 80-km smoothing are visually apparent from the dis-crepancies between the smoothed map of error-free velocity in the topright panel and the smoothed map of the velocity signal plus errors inthe bottom right panel.
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Fig. 17a. Maps of simulated SWOT estimates of SSH for the CCCS region shown in the bottom panel of Fig. 5a. The top panels are the error-free fields from the pre-processedSWOT data with no additional smoothing (left), and after isotropic 2-dimensional smoothing with half-power filter cutoff wavelengths of 20, 50 and 80 km (columns 2, 3 and 4,respectively). The bottom panels show the fields computed with the addition of simulated uncorrelated SSH measurement errors with a standard deviation of 𝜎ℎ = 2.74 cm butwithout sampling errors (i.e., as if the measurement swaths spanned the full CCS model domain on each satellite overpass). The same color bar is used for all of the panels.
Fig. 17b. The same as Fig. 17a, except maps of simulated SWOT estimates of the magnitudes of geostrophically computed surface velocity for the CCCS region shown in thebottom panel of Fig. 5b. The panels in the top row were computed from error-free SSH fields and the panels in the bottom row were computed with the addition of simulateduncorrelated SSH measurement errors with a standard deviation of 𝜎ℎ = 2.74 cm. The same color bar is used for all of the panels and the signal-to-noise standard deviation ratiois labeled above each of the bottom panels.
281
D.B. Chelton, M.G. Schlax, R.M. Samelson et al. Progress in Oceanography 173 (2019) 256–350
Fig. 17c. The same as Fig. 17a, except maps of simulated SWOT estimates of geostrophically computed and normalized vorticity 𝜁𝑔∕𝑓 for the CCCS region shown in the bottompanel of Fig. 5c. The panels in the top row were computed from error-free SSH fields and the panels in the bottom row were computed with the addition of simulated uncorrelatedSSH measurement errors with a standard deviation of 𝜎ℎ = 2.74 cm. The same color bar is used for all of the panels and the signal-to-noise standard deviation ratio is labeledabove each of the bottom panels.
Fig. 18. The scale dependencies of the ratios of the standard deviations of the signal and the uncorrelated measurement errors for a snapshot of the full CCS region from simulated(a) SWOT; and (b) WaCM estimates of instantaneous surface velocity (thin lines) and vorticity (thick lines) after isotropic 2-dimensional smoothing using a Parzen smoother with thehalf-power filter cutoff wavelengths indicated along the abscissas. The velocity and vorticity were computed geostrophically for SWOT. The gray areas correspond to signal-to-noise(S/N) standard deviation ratios less than 3.16, which is equivalent to a signal-to-noise variance ratio of 10. The vertical dashed lines indicate the wavelengths above which theS/N standard deviation ratios exceed 3.16. The dynamic range of the abscissa is larger in (b) to accommodate the lower S/N ratios of WaCM estimates of velocity and vorticitywith the baseline speed standard deviation of 𝜎spd = 0.50 m s−1 for the uncorrelated errors of WaCM measurements of velocity. The improved resolution capabilities that would beachieved from WaCM with smaller measurement errors are summarized later in Fig. 44 and Table 4a and b.
For the case of in-swath vorticity, the S/N ratio is only 1.72 with the80-km smoothing shown in the last column of Fig. 19b. There are nu-merous artifacts in the bottom right panel that would be misinterpretedas small-scale vorticity signals.The S/N standard deviation ratios for velocity and vorticity areshown as functions of the half-power filter cutoff wavelength in Fig. 18b.By the S/N = 3.16 threshold adopted here, the wavelength resolutions
for in-swath WaCM estimates of velocity and vorticity are coinci-dentally both approximately 130 km. The more rapid convergencetoward this threshold for vorticity compared with velocity is becauseof the noise attenuation at both high and low wavenumbers in theband-pass filtering operation of the response function for centereddifference estimates of the derivatives in the calculation of vorticity(see Appendix H).
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Fig. 19a. Maps of simulated WaCM estimates of the magnitudes of the total surface velocity for the CCCS region shown in the bottom panel of Fig. 3a. The top panels are theerror-free fields from the pre-processed WaCM data with no additional smoothing (left), and after isotropic 2-dimensional smoothing with half-power filter cutoff wavelengths of20, 50 and 80 km (columns 2, 3 and 4, respectively). The bottom panels show the fields computed with the addition of simulated uncorrelated velocity measurement errors witha speed standard deviation of 𝜎spd = 0.50 m s−1 equally partitioned between the two velocity components. The same color bar is used for all of the panels and the signal-to-noisestandard deviation ratio is labeled above each of the bottom panels.
Fig. 19b. The same as Fig. 19a, except maps of simulated WaCM estimates of normalized vorticity 𝜁∕𝑓 computed from the total surface velocity for the CCCS region shown inthe bottom panel of Fig. 3b. The same color bar is used for all of the panels and the signal-to-noise standard deviation ratio is labeled above each of the bottom panels.
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A noteworthy feature of the S/N curves for WaCM estimates ofvelocity and vorticity in Fig. 18b is that they are much flatter than forthe SWOT estimates in Fig. 18a. This flatness implies that the standarddeviation of the residual errors decreases only slightly faster than thesignal with increased smoothing. It also means that the resolution capa-bilities for WaCM are more sensitive to the choice of the threshold valueof the S/N standard deviation ratio that is used to define resolutioncapability. Lowering the threshold value from our recommended valueof 3.16 to a value of 2, for example (see Fig. 51 in Section 13.5 below),would correspond to much higher resolution capabilities of 63 km and88 km for WaCM estimates of velocity and vorticity, respectively. ForSWOT, the same choice of a threshold S/N value of 2 would onlyimprove the resolution capabilities from 32 km to 24 km for velocityand from 54 km to 44 km for vorticity.
6.3. Discussion of the effects of measurement errors alone
It is seen from Fig. 18 that the resolution capability of in-swathSWOT estimates of instantaneous velocity and vorticity are superiorto those from WaCM data with the baseline noise standard deviationof 𝜎spd = 0.50 m s−1 when considering the effects of measurementerrors alone, i.e., by considering the unrealistic case of measurementswaths that sample the entire CCS model domain on each satelliteoverpass. However, in addition to the limitations of the geostrophicapproximation discussed in Section 3, SWOT data are severely limitedby the narrow measurement swaths (see the top panels of Fig. 20).It is shown in Section 8 that the sampling errors arising from thesenarrow measurement swaths are a more significant limitation thanmeasurement errors for mapping the geostrophically computed velocityand vorticity fields over the full CCS model domain considered in thisstudy. But even if SWOT estimates of these variables are consideredonly within the narrow measurement swaths, the 32-km and 54-kmsmoothing required to achieve a S/N ratio of 3.16 (see Fig. 18a) forgeostrophically computed velocity and vorticity, respectively, will leadto artifacts from edge effects near the edges of the two parallel 50-kmmeasurement swaths.With its much wider measurement swaths (see the bottom panelsof Fig. 20 for a swath width of 1200 km and Fig. 41 for a swathwidth of 1800 km), edge effects are less of an issue for WaCM than forSWOT. Measurement errors are therefore more limiting than samplingerrors. This is quantified in Sections 8–10. The resolution capabilityof ∼130 km for in-swath WaCM estimates of instantaneous snapshotsof velocity and vorticity is coarse for investigations of small-scalevariability. But it is much better than the present resolution capabilityof about 200 km by about 1 month (see Fig. 50).The improved resolutions that could be achieved from WaCM formeasurement noise standard deviations smaller than the baseline valueof 𝜎spd = 0.50 m s−1 are investigated in Section 10.2. If the noisecan be reduced to 𝜎spd = 0.25 m s−1, for example, it is shown thatthe resolution capabilities of instantaneous snapshot maps of velocityand vorticity constructed from WaCM data would be about 50 km and74 km, respectively. These values are still somewhat coarser than canbe achieved in SWOT estimates of velocity and vorticity, but over aswath width that is more than an order of magnitude wider for WaCMand is therefore less prone to edge effects in the smoothed fields.Thus far, we have considered only the effects of spatial smooth-ing to mitigate the effects of measurement errors. At least in prin-ciple, the residual errors can also be reduced by applying temporalsmoothing. In practice, this introduces the additional effects of thesampling errors that are discussed in Section 7. The effects of com-bined space–time smoothing are investigated in Sections 8–10 whereit is shown that temporal smoothing is advantageous for WaCM but,perhaps counterintuitively, detrimental for SWOT.
7. SWOT and WaCM sampling characteristics
The sampling characteristics of the SWOT and WaCM radars arefundamentally different. SWOT will measure SSH across a swath widthof 120 km with a 20-km gap centered on the satellite ground track, thusresulting in two parallel 50-km swaths. For the purposes of the analysisin Section 8, we have assumed that WaCM will have a swath width of1200 km with a 100-km gap centered on the satellite ground track, thusresulting in two parallel 550-km swaths. Examples of SWOT and WaCMmeasurement swaths for single simulated satellite overpasses of the CCSmodel domain are overlaid on a map of the vorticity field in Fig. 20.It is shown in Sections 8 and 9 that the factor-of-11 better samplingcoverage for WaCM compared with SWOT has a profound effect onthe ability to map the space–time evolution of the surface velocity andvorticity fields.Recent engineering developments indicate that it may be possible toincrease the swath width of WaCM to 1800 km, which is a factor-of-17better coverage than SWOT. The improved sampling afforded by thiswider swath and the resulting improvements in the resolution capabil-ities for time-averaged maps of velocity and vorticity constructed fromWaCM data are summarized in Section 10.The limited swath widths and the discrete space–time samplingpatterns result in the following three sources of sampling errors thatoccur independently of the effects of measurement errors considered inSections 4 and 6:
1. One form of sampling errors arises from the need to synthesizethe measurements from multiple satellite overpasses in order tomap the variables of interest over regions larger than the mea-surement swaths from a single satellite overpass. The interest inthis study is in mapping the velocity and vorticity fields overthe full CCS model domain. Because of the rapid evolution ofsubmesoscale features in these variables between the times ofdifferent satellite overpasses, spatial discontinuities can occuracross the edges of neighboring or overlapping measurementswaths from the different orbits. For example, adjacent pairs ofSWOT measurement swaths are sampled about 10 days apart(see the left panel of Fig. 21). Any temporal evolutions of thestructure, location and intensity of small-scale features in theregions of overlap will be misinterpreted as spatial variabilityin time-averaged maps constructed from measurements alongmultiple satellite overpasses.2. An equally important and related source of sampling errorsarises from differences between the time average of the dis-cretely sampled fields and the true time average. Because ofthe rapid evolution of submesoscale variability, the estimatedtime-average is corrupted by unresolved temporal variabilitybetween the discrete samples. This is similar to the classicalproblem of aliasing but this source of sampling errors is morecomplicated in maps constructed from the measurements frommultiple satellite overpasses. The discrete sampling then occursat different times in different regions of the mapping domain,resulting in a patchwork of different aliasing artifacts.3. The two sources of sampling errors summarized above can beavoided if the satellite data are smoothed and analyzed ona swath-by-swath basis. But this introduces a third source ofsampling errors in the form of edge effects that can occur fromincomplete data within the span of the smoother. This type ofsampling errors was neglected in Section 6 by considering theidealized case of SWOT and WaCM measurement swaths thatsample the full CCS model domain on each satellite overpass.An estimate of the spatially smoothed field within an actualmeasurement swath is imperfect if the distance between theestimation location and a swath edge is less than half of thespan of data that are included in the weighting function of thesmoother. The imperfections worsen the closer the estimates
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Fig. 20. Examples of the measurement swaths for single ascending and descending overpasses of SWOT (top panels) and WaCM with a swath width of 1200 km (bottom panels)overlaid on the snapshot of the normalized vorticity 𝜁∕𝑓 from the top panel of Fig. 3b. The improved sampling coverage by WaCM with a swath width of 1800 km is shown inFig. 41. The ground tracks for SWOT in this figure are the actual planned orbit. The ground tracks for WaCM are for illustrative purposes and could be adjusted longitudinally tooptimize the sampling of any specific region of the world ocean. The details of the sampling of the CCS region would change accordingly.
are to the swath edge. This source of error is worse for somesmoothing algorithms than for others and the magnitudes ofthe errors can depend on the detailed structure of the fieldnear the edges of the measurement swaths. Edge effects areespecially problematic when smoothing with a half-power filtercutoff wavelength that is comparable to or larger than the swathwidth.
All three of the above sources of sampling errors are exacerbatedby a narrow swath width and are thus much bigger issues for SWOTthan for WaCM. The magnitudes of the first two sources of samplingerrors summarized above also depend strongly on the satellite repeatperiod. SWOT will be launched into a prograde orbit (ascending groundtracks from southwest to northeast) with an inclination of 77.6◦, analtitude of 890.3 km and a 21-day exact repeat with 292 orbits perrepeat period. As WaCM is in the early stages of planning, the exactorbit has not yet been determined. For the simulations in this study, wehave assumed the same orbit configuration as the QuikSCAT satellite,which is a retrograde orbit (ascending ground tracks from southeast tonorthwest) with an inclination of 98.7◦, an altitude of 802.7 km and a4-day exact repeat with 57 orbits per repeat period.The effects of the above orbit parameters on the space–time sam-pling patterns are shown in Fig. 21. The dots in each panel indicate the
longitudes and times of ascending ground tracks over a longitudinalrange of 25◦ at a fixed reference latitude. The sampling patterns aresimilar for the descending ground tracks, except shifted in time byabout half a day. The longitudes of the descending ground tracksrelative to the longitudes of the ascending ground tracks vary withlatitude and are therefore not displayed in Fig. 21.Consider first the space–time sampling pattern for the WaCM orbitadopted for this study, which is simpler than the sampling patternfor SWOT. As noted above, we assume a swath width of 1200 kmfor the analysis in 8; the improved sampling for a swath width of1800 km is considered in Section 10.1. As shown in the right panel ofFig. 21, ascending ground tracks cross the western and eastern portionsof the CCS model domain (indicated by the vertical dashed lines)approximately one day apart. This is followed by a 2-day gap and thenthe same pair of ascending ground tracks are sampled again with thesame 1-day time separation. During the 2-day gap, the outer portionsof a 1200-km WaCM measurement swath from ascending ground tracksoutside of the CCS model domain sample small portions of the modeldomain. In addition, the CCS model domain is sampled twice alongdescending ground tracks (not shown in Fig. 21) approximately halfa day earlier than each ascending ground track. The net result is thatnearly every grid point in the CCS model domain is sampled at least
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Fig. 21. Time and relative longitude plots of sequential ascending ground track overpasses of SWOT and WaCM measurements along a fixed latitude. There are analogous samplingpatterns for the descending overpasses, except shifted approximately half a day in time. The sampling pattern shown for SWOT is based on the orbit parameters of the planned21-day exact repeat mission. The sampling pattern shown for WaCM is based on the orbit parameters for the 4-day exact repeat QuickSCAT mission. For reference, the verticaldashed lines in both panels indicate the longitudinal extent of the western and eastern corners of the CCS model domain and the two pairs of horizontal dotted lines in both panelsindicate the 3.5-day sampling periods during which the CCS model domain is sampled in the two 4-day subcycles of SWOT sampling during each 21-day exact repeat period ofthe SWOT orbit.
Fig. 22. Illustration of the two 4-day subcycles of SWOT sampling of the CCS model domain over a 14-day interval of the 21-day exact repeat period (see the left panel of Fig. 21).The swaths from the first 4-day subcycle (days 3.5–7.0) are shown in blue in the left panel and the swaths from the second 4-day subcycle (days 13.5–17.0) are shown in red inthe middle panel. The combined swaths from the two 4-day subcycles are overlaid in the right panel. The intersecting diagonal lines overlaid on the right panel are the groundtracks of the 10-day exact repeat orbit of the TOPEX, Jason-1, Jason-2 and Jason-3 altimeters. (For interpretation of the references to colour in this figure legend, the reader isreferred to the web version of this article.)
four times by WaCM during each 4-day repeat period (see Fig. 23below).The sampling pattern for SWOT is considerably more complicatedthan for WaCM. From the left panel of Fig. 21, it can be seen that theSWOT ground tracks will map out a grid with a westward-migratinglongitude spacing of 2.466◦ during the first half of each 21-day repeatperiod. This track spacing is coarse relative to the 120-km span ofthe two parallel measurement swaths of the SWOT radar. The SWOTground tracks then map out another grid with the same coarse west-ward migrating longitude spacing of 2.466◦ during the second halfof the 21-day repeat period. The grid of ground track overpass timesfrom the second half of each repeat period is interleaved spatially half
way between the grid from the first half, thus resulting in a longitudespacing of 1.233◦ of the ground tracks during each 21-day repeatperiod. Within the longitudinal extent of the CCS model domain, thisinterleaved pattern of ground tracks results in the two 4-day subcyclesindicated by pairs of horizontal dotted lines in Fig. 21. The 4-daysubcycles are separated by 6-day gaps in coverage.In addition to the sampling summarized in the left panel of Fig. 21for the ascending SWOT orbits, there is analogous sampling on descend-ing orbits. These descending orbits occur about half a day later than theascending orbits.With the 120-km span of the two parallel measurement swaths ofthe SWOT radar and its 77.6◦ orbit inclination, the 1.233◦ longitudinal
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Fig. 23. Histograms of the numbers of samples by SWOT and WaCM (thin and thicklines, respectively) during the first 4 days and the full 14 days (top and bottom panels,respectively) of the 14-day sampling period for the CCS model domain during each21-day exact repeat period of the SWOT orbit. The histogram values are expressed aspercentages of the total number of grid points in the CCS model domain. The histogramsfor WaCM are based on a swath width of 1200 km. The improved sampling by WaCMwith a swath width of 1800 km is shown later in Fig. 42.
spacing of ground tracks provides very nearly complete coverage ofthe Earth’s surface between about 78◦N and 78◦S during each 21-dayrepeat period. The interleaved sampling of the CCS region in two 4-day subcycles separated by 6-day gaps is shown in the left and middlepanels of Fig. 22. It can be seen from the right panel of Fig. 22that there are small diamond-shaped regions that are never sampledby SWOT. These diamond-shaped regions account for about 3% ofthe area in the CCS region. For context, the thick lines in the rightpanel of Fig. 22 show the coarse ground track spacing of the 10-day repeat orbit that has been maintained since September 1992 bythe TOPEX/Poseidon, Jason-1, Jason-2 and Jason-3 sequence of nadiraltimeters. An important aspect of the SWOT sampling over the 21-dayrepeat period is the characteristic noted previously from the left panelof Fig. 21 that spatially adjacent parallel swaths are sampled about 10days apart. It will be seen in Section 8 that this results in severe artifactsin maps of the variables of interest constructed from multiple satelliteoverpasses because of the effects of the first of the three sampling errorssummarized above.From the space–time sampling pattern of the SWOT orbit, there aretwo natural choices of time scale for SWOT sampling of the CCS modeldomain considered in this study. About 73% of the region is sampled ineach of the two 4-day periods but approximately 14 days are requiredfor SWOT to sample the full CCS region (excluding the above-notedsmall diamond-shaped regions that are never sampled). Histograms ofSWOT and WaCM sampling of the CCS model domain are shown inFig. 23 for 4-day and 14-day periods. For the case of the 4-day periodshown in the top panel, 52% of the grid points in the CCS model aresampled once by SWOT and 27% are not sampled at all. The remaining21% of the grid points that are sampled twice correspond to the regionsof overlap of the measurement swaths from the intersecting ascendingand descending ground tracks. During the same 4-day period, about
90% of the model grid points are sampled four times by WaCM with a1200-km swath (see Section 10.1 for the case of an 1800-km swath),and about 9% of the grid points are sampled five times. About 1% ofthe grid points are sampled only three times by WaCM.Histograms of the SWOT and WaCM sampling for the 14-day periodare shown in the bottom panel of Fig. 23. About 53% of the CCS modelgrid points are sampled twice by SWOT during this 14-day period whileabout 26% and 17% of the grid points are sampled once and threetimes, respectively. The 3% of the grid points that are never sampledby SWOT correspond to the white diamond-shaped regions in Fig. 22.During the same 14-day period, about 88% of the model grid pointsare sampled either 13 or 14 times by WaCM. All but about 1% of theremaining grid points are sampled more than 14 times.The effects of the sampling characteristics summarized above onmaps of space–time smoothed velocity and vorticity constructed fromsimulated SWOT and WaCM data over the CCS model domain areinvestigated in Sections 8–10, both separately and in combination withthe effects of the measurement errors that were previously consideredin isolation in Section 6.
8. The effects of combined measurement and sampling errors onestimates of time-averaged velocity and vorticity fields
The improvements of the signal-to-noise ratios of SWOT and WaCMestimates of velocity and vorticity that can be achieved from spatialsmoothing alone within a single measurement swath were assessed inSection 6. Mapping the variables of interest over a domain larger thana single swath of the instrument requires time averaging of measure-ments from multiple satellite orbits. While time averaging can mitigatethe effects of uncorrelated measurement errors, it can also introduceartifacts from the three types of sampling errors discussed in Section 7.The question addressed in this section is whether the benefits of theattenuation of measurement errors from time averaging prevail overthe added effects of sampling errors. It will be shown that samplingerrors are the primary issue for SWOT and measurement errors are theprimary issue for WaCM.Because of the 4-day and 14-day subcycles in the 21-day repeatorbit of SWOT that were discussed in Section 7, two natural choices fortemporal averaging period are 4 days and 14 days. These are the timesrequired for, respectively, coarse and nearly complete SWOT coverageof the full CCS model domain (see Fig. 22). The 4-day averaging periodmatches the exact repeat period of the orbit assumed here for WaCM.With the swath width of 1200 km used for the simulations of WaCMdata in this section, essentially all of the grid points in the CCS modeldomain are sampled by WaCM at least four times during each 4-dayrepeat period (see Fig. 23). In contrast, none of the grid points aresampled more than twice during a 4-day subcycle of the SWOT orbit;about half are sampled only once and about a quarter are not sampledat all. SWOT therefore benefits much less than WaCM from errorreduction by time averaging. Moreover, the sampling errors discussedin Section 7 are much more severe for SWOT because its swath width isnarrower by more than an order of magnitude than the 1200-km swathwidth of WaCM assumed for the analysis in this section. The benefitsof increasing the WaCM swath width to 1800 km are summarized inSection 10.
8.1. Time averages of error-free velocity and vorticity
Before determining the S/N ratios of SWOT and WaCM estimatesof velocity and vorticity from space–time smoothed fields of noisy SSHand velocity components, it is useful to provide context by looking atthe effects of time averaging alone on the velocity and vorticity fieldsof interest. Maps of the magnitude of error-free surface velocity andvorticity from the CCS model at the full 0.5 km × 0.5 km grid resolutionof the model with no spatial smoothing are shown in Fig. 24 for asnapshot and for 4-day and 14-day vector-averaged velocity centeredon the time of the snapshot. The two time averages were computedfrom snapshots of the model output at intervals of 0.5 days.
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Fig. 24. An illustration of the effects of time averaging on error-free surface velocity and vorticity fields centered on the same date as the snapshots in Fig. 3: Column (a) Theinstantaneous snapshots (the same as the top panels of Fig. 3a and b, repeated here for easy comparison with the other two panels of this figure); Column (b) Four-day averagemaps; and Column (c) Fourteen-day average maps. The averages were constructed from model output at intervals of 0.5 days. The velocity maps in the top panels of columns (b)and (c) are the magnitudes of the 4-day and 14-day vector-averaged velocity fields.
The periodic structures with very small scales in the vorticity fieldsin the bottom panels of Figs. 24b and c that are not present in instan-taneous maps such as that shown in the bottom panel of Fig. 24a arelikely aliasing artifacts from discrete sampling of submesoscale featuresthat are rapidly advected by the strong jet-like currents that are evidentin the top panels. Such aliasing issues would not occur if the modeloutput had been saved at a sufficiently fine sample interval, e.g., hourlyrather than twice per day. The existence of this aliasing emphasizeshow quickly the small-scale variability evolves, thus exposing oneof the challenges in mapping submesoscale variability from satelliteobservations.Notwithstanding the possible aliasing artifacts, it is visually appar-ent that the energetic small-scale variance in the instantaneous mapsin Fig. 24a is dramatically reduced in the 4-day and 14-day averages
in Figs. 24b and c. This is quantified by the alongshore wavenumberspectra shown in Fig. 25. In the case of velocity, the variance at thesmallest wavenumbers (longest wavelengths) is reduced by modestfactors of about 2 and 3 in 4-day and 14-day averages, respectively.The amount of variance attenuation from time averaging alone in-creases monotonically with increasing wavenumber. At a wavenumberof 0.02 cpkm (a wavelength of 50 km), for example, the variance ofthe magnitude of the vector-averaged velocity is reduced by about afactor of 4 in the 4-day average and about a factor of 11 in the 14-day average. At a wavelength of 10 km, these reductions of varianceincrease to factors of about 9 and 49, respectively.
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Fig. 25. Alongshore wavenumber spectra of velocity and normalized vorticity com-puted from the model surface velocity fields for the instantaneous snapshot, the 4-dayaverage and the 14-day average (thin, medium and thick lines, respectively) shownin Fig. 24. The velocity spectra for 4-day and 14-day averages were computed fromthe magnitudes of the vector-averaged velocity fields over the respective time periods.The smoothed spectra were computed by ensemble averaging as in Figs. 13–15, exceptfrom the raw 0.5 km × 0.5 km grid with a cross-shore spacing of 5 km.
The variance reductions from time averages alone are even greaterfor vorticity. The vorticity variance at the longest wavelengths is re-duced by factors of about 4 and 8 in the 4-day and 14-day averages,respectively. These variance reductions increase to factors of about 7and 29 at a wavelength of 50 km and factors of about 16 and 80 at awavelength of 10 km.The reductions of variance at the lowest wavenumbers in the time-averaged fields in both panels of Fig. 25 are perhaps surprising. Thisapparently occurs because the most energetic features with large scalesin the alongshore dimension are generally narrow in the cross-shoredimension. The locations of these elongated features evolve quickly intime. Their contributions to the alongshore wavenumber spectrum arethus attenuated in the 4-day and 14-day averaged velocity and vorticityfields.As summarized in Section 5, our metric for defining the resolutioncapability is based on the square root of the ratio of the spatial varianceof the signal to the spatial variance of the total errors. In the space–time smoothed fields considered in Sections 8.4, 8.5, 9 and 10, thetotal errors are partitioned between measurement errors and samplingerrors. In order for the S/N ratio to improve, the space–time smoothingmust attenuate the total error variance more than the amount by whichthe signal variance is attenuated by the same space–time smoothing.
8.2. The data processing procedure for assessing resolution capability
The procedure for assessing the relative importance of measurementerrors and sampling errors and determining the resolution capabilitiesfor SWOT and WaCM estimates of space–time smoothed velocity andvorticity is the following:
Step 1. Twice-daily snapshots of SSH (for simulated SWOT data)and surface velocity (for simulated WaCM data) were con-structed on the complete 0.5 km × 0.5 km model grid in twocombinations:
(i) The error-free model output of SSH and surface veloc-ity.(ii) The model output of SSH and surface velocity withGaussian-distributed uncorrelated measurement errorsadded. To simulate SWOT measurement errors, theuncorrelated errors added to the SSH fields had astandard deviation of 5.48 cm on the 0.5 km × 0.5 kmmodel grid. To simulate WaCM measurement errors,the uncorrelated errors added to each velocity compo-nent had a standard deviation of 3.54 m s−1 on the0.5 km × 0.5 km model grid. When smoothed in step 2below to achieve footprint diameters of 1 km and5 km for SWOT and WaCM, respectively, this yields thedesired measurement error standard deviations of 𝜎ℎ =
2.74 cm for simulated pre-processed SWOT estimates ofSSH and 𝜎𝑢,𝑣 = 0.354 m s−1 for simulated pre-processedWaCM estimates of each velocity component. The lat-ter corresponds to the baseline standard deviation of
𝜎spd = 0.50 m s−1 for speed measurement errors equallypartitioned between the two velocity components.
Step 2. To simulate pre-processing of SWOT data, the twice-dailyerror-free and noisy SSH fields from step 1 were smoothedisotropically on the 0.5 km × 0.5 km model grid with ahalf-power filter cutoff wavelength of 2 km to achieve thedesired SWOT footprint diameter of 1 km. To simulate pre-processing of WaCM data, the twice-daily error-free and noisysurface velocity fields from step 1 were similarly smoothedisotropically on the 0.5 km × 0.5 km model grid with a half-power filter cutoff wavelength of 10 km to achieve the WaCMfootprint diameter of 5 km. The smoothed SSH and surfacevelocity fields on the 0.5 km × 0.5 km model grid were thensubsampled on a 1 km × 1 km grid to simulate the pre-processed SWOT and WaCM data used throughout the restof this study.Step 3. The twice-daily snapshots of simulated pre-processed SWOTestimates of SSH and WaCM estimates of surface velocityfrom step 2 were sampled on the complete grid and at onlythe times and locations of the in-swath measurements toobtain maps with four different combinations of signal andsimulated measurement and sampling errors for each choiceof averaging period (4 days and 14 days):
(i) Error-free SSH and surface velocity signals on the com-plete 1 km × 1 km grid.(ii) SSH and surface velocity signals plus Gaussian dis-tributed uncorrelated measurement errors on the com-plete 1 km × 1 km grid.(iii) Error-free SSH and surface velocity signals sampledonly at the 1 km × 1 km grid points within the mea-surement swaths at the time of each individual satelliteoverpass rounded to the nearest 0.5-day time step ofthe model.(iv) SSH and surface velocity signals plus Gaussian dis-tributed uncorrelated measurement errors sampledonly at the 1 km × 1 km grid points within themeasurement swaths at the time of each individualsatellite overpass rounded to the nearest 0.5-day timestep of the model.
Step 4. For each of the two averaging periods considered here (4 daysand 14 days), the time-averaged error-free SSH and surface
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Fig. 26. Maps of 4-day averaged SSH computed from error-free and noisy simulated SWOT measurements of SSH with isotropic 2-dimensional smoothing using a Parzen smootherwith a half-power filter cutoff wavelength of 25 km: Column (a) The 4-day average over the full model domain computed from error-free model SSH fields at a time step of0.5 day over the 4-day period; Column (b) The 4-day average over the full model domain computed from model SSH fields at a time step of 0.5 day over the 4-day period withsimulated uncorrelated measurement errors with a standard deviation of 𝜎ℎ = 2.74 cm; Column (c) The 4-day average computed from simulated SWOT swath sampling of error-freemodel SSH fields at the times and locations of each satellite observation over the 4-day period; and Column (d) The 4-day average computed from simulated SWOT swath samplingof model SSH fields at the times and locations of each satellite observation over the 4-day period with simulated uncorrelated measurement errors with a standard deviation of
𝜎ℎ = 2.74 cm. The bottom panels are the error maps computed by subtracting the error-free map in Column (a) from the error-contaminated maps in the top row of the respectiveColumns (b)–(d).
velocity component fields on the 1 km × 1 km grid (map ifrom step 3) and the time-averaged maps of SSH and surfacevelocity with the three combinations of errors in maps ii–iv from step 3 (measurement errors alone, sampling errorsalone, and combined measurement and sampling errors) wereadditionally smoothed spatially with half-power filter cutoffwavelengths ranging from 10 to 150 km.Step 5. Velocity and vorticity were computed geostrophically fromeach set of four space–time smoothed maps of SSH fromstep 4 using centered difference estimates of the spatialderivatives in order to assess the resolution capabilities forSWOT. Likewise, vorticity was computed from each set ofspace–time smoothed maps of surface velocity componentsfrom step 4 using centered difference estimates of the spatialderivatives to assess the resolution capabilities for WaCM.Step 6. The errors for each set of three space–time smoothed fieldswith measurement and/or sampling errors from step 5 werecomputed for each variable of interest by subtracting thespace–time smoothed error-free value on the complete1 km × 1 km grid from the space–time smoothed error-contaminated value at each 1 km × 1 km grid point. The setsof three error fields as functions of the half-power filter cutoffwavelength of the spatial smoothing allow assessments of the
effects of measurement errors alone, sampling errors alone,and the combination of measurement and sampling errors.Step 7. The spatial variances of each of the three error fields ob-tained in step 6 and the spatial variance of the space–timesmoothed error-free signals from step 5 were computed fromthe 1 km × 1 km gridded values for each variable of interestfor each of the half-power filter cutoff wavelengths of thespatial smoothing. In the case of SWOT, the 1 km × 1 km gridpoints outside of the sample swaths during the 4-day and 14-day averaging periods (see Fig. 22) were excluded from thevariance calculations. There were no grid points with missingvalues in any of the WaCM fields for either time average.Step 8. The resolution capabilities for SWOT and WaCM estimatesof each variable of interest were defined as summarized inSection 5 to be the half-power filter cutoff wavelength abovewhich the signal-to-noise variance ratios exceed a value of10 (i.e., a signal-to-noise standard deviation ratio of 3.16).This half-power filter cutoff wavelength was estimated bylinear interpolation between the discretely chosen filter cutoffwavelengths that were applied in step 4.
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8.3. SWOT Estimates of Space–Time Smoothed Sea Surface Height
To provide context for understanding the combined effects of mea-surement and sampling errors on SWOT estimates of surface oceanvelocity and vorticity that are the primary interest of this study, it isenlightening to look at time averages of the simulated SWOT measure-ments of SSH from which surface velocity and vorticity are computedgeostrophically in Sections 8.4 and 8.5.We first consider the 4-day subcycle of the SWOT orbit with themeasurement swaths shown in the left panel of Fig. 22. The fourmaps of 4-day average SWOT measurements of SSH from step 4 of theprocedure summarized in Section 8.2 are shown in the top four panelsof Fig. 26 for the case of 2-dimensional spatial smoothing with a half-power filter cutoff wavelength of 25 km. The map in the top panel ofFig. 26d simulates the 4-day average SSH field that would be obtainedfrom SWOT data based on the combination of SWOT sampling errorsand measurement errors with a standard deviation of 𝜎ℎ = 2.74 cm fora footprint diameter of 1 km. The maps in the top panels of Figs. 26band c represent the SSH fields that would be obtained from SWOT dataif it were possible to isolate, respectively, the measurement errors andsampling errors in real data. The bottom three panels are the differencesof each of the three error-contaminated fields in the associated toppanels minus the error-free field in Fig. 26a.The background mottled appearance of the error field in the bottompanel of Fig. 26d represents the residual uncorrelated measurementerrors after smoothing with the half-power filter cutoff wavelength of25 km used for Fig. 26. The most important thing to note is that thelargest errors with magnitudes exceeding 1 cm in the bottom panel ofFig. 26d coincide geographically with the largest errors in the bottompanel of Fig. 26c that includes only the effects of sampling errors. Thetotal errors in Fig. 26d are thus seen to be dominated by samplingerrors, at least in the regions of most energetic submesoscale variabilityin the eastern portion of the CCS model domain.The 4-day average SSH maps in Figs. 26c and d are affected by twoof the three sources of sampling errors discussed in Section 7. Some ofthe sampling errors in the bottom panels of Figs. 26c and d are edge-effect artifacts from incomplete data within the span of the smoothernear the edges of the SWOT measurement swaths. But most are aliasingartifacts from inaccurate representation of the 4-day average of the SSHfield. As discussed in Section 7 from the top panel of Fig. 23, 27% ofthe CCS model domain is not sampled at all during the 4-day period.These white areas in Figs. 26c and d are sampled over the second 4-day subcycle that begins 6 days later (see the middle panel of Fig. 22).Within the 73% of the CCS model domain that is measured by SWOTduring the first 4-day subcycle, 52% of the region is sampled only onceand 21% is sampled twice. The latter corresponds to the diamond-shaped areas formed by the intersections of ascending and descendingmeasurement swaths. One or two samples are not adequate to resolvethe rapidly evolving submesoscale features during the 4-day averagingperiod.Because none of the grid points in the CCS model domain aresampled more than twice and about half are sampled only once, timeaveraging over the 4-day subcycle does little to reduce the measure-ment errors. Most of the reduction of measurement errors in Fig. 26dis therefore attributable to the 25-km spatial smoothing that reducesthe 𝜎ℎ = 2.74 cm standard deviation of the uncorrelated noise byabout a factor of 12.5 (see Appendix D and Fig. 12a) and results inthe background mottled appearance noted above.It is noteworthy that the SSH errors in the bottom panel of Fig. 26bthat includes only the effects of measurement errors are much smallerthan the mottled background noise from residual measurement errors inthe bottom panel of Fig. 26d, even in the regions of weak submesoscalevariability where sampling errors are relatively small in Fig. 26d.This is because the measurement errors in Fig. 26b are much moreeffectively suppressed by the averaging of the eight individual SSHmaps at 0.5-day intervals during the 4-day averaging period. From
the sampling characteristics noted above, only 21% of the CCS modeldomain benefits from temporal averaging of the measurement errors.But those regions are sampled only twice during the 4-day averagingperiod, thus reducing the measurement noise by half as much as theaveraging of eight realizations in Fig. 26b. The remaining 79% of theCCS model domain is sampled only once (52%) or not at all (27%)during the 4-day period and thus do not benefit at all from temporalaveraging of the measurement errors.Intuitively, it may seem that the errors in Fig. 26d can be suppressedby increasing the averaging period to 14 days to increase the numberof samples, thus also expanding the SWOT coverage to nearly all of theCCS model domain (see the right panel of Fig. 22). However, becausethe SWOT sampling consists of only two 4-day subcycles during the 14-day period, measurement errors are only slightly reduced in the longer14-day average. This is because only about 17% and 1% of the regionare sampled three and four times, respectively; about 53% of the CCSmodel domain is sampled twice during the 14-day period and about26% is sampled only once.More importantly than the small reduction of the effects of measure-ment errors from the modest increase in the numbers of samples at anygiven location, the longer averaging period of 14 days includes consid-erably more temporal evolution of the energetic submesoscale featurescompared with the 4-day averaging period for Fig. 26. The SWOTsampling during the 14-day period consists of two 4-day subcycles thatare interleaved spatially and separated by a 6-day gap. The samplingerrors are consequently dramatically worse in the 14-day average SSHfield than in the 4-day average SSH field (compare the bottom panels ofFigs. 27c and d with the bottom panels of Figs. 26c and d). In additionto the inadequate resolution of the rapidly evolving submesoscalefeatures and the edge effects of smoothing that were both evident inthe 4-day average maps in Fig. 26, the third source of sampling errorsdiscussed in Section 7 arises in the 14-day average from discontinuitiesof SSH at the boundaries of spatially adjacent measurement swaths thatare separated by about 10 days in time (see the left panel of Fig. 21).It will be seen in Sections 8.4 and 8.5 that the velocity and vorticitycomputed geostrophically from centered difference estimates of thederivatives of the SSH field at these boundaries misinterpret temporalvariability as spatial variability.It is clear from Fig. 26 and especially from Fig. 27 that errors frominadequate sampling of rapidly evolving submesoscale features willseverely impact the accuracy of geostrophically computed velocity andvorticity fields that are defined in terms of first and second derivatives,respectively, that are approximated by centered differences of the SSHin space–time smoothed simulated noisy SWOT data. In contrast, thefar superior sampling by WaCM and the fact that it measures velocitydirectly and thus requires only first derivatives of velocity to estimatevorticity, sampling errors are much less of an issue for WaCM than forSWOT. This is shown below from simulated SWOT and WaCM estimatesof surface velocity and vorticity in Sections 8.4 and 8.5, respectively.
8.4. The resolution capabilities of time-averaged surface velocity fields
As in Section 6, the simulated SWOT estimates of velocity in thissection neglect the limitations of the geostrophic approximation dis-cussed in Section 3. The question addressed here for SWOT is thus howthe combined SSH measurement errors and sampling errors affect theresolution capabilities of geostrophically computed SWOT estimates ofvelocity, irrespective of the accuracy of the geostrophic approximation.It will be seen that the resolutions that can be achieved in SWOTestimates of velocity are so coarse that the geostrophic approximationmay not be a major limitation.The four maps of the magnitudes of 4-day vector-averagedgeostrophically computed SWOT estimates of velocity from step 5 ofthe procedure summarized in Section 8.2 are shown in the top fourpanels of Fig. 28 for the case of spatial smoothing with a half-powerfilter cutoff wavelength of 25 km. These are the magnitudes of the
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Fig. 27. The same as Fig. 26, except for 14-day averages of SSH computed from simulated SWOT measurements of SSH with isotropic 2-dimensional smoothing using a Parzensmoother with a half-power filter cutoff wavelength of 25 km.
surface velocity field computed geostrophically from the simulatedSWOT estimates of SSH with 25-km smoothing in the top four panels ofFig. 26. The map in the top panel of Fig. 28d simulates the magnitude ofthe velocity field that would be estimated geostrophically from SWOTdata based on the combination of SWOT sampling and simulated mea-surement errors with a standard deviation of 𝜎ℎ = 2.74 cm. The mapsin the top panels of Figs. 28b and c represent the magnitudes of thevelocity fields,4 that would be obtained from SWOT data contaminatedby, respectively, measurement and sampling errors individually. Withreal observations, it is of course not possible to separate the two sourcesof errors in space–time smoothed maps. Analogous to Fig. 26, thebottom three panels are the differences of each of the three error-contaminated fields in the associated top panels minus the error-freefield in Fig. 28a.As in the case of the SSH mapping errors in Figs. 26c and d, thelargest errors in the velocity fields in the bottom panel of Fig. 28dcoincide geographically with the largest errors in the bottom panel ofFig. 28c that includes only the effects of sampling errors. The totalerrors in Fig. 28d are thus dominated by sampling errors, at least inthe regions of most energetic submesoscale variability in the easternportion of the CCS model domain. These sampling errors arise primarilyfrom inaccurate representation of the 4-day average of the velocity fieldbecause of unresolved space–time variability of the rapidly evolvingsubmesoscale features in the SSH field.
4 For expediency, the magnitude of the estimated vector-averaged velocityfields will be referred to hereafter as velocity fields, with understanding that‘‘velocity’’ implicitly refers to the magnitude of the time-averaged vectorvelocity field.
While the patterns of the total error field in the bottom panel ofFig. 28d are generally similar to the patterns of sampling errors alonein the bottom panel of Fig. 28c, there is considerably more small-scalevariability in the total error field. The small-scale noise in the totalerror field in the bottom panel of Fig. 28d is much more energeticthan the small-scale noise in the map of measurement errors alonein the bottom panel of Fig. 28b. As discussed in Section 8.3 fromcomparisons of the SSH errors in the bottom panels of Figs. 26b andd, this is because the simulated measurement errors in Fig. 28b havebeen much more effectively suppressed by the averaging of the eightindividual maps at 0.5-day intervals during the 4-day averaging period.The effects of measurement errors are even more evident in the totalerror field for geostrophically computed velocity in the bottom panelof Fig. 28d than in the total error field for SSH in Fig. 26d because therelatively small mottled background noise in the 25-km smoothed SSHfield is amplified in the centered difference estimates of the derivativesin the geostrophic equations. This amplification of noise in maps ofgeostrophically computed velocity constructed from simulated SWOTdata has been discussed previously by Pujol et al. (2012) and Gaultieret al. (2016).As in the case of the SSH fields considered in Section 8.3, increasingthe averaging time from 4 days to 14 days does not improve theaccuracy of SWOT estimates of the surface velocity field (Fig. 29). Thesampling errors are even worse in the 14-day averaged geostrophicallycomputed velocity field than in the 14-day average SSH field in Fig. 27.In addition to sampling errors from inadequate resolution of the rapidlyevolving submesoscale velocity field and the edge effects of smoothingthat were both evident in the 4-day average maps in Fig. 28, thesampling errors that arise from discontinuities at the boundaries ofspatially adjacent measurement swaths that are separated temporally
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Fig. 28. Maps of the magnitudes of 4-day averages of surface velocity computed geostrophically from error-free and noisy simulated SWOT measurements of SSH with isotropic2-dimensional smoothing using a Parzen smoother with a half-power filter cutoff wavelength of 25 km: Column (a) The 4-day average over the full model domain computedgeostrophically from error-free model SSH fields at a time step of 0.5 day over the 4-day period; Column (b) The 4-day average over the full model domain computed geostrophicallyfrom model SSH fields at a time step of 0.5 day over the 4-day period with simulated uncorrelated SSH measurement errors with a standard deviation of 𝜎ℎ = 2.74 cm; Column (c)The 4-day average computed geostrophically from simulated SWOT swath sampling of error-free model SSH fields at the times and locations of each satellite observation over the4-day period; and Column (d) The 4-day average computed geostrophically from simulated SWOT swath sampling of model SSH fields at the times and locations of each satelliteobservation over the 4-day period with simulated uncorrelated SSH measurement errors with a standard deviation of 𝜎ℎ = 2.74 cm. The bottom panels are the error maps computedby subtracting the error-free map in Column (a) from the error-contaminated maps in the top row of the respective Columns (b)–(d).
as noted previously by about 10 days in the 14-day average result inmisinterpretation of temporal variability as spatial variability in thecentered difference estimates of the derivatives of the SSH field at theseboundaries. These sampling issues in maps of geostrophically computedvelocity constructed from simulated SWOT data have been discussedpreviously by Gaultier et al. (2016, see their Fig. 5c).Aside from time averaging that was shown above to be ineffective,the effects of sampling and measurement errors can be suppressed byincreasing the spatial smoothing of the SSH field prior to computingthe velocity component fields using the geostrophic approximation.The S/N standard deviation ratios as functions of the half-power filtercutoff wavelength are shown in Figs. 30a and b for, respectively, 4-dayand 14-day averages of geostrophically computed SWOT estimates ofvelocity magnitude. The solid lines are the S/N ratios for combinedmeasurement and sampling errors, which represents the total errorsin SWOT estimates of velocity. The dotted and dashed lines are, re-spectively, the S/N ratios for measurement and sampling errors alone,which can be isolated in our simulated SWOT data but of course couldnot be distinguished in real observational data.The S/N ratio for measurement errors alone (the dotted lines inFigs. 30a and b) improves rapidly with increased smoothing, intersect-ing the threshold of 3.16 at a half-power filter cutoff wavelength of
about 20 km for 4-day averages and 14 km for 14-day averages. Ifmeasurement errors were the only issue in SWOT estimates of surfacevelocity, these would be the resolution capabilities of 4-day and 14-day averages according to our criterion summarized in Section 5. Butas noted above from the maps in Figs. 28 and 29, SWOT estimatesof surface velocity are more severely affected by sampling errors thanmeasurement errors. This is evident from the dashed lines in Figs. 30aand b by the slow improvement of the S/N ratio for sampling errorsalone when the smoothing is increased. The S/N ratio of the totalerrors (the solid lines in Figs. 30a and b) quickly converges toward theS/N ratio of the sampling errors alone, thus showing the dominance ofthe effects of sampling errors in the total errors of SWOT estimates ofsurface velocity.A peculiarity of Fig. 30a is that the S/N ratios for sampling errorsalone and for total errors in estimates of the magnitudes of 4-dayaveraged velocity asymptote with increased smoothing to a value that iscoincidentally just slightly higher than 3.16 for filter cutoff wavelengthslonger than about 50 km. This indicates that the signal variance andsampling error variance both decrease at the same rate with high spatialsmoothing, resulting in an approximate constant S/N ratio. There isthus no benefit to smoothing with a filter cutoff wavelength longer thanabout 50 km. According to our criterion, the resolution capability of
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Fig. 29. The same as Fig. 28, except the magnitudes of 14-day averages of surface velocity computed geostrophically from simulated SWOT measurements of SSH with isotropic2-dimensional smoothing using a Parzen smoother with a half-power filter cutoff wavelength of 25 km.
SWOT estimates of 4-day averaged surface velocity is about 52 km,which corresponds to the wavelength at which the S/N ratio for thetotal errors (and for sampling errors alone) intersects the threshold of3.16. The resolution capability worsens to about 132 km in 14-dayaverages because of the increased sampling errors.Because of the flatness of the S/N curves in Figs. 30a and b, theresolution capability inferred from the S/N ratio is very sensitive to thechoice of threshold value of the S/N standard deviation ratio. Loweringthe threshold from our recommended value of 3.16 to a value of 2,for example, would improve the estimated resolution capability from52 km to 28 km in SWOT estimates of 4-day averaged velocity fields(see Fig. 51 in Section 13.5 below).The results of this analysis indicate that reducing the standard devi-ation of the uncorrelated measurement errors of SWOT estimates of SSHfrom the value of 𝜎ℎ = 2.74 cm assumed for our calculations would havenegligible effect on the resolution capability of maps of geostrophicallycomputed estimates of the time-averaged velocity field constructedfrom SWOT data. Moreover, time averaging does not improve the S/Nratios of SWOT estimates of surface velocity because the samplingerrors from inadequate sampling of rapidly evolving submesoscalevelocity structures worsens when increasing the averaging period from4 days to 14 days. The S/N ratio can be improved by spatial smoothing,but only to a limited degree.It can thus be concluded that geostrophically computed SWOTestimates of surface velocity will be most useful on a swath-by-swathbasis with no time averaging. The resolution capability is then the valueof about 32 km deduced in Section 6 from Fig. 18, except only withinthe SWOT measurement swaths rather than for the artificial swathsacross the full CCS domain considered in Section 6.
As noted in Section 6, the 50-km widths of each of the two parallelSWOT measurement swaths will result in some contamination of theswath-by-swath estimates of geostrophically computed velocity fromedge effects of the ∼30-km smoothing. It may be possible to utilize thenadir altimeter on the SWOT satellite to help interpolate across the 20-km nadir gap, thus resulting in 30-km smoothed maps of SSH across thefull 120-km swath. The different resolution and error characteristics ofthe nadir altimeter will have to be taken into consideration in order toassess the benefits of this merging of the KaRIN and nadir altimeter datafrom the SWOT satellite. We have not investigated this in the presentstudy.The results for WaCM estimates of surface velocity are much moreencouraging than for the SWOT estimates considered above. With thefactor-of-11 improvement in sampling for the 1200-km swath widthconsidered in this section, sampling errors are much less of an issuefor WaCM. The total errors are dominated by measurement errors andtime averaging is much more effective at improving the S/N ratio.The dominance of the effects of measurement errors is readilyapparent from the 4-day averaged WaCM estimates of velocity shownin Fig. 31 for the case of spatial smoothing with the same half-powerfilter cutoff wavelength of 25 km used in Fig. 28 for SWOT estimates ofvelocity. In contrast to the error maps for SWOT estimates of velocityshown in Fig. 28, the sampling errors shown for WaCM in the bottompanel of Fig. 31c are mostly smaller than the measurement errors shownin the bottom panel of Fig. 31b. The total errors in the bottom panel ofFig. 31d are thus dominated by measurement errors.The patterns of the total error field in Fig. 31d are similar to thepatterns of measurement errors alone in Fig. 31b but the magnitudes of
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Fig. 30. The S/N standard deviation ratios for the full CCS region for the magnitude of the vector-averaged velocity (referred to for expedience as ‘‘velocity’’) computed fromsimulated satellite estimates of time-averaged SSH (for SWOT) and surface velocity (for WaCM) as functions of the half-power filter cutoff wavelength of 2-dimensional isotropicsmoothing using a Parzen smoother: (a) Geostrophically computed SWOT estimates of 4-day averaged velocity; (b) Geostrophically computed SWOT estimates of 14-day averagedvelocity; (c) WaCM estimates of 4-day averaged velocity; and (d) WaCM estimates of 14-day averaged velocity. The dotted lines correspond to estimates over the full modeldomain with simulated uncorrelated measurement errors (𝜎ℎ = 2.74 cm for SWOT and 𝜎spd = 0.50 m s−1 for WaCM). The dashed lines correspond to estimates from simulated swathsampling of error-free fields. The thick solid lines correspond to estimates from simulated swath sampling with uncorrelated measurement errors (𝜎ℎ = 2.74 cm for SWOT and
𝜎spd = 0.50 m s−1 for WaCM). The S/N ratios for WaCM are based on a swath width of 1200 km. The improved S/N ratios for WaCM with a swath width of 1800 km are shownlater in Figs. 43a and b. The gray area in each panel indicates S/N standard deviation ratios less than 3.16, which corresponds to a S/N variance ratio of 10. The vertical dashedline in each panel indicates the wavelength above which the S/N standard deviation ratios exceed a value of 3.16 for the case of combined measurement and sampling errors.
the total errors are somewhat larger. This is because the measurementerrors alone in the bottom panel of Fig. 31b are more effectivelysuppressed by the averaging over the eight individual maps at 0.5-day intervals during the 4-day averaging period. As essentially all ofthe grid points in the CCS model domain are sampled only four timesduring each 4-day orbit repeat period (see the top panel of Fig. 23),i.e., half as many as the number of twice-daily maps averaged for thebottom panel of Fig. 31b, the residual measurement errors are about√
2 times larger in the sampled field in the bottom panel of Fig. 31d.Because sampling errors are less of an issue for WaCM estimates ofsurface velocity, the total errors can be reduced much more effectivelythan for SWOT by increasing the averaging period. This is visuallyevident from the maps of 14-day averages shown in Fig. 32.The speckled appearance of the velocity estimates in the 4-dayaverage with 25-km smoothing in the top panel of Fig. 31d rendersWaCM estimates of surface velocity with this amount of smoothing toonoisy for most applications. The S/N standard deviation ratio in thiscase is only 1.63, which is well below our recommended thresholdof 3.16. The velocity estimates in the 14-day average with 25-kmsmoothing in the top panel of Fig. 32d are still somewhat speckled, but
the measurement errors have been reduced enough that the velocityestimates may be useful for many applications. The S/N ratio in thiscase is 2.89, which is close to our threshold of 3.16.The effects of noise reduction from spatial smoothing are shown inFigs. 30c and d from the S/N standard deviation ratios as functionsof the half-power filter cutoff wavelength for, respectively, 4-day and14-day averages of WaCM estimates of velocity. The S/N ratios forsampling errors alone (the dashed lines) exceed the threshold of 3.16for all choices of smoothing, thus showing the secondary importanceof sampling errors to the total errors in WaCM estimates of surfacevelocity. With increased smoothing, the S/N ratios for the case oftotal errors (the solid lines) parallel the S/N ratios for the case ofmeasurement errors alone (the dotted lines). The small offsets betweenthis pair of lines in both Figs. 30c and d represent the relatively smallbut not negligible contributions of sampling errors to the total errors.According to our criterion, the resolution capabilities of WaCM esti-mates of 4-day and 14-day averaged surface velocity are about 60 kmand 28 km, respectively. These are significant improvements over the130-km resolution deduced in Section 6 for WaCM estimates of instan-taneous velocity fields. It should be kept in mind, however, that the
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Fig. 31. Maps of the magnitudes of 4-day averages of surface velocity from error-free and noisy simulated WaCM measurements of surface velocity with a swath width of 1200 kmwith isotropic 2-dimensional smoothing using a Parzen smoother with a half-power filter cutoff wavelength of 25 km: Column (a) The 4-day average over the full model domaincomputed from error-free model surface velocity fields at a time step of 0.5 day over the 4-day period; Column (b) The 4-day average over the full model domain computed frommodel surface velocity fields at a time step of 0.5 day over the 4-day period with simulated uncorrelated speed measurement errors with a standard deviation of 𝜎spd = 0.50 m s−1;Column (c) The 4-day average computed from simulated WaCM swath sampling of error-free model surface velocity fields at the times and locations of each satellite observationover the 4-day period; and Column (d) The 4-day average computed from simulated WaCM swath sampling of model surface velocity fields at the times and locations of eachsatellite observation over the 4-day period with simulated uncorrelated speed measurement errors with a standard deviation of 𝜎spd = 0.50 m s−1. The bottom panels are the errormaps computed by subtracting the error-free map in Column (a) from the error-contaminated maps in the top row of the respective Columns (b)–(d).
signal variance is reduced at short wavelengths in the time-averagedfields (see Figs. 24 and 25).
8.5. The resolution capabilities of time-averaged surface vorticity fields
The procedure summarized in Section 8.2 and applied in Section 8.4to assess the resolution capabilities of SWOT and WaCM estimates ofsurface velocity is applied in this section to assess the resolution ca-pabilities of vorticity estimated from space–time smoothed SWOT andWaCM data. Differentiation of the velocity fields to estimate vorticityamplifies the errors in the velocity fields. It can therefore be anticipatedthat the resolution capabilities will be worse for vorticity than forvelocity. As in Section 8.4, the simulated SWOT estimates of vorticityderived from geostrophically computed velocity in this section neglectthe limitations of the geostrophic approximation discussed in Section 3.Maps of geostrophically computed SWOT estimates of vorticityare shown for 4-day and 14-day averages in Figs. 33 and 34, re-spectively, for the case of spatial smoothing with a half-power filtercutoff wavelength of 50 km. The larger smoothing compared with the25-km smoothing used for the velocity fields in Figs. 28 and 29 iscommensurate with the noise amplification from the differentiation tocompute vorticity from the geostrophically computed velocity field.Qualitatively, the characteristics of the maps of vorticity errors in the
bottom panels of Figs. 33 and 34 are similar to the characteristics of themaps of velocity errors in the bottom panels of Figs. 28 and 29. Thetotal errors in geostrophically computed SWOT estimates of vorticityare even more dominated by sampling errors than was the case ingeostrophically computed SWOT estimates of velocity. This is to beexpected because small-scale variability is much more energetic andevolves much more quickly in the vorticity field than in the velocityfield. The errors in the SWOT estimates of time-averaged vorticity in thetop panels of Figs. 33d and 34d are too large for the SWOT estimatesof vorticity to be useful for most applications.The S/N standard deviation ratios as functions of the half-powerfilter cutoff wavelength are shown in Figs. 35a and b for, respectively,4-day and 14-day averages of geostrophically computed SWOT esti-mates of vorticity. As in the case of SWOT estimates of velocity inFigs. 30a and b, the S/N ratios for the effects of measurement errorsalone (the dotted lines) on SWOT estimates of vorticity improve rapidlywith increased smoothing, intersecting the threshold of 3.16 at half-power filter cutoff wavelengths of about 38 km and 32 km for 4-dayand 14-day averages, respectively. SWOT estimates of vorticity are thusagain dominated by sampling errors. In this case, however, the S/Nratios asymptote with increased smoothing to a value of 2 in 4-dayaverages. In 14-day averages, the S/N ratios increase more gradually toabout the same value of 2 for a filter cutoff wavelength of 150 km. The
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Fig. 32. The same as Fig. 31, except the magnitudes of 14-day averages of surface velocity from WaCM with isotropic 2-dimensional smoothing using a Parzen smoother with ahalf-power filter cutoff wavelength of 25 km.
S/N ratios never reach our recommended threshold of 3.16 in eitherthe 4-day or 14-day averages.Like the geostrophically computed SWOT estimates of velocity con-sidered in Section 8.4, we conclude that geostrophically computedSWOT estimates of vorticity will be most useful on a swath-by-swathbasis. The resolution capability is then the value of about 54 kmdeduced in Section 6 from Fig. 18, except only within the SWOT mea-surement swaths. Since the two parallel SWOT measurement swathseach have a width of 50-km, the 54-km half-power filter cutoff wave-length required to achieve a S/N ratio of 3.16 is comparable to theswath width. As discussed in Section 6, swath-by-swath estimates ofvorticity will therefore be even more contaminated by edge effects ofthe smoothing than will be the case for swath-by-swath SWOT estimatesof surface velocity.Because of its factor-of-11 improvement in sampling for the 1200-km swath width considered in this section, WaCM estimates of surfacevorticity are again much more encouraging than the SWOT estimatesconsidered above. Maps of 4-day and 14-day averages of WaCM es-timates of vorticity are shown in Figs. 36 and 37, respectively, forthe case of spatial smoothing with the same half-power filter cutoffwavelength of 50 km considered for SWOT in Figs. 33 and 34. Theerror characteristics for WaCM estimates of vorticity are qualitativelyvery similar to those of WaCM estimates of velocity in Figs. 31 and32. Overall, the total errors are dominated by measurement errors(compare the bottom panels of Figs. 36b and d for the case of 4-day averages and the bottom panels of Figs. 37b and d for the caseof 14-day averages). Sampling errors are comparable in magnitude tomeasurement errors in the regions of strongest meandering large-scale
currents where submesoscale variability is most energetic. Elsewhere,measurement errors are much larger than sampling errors.The S/N standard deviation ratios as functions of the half-powerfilter cutoff wavelength are shown in Figs. 35c and d for, respectively,4-day and 14-day WaCM estimates of vorticity. The S/N ratios forsampling errors alone (the dashed lines) exceed the threshold of 3.16for filter cutoff wavelengths of about 25 km in 4-day averages andabout 10 km in 14-day averages. Sampling errors are thus of secondaryconcern and the total errors are dominated by measurement errors forall choices of spatial smoothing. As in Figs. 30c and d for space–timesmoothed WaCM estimates of velocity, the small offsets between theS/N ratios for the case of total errors (the solid lines) and for the caseof measurement errors alone (the dotted lines) in both Figs. 35c and dindicate that the effects of sampling errors on the resolution capabilitiesof space–time smoothed maps of vorticity constructed from WaCM dataare small but not negligible.By our criterion, the resolution capabilities of WaCM estimatesof 4-day and 14-day averaged vorticity with combined measurementand sampling errors are about 87 km and 62 km, respectively. Theseare significant improvements over the 130-km resolution deduced inSection 6 for WaCM estimates of instantaneous vorticity fields. Noteagain, however, that the signal variance is significantly reduced at shortwavelengths in the time averaged fields (see Figs. 24 and 25).
9. Sensitivity of estimated resolution capabilities to the choice ofsmoother
The assessments of resolution capability in Sections 6, 8.4 and 8.5were based on the S/N standard deviation ratios computed from error-free and noise-contaminated velocity and vorticity fields smoothed
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Fig. 33. Maps of 4-day averages of normalized surface vorticity 𝜁𝑔∕𝑓 computed geostrophically from error-free and noisy simulated SWOT measurements of SSH with isotropic2-dimensional smoothing using a Parzen smoother with a half-power filter cutoff wavelength of 50 km. The various combinations of measurement and sampling errors are thesame as for Columns (a)–(d) of Figs. 26 and 28. The bottom panels are the error maps computed by subtracting the error-free map in Column (a) from the error-contaminatedmaps in the top row of the respective Columns (b)–(d). In order to see the relatively small effects of measurement errors alone, the color bar for the bottom panel of Column bdiffers from the color bar for the bottom panels of Columns c and d.
spatially using the Parzen smoother that is summarized in Appendix A.The choice of the Parzen smoother for these calculations was motivatedin part by the fact that it will be used in the onboard pre-processing ofSWOT data. The Parzen smoother is also very efficient computationally.The degree to which our assessments of resolution capabilities aresensitive to the choice of smoother is investigated in this section fromthe S/N ratios computed from velocity and vorticity fields smoothedusing the quadratic loess smoother that is summarized in Appendix C.Computationally, the 2-dimensional loess smoother consists of aweighted least squares fit to a quadratic surface (Cleveland and Devlin,1988). The primary advantages of the loess smoother are that itsfilter transfer function has smaller sidelobes and rolls off more steeplythrough the half-power filter cutoff wavelength than does the filtertransfer function of the Parzen smoother (see Schlax and Chelton, 1992;see also Fig. C.3 in Appendix C). The loess smoother is therefore moreeffective at attenuating small-scale noise. (It also attenuates more of thesmall-scale signal variability.)A disadvantage of the loess smoother is that the weighted leastsquares fits at each individual grid point are much more computa-tionally intensive than the Parzen smoother. This computational effortincreases as the product of the filter cutoff wavelengths in each di-mension. The difference in computing time for the set of filter cutoffsconsidered in this study is more than a factor of 50, which was asignificant issue because a total of 1200 smoothed maps were requiredto generate the signal-to-noise graphs in Figs. 18, 30, 35 and 43.Another disadvantage of the loess smoother is that its total spanfor a given half-power filter cutoff wavelength is 83.5% larger than
the span of the Parzen smoother (see Appendix C). This results inpotentially more problems with edge-effect artifacts in the smoothedfields.The S/N standard deviation ratios for SWOT and WaCM estimatesof instantaneous snapshots of velocity and vorticity smoothed spatiallyusing the loess smoother are shown as functions of the half-power filtercutoff wavelength in Fig. 38. These S/N graphs are qualitatively similarto those in Fig. 18 based on the Parzen smoother but with somewhatlarger values of the S/N standard deviation ratio at all filter cutoffwavelengths. The resolution capabilities inferred from our thresholdS/N standard deviation ratio of 3.16 therefore improve, as summarizedin Table 3.The improved resolution capabilities inferred from loess smooth-ing are especially impressive for WaCM estimates of instantaneoussnapshots of velocity and vorticity. Because of the flatness of the S/Ncurves, small increases in the S/N values result in large improvementsin the resolution capability inferred from any specified threshold valueof S/N ratio. As noted previously from Fig. 18 in Section 6.2, theflatness of the S/N curves also implies that the estimated resolutioncapability is very sensitive to the choice of the threshold value ofthe S/N standard deviation ratio used to define resolution capability.Lowering the threshold from our recommended value of 3.16 to avalue of 2, for example, would improve the loess-based estimates ofresolution capabilities from 99 km to 47 km for velocity and from89 km to 59 km for vorticity.It is important to bear in mind that the estimates of resolutioncapability in Fig. 38 assume that the measurement swaths sample the
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Fig. 34. The same as Fig. 33, except for 14-day averages of normalized vorticity 𝜁𝑔∕𝑓 computed geostrophically from simulated SWOT measurements of SSH with isotropic2-dimensional smoothing using a Parzen smoother with a half-power filter cutoff wavelength of 50 km.
entire CCS model domain on each satellite overpass. While this is verynearly achieved by just one side of the two-sided measurement swathsof WaCM, complete coverage of the CCS model domain is a highlyidealized representation of SWOT sampling. Because its sampling con-sists of two parallel swaths with 50-km width separated by a 20-kmnadir gap, in-swath estimates of velocity and vorticity from SWOTmeasurements of SSH are subject to edge-effect contamination in thesmoothed fields. The resolution capabilities suggested from Fig. 38a aretherefore optimistic estimates of what will be achieved from in-swathestimates of actual SWOT data.The S/N standard deviation ratios for 4-day and 14-day averagedestimates of velocity fields computed from simulated SWOT and WaCMdata smoothed spatially using the loess smoother are shown as func-tions of the half-power filter cutoff wavelength in Fig. 39. The resultsare qualitatively very similar to those obtained in Fig. 30 using theParzen smoother. The dependencies of the S/N ratios for measurementerrors alone, sampling errors alone and combined measurement andsampling errors have very similar characteristics for both smoothingalgorithms. The only significant differences are that the S/N ratiosincrease somewhat faster with increased smoothing and thus intersectour recommended threshold value of 3.16 at somewhat shorter half-power filter cutoff wavelengths. The resolution capabilities of SWOTand WaCM estimates of velocity fields inferred from the loess smootherare consequently somewhat better than those inferred from Fig. 30based on the Parzen smoother. The resolution capability improves byabout 30% and 20% for geostrophically computed SWOT estimates of,respectively, 4-day and 14-day averaged velocity fields, and by about
12% for WaCM estimates of velocity fields for both choices of timeaveraging (see Table 3).The S/N standard deviation ratios for 4-day and 14-day averagedSWOT and WaCM estimates of vorticity based on the loess smoother areshown as functions of the half-power filter cutoff wavelength in Fig. 40.As in the case of the space–time smoothed velocity fields consideredabove, the results are qualitatively very similar to those obtained inFig. 35 using the Parzen smoother. Recall from Figs. 35a and b thatthe S/N ratios for SWOT estimates of vorticity inferred from Parzensmoothing never reached the threshold of 3.16. The S/N ratios forsampling errors and combined measurement and sampling errors inSWOT estimates of 4-day averaged vorticity using the loess smootherasymptote with increased smoothing to a value that is coincidentallyjust slightly higher than 3.16. Because of the flatness of the S/N curve,the resolution capability inferred from this figure is sensitive to thechoice of threshold value of the S/N standard deviation ratio. By ourcriterion of a threshold value of 3.16, the resolution capability inferredfrom loess smoothing is 100 km for 4-day averages (Fig. 40a). Theresolution capability worsens to 143 km for 14-day averaged SWOTestimates of velocity (Fig. 40b). As discussed previously, the degra-dation of resolution capability with increased temporal averaging isfrom increased sampling errors because of the space–time samplingpattern of the SWOT 21-day exact-repeat orbit that samples the full CCSmodel domain in two 4-day subcycles that are interleaved spatially andseparated by 6-day gaps.For WaCM, the faster increases of the S/N standard deviation ratioswith increased smoothing using the loess smoother result in about 19%improvements in the resolution capabilities of WaCM estimates of both
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Fig. 35. The S/N standard deviation ratios for the full CCS region from estimates of time-averaged surface vorticity computed from simulated satellite estimates of time-averagedSSH (for SWOT) and surface velocity (for WaCM) as functions of the half-power filter cutoff wavelength of 2-dimensional isotropic smoothing using a Parzen smoother: (a)Geostrophically computed SWOT estimates of 4-day averaged vorticity; (b) Geostrophically computed SWOT estimates of 14-day averaged vorticity; (c) WaCM estimates of 4-dayaveraged total vorticity; and (d) WaCM estimates of 14-day averaged total vorticity. The dotted, dashed and thick solid lines correspond to the same combinations of signal anderrors as in Fig. 30 and the gray area in each panel indicates S/N standard deviation ratios less than 3.16. The S/N ratios for SWOT in the top panels never exceed the thresholdvalue of 3.16. The vertical dashed lines for WaCM in the bottom panels indicate the wavelengths above which the S/N standard deviation ratios exceed a value of 3.16 for thecase of combined measurement and sampling errors based on a swath width of 1200 km and a standard deviation of 𝜎spd = 0.50 m s−1 for the speed measurement noise. Theimproved S/N ratios for WaCM with a swath width of 1800 km are shown in Figs. 43c and d.
4-day and 14-day averaged vorticity fields (see Figs. 40c and d andTable 3).The comparisons in Table 3 of the resolution capabilities of SWOTand WaCM estimates of velocity and vorticity based on the Parzen andloess smoothers provide a measure of how rigorously the resolutioncapabilities reported here should be interpreted. In addition to the sub-jectivity of our recommended choice of 3.16 as the minimum thresholdvalue for the S/N standard deviation ratio, the half-power filter cutoffwavelength above which the S/N ratios exceed this threshold changesby 10%–40% as summarized in Table 3, depending on the variable ofinterest, the averaging time, and the choice of smoother. Importantly,however, the relative rankings of resolution capabilities for the twoinstruments and for the three choices of time averages considered inFigs. 38–40 are insensitive to the details of the smoothing algorithm.The Parzen smoother and the loess smoother were both applied forall of the calculations in this study. The resolution capabilities will be
discussed based on the more conservative estimates obtained from theParzen smoother.
10. The benefits of improved sampling and measurement accuracyfor WaCM
A conclusion from Section 8 is that measurement errors are aminor concern in space–time smoothed maps of surface velocity andvorticity computed geostrophically from SWOT data. The total errorsin these fields are dominated by sampling errors owing to the narrowswath width of SWOT measurements of SSH. Reducing the SWOTmeasurement errors would therefore have little effect on the resolutioncapabilities of space–time smoothed maps of the velocity and vorticityfields computed geostrophically from SWOT data over a domain thesize of the CCS. Aside from multiple SWOT instruments operating si-multaneously on different satellites in coordinated orbits, the only wayto improve the resolution capability would be to reduce the sampling
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Fig. 36. Maps of 4-day averages of normalized total surface vorticity 𝜁∕𝑓 computed from error-free and noisy simulated WaCM measurements of surface velocity with a swathwidth of 1200 km and a standard deviation of 𝜎spd = 0.50 m s−1 for the speed measurement noise with isotropic 2-dimensional smoothing using a Parzen smoother with a half-powerfilter cutoff wavelength of 50 km. The various combinations of measurement and sampling errors are the same as for Columns (a)–(d) of Fig. 31. The bottom panels are the errormaps computed by subtracting the error-free map in Column (a) from the error-contaminated maps in the top row of the respective Columns (b)–(d).
errors by increasing the width of the measurement swath. This might beachievable to a limited degree at increased cost by increasing the powerof the transmitted signals. But altimetry is fundamentally restricted tomeasurements at relatively small incidence angles, and hence narrowswaths, compared with the Doppler scatterometer measurements byWaCM.In contrast to SWOT, the dominance of the measurement errorcontribution to the total errors in maps of surface velocity and vorticityconstructed from WaCM data implies that the accuracy and resolutioncapability can be improved by reducing the measurement noise in theWaCM data. For the calculations in Section 8, it was assumed thatthe uncorrelated measurement errors will have a standard deviation of
𝜎𝑢,𝑣 = 0.354 m s−1 for each velocity component, which corresponds toa standard deviation of 𝜎spd = 0.50 m s−1 in speed errors. It may betechnologically possible to reduce the WaCM measurement errors, thusimproving the resolution capabilities for maps of velocity and vorticityfields constructed from WaCM data.While sampling errors were shown in Section 8 to be secondaryto measurement errors in determining the resolution capabilities ofspace–time smoothed maps of velocity and vorticity constructed fromWaCM data, they are not negligible. This was evident in Figs. 30c andd and Figs. 35c and d from the small offsets between the S/N ratiosfor the cases of total errors and measurement errors alone (see also theanalogous figures with loess smoothing in Figs. 39c and d and Figs. 40cand d). The resolution capabilities of space–time smoothed maps ofvelocity and vorticity constructed from WaCM data can thus also be
improved by reducing the sampling errors, which can be achieved byincreasing the swath width.The improvements of the resolution capabilities from increasing theswath width and reducing the uncorrelated measurement errors areinvestigated individually and in combination in this section.
10.1. The benefits of increasing the WaCM measurement swath to 1800 km
Recent engineering studies have concluded that it may be possi-ble to extend the swath width of WaCM from the 1200-km swathconsidered for the simulations in Section 8 to 1800 km. With thenadir gap of 100 km, WaCM sampling would then consist of a pairof parallel measurement swaths with 850-km widths. The full CCSmodel domain is more than completely sampled by just one of theparallel measurement swaths on ascending orbits (see the left panelof Fig. 41) and nearly the entire CCS model domain can be sampledwith an appropriate choice of orbit ground tracks by just one of theparallel measurement swaths on descending orbits (see the right panelof Fig. 41).The implications of the improved sampling afforded by the widerswath width of 1800 km are shown by the histograms of WaCMsampling of the CCS model domain in Fig. 42. For the 4-day periodshown in the top panel, the average number of samples is about 6.5.For comparison, the average number of samples per 4-day repeat wasonly about 4 for the 1200-km swath considered in Section 8 (see the toppanel of Fig. 23). For the 14-day period shown in the bottom panel ofFig. 42, the average number of samples for a swath width of 1800 km is
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Fig. 37. The same as Fig. 36, except for 14-day averages of normalized surface vorticity 𝜁∕𝑓 computed from simulated WaCM measurements of surface velocity with 2-dimensionalisotropic smoothing using a Parzen smoother with a half-power filter cutoff wavelength of 50 km.
Fig. 38. The same as Fig. 18, except the S/N standard deviation ratios from simulated satellite estimates of instantaneous snapshots of surface velocity as functions of the half-powerfilter cutoff wavelength of 2-dimensional isotropic smoothing using a loess smoother rather than the Parzen smoother used for Fig. 18.
about 23, compared with only about 13.5 for a swath width of 1200 km(see the bottom panel of Fig. 23).The increased number of WaCM samples during each 4-day and 14-day averaging period reduces the sampling errors because of improvedsampling of the rapidly evolving submesoscale variability compared
with the simulations in Section 8. It also reduces the effects of uncor-related measurement errors somewhat through the time-averaging ofa larger number of observations at each grid location over the courseof the averaging period. The net effects of the smaller sampling andmeasurement errors on the S/N standard deviation ratios in space–time smoothed maps of velocity and vorticity with a swath width
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Fig. 39. The same as Fig. 30, except the S/N standard deviation ratios from simulated satellite estimates of time-averaged surface velocity as functions of the half-power filtercutoff wavelength of 2-dimensional isotropic smoothing using a loess smoother rather than the Parzen smoother used for Fig. 30.
of 1800 km are shown in Fig. 43. By our criterion, the resolutioncapabilities of WaCM estimates of 4-day and 14-day averaged surfacevelocity (Figs. 43a and b) are about 44 km and 21 km, respectively.These are substantial improvements over the resolutions capabilities of60 km and 28 km deduced in Section 8.4 for a swath width of 1200 km(Figs. 30c and d). The resolution capabilities of WaCM estimates of4-day and 14-day averaged vorticity with a swath width of 1800 km(Fig. 43c and d) are about 70 km and 51 km, respectively, whichare again substantial improvements over the resolutions of 87 km and62 km deduced in Section 8.5 for a swath width of 1200 km (Figs. 35cand d).A noteworthy feature of Fig. 43 is that the offsets between the S/Nratios for the cases of total errors (the solid lines) and measurementerrors alone (the dotted lines) are much smaller for the 1800-km swathwidth than for the 1200-km swath shown in Figs. 30c and d andFigs. 35c and d. In fact, these two curves in each panel of Fig. 43 are sosimilar that little would be gained by increasing the WaCM swath widthbeyond 1800 km. Further improvements in the resolution capabilities ofspace–time smoothed maps of velocity and vorticity constructed fromWaCM data are more effectively achieved by reducing the uncorrelatedmeasurement errors, which is considered in Section 10.2.
10.2. The benefits of reducing the WaCM measurement noise
The resolution capabilities of WaCM estimates of velocity and vor-ticity that were deduced in Section 6 for instantaneous maps and inSections 8.4, 8.5 and 10.1 for time-averaged maps were based on thebaseline standard deviation of 𝜎spd = 0.50 m s−1 for the speeds of theuncorrelated errors of WaCM measurements of surface velocity. Forthe simulations throughout this study, these speed uncertainties areassumed to be equally partitioned between each velocity component.Measurement errors could be reduced by increasing the transmit powerof the WaCM antenna or by increasing the antenna size. The addedcost of these options must be traded off against the scientific benefitsof higher resolution maps of velocity and vorticity. To assess thescientific benefits of higher resolution maps, we extended the analysesof Sections 6, 8.4, 8.5 and 10.1 to determine the resolution capabilitiesof maps of velocity and vorticity constructed from simulated WaCMdata with smaller uncorrelated measurement errors.The effects of reducing the uncorrelated errors in WaCM mea-surements of surface velocity can be inferred from the derivations inAppendix I.4 of the effects of measurement errors on the wavenumberspectral contents of smoothed WaCM estimates of velocity componentand vorticity fields. It is shown from Eqs. (I.48a) and (I.52), with the
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Fig. 40. The same as Fig. 35, except the S/N standard deviation ratios from simulated satellite estimates of time-averaged surface vorticity as functions of the half-power filtercutoff wavelength of 2-dimensional isotropic smoothing using a loess smoother rather than the Parzen smoother used for Fig. 35.
latter partitioned as (I.54a) and (I.55a), that the wavenumber spectralvalues of the errors of smoothed WaCM estimates of, respectively,velocity component and vorticity fields both depend linearly on thevariances 𝜎2𝑢 and 𝜎2𝑣 of the velocity component measurement errors.Since the variance of the smoothed fields is equal to the integral of theirwavenumber spectrum according to Parseval’s Theorem, the variancesof the errors of the smoothed fields decrease linearly with decreasingvariance of the velocity component measurement errors.The S/N standard deviation ratios for smoothed estimates of veloc-ity component and vorticity fields for any particular choice of half-power filter cutoff wavelength depends inversely on the measurementerror standard deviation. The resolution capability defined as in previ-ous sections to be the half-power filter cutoff wavelength above whichthe S/N standard deviation ratios exceed a value of 3.16 thereforedecreases systematically with decreasing measurement error standarddeviation, though not necessarily linearly since the signal contributionto the S/N standard deviation ratios does not necessarily vary linearlywith filter cutoff wavelength.We first consider the case of instantaneous snapshot maps of veloc-ity and vorticity that could be obtained from a single overpass of theCCS model domain. The benefits of improving the WaCM measurementaccuracy were quantified by repeating the calculations in Section 6 ofthe S/N standard deviation ratios for spatially smoothed WaCM maps
of instantaneous velocity and vorticity based on standard deviationsof the uncorrelated speed measurement errors ranging from 𝜎spd =
0.10 m s−1 to 0.50 m s−1, which we continue to assume are equallypartitioned between the two orthogonal velocity components. As inSection 6, we isolate the effects of measurement errors by consideringthe idealized scenario of complete sampling of the full CCS modeldomain on each overpass of the WaCM satellite. This is nearly achievedfor both ascending and descending orbits for a swath width of 1200 km(Fig. 20) and is essentially achieved for a swath width of 1800 km(Fig. 41). The variances of the error-free signals for each choice ofhalf-power filter cutoff wavelength are unchanged from Section 6 inthese calculations, but the variances of the errors of the smoothed fieldsdecrease linearly with the measurement error variance as summarizedabove.The dependencies of the resolution capabilities of smoothed maps ofWaCM estimates of instantaneous velocity and vorticity on the standarddeviation of the speed measurement errors were deduced from graphsof the S/N standard deviation ratios like those shown in Fig. 18b. Theresults are shown in Fig. 44 for both Parzen and loess smoothing. Asdiscussed in Section 9, the filtering efficiency of the loess smootherimproves the resolution capability compared with the Parzen smoother,albeit with higher computational effort. For discussion purposes, wewill continue to adopt the more conservative resolution capabilitiesinferred from the Parzen smoother.
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Fig. 41. The same as the bottom two panels of Fig. 20, except examples of the measurement swaths for single ascending and descending overpasses of WaCM for the case of aswath width of 1800 km. The ground tracks are for illustrative purposes and could be adjusted longitudinally to optimize the sampling of any specific region of the world ocean.The details of the sampling of the CCS region would change accordingly.
Table 3The resolution capabilities deduced in Sections 6, 8 and 9 for SWOT and WaCMestimates of the magnitude of surface ocean velocity and vorticity in an instantaneoussnapshot and in 4-day and 14-day averages based on spatial smoothing using the Parzenand loess smoothers for measurement error standard deviations of 𝜎ℎ = 2.74 cm forSWOT and 𝜎spd = 0.50 m s−1 equally partitioned between the two velocity componentsfor WaCM. A horizontal line indicates that the S/N ratio did not exceed the thresholdof 3.16 for any of the choices of half-power filter cutoff wavelength considered inSection 8. The last column shows the percent improvement of the resolution capabilityinferred from the loess smoother compared with the Parzen smoother. The results forWaCM are based on a swath width of 1200 km. The improved resolution capabilitiesif the WaCM swath can be extended to 1800 km are listed in Table 4 based on theParzen smoother. The resolutions based on Parzen smoothing that are listed in thistable are shown graphically in Fig. 51 in Section 13.5 below.Instrument Averaging Resolution Resolution Percentperiod from Parzen from Loess improvement
Velocity
SWOT Snapshot 32 km 23 km 28%SWOT 4 days 52 km 36 km 31%SWOT 14 days 132 km 107 km 19%
WaCM Snapshot 130 km 99 km 24%WaCM 4 days 60 km 52 km 13%WaCM 14 days 28 km 25 km 11%
Vorticity
SWOT Snapshot 54 km 34 km 37%SWOT 4 days – 100 km –SWOT 14 days – 143 km –
WaCM Snapshot 130 km 89 km 32%WaCM 4 days 87 km 71 km 18%WaCM 14 days 62 km 50 km 19%
For the sake of specificity in the discussion that follows, the resolu-tion capabilities for the baseline standard deviation of 𝜎spd = 0.50 m s−1for the uncorrelated speed measurement errors will be compared with
Fig. 42. The same as the thick lines in Fig. 23, except histograms of the number ofsamples by WaCM during 4 days and 14 days based on a swath width of 1800 kmrather than 1200 km.
the resolutions that could be achieved by halving the noise standarddeviation to 𝜎spd = 0.25 m s−1. The numerical values of the resolution
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Fig. 43. The same as the bottom two panels of Fig. 30 and the bottom two panels of Fig. 35, except the S/N standard deviation ratios for WaCM estimates of 4-day and 14-dayaveraged velocity and vorticity fields for the baseline standard deviation of 𝜎spd = 0.50 m s−1 for the speed measurement noise and a swath width of 1800 km rather than 1200 km.
capabilities are listed in Table 4a and b. The resolution capabilities forother choices of 𝜎spd can be determined graphically from Fig. 44.Reducing the speed measurement noise to 𝜎spd = 0.25 m s−1would dramatically improve the resolution capability of instantaneoussnapshots of velocity from 130 km to 50 km (see Fig. 44a and Table 4a).The resolution capability of instantaneous snapshots of vorticity wouldimprove from 130 km to 74 km (see Fig. 44b and Table 4b). Thebenefits of the higher resolution with the smaller measurement noiseof 0.25 m s−1 for instantaneous snapshots of velocity and vorticity canbe seen visually in Fig. 50 below.The effects of improving the WaCM measurement accuracy onspace–time smoothed maps of velocity and vorticity were similarlyquantified by repeating the calculations in Sections 8.4, 8.5 and 10.1 ofthe S/N standard deviation ratios like those shown in Figs. 30, 35, 39,40 and 43 for standard deviations of uncorrelated speed measurementerrors ranging from 𝜎spd = 0.10 m s−1 to 0.50 m s−1. For space–time smoothed maps, it was shown in Section 10.1 that the swathwidth of the WaCM measurements is also a factor in determining theresolution capability. We therefore estimated the resolution capabilitiesfor both of the swath widths that were considered in Sections 8.4, 8.5and 10.1. The results for swath widths of 1200 km and 1800 km areshown, respectively, by the blue and red lines in Fig. 45. The solid anddashed lines are the resolution capabilities inferred based on smoothing
using the Parzen and loess smoothers, respectively. For discussion pur-poses, we again consider the more conservative resolution capabilitiesinferred from the Parzen smoother.The dependencies of the resolution capabilities of 4-day averagedWaCM estimates of the surface velocity field on the standard deviationof the speed measurement errors are shown in Fig. 45a. For the baselinestandard deviation of 𝜎spd = 0.50 m s−1 assumed in Sections 8.4 and10.1 for the uncorrelated speed measurement errors, it was shown fromFigs. 30c and 43a that increasing the swath width from 1200 km to1800 km would improve the resolution capability for 4-day averagedvelocity fields from 60 km to 44 km. Reducing the standard deviationof the measurement noise to 𝜎spd = 0.25 m s−1 would further improvethis resolution capability to 18 km (see Fig. 45a and Table 4c).For 14-day averaged velocity fields, it was shown from Figs. 30dand 43b that the resolution capability for a speed measurement noiseof 𝜎spd = 0.50 m s−1 would improve from 28 km for a swath width of1200 km to 21 km for a swath width of 1800 km. Reducing the standarddeviation of the speed measurement noise to 𝜎spd = 0.25 m s−1 wouldfurther improve the 14-day averaged velocity resolution capability to10 km (see Fig. 45b and Table 4e), which is the inherent resolutionof the pre-processed estimates of surface velocity with a footprintdiameter of 5 km for the simulations in this study.
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Fig. 44. The resolution capabilities of WaCM estimates of instantaneous snapshot mapsof the full CCS region (which are essentially achieved on each satellite overpass with aswath width of 1800 km — see Fig. 41) as functions of the standard deviation 𝜎spd of theuncorrelated errors of WaCM measurements of surface velocity: (a) maps of velocity;and (b) maps of vorticity. The solid and dashed lines in each panel correspond tothe half-power filter cutoff wavelengths above which the S/N standard deviation ratiosexceed a value of 3.16 using Parzen and loess smoothers, respectively. For reference, thevertical dashed line in each panel indicates a standard deviation of 𝜎spd = 0.25 m s−1 forthe uncorrelated speed measurement errors, which corresponds to half of the baselinevalue of 𝜎spd = 0.50 m s−1.
Table 4The resolution capabilities deduced in Sections 6, 8 and 10 for maps of the surfaceocean velocity and vorticity based on spatial smoothing of WaCM data using the Parzensmoother for: (a) instantaneous snapshots of velocity; (b) instantaneous snapshots ofvorticity; (c) 4-day averages of velocity; (d) 4-day averages of vorticity; (e) 14-dayaverages of velocity; and (f) 14-day averages of vorticity. The results are listed forcombinations of 1200 km and 1800 km swath widths and standard deviations of
𝜎spd = 0.50 m s−1 and 0.25 m s−1 for the uncorrelated errors of WaCM measurements ofcurrent speed. The swath width for instantaneous maps of velocity and vorticity in (a)and (b) is assumed to be the full CCS model domain, which is essentially achieved onevery satellite overpass with a swath width of 1800 km (see Fig. 41). Example mapswith the resolutions listed in Tables a–d are shown in Figs. 48–50. The resolutionslisted in this table are shown graphically in Fig. 51 in Section 13.5 below.Swath width Measurement noise 𝜎spd Swath width Measurement noise 𝜎spd0.50 m s−1 0.25 m s−1 0.50 m s−1 0.25 m s−1
(a) Instantaneous velocity maps (b) Instantaneous vorticity maps
CCS Model 130 km 50 km CCS Model 130 km 74 km
(c) 4-Day Averaged velocity maps (d) 4-Day Averaged vorticity maps
1200 km 60 km 28 km 1200 km 87 km 59 km1800 km 44 km 18 km 1800 km 70 km 45 km
(e) 14-Day Averaged velocity maps (f) 14-Day Averaged vorticity maps
1200 km 28 km 11 km 1200 km 62 km 42 km1800 km 21 km 10 km 1800 km 51 km 34 km
The dependencies of the resolution capabilities of 4-day averagedWaCM estimates of the vorticity field on the speed measurement errorstandard deviation are shown Fig. 45c. For the baseline standard devia-tion of 𝜎spd = 0.50 m s−1 for the uncorrelated speed measurement errors,it was shown from Figs. 35c and 43c that increasing the swath widthfrom 1200 km to 1800 km would improve the resolution capabilityfor 4-day averaged vorticity fields from 87 km to 70 km. Reducing thestandard deviation of the speed measurement errors to 𝜎spd = 0.25 m s−1would further improve the resolution capability to 45 km (see Fig. 45cand Table 4d).For 14-day averaged vorticity fields, it was shown from Figs. 35dand 43d that the resolution capability for a speed measurement noiseof 𝜎spd = 0.50 m s−1 would improve from 62 km for a swath width of1200 km to 51 km for a swath width of 1800 km. Reducing the standarddeviation of the speed measurement noise to 𝜎spd = 0.25 m s−1 wouldfurther improve the 14-day averaged vorticity resolution capability to34 km (see Fig. 45d and Table 4f)While the improved spatial resolution capabilities summarizedabove for space–time smoothed maps of velocity and vorticity esti-mated from WaCM data for an increased swath width of 1800 km and areduction of the standard deviation of uncorrelated speed measurementerrors to 0.25 m s−1 are impressive, we note again that much ofthe small-scale velocity and vorticity signals that are of interest areattenuated in 4-day and 14-day averaged fields, especially the latter(see Figs. 24 and 25). Depending on the application, the coarser spatialresolution of instantaneous snapshot maps of velocity and vorticityconstructed from WaCM data (Fig. 44) may be preferable to the higherspatial resolution of the time-averaged maps (see Figs. 48–50).
11. Discussion
The preceding analysis has assessed the resolution capabilities ofsurface ocean velocity and vorticity fields estimated from simulatedinterferometric altimeter measurements of SSH by SWOT and Dopplerradar measurements of surface velocity by WaCM. The simulated satel-lite data for this study were constructed based on the high-resolutionmodel of the California Current System summarized in Section 2 withuncorrelated measurement errors added to the SSH and surface velocityfields with the standard deviations in the baseline designs of the SWOTand WaCM instruments.For SWOT, our analysis includes a derivation of the baseline sciencerequirement for the standard deviation of the uncorrelated errors ofthe SSH measurements, a number that cannot be found unambigu-ously in the SWOT documentation. This derivation (see Appendix F)concludes that the requirement for the uncorrelated errors of SWOTmeasurements of SSH, as specified in the SWOT Science RequirementsDocument (Rodríguez and Callahan, 2016) in terms of the wavenumberspectrum after smoothing in ground-based post-processing, correspondsto a standard deviation of 𝜎ℎ = 2.74 cm for pre-processed SWOTestimates of SSH with a footprint size of 1 km.Our error analysis includes derivations of analytical expressions forthe variances (Appendix G) and the wavenumber spectra (Appendix I)of errors of the estimates of the derived variables (geostrophicallycomputed velocity and vorticity for SWOT and vorticity for WaCM),with and without spatial smoothing. The errors are shown as func-tions of the half-power filter cutoff wavelength of the smoothing inFig. 12. The wavenumber spectra shown in Figs. 13–15 quantify thescale dependencies of these errors. The equations for the variancesand wavenumber spectra of the errors of the derived variables alldepend explicitly on the variance of the uncorrelated measurementerrors and are thus applicable to arbitrary specification of measurementnoise. This allows an assessment of the degree of improvement inthe accuracies of the derived variables that would be achieved byimproving the baseline measurement accuracies.The calculations presented in Sections 6, 8, 9 and 10.1 are basedon the above standard deviation of 𝜎ℎ = 2.74 cm for the uncorrelated
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Fig. 45. The resolution capabilities of WaCM estimates of 4-day and 14-day averages (left and right columns) of surface velocity and vorticity (top and bottom rows) as functions ofthe standard deviation 𝜎spd of the uncorrelated speed errors of WaCM measurements of surface velocity for swath widths of 1200 km and 1800 km (blue and red lines, respectively).The solid and dashed lines in each panel correspond to the half-power filter cutoff wavelengths above which the S/N standard deviation ratios exceed a value of 3.16 using Parzenand loess smoothers, respectively. For reference, the vertical dashed line in each panel indicates a standard deviation of 𝜎spd = 0.25 m s−1 for the uncorrelated speed measurementerrors, which corresponds to half of the baseline value of 𝜎spd = 0.50 m s−1. (For interpretation of the references to colour in this figure legend, the reader is referred to the webversion of this article.)
errors of SWOT measurements of SSH with a footprint size of 1 km, anda standard deviation of 𝜎spd = 0.50 m s−1 for the uncorrelated errors ofWaCM measurements of surface ocean velocity with a footprint size of5 km. The benefits of reducing the measurement noise are investigatedfor WaCM in Section 10.2. Improved measurement accuracy is not con-sidered for SWOT because the total errors in maps of SWOT estimatesof velocity and vorticity are so strongly dominated by sampling errorsthat reducing the measurement errors would offer little benefit.For WaCM, we have assumed that the uncorrelated speed errors areequally partitioned between the two orthogonal velocity components,thus resulting in a baseline standard deviation of 𝜎𝑢,𝑣 = 0.354 m s−1for each component. In reality, the errors of each velocity componentwill vary differently across the measurement swaths because of thegeometrical transformation issues discussed in Section 4.2. For approx-imation of the derivatives of the velocity components that are requiredto estimate vorticity from WaCM data, we have further assumed thatthe velocity estimates with 5 km footprint size are oversampled on a1 km × 1 km grid. It is shown in Appendix H that 3-point centereddifferences on this grid retain more of the small-scale signal in thevorticity field without having to resort to centered difference estimatesof the derivatives with a wider stencil width on the 5 km × 5 km gridon which the WaCM measurement errors are uncorrelated.The measurement error standard deviations of 𝜎ℎ = 2.74 cm forSWOT and 𝜎spd = 0.50 m s−1 for WaCM are swath-averaged values. Itis shown in Fig. F.1 of Appendix F that the SWOT measurement errorswill increase toward each edge of the measurement swaths and with
increasing significant wave height (SWH). WaCM measurement errorsalso increase toward the edges of the measurement swaths and willdepend on SWH (Rodríguez, 2018). In this study, we have consideredthe SWOT and WaCM measurement errors to have uniform standarddeviations across the full widths of their measurement swaths. Becausewe have neglected the increases of measurement errors toward theswath edges, our analysis in this study likely underestimates the overalleffects of measurement errors on space–time smoothed estimates ofvelocity and vorticity fields constructed from SWOT and WaCM data.The results presented in Sections 6 and 8–10 should therefore beconsidered optimistic estimates of the resolution capabilities of actualSWOT and WaCM data.The CCS model used for our assessments of the resolution capabil-ities of SWOT and WaCM estimates of surface velocity and vorticityhas some limitations that should be kept in mind. As summarizedin Section 2, the model was forced with seasonally varying winds,heat flux and freshwater flux, and thus omits the significant effectsof synoptic atmospheric forcing. Inertial motions are therefore poorlyrepresented in the model. They will be considered unwanted ‘‘noise’’in most applications of SWOT and WaCM data. While they are not aconcern in this study because of their weak signal levels in the model,their effects on SSH and surface velocity will have to be addressed inthe analysis of actual SWOT and WaCM data. We note that mesoscaleand submesoscale variability may also be underrepresented in themodel because of the seasonal atmospheric forcing. The model alsohas high dissipation and lacks tidal forcing. It is therefore likely that
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internal wave variability is considerably underestimated in the model.In spite of these limitations, we believe that the model provides usefulcomparisons of the resolution capabilities of maps of surface velocityand vorticity constructed from SWOT and WaCM data.The importance of the grid resolution of the model for properrepresentation of the effects of submesoscale variability is evident fromFig. 1. Submesoscale variability increases dramatically by increasingthe grid resolution from 4 km to the 0.5 km grid spacing of the modelused for our simulations. The choice of grid resolution is clearly animportant consideration in choosing a model from which to assess theresolution capabilities of SWOT and WaCM estimates of surface velocityand vorticity. For example, Qiu et al. (2016) evaluated the resolutioncapability of maps of vorticity constructed from simulated SWOT databased on a model of the Kuroshio Extension with a grid spacing of1/30◦ (approximately 3 km). The much less energetic submesoscalevariability in that model compared with the CCS model used in thisstudy is partly attributable to the coarseness of their model grid. Theweaker submesoscale variability in the model output used in the Qiuet al. (2016) study is compounded by the fact that their analysis wasbased on daily averages rather than instantaneous snapshots of themodel output.The extent to which accurate model representation of submesoscalevariability is important in model-based simulations of SWOT andWaCM data depends on the amount of smoothing that must be appliedto the simulated satellite data to achieve adequate signal-to-noiseratio in maps of the variables of interest. Given the coarse resolutioncapabilities inferred from the analysis in Sections 6 and 8–10 andsummarized in Tables 3 and 4, it may not be necessary to use a modelwith resolution as high as the 0.5-km grid of the CCS model used inthis study. It nonetheless seems prudent to use as high a resolutionmodel as possible in order to be sure that aliasing issues from discretesampling at satellite overpass times are adequately accounted for. Tothis end, the daily averages analyzed by Qiu et al. (2016) are likelyan issue, even for the coarse resolution capabilities of SWOT estimatesof geostrophically computed velocity and vorticity. The twice-dailysnapshots analyzed in this study are also less than ideal; evidence ofaliasing from inadequate sampling of the rapidly evolving submesoscalefield was readily apparent from the 4-day and 14-day averages oferror-free vorticity in the bottom panels of Fig. 24.In addition to analysis of the effects of uncorrelated measurementand sampling errors, we also investigated limitations of the geostrophicapproximation that must be used to estimate surface velocity andvorticity from SWOT measurements of SSH (Section 3). Because of theabove-noted underestimation of internal gravity wave energy in theCCS model used in this study, we were not able to use this model toassess the effects of the SSH signatures of internal waves on velocityestimates computed geostrophically from SSH. We did, however, usethe CCS model to investigate the effects of ageostrophic variabilityfrom cyclostrophic motion, which results in geostrophically computedvelocities that overestimate the positive vorticity of cyclonic featuresand underestimate the magnitude of the negative vorticity of anticy-clonic features. The former are more prevalent, presumably because ofthe tendency for anticyclonic features to become inertially unstable. Itwas shown in Section 3 that the errors from cyclostrophic motion mayoften exceed 0.1 m s−1 but can be reduced to less than 0.05 m s−1 bysmoothing with a half-power filter cutoff wavelength of 50 km or more.Contamination of geostrophically computed SWOT estimates of sur-face velocity by internal gravity waves is an important issue in need ofrigorous analysis that is beyond the scope of this study. Some insightinto the effects of internal waves on the interpretation of SWOT datawas provided in Section 3 based on two high-resolution simulations ofthe ocean circulation southeast of the Gulf Stream in the western NorthAtlantic (see Figs. 10 and 11). A simulation forced by low-frequencywinds and without tides results in ageostrophic submesoscale featuressimilar to the cyclostrophic features found in the CCS model used in thisstudy. The same North Atlantic simulation forced by hourly winds and
ocean tides results in a dramatically different geostrophically computedvelocity field consisting of internal wave structures that overwhelm thesubmesoscale velocity features that are of interest.The apparent velocity structures computed geostrophically from theSSH signatures of internal waves are a gross misrepresentation of thesurface manifestation of the actual internal wave velocities. SWOTdata will have to be judiciously smoothed spatially and/or temporallyto mitigate contamination of the geostrophically computed velocityestimates by internal gravity waves.While contamination of SWOT estimates of surface velocity andvorticity by ageostrophic processes is clearly an issue, it should be keptin mind that SWOT was not designed to determine the surface velocityand vorticity fields that are the primary focus of this study. However,many users of SWOT data intend to investigate ocean dynamics fromSWOT estimates of velocity and vorticity. The analysis presented in thisstudy provides a useful framework for understanding the limitations ofSWOT data for such applications.It should also be noted that some of the same ageostrophic sig-nals that contaminate SWOT estimates of velocity and vorticity willbe considered unwanted ‘‘noise’’ in the context of many applicationsof the total velocity measured by WaCM. In particular, the surfacevelocity signatures of internal gravity waves and inertial motions couldobscure some of the velocity signals of the mesoscale and submesoscalecurrents that will be the primary interest in many studies. A senseof the magnitudes of these ageostrophic velocities can be inferredfrom the modeling result shown in the bottom left panel of Fig. 10.Values exceeding 0.5 m s−1 are common. The partitioning of thisageostrophic velocity between inertial motions, internal waves andother ageostrophic processes is presently not well understood.A point worth emphasizing is that the ‘‘contamination’’ of WaCMdata by ageostrophic processes differs fundamentally from the con-tamination of SWOT data by the same ageostrophic processes. Thevelocity signatures of inertial motions and internal waves are truevelocities. In contrast, the apparent surface velocity field computedgeostrophically from the SSH signatures of ageostrophic processes arefictitious velocities that do not exist in nature.Although the spectral characteristics of SSH at high wavenumbers(short wavelengths) were not a primary focus of this investigation,useful insight into the nature of SSH variance at poorly observedsmall scales can be obtained from the CCS model used throughoutthis study and from the above two North Atlantic models consideredbriefly in Section 3 and Appendix F. It is shown in Figs. F.3 and F.4that the rolloff at high wavenumbers in the SSH spectra from all threeof these models is steeper than the approximate 𝑙−5∕2 dependence onwavenumber 𝑙 that is assumed in the 68th-percentile global averageSSH spectrum that is the basis for defining the science requirements forSWOT measurement accuracy and resolution (Rodríguez and Callahan,2016). This 68th-percentile wavenumber spectrum is based on extrap-olation of along-track SSH spectra from nadir altimetry that resolvesvariability only down to a wavelength scale of about 70 km (Xu andFu, 2012). The validity of this extrapolation cannot be determined frompresently available observational data and must therefore be inferredfrom high-resolution ocean circulation models.A consequence of the steeper rolloff of the wavenumber spec-tra from the three models considered in this study is that the 68th-percentile spectrum assumed in the SWOT requirements documentmay overestimate the variance at high wavenumbers, in which casethe 15-km resolution of the SWOT data as defined spectrally in thescience requirements would be overly optimistic. In particular, the 15-km smoothed white noise spectrum for the SWOT requirement of thestandard deviation of 𝜎ℎ = 2.74 cm for the uncorrelated measurementerrors that is derived for a footprint size of 1 km in Appendix F mayintersect the true SSH signal spectrum at a wavelength longer than 15km. Achieving the science goal of resolving the signal spectrum downto a wavelength of 15 km would then require a higher measurementaccuracy in the pre-processed SWOT estimates of SSH, i.e., a smallerstandard deviation of the uncorrelated measurement errors.
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Since little is known about the spectral characteristics of SSH atwavelengths shorter than 70 km, it is possible that the CCS model usedin this study and the two North Atlantic models considered briefly inSection 3 and Appendix F underestimate the variance at high wavenum-bers. As discussed at the end of Appendix F, the wavenumber spectrumof SSH at wavelengths shorter than 70 km is flatter in the MITgcmmodel (Rocha et al., 2016; Savage et al., 2017) and thus has highervariance at these high wavenumbers. The differences between the spec-tral characteristics of SSH at high wavenumbers from different modelsunderscores how little is known about ocean variability on scalessmaller than 70 km. One of the primary contributions of the SWOTmission will be to elucidate the nature of spatial variability of SSHat these smaller scales that have heretofore not been observable fromspace. This will enable testing of the various model representations ofsmall-scale variability of SSH.Notwithstanding the issues summarized above, the analysis pre-sented in Sections 6 and 8–10 provides useful insight into the resolutionthat can be expected in maps of the surface velocity and vorticityfields constructed from SWOT and WaCM data. From simulated SWOTmeasurements of SSH and WaCM measurements of surface velocitybased on the CCS model used in this study, it is shown in Appendix Gand Section 4 (see also Tables 1 and 2 and the bottom left panelsof Figs. 17b, 17c, 19a and 19b) that the standard deviations of theuncorrelated measurement errors assumed in our analysis result invelocity and vorticity errors that are too large for the SWOT and WaCMdata to be useful for oceanographic applications at the full resolutionsof the pre-processed data (footprint sizes of 1 km for SWOT and 5 kmfor WaCM). It will therefore be necessary to smooth the pre-processedsatellite data in ground-based post-processing to reduce the effects ofuncorrelated measurement errors and improve the signal-to-noise ratiosin SWOT and WaCM estimates of velocity and vorticity.The standard deviations of the errors of the variables of interestdecrease rapidly with increased smoothing (see Fig. 12). The signalstandard deviations also decrease with increased smoothing, but usu-ally less rapidly than the error variances. The signal-to-noise (S/N)standard deviation ratios therefore generally improve with increasedsmoothing. From visual inspection of many maps such as the examplesshown in Fig. 16 for S/N standard deviation ratios of 1, 2 and 3.16,we recommend a ratio of 3.16 (which corresponds to a S/N varianceratio of 10) as a guideline minimum threshold for maps of velocity andvorticity constructed from SWOT and WaCM data. While subjective,this S/N ratio is sufficiently high to distinguish the signal from the noiseunambiguously. For readers willing to accept a lower S/N ratio, thecorresponding resolution capabilities can be inferred from the graphsin Sections 6, 8.4, 8.5, 9 and 10.1, specifically Figs. 18, 30, 35, 38–40and 43. The results are compared graphically in Fig. 51 in Section 13.5below for the resolution capabilities of SWOT and WaCM estimates ofvelocity and vorticity for the cases of threshold S/N standard deviationratios of 3.16 and 2.00.In addition to the subjective choice of a threshold S/N standarddeviation ratio of 3.16 adopted in this study to define resolutioncapability, the discussion in Section 9 (see also Figs. 44 and 45 inSection 10.2) shows that the precise values of the resolution capabilitiesof SWOT and WaCM estimates of surface velocity and vorticity dependto some extent on the details of the algorithm used to smooth the noisysatellite data. For example, it was shown in Section 9 that the resolutioncapabilities of instantaneous snapshots and space–time smoothed mapsof velocity and vorticity that would be inferred based on the loesssmoother are better than those inferred from the Parzen smoother (seeTable 3) but the relative rankings of resolution capabilities for the twoinstruments and for the choices of time averages considered in Section 9(instantaneous snapshots and time averages over 4 and 14 days) areinsensitive to the details of the smoothing algorithm.A disadvantage of the loess smoother is that it is more than a factorof 50 more computationally intensive than the Parzen smoother for theset of filter cutoffs considered in this study. This was a significant issue
since a total of 1200 smoothed maps were required to generate the S/Ngraphs in Figs. 18, 30, 35 and 43 that are based on Parzen smoothing.Another disadvantage of the loess smoother and other smoothers thatattenuate small-scale noise more effectively than the Parzen smootheris that the desirable characteristics of their filter transfer functions(small side lobes and a steep rolloff through the half-power filter cutoffwavenumber) require wider spans of data for each smoothed estimate.Such smoothers are therefore subject to greater edge-effect contamina-tion of smoothed estimates near the edges of the measurement swaths.The assessments of resolution capabilities in this study are based on themore conservative estimates obtained using the Parzen smoother.We first investigated the effects of measurement errors alone on theresolution capabilities of SWOT and WaCM estimates of surface velocityand vorticity. The analysis in Section 6 considered the idealized case ofmeasurement swaths that span the entire CCS model domain on eachsatellite overpass. This is a highly unrealistic representation of SWOTsampling, which consists of a 120-km swath with a 20-km nadir gap(see the top panels of Fig. 20). For WaCM, however, most of the CCSmodel domain is sampled on each overpass by just one of the twoparallel measurement swaths for the case of a total swath width of1200 km (see the bottom panels of Fig. 20). If the total swath widthcan be extended to 1800 km, essentially all of the CCS model domainwould be sampled on each overpass by just one of the two parallelmeasurement swaths (see Fig. 41).Based on uncorrelated measurement errors alone without consider-ation of the limitations of swath width, the conclusion of Section 6 isthat the resolution capabilities of SWOT estimates of surface velocityand vorticity are substantially better than those of estimates obtainedfrom WaCM with the baseline standard deviation of 0.50 m s−1 forthe uncorrelated measurement errors (see Table 3). If the WaCM mea-surement noise can be reduced to 0.25 m s−1, however, the resolutioncapabilities approach those of SWOT estimates of velocity and vorticity(see Section 10.2 and Table 4a and b), with the distinct advantage of afactor-of-17 wider measurement swath.Mapping of the velocity and vorticity fields over domains largerthan individual measurement swaths requires combining measurementsfrom multiple satellite overpasses. Space–time smoothing of the satel-lite data to construct such maps introduces sampling errors in additionto the measurement errors considered in isolation in Section 6. Asdiscussed in detail in Section 7, sampling errors arise predominantlyfrom inadequate sampling of rapidly evolving submesoscale featuresin the surface velocity and vorticity fields. To the extent that theCCS model used in this study may underestimate the SSH variance athigh wavenumbers as discussed above, our assessment of resolutioncapabilities for SWOT estimates of velocity and vorticity may be overlyoptimistic. Because small-scale features generally evolve more rapidlythan large-scale features, higher spectral variance at high wavenumberswould likely increase the aliasing artifacts in time-averaged maps ofvelocity and vorticity constructed from SWOT. This would decreasethe signal-to-noise ratio in the time-averaged maps, thus worsening theresolution capabilities.It is evident from the figures in Sections 8.4 and 8.5 that thesampling errors summarized in Section 7 are much worse for SWOTthan for WaCM because of the narrow measurement swath of the SWOTinstrument and the space–time sampling pattern of the SWOT orbit;during each 21-day exact-repeat orbit, the full CCS domain consideredin this study is observed during two 4-day subcycles that are interleavedspatially and separated temporally by 6-day gaps (see Figs. 21–23).Spatially adjacent swaths are separated in time by 10 days. Samplingerrors are consequently the primary concern in maps of geostrophicallycomputed velocity and vorticity constructed from SWOT data. Thesampling errors are so large that our threshold S/N standard deviationratio of 3.16 is not achieved in either 4-day or 14-day averaged vorticityfields using the Parzen smoother, even with the maximum half-powerfilter cutoff wavelength of 150 km considered in this study. Moreover,the resolution capability of SWOT estimates of 14-day averages of
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velocity is substantially worse than in 4-day averages because of theincreased sampling errors in the longer time average.We thus conclude that geostrophically computed SWOT estimatesof velocity and vorticity will be useful primarily within individualmeasurement swaths. But even then, there are likely to be issues fromthe edge effects of spatial smoothing with a span that is comparableto the 50-km width of each of the two parallel measurement swaths.These edge effects will be exacerbated by the increased measurementerrors toward the inner and outer edges of each measurement swath(see Fig. F.1) that have not been taken into consideration in this study.To mitigate the multi-faceted effects of sampling errors, mapping of thesurface velocity and vorticity fields from SWOT data will likely have tobe done with the aid of dynamic interpolation from a data assimilationmodel, as suggested, for example, by Ubelmann et al. (2015).
12. Space–Time Smoothed SSH Fields from SWOT Data
Because of amplification of errors by the centered-difference ap-proximations of the derivatives required to compute geostrophic veloc-ity and vorticity from SSH, SWOT estimates of the derivative quantitiesare extremely sensitive to the standard deviation of 𝜎ℎ = 2.74 cm of theuncorrelated errors in the SSH measurements on a 1 km × 1 km grid(see Table 1). As pointed out in Section 11, however, SWOT was notdesigned to map the surface velocity and vorticity fields that are thefocus of this study. It was specifically designed to map the global SSHfield with significantly higher resolution than can be achieved from thepresent constellation of nadir altimeters.The scientific value of the improved resolution and accuracy ofspace–time smoothed SSH fields constructed from SWOT data shouldnot be underestimated. Pujol et al. (2012), Fu and Ubelmann (2014)and Gaultier et al. (2016) have previously shown that maps of SSH fromSWOT will be superior to the SSH maps from presently available nadiraltimeter data. We show this here from simulated altimeter data basedon the CCS model used in this study.Space–time smoothed maps of SSH were constructed from simulatedsampling by SWOT and from simulated sampling by nadir altimetersprocessed in a manner similar that of the ‘‘two-sat’’ SSH fields producedand archived by CLS/AVISO from the merged measurements from twosimultaneously operating altimeters. Our intent is not to reproduce allof the details of the CLS/AVISO mapping procedure (see Pujol et al.,2016, and references therein). In view of the conclusion of Section 8that SWOT measurement errors are negligible compared with samplingerrors and the fact that sampling errors are much worse for the sparsesampling by two nadir altimeters than for the wide-swath SWOT al-timeter, measurement errors were not included in our simplified formof the CLS/AVISO smoothing procedure. Instead, we consider only theeffects of sampling errors by constructing a simulated CLS/AVISO SSHmap by the following procedure.The twice-daily SSH fields in the 30-day simulation of the CCSmodel used in this study were linearly interpolated in space and time tothe locations of actual TOPEX/Poseidon and ERS-1 altimeter observa-tions during the period 22 May to 21 June 1993, which correspondsto the same time period as the climatologically forced CCS modelsimulation. These simulated error-free TOPEX/Poseidon and ERS-1 datawere smoothed along the satellite ground tracks with a half-power filtercutoff wavelength of 37 km. The along-track smoothed SSH values werethen subsampled at every third point, corresponding to a spacing ofabout 18 km.The resolution capability of the CLS/AVISO SSH fields is limitedto wavelengths longer than about 200 km and time scales longerthan about a month (see Appendix A.3 of Chelton et al., 2011). Thesubsampled and smoothed SSH values along the TOPEX/Poseidon andERS-1 ground tracks were therefore smoothed and interpolated to theCCS model grid using a 2-dimensional objective analysis procedurewith a half-power filter cutoff wavelength of 200 km in each dimension.To mimic the monthly smoothing in the CLS/AVISO SSH fields, all of
the smoothed and subsampled simulated TOPEX/Poseidon and ERS-1SSH observations within the 30-day period were weighted equally inthe 2-dimensional smoothing.The effects of sampling errors on the 200-km by 30-day smoothedSSH fields constructed from simulated SWOT and nadir altimeter dataare shown in Fig. 46. The ‘‘true’’ space–time smoothed SSH field con-structed from twice-daily error-free model output is shown in Fig. 46a.The space–time smoothed maps constructed from simulated CLS/AVISOprocessing of error-free nadir altimeter data and from simulated error-free SWOT data are shown in the top panels of Figs. 46b and c,respectively. The bottom panels show the sampling errors in the mapsconstructed from the simulated altimeter data.The superiority of SWOT sampling is visually apparent in Fig. 46from the smaller sampling errors. The standard deviation of 0.34 cmfor the sampling errors in the SWOT map is a factor of 3.2 smaller thanthe standard deviation of 1.09 cm in the nadir altimeter map. Moreover,the dynamic range of the errors is nearly a factor of four smaller in theSWOT map: the extrema of the sampling errors range from only −1.3 cmto +1.3 cm in the SWOT map compared with a range of −6.5 cm to
+3.7 cm in the nadir altimeter map. The present resolution of 200 kmby one month will thus be achieved from SWOT data with much smallersampling errors than in the presently available CLS/AVISO SSH fields.It is noteworthy that the CCS region considered in our analysiscoincidentally lies within the latitude range of most favorable space–time sampling by SWOT. The mapping errors increase somewhat athigher and lower latitudes, although they are still much smaller thanthe errors in maps constructed from nadir altimeter data (Pujol et al.,2012; see their Fig. 1 and their Tables 2 and 3).The simulations in Fig. 46 do not include the effects of uncorre-lated measurement errors. As noted above, measurement errors havenegligible effect for the 200-km smoothing applied for the simulatedSWOT map of SSH Fig. 46c. Uncorrelated measurement errors are amore significant consideration in the simulated ‘‘two-sat’’ CLS/AVISOmap of SSH in Fig. 46b because the point-to-point noise in the nadiraltimeter measurements at intervals of 6 km along the satellite groundtrack has a standard deviation of about 3 cm. This is slightly higher thanthe 𝜎ℎ = 2.74 cm standard deviation of the uncorrelated measurementerrors in the pre-processed SWOT estimates of SSH with a smallerfootprint size of 1 km. Smoothing the SWOT data 2-dimensionally toa resolution of 6 km (i.e., with a half-power filter cutoff wavelengthof 12 km in each dimension — see Appendix B) to be commensuratewith the 6-km along-track resolution of nadir altimeter data wouldreduce the SWOT noise standard deviation by about a factor of six (seeAppendix D). The resulting standard deviation of about 0.46 cm for thenoise in the 12-km smoothed SWOT data (see Fig. 12a) is more than afactor of six smaller than the 3-cm noise of the nadir altimeter data fromwhich CLS/AVISO maps are constructed. Accounting for the effects ofuncorrelated measurement errors in the simulations in Fig. 46 wouldthus worsen the errors in our simulated CLS/AVISO SSH field comparedwith the simulated SWOT SSH field.A complete and rigorous analysis of the improved accuracy andresolution of SSH fields that will be achieved from SWOT data, in-cluding consideration of the effects of uncorrelated measurement errorsmentioned above as well as orbit errors and other long-wavelengthmeasurement errors, is beyond the scope of this study. Fig. 47 offersa sense of what can be expected from sampling errors alone. The twocurves show the standard deviation of the sampling errors from spa-tially smoothed 30-day and 21-day averages of simulated SWOT data.The 1.09 cm standard deviation from our simulation of the samplingerrors in CLS/AVISO SSH fields with 200-km by 30-day smoothingshown in Fig. 46b can be achieved from SWOT data with only 100-kmby 21-day smoothing. One application that will especially benefit fromthe improved accuracy and improved spatial and temporal resolutionof SSH fields constructed from SWOT data is the identification andtracking of mesoscale eddies (e.g., Chelton et al., 2011), and more gen-erally, the study of mesoscale ocean dynamics. The smaller samplingerrors from SWOT will significantly reduce the mislocation of eddies inpresently available SSH fields (see, for example, Fig. 3 of Pascual et al.,2006).
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Fig. 46. Maps of 30-day averaged SSH smoothed 2-dimensionally with a half-power filter cutoff wavelength of 200 km in each dimension: Column (a) The ‘‘true’’ space–timesmoothed field computed from error-free model SSH fields at a time step of 0.5 day over the 30-day period; Column (b) The space–time smoothed field computed from simulatedTOPEX/Poseidon and ERS-1 nadir altimeter sampling of error-free model SSH fields at the times and locations of each altimeter observation over the 30-day period; and Column (c)The space–time smoothed field computed from simulated SWOT swath sampling of error-free model SSH fields at the times and locations of each SWOT observation over the30-day period. The bottom panels are maps of the sampling errors computed by subtracting the error-free map in Column (a) from the simulated satellite-sampled maps in thetop row of the respective columns (b) and (c).
13. Summary and conclusions
High-resolution global satellite estimates of surface ocean velocityand vorticity would be of broad interest to a wide range of physical,biological and chemical oceanography applications. In this study, weconducted an exhaustive investigation the effects of uncorrelated mea-surement errors and sampling errors on the resolution capabilities ofinstantaneous and space–time smoothed maps of velocity and vorticityfields derived from simulated measurements by two different tech-niques: (1) Altimetric measurements of SSH by interferometry from theSurface Water and Ocean Topography (SWOT) mission with a plannedlaunch in 2021; and (2) Doppler radar measurements of surface oceanvelocity from a future scatterometer mission that we have referredto as a Winds and Currents Mission (WaCM). WaCM is one of sevenrecommended NASA Earth Systems Explorer missions in the recent
decadal survey by the National Academies of Science, Engineering andMedicine (NASEM, 2018).The analysis procedures used in this study and the results and con-clusions of our assessments of the resolution capabilities of SWOT andWaCM estimates of surface ocean velocity and vorticity are summarizedbelow.
13.1. The analysis procedures
Our strategy for assessing resolution capability is summarized indetail in Section 5. Simulated SWOT and WaCM data were generatedbased on, respectively, the SSH and surface velocity fields from 30 daysof twice-daily output from the CCS model summarized in Section 2.Uncorrelated measurement errors with the baseline standard deviationswere added to the model simulations of SSH and velocity. For SWOT,we used the error standard deviation of 𝜎ℎ = 2.74 cm that is derived
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Fig. 47. The standard deviations of the sampling errors in 2-dimensionally smoothed30-day and 21-day averaged SSH fields constructed from simulated SWOT data asfunctions of half-power filter cutoff wavelength. The horizontal dashed line correspondsto the 1.09-cm standard deviation of the sampling errors in the simulated CLS/AVISOSSH field in the bottom panel of Fig. 46b constructed from error-free model SSHfields subsampled at the times and locations of the TOPEX/Poseidon and ERS-1 nadiraltimeter observations over a 30-day period.
for a footprint size of 1 km in Appendix F. For WaCM, we used abaseline standard deviation of 𝜎spd = 0.50 m s−1 for a footprint sizeof 5 km but we also considered the benefits of smaller measurementerrors in Section 10.2. Noise-free and noisy SSH and velocity fields onthe 0.5 km × 0.5 km model grid were processed in manners that mimicthe pre-processing that will be applied to the SWOT and WaCM data toachieve footprint sizes of 1 km and 5 km, respectively. Maps of noise-free and noisy SSH and velocity fields with these footprint sizes werethen constructed on a 1 km × 1 km grid over the full model domainand on subsampled grids within the measurement swaths at the timesand locations of the overpasses of each of the two satellite instruments.The errors of surface velocity and vorticity fields estimated fromthe simulated pre-processed SWOT and WaCM data are too large forthe estimates to be useful scientifically (see Tables 1 and 2 and thebottom left panels of Figs. 17b, 17c, 19a and 19b). It will be necessaryto smooth the pre-processed SWOT and WaCM data in ground-basedpost-processing to reduce the effects of measurement noise in the mapsof the variables of interest in this study. Four combinations of SSH andvelocity fields (noise-free on the full grid, noise-free on the subsampledgrid, noisy on the full grid and noisy on the subsampled grid) weresuccessively smoothed with half-power filter cutoff wavelengths rang-ing from 10 km to 150 km. We also investigated the added benefitsof time averaging to reduce the effects of measurement and samplingerrors.For each filter cutoff and each choice of time averaging, we com-puted the spatial standard deviations of the smoothed noise-free fieldsand the error fields for the cases of measurement errors alone, samplingerrors alone and combined measurement and sampling errors. Ourdefinition of resolution capability is based on the signal-to-noise (S/N)ratios of the standard deviations of the smoothed noise-free fields andthe smoothed error fields. The S/N ratios for the cases of measurementerrors alone and sampling errors alone allow an assessment of therelative contribution of each type of error to the total errors in maps ofvelocity and vorticity constructed from the simulated satellite data.With increased spatial smoothing, the noise standard deviationsusually decrease more rapidly than the signal standard deviations. TheS/N ratios therefore improve with increased smoothing. Based on visualcomparisons of many maps of smoothed noise-free and noisy velocityand vorticity fields constructed from the simulated satellite data (see,for example, Fig. 16), we defined the resolution capability as the half-power filter cutoff wavelength above which the S/N standard deviationratios exceed a threshold value of 3.16, which corresponds to a S/Nvariance ratio of 10. The improvements in the resolution capabilities
inferred based on a more liberal S/N standard deviation ratio of 2 areshown in Fig. 51 in Section 13.5 below.The sensitivity of our assessment of resolution capability to thedetails of the smoothing algorithm was investigated in Section 9 (seealso Figs. 44 and 45 in Section 10.2) from consideration of two dif-ferent smoothers. The resolution capability inferred based on the loesssmoother is better than that inferred based on the Parzen smoother(see Table 3). This is attributable to the more efficient attenuation ofsmall-scale variability because of the better filtering properties of theloess smoother, albeit with more than 50 times more computationaleffort for the set of calculations in this study. The relative rankingsof resolution capabilities for the two instruments and for the choicesof time averaging considered in this study (instantaneous snapshotsand time averages over 4 and 14 days) are insensitive to the detailsof the smoothing algorithm. We applied both the Parzen smoother andthe loess smoother for the analysis presented here. Our assessments ofresolution capabilities are based on the more conservative estimatesinferred from the Parzen smoother.
13.2. Instantaneous snapshot estimates of velocity and vorticity
Based on our criterion of a minimum S/N standard deviation ratioof 3.16 and the Parzen smoother, we showed in Section 6 that thein-swath resolution capabilities (i.e., the resolution capabilities whenmeasurement errors are the only consideration) for instantaneous snap-shot maps of geostrophically computed SWOT estimates of velocity andvorticity would be 32 km and 54 km, respectively, based on the spatialvariances of the signals in the CCS model considered in this study (seeFig. 18a). These numbers represent the wavelengths of the featuresthat can be resolved with a S/N standard deviation ratio of 3.16. Thecorresponding radii of resolvable features are about four times smallerthan the wavelength resolution (see Appendix B). The above resolutioncapabilities for instantaneous maps of SWOT estimates of velocity andvorticity correspond to the upper range of submesoscale variability.In comparison, the in-swath resolution capabilities for instantaneousmaps of velocity and vorticity constructed from WaCM data with thebaseline standard deviation of 𝜎spd = 0.50 m s−1 for the uncorrelatedmeasurement errors, equally partitioned between the two velocity com-ponents, would be 130 km for both variables (see Fig. 18b). Reducingthe WaCM measurement errors to 𝜎spd = 0.25 m s−1 would improvethese resolution capabilities to 50 km and 74 km for instantaneousmaps of velocity and vorticity, respectively (see Fig. 44 and Table 4aand b).In terms of measurement errors alone, and aside from the limitationsof the geostrophic approximation discussed in Section 3, velocity andvorticity would thus be estimated in instantaneous snapshots withhigher resolution from SWOT than from WaCM, although only modestlyso if the WaCM measurement noise can be reduced to 𝜎spd = 0.25 m s−1.An important qualification of the conclusion that the resolutioncapabilities of in-swath estimates of velocity and vorticity are better forSWOT than for WaCM is that the analysis of the effects of measurementerrors alone in Section 6 considers the case of measurement swaths thatsample the entire CCS model domain and thus neglects any edge effectsof the smoothing near the edges of the measurement swaths. With its120-km swath width and a 20-km nadir gap, it can be seen from thetop panels of Fig. 20 that complete coverage of the CCS model domainon a single satellite overpass is a highly idealized representation ofSWOT sampling. In addition to its sparse coverage, edge effects will beproblematic because the half-power filter cutoff wavelengths of 32 kmand 54 km required to achieve a S/N standard deviation ratio of 3.16for in-swath SWOT estimates of velocity and vorticity are comparableto the width of each parallel measurement swath. The above numbersmust therefore be considered the most optimistic possible outlook forthe resolution capabilities of velocity and vorticity fields constructedfrom SWOT data within the confines of a single measurement swath.In contrast, the idealized complete coverage of the CCS modeldomain considered for the analysis in Section 6 would be very nearly
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achieved on each satellite overpass by WaCM for a region of this size.With a total swath width of 1200 km, WaCM coverage would be nearlycomplete with just one side of the two parallel measurement swaths(see the bottom panels of Fig. 20). WaCM coverage would be essentiallycomplete on each overpass if the swath width can be extended to1800 km (Fig. 41).
13.3. Space–Time Smoothed Estimates of Velocity and Vorticity
Mapping of the velocity and vorticity fields over a region larger thanan individual measurement swath requires space–time smoothing of thesatellite data from multiple overpasses of the region of interest. This isespecially needed for SWOT because of its narrow 120-km swath width.For both SWOT and WaCM, time averaging can reduce the effects of themeasurement errors considered in Section 6 but it also introduces thethree types of sampling errors that are summarized in Section 7. Weinvestigated the effects of combined measurement and sampling errorsin Sections 8–10 for the cases of 4-day and 14-day averages. Thesechoices of time averages correspond to the two subcycles of each repeatof the 21-day SWOT orbit (see Figs. 22 and 23). The 4-day averagingtime also corresponds to the exact-repeat period of the WaCM orbitassumed in this study.The resolution capabilities inferred from the analysis in Section 8for SWOT and WaCM estimates of space–time smoothed velocity andvorticity fields are summarized in Table 3 for a swath width of 1200 kmin the case of WaCM. Whereas SWOT outperformed WaCM from theconsideration of measurement errors alone in Section 6, the relativeperformance of the two instruments is not so simple for space–timesmoothed velocity and vorticity fields. Because of the narrow swathwidth of SWOT and the space–time sampling pattern of the SWOT21-day exact-repeat orbit that samples the full CCS model domainin two 4-day subcycles that are interleaved and separated by 6-daygaps, the total errors in maps of geostrophically computed velocityand vorticity constructed from SWOT data are dominated by samplingerrors. Improving the measurement accuracy would have very littleeffect on the total errors in SWOT estimates of space–time smoothedmaps of velocity and vorticity.For velocity, the resolution capability of SWOT estimates of 4-dayaverages is 52 km based on the Parzen smoother (see Fig. 30a), butwith large gaps in the maps because of the sparse SWOT sampling ofthe CCS model domain during a 4-day period (see Fig. 28). Becausespatially adjacent swaths are separated by 10 days, sampling errors areeven worse in SWOT estimates of time-averaged velocity fields overthe 14-day period required for SWOT to map the entire CCS modeldomain; the resolution capability degrades to 132 km (see Fig. 30b).For SWOT estimates of space–time smoothed vorticity fields, samplingerrors are so large that the S/N standard deviation ratio never reachesour threshold minimum of 3.16 for either choice of averaging periodbased on the Parzen smoother (see Figs. 35a and b).A conclusion of this study is thus that SWOT will be of limited valuefor spatially complete mapping of velocity and vorticity fields withoutthe use of a data assimilation model. Its primary contribution will bethe SSH mapping capabilities for which it was designed. SWOT willmap the global SSH field with accuracy and resolution significantly bet-ter than are presently achieved from the merging of SSH measurementsfrom multiple nadir altimetry missions (see Section 12 and Figs. 46and 47). Among other applications, this will greatly benefit studies ofmesoscale eddy dynamics.For spatially complete global mapping of the surface velocity andvorticity fields, the Doppler radar measurements from a WaCM missionwould be far superior to SWOT. With its wider measurement swath andthe 4-day orbit repeat period assumed for the simulations of WaCM datain this study, sampling errors are much less of an issue than for SWOT.The effects of measurement errors in instantaneous snapshot maps ofthe velocity and vorticity can therefore be reduced with time averaging.By our criterion, the resolution capabilities for WaCM estimates of 4-day averaged maps of velocity and vorticity based on a swath width
of 1200 km and a standard deviation of 𝜎spd = 0.50 m s−1 for theuncorrelated measurement errors (see Figs. 30c and 35c) are 60 km and87 km, respectively, which correspond to the lower range of mesoscalevariability. Increasing the swath width to 1800 km would improvethese resolution capabilities to 44 km and 70 km (see Section 10.1 andFigs. 43a and c).For both swath widths, the spatial resolutions of WaCM estimatesof velocity and vorticity could be further improved by increasing theaveraging period, e.g., to the 14-day averaging period considered inSections 8–10. It is not clear, however, how much of an advantagethe improved spatial resolution in these longer time averages wouldbe since increasing the averaging time also attenuates the smaller-scalevelocity and vorticity signals that are of interest (see Figs. 24 and 25).The fact that measurement noise is the primary source of errorsin WaCM maps of the space–time smoothed velocity and vorticityfields means that the resolution capabilities would be improved if thestandard deviation of uncorrelated WaCM measurement errors can bereduced from the baseline value of 𝜎spd = 0.50 m s−1 assumed inSections 6, 8.4, 8.5, 9 and 10.1. The benefits of improving the WaCMmeasurement accuracy were investigated in Section 10.2 (see Fig. 45).If the measurement errors can be reduced to 𝜎spd = 0.25 m s−1,for example, with the same footprint size of 5 km, the resolutioncapabilities for WaCM estimates of 4-day averaged fields based on aswath width of 1800 km would improve from the above-noted 44 kmand 70 km to 18 km and 45 km for velocity and vorticity, respectively(see Figs. 45a and c).The resolution capabilities summarized above for WaCM estimatesof 4-day averaged maps of surface velocity and vorticity constructedusing the Parzen smoother are listed in Table 4c and d for the cases of1200-km and 1800-km swath widths and standard deviations of 𝜎spd =
0.50 m s−1 and 0.25 m s−1 for the uncorrelated speed measurementerrors. For comparisons, the resolution capabilities of WaCM estimatesof velocity and vorticity are also listed for the cases of instantaneoussnapshots (Table 4a and b) and 14-day averages (Table 4e and f).
13.4. Visual assessments of the WaCM resolution capabilities
The improvements in the resolution of velocity and vorticity mapsthat would be achieved from WaCM over the present resolution ca-pability of about 200 km by one month in geostrophically computedmaps constructed from multi-mission nadir altimeter data are visuallyapparent from the 4-day averages shown in Figs. 48 and 49 for the CCSregion considered in this study. For the purposes of this comparison,we have adopted the more conservative resolution capabilities inferredfrom Fig. 45 based on Parzen smoothing.Although lacking the highly energetic submesoscale variability thatis evident in the instantaneous maps in Fig. 3, the resolutions ofabout 60 km and 90 km that are attainable in 4-day averaged mapsof, respectively, velocity and vorticity (Figs. 48b and 49b) with thebaseline standard deviation of 𝜎spd = 0.50 m s−1 for the uncorrelatedmeasurement noise and a swath width of 1200 km are a dramaticimprovement over the present capabilities shown in Figs. 48a and 49a.The increased resolutions of about 45 km and 70 km that would beachieved in 4-day averaged maps of velocity and vorticity with a widerswath width of 1800 km are shown in Figs. 48c and 49c. The furtherimprovements to resolutions of about 20 km and 45 km that wouldbe achieved in 4-day averaged maps of velocity and vorticity fromWaCM if the swath width can be increased to 1800 km and the standarddeviation of the WaCM uncorrelated measurement noise can be reducedto 𝜎spd = 0.25 m s−1 are shown in Figs. 48e and 49e.While the 4-day averaging in Figs. 48 and 49 reduces the mea-surement noise and improves the spatial resolution compared withinstantaneous snapshots, the time averaging attenuates the small-scalesignal variability that is of interest, as noted above (Fig. 24). Dependingon the application, the coarser spatial resolution capability of the snap-shots may be preferable to the 4-day averages. This is visually apparent
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Fig. 48. Space–time smoothed maps of the magnitudes of vector-averaged error-free surface velocity with the wavelength resolutions that can be achieved from presently availablealtimeter data and from 4-day averages of WaCM data with the combinations of measurement noise 𝜎spd and swath widths listed in Table 4c: (a) The resolution of 200 km by30 days that can be achieved with the geostrophic approximation from SSH maps constructed from presently available merged nadir altimetry data; (b) A resolution of 60 kmthat could be achieved in 4-day averages of WaCM data for a swath width of 1200 km and 𝜎spd = 0.50 m s−1; (c) A resolution of 45 km that could be achieved in 4-day averagesof WaCM data for a swath width of 1800 km and 𝜎spd = 0.50 m s−1; (d) A resolution of 25 km that could be achieved in 4-day averages of WaCM data for a swath width of1200 km and 𝜎spd = 0.25 m s−1; and (e) A resolution of 20 km that could be achieved in 4-day averages of WaCM data for a swath width of 1800 km and 𝜎spd = 0.25 m s−1.
from Fig. 50, which shows instantaneous snapshot maps of velocityand vorticity with the resolution capabilities that are achievable fromWaCM data with measurement error standard deviations of 𝜎spd =
0.50 m s−1 and 0.25 m s−1.
13.5. Final comments
A qualification of the analysis in Sections 6 and 8–10 is that wehave neglected the effects of correlated measurement errors. Because of
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Fig. 49. Space–time smoothed maps of error-free vorticity scaled by the local Coriolis parameter 𝑓 with the wavelength resolutions that can be achieved from presently availablealtimeter data and from 4-day averages of WaCM data with the combinations of measurement noise 𝜎spd and swath widths listed in Table 4d: (a) The resolution of 200 km by30-days that can be achieved with the geostrophic approximation from SSH maps constructed from presently available merged nadir altimetry data; (b) A resolution of 90 km thatcould be achieved in 4-day averages of WaCM data for a swath width of 1200 km and 𝜎spd = 0.50 m s−1; (c) A resolution of 70 km that could be achieved in 4-day averages ofWaCM data for a swath width of 1800 km and 𝜎spd = 0.50 m s−1; (d) A resolution of 60 km that could be achieved in 4-day averages of WaCM data for a swath width of 1200 kmand 𝜎spd = 0.25 m s−1; and (e) A resolution of 45 km that could be achieved in 4-day averages of WaCM data for a swath width of 1800 km and 𝜎spd = 0.25 m s−1.
the spatial high-pass filtering property of the derivative operator, theselong-wavelength errors are secondary to the effects of uncorrelatederrors on estimates of the surface ocean velocity and vorticity fields thatare the primary interest in this study. A more important limitation isthat we considered the uncorrelated measurement errors to be spatiallyhomogeneous across the SWOT and WaCM measurement swaths. In
reality, the measurement errors for both instruments increase towardthe inner and outer edges of each swath.Another caveat to our analysis is that we have assumed that themeasurement errors of WaCM estimates of surface velocity are equallypartitioned between the two orthogonal velocity components. We havethus neglected the geometrical transformation issues associated withthe limited azimuthal diversity of the Doppler measurements of radial
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Fig. 50. Spatially smoothed maps of the magnitudes of vector-averaged error-free surface velocity (top row) and error-free vorticity scaled by the local Coriolis parameter 𝑓(bottom row) with the wavelength resolutions that can be achieved from presently available altimeter data and from instantaneous snapshot maps of WaCM data on a singlesatellite overpass with the combinations of measurement noise 𝜎spd and swath widths listed in Table 4a and b: (a) The resolution of 200 km by 30 days that can be achieved forvelocity computed geostrophically from presently available merged nadir altimetry data (the same as Fig. 48a); (b) A resolution of 130 km that could be achieved for velocityfrom a snapshot of WaCM data with 𝜎spd = 0.50 m s−1; (c) A resolution of 50 km that could be achieved for velocity from a snapshot of WaCM data with 𝜎spd = 0.25 m s−1;(d) The resolution of 200 km by 30 days that can be achieved for vorticity from presently available merged nadir altimetry data (the same as Fig. 49a); (e) A resolution of130 km that could be achieved from a snapshot of WaCM data with 𝜎spd = 0.50 m s−1; and (f) A resolution of 130 km that could be achieved from a snapshot of WaCM data with
𝜎spd = 0.25 m s−1.
velocity near the swath edges. Errors of the cross-track velocity compo-nent increase toward the inner edges of the two parallel measurementswaths and errors of the along-track component increase toward theouter edges of the measurement swaths.The resolution capabilities inferred from our analysis are basedon a specified minimum S/N standard deviation ratio. Some readersmay feel that our recommended threshold value of 3.16 is overly
conservative. The resolution capabilities inferred based on lower S/Nratios can be estimated graphically from Figs. 18, 30, 35, 38–40 and43. To illustrate the sensitivities of inferred resolution capabilities tothe choice of threshold S/N standard deviation ratio, the results areshown graphically in Fig. 51 for snapshots, 4-day averages and 14-dayaverages of velocity and vorticity based on our recommended S/N ratioof 3.16 (the red lines) and on a more liberal ratio of 2.00 (the green
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Fig. 51. Graphical representation of the resolution capabilities for snapshots, 4-day averages and 14-day averages of SWOT and WaCM estimates of velocity and vorticity basedon Parzen smoothing. Four different combinations of swath width and measurement noise are shown for WaCM. Note that swath width is irrelevant to the resolutions shown forsnapshots in the top panels (see the discussion in Section 6). The red lines are the resolution capabilities listed in Tables 3 and 4 for the S/N standard deviation ratio thresholdof 3.16 recommended in this study. The green lines are the resolution capabilities inferred from Figs. 18, 30, 35, 38–40 and 43 based on a more liberal S/N standard deviationratio threshold of 2.00. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
lines) that we feel is the smallest value that should be considered (seeFig. 16).Because of our incomplete treatment of measurement errors, theassessments of resolution capabilities deduced from the analysis inSections 6 and 8–10 and summarized graphically in Fig. 51 are likelyto be somewhat optimistic.We also emphasize that our assessments of resolution capabilitiesare specific to the CCS region during the summertime, and in particular,to the representation of the CCS surface currents in the ROMS modelwith 0.5 km × 0.5 km grid resolution used here to simulate SWOT andWaCM data. Since the S/N ratios for WaCM estimates of the velocityand vorticity fields depend predominantly on measurement errors that
are relatively homogeneous geographically, the resolution capabilitiesinferred from this study will improve in regions or at times of moreenergetic spatial variability of velocity and vorticity. Likewise, theresolution capabilities for WaCM will be degraded when the velocityand vorticity variability is less energetic.It is less clear how the resolution capabilities will change geo-graphically and seasonally for SWOT because the S/N ratio dependspredominantly on sampling errors owing to the narrow measurementswaths. While the signal variance increases when the variability is moreenergetic, so does the variance of the sampling errors. Depending on therelative increases in signal and sampling error variances, the resolutioncapabilities may actually worsen for SWOT when the variability is more
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energetic. Likewise, the sampling error variance may decrease morethan the signal variance when the variability is less energetic, therebyimproving the resolution capabilities for SWOT. The results for SWOTare thus likely to be regionally and seasonally specific.The immunity of WaCM measurements of surface velocity to errorsfrom the geostrophic approximation that must be used for SWOTestimates of surface velocity is an important advantage of WaCM.In principle, surface divergence and hence vertical velocity can beestimated from WaCM measurements of surface velocity. This cannotbe done from SWOT data since geostrophically computed velocity isnon-divergent.In practice, estimation of surface divergence from WaCM data willbe challenging since the velocity field is nearly geostrophic on thescales that will be resolvable by WaCM. The non-divergent part ofthe velocity signal on these scales is therefore weak. In particular, thedivergence is much weaker than the vorticity that has been a focusof this study. Divergence and vorticity both involve first derivatives ofvelocity. The residual noise variance for a given space–time smoothingof divergence will therefore be about the same as the residual noisevariance for space–time smoothed vorticity. It can thus be anticipatedthat the signal-to-noise ratio that is the basis for defining the res-olution capability in this study will be smaller for divergence thanfor vorticity. The resolution capability of WaCM estimates of space–time smoothed surface divergence will therefore be coarser than theresolution capabilities determined for vorticity in Sections 8–10.We close by reiterating the important point that WaCM wouldprovide simultaneous measurements of vector winds collocated withthe measurements of surface ocean velocity that were considered inthis study. The WaCM measurements of vector winds will have thesame footprint size of 5 km as the surface ocean velocity measure-ments, which is about a factor-of-5 smaller than the footprint sizeof QuikSCAT measurements of vector winds. The WaCM technologyfor measurements of both wind velocity and surface current velocityis mature and has been demonstrated from an aircraft version of aDoppler scatterometer that has been built by NASA and flown in severalfield campaigns over the past year and additional field campaigns areplanned in the future (Rodríguez et al., 2018).
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Appendices
To provide a road map of the unusually large number of appendices(nine total) in this paper and to clarify the logic of the ordering of theappendices, we include here a brief overview of the content of eachappendix.Appendix A provides a detailed description of the Parzen smootherthat is the primary filter used in this study to simulate the smoothingapplied in the pre-processing of simulated SWOT and WaCM dataand the additional smoothing applied in simulated ground-based post-processing of simulated SWOT and WaCM data to reduce the effectsof measurement errors in estimates of velocity and vorticity. The filtertransfer function for the Parzen smoother that is given by (A.11) andthe relationship (A.12b) between the span of the Parzen smootherand the corresponding half-power filter cutoff wavelength are usedextensively throughout later appendices.Appendix B shows that the footprint diameter that is achievedby smoothing a field of uncorrelated white noise with a specified
half-power filter cutoff wavelength of 𝜆𝑐 can be characterized as ap-proximately 𝜆𝑐∕2. The science requirement for SWOT measurementsof SSH with a footprint size (diameter) of 1 km can thus be achievedwith isotropic 2-dimensional smoothing using a Parzen smoother witha half-power filter cutoff wavelength of 2 km. The errors of these pre-processed SWOT estimates of SSH are shown to be uncorrelated whensampled on a 1 km × 1 km grid.The baseline design assumed here for WaCM measurements of sur-face velocity components with a footprint size of 5 km can be achievedwith isotropic 2-dimensional smoothing using a Parzen smoother witha half-power filter cutoff wavelength of 10 km. While the errors ofthese pre-processed WaCM estimates of velocity are uncorrelated whensampled on a 5 km × 5 km grid, it is shown later in Appendix H thatit is advantageous to oversample the WaCM data on a 1 km × 1 kmgrid because the response function for standard centered differenceestimates of derivatives on the finer grid retains more small-scalevariability in the vorticity signal.Appendix C shows that the filter transfer function of the Parzensmoother is almost identical to that of the Gaussian-weighted smootherwith an appropriately chosen e-folding scale. A feature of isotropicGaussian smoothing in two dimensions, i.e., with Gaussian weight-ing dependent only on the radial distance of the simulated obser-vations from the location of the smoothed estimate, is that it canbe applied either as a single 2-dimensional weighted average or asseparate 1-dimensional weighted averages in each of two orthogo-nal dimensions. The close similarity of the Parzen smoother to theGaussian smoother thus implies that smoothing successively using a1-dimensional Parzen smoother with the same half-power filter cutoffwavelength in each dimension is essentially equivalent to isotropic2-dimensional smoothing.While the Parzen smoothing that was applied to the simulatedSWOT and WaCM data in Sections 6 and 8–10 was implementedtruly isotropically, the derivations of analytical expressions for thewavenumber spectral content of 2-dimensionally smoothed fields in Ap-pendices E, F, H and I and for the theoretical error spectra in Figs. 13–15 in Section 4.4, are greatly simplified if the Parzen smoothing isapplied 1-dimensionally in each dimension.Appendix C also includes a comparison of the filter transfer functionof the Parzen smoother with that of the quadratic loess smoother. Thelatter has the desirable property that its filter transfer function rollsoff more steeply through the half-power filter cutoff wavelength, butit is much more computationally intensive. It is shown in Sections 9and 10.2 that the more effective attenuation of small-scale noise that isachieved with the loess smoother or other smoothers with similar filtertransfer function properties improves our assessment of the resolutioncapability somewhat (see Table 3 and Figs. 44 and 45).Appendix D determines the reduction of the variance of uncorre-lated errors that is achieved by 2-dimensional smoothing. For isotropicsmoothing with a half-power filter cutoff wavelength of 𝜆𝑐 , it is shownfrom (D.14c) that the error variance is reduced by the factor 4𝛥𝑥𝛥𝑦 𝜆−2𝑐that is the same as would be achieved by block averaging of measure-ment errors on a 𝛥𝑥×𝛥𝑦 grid with a span of 𝜆𝑐∕2 in each dimension. Thisvariance reduction factor, which is equivalent to a standard deviationreduction factor of 2(𝛥𝑥𝛥𝑦)1∕2𝜆−1𝑐 , is used extensively in the derivationsin Appendices E–G and I.Appendix E quantifies the effects of 2-dimensional smoothing on the1-dimensional wavenumber spectrum of 2-dimensional uncorrelatedwhite noise. As in the case of low-pass filtering of a 1-dimensionaldataset, 2-dimensional smoothing of a 2-dimensional dataset attenuatesthe spectral content of the 1-dimensional spectrum at wavenumbershigher than the half-power filter cutoff wavelength 𝜆𝑐 . For uncorrelatednoise, the spectral values are also attenuated at all wavenumbers (notjust at high wavenumbers) by the constant multiplicative factor of
2𝛥𝑥∕𝜆𝑐 in (E.11b), where 𝛥𝑥 and 𝜆𝑐 are the grid spacing and half-power filter cutoff wavelength in the dimension perpendicular to thedimension of the 1-dimensional spectrum.
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The results of Appendix E are used in the derivations of1-dimensional spectra of smoothed fields of uncorrelated errors in Ap-pendices F and I. In the context of the analysis presented in this paper,the interest is in 1-dimensional spectra in the alongshore dimension.In the context of actual satellite data, the interest is in 1-dimensionalspectra in the along-track dimension.Appendix F determines the variance of the uncorrelated errors ofpre-processed SWOT estimates of SSH based on the science require-ments for SWOT that are expressed in terms of the intersection ofan hypothesized wavenumber spectrum of the SSH signal and thewavenumber spectrum of smoothed uncorrelated noise. The analysisconcludes that the error standard deviation for the baseline design is
𝜎ℎ = 2.74 cm.Our derived error standard deviation of 𝜎ℎ = 2.74 cm is usedthroughout this study, including in the propagation-of-error analysis inAppendix G to determine the standard deviations of errors of geostroph-ically computed SWOT estimates of velocity and vorticity. The deriva-tions of the analytical formulas for the 1-dimensional wavenumberspectra of errors in SWOT estimates of SSH and geostrophically com-puted velocity and vorticity in Appendix I are also based on an errorstandard deviation of 𝜎ℎ = 2.74 cm. Likewise, the error fields for thesimulated SWOT data used in Sections 4, 6, 8 and 9 are predicated onan error standard deviation of 𝜎ℎ = 2.74 cm.Appendix G applies standard propagation-of-error analysis to deriveanalytical expressions for the variances of the errors of derivative quan-tities estimated from the pre-processed SWOT and WaCM data. In thecase of SWOT, the velocity components are computed geostrophicallyfrom derivatives of SSH. The vorticity is then estimated from deriva-tives of the geostrophically computed velocity components, i.e., fromsecond derivatives of SSH. In the case of WaCM, the velocity is mea-sured directly and vorticity is obtained from derivatives of the velocitycomponents. The derivatives in this study are all estimated usingstandard centered differences (see Appendix H). This finite differencingamplifies the errors in the measured variables.The equations that are derived in Appendix G are all expressed interms of the variances of the uncorrelated errors of the pre-processedSWOT and WaCM data. Throughout this study, the error variance of
𝜎2ℎ = (2.74 cm)
2 that is derived in Appendix F is used for SWOTestimates of SSH and an error variance of 𝜎2𝑢,𝑣 = (0.354 m s−1)2 isused for the variances 𝜎2𝑢 and 𝜎2𝑣 of the errors of WaCM estimatesof the two orthogonal velocity components 𝑢 and 𝑣. The equationsfor the variances of the errors of the derivative quantities (the twogeostrophically computed velocity components and vorticity for SWOTand vorticity for WaCM) are applicable to any specified values of 𝜎2ℎ or
𝜎2𝑢 and 𝜎2𝑣 .Appendix H examines the wavenumber spectral characteristics ofthe response functions of various finite-difference estimates of deriva-tives applied to the pre-processed SWOT and WaCM data and in com-bination with smoothing in ground-based post-processing.For the amount of smoothing that will be required to achieve scien-tifically useful signal-to-noise ratios in geostrophically computed SWOTestimates of velocity and vorticity obtained from pre-processed SSH ona 1 km × 1 km grid, it is shown that standard centered differencing witha 3-point stencil width provides adequate estimates of derivatives.For the 5 km × 5 km grid on which the errors of pre-processedWaCM estimates of velocity are uncorrelated, derivatives estimatedfrom centered differences with a 9-point stencil width are signifi-cantly better than from standard centered differences with a 3-pointstencil width. If the pre-processed WaCM data are oversampled on a1 km × 1 km grid, however, it is shown that it is not necessary to esti-mate derivatives with a 9-point stencil for the amount of smoothing thatwill be required to achieve scientifically useful signal-to-noise ratios inWaCM estimates of vorticity. This is because a 3-point stencil retainsconsiderably more small-scale signal variability in vorticity estimateswhen computed on an oversampled 1 km × 1 km grid rather than ona 5 km × 5 km grid. Although a 9-point stencil on a 5 km × 5 km grid
retains even more small-scale variability, that portion of the vorticitywavenumber spectrum is attenuated by the spatial smoothing that isrequired to achieve adequate signal-to-noise ratio. For the resolutioncapability of WaCM estimates of vorticity deduced from this study, anyadvantage of the 9-point stencil is therefore lost in WaCM estimates ofvorticity computed on an oversampled 1 km × 1 km grid.Throughout this study, we therefore assume that the pre-processedWaCM data will be available on a 1 km × 1 km grid and derivativesare estimated with a standard 3-point stencil. This oversampling leadsto some complications in the derivations of analytical expressions forthe standard deviations and wavenumber spectra of errors of the WaCMestimates of velocity and vorticity in Appendices G and I.Appendix I derives analytical expressions for the 1-dimensionalwavenumber spectra of the errors of all of the variables that are of in-terest in this study. The analysis begins with derivations in Appendix I.1of the spectral characteristics of the errors of SSH and geostrophicallycomputed velocity components and vorticity estimated from the pre-processed SWOT data. The effects on the spectral characteristics ofthe errors after isotropic 2-dimensional smoothing in ground-basedpost-processing of SWOT data are then derived in Appendix I.2. Theanalogous derivations for velocity components and vorticity estimatedfrom pre-processed WaCM data and after smoothing in ground-basedpost-processing are presented in Appendices I.3 and I.4, respectively.The theoretical error spectra derived in Appendix I are shown inFigs. 13–15 to agree very well with spectra computed empirically fromthe simulated SWOT and WaCM error fields generated for the analysisin Sections 6 and 8–10.As in Appendix G, the equations derived in Appendix I are allexpressed in terms of the variances of the uncorrelated measurementerrors and the filter transfer function for whatever smoother is appliedin the ground-based post-processing. While this study assumes errorvariances of 𝜎2ℎ = (2.74 cm)2 and 𝜎2𝑢 = 𝜎2𝑣 = (0.354 m s−1)2 for SWOTand WaCM measurements of SSH and the two velocity components,respectively, the equations for the wavenumber spectra of the errorsof the derivative quantities (the geostrophically computed velocitycomponents and vorticity for SWOT and the vorticity for WaCM) areapplicable to any specified values of 𝜎2ℎ or 𝜎2𝑢 and 𝜎2𝑣 .
Appendix A. The Parzen smoother
Parzen smoothing is used extensively throughout this study. It isapplied in the first step of our analysis of simulated satellite datato mimic the onboard pre-processing of the raw radar measurementsto achieve footprint sizes of 1 km and 5 km for SWOT and WaCM,respectively (see Appendix B). It is subsequently applied to the mapsof SSH for SWOT and surface velocity components for WaCM to mimicsmoothing in ground-based post-processing to reduce the effects ofmeasurement errors to acceptable levels for the variables of interestin this study (see Appendices C and D and Sections 6 and 8–10 ). Tounderstand the filtering implied at both of these stages of smoothing,and to quantify what is meant by the ‘‘footprint size’’ of pre-processeddata (Appendix B) and by ‘‘feature resolution’’ in smoothed fieldsconstructed in ground-based post-processing (Appendix C), the filteringproperties of the Parzen smoother are derived in this appendix.The filtering properties of any smoother can be understood byconsidering the case of a 1-dimensional spatial series that is contin-uous. The results can be extended straightforwardly to the case of twodimensions. The results can also be extended to discrete sampling, butthe equations become unnecessarily cumbersome for present purposesof characterizing the wavenumber content of the filtered output.Any linear, space-invariant filter applied to a continuous spatialseries 𝑧(𝑥) can be written as the convolution
𝑧(𝑥) = 𝑤(𝑥) ∗ 𝑧(𝑥) ≡ ∫
∞
−∞
𝑤(𝑥 − 𝑠) 𝑧(𝑠) 𝑑𝑠, (A.1)
where the asterisk is short-hand notation for the convolution integral onthe right side of the equation and 𝑤(𝑥) is the weighting function of the
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Fig. A.1. The weighting functions (top panels) and log-linear plots of the squared filter transfer functions (bottom panels) for uniformly weighted running-average smoothers withspans of 1 km and 0.5 km (thin lines in panels a and b, respectively) and for a Parzen weighted running average smoother with a span of 1 km (thick line in panel b).
smoother. The overbar distinguishes the smoothed value 𝑧(𝑥) from theunfiltered value 𝑧(𝑥). The Fourier transform of the weighting function
𝑤(𝑥), which is called the filter transfer function of the smoother, isgiven by
𝑊 (𝑘) = ∫
∞
−∞
𝑤(𝑥) 𝑒−𝑖2𝜋𝑘𝑥 𝑑𝑥, (A.2)
where 𝑘 is wavenumber in the 𝑥 dimension.The wavenumber contents of the unfiltered and smoothed data aredefined by their Fourier transforms, which can be denoted as 𝑍(𝑘)and 𝑍(𝑘), respectively. By the Convolution Theorem, the convolutionintegral (A.1) in the space domain can be expressed as multiplicationin the wavenumber domain. The wavenumber content 𝑍(𝑘) of thesmoothed output 𝑧(𝑥) is therefore related to the wavenumber content
𝑍(𝑘) of the unfiltered data 𝑧(𝑥) by
𝑍(𝑘) = 𝑊 (𝑘)𝑍(𝑘). (A.3)
The filter transfer function 𝑊 (𝑘) thus defines the wavenumber contentof the smoothed output.In one dimension, any smoother can be characterized by its filtercutoff wavenumber 𝑘𝑐 , which is defined here to be the wavenumber atwhich the squared value of the filter transfer function passes through avalue of 0.5. The ideal filter has a filter transfer function that consistsof values of 1 for wavenumbers |𝑘| ≤ 𝑘𝑐 and 0 for higher wavenumbers.In practice, the filter transfer functions of real smoothers decreasegradually with increasing wavenumber across the low-wavenumberpass band and roll off steeply through the filter cutoff wavenumber 𝑘𝑐 .Most real smoothers also have undesirable sidelobes at wavenumbershigher than 𝑘𝑐 .For the simple block-average smoother with uniform weighting overa span of 𝐿1 centered on the estimation location, the weighting functionis
𝑤1(𝑥) =
1
𝐿1
Π
(
𝑥
𝐿1
)
. (A.4a)
The subscript 1 is used here to distinguish this uniform-weighted aver-age from the Parzen weighted average considered below and Π(𝑥∕𝐿1)is shorthand notation for the rectangle function defined by
Π
(
𝑥
𝐿1
)
≡
{
1 if − 𝐿1∕2 ≤ 𝑥 ≤ 𝐿1∕2
0 otherwise. (A.4b)
The output (A.1) of the uniform-weighted average smoother withweighting function (A.4) is thus
𝑧1(𝑥) =
1
𝐿1 ∫
∞
−∞
Π
(
𝑥 − 𝑠
𝐿1
)
𝑧(𝑠) 𝑑𝑠 = 1
𝐿1 ∫
𝑥+𝐿1∕2
𝑥−𝐿1∕2
𝑧(𝑠) 𝑑𝑠. (A.5)
For discretely sampled values of 𝑧(𝑥), the integral on the right side ofthis equation becomes a discrete sum.The filter transfer function (A.2) of the uniform-weighted averagesmoother is
𝑊1(𝑘) = ∫
∞
−∞
𝑤1(𝑥) 𝑒−𝑖2𝜋𝑘𝑥 𝑑𝑥 =
1
𝐿1 ∫
𝐿1∕2
−𝐿1∕2
𝑒−𝑖2𝜋𝑘𝑥 𝑑𝑥 = sinc(𝑘𝐿1), (A.6a)
where sinc(𝑘𝐿1) is standard shorthand notation for
sinc(𝑘𝐿1) ≡ sin(𝜋𝑘𝐿1)𝜋𝑘𝐿1 . (A.6b)The half-power filter cutoff wavenumber for the uniform-weightedaverage smoother is the value 𝑘𝑐 of the wavenumber 𝑘 at which thesquared value of the filter transfer function (A.6) has a value of 0.5.The solution to this transcendental equation is
𝑊 21 (𝑘𝑐 ) = sinc
2(𝑘𝑐𝐿1) = 0.5
⇒ 𝑘𝑐 =
0.4430
𝐿1
. (A.7)
The weighting function (A.4) and the squared value of the filtertransfer function (A.6) of the uniform-weighted average smoother areshown for the case of 𝐿1 = 1 km in Fig. A.1a. A highly undesirablefeature of the simple uniform-weighted average smoother is that itsfilter transfer function has large sidelobes outside of the main lobethat defines the range of wavenumbers |𝑘| ≤ 𝑘𝑐 that are of inter-est. According to (A.3), these sidelobes contaminate the frequencycontent of the smoothed values 𝑧(𝑥) by admitting considerable vari-ance at wavenumbers higher than the desired half-power filter cutoffwavenumber 𝑘𝑐 .The sidelobes of the uniform-weighted average smoother can besuppressed by replacing the uniform weighting with a tapered weight-ing. A simple approach to tapering is to apply a succession of uniform-weighted averages. For example, the weighting function for two suc-cessive applications of a uniform-weighted average with a span of 𝐿1can be shown to be equivalent to a single triangular weighted averagewith a span of 𝐿2 = 2𝐿1. More generally, 𝑝 successive applications of a
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uniform-weighted average with a span of 𝐿1 are equivalent to a singleweighted average with a span of 𝐿𝑝 = 𝑝𝐿1 and a weighting functionthat consists of a piecewise continuous polynomial of order 𝑝 − 1.Mathematically, the weighting function 𝑤𝑝(𝑥) of 𝑝 successive ap-plications of a uniform-weighted average smoother with a span of
𝐿1 consists of 𝑝 self-convolutions of the rectangle weighting function(A.4) of the uniform-weighted average. The Fourier transform of thissmoother (i.e., its filter transfer function) is therefore easily determinedfrom the Convolution Theorem to be the multiplicative product of 𝑝 ofthe filter transfer functions (A.6) of the uniform-weighted average,
𝑊𝑝(𝑘) = sinc 𝑝(𝑘𝐿1). (A.8)The extremum of the 𝑗th sidelobe of this filter transfer function hasa value of sinc 𝑝(𝑘𝑗𝐿1), where 𝑘𝑗 = (𝑗 + 1∕2)∕𝐿1, 𝑗 = 1, 2, 3,… . Since
sinc𝑝(𝑘𝑗𝐿1) = (−1)𝑗∕
[
([𝑗 + 1∕2]𝜋)
]𝑝, it has a magnitude less than 1 forall 𝑗 and the sidelobe extrema decrease rapidly in magnitude, both withincreasing 𝑗 and with increasing 𝑝. For the case of the dominant 𝑗 = 1sidelobe, the sinc function has a value of sinc(1.5) = sin(1.5𝜋)∕(1.5𝜋) =
−0.212. The dominant sidelobe of the filter transfer function for 𝑝successive applications of the uniform-weighted average thus has amagnitude of 0.212 𝑝 and a squared magnitude of 0.212 2𝑝.There is no practical advantage to smoothing with more than 𝑝 = 4successive applications of a uniform-weighted average since the ex-tremum of the dominant sidelobe of its squared filter transfer functionis 4.08×10−6, i.e., an attenuation factor of more than 50 dB. The quadru-ple pass of the uniform-weighted average is called the Parzen smoother.Mathematically, the weighting function of the Parzen smoother can bewritten as a quadruple convolution of the weighting function (A.4) ofthe uniform-weighted average,
𝑤4(𝑥) =
1
𝐿41
[
Π
(
𝑥
𝐿1
)
∗Π
(
𝑥
𝐿1
)
∗Π
(
𝑥
𝐿1
)
∗Π
(
𝑥
𝐿1
)]
, (A.9)
where the subscript 4 signifies that the Parzen smoother is equivalentto 4 successive applications of a uniform-weighted average. The outputof the Parzen smoother is the convolution
𝑧4(𝑥) = 𝑤4(𝑥) ∗ 𝑧(𝑥) = ∫
∞
−∞
𝑤4(𝑥 − 𝑠) 𝑧(𝑠) 𝑑𝑠. (A.10)
The filter transfer function (A.8) with 𝑝 = 4 for the Parzen weightingfunction is
𝑊4(𝑘) = sinc4(𝑘𝐿1) = sinc4
(
𝑘𝐿4
4
)
, (A.11)
where 𝐿4 = 4𝐿1 and 𝐿1 is the span of each of the four successiveapplications of the uniform-weighted average. The motivation for in-troducing 𝐿4 will become apparent below. The half-power filter cutoffwavenumber of the Parzen smoother is defined as in (A.7) to be thevalue 𝑘𝑐 of the wavenumber 𝑘 at which the squared value of thefilter transfer function (A.11) has a value of 0.5. The solution to thistranscendental equation is
𝑊 24 (𝑘𝑐 ) = sinc
8(𝑘𝑐𝐿1) = sinc8(𝑘𝑐𝐿4∕4) = 0.5
⇒ 𝑘𝑐 =
0.2276
𝐿1
= 0.9104
𝐿4
. (A.12a)
The value of 𝐿4 for a Parzen filter that has a half-power filter cutoffwavelength of 𝜆𝑐 = 𝑘−1𝑐 is thus
𝐿4 = 0.9104 𝜆𝑐 . (A.12b)While it would be very tedious to calculate the weights of the Parzensmoother from the quadruple convolution (A.9), it is straightforwardwith the help of integral tables to determine these weights from theinverse Fourier transform of the filter transfer function (A.11). Theresult is the piecewise cubic polynomial defined by
𝑤4(𝑥)=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
8
3𝐿4
(
1 − 24𝑥
2
𝐿24
+ 48|𝑥|3
𝐿34
)
if 0 ≤ |𝑥| ≤ 𝐿4∕4
8
3𝐿4
(
2 − 12|𝑥|
𝐿4
+ 24𝑥
2
𝐿24
− 16|𝑥|3
𝐿34
)
if 𝐿4∕4 ≤ |𝑥| ≤ 𝐿4∕2
0 if |𝑥| > 𝐿4∕2.
(A.13)
The Parzen smoother thus has a full span of 𝐿4 that is defined aboveto be four times larger than the span 𝐿1 of each of the four successiveapplications of the uniform-weighted smoother upon which it is based.In principle, the Parzen smoother (A.10) can be implemented eitheras a succession of four applications of the uniform-weighted average(A.5) with span 𝐿1 or as a single pass of (A.10) with the piecewisecubic weighting (A.13) and a span of 𝐿4 = 4𝐿1. In practice, however,application to discretely sampled data results in small differences inthe filtered output by the two procedures. When applied to data witha uniformly spaced sample interval of 𝛥𝑥, for example, an arbitrarilyspecified value of 𝐿4 can result in a value of 𝐿1 = 𝐿4∕4 that is a non-integer multiple of 𝛥𝑥. Moreover, it is desirable for the full span of thesmoothing to be an odd multiple of 𝛥𝑥 so that the weighting functionis symmetric. This assures that there is no phase shift at any of thewavenumbers in the filtered output. It is clearly not possible for both 𝐿1and 𝐿4 to be odd integer multiples of 𝛥𝑥. The preferred implementationof the Parzen smoother with uniformly spaced data is therefore as asingle pass of (A.10) with the piecewise cubic weighting (A.13).The weighting function (A.13) and the square of the filter transferfunction (A.11) of the Parzen smoother are shown for the case of 𝐿4 =
1 km by the thick lines in Fig. A.1b. This is equivalent to a span of
𝐿1 = 𝐿4∕4 = 0.25 km for each of the four successive applications of theuniform-weighted average (A.5).For a given value of 𝐿1, it can be noted from (A.7) and (A.12a)that the filter cutoff wavenumber 𝑘𝑐 is a factor of 0.228∕0.443 =
0.515 ≈ 0.5 smaller for the Parzen smoother than for the single-passuniform-weighted average smoother. To achieve the same half-powerfilter cutoff wavenumber 𝑘𝑐 with both the uniform-weighted averagesmoother and the Parzen smoother, the spans of the two smoothers canbe adjusted accordingly. A uniformly weighted average with a span of
𝐿1 = 0.5 km, for example, has a half-power filter cutoff wavenumber of
𝑘𝑐 = 0.443∕0.5 = 0.886 cpkm (cycles per km). As shown by the thin linein the bottom panel of Fig. A.1b, this is very close to the half-powerfilter cutoff wavenumber of 𝑘𝑐 = 0.910 cpkm for the Parzen smootherwith a span of 𝐿4 = 1 km shown by the thick line.The much smaller sidelobes of the filter transfer function of theParzen smoother compared with those of the uniform-weighted averagesmoother (see Fig. A.1b) are highly desirable attributes of the Parzensmoother. This improved sidelobe suppression comes at the price ofsomewhat more gradual rolloff through the filter cutoff wavenumber
𝑘𝑐 of the filter transfer function of the Parzen smoother (see the bottompanel of Fig. A.1b).
Appendix B. Footprint size and pre-processing of SWOT and WaCMdata
B.1. SWOT pre-processing
The raw radar measurements by the Ka-band Radar Interferom-eter (KaRIn) instrument on the SWOT satellite in its low-resolutionmode over the ocean have a footprint size of about 100 m. The planas presently summarized in the SWOT onboard processing document(Peral, 2016) is to smooth the raw measurements of SSH onboard thesatellite to achieve the science requirement of a footprint size (diame-ter) of 1 km for ocean observations. The SWOT Algorithm DevelopmentTeam has recently recommended changing the onboard processing toa smaller footprint size of 0.5 km posted on a 0.25 km × 0.25 kmgrid. The motivation for this increased resolution is to allow improveddetection and removal of noisy outliers in the SWOT estimates of SSH.The rescoping of the SWOT science requirements to a smaller foot-print size of 0.5 km with a concomitant factor-of-two increase ofthe standard deviation of the uncorrelated measurement errors in theonboard estimates of SSH would change some of the details of thesimulations of SWOT data in this study. As shown from the figures
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in Sections 6, 8 and 9, however, even the science requirement of afootprint size of 1 km that was used for our simulations far exceedsthe signal resolution capability for geostrophically computed SWOTestimates of the variables of interest in this study (surface velocityand vorticity). The difference between 1 km and 0.5 km footprint sizesin the onboard pre-processing of SWOT data is therefore irrelevant tothe analysis presented in Sections 6, 8 and 9. The SWOT AlgorithmDevelopment Team acknowledges that the 0.5 km footprint size isunnecessarily fine for most applications of SWOT data. The resultingSSH measurements are likely to be smoothed to a wavelength resolutionof 2 km × 2 km in ground-based post-processing for the SWOT datasetthat is provided to the general science community. It is shown belowthat this is equivalent to the wavelength resolution of measurementswith a footprint size of 1 km.The onboard smoothing of the raw SWOT data will be achievedusing a Parzen smoother (see Appendix A) in the cross-track directionand a Blackman–Harris smoother in the along-track direction (Peral,2016). The parameters of each of these smoothers were carefully chosento have spatial autocorrelation values of 0.5 at the same lag, whichis essentially equivalent to having the same half-power filter cutoffwavenumber for both smoothers.The rationale for applying a different smoother in each dimensionin the onboard pre-processing of SWOT data is that the filter transferfunction of the Blackman–Harris smoother has slightly better sidelobesuppression than the Parzen smoother [see Fig. 37 in Peral (2016); seealso Harris (1978)]. But for technical reasons related to the hardwareimplementation of the onboard pre-processing, the Blackman-Harrissmoother cannot be applied in the cross-track direction. The bettersidelobe suppression of the Blackman-Harris smoother is not enoughto make any significant, or even detectable, difference in the smoothedSSH values. For all intents and purposes, the 2-dimensional smooth-ing of the raw SWOT data could thus be achieved equally well bysmoothing with a Parzen smoother in both dimensions. The filteringproperties of the onboard pre-processed estimates of SSH are thereforediscussed here in the context of 2-dimensional smoothing with theParzen smoother that was examined in detail in Appendix A.The resolution of smoothed estimates of SSH is defined by Peral(2016) as summarized below based on the lagged autocorrelation as-sociated with the smoother applied to the raw data. An expression forthis spatial autocorrelation can be derived by noting that the squareof the filter transfer function of the smoother is proportional to thewavenumber power spectral density of the low-pass filtered output ofthe smoother applied to data consisting of uncorrelated (white) noisewith unit standard deviation. The autocovariance of this filtered outputcan be obtained as the inverse Fourier transform of its power spectraldensity. For white noise input data with unit standard deviation, thisautocovariance is equivalent to the autocorrelation.For a Parzen smoother with a span of 𝐿4 in the 𝑥 dimension, theautocorrelation is thus the inverse Fourier transform of the square ofthe filter transfer function (A.11),
𝜌(𝑥) = ∫
∞
−∞
sinc8
(
𝑘𝐿4
4
)
𝑒𝑖2𝜋𝑘𝑥 𝑑𝑘 = 2∫
∞
0
sinc8
(
𝑘𝐿4
4
)
cos(2𝜋𝑘𝑥) 𝑑𝑘.
(B.1)
This can be evaluated with the help of integral tables. The result is apiecewise continuous 7th-order polynomial that is symmetric about lag
𝑥 = 0. This is shown for positive lags 𝑥 in the bottom panel of Fig. B.1afor a span of 𝐿4 = 2 km. The associated weighting function and squaredfilter transfer function are shown, respectively, in the top and middlepanels of Fig. B.1a.The minimum scale of features that can be resolved in the smootheddata is defined by Peral (2016) to be the lag at which the autocor-relation decays to a value of 0.5. Although somewhat subjective, thisis a reasonable definition. For the Parzen smoother with a span of
𝐿4 = 2 km shown in Fig. B.1a, the autocorrelation (B.1) decays to avalue of 0.5 at a lag of 𝑥 = 0.495 km (see the bottom panel of Fig. B.1a).
Since the autocorrelation is symmetric about zero lag, this can beinterpreted as the radius of features that can be resolved. The featurediameter resolution after filtering with a Parzen smoother with a spanof 𝐿4 = 2 km is therefore approximately 1 km. This can be consideredthe footprint diameter of SWOT measurements of SSH smoothed witha half-power filter cutoff wavelength (A.12) of 𝜆𝑐 = 𝑘−1𝑐 = 𝐿4∕0.910 ≈
2 km. The autocorrelation for the Parzen smoother with 𝐿4 = 2 kmdecays to a very small value of 0.050 at a radial lag of 1 km (see thebottom panel of Fig. B.1a). The resulting smoothed estimates of SSHare therefore essentially uncorrelated when posted on a 1 km × 1 kmgrid.The present official requirement for the pre-processing of SWOTdata in the SWOT onboard processing document (Peral, 2016) is forSSH estimates on a 1 km × 1 km grid to be statistically uncorre-lated. From the preceding discussion, this can be achieved using a2-dimensional Parzen smoother with a span of 𝐿4 = 2 km in eachdimension. The half-power filter cutoff wavenumber (A.12a) for thisspan is 𝑘𝑐 = 0.455 ≈ 0.5 cpkm (see the middle panel of Fig. B.1a). Awavenumber of 0.5 cpkm is also the Nyquist wavenumber for a sampleinterval of 𝛥𝑥 = 1 km. The resolution and sampling requirements forthe pre-processed SWOT estimates of SSH as stated in the onboardprocessing document (Peral, 2016) can thus be achieved using a Parzensmoother with a span of 𝐿4 = 2 km in each dimension, and posting thesmoothed SSH estimates on a 1 km × 1 km grid. The estimates of SSHobtained by smoothing with a half-power filter cutoff wavelength of2 km could be posted on a finer grid, but the resulting gridded valueswould no longer be statistically uncorrelated.As discussed at the beginning of this appendix, the onboard process-ing for SWOT estimates of SSH is likely to change to a smaller footprintsize of 0.5 km. Based on the preceding discussion, this can be achievedby smoothing with a half-power filter cutoff wavelength of 1 km. Theanalysis throughout this study is based on the science requirements fora footprint size of 1 km, which is achieved by smoothing with a half-power filter cutoff wavelength of 2 km as summarized above. None ofthe conclusions of this study would change if the analysis were basedon the smaller footprint size of 0.5 km since the results of the additionalsmoothing in ground-based post-processing that will be needed toachieve an adequate signal-to-noise ratio would be essentially the samefor either footprint size.
B.2. WaCM pre-processing
The WaCM mission is still in the early stages of planning. To reducethe measurement errors, the present plan is to smooth the pooled rawmeasurements of radial velocity from multiple antenna look anglesinto 5 km × 5 km areas from which two orthogonal components ofvelocity (e.g., along-track and cross-track components) are estimated.The feature resolution of these velocity estimates will thus effectivelyhave a footprint diameter of 5 km. In analogy with the discussion inAppendix B.1 for pre-processing of SWOT data, this can be achievedusing a 2-dimensional Parzen smoother with a half-power filter cutoffwavelength of 10 km. This corresponds to a span of approximately
𝐿4 = 10 km (see Fig. B.1b). The associated autocorrelation decays toa value of 0.5 at a lag of 𝑥 = 2.476 km, thus corresponding to a featurediameter resolution of approximately 5 km. The autocorrelation forthe Parzen smoother with 𝐿4 = 10 km decays to a very small valueof 0.050 at a radial lag of 5 km (see the bottom panel of Fig. B.1b).The resulting smoothed estimates of surface velocity are thereforeessentially uncorrelated when posted on a 5 km × 5 km grid.The variables that are of primary interest in this study are thesurface velocity field itself and the surface vorticity, which is computedfrom derivatives of the velocity components. For centered-differenceestimates of these derivatives, it is shown later in Appendix H that itis advantageous to post the pre-processed WaCM estimates of surfacevelocity on a grid that is finer than 5 km × 5 km. For the analysis in thisstudy, the smoothed velocity estimates were posted on a 1 km × 1 km.The measurement errors are not uncorrelated on this finer grid.
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Fig. B.1. The weighting functions (top panels), log-linear plots of the squared filter transfer functions (middle panels) and lagged autocorrelation functions (bottom panels) forParzen smoothers with spans of 2 km (Column a) and 10 km (Column b) that are used in this study to simulate pre-filtering of SWOT data and WaCM data, respectively. Thehalf-power filter cutoff wavelengths of these Parzen smoothers (the reciprocals of the filter cutoff wavenumbers shown by the dotted lines in the middle panels) are approximately2 km and 10 km. The dotted lines in the bottom panels indicate the lags at which the autocorrelation functions decay to values of 0.5 and 0.05.
Appendix C. Feature resolution
Maps of the variables of interest in this study (surface velocityand vorticity) constructed from SWOT and WaCM data pre-processedas summarized in Appendix B are too noisy to be useful for mostapplications (see the unsmoothed fields in the bottom left panels ofFigs. 17a–17c and Figs. 19a–19b). For these variables, it will be neces-sary to smooth the pre-processed data in ground-based post-processingto mitigate the effects of the uncorrelated measurement errors. Thevariance of the errors can be reduced to any desired level with sufficient2-dimensional smoothing. The error reduction factor is derived later inAppendix D. The purpose of this appendix is to quantify the filter cutoffwavelength and the implied feature resolution scale for a given amountof smoothing.The procedure used in this study to mitigate the effects of mea-surement errors and increase the signal-to-noise ratio is to apply 2-dimensional smoothing to the noisy estimates of SSH from SWOTand surface velocity components from WaCM. This smoothing can beapplied anisotropically, i.e., with different filter cutoff wavenumbers ineach of two orthogonal dimensions. For the purposes of the analysis inSections 6 and 8–10, however, the 2-dimensional smoothing was ap-plied isotropically. The 2-dimensional weighting function for isotropicsmoothing can be expressed as
𝑤2𝑑 (𝑥, 𝑦) = 𝑤2𝑑 (𝑟), (C.1)
where 𝑟 = (𝑥2+𝑦2)1∕2 is the radial distance from the estimation locationto each data point within the 2-dimensional span of the smoother. It isshown below that 2-dimensional smoothing with the Parzen smootherused in this study is essentially equivalent to separate 1-dimensionalsmoothing in each of two orthogonal dimensions. The effects of the 2-dimensional smoothing can thus be understood from consideration ofthe filtering properties of successive 1-dimensional smoothing in eachdimension. This simplifies the derivation of the wavenumber spectralcharacteristics of 2-dimensionally smoothed fields presented later inAppendix I.There are many possible choices of smoothers to reduce errors.While the details of the filter transfer functions differ for the varioussmoothers, any smoother applied in, say, the 𝑥 dimension can be char-acterized by the half-power filter cutoff wavenumber 𝑘𝑐 , or equivalentlythe half-power filter cutoff wavelength 𝜆𝑐 = 𝑘−1𝑐 , that is associated withthe particular choice of the parameters of the smoother. For example,the values of 𝑘𝑐 for the uniform-weighted average and the Parzensmoother considered in Appendix A are related to the parameters 𝐿1and 𝐿4 that define the spans of each of these smoothers by (A.7)and (A.12a), respectively. Other smoothers have analogous relationsbetween 𝑘𝑐 and the parameters of the smoother; see, for example, theGaussian and loess smoothers summarized later in this section. Theprimary distinctions between different smoothers are the steepness of
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Fig. C.1. Log–log plots of the squared filter transfer functions of Parzen smootherswith half-power filter cutoff wavelengths of 20, 50 and 80 km (thin solid, thick solidand dashed lines, respectively). The horizontal dotted line corresponds to an ordinatevalue of 0.5. The half-power filter cutoff wavelengths for the Parzen smoothers areshown by the three vertical dotted lines, which are the wavenumbers at which eachsquared filter transfer function intersects the horizontal dotted line.
Fig. C.2. Log–log plots of the squared filter transfer functions with a half-power filtercutoff wavelength of 50 km for the Parzen smoother (thick line, which is the same asthe thick line in Fig. C.1) and a Gaussian-weighted smoother (thin line). The horizontaldotted line corresponds to an ordinate value of 0.5 and the vertical dotted line is thewavenumber at which the two squared filter transfer functions intersect the horizontaldotted line.
the rolloff of the squared filter transfer function through 𝑘𝑐 and theamplitudes of the sidelobes at wavenumbers higher than 𝑘𝑐 .The analyses of resolution capability in Sections 6 and 8–10 de-termine the signal-to-noise ratio as a function of isotropic filter cutoffwavelength 𝜆𝑐 for each of the variables of interest (the two componentsof velocity and vorticity) computed from the simulated satellite data(SSH for SWOT and the two velocity components for WaCM) smoothedwith 19 different values of 𝜆𝑐 ranging from 10 km to 200 km. Thesesmoothed fields were generated for instantaneous maps, 4-day averagesand 14-day averages of SSH for SWOT and the two velocity compo-nents for WaCM for fields constructed from error-free model output,measurement errors alone, sampling errors alone and combined mea-surement and sampling errors. Together with the pre-processed SWOTand WaCM data smoothed with 𝜆𝑐 = 2 km and 10 km, respectively, 20different smoothed maps were computed for each measured variable,each choice of time averaging, each combination of measurement andsampling errors, and two choices of swath width for WaCM (1200 kmand 1800 km). A total of 1200 smoothed maps of the simulatedsatellite data were thus required to generate the signal-to-noise graphsin Figs. 18, 30, 35, 38–40 and 43.Because of the computational effort required for these calcula-tions, the standard smoother used throughout this study was the
Fig. C.3. Log–log plots of the squared filter transfer functions with a half-power filtercutoff wavelength of 50 km for the Parzen smoother (thick line, which is the same asthe thick line in Fig. C.1), the loess smoother (thick dashed line) and the uniformlyweighted running average smoother (thin dashed line). The horizontal and verticaldotted lines are the same as in Fig. C.2.
Parzen smoother that is discussed in detail in Appendix A. The Parzensmoother is computationally efficient and very easy to implement asa simple weighted average with weights defined by (A.13). For agiven choice of half-power filter cutoff wavenumber 𝑘𝑐 and associatedwavelength 𝜆𝑐 = 𝑘−1𝑐 , the span of a 1-dimensional Parzen smootherinferred from (A.12b) is
Parzen Smoother ∶ 𝐿4 = 0.910 𝜆𝑐 ≈ 𝜆𝑐 . (C.2)The squared filter transfer function for the Parzen smoother isshown in Fig. C.1 in log–log format (the standard format used forthe wavenumber spectra shown throughout this paper) for filter cutoffwavelengths of 𝜆𝑐 = 20, 50 and 80 km, corresponding to weightedaverages with spans of 𝐿4 = 18.2, 45.5 and 72.8 km.It is useful to compare the Parzen smoother with the Gaussian-weighted smoother for which the weighting function in one dimensionis
𝑤𝐺(𝑥) =
1√
𝜋 𝐿𝐺
𝑒−𝑥
2∕𝐿2𝐺 , (C.3)
where 𝐿𝐺 defines the e-folding scale of the Gaussian weighting. Thenormalization factor √𝜋 𝐿𝐺 constrains the weighting function (C.3) tohave unit area, as required for unbiased smoothing. As discussed inAppendix A, the filter transfer function of any smoother is defined to bethe Fourier transform (A.2) of the weighting function of the smoother.For the Gaussian smoother (C.3), this is
𝑊𝐺(𝑘) = ∫
∞
−∞
𝑤(𝑥) 𝑒−𝑖2𝜋𝑘𝑥 𝑑𝑥 = 𝑒−(𝜋𝐿𝐺𝑘)2. (C.4)
As defined in Appendix A, the half-power filter cutoff wavenumber ofthe Gaussian smoother is the wavenumber 𝑘𝑐 at which the squaredvalue of the filter transfer function (C.4) has a value of 0.5,
𝑊 2𝐺 (𝑘𝑐 ) = 𝑒
−2(𝜋𝐿𝐺𝑘𝑐 )2 = 0.5.
The parameter 𝐿𝐺 of the Gaussian smoother (C.3) is thus related tothe desired half-power filter cutoff wavenumber 𝑘𝑐 and associatedwavelength 𝜆𝑐 = 𝑘−1𝑐 by
𝐿𝐺 =
(
− ln(0.5)
2𝜋2
)1∕2 1
𝑘𝑐
= 0.187 𝜆𝑐 . (C.5)
The squared filter transfer function of the Gaussian smoother isshown in log–log format by the thin line in Fig. C.2 for the case ofa half-power filter cutoff wavelength of 𝜆𝑐 = 50 km. For comparison,the thick line is the squared filter transfer function of the Parzensmoother from Fig. C.1 for the same half-power filter cutoff wavelength
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of 𝜆𝑐 = 50 km. It is evident that the filtering properties of the Parzensmoother are indistinguishable from those of the Gaussian smoother forwavenumbers smaller than about 2𝑘𝑐 . The two squared filter transferfunctions differ somewhat at higher wavenumbers, but the variabilityat these wavenumbers is attenuated by more than 15 dB relative tothe variability at the lower wavenumbers within the pass band of thesmoother.A useful feature of isotropic Gaussian smoothing in two dimensionsis that it can be applied either as a single 2-dimensional weightedaverage or as separate 1-dimensional Gaussian smoothing with theweighting function (C.3) in each of two orthogonal dimensions. Thiscan be seen by noting that the 2-dimensional weighting function (C.1)for the isotropic Gaussian smoother is
𝑤2𝑑𝐺 (𝑥, 𝑦) = 𝑤
2𝑑
𝐺 (𝑟) =
1
𝜋𝐿2𝐺
𝑒−𝑟
2∕𝐿2𝐺 = 1
𝜋𝐿2𝐺
𝑒−(𝑥
2+𝑦2)∕𝐿2𝐺 . (C.6a)
The normalization 𝜋𝐿2𝐺 constrains the 2-dimensional weighting func-tion 𝑤2𝑑𝐺 (𝑟) to have unit volume, as required for unbiased smoothing.The right side of (C.6a) can be rewritten as
𝑤𝐺(𝑥, 𝑦) = 𝑤𝐺(𝑥)𝑤𝐺(𝑦), (C.6b)where 𝑤𝐺(𝑥) is the 1-dimensional Gaussian weighting function (C.3)in the 𝑥 dimension and 𝑤𝐺(𝑦) is an analogous expression in the 𝑦dimension. At least in principle, the isotropic 2-dimensional Gaus-sian smoother can thus be applied as separate 1-dimensional Gaussiansmoothers in each orthogonal dimension. It is of course not possible toextend the Gaussian weighting to 𝑥, 𝑦→ ±∞. The separability (C.6b) istherefore not precisely valid in practice.Because of the very close similarity between the squared filtertransfer functions of the Parzen and Gaussian smoothers (see Fig. C.2),and therefore between the weighting functions of the two smoothersthat can be obtained from the inverse Fourier transforms of the filtertransfer functions, smoothing isotropically with a 2-dimensional Parzensmoother shares the separability property (C.6b) for all intents and pur-poses. In other words, isotropic 2-dimensional Parzen smoothing canbe implemented as separate 1-dimensional Parzen smoothing in eachof two orthogonal dimensions. This property is used in Appendices D,E and I (see also Section 4) to derive theoretical expressions for theeffects of smoothing on the magnitudes and wavenumber spectral char-acteristics of residual uncorrelated measurement errors after smoothingSWOT and WaCM data in simulated ground-based post-processing.The very small sidelobes of the filter transfer function of the Parzensmoother, and the lack of sidelobes in the filter transfer function ofthe Gaussian smoother, are desirable characteristics of any smoother.An undesirable feature of these smoothers is that the rolloffs of theirsquared filter transfer functions through 𝑘𝑐 are gradual compared withsome other smoothers. The assessment of resolution capability of SWOTand WaCM data deduced from smoothed fields in Sections 6 and 8–10 depends to some degree on the details of the filtering propertiesof the smoother that is used to suppress the errors. This is apparentin Sections 9 and 10.2 from the resolution capabilities inferred fromthe quadratic loess smoother compared with the Parzen smoother. Thequadratic loess smoother introduced by Cleveland and Devlin (1988)has better filtering properties than the Gaussian and Parzen smoothers(Schlax and Chelton, 1992).Mathematically, the quadratic loess smoother is a locally weightedleast squares fit of the data to a quadratic function over a span of 𝐿𝑞 .The standard weighting for the quadratic loess smoother is the tricubicfunction used by Cleveland and Devlin (1988). For a given choice ofhalf-power filter cutoff wavelength 𝜆𝑐 , it can be shown that the spanfor this quadratic loess smoother is
Quadratic Loess Smoother ∶ 𝐿𝑞 ≈ 1.67 𝜆𝑐 . (C.7)This is 83.5% larger than the span (C.2) of the Parzen smoother.The squared filter transfer function for a 1-dimensional quadraticloess smoother is shown in log–log format by the thick dashed line
in Fig. C.3 for the case of a half-power filter cutoff wavelength of
𝜆𝑐 = 50 km (i.e., a span of 𝐿𝑞 = 83.5 km). For comparison, the thicksolid line is the squared filter transfer function of the Parzen smootherfrom Figs. C.1 and C.2 for the same half-power filter cutoff wavelengthof 𝜆𝑐 = 50 km. While the sidelobes of the quadratic loess smootherwith tricubic weighting function are larger than the sidelobes of theParzen smoother, they occur at wavenumbers closer to the filter cutoffwavenumber 𝑘𝑐 and the rolloff of the filter transfer function has muchbetter characteristics for the loess smoother. Specifically, the squaredfilter transfer function of the loess smoother is somewhat flatter in thepass band and rolls off much more steeply through 𝑘𝑐 . At a wavelengthof 30 km, for example, i.e., a wavenumber of 𝑘 = 0.0333 cpkm = 1.67 𝑘𝑐 ,the squared filter transfer function for the loess smoother is 27.3 timessmaller than that of the Parzen smoother (i.e., an attenuation factorof more than 14 dB). Even with its larger-amplitude sidelobes, themagnitude of the squared filter transfer function of the loess smootheris smaller than that of the Parzen smoother at all wavenumbers lessthan about 0.07 cpkm (a wavelength of about 14 km), by which pointboth squared filter transfer functions are down by about 50 dB from thevalues within the pass band of the smoother so that sidelobe contam-ination is no longer an issue. The inferiority of simple block averages(i.e., uniformly weighted running averages) is readily apparent from thenumerous large sidelobes of its squared filter transfer function shownby the thin dashed line in Fig. C.3.The quadratic loess smoother is thus seen to be more effective thanthe Parzen smoother for attenuating high-wavenumber variability. Inaddition to the large span (C.7) required to achieve a filter cutoff wave-length 𝜆𝑐 , a disadvantage of the loess smoother is that the least squaresfitting procedure is computationally intensive on the 1 km × 1 kmgrid used in this study for simulated SWOT and WaCM data, especiallyfor large spans 𝐿𝑞 in two dimensions. It is apparent from the figuresin Sections 9 and 10.2, however, that the better noise suppressionproperties of the loess smoother improve the assessment of resolutioncapability (see Table 3).The precise estimates of the resolution capabilities of SWOT andWaCM data thus depend somewhat on the specific details of thesmoother used to suppress the effects of measurement errors. However,the relative resolution capabilities of SWOT compared with WaCM donot depend on the choice of smoother used in the analysis.The formalism developed in Appendix B to define the footprint sizesof the pre-processed SWOT and WaCM data can be used to characterizethe feature resolution in smoothed fields constructed in ground-basedpost-processing with any desired half-power filter cutoff wavenumbers
𝑘𝑐 and 𝑙𝑐 in the 𝑥 and 𝑦 dimensions. For the case of the Parzen smoother,it was shown in Fig. B.1 that smoothing in the 𝑥 dimension withspans of 𝐿4 = 2 km for SWOT and 𝐿4 = 10 km for WaCM resultsin an autocorrelations of 0.5 at lags of about 0.5 km and 2.5 km,respectively, and therefore feature diameter resolution scales of about1 km for SWOT and 5 km for WaCM according to the criterion adoptedin Appendix B.More generally, the feature diameter resolution scale for a Parzensmoother applied in the 𝑥 dimension with an arbitrary span of 𝐿4 inground-based post-processing is
Feature Diameter Resolution ≈
𝐿4
2
. (C.8a)
Since the half-power filter cutoff wavenumber (A.12a) for a Parzensmoother with a span of 𝐿4 is 𝑘𝑐 ≈ 𝐿−14 , the feature diameter resolutionscale (C.8a) can be expressed equivalently as
Feature Diameter Resolution ≈ 1
2𝑘𝑐
. (C.8b)
In terms of half-power filter cutoff wavelength 𝜆𝑐 = 𝑘−1𝑐 , this is
Feature Diameter Resolution ≈
𝜆𝑐
2
. (C.8c)
Regardless of the specific formulation of the smoothing procedure,the relationships (C.8b) and (C.8c) between feature diameter resolution
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and filter cutoff wavenumber 𝑘𝑐 or wavelength 𝜆𝑐 developed above forthe Parzen smoother are approximately applicable to any smoother.The preceding analysis clarifies the relation between theautocorrelation-based definition (C.8) of feature diameter resolutionand the half-power filter cutoff wavelength 𝜆𝑐 = 𝑘−1𝑐 that is oftenused by oceanographers to characterize the resolution of filtered fields.From (C.8c), the feature diameter resolution of fields smoothed with ahalf-power filter cutoff wavenumber 𝑘𝑐 is about 𝜆𝑐∕2. This definitionof resolution, which is based on the lag at which the autocorrelationof the smoothed fields decreases to a value of 0.5 as suggested byPeral (2016), is coarser by 25% than the feature diameter resolutionof 𝜆𝑐∕2.5 as defined somewhat subjectively in Appendix A of Cheltonet al. (2011) using a different criterion. For consistency with the SWOTdocumentation, we adopt the Peral (2016) definition in this study.
Appendix D. Error reduction by smoothing
Smoothing of the pre-processed SWOT estimates of SSH and WaCMestimates of surface velocity in ground-based post-processing as sum-marized in Appendix C clearly reduces the variance of the uncorrelatederrors. The objective of this appendix is to quantify the reduction thatcan be achieved with 2-dimensional smoothing for given choices ofthe half-power filter cutoff wavenumbers 𝑘𝑐 and 𝑙𝑐 in the 𝑥 and 𝑦dimensions, respectively. The analysis that follows is based on theParzen smoother, but the results are at least qualitatively applicableto any smoother with parameters calibrated to the same filter cutoffwavenumber in each dimension.The amount by which filtering 2-dimensionally with the Parzensmoother reduces the variance of uncorrelated errors compared withblock averaging, i.e., compared with the uniform-weighted average(A.4), can be derived from consideration of smoothing in one dimen-sion and then extending the results to two dimensions. Consider a1-dimensional discretely sampled spatial series 𝜖(𝑥𝑚) of errors at 𝑀locations 𝑥𝑚 = 𝑚𝛥𝑥, 𝑚 = 0, 1,… ,𝑀 − 1. It will be assumed thatthese errors are uncorrelated at the sample spacing of 𝛥𝑥. It wasshown in Appendix B that SWOT measurements of SSH smoothed inpre-processing with a half-power filter cutoff wavelength of 2 km areuncorrelated with a spacing of 𝛥𝑥 = 1 km. For WaCM, smoothing ofthe surface velocity measurements in pre-processing with a half-powerfilter cutoff wavelength of 10 km are uncorrelated with a spacing of
𝛥𝑥 = 5 km.The error reduction by smoothing in ground-based post-processingof the pre-processed SWOT and WaCM data can be quantified from thewavenumber spectral characteristics of the filtered errors. Parseval’sTheorem for the sample variance 𝜎2𝜖 of the uncorrelated errors in onedimension without smoothing can be expressed as
𝜎2𝜖 =
𝑀∕2∑
𝑖=1
𝑆1𝑑𝜖 (𝑘𝑖)𝛥𝑘, (D.1)
where 𝛥𝑘 = (𝑀𝛥𝑥)−1 is the Fourier wavenumber interval betweenindependent spectral estimates for a record length of 𝑀𝛥𝑥 and 𝑆1𝑑𝜖 (𝑘𝑖)is the 1-sided, 1-dimensional power spectral density of the errors atwavenumber 𝑘𝑖 = 𝑖𝛥𝑘. The zero wavenumber corresponding to theindex 𝑖 = 0 is excluded from the sum (D.1) because the power spectraldensity at zero wavenumber is equivalent to the square of the samplemean value, which does not contribute to the sample variance. Thewavenumber 𝑘𝑀∕2 = (𝑀∕2)𝛥𝑘 at the upper range of the summationin (D.1) corresponds to the Nyquist wavenumber 𝑘 = (2𝛥𝑥)−1 that isthe highest resolvable wavenumber for the discrete sample interval 𝛥𝑥.The 1-sided, 1-dimensional power spectral density 𝑆1𝑑𝜖 (𝑘𝑖) on the rightside of (D.1) doubles the power at all wavenumbers except the zero andNyquist wavenumbers.Since the errors 𝜖(𝑥𝑚) are uncorrelated, the wavenumber powerspectral density 𝑆1𝑑𝜖 (𝑘𝑖) is white, i.e., constant at all wavenumbers.5 The
5 The spectral values at wavenumbers 𝑘𝑖 = 0 and the Nyquist wavenumber
𝑘𝑖 = 𝑀∕2 are not doubled in the 1-sided, 1-dimensional spectrum. Since
constant white-noise spectral value obtained by passing the constants
𝑆1𝑑𝜖 (𝑘𝑖) and 𝛥𝑘 = (𝑀𝛥𝑥)−1 through the summation in (D.1) andinverting the equation is thus
𝑆1𝑑𝜖 (𝑘𝑖) =
𝜎2𝜖
(𝑀∕2)𝛥𝑘
=
𝜎2𝜖
𝑘 , 𝑖 = 1,… ,𝑀∕2. (D.2)The wavenumber power spectral density after smoothing of the un-correlated errors 𝜖(𝑥𝑚) in ground-based post-processing using a linear,space-invariant filter with a filter transfer function 𝑊𝑘𝑐 (𝑘) that has ahalf-power filter cutoff wavenumber 𝑘𝑐 can be expressed in terms ofthe wavenumber spectrum (D.2) of the unfiltered errors by
𝑆1𝑑𝜖 (𝑘𝑖) =
|||𝑊𝑘𝑐 (𝑘𝑖)|||2 𝑆1𝑑𝜖 (𝑘𝑖). (D.3a)The overbar distinguishes the spectrum 𝑆1𝑑𝜖 (𝑘𝑖) of the smoothed errorsfrom the spectrum 𝑆1𝑑𝜖 (𝑘𝑖) of errors in the unfiltered pre-processeddata. The filter transfer functions of the uniform-weighted average andthe Parzen smoother considered below are given by (A.6) and (A.11),respectively. Since these filter transfer functions are both real (as is thecase for any symmetric, linear filter), the absolute value can be omittedfrom (D.3a). After substituting (D.2) for 𝑆1𝑑𝜖 (𝑘𝑖), the spectrum (D.3a) ofthe smoothed white noise can be written as
𝑆1𝑑𝜖 (𝑘𝑖) =
𝜎2𝜖
𝑘 𝑊
2
𝑘𝑐
(𝑘𝑖). (D.3b)
Parseval’s Theorem for the sample variance of the residual uncor-related errors after smoothing can be expressed analogous to (D.1) interms of the 1-sided, 1-dimensional power spectral density (D.3) of thesmoothed errors as
𝜎2𝜖 =
𝑀∕2∑
𝑖=1
𝑆1𝑑𝜖 (𝑘𝑖)𝛥𝑘. (D.4a)
The overbar distinguishes the residual variance 𝜎2𝜖 of the smoothederrors from the variance 𝜎2𝜖 of the errors of the unsmoothed pre-processed data that is given by (D.1). Substituting (D.3b) into the rightside of (D.4a) expresses the variance of the smoothed errors in termsof the variance of the unsmoothed errors as
𝜎2𝜖 =
𝜎2𝜖
𝑘
𝑀∕2∑
𝑖=1
𝑊 2𝑘𝑐 (𝑘𝑖)𝛥𝑘. (D.4b)
Note again that the wavenumber 𝑘𝑀∕2 at the upper range of thesummation is the Nyquist wavenumber 𝑘 = (2𝛥𝑥)−1, a point that isimportant below.Eq. (D.4b) can be interpreted as a discretized statement that thesample variance of smoothed white-noise errors is equal to the inte-grated area under the squared filter transfer function. This is seen byconsidering the limit as the record length 𝑀𝛥𝑥 approaches infinity forfixed sample interval 𝛥𝑥. The wavenumber interval 𝛥𝑘 = (𝑀𝛥𝑥)−1 thenbecomes an infinitesimally small value 𝑑𝑘 and the discrete wavenum-bers 𝑘𝑖 = 𝑖𝛥𝑘 become continuous. The subscript 𝑖 can then be droppedand the discrete summation becomes an integral so that (D.4b) can bewritten as
𝜎2𝜖 = 𝛼 𝜎
2
𝜖 , (D.5a)where
𝛼 = 1
𝑘 ∫
𝑘
0
𝑊 2𝑘𝑐 (𝑘) 𝑑𝑘 = 2𝛥𝑥∫
𝑘
0
𝑊 2𝑘𝑐 (𝑘) 𝑑𝑘. (D.5b)
The Nyquist wavenumber that defines the upper bound of the integralis imposed by the discrete sample interval 𝛥𝑥, regardless of the recordlength 𝑀𝛥𝑥. [As noted above, the zero wavenumber at the lowerbound of the integral in (D.5b) must be excluded from the discretized
the measurement errors are assumed to have a mean of zero, this detail isunimportant for 𝑘𝑖 = 0. The non-doubling at 𝑘𝑖 = 𝑀∕2 will be ignored toavoid unnecessary lack of clarity in the analysis that follows.
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form (D.4b) of this integral since it does not contribute to the samplevariance.]It is well known that 1-dimensional block averaging of 𝐿 un-correlated errors 𝜖(𝑥𝑚) in uniform-weighted averages with a span of
𝐿1 = 𝐿𝛥𝑥 on a sample grid spacing of 𝛥𝑥 on which the errors arestatistically uncorrelated reduces the uncorrelated error variance 𝜎2𝜖 bya multiplicative factor of
𝛼1 =
1
𝐿
. (D.6)
The subscript 1 indicates that this value for 𝛼 in the error variancereduction formula (D.5a) is specific to the uniform-weighted average.The integral on the right side of (D.5b) after substituting (D.6) on theleft side of the equation is
∫
𝑘
0
𝑊 21 (𝑘) 𝑑𝑘 =
1
2𝐿𝛥𝑥
, (D.7)
where𝑊1(𝑘) is the filter transfer function (A.6) of the uniform-weightedaverage with a span of 𝐿1 = 𝐿𝛥𝑥, which has a half-power filtercutoff wavenumber of 𝑘𝑐 ≈ 0.5𝐿−11 according to (A.7). The explicitdependence of the filter transfer function 𝑊𝑘𝑐 (𝑘) on the half-powerfilter cutoff wavenumber 𝑘𝑐 has been dropped in (D.7) in favor of thesubscript 1 in order to distinguish this filter transfer function from thatof the Parzen smoother considered below.It can be anticipated from the close agreement of the half-power fil-ter cutoff wavenumbers of the two filter transfer functions in Fig. A.1bthat the error reduction factor that is achieved using a 1-dimensionalParzen smoother with a span of 𝐿𝑝 = 2𝐿1 = 2𝐿𝛥𝑥, i.e., twice the spanof the uniform-weighted average smoother, is approximately the sameas the error variance reduction factor (D.6) for a 1-dimensional blockaverage of 𝐿 uncorrelated errors over a span of 𝐿1 = 𝐿𝛥𝑥. This can beshown to be the case as follows.An approximate analytical expression for the ratio of the variances
𝜎21 and 𝜎24 of, respectively, uniform-weighted averages with a span of
𝐿1 = 𝐿𝛥𝑥 and Parzen-weighted averages with a span of 𝐿4 = 4𝐿1 =
4𝐿𝛥𝑥 applied to uncorrelated white noise can be derived from (D.5) byconsidering the ratio
𝑅𝐿 =
𝜎24
𝜎21
=
∫
𝑘
0
𝑊 24 (𝑘) 𝑑𝑘
∫
𝑘
0
𝑊 21 (𝑘) 𝑑𝑘
=
∫
𝑘
0
sinc8(𝑘𝐿𝛥𝑥) 𝑑𝑘
∫
𝑘
0
sinc2(𝑘𝐿𝛥𝑥) 𝑑𝑘
, (D.8)
where𝑊4(𝑘) is the filter transfer function (A.11) of the Parzen smootherwith a span of 𝐿4 = 4𝐿𝛥𝑥, which yields sinc4(𝑘𝐿𝛥𝑥) on the right sideof (A.11) and has a filter cutoff wavenumber of 𝑘𝑐 ≈ 𝐿−14 according to(A.12a). Exact solutions for the two integrals on the right side of (D.8)cannot be obtained analytically. However, solutions can be found inintegral tables if the upper bounds of the two integrals in (D.8) areboth ∞ rather than the Nyquist wavenumber 𝑘 . The ratio (D.8) canthus be rewritten as
𝑅𝐿 =
𝐼8 − ∫
∞
𝑘
sinc8(𝑘𝐿𝛥𝑥) 𝑑𝑘
𝐼2 − ∫
∞
𝑘
sinc2(𝑘𝐿𝛥𝑥) 𝑑𝑘
, (D.9a)
where
𝐼2 = ∫
∞
0
sinc2(𝑘𝐿𝛥𝑥) 𝑑𝑘 = 1
2𝐿
(D.9b)
𝐼8 = ∫
∞
0
sinc8(𝑘𝐿𝛥𝑥) 𝑑𝑘 = 151
630𝐿
. (D.9c)
The solutions (D.9b) and (D.9c) for 𝐼2 and 𝐼8 are derived from thegeneral solution obtained from integral tables for the integral from 0to ∞ of sinc 𝑝(𝑘𝐿𝛥𝑥) with 𝑝 = 2 and 8.Because the sidelobes of sinc8(𝑘𝐿𝛥𝑥) decay so much faster thanthe sidelobes of sinc2(𝑘𝐿𝛥𝑥) (see Figs. A.1b and C.3), the correctionterm in the numerator of (D.9a) is much smaller than the correction
Fig. D.1. The ratio 𝑅𝐿 = 𝜎24∕𝜎21 of the residual variance 𝜎24 after filtering uncorrelatedwhite noise using a Parzen smoother with a span of 𝐿4 = 4𝐿 and the residual variance
𝜎21 after filtering with a uniform-weighted running average with a span of 𝐿1 = 𝐿. Thedots correspond to the analytical approximation given by Eq. (D.11) and the solid lineis the exact solution obtained by numerical integration of Eq. (D.8).
term in the denominator. The ratio of variances of uncorrelated errorssmoothed with the Parzen smoother and the uniform-weighted averagecan therefore be approximated as
𝑅𝐿 ≈
𝐼8
𝐼2 − ∫
∞
𝑘
sinc2(𝑘𝐿𝛥𝑥) 𝑑𝑘
, (D.10)
By approximating each of the sidelobes of sinc2(𝑘𝐿𝛥𝑥) as rectangles,it can be shown with some effort that the correction term in thedenominator of this equation is approximately 𝜋−2𝐿−2 for sufficientlylarge 𝐿. The meaning of ‘‘sufficiently large’’ is quantified below fromFig. D.1. The ratio (D.10) of the variances of Parzen-weighted anduniform-weighted averages with spans of 4𝐿𝛥𝑥 and 𝐿𝛥𝑥, respectively,then becomes
𝑅𝐿 ≈
𝐼8
𝐼2 − 𝜋−2𝐿−2
, (D.11a)
where 𝐼2 and 𝐼8 are defined in terms of 𝐿 by (D.9b) and (D.9c).The analytical approximation (D.11a) for 𝑅𝐿 is shown by the dotsin Fig. D.1 for values of 𝐿 ranging from 2 to 25. For comparison,the solid line corresponds to the exact solution obtained by numericalintegrations of the numerator and denominator of (D.8) with 𝑘 =
(2𝛥𝑥)−1. The analytical approximation is almost imperceptibly too largefor 𝐿 = 2 and becomes indistinguishable from the numerical solutionfor 𝐿 > 2. It is thus seen that the large 𝐿 approximation (D.11a) isapplicable to all practical choices of smoothing of the pre-processedSWOT and WaCM data. The ratio 𝑅𝐿 in Fig. D.1 has a value of 0.5 for
𝐿 = 5. It is slightly larger for 𝐿 < 5 and slightly smaller for 𝐿 > 5.Over the range 20 km ≤ 𝐿 ≤ 200 km considered in this study, thenumerical value of (D.11a) decreases from 0.484 to 0.480 and can thusbe approximated as
𝑅𝐿 ≈ 0.482. (D.11b)
For practical purposes, 𝑅𝐿 can be considered to have a value of 0.5.In other words, the residual variance 𝜎24 of white-noise errors smoothedusing a Parzen smoother with a span of 𝐿4 = 4𝐿𝛥𝑥 is approximatelyhalf as large as the residual variance 𝜎21 of white-noise errors smoothedusing a uniform-weighted average with a span of 𝐿1 = 𝐿𝛥𝑥. From (D.7)
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and (D.8) with 𝑅𝐿 ≈ 0.5, the integral in (D.5b) for the Parzen smootherwith a span of 𝐿4 is thus
∫
𝑘
0
𝑊 24 (𝑘) 𝑑𝑘 = 𝑅𝐿 ∫
𝑘
0
𝑊 21 (𝑘) 𝑑𝑘 ≈
1
4𝐿𝛥𝑥
= 1
𝐿4
. (D.12a)
Since the half-power filter cutoff wavenumber for the Parzen smootherwith a span of 𝐿4 is 𝑘𝑐 = 0.910𝐿−14 according to (A.12a), this can bewritten alternatively as
∫
𝑘
0
𝑊 24 (𝑘) 𝑑𝑘 =
𝑘𝑐
0.910
≈ 𝑘𝑐 . (D.12b)
From the form (D.12a) for the integral on the right side of (D.5b),it is apparent that the multiplicative error variance reduction factor(D.5b) for a 1-dimensional Parzen smoother with a span of 𝐿4 = 4𝐿𝛥𝑥is
𝛼4 ≈
1
2𝐿
= 2𝛥𝑥
𝐿4
. (D.13)
This verifies the relationship between the error variance reduction fac-tor for the 1-dimensional Parzen smoother and error variance reductionfactor (D.6) for a 1-dimensional block average with a span of 𝐿1 = 𝐿𝛥𝑥that was anticipated above prior to considering the ratio 𝑅𝐿 definedby (D.8). Namely, smoothing using a Parzen smoother with a span of
𝐿𝑝 = 2𝐿𝛥𝑥 yields an error variance reduction factor of 𝛼4 ≈ 𝐿−1,which is obtained by substituting 𝐿𝑝 for 𝐿4 in (D.13). This is thesame as the value (D.6) for 𝛼1 that is obtained from smoothing witha uniform-weighted running average with a span of 𝐿1 = 𝐿𝛥𝑥.The above analysis in one dimension can be extended straightfor-wardly to the case of filtering in two dimensions in the form of separate1-dimensional smoothing in each of two orthogonal dimensions for asample grid spacing of 𝛥𝑥 × 𝛥𝑦 on which the errors are statisticallyuncorrelated. The multiplicative error variance reduction factor 𝛼 in(D.5a) that is achieved with 2-dimensional smoothing in this mannerusing Parzen smoothers with spans of 𝐿4(𝑥) in the 𝑥 dimension and
𝐿4(𝑦) in the 𝑦 dimension is then just the product of factors of the form(D.13) in each dimension,
𝛼4 ≈
4𝛥𝑥𝛥𝑦
𝐿4(𝑥)𝐿4(𝑦)
. (D.14a)
The filtering of the SSH and surface velocity fields from the CCSmodel with simulated SWOT and WaCM uncorrelated measurementerrors in Sections 6 and 8–10 was applied isotropically with a 2-dimensional weighting function of the form (C.1) that depends only onthe radial distance between the estimation location and each data point.In general, this form of 2-dimensional smoothing differs from successiveapplications of 1-dimensional smoothing in two orthogonal dimensions.It was shown in Appendix C, however, that the two approaches areessentially equivalent for the Parzen smoother with spans 𝐿4(𝑥) = 𝐿4(𝑦)because of its close similarity to Gaussian smoothing. The advantage ofsmoothing separately in each dimension is that the separability allowsthe use of the factor (D.14a) to determine the error reduction from 2-dimensional smoothing. Because of the essential equivalence of the twoforms of isotropic 2-dimensional smoothing with the Parzen smoother,the error reduction factor (D.14a) is also applicable to the error fieldssmoothed in Sections 6 and 8–10 with an isotropic 2-dimensionalParzen weighting function.To illustrate the effects of this error reduction with a specific ex-ample, consider the case of an isotropic Parzen smoother with spans of
𝐿4(𝑥) = 𝐿4(𝑦) = 14 km applied to uncorrelated errors on a 1 km × 1 kmgrid. Then 𝐿4(𝑥) = 14𝛥𝑥 and 𝐿4(𝑦) = 14𝛥𝑦. The error variancereduction factor (D.14a) is therefore 𝛼4 ≈ 4∕142 = 1∕49, i.e., the sameas would be achieved by uniform-weighted block averaging over a7 km × 7 km area. Recall, however, that the Parzen smoother has muchbetter filtering properties than the uniform-weighted average smoother(see Figs. A.1b and C.3).Because the half-power filter cutoff wavenumber (A.12a) for theParzen smoother is 𝑘𝑐 ≈ 𝐿−14 (𝑥) in the 𝑥 dimension and 𝑙𝑐 ≈ 𝐿−14 (𝑦) in
the 𝑦 dimension, a 2-dimensional span of 𝐿4(𝑥)×𝐿4(𝑦) can be expressedalternatively as smoothing with half-power filter cutoff wavenumbersof approximately 𝑘−1𝑐 × 𝑙−1𝑐 . The expression (D.14a) for the multi-plicative reduction factor 𝛼 in the relation (D.5) for the residual errorvariance after smoothing the pre-processed estimates with these half-power filter cutoff wavenumbers can thus be written alternatively bysubstituting 𝐿4(𝑥) = 𝑘−1𝑐 and 𝐿4(𝑦) = 𝑙−1𝑐 into (D.14a) to get
𝛼4 ≈ 4𝛥𝑥𝛥𝑦 𝑘𝑐 𝑙𝑐 . (D.14b)For the case of isotropic smoothing with a half-power filter wavelengthof 𝜆𝑐 = 𝑘−1𝑐 = 𝑙−1𝑐 in each dimension, this becomes
𝛼4 ≈
4𝛥𝑥𝛥𝑦
𝜆2𝑐
. (D.14c)
The subscript 4 on the multiplicative error variance reduction factor(D.14) to be used in the error reduction formula (D.5) is a reminder that
𝛼4 was derived specifically for the Parzen smoother. However, the form(D.14b) provides an approximate characterization of the reduction ofuncorrelated error variance for other smoothers with parameters cho-sen to give the same filter cutoff wavenumbers 𝑘𝑐 and 𝑙𝑐 . For isotropicsmoothing, the error reduction for any smoother with a half-powerfilter cutoff wavelength 𝜆𝑐 is given approximately by (D.14c).
Appendix E. One-dimensional wavenumber spectra of 2-dimen-sionally smoothed uncorrelated error fields
The procedure followed in Sections 6 and 8–10 to improve thesignal-to-noise ratio for SWOT and WaCM estimates of the variablesconsidered in this study (surface velocity and vorticity) is to reducethe error variance by isotropic 2-dimensional smoothing of the variablemeasured by each instrument (SSH for SWOT and velocity componentsfor WaCM). It was shown in Appendix C that the smoothing appliedin Sections 6 and 8–10 using a truly isotropic 2-dimensional Parzenweighting function could be achieved essentially equivalently as suc-cessive applications of a 1-dimensional Parzen smoother in each oftwo orthogonal dimensions. This equivalence allowed the derivationof the error variance reduction factor (D.14b) for separate smoothingwith half-power filter cutoff wavenumbers of 𝑘𝑐 and 𝑙𝑐 in the 𝑥 and 𝑦dimensions.The equivalence of the two methods of 2-dimensional smoothing isused in this appendix to quantify the effects of isotropic 2-dimensionalsmoothing on the wavenumber spectrum of residual measurement er-rors. Of particular interest is the effect of 2-dimensional smoothing onthe 1-dimensional wavenumber spectrum6 of 2-dimensional uncorre-lated white noise, which differs in an important way from what wouldbe achieved with a 1-dimensional dataset. The difference is not neces-sarily intuitive but is needed for the derivation in Appendix F of thestandard deviation of uncorrelated errors from the spectral specifica-tion of the science requirement for SWOT measurement accuracy. Theresults are also essential to the interpretation of the spectral analysesof the effects of smoothing of the measurement errors in ground-based post-processing that are derived for both SWOT and WaCM inAppendix I (see also Section 4.4). We therefore summarize the effects of2-dimensional smoothing on the 1-dimensional wavenumber spectrumin this appendix.Consider a 2-dimensional spatial field 𝜖(𝑥, 𝑦) of uncorrelated mea-surement errors (e.g., measurements of SSH by SWOT or measurementsof a velocity component by WaCM) at discrete locations (𝑥𝑚, 𝑦𝑛) for
𝑥𝑚 = 𝑚𝛥𝑥, 𝑚 = 0, 1,… ,𝑀 − 1 and 𝑦𝑛 = 𝑛𝛥𝑦, 𝑛 = 0, 1,… , 𝑁 − 1,where 𝛥𝑥 and 𝛥𝑦 are the sample intervals in the 𝑥 and 𝑦 dimensions.It will be assumed that the errors 𝜖(𝑥𝑚, 𝑦𝑛) are uncorrelated on this
6 The direction of the 1-dimensional spectrum could be defined to bealong the satellite ground track for the case of actual satellite data or in thealongshore direction for the case of the spectral analysis of the model outputconsidered in Appendix I and Section 4.4.
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sample grid. Analogous to (D.1) for the 1-dimensional case consideredin Appendix D, Parseval’s Theorem for the relationship between thesample variance 𝜎2𝜖 of this error field and its 2-dimensional wavenum-ber sample power spectral density 𝑆2𝑑𝜖 (𝑘𝑖, 𝑙𝑗 ) at wavenumbers 𝑘𝑖 = 𝑖𝛥𝑘and 𝑙𝑗 = 𝑗𝛥𝑙 is
𝜎2𝜖 =
𝑀∕2∑
𝑖=−𝑀∕2+1
𝑖≠ 0
𝑁∕2∑
𝑗=−𝑁∕2+1
𝑗≠ 0
𝑆2𝑑𝜖 (𝑘𝑖, 𝑙𝑗 )𝛥𝑙 𝛥𝑘, (E.1)
where 𝛥𝑘 = (𝑀𝛥𝑥)−1 and 𝛥𝑙 = (𝑁𝛥𝑦)−1 are the discrete Fourierwavenumber intervals that are defined by the record lengths 𝑀𝛥𝑥and 𝑁𝛥𝑦 in the 𝑥 and 𝑦 dimensions. As in the 1-dimensional case(D.1), the zero wavenumbers corresponding to indices 𝑖 = 𝑗 = 0 areexcluded from the sums in (E.1) because the spectral values at thesewavenumbers correspond to the squared values of the sample mean ineach dimension, which do not contribute to the sample variance 𝜎2𝜖 . Theindices 𝑖 =𝑀∕2 and 𝑗 = 𝑁∕2 that define the limits of the summationsin (E.1) correspond to the Nyquist wavenumbers 𝑘 = (2𝛥𝑥)−1 and
𝑙 = (2𝛥𝑦)−1 in the 𝑥 and 𝑦 dimensions, respectivelyThe 2-dimensional form (E.1) of Parseval’s Theorem can be inter-preted as a discretized statement that the sample variance is equalto the volume under the 2-dimensional wavenumber sample powerspectral density. Analogous to the procedure followed in one dimensionin Appendix D, this is seen by considering the limit as the recordlengths 𝑀𝛥𝑥 and 𝑁𝛥𝑦 in the 𝑥 and 𝑦 dimensions approach infinityfor fixed sample intervals 𝛥𝑥 and 𝛥𝑦. The wavenumber intervals 𝛥𝑘and 𝛥𝑙 then become infinitesimally small values 𝑑𝑘 and 𝑑𝑙 and thediscrete wavenumbers 𝑘𝑖 = 𝑖𝛥𝑘 and 𝑙𝑗 = 𝑗𝛥𝑙 become continuous. Thesubscripts 𝑖 and 𝑗 can then be dropped and the discrete summationsbecome integrals so that (E.1) can be written in simpler form as7
𝜎2𝜖 = ∫
𝑘
−𝑘 ∫
𝑙
−𝑙
𝑆2𝑑𝜖 (𝑘, 𝑙) 𝑑𝑙 𝑑𝑘. (E.2)
The variance of the discretely sampled error field 𝜖(𝑥𝑚, 𝑦𝑛) with in-finitely long record lengths 𝑀𝛥𝑥 and 𝑁𝛥𝑦 in the two dimensions isthus the integrated volume under the 2-dimensional sample powerspectral density. A point that is important to the analysis below andin Appendix F is that the ranges of integration are finite. The Nyquistwavenumbers 𝑘 and 𝑙 that define the lower and upper bounds ofthe integrals are imposed by the discrete sample intervals 𝛥𝑥 and 𝛥𝑦,regardless of the record lengths 𝑀𝛥𝑥 and 𝑁𝛥𝑦.The integral representation (E.2) of Parseval’s Theorem greatlysimplifies the notation in the analysis that follows. It should be keptin mind, however, that the observable resolutions 𝛥𝑘 and 𝛥𝑙 of thewavenumbers 𝑘 and 𝑙 in the 𝑥 and 𝑦 dimensions will be finite and areimposed by the finite record lengths 𝑀𝛥𝑥 and 𝑁𝛥𝑦.The 2-dimensional wavenumber sample power spectral density
𝑆2𝑑𝜖 (𝑘, 𝑙) of 2-dimensional uncorrelated errors is constant (i.e., white)with a value that can be defined to be 𝑆0 at all wavenumbers 𝑘 and
𝑙 except 𝑘 = 0 and 𝑙 = 0 at which 𝑆2𝑑𝜖 (𝑘, 𝑙) = 0 for errors that have asample mean value of zero. Parseval’s Theorem (E.2) then reduces to
𝜎2𝜖 = 4𝑘 𝑙𝑆0 =
𝑆0
𝛥𝑥𝛥𝑦
.
The constant 2-dimensional power spectral density for a specified whitenoise error variance 𝜎2𝜖 obtained by inverting this equation is
𝑆2𝑑𝜖 (𝑘, 𝑙) = 𝑆0 = 𝛥𝑥𝛥𝑦 𝜎
2
𝜖 , for − 𝑘 < 𝑘 ≤ 𝑘 and − 𝑙 < 𝑙 ≤ 𝑙 .(E.3)
7 The zero wavenumbers 𝑘 = 𝑙 = 0 that are included in the integral (E.2)must be excluded from the discretized form (E.1) of this integral since theydo not contribute to the sample variance. If the errors have a mean of zero,however, inclusion of the zero wavenumbers in (E.2) is an irrelevant pointsince the spectral values are then zero at 𝑘 = 0 and 𝑙 = 0. The Nyquistwavenumbers −𝑘 and −𝑙 at the lower range of each of the integrals mustalso be excluded from (E.2). To simplify the discussion, this minor distinctionbetween the integral and discrete forms of Parseval’s Theorem will be ignoredin the analysis that follows.
For the case of errors 𝜖(𝑥, 𝑦) of SWOT estimates of SSH in units ofcm, the 2-dimensional white-noise spectral value of 𝑆0 has units ofcm2/(cpkm)2. Similarly for the case of errors 𝜖(𝑥, 𝑦) of WaCM esti-mates of a velocity component in units of m s−1, 𝑆0 has units of(m s−1)2/(cpkm)2.The 1-dimensional wavenumber sample power spectral density inthe 𝑦 dimension of a 2-dimensional field can be obtained from the2-dimensional wavenumber sample power spectral density by inte-grating over all wavenumbers 𝑘 in the 𝑥 dimension. For the 1-sided,1-dimensional spectrum that combines the power at positive and nega-tive wavenumbers 𝑙, this relationship for the 1-dimensional white noisespectrum becomes,8
𝑆1𝑑𝜖 (𝑙) = 2∫
𝑘
−𝑘
𝑆2𝑑𝜖 (𝑘, 𝑙) 𝑑𝑘 = 4𝑘 𝑆0 =
2𝑆0
𝛥𝑥
, for 0 < 𝑙 ≤ 𝑙 . (E.4a)
From (E.3), this constant 1-sided, 1-dimensional white noise spectrumcan be expressed in terms of the uncorrelated error variance 𝜎2𝜖 as
𝑆1𝑑𝜖 (𝑙) = 2𝛥𝑦 𝜎
2
𝜖 , for 0 < 𝑙 ≤ 𝑙 . (E.4b)If the variance of the 2-dimensional white noise is suppressedby smoothing 2-dimensionally in the form of separate 1-dimensionalsmoothing with half-power filter cutoff wavenumbers of 𝑘𝑐 and 𝑙𝑐 in the
𝑥 and 𝑦 dimensions, respectively, the 2-dimensional spectrum 𝑆2𝑑𝜖 (𝑘, 𝑙)of the smoothed error fields is related to the 2-dimensional spectrum
𝑆2𝑑𝜖 (𝑘, 𝑙) of the unsmoothed errors by
𝑆2𝑑𝜖 (𝑘, 𝑙) = 𝑊
2
𝑘𝑐
(𝑘)𝑊 2𝑙𝑐 (𝑙)𝑆
2𝑑
𝜖 (𝑘, 𝑙), (E.5a)where 𝑊𝑘𝑐 (𝑘) and 𝑊𝑙𝑐 (𝑙) are the filter transfer functions of the smootherin the 𝑥 and 𝑦 dimensions, respectively. It has been assumed in (E.5a)that the smoother is symmetric and linear so that the filter transferfunctions are real and hence the wavenumber spectrum of the smoothederrors depends on the squares of the filter transfer functions rather thantheir complex inner products. If the filter cutoff wavenumbers 𝑘𝑐 and
𝑙𝑐 are the same, separate 1-dimensional smoothing in this manner with1-dimensional Parzen smoothers in each dimension is essentially equiv-alent to isotropic smoothing with a 2-dimensional Parzen weightingfunction that depends only on the radial distance from the estimationlocation (see Appendix C).From (E.3), the spectrum (E.5a) of the smoothed error fields can beexpressed in terms of the uncorrelated error variance 𝜎2𝜖 as
𝑆2𝑑𝜖 (𝑘, 𝑙) = 𝛥𝑥𝛥𝑦 𝜎
2
𝜖 𝑊
2
𝑘𝑐
(𝑘)𝑊 2𝑙𝑐 (𝑙). (E.5b)As in (E.4a), the 1-sided, 1-dimensional wavenumber spectrum ofthe smoothed error fields in the 𝑦 dimension is obtained from 𝑆2𝑑𝜖 (𝑘, 𝑙)by integrating over all wavenumbers 𝑘 in the 𝑥 dimension and dou-bling the power at each wavenumber except the zero and Nyquistwavenumbers,
𝑆1𝑑𝜖 (𝑙) = 2∫
𝑘
−𝑘
𝑆2𝑑𝜖 (𝑘, 𝑙) 𝑑𝑘.
From (E.5b), this can be expressed as
𝑆1𝑑𝜖 (𝑙) = 2𝛥𝑥𝛥𝑦 𝜎
2
𝜖 𝑊
2
𝑙𝑐
(𝑙)∫
𝑘
−𝑘
𝑊 2𝑘𝑐 (𝑘) 𝑑𝑘
= 4𝛥𝑥𝛥𝑦 𝜎2𝜖 𝑊
2
𝑙𝑐
(𝑙)∫
𝑘
0
𝑊 2𝑘𝑐 (𝑘) 𝑑𝑘. (E.6a)
The last expression follows from the fact that 𝑊 2𝑘𝑐 (𝑘) is symmetric about
𝑘 = 0.For the Parzen smoother used in this study, the integral on the rightside of (E.6a) was shown by (D.12b) in Appendix D to be approximately
8 As noted in footnote 5, the spectral values at wavenumbers 𝑙 = 0 and
𝑙 are not doubled in the 1-sided, 1-dimensional spectrum in (E.4). As inAppendix D this technicality will be ignored to avoid unnecessary lack ofclarity in the analysis that follows.
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equal to the half-power filter cutoff wavenumber 𝑘𝑐 . This relationfor the integral of the squared filter transfer function holds approxi-mately for any other smoother with smoothing parameters calibratedto the same half-power filter cutoff wavenumber 𝑘𝑐 . The 1-sided, 1-dimensional spectrum (E.6a) of smoothed errors therefore simplifies to
𝑆1𝑑𝜖 (𝑙) ≈ 4𝛥𝑥𝛥𝑦 𝜎
2
𝜖 𝑘𝑐𝑊
2
𝑙𝑐
(𝑙). (E.6b)
It is illuminating to contrast the different effects of 2-dimensionalsmoothing on the 2-dimensional spectrum (E.5b) compared with the 1-sided, 1-dimensional spectrum (E.6b). The two spectra can be expressedin terms of the constant white-noise spectral value 𝑆0 by substituting(E.3) into (E.5b) and (E.6b) to get
𝑆2𝑑𝜖 (𝑘, 𝑙) = 𝑊
2
𝑘𝑐
(𝑘)𝑊 2𝑙𝑐 (𝑙)𝑆0 (E.7)
𝑆1𝑑𝜖 (𝑙) = 4 𝑘𝑐𝑊
2
𝑙𝑐
(𝑙)𝑆0. (E.8)
The 2-dimensional spectral values 𝑆2𝑑𝜖 (𝑘, 𝑙) are thus equal to 𝑆0 mul-tiplied by the product of the squared values of the filter transferfunctions in each dimension at the particular wavenumbers 𝑘 and 𝑙.In contrast, the 1-dimensional spectral values 𝑆1𝑑𝜖 (𝑙) are equal to 𝑆0multiplied by the squared value of the filter transfer function in only the
𝑦 dimension with an additional constant multiplicative factor of 4𝑘𝑐 atevery wavenumber 𝑙. A factor of 2 can be accounted for by the doublingof the power in the 1-sided, 1-dimensional spectrum. The additionalfactor of 2𝑘𝑐 represents a constant attenuation that is applied at everywavenumber 𝑙. For smoothing in the 𝑥 dimension with a filter cutoffwavelength of 𝜆𝑐 = 𝑘−1𝑐 = 50 km, for example, this corresponds to anattenuation by a factor of 25 cpkm at every wavenumber.9For the benefit of the analysis in Appendix F, and to illustratethe importance of the above distinction between the effects of 2-dimensional smoothing on the 2-dimensional and 1-dimensional spec-tra, each of these spectra can be compared with their counterparts forthe unsmoothed error fields. From (E.5a), the 2-dimensional spectrumof the smoothed error fields is just the 2-dimensional spectrum of theunsmoothed fields multiplied by the squared values of the two filtertransfer functions at each wavenumber 𝑘 and 𝑙. Consider an ideal filterwith transfer functions given by
𝑊𝑘𝑐 (𝑘) =
{
1 if |𝑘| ≤ 𝑘𝑐
0 otherwise (E.9a)
𝑊𝑙𝑐 (𝑙) =
{
1 if |𝑙| ≤ 𝑙𝑐
0 otherwise. (E.9b)
The 2-dimensional spectral values of the smoothed error fields are thenrelated to the 2-dimensional spectral values of the unsmoothed errorfields by
𝑆2𝑑𝜖 (𝑘, 𝑙) =
{
𝑆2𝑑𝜖 (𝑘, 𝑙) if |𝑘| ≤ 𝑘𝑐 and |𝑙| ≤ 𝑙𝑐
0 otherwise. (E.10)
For the case of 1-dimensional spectra, it can be seen from (E.4b) and(E.6b) that the 1-dimensional spectrum of smoothed errors is related tothe 1-dimensional spectrum of unsmoothed errors by
𝑆1𝑑𝜖 (𝑙) = 2𝛥𝑥𝑘𝑐𝑊
2
𝑙𝑐
(𝑙)𝑆1𝑑𝜖 (𝑙). (E.11a)For a half-power filter cutoff wavelength of 𝜆𝑐 in the 𝑥 dimension, thisis
𝑆1𝑑𝜖 (𝑙) =
2𝛥𝑥
𝜆𝑐
𝑊 2𝑙𝑐 (𝑙)𝑆
1𝑑
𝜖 (𝑙). (E.11b)
9 The units on this attenuation factor are because 2𝑘𝑐 multiplies the constant2-dimensional white noise spectral value 𝑆0 on the right side of (E.8), thusassuring the proper units of the 1-dimensional spectrum on the left side of theequation.
For the ideal filter in the 𝑥 dimension considered above that has thefilter transfer function (E.9a), the expression (E.11a) for the spectrumof smoothed errors becomes
𝑆1𝑑𝜖 (𝑙) =
{
2𝛥𝑥𝑘𝑐 𝑆1𝑑𝜖 (𝑙) for 0 < 𝑙 ≤ 𝑙𝑐
0 otherwise. (E.12a)
For the case of a Parzen smoother, a filter cutoff wavenumber of 𝑘𝑐 canbe achieved according to (A.12a) with a span of 𝐿4 ≈ 𝑘−1𝑐 . Neglectingthe imperfections of the filter transfer function of the Parzen smootherfor the sake of illustration, a span of 𝐿4 = 𝐿𝛥𝑥 expresses (E.12a) as
𝑆1𝑑𝜖 (𝑙) =
{
2𝐿−1𝑆1𝑑𝜖 (𝑙) for 0 < 𝑙 ≤ 𝑙𝑐
0 otherwise. (E.12b)
The 1-dimensional spectral values at all wavenumbers in the pass bandwould therefore be attenuated by a factor of 2𝐿−1.In contrast to the 2-dimensional spectrum of smoothed error fieldsthat is unchanged in the low-wavenumber pass band |𝑘| ≤ 𝑘𝑐 and|𝑙| ≤ 𝑙𝑐 according to (E.10) for an ideal filter, the smoothing in the
𝑥 dimension reduces the 1-dimensional spectral values within the passband |𝑙| ≤ 𝑙𝑐 in the 𝑦 dimension by the multiplicative factor of 2𝛥𝑥𝑘𝑐in (E.12a) compared with the 1-dimensional spectrum (E.4b) of theunfiltered errors. This perhaps non-intuitive point is important to thederivation in Appendix F of the error variance of the pre-processedSWOT estimates of SSH from the science requirement specification interms of the 1-sided, 1-dimensional power spectral density of SWOTdata smoothed with the above hypothetical ideal filter.
Appendix F. The standard deviation of uncorrelated errors inSWOT estimates of SSH
The generation of simulated noisy SWOT measurements of SSH fromthe CCS model for the analyses of resolution capabilities in Sections 6and 8–10 and determination of the variances and wavenumber spectraof the errors of geostrophically computed SWOT estimates of veloc-ity and vorticity in Section 4 from the equations in Appendices Gand I, respectively, all require knowledge of the variance or standarddeviation of the uncorrelated errors in SWOT estimates of SSH. It isdifficult to find this information in the SWOT documentation. Severaldifferent values are given or indirectly implied in two of the SWOTdocuments. The Algorithm Theoretical Basis document for the SWOTonboard processor (Peral, 2016) states, in the caption of Fig. 47, thatthe swath-averaged standard deviation for a significant wave height(SWH) of 2 m is 𝜎ℎ = 2.54 cm for the uncorrelated measurementerrors of SWOT data10 smoothed 2-dimensionally onto a 1 km × 1 kmgrid with an isotropic half-power filter cutoff wavelength of 2 kmas summarized in our Appendix B.1. The Mission Performance andError Budget document (Esteban Fernandez, 2017) gives three differentvalues for the standard deviation of uncorrelated measurement errorsfor 2-m SWH. The specification of the white-noise contribution tothe total error spectrum in the unnumbered first equation in Sec. 5.1[see also Eq. (F.1) below] can be combined with the unnumbered lastequation in Sec. 5.1.1 for the 1-sided, 1-dimensional power spectraldensity of the uncorrelated SSH measurement errors to deduce a valueof 𝜎ℎ = 2.74 cm. The swath-averaged standard deviation for 2-m SWHis subsequently stated in Secs. 5.1.3 and 5.4.5 to be 2.5 cm and 2.4 cm,respectively.
10 In the preceding appendices, the variance 𝜎2𝜖 of uncorrelated errors wasdenoted generically with the subscript 𝜖 in order to be applicable to eitherSWOT or WaCM, which measure different variables. Hereafter, the subscript
𝜖 is replaced with a symbol that is indicative of the variable of interest. Asthe focus in this appendix is on the errors of SWOT estimates of SSH, thesubscript ℎ is used in place of 𝜖. Other symbols are used in Appendices G andI, depending on the variable of interest (see the discussion in the introductionof Appendix G).
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Fig. F.1. The current projected performance of the SWOT instrument. The graphshows the dependencies of the standard deviation of uncorrelated errors of SWOTmeasurements of SSH on significant wave height (SWH) and swath location relative tothe satellite ground track. The seven solid lines correspond to SWH values increasingfrom 2 m to 8 m at increments of 1 m (bottom to top). The errors for 0-m SWHare essentially the same as those shown for 2-m SWH. This projected performanceincorporates improvements over the baseline science requirements for SWOT. Thehorizontal dashed line is the estimate 𝜎ℎ = 2.74 cm of the cross-swath average standarddeviation of uncorrelated measurement errors derived in Appendix F from the baselinescience requirements.Source: The solid lines in the figure are from Fig. 2.5 of Gaultier et al. (2017).
Four different values for the standard deviation 𝜎ℎ of the uncor-related errors of SWOT measurements of SSH can thus be found inthe SWOT documentation. Among these, the value of 𝜎ℎ = 2.74 cmis derived below from the wavenumber spectral specification of thescience requirements and thus represents the baseline accuracy require-ment for uncorrelated errors in SWOT measurements of SSH with afootprint size of 1 km. Although not stated as such, the three slightlysmaller values noted above may be projected estimates (at the timeof writing of the various sections of the reports) of the accuracy thatwill actually be achieved from SWOT in orbit. Alternatively, they mayconsider only the effects of instrumental errors and neglect smallersources of uncorrelated errors such as the effects of spacecraft pointingerrors on the signal-to-noise ratio across the measurement swaths.Since the baseline requirement for the standard deviation of theuncorrelated measurement errors is ambiguous in the SWOT docu-mentation, and because this information is crucial for the simulatedSWOT sampling of the CCS model output in this study and likely inother studies, an expression for the error standard deviation is derivedin this appendix. As in the spectral specification of SWOT measure-ment accuracy requirements in Rodríguez and Callahan (2016), thestandard deviation of uncorrelated measurement errors derived belowis the global swath-averaged value for SWOT estimates of SSH witha footprint size of 1 km in conditions of 2-m SWH. In reality, themeasurement errors increase toward each edge of the two parallel mea-surement swaths. They also increase with increasing SWH, which variesgeographically and temporally. The most recent projected estimates ofthe dependencies of the SWOT measurement errors on swath locationand SWH are shown in Fig. F.1 (see also Fig. 2.5 of Gaultier et al.,2017).The required variance 𝜎2ℎ of the uncorrelated errors in the pre-processed SWOT estimates of SSH with a footprint size of 1 km isdetermined here from the baseline spectral characterization of theSWOT measurement errors that is specified in the SWOT Science Re-quirements Document (Rodríguez and Callahan, 2016) in terms ofthe residual errors after smoothing of the pre-processed data with ahalf-power filter cutoff wavelength of 𝜆𝑐 = 15 km. Explanation ofwhat exactly is meant by this smoothing is contradictory in the SWOT
Fig. F.2. The 1-sided, 1-dimensional along-track wavenumber power spectral density ofthe science requirements for measurement errors of SWOT data before and after (blueand red lines, respectively) smoothing in ground-based post-processing to eliminatevariability with wavelengths shorter than a half-power filter cutoff wavelength of
𝜆𝑐 = 15 km (shown by the dotted black line). The dotted red line corresponds to therequirement for red noise from orbit errors and long-wavelength measurement errors.The dashed red line corresponds to the requirement for residual uncorrelated errorsafter smoothing either 2-dimensionally with an ideal filter that has a magnitude of1 for wavelengths longer than 𝜆𝑐 and 0 for shorter wavelengths or smoothing only1-dimensionally in the cross-track dimension with any realizable low-pass filter thathas a half-power filter cutoff wavlength of 𝜆𝑐 . The solid red line is the sum of thepower spectral densities of the red noise and the low-pass filtered uncorrelated errors.The dashed blue line corresponds to the uncorrelated errors in pre-processed SWOTdata for a footprint size of 1 km that is derived in Appendix F without the 15-kmsmoothing. The solid blue line is the sum of the power spectral densities of the rednoise and the white noise in the pre-processed SWOT data. The thick black line is the68th-percentile SSH signal power spectral density from the SWOT Science RequirementsDocument (Rodríguez and Callahan, 2016). A power-law rolloff of 𝑙−5∕2 for alongshorewavenumber 𝑙 is shown for reference as the thin black line. The dashed and solid greenlines show, respectively, the spectra of the residual uncorrelated noise and the totalnoise that would be obtained if the SWOT data were smoothed 2-dimensionally usinga realizable Parzen smoother with a half-power filter cutoff wavelength of 𝜆𝑐 = 15 km(For interpretation of the references to colour in this figure, the reader is referred tothe web version of this article.).
documentation. The requirement 2.7.2a in Sec. 2.7 of the Science Re-quirements Document (Rodríguez and Callahan, 2016) explicitly statesthat 15-km smoothing is to be performed 2-dimensionally. Consistentwith this specification, the Mission Performance and Error Budget doc-ument (Esteban Fernandez, 2017) states in Sec. 4.1 that the objective ofthe SWOT mission is to characterize SSH variability at spatial scales of15 km and larger, which implicitly implies 2-dimensional smoothing.But later in Sec. 5.1.1 of the document, it is stated that the smoothing isto be applied only 1-dimensionally in the cross-track dimension by ‘‘anideal square filter’’ that is later clarified in Sec. 5.1.2 to be the simplerunning average filter with the uniform weighting function given by(A.4) in our Appendix A (which was shown in Figs. A.1 and C.3 to befar from ideal in the wavenumber domain).A rationale for smoothing only in the cross-track dimension isgiven in the discussion following the last unnumbered equation in Sec.5.1.1 of Esteban Fernandez (2017) based on consideration only of thealong-track wavenumber spectrum of smoothed SSH, as opposed to theresolution of the 2-dimensional SSH fields themselves. While smoothingonly in the cross-track dimension is justifiable if the interest is solelyin the 1-dimensional along-track wavenumber spectrum, the smoothingwould more generally be applied isotropically in two dimensions toachieve the resolution of 15 km. The analysis that follows thereforeassumes that the 15-km smoothing is applied in this manner.
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In the discussion that follows, we will consider both an idealizedfilter and a realizable filter that rolls off gradually through the half-power filter cutoff wavenumber. As expressed by (D.5a), smoothing thepre-processed estimates of SSH with half-power filter cutoff wavenum-bers of 𝑘𝑐 and 𝑙𝑐 in the 𝑥 and 𝑦 dimensions, respectively, reduces theuncorrelated error variance 𝜎2ℎ by the approximate multiplicative factor(D.14b) of 𝛼 = 4𝛥𝑥𝛥𝑦 𝑘𝑐𝑙𝑐 , where 𝛥𝑥 and 𝛥𝑦 are the sample intervalsat which the measurement errors are uncorrelated. For isotropic 2-dimensional smoothing with 𝑘𝑐 = 𝑙𝑐 = 1∕15 cpkm and a uniform sampleinterval of 𝛥𝑥 = 𝛥𝑦 = 1 km, this multiplicative factor is 𝛼 = 4∕152 =
1∕56.25. The science requirement for measurement accuracy could thushave been specified in terms of the variance 𝜎2ℎ of residual errors aftersmoothing isotropically with a filter cutoff wavelength of 𝜆𝑐 = 15 km.The variance of the unsmoothed pre-processed SWOT estimates of SSHthat gives this value of 𝜎2ℎ could then be simply calculated as 𝜎2ℎ =
𝛼−1 𝜎2ℎ = 56.25 𝜎
2
ℎ.The baseline requirement for instrument noise is instead specified inthe Science Requirements Document (Rodríguez and Callahan, 2016) interms of the 1-sided, 1-dimensional (along-track) wavenumber powerspectral density of the residual white-noise contribution to the total SSHmeasurement errors after smoothing as
𝑆1𝑑ℎ (𝑙) = 2 cm
2∕cpkm, for 1∕1000 ≤ 𝑙 ≤ 1∕15cpkm. (F.1a)
The overbar signifies the 15-km smoothing of the SWOT data. Theinstrumental errors are thus specified explicitly only for wavenumbers
𝑙 smaller than 𝑙𝑐 = 1∕15 cpkm, i.e., for wavelengths 𝜆 = 𝑙−1 longer thanthe half-power filter cutoff wavelength of 𝜆𝑐 = 𝑙−1𝑐 = 15 km.For 2-dimensional smoothing with an ideal isotropic 2-dimensionalfilter, the specification of the spectrum (F.1a) would be extended fromthe filter cutoff of 𝑙𝑐 = 1∕15 cpkm to the Nyquist wavenumber 𝑙 ofthe SWOT data as
𝑆1𝑑ℎ (𝑙) = 0, for 1∕15 < 𝑙 ≤ 𝑙 cpkm. (F.1b)For the present official planned footprint size of 1 km and sample gridspacings of 𝛥𝑥 = 𝛥𝑦 = 1 km for the pre-processed SWOT estimates ofSSH as specified in the onboard processing document (Peral, 2016), theNyquist wavenumber is 𝑙 = 0.5 cpkm. The residual white noise errorspectrum (F.1a) and (F.1b) after smoothing with the ideal isotropic2-dimensional filter is shown by the dashed red line in Fig. F.2.It was shown in Appendix E that the constant 1-sided, 1-dimensionalalong-track wavenumber spectrum of residual uncorrelated measure-ment errors after smoothing with half-power filter cutoff wavenumbersof 𝑘𝑐 and 𝑙𝑐 in the 𝑥 and 𝑦 dimensions is related to the variance 𝜎2ℎ ofthe unsmoothed errors by (E.6b). For the ideal isotropic 2-dimensionalfilter specified by (F.1a) and (F.1b), the filter transfer function 𝑊𝑙𝑐 (𝑙)on the right side of (E.6b) is given by (E.9b). Then (E.6b) simplifies to
𝑆1𝑑ℎ (𝑙) =
{
4𝛥𝑥𝛥𝑦 𝑘𝑐 𝜎2ℎ if 0 < 𝑙 ≤ 𝑙𝑐
0 otherwise. (F.2)
Comparing (F.2) with the science requirement (F.1) expresses thevariance of the pre-processed SWOT estimates of SSH as
𝜎2ℎ =
1 cm2∕cpkm
2𝛥𝑥𝛥𝑦 𝑘𝑐
. (F.3a)
The units in the numerator of this equation, in combination with theunits of the variables in the denominator, assure that the left side of(F.3a) has units of cm2. For a sample interval of 𝛥𝑥 = 𝛥𝑦 = 1 kmbetween uncorrelated errors in pre-processed SWOT data and the post-processing half-power filter cutoff wavenumber of 𝑘𝑐 = 1∕15 cpkm inthe science requirement specification, this gives a variance of
𝜎2ℎ = 7.5 cm
2 = (2.74 cm)2 (F.3b)
for the errors of the pre-processed SWOT estimates of SSH. The require-ment for 1 km × 1 km pre-processed estimates of SSH with isotropic2-dimensional smoothing with a half-power filter cutoff wavelength
of 2 km to achieve a footprint size of 1 km is therefore that theuncorrelated errors have a standard deviation of 𝜎ℎ = 2.74 cm.As recently recommended by the SWOT Algorithm DevelopmentTeam (see Appendix B.1), a smaller footprint size of 0.5 km is likelyto be adopted in the near future for the onboard pre-processed SWOTestimates of SSH. For pre-processing of the raw SWOT data with asmaller isotropic filter cutoff wavelength of 1 km in order to achievethe footprint size of 0.5 km, the standard deviation (F.3b) of allowedmeasurement errors would increase by a factor of two.The overall average measurement error standard deviation of 𝜎ℎ =
2.74 cm derived above from the baseline specification (F.1) in termsof the white noise spectrum of the instrumental errors for 2-m SWHis shown as the dashed line in Fig. F.1. It is visually apparent thatthe across-swath average of the most recent projected estimate of themeasurement errors that will be achieved by SWOT for 2-m SWH issmaller than 2.74 cm. An overall average of 2.74 cm appears to be morerepresentative of the projected errors for a SWH of about 4 m. If theprojected estimates of the measurement error characteristics shown inFig. F.1 are achieved, the results presented in Sections 6, 8 and 9 maybe somewhat pessimistic for 2-m SWH. From the analysis in Section 8,however, space–time smoothed maps of the geostrophically computedvelocity and vorticity fields are much more susceptible to samplingerrors than measurement errors. The distinction between 2.74 cm andthe slightly smaller values of 2.54 cm, 2.5 cm and 2.4 cm noted abovefrom the various SWOT documents is therefore a minor issue in theanalysis of resolution capability presented in this paper.The effects of a 𝜎ℎ = 2.74 cm standard deviation of errors in pre-processed SWOT data on the standard deviations of errors of geostroph-ically computed SWOT estimates of velocity and vorticity are quantified
Fig. F.3. The alongshore wavenumber power spectral density of SSH computed fromthe CCS model. The spectrum shown by the red line was smoothed by ensembleaveraging over the individual spectra computed from alongshore grid lines that extendthe full length of the model domain shown in Fig. 5a with a cross-shore spacing of5 km. The blue line is the spectrum computed empirically from simulated SSH errorfields with a footprint size of 1 km and a standard deviation of 𝜎ℎ = 2.74 cm aftersmoothing 2-dimensionally using a Parzen smoother with a half-power filter cutoffwavelength of 𝜆𝑐 = 15 km. The green line is the theoretical spectrum of SSH errorsderived in Appendix I.2 for the same filtering. The black line is the 68th-percentileSSH spectrum from Fig. F.2 that is the basis for defining the science requirements forSWOT. Power-law rolloffs of 𝑙−5∕2 and 𝑙−7∕2 for alongshore wavenumber 𝑙 are overlaidfor reference as thin lines. As noted in the caption for Fig. 13, the rolloff of 𝑙−7∕2 isnot significantly different from the rolloff of 𝑙−11∕3 that was deduced from along-trackaltimeter data by Le Traon et al. (2008) and is consistent with the 𝑙−5∕3 spectral rolloffof velocity in SQG theory (Held et al., 1995). (For interpretation of the references tocolour in this figure legend, the reader is referred to the web version of this article.)
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Fig. F.4. The wavenumber power spectral densities of SSH computed from the boxedregion of the North Atlantic HF and LF simulations shown in Fig. 10 (blue and red lines,respectively). The spectra were smoothed by ensemble averaging over the individualspectra computed from ‘‘cross-shore’’ grid lines (southeast to northwest) over the regionshown by the boxes in Fig. 10. The thick black line is the 68th-percentile SSH spectrumfrom Figs. F.2 and F.3 that defines the science requirements for SWOT and the greenline is the theoretical spectrum of SSH errors derived in Appendix I.1 and shownpreviously in Fig. F.3 after smoothing 2-dimensionally using a Parzen smoother witha half-power filter cutoff wavelength of 𝜆𝑐 = 15 km. Power-law rolloffs of 𝑙−5, 𝑙−3 and
𝑙−5∕2 for wavenumber 𝑙 are overlaid for reference as thin lines (For interpretation ofthe references to colour in this figure, the reader is referred to the web version of thisarticle.).
in Appendix G using propagation-of-error analysis. The wavenumberspectral characteristics of the errors in SWOT estimates of SSH andgeostrophically computed velocity components and vorticity estimatedfrom the pre-processed SWOT data and after additional smoothing inground-based post-processing are derived in Appendix I.The uncorrelated measurement errors in the SWOT estimates of SSHare superimposed on spatially correlated (long-wavelength) noise fromorbit errors and various environmental effects. The science requirementfor these red-noise errors is that they have a 1-sided, 1-dimensional(along-track) power spectral density no larger than
𝑆1𝑑𝑟𝑒𝑑 (𝑙) = 0.0125 𝑙
−2 cm2∕cpkm, for 1∕1000 < 𝑙 < 1∕15 cpkm, (F.4)
which is shown extrapolated from the wavenumber 𝑙𝑐 = 1∕15 cpkm tothe Nyquist wavenumber 𝑙 = 0.5 cpkm for 1 km × 1 km sampling bythe dotted red line in Fig. F.2. It can be seen that smoothing with anideal isotropic 2-dimensional filter that has a half-power filter cutoffwavelength of 𝜆𝑐 = 𝑙−1𝑐 = 15 km would have very little attenuationeffect on the red noise since it has so little power at wavenumbers
𝑙 > 𝑙𝑐 . The science requirement specification for the along-track powerspectral density of the total measurement errors in the SWOT data isthus given approximately by the sum of the red-noise spectrum (F.4)and the spectrum (F.1) of the residual white noise after ideal low-passfiltering with a half-power filter cutoff wavelength of 15 km. This totalmeasurement error spectrum is shown by the solid red line in Fig. F.2.The analysis above based on isotropic 2-dimensional smoothingneglects the effects of imperfections of the filter transfer function ofany realizable low-pass filter that could be applied in practice inground-based post-processing of the pre-processed SWOT estimates ofSSH. Post-launch verification of the SWOT instrument performance asspecified spectrally by (F.1) for SWOT data smoothed 2-dimensionally
and isotropically as explicitly stated in the Science Requirements Doc-ument (Rodríguez and Callahan, 2016) would therefore be subject toimperfections of the filter transfer function. For example, the dashedgreen line in Fig. F.2 shows the 1-sided, 1-dimensional power spectraldensity of residual white noise errors after smoothing 2-dimensionallyusing a Parzen smoother with a half-power filter cutoff wavelengthof 𝜆𝑐 = 𝑘−1𝑐 = 𝑙−1𝑐 = 15 km. The solid green line is the sum ofthis realizable low-pass filtered white noise spectrum and the red-noisespectrum (F.4). Because of the gradual rolloff of the filter transferfunction through the half-power filter cutoff wavelength 𝑙𝑐 , the flatnessof the residual error spectrum to the value specified by (F.1a) wouldnot be detectable when the pre-processed SWOT data are smoothed 2-dimensionally with a realizable filter. The requirement for uncorrelatedmeasurement errors in the SWOT estimates of SSH that are specified inthe Science Requirements Document based on isotropic 2-dimensionalsmoothing therefore cannot be formally tested in the spectral form(F.1).The issue of the untestability of the science requirement specifica-tion (F.1) in terms of an ideal 2-dimensional filter can be alternativelyaddressed by ‘‘reverse engineering’’ the science requirement to deter-mine the required wavenumber spectral characteristics of the unfilterederrors of SWOT estimates of SSH. From (E.4b) in Appendix E and thevariance (F.3) derived above from (F.1), the along-track white noisespectrum for the uncorrelated errors in the unfiltered pre-processedSWOT estimates of SSH in the baseline design is
𝑆1𝑑ℎ (𝑙) = 2𝛥𝑦 𝜎
2
ℎ = 15cm
2∕cpkm for 0 < 𝑙 ≤ 𝑙 , (F.5)where 𝑙 = (2𝛥𝑦)−1 is again the Nyquist wavenumber for a sampleinterval 𝛥𝑦.The spectrum (F.5) of unfiltered uncorrelated measurement errorsis shown by the dashed blue line in Fig. F.2 for the case of a footprintsize of 1 km and grid spacings of 𝛥𝑥 = 𝛥𝑦 = 1 km. Except at theshort wavelengths over which the total SWOT measurement errorsare dominated by the contribution from uncorrelated measurementerrors, the wavenumber spectrum of long-wavelength measurementerrors shown by the dotted red line in Fig. F.2 is approximately thesame with and without smoothing with the half-power filter cutoffwavelength of 15 km considered above. The wavenumber spectrum oftotal errors in the pre-processed SWOT data without smoothing canthus be approximated by the sum of the dashed blue line and thedotted red line, which is shown as the solid blue line in Fig. F.2. Incontrast to the solid red line that is untestable because it is based on ahypothetical ideal 2-dimensional low-pass filter, the requirement thatthe wavenumber spectrum of unsmoothed measurement errors be nogreater than the solid blue line can be tested in post-launch verification.This will also avoid edge effect problems from 15-km smoothing in thecross-track dimension near the edges of the narrow 50-km swath oneach side of the satellite ground track (see further discussion below).The specification (F.1) of the SWOT measurement errors based onidealized filtering can thus be tested indirectly from the along-trackspectrum of unfiltered pre-processed SWOT data.The preceding analysis is based on the science requirements asspecified by Rodríguez and Callahan (2016) in terms of isotropic 2-dimensional smoothing with a half-power filter cutoff wavelength of15 km in each dimension. As noted previously, Sec. 5.1.1 of the MissionPerformance and Error Budget document (Esteban Fernandez, 2017)specifies smoothing only 1-dimensionally in the cross-track dimension.In that case, the wavenumber power spectral density would be at-tenuated uniformly at all wavenumbers by the factor 𝛼 = 1∕56.25derived above, without the gradual rolloff at high wavenumbers thatwould occur with along-track smoothing in addition to the cross-tracksmoothing. This is true regardless of the imperfections of the filteringin the cross-track dimension, i.e., perpendicular to the along-trackdimension of the 1-dimensional wavenumber spectrum.The along-track wavenumber spectrum of this cross-track1-dimensionally smoothed SSH extends uniformly to the Nyquist
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wavenumber 𝑙 = (2𝛥𝑦)−1 cpkm with the value of 𝑆1𝑑ℎ (𝑙) = 2 cm2/cpkmin the spectral specification (F.1) of the science requirements for theuncorrelated measurement errors. However, the specification in theunnumbered first equation of Sec. 5.1 of Esteban Fernandez (2017)[equivalent to our Eq. (F.1a)] considers only the portion of this at-tenuated spectrum for wavenumbers smaller than 1/15 cpkm. Thisis effectively equivalent to assuming idealized isotropic smoothing inboth the cross-track and along-track dimensions, as in our analysisabove, with the distinction that the SWOT performance on-orbit can betested spectrally if only 1-dimensional cross-track smoothing is applied.This cross-track smoothing can only be applied across the narrow 50-km swath on each side of the satellite ground track. This is only 3.3times the half-power filter cutoff wavelength of 15 km. The cross-tracksmoothing will therefore be susceptible to artifacts from edge effects ofthe smoothing. It is preferable to test the SWOT performance from thespectrum (F.5) of unfiltered pre-processed SWOT estimates of SSH, asnoted above.We note again that testability of the science requirement for SWOTmeasurement accuracy would be a moot issue if the uncorrelatedmeasurement errors had been specified in terms of the variance 𝜎2ℎgiven by (F.3b) derived above for the pre-processed SWOT estimatesof SSH with a footprint size of 1 km. It would then be straightforwardto test the SWOT performance either from the noise in the SSH fields orspectrally from (F.5) without the need for ground-based post-processingto smooth either 2-dimensionally or 1-dimensionally (cross-track) witha half-power filter cutoff wavelength of 𝜆𝑐 = 15 km. This will avoidany of the edge effect problems mentioned above that could arise fromsmoothing with a half-power filter cutoff wavelength of 15 km acrossa swath width of only 50 km.It is enlightening to compare the 68th-percentile SSH wavenumberspectrum upon which the science requirement for SWOT measurementaccuracy is based with the alongshore wavenumber spectrum of SSHfrom the CCS model used throughout this study. The two spectraare shown in Fig. F.3 along with the empirical and theoretical spec-tra of residual SSH measurement errors after isotropic 2-dimensionalsmoothing with a half-power filter cutoff wavelength of 𝜆𝑐 = 15 km(see Appendix I.2 for the details of the calculation of the theoreticalerror spectrum). As discussed above, the science requirement is for theSSH signal and error spectra with 15-km smoothing to intersect at awavenumber of 0.067 cpkm (a wavelength of 15 km), thus achievinga signal-to-noise ratio of 1 at the wavelength resolution goal of 15km. It is evident from Fig. F.3 that the SSH signal spectrum from theCCS model used in this study intersects the error spectrum at a smallerwavenumber of about 0.033 cpkm, which corresponds to a wavelengthof about 30 km. At this wavelength, the spectral power in the CCSmodel is about a factor of 5 less energetic than the spectral power inthe assumed 68th-percentile spectrum.The discrepancy between the intersections of the white-noise spec-trum for SWOT measurement errors with 15-km isotropic 2-dimensionalsmoothing and the two SSH signal spectra shown in Fig. F.3 raisesa question about whether the spectral specification of the sciencerequirements for SWOT will be achieved for the actual SSH spec-trum. The difference occurs because the CCS model spectrum rolls offmore steeply toward high wavenumbers than does the 68th-percentilespectrum assumed in the Science Requirements Document. In thewavenumber range from about 0.003 cpkm to 0.1 cpkm (wavelengthsfrom about 300 km to 10 km), the dependence of the CCS modelspectrum on alongshore wavenumber 𝑙 is approximately 𝑙−7∕2 comparedwith a rolloff of about 𝑙−5∕2 for the assumed 68th-percentile SSHspectrum.The flatter assumed 68th-percentile wavenumber spectrum is basedon extrapolation of along-track SSH spectra from nadir altimetry thatresolves variability only down to wavelength scales of about 70 km (Xuand Fu, 2012). The validity of this extrapolation is unknown since ob-servational data are not presently available to determine the SSH spec-trum on these scales. Velocity measurements by acoustic Doppler cur-rent profilers can be inverted by assuming geostrophy (see, for example,
Fig. 4 of Rocha et al., 2016). Such inversions omit the SSH signals frominternal gravity waves and other small-scale ageostrophic processes.The spectral characteristics at wavelengths shorter than 70 km musttherefore be inferred from high-resolution ocean circulation models.The contributions of internal gravity waves and other small-scaleageostrophic processes to the spatial variability of SSH will flattenthe spectrum (i.e., increase the variance) at high wavenumbers. Someinsight into their effects on the wavenumber spectrum of SSH can begained from the pair of North Atlantic simulations shown in Figs. 10and 11 of Section 3. The wavenumber rolloff in the SSH spectrumcomputed from the model forced by monthly winds and no ocean tides(the LF simulation) is about 𝑙−5 over all wavenumbers in the regionsoutheast of the Gulf Stream (Fig. F.4). Up to a wavenumber of about1/50 cpkm, the spectral rolloff is also about 𝑙−5 in the model forced byhigh-frequency winds and ocean tides (the HF simulation). At higherwavenumbers, however, the spectral rolloff in the HF model flattens toabout 𝑙−3. As in the case of the spectrum from the CCS model shownin Fig. F.3, the spectra from both the HF model and the LF modelintersect the error spectrum at wavelengths significantly longer thanthe resolution goal of 15 km.On the other hand, Savage et al. (2017) found flatter spectralrolloffs between 𝑙−2 and 𝑙−1 at wavenumbers between 1/70 cpkm and1/30 cpkm in high-resolution versions of the Massachusetts Instituteof Technology general circulation model (MITgcm) for a wide rangeof dynamical regimes (see also Rocha et al., 2016). They attributemost of this flattening of the SSH spectrum to internal gravity waves.Depending on the signal power levels, a consequence of the flatterspectral rolloffs is that the SSH signal spectra from the MITgcm modelcan intersect the noise spectrum for 15-km smoothed SWOT data atshorter wavelengths than from the three ROMS models considered inFigs. F.3 and F.4. If the spectrum of SSH in the real ocean is similarto the SSH spectra from the MITgcm model, the wavelength resolutiongoal of 15 km will be achieved.It is apparent from the discussion above that the details of thewavenumber spectral characteristics of SSH differ from one modelto another and likely from one region to another. These differencesare apparently attributable to a variety of technical details of themodel formulations. One of the primary contributions of the SWOTmission will be to provide the first observational evidence from whichthe wavenumber spectral characteristics of SSH as represented in thevarious models can be tested.
Appendix G. The standard deviations of the errors of SWOT andWaCM estimates of derivative quantities
The variables of interest in this study include derivatives of the basicmeasurements by SWOT and WaCM. For SWOT, the velocity must becomputed geostrophically from derivatives of the noisy SSH measure-ments and the vorticity must be estimated from additional derivativesof the geostrophically computed velocity estimates, i.e., double differ-entiation of the noisy SSH measurements. For WaCM, the velocity willbe measured directly and vorticity will be computed from derivativesof the noisy velocity component measurements. Estimation of thesederivatives by finite differencing of the gridded fields of the variablemeasured by each instrument amplifies the errors in the measuredvariables. The effects of these error amplifications on the uncertaintiesof the SWOT and WaCM estimates of the derivative fields are quantifiedin this appendix using standard propagation-of-error analysis.Throughout this appendix, errors are denoted by 𝜖 with a subscriptsymbol that is indicative of the variable of interest and the variancesof these errors are denoted by 𝜎2 with the same subscript. As in Ap-pendix F, the subscript ℎ is used in Appendix G.1 to indicate the errorsof pre-processed SWOT estimates of SSH. The subscripts 𝑢𝑔 , 𝑣𝑔 and 𝜁𝑔are used in Appendix G.1 to indicate the errors of geostrophically com-puted SWOT estimates of the two velocity components and vorticity.Similarly, the subscripts 𝑢, 𝑣 and 𝜁 are used in Appendix G.2 to indicate
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the errors of WaCM estimates of the two velocity components and vor-ticity. As in Appendices E and F, overbars are used in Appendix G.3 toindicate the variances of residual errors after 2-dimensional smoothingof the pre-processed SWOT data.An important point to note is that the expressions (G.2b), (G.5) and(G.8) derived below for the variances of the errors of geostrophicallycomputed SWOT estimates of the 𝑥 and 𝑦 components of velocity andvorticity are all expressed in terms of the variance 𝜎2ℎ of the pre-processed SWOT estimates of SSH. The value of 𝜎2ℎ = (2.74 cm)2 thatis derived for a footprint size of 1 km in Appendix F is used in theapplications of these equations in Section 4.1, but the same equationscan be used for any specified value of 𝜎2ℎ. Likewise, the expression(G.15) derived below for the variance of errors of WaCM estimates ofvorticity is expressed in terms of the variances 𝜎2𝑢 and 𝜎2𝑣 of WaCMestimates of the 𝑥 and 𝑦 components of velocity. A value of 𝜎2𝑢 = 𝜎2𝑣 =
(0.354 m s−1)2 for a footprint size of 5 km is used in the application ofthis equation in Section 4.2, but the same equation can be used for anyspecified values of 𝜎2𝑢 and 𝜎2𝑣 .As noted previously, the uncorrelated measurement errors for bothSWOT and WaCM will vary in the cross-track direction and will dependon significant wave height. The constant values of 𝜎ℎ = 2.74 cm and
𝜎𝑢 = 𝜎𝑣 = 0.354 m s−1 used throughout this study are the average valuesacross the measurement swaths. In actuality, these errors increase to-ward the edges of the swaths as shown in Fig. F.1 for the case of SWOT.Because we have neglected the cross-track variations of instrumentalnoise, the effects of uncorrelated errors on the resolution capabilities ofSWOT and WaCM estimates of the variables of interest are likely to beunderestimated in Sections 6 and 8–10. In other words, the resolutioncapabilities inferred from the analysis in this study are likely somewhatoptimistic.
G.1. Geostrophically computed SWOT estimates of velocity and vorticitywith 1 km footprint
The standard deviation of the uncorrelated instrumental noise con-tribution to the pre-processed SWOT measurements of SSH was derivedin Appendix F from the wavenumber spectral specification (F.1) in thebaseline requirement for SWOT measurement errors. For measurementswith a footprint size of 1 km, the derived value of the standard devia-tion for the baseline design is 𝜎ℎ = 2.74 cm. It is shown in the bottompanel of Fig. B.1a that SWOT SSH measurement errors with a footprintsize of 1 km are essentially uncorrelated on a 𝛥𝑥 × 𝛥𝑦 = 1 km × 1 kmgrid.The error 𝜖𝑣𝑔 (𝑥, 𝑦) of the alongshore component of geostrophicallycomputed velocity 𝑣 = 𝑔𝑓−1𝜕ℎ∕𝜕𝑥 at grid location (𝑥, 𝑦) estimated fromcross-shore centered differences of the height errors at the adjacent gridlocations in the 𝑥 dimension is
𝜖𝑣𝑔 (𝑥, 𝑦) =
𝑔
𝑓
𝜖ℎ(𝑥 + 𝛥𝑥, 𝑦) − 𝜖ℎ(𝑥 − 𝛥𝑥, 𝑦)
2𝛥𝑥
. (G.1)
Since the height errors are assumed here to be spatially homogeneous,the variance of these alongshore geostrophically computed velocityerrors obtained by propagation-of-error analysis is
𝜎2𝑣𝑔 =
𝑔2
𝑓 2
𝜎2ℎ
2𝛥𝑥2
[
1 − 𝜌ℎ(2𝛥𝑥)
]
, (G.2a)
where 𝜌ℎ(2𝛥𝑥) is the autocorrelation of the SSH measurements at aspatial lag of 2𝛥𝑥. This lagged autocorrelation is essentially zero sincethe height errors for a footprint size of 1 km are essentially uncorrelatedon a 1 km × 1 km grid as noted above from the bottom panel ofFig. B.1a. The variance of the alongshore geostrophically computedvelocity errors is therefore
𝜎2𝑣𝑔 =
𝑔2
𝑓 2
𝜎2ℎ
2𝛥𝑥2
. (G.2b)
The Coriolis parameter at the central latitude 37◦N of the CCS modeldomain is 𝑓 = 8.75 × 10−5 s−1. For gravitational acceleration 𝑔 =
9.81 m s−2, an SSH error variance of 𝜎2ℎ = (2.74 cm)2 and a grid spacingof 𝛥𝑥 = 1 km, the standard deviation of the errors of the alongshoregeostrophically computed velocity component is
𝜎𝑣𝑔 (37
◦N) = 2.17 m s−1. (G.3)
The error 𝜖𝑢𝑔 (𝑥, 𝑦) of the cross-shore component of geostrophicallycomputed velocity 𝑢 = −𝑔𝑓−1𝜕ℎ∕𝜕𝑦 at grid location (𝑥, 𝑦) estimatedsimilarly from alongshore centered differences of the height errors atthe adjacent grid locations in the 𝑦 dimension is
𝜖𝑢𝑔 (𝑥, 𝑦) = −
𝑔
𝑓
𝜖ℎ(𝑥, 𝑦 + 𝛥𝑦) − 𝜖ℎ(𝑥, 𝑦 − 𝛥𝑦)
2𝛥𝑦
. (G.4)
Analogous to the derivation of (G.2b), the variance of these cross-shoregeostrophically computed velocity errors on a 1 km × 1 km grid is
𝜎2𝑢𝑔 =
𝑔2
𝑓 2
𝜎2ℎ
2𝛥𝑦2
. (G.5)
For a uniform grid spacing 𝛥𝑥 = 𝛥𝑦 = 1 km, the cross-shore geostroph-ically computed velocity errors 𝜖𝑢𝑔 (𝑥, 𝑦) at the central latitude 37◦N ofthe CCS model domain have the same standard deviation (G.3) as thealongshore velocity errors,
𝜎𝑢𝑔 (37
◦N) = 2.17 m s−1. (G.6)
The error 𝜖𝜁𝑔 (𝑥, 𝑦) of the vorticity 𝜁𝑔 = 𝜕𝑣𝑔∕𝜕𝑥 − 𝜕𝑢𝑔∕𝜕𝑦 at grid lo-cation (𝑥, 𝑦) calculated from centered differences of the geostrophicallycomputed velocity component errors is
𝜖𝜁𝑔 (𝑥, 𝑦)=
𝜖𝑣𝑔(𝑥+𝛥𝑥, 𝑦)−𝜖𝑣𝑔(𝑥−𝛥𝑥, 𝑦)
2𝛥𝑥
−
𝜖𝑢𝑔(𝑥, 𝑦+𝛥𝑦)−𝜖𝑢𝑔(𝑥, 𝑦−𝛥𝑦)
2𝛥𝑦
. (G.7a)
From the expressions (G.1) and (G.4) for the geostrophically com-puted velocity component errors calculated from centered differencesof height errors, (G.7a) can be written as the sum of four centereddifferences of height errors with center points at (𝑥+ 𝛥𝑥, 𝑦), (𝑥− 𝛥𝑥, 𝑦),
(𝑥, 𝑦 + 𝛥𝑦) and (𝑥, 𝑦 − 𝛥𝑦),
𝜖𝜁𝑔 (𝑥, 𝑦) =
𝑔
𝑓
1
2𝛥𝑥
[
𝜖ℎ(𝑥 + 2𝛥𝑥, 𝑦) − 𝜖ℎ(𝑥, 𝑦)
2𝛥𝑥
−
𝜖ℎ(𝑥, 𝑦) − 𝜖ℎ(𝑥 − 2𝛥𝑥, 𝑦)
2𝛥𝑥
]
+ 𝑔
𝑓
1
2𝛥𝑦
[
𝜖ℎ(𝑥, 𝑦 + 2𝛥𝑦) − 𝜖ℎ(𝑥, 𝑦)
2𝛥𝑦
−
𝜖ℎ(𝑥, 𝑦) − 𝜖ℎ(𝑥, 𝑦 − 2𝛥𝑦)
2𝛥𝑦
]
. (G.7b)
For a uniform grid spacing 𝛥𝑦 = 𝛥𝑥, this simplifies to
𝜖𝜁𝑔 (𝑥, 𝑦) =
𝑔
𝑓
1
4𝛥𝑥2
[
𝜖ℎ(𝑥 + 2𝛥𝑥, 𝑦)
+ 𝜖ℎ(𝑥 − 2𝛥𝑥, 𝑦)
− 4𝜖ℎ(𝑥, 𝑦)
+ 𝜖ℎ(𝑥, 𝑦 + 2𝛥𝑦)
+ 𝜖ℎ(𝑥, 𝑦 − 2𝛥𝑦)
]
. (G.7c)
For the 1 km × 1 km grid on which SWOT estimates of SSH are uncor-related, the variance of the errors of SWOT estimates of 𝜁𝑔 obtained bypropagation-of-error analysis is
𝜎2𝜁𝑔 =
𝑔2
𝑓 2
20 𝜎2ℎ(
4𝛥𝑥2
)2 . (G.8)
At the central latitude 37◦N of the CCS model domain, the standarddeviation of the errors of geostrophically computed SWOT estimates ofvorticity is thus
𝜎𝜁𝑔 (37
◦N) = 3.43 × 10−3 s−1. (G.9a)
Compared with the planetary vorticity of 𝑓 = 8.75 × 10−5 s−1 at 37◦N,this standard deviation of the geostrophically computed vorticity errors
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is
𝜎𝜁𝑔 (37
◦N) = 39.1𝑓. (G.9b)
The uncertainties (G.3) and (G.6) of geostrophically computedSWOT estimates of velocity and the uncertainty (G.9) of geostrophicallycomputed SWOT estimates of vorticity are very large compared withthe oceanographic signals of interest. Clearly the SWOT data must besmoothed spatially and/or temporally to achieve scientifically usefulestimates of geostrophically computed velocity and vorticity. This isdiscussed further in Appendix G.3 and Section 4.
G.2. WaCM estimates of vorticity with 5 km footprint
In the baseline design, the standard deviation of speed uncertaintiesin WaCM estimates of surface velocity for a footprint size of 5 km(i.e., after isotropic smoothing of the raw WaCM measurements witha half-power filter cutoff wavelength of 10 km) is 𝜎spd = 0.50 m s−1.WaCM estimates of velocity with a footprint size of 5 km are essentiallyuncorrelated on a 𝛥𝑥 × 𝛥𝑦 = 5 km × 5 km grid (see the bottompanel of Fig. B.1b). We will assume that the errors of the two velocitycomponents are uncorrelated with each other.In reality, the standard deviations 𝜎𝑢 and 𝜎𝑣 of the errors of the 10-km smoothed velocity estimates differ for the two orthogonal velocitycomponents 𝑢 and 𝑣. In Sections 6 and 8–10, we have assumed thatthe speed uncertainties are equally partitioned between 𝑢 and 𝑣. Thestandard deviations 𝜎𝑢 and 𝜎𝑣 are then both equal to a value 𝜎𝑢,𝑣 thatis related to the baseline design of 𝜎spd = 0.50 m s−1 by
𝜎𝑢,𝑣 =
𝜎spd√
2
= 0.354 m s−1. (G.10)
In the analysis that follows, we allow for the possibility of differenterror standard deviations for each velocity component.The errors of WaCM estimates of vorticity 𝜁 = 𝜕𝑣∕𝜕𝑥− 𝜕𝑢∕𝜕𝑦 can becalculated from centered differences of the velocity errors,
𝜖𝜁 (𝑥,𝑦) =
𝜖𝑣(𝑥 + 𝛥𝑥, 𝑦) − 𝜖𝑣(𝑥 − 𝛥𝑥, 𝑦)
2𝛥𝑥
−
𝜖𝑢(𝑥, 𝑦 + 𝛥𝑦) − 𝜖𝑢(𝑥, 𝑦 − 𝛥𝑦)
2𝛥𝑦
.
(G.11)
Since the 𝑢 and 𝑣 measurement errors are assumed to be spatiallyhomogeneous, uncorrelated with each other, and individually uncor-related spatially on the 5 km × 5 km grid, the variance of the errorsof 𝜁 obtained by propagation-of-error analysis for a grid spacing of
𝛥𝑥 × 𝛥𝑦 = 5 km × 5 km on which the velocity component errors areuncorrelated is
𝜎2𝜁 =
𝜎2𝑣
2𝛥𝑥2
+
𝜎2𝑢
2𝛥𝑦2
. (G.12)
For equal partitioning of the speed uncertainties between the 𝑢 and
𝑣 velocity components with standard deviations given by (G.10), thestandard deviation (G.12) of the errors of WaCM estimates of vorticityfor a uniform 5 km × 5 km grid is
𝜎𝜁
||||5km = 7.08 × 10−5 s−1. (G.13a)Compared with the planetary vorticity of 𝑓 = 8.75 × 10−5 s−1 at thecentral latitude 37◦N of the CCS model domain, this is
𝜎𝜁 (37◦N)
||||5km = 0.807𝑓. (G.13b)It is shown in Appendix H that it is advantageous to oversample theWaCM data on a grid spacing of 𝛥𝑥 = 𝛥𝑦 = 1 km because the responsefunction of centered differences on the finer grid retains more of thehigh wavenumber variability in the vorticity signal. The footprint sizefrom the filtering in the pre-processing of WaCM data is still 5 km. Thestandard deviations of the errors of WaCM estimates of the velocitycomponents are therefore still 𝜎2𝑢 and 𝜎2𝑣 , but the velocity componenterrors on a 1 km × 1 km grid are spatially correlated. We will continue
to assume, however, that the errors of the two velocity componentsare uncorrelated with each other, even on the oversampled 𝛥𝑥 × 𝛥𝑦 =1 km × 1 km grid. The variance of the vorticity errors (G.11) thenbecomes
𝜎2𝜁
||||1km = 𝜎
2
𝑣
2𝛥𝑥2
[
1 − 𝜌𝑣(2𝛥𝑥)
]
+
𝜎2𝑢
2𝛥𝑦2
[
1 − 𝜌𝑢(2𝛥𝑦)
]
, (G.14)
where 𝜌𝑣(2𝛥𝑥) and 𝜌𝑢(2𝛥𝑦) are the autocorrelations of, respectively, thealongshore velocity errors 𝜖𝑣 at a spatial lag of 2𝛥𝑥 and the cross-shorevelocity errors 𝜖𝑢 at a spatial lag of 2𝛥𝑦.For the Parzen smoother with a half-power filter cutoff wavelengthof 10 km in the baseline design for pre-processing of WaCM data, theautocorrelations of errors of 𝑢 and 𝑣 at a lag of 2 km are about 0.638(see the bottom panel of Fig. B.1b). The variance (G.14) of the errorsof WaCM estimates of vorticity on the oversampled 1 km × 1 km gridthen becomes
𝜎2𝜁
||||1km = 0.362 𝜎
2
𝑣
2𝛥𝑥2
+
0.362 𝜎2𝑢
2𝛥𝑦2
. (G.15)
Because of the smaller values of 𝛥𝑥 and 𝛥𝑦 in the denominators on theright side of (G.15) compared with their values in the denominatorson the right side of (G.12), the standard deviation of vorticity errors islarger on the oversampled 1 km × 1 km grid. This is the case despitethe smaller factor of 0.362 in the numerators of (G.15) that arises fromthe spatial correlations of the errors on the 1 km × 1 km grid.For equal partitioning of the speed uncertainties between the 𝑢 and 𝑣velocity components with standard deviations (G.10), the standard de-viation of the errors of WaCM estimates of vorticity on the oversampled1 km × 1 km grid is
𝜎𝜁
||||1km = 2.13 × 10−4 s−1. (G.16a)Compared with the planetary vorticity of 𝑓 = 8.75 × 10−5 s−1 at thecentral latitude 37◦N of the CCS model domain, this is
𝜎𝜁 (37◦N)
||||1km = 2.43𝑓. (G.16b)
G.3. Geostrophically computed SWOT estimates of velocity and vorticitywith 5 km footprint
The standard deviation (G.10) of velocity component errors fromWaCM is much smaller than the standard deviations (G.3) and (G.6) ofthe errors of geostrophically computed velocity components estimatedfrom SWOT measurements of SSH. Likewise, the standard deviation(G.16) of the errors of WaCM estimates of vorticity on a 1 km × 1 kmgrid is much smaller than the standard deviation (G.9) of the errorsof geostrophically computed vorticity estimated from SWOT data on a1 km × 1 km grid. It must be kept in mind, however, that the footprintsize is five times coarser for the pre-processed WaCM measurementsof surface velocity than for the pre-processed SWOT measurementsof SSH. In this section, we quantify the reduction of the errors ofgeostrophically computed SWOT estimates of velocity and vorticity thatcan be achieved in ground-based post-processing by smoothing in amanner that is commensurate with the smoothing with the same half-power filter cutoff wavelength of 10 km planned for the pre-processingof WaCM data.Consider first the errors of SWOT estimates of the velocity compo-nent 𝑣𝑔 computed geostrophically from centered differences of SWOTestimates of SSH smoothed using the same Parzen smoother with a half-power filter cutoff wavelength of 10 km considered in Appendix G.2 forthe pre-processing of WaCM data. The expression analogous to (G.2a)for the variance of the resulting smoothed estimates of 𝑣𝑔 is
𝜎2𝑣𝑔 =
𝑔2
𝑓 2
𝜎2ℎ
2𝛥𝑥2
[
1 − 𝜌ℎ(2𝛥𝑥)
]
=
𝜎2ℎ
𝜎2ℎ
[
1 − 𝜌ℎ(2𝛥𝑥)
]
𝜎2𝑣𝑔 , (G.17a)
where the overbar on 𝜎2ℎ distinguishes the variance of the smoothedSSH errors from the variance 𝜎2ℎ of the pre-processed SWOT estimates
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of SSH and 𝜎2𝑣𝑔 on the right side of (G.17a) is the variance (G.2b) ofthe errors of unsmoothed SWOT estimates of 𝑣𝑔 . The term 𝜌ℎ(2𝛥𝑥) inthe square brackets is the autocorrelation of the smoothed estimates ofSSH at a lag of 2𝛥𝑥.Whereas the lagged autocorrelation was zero at nonzero lags forthe case of unsmoothed SSH data considered in (G.2b), it is nonzeroafter smoothing with a half-power filter cutoff wavelength of 10 km.As noted in Appendix G.2 from the bottom panel of Fig. B.1b, thisautocorrelation for the case of the Parzen smoother used here has avalue of about 0.638 at a lag of 2𝛥𝑥 = 2 km. And from (D.14c) inAppendix D, smoothing of the errors of the pre-processed estimates ofSSH with a half-power filter cutoff wavelength of 10 km reduces theSSH error variance by approximately a factor of 25. Then 𝜎2ℎ∕𝜎2ℎ ≈ 0.040and (G.17a) becomes
𝜎2𝑣𝑔 = 0.0145 𝜎
2
𝑣𝑔
. (G.17b)
From (G.2b), the variance of the errors of the unsmoothed SWOT esti-mates of 𝑣𝑔 is 𝜎2𝑣𝑔 = (2.17 m s−1)2 at the central latitude 37◦N of the CCSmodel domain. The standard deviation (G.17b) of the errors of SWOTestimates of the velocity component 𝑣𝑔 computed geostrophically fromsmoothed SSH at 37◦N is therefore
𝜎𝑣𝑔 (37
◦N) = 0.261 m s−1. (G.18)
The standard deviation 𝜎𝑢𝑔 of the errors of SWOT estimates of thevelocity component 𝑢𝑔 computed geostrophically from smoothed SSHis the same as 𝜎𝑣𝑔 . Smoothing the pre-processed SWOT estimates ofSSH with the same half-power filter cutoff wavelength of 10 km thatis planned for pre-processed WaCM estimates of surface velocity thusreduces the error standard deviations (G.3) and (G.6) by more thana factor of 8. Moreover, the standard deviations of the errors of 𝑢𝑔and 𝑣𝑔 computed geostrophically from the smoothed SWOT estimatesof SSH are somewhat smaller than the standard deviations (G.10) ofpre-processed WaCM estimates of the two velocity components.Derivation of the standard deviation of the errors of estimates ofvorticity computed geostrophically from smoothed SWOT estimatesof SSH is tedious. Analogous to (G.7c), the errors of the geostrophi-cally computed vorticity estimated from smoothed SWOT data can beexpressed as
𝜖𝜁𝑔 (𝑥, 𝑦) =
𝑔
𝑓
1
4𝛥𝑥2
[
𝜖ℎ(𝑥 + 2𝛥𝑥, 𝑦)
+ 𝜖ℎ(𝑥 − 2𝛥𝑥, 𝑦)
− 4𝜖ℎ(𝑥, 𝑦)
+ 𝜖ℎ(𝑥, 𝑦 + 2𝛥𝑦)
+ 𝜖ℎ(𝑥, 𝑦 − 2𝛥𝑦)
]
, (G.19)
where the overbars indicate the errors after smoothing of the SWOTdata with the same half-power filter cutoff wavelength of 10 km consid-ered in Appendix G.2 for pre-processing of WaCM data. Whereas the er-rors 𝜖ℎ of the pre-processed SWOT estimates of SSH were uncorrelatedin (G.7c), the errors 𝜖ℎ of smoothed SSH are correlated.Assuming that the error statistics are spatially homogeneous, thevariance of the errors (G.19) of smoothed geostrophically computedvorticity after grouping of terms is
𝜎2𝜁𝑔 =
𝑔2
𝑓 2
𝜎2ℎ
(4𝛥𝑥2)2
[
20 + 𝜌ℎ(0, 4𝛥𝑦)
+ 2 𝜌ℎ(−2𝛥𝑥, 2𝛥𝑦)
− 8 𝜌ℎ(0, 2𝛥𝑦)
+ 2 𝜌ℎ(2𝛥𝑥, 2𝛥𝑦)
+ 𝜌ℎ(−4𝛥𝑥, 0)
− 8 𝜌ℎ(−2𝛥𝑥, 0)
− 8 𝜌ℎ(2𝛥𝑥, 0)
+ 𝜌ℎ(4𝛥𝑥, 0)
+ 2 𝜌ℎ(−2𝛥𝑥,−2𝛥𝑦)
− 8 𝜌ℎ(0,−2𝛥𝑦)
+ 2 𝜌ℎ(2𝛥𝑥,−2𝛥𝑦)
+ 𝜌ℎ(0,−4𝛥𝑦)
]
,
where 𝜌ℎ(𝑚𝛥𝑥, 𝑛𝛥𝑦) is the 2-dimensional lagged autocorrelation be-tween the errors of smoothed SWOT estimates of SSH separated by
𝑚𝛥𝑥 in the 𝑥 dimension and 𝑛𝛥𝑦 in the 𝑦 dimension. The overbarson these lagged autocorrelations again indicate that they are basedon the smoothed SWOT estimates of SSH. Because the 2-dimensionalsmoothing is applied isotropically, the lagged autocorrelations in theabove expression are symmetric about zero lag and 𝜌ℎ(𝑚𝛥𝑥, 𝑛𝛥𝑦) de-pends only on the radial distance [(𝑚𝛥𝑥)2 + (𝑛𝛥𝑦)2]1∕2. The varianceof the smoothed geostrophically computed vorticity errors can then bewritten in terms of 1-dimensional lagged autocorrelations as
𝜎2𝜁𝑔 =
𝑔2
𝑓 2
𝜎2ℎ
(4𝛥𝑥2)2
[
20 + 2 𝜌ℎ(4𝛥𝑥)
− 16 𝜌ℎ(2𝛥𝑥)
+ 8 𝜌ℎ(2
√
𝛥𝑥2 + 𝛥𝑦2)
− 16 𝜌ℎ(2𝛥𝑦)
+ 2 𝜌ℎ(4𝛥𝑦)
]
. (G.20)
For a uniform grid spacing 𝛥𝑦 = 𝛥𝑥, this simplifies to
𝜎2𝜁𝑔 =
𝑔2
𝑓 2
𝜎2ℎ
(4𝛥𝑥2)2
[
20 + 4 𝜌ℎ(4𝛥𝑥) − 32 𝜌ℎ(2𝛥𝑥) + 8 𝜌ℎ(2
√
2𝛥𝑥)
]
=
𝜎2ℎ
𝜎2ℎ
[
1 + 1
5
𝜌ℎ(4𝛥𝑥) −
8
5
𝜌ℎ(2𝛥𝑥) +
2
5
𝜌ℎ(2
√
2𝛥𝑥)
]
𝜎2𝜁𝑔 , (G.21)
where 𝜎2𝜁𝑔 is the variance (G.8) of the errors of unsmoothed SWOTestimates of 𝜁𝑔 . As noted above in the derivation of (G.17b), 𝜎2ℎ∕𝜎2ℎ ≈
0.040 for Parzen smoothing of the errors with a filter cutoff wavelengthof 10 km. For the grid spacing 𝛥𝑥 = 𝛥𝑦 = 1 km of SWOT data, theautocorrelations of smoothed SSH at lags of 2 km, 2√2 = 2.828 kmand 4 km are about 0.638, 0.403 and 0.155, respectively (see thebottom panel of Fig. B.1b). The variance (G.21) of vorticity estimatescomputed geostrophically from SWOT estimates of SSH smoothed usinga Parzen smoother with a half-power filter cutoff wavelength of 10 kmis therefore
𝜎2𝜁𝑔 = 0.00684 𝜎
2
𝜁𝑔
. (G.22)
From (G.9a), the variance of vorticity errors computed from unsmoothedSSH is 𝜎2𝜁𝑔 = (3.43 × 10−3 s−1)2. The standard deviation of the errorsof SWOT estimates of vorticity computed geostrophically from 10-kmsmoothed SSH is therefore
𝜎𝜁𝑔 = 2.84 × 10
−4 s−1. (G.23a)
At the central latitude 37◦N of the CCS model domain where 𝑓 =
8.75 × 10−5 s−1, this is
𝜎𝜁𝑔 (37
◦N) = 3.23𝑓. (G.23b)
Smoothing the pre-processed SWOT estimates of SSH with thesame half-power filter cutoff wavelength of 10 km that is plannedfor pre-processed WaCM estimates of surface velocity thus reducesthe standard deviation (G.9) of geostrophically computed vorticityestimates by more than a factor of 12. The standard deviation (G.23)of these geostrophically computed SWOT estimates of vorticity is only
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Fig. H.1. Log–log plots of the squared filter transfer functions (also referred to asthe response functions) for centered differences. The thick solid and dashed lines arefor, respectively, 3-point and 9-point centered differences on a 1 km grid. The thinsolid and dashed lines are for 3-point and 9-point centered differences on a 5 kmgrid assuming that the discretely sampled data on the 5 km grid have been filtered toattenuate variability at wavenumbers higher than the Nyquist wavenumber of 0.1 cpkm.The short dashed straight line in this log–log plot corresponds to the (2𝜋𝑘)2 responsefunction for derivatives of a continuous variable.
slightly higher than the standard deviation (G.16) of WaCM estimatesof vorticity computed from 10-km smoothed velocity estimates on a1 km × 1 km grid.Even with 10-km smoothing, the standard deviations of the errorsof the estimates of velocity and vorticity from SWOT in (G.18) and(G.23) and from WaCM in (G.10) and (G.16) are much larger than theoceanographic signals of interest. Clearly, these errors must be furtherreduced with additional spatial and/or temporal smoothing. The effectsof spatial smoothing on the variances of residual errors of SWOT andWaCM estimates of velocity components and vorticity are discussed inSection 4.3 (see Fig. 12).
Appendix H. The filter transfer functions for smoothed finite dif-ference estimates of derivatives
The quantities of interest in this study of the resolution capabilitiesof SWOT and WaCM include variables that require spatial differentia-tion of the variables measured by the two instruments. In the case ofSWOT, the SSH measurements must be differentiated once to estimatevelocity components geostrophically and a second time to estimatevorticity geostrophically. In the case of WaCM, the surface velocitymeasurements must be differentiated once to obtain surface vorticity.These derivatives must be approximated from the discretely sampleddata using finite difference methods. The effects of finite differencingon the wavenumber spectral content of the estimated derivative fieldsare quantified in this appendix, both from the pre-processed data andwith subsequent spatial smoothing in ground-based post-processing.The standard procedure for estimating derivatives 𝑧′(𝑥) from grid-ded values of a 1-dimensional variable 𝑧(𝑥) is from centered differencesof 𝑧(𝑥) at the adjacent grid locations,
𝑧′3𝑝𝑡(𝑥) =
1
2𝛥𝑥
[
𝑧(𝑥 + 𝛥𝑥) − 𝑧(𝑥 − 𝛥𝑥)
]
. (H.1)
This finite difference spans across three adjacent points, referred toas the stencil width of the derivative estimate. To distinguish thisstandard centered difference estimate of derivatives from the estimateconsidered below based on a stencil width of nine points, (H.1) willbe referred to in this appendix as a 3-point centered difference. As thisis a linear filter, it can be written in the form (A.1) of a convolutionwhen applied to a continuous spatial series 𝑧(𝑥). For discrete samplingat an interval 𝛥𝑥, this convolution integral can be written as a discreteconvolution but the equations in the analysis that follows become more
cumbersome without providing any improved insight into the filteringproperties of centered difference estimates of derivatives.The filter weighting function in the convolution integral (A.1) forthe 3-point centered difference filter (H.1) can be determined by theimpulse response method (Bracewell, 1978), which gives
𝑤3𝑝𝑡(𝑥) =
1
2𝛥𝑥
[
𝛿(𝑥 + 𝛥𝑥) − 𝛿(𝑥 − 𝛥𝑥)
]
, (H.2)
where 𝛿(𝑥) is the Dirac delta, which can be visualized as having a valueof infinity at 𝑥 = 0 and zero elsewhere with unit area. The corre-sponding filter transfer function obtained analytically as the Fouriertransform (A.2) of the filter weighting function (H.2) is
𝑊3𝑝𝑡(𝑘) =
1
2𝛥𝑥 ∫
∞
−∞
[
𝛿(𝑥 + 𝛥𝑥) − 𝛿(𝑥 − 𝛥𝑥)
]
𝑒−𝑖2𝜋𝑘𝑥 𝑑𝑥.
Using the sifting property of the Dirac delta reduces this to
𝑊3𝑝𝑡(𝑘) =
1
2𝛥𝑥
[
𝑒+𝑖2𝜋𝑘𝛥𝑥 − 𝑒−𝑖2𝜋𝑘𝛥𝑥
]
= 𝑖 sin(2𝜋𝑘𝛥𝑥)
𝛥𝑥
. (H.3a)
Substitution of Euler’s formula 𝑖 = 𝑒𝑖𝜋∕2 expresses the response functionfor 3-point centered differences in the standard form of 𝐴𝑒𝑖𝜙,
𝑊3𝑝𝑡(𝑘) =
sin(2𝜋𝑘𝛥𝑥)
𝛥𝑥
𝑒𝑖𝜋∕2. (H.3b)
The 3-point centered differencing thus introduces a quadrature phaseshift of 𝜙 = 𝜋∕2 at each wavenumber 𝑘 with an amplitude of 𝐴 =
sin(2𝜋𝑘𝛥𝑥)∕𝛥𝑥. This filter transfer function is more commonly referredto in the literature as the response function of the finite differenceestimate of the derivative. The squared magnitude of the complexresponse function (H.3) is
|||𝑊3𝑝𝑡(𝑘)|||2 = 𝑊 ∗3𝑝𝑡(𝑘)𝑊3𝑝𝑡(𝑘) = sin2(2𝜋𝑘𝛥𝑥)𝛥𝑥2 , (H.4)where the superscript asterisk denotes the complex conjugate.For the pre-processing of SWOT and WaCM data with half-powerfilter cutoff wavelengths of 2 km and 10 km, respectively, the minimumgridding of the pre-processed data to avoid aliasing of the resolvedvariability (wavelengths longer than 2 km for SWOT and 10 km forWaCM) is 1 km for SWOT and 5 km for WaCM. We will thereforeconsider centered differences for these two choices of 𝛥𝑥.The squared response function (H.4) is shown in log–log format inFig. H.1 by the thick and thin solid lines for the cases of 𝛥𝑥 = 1 kmand 5 km, respectively. It is assumed in this figure that there is nospectral power at wavenumbers higher than the Nyquist wavenumbersfor the sample intervals of 1 km and 5 km, which are 𝑘𝑚𝑎𝑥 = 0.5 cpkmand 0.1 cpkm, respectively. The response functions have therefore bothbeen truncated at 𝑘𝑚𝑎𝑥 in Fig. H.1, thus eliminating irrelevant aliasesof the response function. The squared response functions for both 3-point centered differences considered in Fig. H.1 rise monotonically toa maximum of 𝛥𝑥−2 at a wavenumber of 𝑘 = (4𝛥𝑥)−1 and then dropmonotonically to zero at the Nyquist wavenumber (2𝛥𝑥)−1.Although generally thought of as a high-pass filter, it can be seenfrom Fig. H.1 that the response function for 3-point centered differencesis actually a band-pass filter. [Note that the logarithmic abscissa inFig. H.1 distorts the sin2 dependence on wavenumber 𝑘 in (H.4)]. Theattenuation of variability at low wavenumbers is the 3-point centereddifference representation of the squared filter transfer function (2𝜋𝑘)2of high-pass filtering from differentiation of a continuous variable 𝑧(𝑥),which is shown as the short dashed line in Fig. H.1. The attenuation ofthe variability at the highest wavenumbers for 3-point centered differ-ence estimates of the derivative arises from the smoothing implied bythe differencing between grid points separated by 2𝛥𝑥. An undesirablecharacteristic of the 3-point centered difference filter is thus that thevariability at the highest wavenumbers is attenuated compared withthe squared filter transfer function (2𝜋𝑘)2 of the true derivative. Thishigh-wavenumber attenuation can be reduced and the overall accuracyof the derivative estimate can be improved by increasing the number
339
D.B. Chelton, M.G. Schlax, R.M. Samelson et al. Progress in Oceanography 173 (2019) 256–350
Fig. H.2. Log–log plots of the filtering from the combined effects of finite differencingand smoothing with a Parzen smoother with half-power filter cutoff wavelengths of
𝜆𝑐 = 20, 50 and 80 km (top to bottom). This combined filtering consists of the productof the squared filter transfer functions for each operation that are shown in Figs. C.1and H.1. The thick solid and dashed lines are for Parzen smoothing of, respectively,3-point and 9-point centered differences on a 1 km grid. The thin solid and dashedlines are for Parzen smoothing of, respectively, 3-point and 9-point centered differenceson a 5 km grid assuming that the discretely sampled data on the 5 km grid have beenfiltered to attenuate variability at wavenumbers higher than the Nyquist wavenumberof 0.1 cpkm. The thin dashed line becomes indistinguishable from the thick solid andthick dashed lines for smoothing with half-power filter cutoff wavelengths larger than
𝜆𝑐 = 40 km. All four lines are barely distinguishable for 𝜆𝑐 = 80 km. The short dashedline corresponds to the (2𝜋𝑘)2 response function for derivatives of a continuous variablewithout smoothing.
of grid points that are used in the estimate, i.e., the stencil width of thederivative estimate (see, for example, Arbic et al., 2012).The general centered difference estimate with a stencil width of 𝑀points can be written as
𝑧′𝑀𝑝𝑡(𝑥) =
(𝑀−1)∕2∑
𝑚=1
𝑎𝑚
[
𝑧(𝑥 + 𝑚𝛥𝑥)−𝑧(𝑥 − 𝑚𝛥𝑥)
]
, (H.5)
where the weights 𝑎𝑚 differ for each choice of 𝑀 . For the centereddifferences (H.1) with a 3-point stencil, i.e., for 𝑀 = 3, there is onlyone term in the sum (H.5) and the weight is 𝑎1 = (2𝛥𝑥)−1. Stencilwidths greater than 𝑀 = 9 are seldom used in practice. The weightsfor estimates of the derivatives with a 9-point stencil (referred to inthis appendix as 9-point centered differences) can be shown to be
𝑎1 =
4
5𝛥𝑥
(H.6a)
𝑎2 = −
1
5𝛥𝑥
(H.6b)
𝑎3 =
4
105𝛥𝑥
(H.6c)
𝑎4 = −
1
280𝛥𝑥
. (H.6d)
Analogous to the relationship between (H.1) and (H.3a) for the3-point centered difference, the filter transfer function (response func-tion) obtained by the impulse response method for the general 𝑀-pointcentered difference estimate (H.5) of the derivative is
𝑊𝑀𝑝𝑡(𝑘) = 2 𝑖
(𝑀−1)∕2∑
𝑚=1
𝑎𝑚 sin(2𝜋𝑓𝑚𝛥𝑥). (H.7)
For the case of 𝑀 = 3, this reduces to (H.3a). The square of theresponse function (H.7) for 9-point centered difference estimates ofthe derivative is shown in Fig. H.1 for the cases of 𝛥𝑥 = 1 km and5 km (the thick and thin dashed lines, respectively). Compared withthe response functions for the standard 3-point centered differences, the9-point stencils retain significantly more high-wavenumber variabilityof the true derivative shown by the short dashed line.The disadvantage of stencils wider than 𝑀 = 3 is that they havelarger ‘‘edge effects’’. Because of missing terms in the summation (H.5),centered differences cannot be computed closer than (𝑀 − 1)∕2 pointsfrom the ends of the data record. This problem could be addressed byratcheting down to successively narrower stencils at the ends of thedata record, but the price paid for such a procedure is that the filtertransfer function changes for each of the successively reduced stencils.The degree to which it is advantageous to estimate derivativesusing a wider stencil in this study depends on the subsequent pro-cessing of the derivative fields. As noted previously, the derivativevariables of interest here are surface velocity and vorticity computedgeostrophically from pre-processed SWOT estimates of SSH (the lattercomputed from second derivatives of SSH) and the vorticity computedfrom pre-processed WaCM estimates of surface velocity. It is shown inSections 6 and 8–10 that maps of these variables must be smoothed inground-based post-processing to mitigate the effects of measurementerrors.The combined effects of finite differencing and smoothing on thewavenumber spectral content 𝑆𝑧′ (𝑘) of a derivative variable 𝑧′(𝑥) can beexpressed in terms of the product of the square of the response function(H.7) of the finite differencing and the squared filter transfer functionof the smoother,
𝑆𝑧′ (𝑘) =
|||𝑊𝑀𝑝𝑡(𝑘)|||2 |||𝑊𝑘𝑐 (𝑘)|||2 𝑆𝑧(𝑘), (H.8a)where 𝑆𝑧(𝑘) is the wavenumber spectrum of the pre-processed satellitedata (SSH for SWOT and surface velocity components for WaCM),
𝑊𝑘𝑐 (𝑘) is the filter transfer function of the particular choice of smootherwith a half-power filter cutoff wavenumber 𝑘𝑐 , and 𝑆𝑧′ (𝑘) is thewavenumber spectrum of centered differences of smoothed values ofthe variable 𝑧(𝑥). For the Parzen smoother considered in detail inAppendices A–C, the filter transfer function 𝑊𝑘𝑐 (𝑘) is given by (A.11)with a span of 𝐿4 = 0.910 𝑘−1𝑐 ≈ 𝑘−1𝑐 according to (A.12a). Since theParzen smoother is symmetric and real, its transfer function is alsosymmetric and real. But from (H.3) and (H.7), the response function
𝑊𝑀𝑝𝑡(𝑘) for centered differencing is complex. Then (H.8a) can bewritten as
𝑆𝑧′ (𝑘) =
|||𝑊𝑀𝑝𝑡(𝑘)|||2𝑊 2𝑘𝑐 (𝑘)𝑆𝑧(𝑘). (H.8b)
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Examples of the filter transfer function |||𝑊𝑀𝑝𝑡(𝑘)|||2𝑊 2𝑘𝑐 (𝑘) for com-bined M-point centered differencing and spatial smoothing are shownin Fig. H.2 for Parzen smoothing with half-power filter cutoff wave-lengths of 𝜆𝑐 = 20, 50 and 80 km (corresponding to wavenumbers of
𝑘𝑐 = 𝜆−1𝑐 = 0.05, 0.02 and 0.0125 cpkm, see Fig. C.1) with 3-pointand 9-point centered difference estimates of the derivatives for gridspacings of 𝛥𝑥 = 1 km and 5 km (see Fig. H.1). Several conclusionscan be drawn from Fig. H.2:
1. For the SWOT grid spacing of 𝛥𝑥 = 1 km, the filter transferfunctions for spatial smoothing combined with 3-point or 9-point centered differencing (the thick solid and thick dashedlines, respectively) are nearly indistinguishable for any of thechoices of smoothing shown in Fig. H.2. Since the signal-to-noiseratios for SWOT estimates of any of the derivative quantities ofinterest in this study are inadequate for smoothing with filtercutoff wavelengths less than 20 km, it can be concluded that the9-point centered differencing offers no advantage over 3-pointcentered differencing for SWOT data on a 1 km × 1 km grid.2. For a grid spacing of 𝛥𝑥 = 5 km relevant to WaCM, the filtertransfer functions for spatial smoothing combined with 3-pointor 9-point centered differencing (the thin solid and thin dashedlines, respectively) differ significantly for 𝜆𝑐 = 20 km. Centereddifferencing with a stencil width of 9 points on a 5 km gridthus retains significantly more of the high-wavenumber contentof the derivatives and therefore gives improved estimates of thederivatives with this choice of smoothing on a 5 km grid with
𝜆𝑐 = 20 km. The 9-point stencil offers a very slight improvementfor 𝜆𝑐 = 50 km and negligible improvement for 𝜆𝑐 = 80 km. Itcan be concluded that, for filter cutoff wavelengths 𝜆𝑐 ≲ 60 km,it would be advantageous to use 9-point centered differencing ifthe pre-processed WaCM data are posted on a 5 km × 5 km grid.3. Although gridding of pre-processed WaCM data on a5 km × 5 km Nyquist-sampled grid is sufficient to avoid alias-ing as discussed in Appendix B, the pre-processed data canbe posted on a finer grid. While ‘‘oversampling’’ the WaCMdata in this manner offers no advantage for mapping of thesurface velocity components, it is evident from Fig. H.2 that it isadvantageous for mapping of the velocity component derivativefields from which vorticity is computed. This is seen for thecase of 𝜆𝑐 = 20 km in the top panel of Fig. H.2 from the factthat the combined effects of the filter transfer function of thesmoother and the response functions for both 3-point and 9-pointcentered differences with 𝛥𝑥 = 1 km (the thick solid and thickdashed lines) retain more of the high-wavenumber content of thederivatives than either 3-point or 9-point centered differenceswith 𝛥𝑥 = 5 km (the thin solid and dashed lines). This impliesthat 3-point centered differencing of pre-processed WaCM dataon an oversampled 1 km × 1 km grid (the thick solid line)gives better estimates of the derivatives than can be obtainedeven from 9-point centered differencing on the Nyquist-sampled5 km × 5 km grid (the thin dashed line). For 𝜆𝑐 ≈ 40 km (slightlyshorter than the case of 𝜆𝑐 = 50 km shown in the middle panelof Fig. H.2), the filter transfer functions for 3-point centereddifferences with 𝛥𝑥 = 1 km are still slightly better than for 3-point centered differences with 𝛥𝑥 = 5 km but become nearlyindistinguishable from 9-point centered differences with 𝛥𝑥 =
5 km. For 𝜆𝑐 ≳ 80 km, all of the centered difference estimates ofderivatives considered here give essentially equivalent results.
On the basis of the conclusions above deduced from Fig. H.2, it ispreferable for the purposes of WaCM estimates of small-scale vorticitysignal variability to grid the pre-processed WaCM data on the same1 km × 1 km grid as SWOT rather than on the 5 km × 5 km grid thatsatisfies Nyquist sampling of pre-processed WaCM data. Moreover, forboth WaCM and SWOT, a 3-point stencil width for centered differencing
on the 1 km × 1 km grid is adequate for the filter cutoff wavelengths of
𝜆𝑐 ≳ 20 km that are relevant to signal estimation in the assessments ofthe resolution capabilities of derivative fields in Sections 6 and 8–10.The above conclusion that oversampling the WaCM data on a1 km × 1 km grid is preferable to Nyquist sampling on a 5 km × 5 kmgrid was deduced from consideration of the effects of sampling andcentered difference stencil width on preservation of the small-scale(high-wavenumber) signal contributions to the WaCM estimates ofvelocity component derivatives for calculation of vorticity. The sameconsiderations apply to the error contributions to derivative estimatesfrom WaCM data. Note, however, that the finer gridding accentu-ates the noise at high wavenumbers in finite-difference estimates ofderivatives. For the case of white noise and red signal in the velocitymeasurements, it is preferable to attenuate the small-scale variabilityin the error field. The conflicting goals of signal preservation and noisesuppression at high wavenumbers complicate the choice of the bestgridding of the WaCM data for mapping of the vorticity field.From simulations, we found that the noise suppression from5 km × 5 km gridding is more beneficial than signal preservation in thesignal-to-noise ratio of velocity component derivative fields smoothedwith half-power filter cutoff wavelengths less than about 25 km. Forlarger smoothing scales, the advantage of signal preservation from1 km × 1 km gridding is more beneficial. Since the analysis in Sec-tions 6 and 8–10 concludes that wavelength scales smaller than about25 km cannot be adequately resolved in vorticity maps constructedfrom WaCM measurements of surface velocity,11 oversampling on a1 km × 1 km grid is preferable for the simulations presented in thisstudy. A practical advantage of this oversampling is that the grid forsimulated WaCM data then matches the 1 km × 1 km grid of thesimulated SWOT data.
Appendix I. The wavenumber spectral characteristics of the errorsof SWOT and WaCM estimates of velocity and vorticity
Analytical expressions are derived in this appendix for the1-dimensional wavenumber spectra of errors of estimates of each ofthe variables of interest in this study (SSH, two orthogonal velocitycomponents and vorticity) based on the unsmoothed pre-processedestimates of SSH for SWOT and velocity for WaCM, as well as forthe 1-dimensional wavenumber spectra of the variables of interestcomputed from SSH and velocity fields smoothed in ground-based post-processing. A noteworthy feature of the analysis is that the equationsfor each of the wavenumber spectra derived in this appendix areexpressed in terms of the variance of the pre-processed data. Theequations can therefore accommodate variances of the uncorrelatedmeasurement errors (SSH for SWOT and surface velocity componentsfor WaCM) that differ from the present baseline specifications.In the case of SWOT, the relevant equations for the wavenumberspectra of unsmoothed fields are (I.2a), (I.5a), (I.10a) and (I.24a)for, respectively, the errors of SWOT estimates of SSH, the 𝑥 and 𝑦components of geostrophically computed velocity and geostrophicallycomputed vorticity. These equations are all expressed in terms of thevariance 𝜎2ℎ of the pre-processed SWOT estimates of SSH. The analogousequations for the wavenumber spectra of smoothed SWOT estimates ofthese variables are (I.29a) and (I.31a), (I.33a) and (I.35b). The value of
𝜎2ℎ = (2.74 cm)
2 that is derived in Appendix F is used in the applicationsof these equations in Section 4.4, but the above-referenced equationscan be used for any specified value of 𝜎2ℎ.A limitation of the formulas derived below for the wavenumberspectra of errors of geostrophically computed SWOT estimates of ve-locity and vorticity is that they require the use of a constant value
11 It can be seen from Figs. 44c and d that the resolution capability ofvorticity maps constructed from WaCM data would exceed 25 km if thestandard deviation of speed measurement errors could be reduced to about0.1 m s−1. At the present time, such measurement accuracy does not seemtechnologically feasible.
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of the Coriolis parameter 𝑓 . The theoretical spectra for these errorsthat are shown in Figs. 13a, 13b and 14 are based on the value of
𝑓 = 8.75 × 10−5 s−1 at the central latitude 37◦N of the CCS modeldomain. Over the latitude range of the CCS model (see the left panelof Fig. 2a), 𝑓 varies from 7.81× 10−5 s−1 at the 32.5◦N southern cornerof the model domain to 9.73 × 10−5 s−1 at the 42◦N northern cornerof the model domain. Compared with its value at 37◦N, the Coriolisparameter is 11% larger at 42◦N and 11% smaller at 32.5◦N. This smallvariation of 𝑓 and the fact that 𝑓 varies approximately linearly overthe latitudinal range of the CCS model domain result in negligibly smalldifferences between the theoretical and empirical spectra that are basedon the local value of 𝑓 at each grid point (see Figs. 13a, 13b and 14).In the case of WaCM, the relevant equations for the wavenumberspectra of the errors of unsmoothed velocity component and vorticityfields are, respectively, (I.40b) and (I.43), with the latter partitioned as(I.45b) and (I.46a). These equations are all expressed in terms of thevariances 𝜎2𝑢 and 𝜎2𝑣 of the errors of WaCM estimates of the 𝑥 and 𝑦components of velocity. The analogous equations for the wavenumberspectra of the errors of WaCM estimates of smoothed velocity compo-nent and vorticity fields are, respectively, (I.48a) and (I.52), with thelatter partitioned as (I.54a) and (I.55a). A value of 𝜎2𝑢,𝑣 = (0.354 m s−1)2is used for both 𝜎2𝑢 and 𝜎2𝑣 in the application of these equations inSection 4.4, but the above-referenced equations can be used for anyspecified values of 𝜎2𝑢 and 𝜎2𝑣 . This fact is used in Section 10.2 todetermine how much the resolution capability of WaCM estimates ofvelocity and vorticity would improve if engineering efforts can reducethe measurement error variance 𝜎2𝑢,𝑣.
I.1. Errors of SSH and geostrophically computed velocity and vorticity fromunsmoothed SWOT data
The 2-dimensional wavenumber power spectral density of a spa-tially uncorrelated error field is constant at all wavenumbers 𝑘 and 𝑙in the 𝑥 and 𝑦 dimensions, respectively, which correspond to the cross-shore and alongshore dimensions for the CCS model domain consideredhere but would correspond to cross-track and along-track in actualSWOT data. For the case of uncorrelated instrumental errors withvariance 𝜎2ℎ for SWOT estimates of SSH, this constant (white) powerspectral density is related to 𝜎2ℎ by Eq. (E.3) in Appendix E, which isrepeated here for convenience,
𝑆2𝑑ℎ (𝑘, 𝑙) =
𝜎2ℎ
4𝑘 𝑙 = 𝛥𝑥𝛥𝑦 𝜎
2
ℎ, (I.1)
where 𝑘 = (2𝛥𝑥)−1 and 𝑙 = (2𝛥𝑦)−1 are the Nyquist wavenumbersfor the sample intervals of 𝛥𝑥 and 𝛥𝑦. The errors of pre-processedSWOT estimates of SSH obtained as summarized in Appendix B.1 bysmoothing the raw SWOT data with a half-power filter cutoff wave-length of 2 km in each dimension are uncorrelated for a grid spacingof 𝛥𝑥 × 𝛥𝑦 = 1 km × 1 km. The variance of the errors of thesepre-processed SWOT estimates of SSH that is derived in Appendix Fis 𝜎2ℎ = (2.74 cm)2.The 1-sided, 1-dimensional alongshore power spectral density of theerrors of the pre-processed SWOT estimates of SSH is given by (E.4),which can be expressed in terms of 𝜎2ℎ as12
𝑆1𝑑ℎ (𝑙) = 2∫
𝑘
−𝑘
𝑆2𝑑ℎ (𝑘, 𝑙) 𝑑𝑘 = 4𝛥𝑥𝛥𝑦 𝑘 𝜎2ℎ = 2𝛥𝑦 𝜎2ℎ. (I.2a)
For 𝜎2ℎ = (2.74 cm)2, the 1-dimensional alongshore spectrum (I.2a) ofSSH measurement errors in the baseline design is
𝑆1𝑑ℎ (𝑙) = 15.0 cm
2∕cpkm. (I.2b)
12 As noted in footnotes 5 and 8, the spectral values at wavenumbers 𝑙 = 0and 𝑙 are not doubled in the 1-sided, 1-dimensional spectrum. In the interestof clarity in the analysis that follows, this technical detail will again be ignoredas in Appendices D and E.
The 2-dimensional wavenumber spectrum of the errors of cross-shore velocity 𝑢𝑔 computed geostrophically from centered differencesof the errors of pre-processed SWOT estimates of SSH can be deter-mined analytically from the 2-dimensional spectrum (I.1) of SWOT SSHmeasurement errors by
𝑆2𝑑𝑢𝑔 (𝑘, 𝑙) =
𝑔2
𝑓 2
|||𝑊3𝑝𝑡(𝑙)|||2𝑆2𝑑ℎ (𝑘, 𝑙) = 𝑔2𝑓 2 𝛥𝑥𝛥𝑦 𝜎2ℎ |||𝑊3𝑝𝑡(𝑙)|||2, (I.3)where 𝑊3𝑝𝑡(𝑙) is the response function for the alongshore derivative inthe geostrophic relation 𝑢𝑔 = −𝑔𝑓−1𝜕ℎ∕𝜕𝑦 estimated from alongshorecentered differences with a 3-point stencil width. It is shown in Ap-pendix H that 𝑊3𝑝𝑡(𝑙) is given by an expression analogous to (H.3a),except with cross-shore grid spacing 𝛥𝑥 and wavenumber 𝑘 replacedwith their alongshore counterparts 𝛥𝑦 and 𝑙,
𝑊3𝑝𝑡(𝑙) = 𝑖
sin(2𝜋𝛥𝑦 𝑙)
𝛥𝑦
. (I.4)
The 1-sided, 1-dimensional alongshore spectrum of 𝑢𝑔 errors ob-tained from the 2-dimensional spectrum (I.3) as in (I.2a) by integratingover all cross-shore wavenumbers 𝑘 and doubling the power at eachwavenumber 𝑙 is
𝑆1𝑑𝑢𝑔 (𝑙) = 2∫
𝑘
−𝑘
𝑆2𝑑𝑢𝑔 (𝑘, 𝑙) 𝑑𝑘 =
𝑔2
𝑓 2
2𝛥𝑦 𝜎2ℎ
|||𝑊3𝑝𝑡(𝑙)|||2 (I.5a)
= 𝑔
2
𝑓 2
|||𝑊3𝑝𝑡(𝑙)|||2 𝑆1𝑑ℎ (𝑙), (I.5b)
where |||𝑊3𝑝𝑡(𝑙)|||2 = 𝛥𝑦−2 sin2(2𝜋𝛥𝑦 𝑙) is the squared magnitude of (I.4).The form (I.5b) for 𝑆1𝑑𝑢𝑔 (𝑙) follows from (I.2a).The wavenumber spectrum of the errors of alongshore velocity
𝑣𝑔 computed geostrophically from the errors of pre-processed SWOTestimates of SSH can be determined analytically following a proceduresimilar to that used above for the wavenumber spectrum of the errorsof the cross-shore geostrophically computed velocity 𝑢𝑔 . In this case,however, the cross-shore derivative in the geostrophic relation 𝑣𝑔 =
𝑔𝑓−1𝜕ℎ∕𝜕𝑥 is estimated by centered differences with a 3-point stencilin the cross-shore direction, rather than in the alongshore direction. Theresponse function for these cross-shore centered differences is (H.3a),which is repeated here for convenience,
𝑊3𝑝𝑡(𝑘) = 𝑖
sin(2𝜋𝛥𝑥 𝑘)
𝛥𝑥
. (I.6)
The 2-dimensional wavenumber spectrum of 𝑣𝑔 errors obtained fromcross-shore centered differences of the pre-processed SSH errors is thusrelated to the 2-dimensional spectrum (I.1) of SWOT SSH measurementerrors by
𝑆2𝑑𝑣𝑔 (𝑘, 𝑙) =
𝑔2
𝑓 2
|||𝑊3𝑝𝑡(𝑘)|||2 𝑆2𝑑ℎ (𝑘, 𝑙) = 𝑔2𝑓 2 𝛥𝑥𝛥𝑦 𝜎2ℎ |||𝑊3𝑝𝑡(𝑘)|||2 . (I.7)The 1-sided, 1-dimensional alongshore spectrum of the errors ofgeostrophically computed alongshore velocity 𝑣𝑔 is
𝑆1𝑑𝑣𝑔 (𝑙) = 2∫
𝑘
−𝑘
𝑆2𝑑𝑣𝑔 (𝑘, 𝑙) 𝑑𝑘 =
𝑔2
𝑓 2
4𝛥𝑥𝛥𝑦 𝜎2ℎ ∫
𝑘
0
|||𝑊3𝑝𝑡(𝑘)|||2 𝑑𝑘 (I.8a)
= 𝑔
2
𝑓 2
2𝛥𝑥𝑆1𝑑ℎ (𝑙)∫
𝑘
0
|||𝑊3𝑝𝑡(𝑘)|||2 𝑑𝑘. (I.8b)
The last expression follows from (I.2a) and both forms for 𝑆1𝑑𝑣𝑔 (𝑙) use thefact that |||𝑊3𝑝𝑡(𝑘)|||2 is symmetric about 𝑘 = 0. With the definition (I.6)of 𝑊3𝑝𝑡(𝑘) and the transformation of variables 𝑘′ = 2𝜋𝛥𝑥 𝑘, the integralon the right sides of (I.8a) and (I.8b) is
∫
𝑘
0
|||𝑊3𝑝𝑡(𝑘)|||2 𝑑𝑘 = 12𝜋𝛥𝑥3 ∫ 𝜋0 sin2(𝑘′) 𝑑𝑘′ = 14𝛥𝑥3 . (I.9)
Then (I.8a) and (I.8b) become
𝑆1𝑑𝑣𝑔 (𝑙) =
𝑔2
𝑓 2
𝛥𝑦
𝛥𝑥2
𝜎2ℎ (I.10a)
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= 𝑔
2
𝑓 2
1
2𝛥𝑥2
𝑆1𝑑ℎ (𝑙). (I.10b)
The expression (G.7b) in Appendix G for the errors of 𝜁𝑔 in termsof finite differences of the uncorrelated errors of pre-processed SWOTestimates of SSH can be written as
𝜖𝜁𝑔 (𝑥, 𝑦) = 𝜖1(𝑥, 𝑦) + 𝜖2(𝑥, 𝑦) + 𝜖3(𝑥, 𝑦) + 𝜖4(𝑥, 𝑦), (I.11)
where
𝜖1(𝑥, 𝑦) =
𝑔
𝑓
1
2𝛥𝑥
𝜖ℎ(𝑥 + 2𝛥𝑥, 𝑦) − 𝜖ℎ(𝑥, 𝑦)
2𝛥𝑥
(I.12a)
𝜖2(𝑥, 𝑦) = −
𝑔
𝑓
1
2𝛥𝑥
𝜖ℎ(𝑥, 𝑦) − 𝜖ℎ(𝑥 − 2𝛥𝑥, 𝑦)
2𝛥𝑥
(I.12b)
𝜖3(𝑥, 𝑦) =
𝑔
𝑓
1
2𝛥𝑦
𝜖ℎ(𝑥, 𝑦 + 2𝛥𝑦) − 𝜖ℎ(𝑥, 𝑦)
2𝛥𝑦
(I.12c)
𝜖4(𝑥, 𝑦) = −
𝑔
𝑓
1
2𝛥𝑦
𝜖ℎ(𝑥, 𝑦) − 𝜖ℎ(𝑥, 𝑦 − 2𝛥𝑦)
2𝛥𝑦
. (I.12d)
The contributions 𝜖1(𝑥, 𝑦) and 𝜖2(𝑥, 𝑦) correspond to centered cross-shore differences of SSH errors with center points at (𝑥 + 𝛥𝑥, 𝑦) and
(𝑥−𝛥𝑥, 𝑦), respectively. Similarly, the contributions 𝜖3(𝑥, 𝑦) and 𝜖4(𝑥, 𝑦)correspond to centered alongshore differences of SSH errors with centerpoints at (𝑥, 𝑦 + 𝛥𝑦) and (𝑥, 𝑦 − 𝛥𝑦), respectively.It was shown in Appendix H that 1-dimensional centered differencescan be written as convolution integrals. For the 2-dimensional fieldsconsidered here, centered cross-shore differences at (𝑥, 𝑦) can be writtenas the convolution
𝜖ℎ(𝑥 + 𝛥𝑥, 𝑦) − 𝜖ℎ(𝑥 − 𝛥𝑥, 𝑦)
2𝛥𝑥
= 𝑤3𝑝𝑡(𝑥) ∗ 𝜖ℎ(𝑥, 𝑦), (I.13a)
where, analogous to (H.2), the filter weighting function for a 2-dimensional field of SSH errors is
𝑤3𝑝𝑡(𝑥) =
1
2𝛥𝑥
[
𝛿(𝑥 + 𝛥𝑥, 𝑦) − 𝛿(𝑥 − 𝛥𝑥, 𝑦)
]
. (I.13b)
The similar expression for centered alongshore differences at (𝑥, 𝑦) is
𝜖ℎ(𝑥, 𝑦 + 𝛥𝑦) − 𝜖ℎ(𝑥, 𝑦 − 𝛥𝑦)
2𝛥𝑦
= 𝑤3𝑝𝑡(𝑦) ∗ 𝜖ℎ(𝑥, 𝑦), (I.14a)
where
𝑤3𝑝𝑡(𝑦) =
1
2𝛥𝑦
[
𝛿(𝑥, 𝑦 + 𝛥𝑦) − 𝛿(𝑥, 𝑦 − 𝛥𝑦)
]
. (I.14b)
The response functions (filter transfer functions) obtained as in (H.3a)as the Fourier transforms of (I.13b) and (I.14b) are given by (I.4) and(I.6), respectively,The four contributions (I.12a)–(I.12d) to 𝜖𝜁𝑔 (𝑥, 𝑦) can be written asshifted convolution integrals similar to (I.13a) and (I.14a),
𝜖1(𝑥, 𝑦) =
𝑔
𝑓
1
2𝛥𝑥
𝑤3𝑝𝑡(𝑥 − 𝛥𝑥) ∗ 𝜖ℎ(𝑥, 𝑦) (I.15a)
𝜖2(𝑥, 𝑦) = −
𝑔
𝑓
1
2𝛥𝑥
𝑤3𝑝𝑡(𝑥 + 𝛥𝑥) ∗ 𝜖ℎ(𝑥, 𝑦) (I.15b)
𝜖3(𝑥, 𝑦) =
𝑔
𝑓
1
2𝛥𝑦
𝑤3𝑝𝑡(𝑦 − 𝛥𝑦) ∗ 𝜖ℎ(𝑥, 𝑦) (I.15c)
𝜖4(𝑥, 𝑦) = −
𝑔
𝑓
1
2𝛥𝑦
𝑤3𝑝𝑡(𝑦 + 𝛥𝑦) ∗ 𝜖ℎ(𝑥, 𝑦). (I.15d)
The weighting functions on the right sides of (I.15a) and (I.15b) arecross-shore-shifted versions of the weighting function (I.13b) of cen-tered cross-shore differences at (𝑥, 𝑦). Likewise, the weighting functionson the right sides of (I.15c) and (I.15d) are alongshore-shifted versionsof the weighting function (I.14b) of centered alongshore differencesat (𝑥, 𝑦). By the Shift Theorem, the Fourier transforms of these shiftedweighting functions are
 [𝑤3𝑝𝑡(𝑥 ± 𝛥𝑥)] = 𝑒±𝑖2𝜋𝛥𝑥 𝑘𝑊3𝑝𝑡(𝑘) (I.16)
 [𝑤3𝑝𝑡(𝑦 ± 𝛥𝑦)] = 𝑒±𝑖2𝜋𝛥𝑦 𝑙𝑊3𝑝𝑡(𝑙), (I.17)
where  indicates the Fourier transform and 𝑊3𝑝𝑡(𝑘) and 𝑊3𝑝𝑡(𝑙) aregiven by (I.6) and (I.4). The shifted weighting functions in the con-volution integrals (I.15a)–(I.15d) thus result in phase rotations of theFourier transforms 𝑊3𝑝𝑡(𝑘) and 𝑊3𝑝𝑡(𝑙).The results above can be used to determine the Fourier transformof the vorticity errors (I.11). This Fourier transform can be written asthe sum of the Fourier transforms of each of the four terms on the rightside of (I.11),
 [𝜁𝑔(𝑘, 𝑙)] = 1(𝑘, 𝑙) + 2(𝑘, 𝑙) + 3(𝑘, 𝑙) + 4(𝑘, 𝑙). (I.18)
By the Convolution Theorem and the response functions (I.16) and(I.17) of the shifted centered differences, the four Fourier transformson the right side of (I.18) are
1(𝑘, 𝑙) = 𝑔𝑓 12𝛥𝑥𝑒𝑖2𝜋𝛥𝑥 𝑘𝑊3𝑝𝑡(𝑘) [ℎ(𝑘, 𝑙)] (I.19a)
2(𝑘, 𝑙) = − 𝑔𝑓 12𝛥𝑥𝑒−𝑖2𝜋𝛥𝑥 𝑘𝑊3𝑝𝑡(𝑘) [ℎ(𝑘, 𝑙)] (I.19b)
3(𝑘, 𝑙) = 𝑔𝑓 12𝛥𝑦 𝑒𝑖2𝜋𝛥𝑦 𝑙𝑊3𝑝𝑡(𝑙) [ℎ(𝑘, 𝑙)] (I.19c)
4(𝑘, 𝑙) = − 𝑔𝑓 12𝛥𝑦 𝑒−𝑖2𝜋𝛥𝑦 𝑙𝑊3𝑝𝑡(𝑙) [ℎ(𝑘, 𝑙)] , (I.19d)where  [ℎ(𝑘, 𝑙)] is the Fourier transform of the SSH errors. Then (I.18)becomes
 [𝜁𝑔(𝑘, 𝑙)] = 𝑔𝑓  [ℎ(𝑘, 𝑙)]
[(
𝑒𝑖2𝜋𝛥𝑥 𝑘 − 𝑒−𝑖2𝜋𝛥𝑥 𝑘
2𝛥𝑥
)
𝑊3𝑝𝑡(𝑘)
+
(
𝑒𝑖2𝜋𝛥𝑦 𝑙 − 𝑒−𝑖2𝜋𝛥𝑦 𝑙
2𝛥𝑦
)
𝑊3𝑝𝑡(𝑙)
]
= 𝑖 𝑔
𝑓
 [ℎ(𝑘, 𝑙)]
[
sin(2𝜋𝛥𝑥 𝑘)
𝛥𝑥
𝑊3𝑝𝑡(𝑘) +
sin(2𝜋𝛥𝑦 𝑙)
𝛥𝑦
𝑊3𝑝𝑡(𝑙)
]
= − 𝑔
𝑓
 [ℎ(𝑘, 𝑙)]
[|||𝑊3𝑝𝑡(𝑘)|||2 + |||𝑊3𝑝𝑡(𝑙)|||2
]
. (I.20)
The last relation follows from (I.4) and (I.6).The 2-dimensional power spectral density of the errors of SWOTestimates of vorticity obtained as the squared magnitude of the Fouriertransform (I.20) is related to the power spectral density (I.1) of the SSHerrors by
𝑆2𝑑𝜁𝑔 (𝑘, 𝑙) =
𝑔2
𝑓 2
𝑆2𝑑ℎ (𝑘, 𝑙)
[|||𝑊3𝑝𝑡(𝑘)|||4
+ 2 |||𝑊3𝑝𝑡(𝑘)|||2 |||𝑊3𝑝𝑡(𝑙)|||2 + |||𝑊3𝑝𝑡(𝑙)|||4
] (I.21a)
= 𝑔
2
𝑓 2
𝛥𝑥𝛥𝑦 𝜎2ℎ
[|||𝑊3𝑝𝑡(𝑘)|||4
+ 2 |||𝑊3𝑝𝑡(𝑘)|||2 |||𝑊3𝑝𝑡(𝑙)|||2 + |||𝑊3𝑝𝑡(𝑙)|||4
]
. (I.21b)
The 1-sided, 1-dimensional alongshore spectrum of the errors of SWOTestimates of 𝜁𝑔 is
𝑆1𝑑𝜁𝑔 (𝑙) = 2∫
𝑘
−𝑘
𝑆2𝑑𝜁𝑔 (𝑘, 𝑙) 𝑑𝑘
= 𝑔
2
𝑓 2
2𝛥𝑥𝛥𝑦 𝜎2ℎ
(
2∫
𝑘
0
|||𝑊3𝑝𝑡(𝑘)|||4 𝑑𝑘
+ 4 |||𝑊3𝑝𝑡(𝑙)|||2 ∫ 𝑘0 |||𝑊3𝑝𝑡(𝑘)|||2 𝑑𝑘 + 1𝛥𝑥 |||𝑊3𝑝𝑡(𝑙)|||4
)
, (I.22)
where 𝑘 = (2𝛥𝑥)−1 is again the Nyquist wavenumber in the 𝑥 dimen-sion. The expression (I.22) uses the fact that |||𝑊3𝑝𝑡(𝑘)|||2 and |||𝑊3𝑝𝑡(𝑘)|||4are both symmetric about 𝑘 = 0. The second term on the right side of(I.22) is the cross spectral term that arises from the fact that all fourcontributions (I.12) to the vorticity errors (I.11) are cross correlatedsince they share in common the SSH error 𝜖ℎ(𝑥, 𝑦).
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The second integral on the right side of (I.22) is given by (I.9). Withthe same transformation of variables 𝑘′ = 2𝜋𝛥𝑥 𝑘 that was used in (I.9),the first integral is
∫
𝑘
0
|||𝑊3𝑝𝑡(𝑘)|||4 𝑑𝑘 = 12𝜋𝛥𝑥5 ∫ 𝜋0 sin4(𝑘′) 𝑑𝑘′ = 316𝛥𝑥5 . (I.23)
Then (I.22) becomes
𝑆1𝑑𝜁𝑔 (𝑙) =
𝑔2
𝑓 2
2𝛥𝑦 𝜎2ℎ
(
3
8𝛥𝑥4
+ 1
𝛥𝑥2
|||𝑊3𝑝𝑡(𝑙)|||2 + |||𝑊3𝑝𝑡(𝑙)|||4
) (I.24a)
= 𝑔
2
𝑓 2
𝑆1𝑑ℎ (𝑙)
(
3
8𝛥𝑥4
+ 1
𝛥𝑥2
|||𝑊3𝑝𝑡(𝑙)|||2 + |||𝑊3𝑝𝑡(𝑙)|||4
)
, (I.24b)
where 𝑆1𝑑ℎ (𝑙) is the 1-sided, 1-dimensional alongshore spectrum (I.2a)of the SSH errors.The analytical expressions (I.2a), (I.5a), (I.10a) and (I.24a) for the1-sided, 1-dimensional alongshore spectra of errors of the pre-processedSWOT estimates of SSH and the two velocity components and thevorticity computed geostrophically from the pre-processed SWOT dataare shown for 𝜎2ℎ = (2.74 cm)2 by the solid green lines in Fig. 13a.
I.2. Errors of SSH and geostrophically computed velocity and vorticity fromsmoothed SWOT data
The errors of SWOT estimates of velocity and vorticity computedgeostrophically from the pre-processed SWOT estimates of SSH (seeAppendix G and Table 1 in Section 4 and the maps in the bottom leftpanels of Figs. 17b and 17c) are too large for the velocity and vorticityestimates to be scientifically useful. It will be necessary to estimatevelocity and vorticity geostrophically from SWOT SSH fields that havebeen smoothed in ground-based post-processing.Throughout this study, we use isotropic filtering with 𝑘𝑐 = 𝑙𝑐 = 𝜆−1𝑐 ,where 𝑘𝑐 and 𝑙𝑐 are the half-power filter cutoff wavenumbers in the
𝑥 and 𝑦 dimensions, respectively, and 𝜆𝑐 is the desired isotropic half-power filter cutoff wavelength in km. It is shown in Appendix C thatseparate 1-dimensional filtering in each dimension using the Parzensmoother is essentially equivalent to isotropic smoothing with a 2-dimensional Parzen smoother that depends only on radial distance fromthe estimation location. This equivalence facilitates the derivation ofthe theoretical wavenumber spectra of errors in this appendix. For a de-sired filter cutoff wavelength of 𝜆𝑐 , the span of the Parzen smoother ineach dimension as given by (A.12b) in Appendix A is 𝐿4 = 0.910 𝜆𝑐 ≈ 𝜆𝑐 .The filter transfer function of the Parzen smoother in the 𝑥 dimension,for example, is given by (A.11), which can be written in terms of thehalf-power filter cutoff wavelength 𝜆𝑐 as
𝑊𝜆𝑐 (𝑘) = sinc
4
(
𝑘𝐿4
4
)
≈ sinc4
(
𝑘𝜆𝑐
4
)
=
( sin(𝜋𝑘𝜆𝑐∕4)
𝜋𝑘𝜆𝑐∕4
)4
. (I.25)
The 2-dimensional wavenumber spectrum of 2-dimensionallysmoothed SSH measurement errors is obtained from the 2-dimensionalwavenumber spectrum (I.1) of uncorrelated errors of the pre-processedSWOT estimates of SSH by
𝑆
2𝑑
ℎ (𝑘, 𝑙) = 𝑊
2
𝜆𝑐
(𝑘)𝑊 2𝜆𝑐 (𝑙)𝑆
2𝑑
ℎ (𝑘, 𝑙) = 𝛥𝑥𝛥𝑦 𝜎
2
ℎ𝑊
2
𝜆𝑐
(𝑘)𝑊 2𝜆𝑐 (𝑙), (I.26)where 𝜎2ℎ is the variance of the SSH measurement errors. The over-bar distinguishes the 2-dimensional spectrum 𝑆2𝑑ℎ (𝑘, 𝑙) of smoothedSSH measurement errors from the 2-dimensional spectrum (I.1) ofunsmoothed errors. The 1-sided, 1-dimensional alongshore spectrum ofthe smoothed SSH measurement errors is
𝑆
1𝑑
ℎ (𝑙) = 2∫
𝑘
−𝑘
𝑆
2𝑑
ℎ (𝑘, 𝑙) 𝑑𝑘 = 4𝛥𝑥𝛥𝑦 𝜎
2
ℎ𝑊
2
𝜆𝑐
(𝑙)∫
𝑘
0
𝑊 2𝜆𝑐 (𝑘) 𝑑𝑘. (I.27)
The right side of this equation uses the fact that 𝑊 2𝜆𝑐 (𝑘) is symmetricabout 𝑘 = 0.For the Parzen smoother used in this study, it is shown inAppendix D that the integral of the associated squared filter transfer
function on the right side of (I.27) is given by (D.12), which can bewritten as
∫
𝑘
0
𝑊 2𝜆𝑐 (𝑘) 𝑑𝑘 =
1
𝐿4
= 1
0.910 𝜆𝑐
≈ 𝜆−1𝑐 . (I.28)
The 1-dimensional wavenumber spectrum (I.27) of smoothed SSH mea-surement errors is therefore given approximately by
𝑆
1𝑑
ℎ (𝑙) =
4𝛥𝑥𝛥𝑦 𝜎2ℎ
𝜆𝑐
𝑊 2𝜆𝑐 (𝑙) (I.29a)
= 2𝛥𝑥
𝜆𝑐
𝑊 2𝜆𝑐 (𝑙)𝑆
1𝑑
ℎ (𝑙), (I.29b)
where 𝑆1𝑑ℎ (𝑙) is the 1-sided, 1-dimensional alongshore spectrum (I.2a)of the SSH errors. As discussed in Appendix E, the multiplication factor
𝑊 2𝜆𝑐 (𝑙) represents the low-pass filtering in the alongshore dimensionthat attenuates the spectral power 𝑆1𝑑ℎ (𝑙) at high wavenumbers andthe multiplicative factor 2𝛥𝑥𝜆−1𝑐 represents the additional attenuationof the spectral power 𝑆1𝑑ℎ (𝑙) at all wavenumbers from the low-passfiltering in the cross-shore dimension.The 2-dimensional wavenumber spectrum of the errors of thegeostrophically computed cross-shore velocity 𝑢𝑔 estimated from cen-tered alongshore differences of the smoothed SSH errors is obtainedanalogously to (I.3), except from the 2-dimensional spectrum (I.26) ofsmoothed SSH,
𝑆
2𝑑
𝑢𝑔
(𝑘, 𝑙) = 𝑔
2
𝑓 2
|||𝑊3𝑝𝑡(𝑙)|||2 𝑆2𝑑ℎ (𝑘, 𝑙)
= 𝑔
2
𝑓 2
𝛥𝑥𝛥𝑦 𝜎2ℎ𝑊
2
𝜆𝑐
(𝑘)𝑊 2𝜆𝑐 (𝑙)
|||𝑊3𝑝𝑡(𝑙)|||2. (I.30)The 1-sided, 1-dimensional alongshore spectrum of the errors ofsmoothed cross-shore geostrophically computed velocity 𝑢𝑔 is
𝑆
1𝑑
𝑢𝑔
(𝑙) = 2∫
𝑘
−𝑘
𝑆
2𝑑
𝑢𝑔
(𝑘, 𝑙) 𝑑𝑘
= 𝑔
2
𝑓 2
4𝛥𝑥𝛥𝑦 𝜎2ℎ𝑊
2
𝜆𝑐
(𝑙) |||𝑊3𝑝𝑡(𝑙)|||2∫ 𝑘0 𝑊 2𝜆𝑐 (𝑘) 𝑑𝑘.Substitution of (I.28) for the integral on the right side of this equationgives
𝑆1𝑑𝑢𝑔 (𝑙) =
𝑔2
𝑓 2
4𝛥𝑥𝛥𝑦 𝜎2ℎ
𝜆𝑐
𝑊 2𝜆𝑐 (𝑙)
|||𝑊3𝑝𝑡(𝑙)|||2. (I.31a)From (I.29a), this can be written alternatively in terms of the 1-dimensional alongshore spectrum 𝑆1𝑑ℎ (𝑙) of smoothed SSH measurementerrors,
𝑆
1𝑑
𝑢𝑔
(𝑙) = 𝑔
2
𝑓 2
𝑆
1𝑑
ℎ (𝑙)
|||𝑊3𝑝𝑡(𝑙)|||2 , (I.31b)
where 𝑆1𝑑ℎ (𝑙) can be expressed in terms of the 1-dimensional alongshorespectrum 𝑆1𝑑ℎ (𝑙) of the unsmoothed SSH measurement errors by (I.29b).The 2-dimensional wavenumber spectrum of the errors ofgeostrophically computed alongshore velocity 𝑣𝑔 estimated from cen-tered cross-shore differences of the smoothed SSH errors is obtainedanalogously to (I.7), except from the 2-dimensional spectrum (I.26) ofsmoothed SSH,
𝑆
2𝑑
𝑣𝑔
(𝑘, 𝑙) = 𝑔
2
𝑓 2
|||𝑊3𝑝𝑡(𝑘)|||2 𝑆2𝑑ℎ (𝑘, 𝑙)
= 𝑔
2
𝑓 2
𝛥𝑥𝛥𝑦 𝜎2ℎ𝑊
2
𝜆𝑐
(𝑘)𝑊 2𝜆𝑐 (𝑙)
|||𝑊3𝑝𝑡(𝑘)|||2 . (I.32)The 1-sided, 1-dimensional alongshore spectrum of the errors ofsmoothed alongshore geostrophically computed velocity 𝑣𝑔 is
𝑆
1𝑑
𝑣𝑔
(𝑙) = 2∫
𝑘
−𝑘
𝑆
2𝑑
𝑣𝑔
(𝑘, 𝑙) 𝑑𝑘
= 𝑔
2
𝑓 2
4𝛥𝑥𝛥𝑦 𝜎2ℎ𝑊
2
𝜆𝑐
(𝑙)∫
𝑘
0
𝑊 2𝜆𝑐 (𝑘)
|||𝑊3𝑝𝑡(𝑘)|||2 𝑑𝑘. (I.33a)
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From (I.29a), this can be written alternatively in terms of the 1-dimensional alongshore spectrum 𝑆1𝑑ℎ (𝑙) of smoothed SSH measurementerrors,
𝑆
1𝑑
𝑣𝑔
(𝑙) =
𝑔2𝜆𝑐
𝑓 2
𝑆
1𝑑
ℎ (𝑙)∫
𝑘
0
𝑊 2𝜆𝑐 (𝑘)
|||𝑊3𝑝𝑡(𝑘)|||2 𝑑𝑘, (I.33b)
where 𝑆1𝑑ℎ (𝑙) can again be expressed in terms of the 1-dimensionalalongshore spectrum 𝑆1𝑑ℎ (𝑙) of the unsmoothed SSH measurement errorsby (I.29b). With 𝑊3𝑝𝑡(𝑘) and 𝑊𝜆𝑐 (𝑘) defined by (I.6) and (I.25), theredoes not appear to be an analytical solution for the integral on the rightsides of (I.33a) and (I.33b). The integral must therefore be evaluatednumerically. The result is shown as a function of the half-power filtercutoff wavelength 𝜆𝑐 in Fig. I.1a.The 2-dimensional wavenumber spectrum of the errors ofgeostrophically computed vorticity estimated from finite differences ofthe smoothed SSH errors is obtained analogously to (I.21a), except fromthe 2-dimensional spectrum (I.26) of smoothed SSH,
𝑆2𝑑𝜁𝑔 (𝑘, 𝑙) =
𝑔2
𝑓 2
𝑆2𝑑ℎ (𝑘, 𝑙)
[|||𝑊3𝑝𝑡(𝑘)|||4
+ 2 |||𝑊3𝑝𝑡(𝑘)|||2 |||𝑊3𝑝𝑡(𝑙)|||2+|||𝑊3𝑝𝑡(𝑙)|||4
] (I.34a)
= 𝑔
2
𝑓 2
𝛥𝑥𝛥𝑦 𝜎2ℎ𝑊
2
𝜆𝑐
(𝑘)𝑊 2𝜆𝑐 (𝑙)
[|||𝑊3𝑝𝑡(𝑘)|||4
+ 2 |||𝑊3𝑝𝑡(𝑘)|||2 |||𝑊3𝑝𝑡(𝑙)|||2+|||𝑊3𝑝𝑡(𝑙)|||4
]
. (I.34b)
The 1-sided, 1-dimensional alongshore spectrum of the errors ofsmoothed geostrophically computed vorticity errors is
𝑆1𝑑𝜁𝑔 (𝑙) = 2∫
𝑘
−𝑘
𝑆2𝑑𝜁𝑔 (𝑘, 𝑙) 𝑑𝑘
= 𝑔
2
𝑓 2
2𝛥𝑥𝛥𝑦 𝜎2ℎ𝑊
2
𝜆𝑐
(𝑙)
[
2∫
𝑘
0
𝑊 2𝜆𝑐 (𝑘)
|||𝑊3𝑝𝑡(𝑘)|||4 𝑑𝑘
+ 4 |||𝑊3𝑝𝑡(𝑙)|||2 ∫ 𝑘0 𝑊 2𝜆𝑐 (𝑘) |||𝑊3𝑝𝑡(𝑘)|||2 𝑑𝑘
+ 2 |||𝑊3𝑝𝑡(𝑙)|||4 ∫ 𝑘0 𝑊 2𝜆𝑐 (𝑘) 𝑑𝑘
]
. (I.35a)
The third integral on the right side of (I.35a) is approximately 𝜆−1𝑐according to (I.28). Then (I.35a) can be expressed as
𝑆1𝑑𝜁𝑔 (𝑙) =
𝑔2
𝑓 2
4𝛥𝑥𝛥𝑦 𝜎2ℎ
𝜆𝑐
𝑊 2𝜆𝑐 (𝑙)
[
𝜆𝑐 ∫
𝑘
0
𝑊 2𝜆𝑐 (𝑘)
|||𝑊3𝑝𝑡(𝑘)|||4 𝑑𝑘
+ 2𝜆𝑐
|||𝑊3𝑝𝑡(𝑙)|||2 ∫ 𝑘0 𝑊 2𝜆𝑐 (𝑘) |||𝑊3𝑝𝑡(𝑘)|||2 𝑑𝑘 + |||𝑊3𝑝𝑡(𝑙)|||4
]
.
(I.35b)From (I.29a), this can be written alternatively in terms of the 1-dimensional alongshore spectrum 𝑆1𝑑ℎ (𝑙) of smoothed SSH measurementerrors,
𝑆1𝑑𝜁𝑔 (𝑙) =
𝑔2
𝑓 2
𝑆1𝑑ℎ (𝑙)
[
𝜆𝑐 ∫
𝑘
0
𝑊 2𝜆𝑐 (𝑘)
|||𝑊3𝑝𝑡(𝑘)|||4 𝑑𝑘
+ 2𝜆𝑐
|||𝑊3𝑝𝑡(𝑙)|||2 ∫ 𝑘0 𝑊 2𝜆𝑐 (𝑘) |||𝑊3𝑝𝑡(𝑘)|||2 𝑑𝑘 + |||𝑊3𝑝𝑡(𝑙)|||4
]
,
(I.35c)
where 𝑆1𝑑ℎ (𝑙) can again be expressed in terms of the 1-dimensionalalongshore spectrum 𝑆1𝑑ℎ (𝑙) of the unsmoothed SSH measurement errorsby (I.29b). The second integral on the right sides of (I.35b) and (I.35c)is the same integral that appears on the right sides of (I.33a) and (I.33b)for which the solution obtained numerically is shown as a function ofthe half-power filter cutoff wavelength 𝜆𝑐 in Fig. I.1a. The numericalsolution for the first integral on the right sides of (I.35b) and (I.35c)is shown as a function of 𝜆𝑐 in Fig. I.1b. It is apparent from Fig. I.1aand I1b that the value of the first integral decreases with increasing 𝜆𝑐much more quickly than the value of the second integral.
The analytical expressions (I.29a), (I.31a), (I.33a) and (I.35b) forthe 1-sided, 1-dimensional alongshore spectra of the residual errors ofSWOT estimates of SSH and geostrophically computed velocity compo-nents and vorticity after smoothing in ground-based post-processing ofthe pre-processed SWOT data are applicable to any low-pass filter witha half-power filter cutoff wavelength of 𝜆𝑐 . The results based on theParzen smoother are shown for 𝜎2ℎ = (2.74 cm)2 by the solid green linesin Fig. 13b for a half-power filter cutoff wavelength of 𝜆𝑐 = 10 km andin Fig. 14 for half-power filter cutoff wavelengths of 𝜆𝑐 = 20, 50 and80 km. The theoretical spectra in these figures agree very well withthe spectra shown in Figs. 13b and 14 by the solid blue lines that werecomputed empirically from the simulated SWOT error fields generatedfor the analysis in Sections 6, 8 and 9.
I.3. Errors of pre-processed WaCM estimates of velocity and vorticity
The baseline design for the errors of the speeds of WaCM estimatesof surface ocean velocity is for isotropic smoothing of the raw WaCMdata in pre-processing with a half-power filter cutoff wavelength of10 km to achieve a standard deviation of
𝜎spd = 0.50 m s−1. (I.36)The measurement errors with 10-km smoothing are essentially uncor-related for a grid spacing of 𝛥𝑥×𝛥𝑦 = 5 km × 5 km (see Appendix B.2).If the 10-km smoothed WaCM data were subsampled on the5 km × 5 km grid on which the errors are uncorrelated, the derivationof analytical expressions for the 1-dimensional alongshore spectra ofthe errors would be a straightforward modification of the derivationof the analytical expression (I.2a) for the 1-dimensional alongshorespectrum of the errors of pre-processed SWOT estimates of SSH. ForWaCM estimates of vorticity 𝜁 = 𝜕𝑣∕𝜕𝑥 − 𝜕𝑢∕𝜕𝑦, however, it is advan-tageous to grid the WaCM data on a finer grid with dimensions of 𝛥𝑥×
𝛥𝑦 = 1 km × 1 km. The primary advantage is that centered differenceestimates of the derivatives on the finer grid retain more of the short-wavelength variability in the vorticity signal (see Appendix H). Forthe comparisons with geostrophically computed velocity and vorticityestimated from simulated SWOT data, it is also convenient for theanalysis in this study to grid the WaCM data onto the same 1 km × 1 kmgrid as the SWOT data.With the 10-km smoothing assumed in the baseline design for pre-processing of WaCM data, the standard deviation of the errors ofoverlapping smoothed estimates of the speeds of WaCM measurementsof velocity on the finer 1 km × 1 km grid is still (I.36). But theerrors are no longer uncorrelated on the finer grid. As summarizedbelow, this complicates the derivation of analytical expressions for thespectra of errors of the velocity components and vorticity estimatedfrom pre-processed WaCM data.The footprint size of the raw WaCM radar data will likely be of order100 m. For the simulated WaCM data in this study, the smallest possiblefootprint size is the 0.5 km × 0.5 km grid spacing of the CCS model.This is a factor of 10 finer than the 5 km × 5 km grid on which the pre-processed data are uncorrelated with 10-km smoothing. To achieve thebaseline design of (I.36) for the standard deviation of the speeds of 10-km smoothed errors of surface velocity measurements, the analysis inAppendix D shows that the variance of unsmoothed errors in simulatedraw measurements with a footprint size of 0.5 km × 0.5 km is a factor of100 times larger, hence the standard deviation is a factor-of-10 larger.This can be seen from the error variance reduction formula (D.5a) withthe reduction factor 𝛼 given by (D.14c) for the case of smoothing of thesimulated raw measurements on a grid of 𝛿𝑥 × 𝛿𝑦 = 0.5 km × 0.5 kmusing a Parzen smoother with an isotropic half-power filter cutoffwavelength of 𝜆𝑐 = 10 km. The standard deviation of the speeds of theunsmoothed velocity errors on the simulated raw measurement grid isthus
𝜎′spd = 10 𝜎spd = 5.0 m s−1, (I.37)
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Fig. I.1. Numerical solutions as functions of half-power filter cutoff wavelength 𝜆𝑐 for the integrals labeled in the lower left corner of each panel that appear in the equations inAppendix I: (a) The integral on the right sides of Eqs. (I.33a) and (I.33b), which also appears as the second integral on the right sides of Eqs. (I.35a), (I.35b), (I.35c) and (I.56)and as the integral on the right sides of Eqs. (I.46a) and (I.46b) with 𝜆𝑐 = 10 km; (b) The first integral on the right sides of Eqs. (I.35a), (I.35b) and (I.35c); (c) The integralon the right sides of Eqs. (I.48a) and (I.48b), which also appears as the integral on the right side of Eq. (I.54a) and in the denominator on the right side of Eq. (I.55b); and (d)The integral on the right side of Eq. (I.55a) and in the numerator on the right side of Eq. (I.55b). The dashed lines in panels (c) and (d) correspond to the approximate solutionsobtained by replacing the term 𝑊 210 km(𝑘) in the integrands with a value of 1 for all wavenumbers 𝑘, as in Eqs. (I.49) and (I.56), respectively.
where the prime distinguishes this standard deviation of the errors ofthe simulated raw measurements from the standard deviation (I.36) ofthe speed errors after smoothing isotropically with a 10-km filter cutoff.In general, the standard deviations 𝜎𝑢 and 𝜎𝑣 of the errors of the 10-km smoothed velocity estimates differ for the two orthogonal velocitycomponents 𝑢 and 𝑣. Throughout Sections 6 and 8–10, however, wehave assumed that the speed uncertainties in the pre-processed WaCMdata are equally partitioned between 𝑢 and 𝑣. In this case, the standarddeviations 𝜎𝑢 and 𝜎𝑣 are both equal to a value 𝜎𝑢,𝑣 that is related to thebaseline design (I.36) by
𝜎𝑢,𝑣 =
𝜎spd√
2
= 0.354 m s−1.
The subscript 𝑢, 𝑣 is intended to indicate that the error standard devia-tion is the same for each velocity component. If the speed uncertaintiesare also equally partitioned between 𝑢 and 𝑣 on the simulated raw mea-surement grid, the standard deviations 𝜎′𝑢 and 𝜎′𝑣 of the uncorrelatederrors of each velocity component in the simulated unsmoothed rawdata are both equal to a value 𝜎′𝑢,𝑣 that is related to (I.37) by
𝜎′𝑢,𝑣 =
𝜎′spd√
2
= 3.54 m s−1.
In the derivations that follow, we allow for the possibility of differ-ent error standard deviations for each velocity component. Parseval’s
Theorem for the 2-dimensional white noise wavenumber spectrum ofthe uncorrelated errors of the 𝑢 or 𝑣 velocity component on the 𝛿𝑥 ×
𝛿𝑦 = 0.5 km × 0.5 km simulated raw measurement grid can then beexpressed as
𝑆′ 2𝑑𝑢;𝑣(𝑘, 𝑙) =
𝜎′ 2𝑢;𝑣
4𝑘′ 𝑙′
= 𝛿𝑥 𝛿𝑦 𝜎′ 2𝑢;𝑣, (I.38)
where 𝑘′ = (2𝛿𝑥)−1 and 𝑙′ = (2𝛿𝑦)−1 are the Nyquist wavenumbers inthe 𝑥 and 𝑦 dimensions. The subscript 𝑢; 𝑣 with the semicolon signifiesthe choice of a subscript of either 𝑢 or 𝑣 on both sides of (I.38), depend-ing on which velocity component is of interest. The spectrum thus hasthe same form for each velocity component. The only difference is that
𝜎2𝑢;𝑣 on the right side of (I.38) is replaced with 𝜎′ 2𝑢 or 𝜎′ 2𝑣, depending onwhether the interest is in the spectrum 𝑆′ 2𝑑𝑢 (𝑘, 𝑙) of 𝑢 or the spectrum
𝑆′ 2𝑑𝑣 (𝑘, 𝑙) of 𝑣 on the left side of (I.38).The form (I.38) for the spectrum of velocity component errors fromWaCM data is fundamentally different from the spectra (I.5) and (I.8) ofthe errors of geostrophically computed velocity components estimatedfrom SWOT data. This is because of the different filtering imposed inthe case of SWOT by the filter transfer functions (response functions)(I.4) and (I.6) for centered differences in orthogonal directions assummarized in Appendix I.1.The 2-dimensional wavenumber spectrum of 𝑢 or 𝑣 after smoothingthe simulated raw WaCM data with half-power filter cutoff wavelengths
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of 10 km in each dimension (which is shown in Appendix C to beessentially equivalent to isotropic smoothing for the case of the Parzensmoother considered here) is
?̃?2𝑑𝑢;𝑣(𝑘, 𝑙) = 𝑊
2
10 km(𝑘)𝑊
2
10 km(𝑙)𝑆
′ 2𝑑
𝑢;𝑣(𝑘, 𝑙)
= 𝛿𝑥 𝛿𝑦 𝜎′ 2𝑢;𝑣𝑊
2
10 km(𝑘)𝑊
2
10 km(𝑙), (I.39a)where 𝑊 210 km(𝑘) and 𝑊 210 km(𝑙) are the squared values of the filter trans-fer functions of smoothers with half-power filter cutoff wavelengthsof 10 km in the 𝑥 and 𝑦 dimensions, respectively. For the case of theParzen smoother used in this study, the filter transfer function in the
𝑥 dimension with a half-power filter cutoff wavelength of 10 km isgiven by (A.11) in Appendix A with a span of 𝐿4 = 9.10 km. Thefilter transfer function for Parzen smoothing in the 𝑦 dimension is thesame, except with wavenumber 𝑘 replaced with 𝑙. The tilde on the leftside of (I.39a) is intended as a reminder that isotropic 2-dimensionalsmoothing with a half-power filter cutoff wavelength of 10 km has beenapplied to unsmoothed errors of the simulated raw measurements onthe 0.5 km × 0.5 km grid.With the 10-km smoothing applied to the raw WaCM data in pre-processing, the smoothed velocity component estimates could be sub-sampled onto a 5 km × 5 km grid with minimal aliasing that arises fromthe imperfect gradual rolloff of the filter transfer function through thehalf-power filter cutoff wavenumber of 0.1 cpkm (which is equivalentto the Nyquist wavenumber for 𝛥𝑥 = 𝛥𝑦 = 5 km). For the reasonsdiscussed above, we assume that the raw data after 10-km smoothingare subsampled onto a 𝛥𝑥×𝛥𝑦 = 1 km × 1 km grid. The 2-dimensionalwavenumber spectrum of the smoothed measurement errors on thisgrid is the same as (I.39a), but is truncated at the Nyquist wavenumbers
𝑘 = (2𝛥𝑥)−1 = 0.5 cpkm and 𝑙 = (2𝛥𝑦)−1 = 0.5 cpkm that areassociated with the 1 km × 1 km grid spacing. In addition to the mo-tivations discussed previously, the subsampling onto this 1 km × 1 kmgrid eliminates essentially all aliasing by virtue of the fact that theNyquist wavenumbers are five times higher than the half-power filtercutoff wavenumber of 0.1 cpkm for the 10-km smoothing applied inthe pre-processing of WaCM data.For the 𝛥𝑥×𝛥𝑦 = 1 km × 1 km subsample grid, the grid spacings forour simulated raw WaCM data are related to 𝛥𝑥 and 𝛥𝑦 by 𝛿𝑥 = 0.5𝛥𝑥and 𝛿𝑦 = 0.5𝛥𝑦. And since the variances 𝜎′ 2𝑢 and 𝜎′ 2𝑣 of the errorsof these simulated raw and unsmoothed WaCM velocity componentestimates are related to the variances 𝜎2𝑢 and 𝜎2𝑣 of the errors of the10-km smoothed velocity component estimates by 𝜎′ 2𝑢;𝑣 = 100 𝜎2𝑢;𝑣, thespectrum (I.39a) can be written alternatively as
?̃?2𝑑𝑢;𝑣(𝑘, 𝑙) = 25𝛥𝑥𝛥𝑦 𝜎
2
𝑢;𝑣𝑊
2
10 km(𝑘)𝑊
2
10 km(𝑙). (I.39b)This expresses the 2-dimensional spectrum of the velocity componenterrors in terms of the grid spacing and variance after the 10-kmsmoothing and the 𝛥𝑥×𝛥𝑦 = 1 km × 1 km subsampling that are appliedin our simulated pre-processing of the WaCM data.The 1-sided, 1-dimensional alongshore spectrum of the errors ofWaCM estimates of velocity components obtained by integrating the 2-dimensional spectrum (I.39b) over all cross-shore wavenumbers 𝑘 anddoubling the power at each alongshore wavenumber 𝑙 is
?̃?1𝑑𝑢;𝑣(𝑙) = 2∫
𝑘
−𝑘
?̃?2𝑑𝑢;𝑣(𝑘, 𝑙) 𝑑𝑘
= 100𝛥𝑥𝛥𝑦 𝜎2𝑢;𝑣𝑊
2
10 km(𝑙)∫
𝑘
0
𝑊 210 km(𝑘) 𝑑𝑘. (I.40a)
This expression uses the fact that 𝑊 210 km(𝑘) is symmetric about 𝑘 = 0.The integral on the right side of (I.40a) is equal to (0.910 𝜆𝑐)−1 ≈ 𝜆−1𝑐according to (D.12b). Since 𝜆𝑐 = 10 km = 10𝛥𝑥 for the smoothingapplied in the pre-processing of WaCM data, the 1-dimensional along-shore spectrum (I.40a) of the errors of WaCM estimates of each velocitycomponent on a 𝛥𝑥 × 𝛥𝑦 = 1 km × 1 km grid is
?̃?1𝑑𝑢;𝑣(𝑙) = 10𝛥𝑦 𝜎
2
𝑢;𝑣𝑊
2
10 km(𝑙). (I.40b)
It should be noted that the multiplicative factors of 25, 100 and10 in (I.39b), (I.40a) and (I.40b), respectively, are all specific to thechoices of 𝛿𝑥 = 𝛿𝑦 = 0.5 km for the footprint size of the raw dataas simulated in this study from the 𝛿𝑥 × 𝛿𝑦 = 0.5 km × 0.5 km griddedvelocity fields in the CCS model and the assumed 10-km smoothing and
𝛥𝑥 = 𝛥𝑦 = 1 km subsampling in the pre-processing of WaCM estimatesof velocity. We retain 𝛥𝑥 and 𝛥𝑦 in these equations as a reminder ofthe need to keep track of units and to help facilitate adaptation of theequations to other choices of 𝛿𝑥, 𝛿𝑦, 𝛥𝑥 and 𝛥𝑦.For example, consider the same footprint size of 𝛿𝑥 = 𝛿𝑦 = 0.5 kmfor the raw measurements but for subsampling of the 10-km smoothedraw data onto the grid with 𝛥𝑥 = 𝛥𝑦 = 5 km on which the pre-processed WaCM estimates of velocity components are uncorrelated.Then 𝛿𝑥 = 0.1𝛥𝑥 and 𝛿𝑦 = 0.1𝛥𝑦 rather than 0.5𝛥𝑥 and 0.5𝛥𝑦 as in theanalysis above. The multiplicative factors in (I.39b), (I.40a) and (I.40b)would then become 1, 4 and 2, respectively. If not for the imperfectionsof the filter transfer function of the Parzen smoother, the values of
𝑊10 km(𝑘) and 𝑊10 km(𝑙) would be 1 at all wavenumbers 𝑘 < 𝑘 and
𝑙 < 𝑙 for the new Nyquist wavenumbers of 𝑘 = 𝑙 = 0.1 cpkmassociated with the 5 km × 5 km grid. The imperfections of the filtertransfer functions are nonetheless small for these ranges of 𝑘 and 𝑙. Theresulting analytical expression (I.39a) for the 2-dimensional spectra ofvelocity component errors on a 𝛥𝑥 × 𝛥𝑦 = 5 km × 5 km would thenhave the same form as the 2-dimensional spectrum (I.1) of errors ofpre-processed SWOT estimates of SSH. Likewise, the expressions (I.40a)and (I.40b) for the 1-dimensional spectra of velocity component errorswould have the same form as the 1-dimensional spectrum (I.2a) oferrors of SWOT estimates of SSH.The 2-dimensional wavenumber spectrum of the errors of vorticity
𝜁 = 𝜕𝑣∕𝜕𝑥 − 𝜕𝑢∕𝜕𝑦 estimated from the errors of pre-processed WaCMestimates of the two velocity components is obtained straightforwardlyfrom the 2-dimensional spectrum (I.39b). For centered difference esti-mates of the derivatives on the 𝛥𝑥 × 𝛥𝑦 = 1 km × 1 km subsamplinggrid assumed in the derivation of (I.39b), the 2-dimensional spectrumof vorticity errors is
?̃?2𝑑𝜁 (𝑘, 𝑙) = ?̃?
2𝑑
𝜕𝑢∕𝜕𝑦(𝑘, 𝑙) + ?̃?
2𝑑
𝜕𝑣∕𝜕𝑥(𝑘, 𝑙), (I.41)
where
?̃?2𝑑𝜕𝑢∕𝜕𝑦(𝑘, 𝑙) =
|||𝑊3𝑝𝑡(𝑙)|||2 ?̃?2𝑑𝑢 (𝑘, 𝑙) (I.42a)
?̃?2𝑑𝜕𝑣∕𝜕𝑥(𝑘, 𝑙) =
|||𝑊3𝑝𝑡(𝑘)|||2 ?̃?2𝑑𝑣 (𝑘, 𝑙). (I.42b)The tildes in the above equations again signify that 10-km smoothinghas been applied in the pre-processing of WaCM data. There is no crossspectral term in (I.41) because the errors of WaCM estimates of 𝑢 and 𝑣have been assumed to be uncorrelated. The response functions 𝑊3𝑝𝑡(𝑘)and 𝑊3𝑝𝑡(𝑙) of the centered difference estimates of the derivatives inthe 𝑥 and 𝑦 dimensions, respectively, are given by (I.4) and (I.6) with
𝛥𝑥 = 𝛥𝑦 = 1 km.The 1-sided, 1-dimensional alongshore spectrum of 𝜁 errors ob-tained from (I.41) and (I.42) is
?̃?1𝑑𝜁 (𝑙) = 2∫
𝑘
−𝑘
?̃?2𝑑𝜁 (𝑘, 𝑙) 𝑑𝑘 = ?̃?
1𝑑
𝜕𝑢∕𝜕𝑦(𝑙) + ?̃?
1𝑑
𝜕𝑣∕𝜕𝑥(𝑙), (I.43)
where
?̃?1𝑑𝜕𝑢∕𝜕𝑦(𝑙) = 2∫
𝑘
−𝑘
?̃?2𝑑𝜕𝑢∕𝜕𝑦(𝑘, 𝑙) 𝑑𝑘 = 2
|||𝑊3𝑝𝑡(𝑙)|||2 ∫ 𝑘−𝑘 ?̃?2𝑑𝑢 (𝑘, 𝑙) 𝑑𝑘 (I.44a)
?̃?1𝑑𝜕𝑣∕𝜕𝑥(𝑙) = 2∫
𝑘
−𝑘
?̃?2𝑑𝜕𝑣∕𝜕𝑥(𝑘, 𝑙) 𝑑𝑘 = 2 ∫
𝑘
−𝑘
|||𝑊3𝑝𝑡(𝑘)|||2 ?̃?2𝑑𝑣 (𝑘, 𝑙) 𝑑𝑘. (I.44b)
According to (I.40a), the integral on the right side of (I.44a) withthe multiplicative factor of 2 is equal to the 1-dimensional alongshorespectrum ?̃?1𝑑𝑢 (𝑙) of the cross-shore velocity component errors. The
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contribution (I.44a) to the 1-dimensional alongshore spectrum (I.43)of vorticity errors is therefore
?̃?1𝑑𝜕𝑢∕𝜕𝑦(𝑙) =
|||𝑊3𝑝𝑡(𝑙)|||2 ?̃?1𝑑𝑢 (𝑙), (I.45a)where ?̃?1𝑑𝑢 (𝑙) can be expressed alternatively in the form (I.40b) to get
?̃?1𝑑𝜕𝑢∕𝜕𝑦(𝑙) = 10𝛥𝑦 𝜎
2
𝑢
|||𝑊3𝑝𝑡(𝑙)|||2 𝑊 210 km(𝑙). (I.45b)From (I.39b), the contribution (I.44b) to the 1-dimensionalwavenumber spectrum of vorticity errors can be written as
?̃?1𝑑𝜕𝑣∕𝜕𝑥(𝑙) = 100𝛥𝑥𝛥𝑦 𝜎
2
𝑣𝑊
2
10 km(𝑙)∫
𝑘
0
|||𝑊3𝑝𝑡(𝑘)|||2 𝑊 210 km(𝑘) 𝑑𝑘. (I.46a)
This equation uses the fact that |||𝑊3𝑝𝑡(𝑘)|||2 and 𝑊 210 km(𝑘) are bothsymmetric about 𝑘 = 0. From (I.40b), this can be written alternativelyin terms of the 1-dimensional wavenumber spectrum of alongshorevelocity component errors,
?̃?1𝑑𝜕𝑣∕𝜕𝑥(𝑙) = 10𝛥𝑥 ?̃?
1𝑑
𝑣 (𝑙)∫
𝑘
0
|||𝑊3𝑝𝑡(𝑘)|||2 𝑊 210 km(𝑘) 𝑑𝑘. (I.46b)The integral on the right sides of (I.46a) and (I.46b) is the same integralencountered in (I.33b) for the case of 𝜆𝑐 = 10 km. Numerical solutionsfor this integral are shown as a function of half-power filter cutoffwavelength 𝜆𝑐 in Fig. I.1a. For 𝛥𝑥 = 𝛥𝑦 = 1 km, the integral has avalue of 0.0221 at 𝜆𝑐 = 10 km.The analytical expressions (I.40) and (I.43), with the latter parti-tioned as (I.45a) and (I.46a), for the 1-sided, 1-dimensional alongshorespectra of errors of WaCM estimates of the two velocity componentsand the vorticity computed from the pre-processed WaCM data are ap-plicable to any low-pass filter with a half-power filter cutoff wavelengthof 10 km. The results based on the Parzen smoother with 𝜎𝑢 = 𝜎𝑣 =
𝜎𝑢,𝑣 = 0.354 m s−1 are shown by the solid green lines in Fig. 13c.These theoretical spectra agree very well with the spectra shown inFig. 13c by the solid blue lines that were computed empirically fromthe simulated WaCM error fields generated for the analysis in Sections 6and 8–10.
I.4. Errors of smoothed WaCM estimates of velocity and vorticity
The errors of WaCM estimates of velocity and vorticity computedfrom the pre-processed WaCM data (see Appendix G and Table 1 in Sec-tion 4 and the bottom left panels of Figs. 19a and 19b) are too large forthe velocity and vorticity estimates to be useful for most applications.It will be necessary to smooth the pre-processed WaCM data in ground-based post-processing to reduce the effects of measurement errors. As inAppendix I.3, we assume here that the pre-processed WaCM estimatesof velocity have been smoothed with a filter cutoff wavelength of 10 kmand subsampled from the raw measurement grid (0.5 km × 0.5 km forthe simulations in this study) onto a 𝛥𝑥 × 𝛥𝑦 = 1 km × 1 km grid.The 2-dimensional wavenumber spectrum of WaCM estimates ofeach velocity component after smoothing in each dimension with a fil-ter cutoff wavelength of 𝜆𝑐 in ground-based post-processing is obtainedfrom the 2-dimensional wavenumber spectrum (I.39b) of the errors ofthe pre-processed estimates of the two velocity components by
?̃?2𝑑𝑢;𝑣(𝑘, 𝑙) = 𝑊
2
𝜆𝑐
(𝑘)𝑊 2𝜆𝑐 (𝑙) ?̃?
2𝑑
𝑢;𝑣(𝑘, 𝑙)
= 25𝛥𝑥𝛥𝑦 𝜎2𝑢;𝑣𝑊
2
10 km(𝑘)𝑊
2
10 km(𝑙)𝑊
2
𝜆𝑐
(𝑘)𝑊 2𝜆𝑐 (𝑙). (I.47)The subscript 𝑢; 𝑣 with the semicolon again indicates that the equationhas the same form for both velocity components, differing only in thechoice of a subscript 𝑢 or 𝑣 on both sides of (I.47). The combinedtilde and overbar signify that the spectrum on the left side of (I.47)is based on WaCM velocity component estimates that have been 2-dimensionally smoothed twice, first in pre-processing with a half-powerfilter cutoff wavelength of 10 km in each dimension (signified as inAppendix I.3 by the tilde) and then in ground-based post-processing
with a half-power filter cutoff wavelength of 𝜆𝑐 in each dimension(signified by the overbar).The 1-sided, 1-dimensional alongshore spectrum of the smoothedvelocity errors is
?̃?1𝑑𝑢;𝑣(𝑙) = 2∫
𝑘
−𝑘
?̃?2𝑑𝑢;𝑣(𝑘, 𝑙) 𝑑𝑘
= 100𝛥𝑥𝛥𝑦 𝜎2𝑢;𝑣𝑊
2
10 km(𝑙)𝑊
2
𝜆𝑐
(𝑙)∫
𝑘
0
𝑊 210 km(𝑘)𝑊
2
𝜆𝑐
(𝑘) 𝑑𝑘.
(I.48a)
From (I.40b), this can be written alternatively in terms of the 1-dimensional alongshore spectrum ?̃?1𝑑𝑢;𝑣(𝑙) of pre-processed WaCM esti-mates of the velocity components,
?̃?1𝑑𝑢;𝑣(𝑙) = 10𝛥𝑥 ?̃?
1𝑑
𝑢;𝑣(𝑙)𝑊
2
𝜆𝑐
(𝑙)∫
𝑘
0
𝑊 210 km(𝑘)𝑊
2
𝜆𝑐
(𝑘) 𝑑𝑘. (I.48b)
When the filter cutoff wavelength 𝜆𝑐 in the ground-based post-processing is large compared with the 10-km filter cutoff wavelengthof the smoothing applied in pre-processing of WaCM data, the filtertransfer function 𝑊10 km(𝑘) in the integrand on the right sides of (I.48a)and (I.48b) is approximately 1 across the low-wavenumber pass bandof the filter transfer function 𝑊𝜆𝑐 (𝑘). In this case, the 10-km filteringin the pre-processing has relatively little effect on the integral on theright sides of (I.48a) and (I.48b). Then (I.48a), for example, reduces tothe approximate form
?̃?1𝑑𝑢;𝑣(𝑙) ≈ 100𝛥𝑥𝛥𝑦 𝜎
2
𝑢;𝑣𝑊
2
10 km(𝑙)𝑊
2
𝜆𝑐
(𝑙)∫
𝑘
0
𝑊 2𝜆𝑐 (𝑘) 𝑑𝑘.
Substitution of (I.28) simplifies this to
?̃?1𝑑𝑢;𝑣(𝑙) ≈
100𝛥𝑥𝛥𝑦
𝜆𝑐
𝜎2𝑢;𝑣𝑊
2
10 km(𝑙)𝑊
2
𝜆𝑐
(𝑙). (I.49)
More generally, the 1-dimensional alongshore spectra of velocitycomponent errors smoothed with a half-power filter cutoff wavelengthof 𝜆𝑐 in each dimension must be computed from (I.48a) or (I.48b).Numerical solutions for the integral on the right sides of (I.48a) and(I.48b) are shown as a function of 𝜆𝑐 by the solid line in Fig. I.1c. Thedashed line is the value of the integral when 𝑊 210 km(𝑘) is replaced witha value of 1 for all wavenumbers 𝑘 as in (I.49). The two lines convergerapidly and the approximate solution (I.49) is accurate to better than10% for ground-based post-processing with 𝜆𝑐 ≥ 22 km.The 2-dimensional wavenumber spectrum of the errors of vorticityestimated from smoothed errors of WaCM estimates of the velocitycomponents is obtained analogously to (I.41) and (I.42), except withthe 2-dimensional spectra (I.40) of the errors of pre-processed WaCMestimates of the two velocity components on the right sides of (I.42a)and (I.42b) replaced with the 2-dimensional spectra (I.47) of the twosmoothed velocity component errors,
?̃?2𝑑𝜁 (𝑘, 𝑙) = ?̃?
2𝑑
𝜕𝑢∕𝜕𝑦(𝑘, 𝑙) + ?̃?
2𝑑
𝜕𝑣∕𝜕𝑥(𝑘, 𝑙), (I.50)
where
?̃?2𝑑𝜕𝑢∕𝜕𝑦(𝑘, 𝑙) =
|||𝑊3𝑝𝑡(𝑙)|||2 ?̃?2𝑑𝑢 (𝑘, 𝑙) (I.51a)
?̃?2𝑑𝜕𝑣∕𝜕𝑥(𝑘, 𝑙) =
|||𝑊3𝑝𝑡(𝑘)|||2 ?̃?2𝑑𝑣 (𝑘, 𝑙). (I.51b)As in (I.47), the combined tilde and overbar signify spectra that arebased on doubly smoothed WaCM velocity component estimates.The 1-sided, 1-dimensional alongshore spectrum of the smoothedvorticity errors obtained from (I.50) and (I.51) is
?̃?1𝑑𝜁 (𝑙) = 2∫
𝑘
−𝑘
?̃?2𝑑𝜁 (𝑘, 𝑙) 𝑑𝑘 = ?̃?
1𝑑
𝜕𝑢∕𝜕𝑦(𝑙) + ?̃?
1𝑑
𝜕𝑣∕𝜕𝑥(𝑙), (I.52)
where
?̃?1𝑑𝜕𝑢∕𝜕𝑦(𝑙) = 2∫
𝑘
−𝑘
?̃?2𝑑𝜕𝑢∕𝜕𝑦(𝑘, 𝑙) 𝑑𝑘 = 2
|||𝑊3𝑝𝑡(𝑙)|||2 ∫ 𝑘−𝑘 ?̃?2𝑑𝑢 (𝑘, 𝑙) 𝑑𝑘 (I.53a)
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?̃?1𝑑𝜕𝑣∕𝜕𝑥(𝑙) = 2∫
𝑘
−𝑘
?̃?2𝑑𝜕𝑣∕𝜕𝑥(𝑘, 𝑙) 𝑑𝑘 = 2 ∫
𝑘
−𝑘
|||𝑊3𝑝𝑡(𝑘)|||2 ?̃?2𝑑𝑣 (𝑘, 𝑙) 𝑑𝑘. (I.53b)From (I.47), the first contribution (I.53a) to the 1-dimensionalalongshore spectrum (I.52) of vorticity errors can be written as
?̃?1𝑑𝜕𝑢∕𝜕𝑦(𝑙)
= 100𝛥𝑥𝛥𝑦 𝜎2𝑢
|||𝑊3𝑝𝑡(𝑙)|||2𝑊 210 km(𝑙)𝑊 2𝜆𝑐 (𝑙)∫ 𝑘0 𝑊 210 km(𝑘)𝑊 2𝜆𝑐 (𝑘) 𝑑𝑘.(I.54a)The integral on the right side of this equation is the same as the integralon the right sides of (I.48a) and (I.48b). Numerical solutions for thisintegral are shown as a function of 𝜆𝑐 in Fig. I.1c.With (I.48a), the spectrum (I.54a) can be expressed more compactlyin terms of the 1-dimensional alongshore spectrum ?̃?1𝑑𝑢 (𝑙) of the 𝑢component of smoothed velocity errors,
?̃?1𝑑𝜕𝑢∕𝜕𝑦(𝑙) =
|||𝑊3𝑝𝑡(𝑙)|||2 ?̃?1𝑑𝑢 (𝑙). (I.54b)This could be written in terms of the 1-dimensional spectrum ?̃?1𝑑𝑢 (𝑙)of pre-processed WaCM estimates of the 𝑢 component of smoothedvelocity errors by substituting (I.48b) for ?̃?1𝑑𝑢 (𝑙) on the right side of(I.54b).A similar procedure can be followed for the second contribution(I.53b) to the 1-dimensional alongshore spectrum (I.52) of vorticityerrors. From (I.47), the expression (I.53b) can be written as
?̃?1𝑑𝜕𝑣∕𝜕𝑥(𝑙)
= 100𝛥𝑥𝛥𝑦 𝜎2𝑣𝑊
2
10 km(𝑙)𝑊
2
𝜆𝑐
(𝑙)∫
𝑘
0
|||𝑊3𝑝𝑡(𝑘)|||2 𝑊 210 km(𝑘)𝑊 2𝜆𝑐 (𝑘) 𝑑𝑘.(I.55a)With (I.48a), this can be expressed in terms of the 1-dimensionalalongshore spectrum ?̃?1𝑑𝑣 (𝑙) of the 𝑣 component of smoothed velocityerrors,
?̃?1𝑑𝜕𝑣∕𝜕𝑥(𝑙) = ?̃?
1𝑑
𝑣 (𝑙)
∫
𝑘
0
|||𝑊3𝑝𝑡(𝑘)|||2 𝑊 210 km(𝑘)𝑊 2𝜆𝑐 (𝑘) 𝑑𝑘
∫
𝑘
0
𝑊 210 km(𝑘)𝑊
2
𝜆𝑐
(𝑘) 𝑑𝑘
. (I.55b)
This could be written in terms of the 1-dimensional spectrum ?̃?1𝑑𝑣 (𝑙) ofpre-processed WaCM estimates of the 𝑣 component of velocity errorsby substituting (I.48b) for ?̃?1𝑑𝑣 (𝑙) on the right side of (I.55b).As in the case of the approximate expression (I.49) for the 1-dimensional spectrum of smoothed velocity component errors, theexpression (I.55b) can be simplified when the filter cutoff wavelength
𝜆𝑐 in the ground-based post-processing is large compared with the10-km filter cutoff wavelength of the smoothing applied in the pre-processing of WaCM data. Then the filter transfer function 𝑊10 km(𝑘) inthe integrands on the right sides of (I.55a) and (I.55b) is approximately1 across the low-wavenumber pass band of the filter transfer function
𝑊𝜆𝑐 (𝑘). In this case, the 10-km filtering in the pre-processing hasrelatively little effect on the integral on the right side of (I.55a) andeither of the two integrals on the right side of (I.55b). Then (I.55a), forexample, reduces to the approximate form
?̃?1𝑑𝜕𝑣∕𝜕𝑥(𝑙) ≈ 100𝛥𝑥𝛥𝑦 𝜎
2
𝑣𝑊
2
10 km(𝑙)𝑊
2
𝜆𝑐
(𝑙)∫
𝑘
0
|||𝑊3𝑝𝑡(𝑘)|||2 𝑊 2𝜆𝑐 (𝑘) 𝑑𝑘. (I.56)The integral on the right side of this equation is the same as the integralon the right side of (I.33). Numerical solutions for this integral wereshown as a function of 𝜆𝑐 in Fig. I.1a.More generally, the 1-dimensional alongshore spectra of vorticityerrors smoothed with a half-power filter cutoff wavelength of 𝜆𝑐 in eachdimension must be computed from (I.55). Numerical solutions for theintegral on the right side of (I.55a) and in the numerator of (I.55b) are
shown as a function of 𝜆𝑐 by the solid line in Fig. I.1d and numericalsolutions for the integral in the denominator on the right side of (I.55b)was shown as a function of 𝜆𝑐 by the solid line in Fig. I.1c. The dashedlines are the values of the integrals when 𝑊 210 km(𝑘) is replaced with avalue of 1 for all wavenumbers 𝑘 as in (I.56). The approximate solutionto the new integral in (I.55a) and the numerator of (I.55b) is accurateto better than 10% for ground-based post-processing with 𝜆𝑐 ≥ 37 km.The analytical expressions (I.48) and (I.52), with the latter parti-tioned as (I.54) and (I.55), for the 1-sided, 1-dimensional alongshorespectra of the residual errors of WaCM estimates of the two veloc-ity components and vorticity after smoothing in ground-based post-processing of the pre-processed WaCM data are applicable to anylow-pass filter with a half-power filter cutoff wavelength of 𝜆𝑐 . Theresults based on the Parzen smoother with 𝜎𝑢 = 𝜎𝑣 = 𝜎𝑢,𝑣 = 0.354 m s−1are shown by the solid green lines in Fig. 15 for filter cutoff wave-lengths of 𝜆𝑐 = 20, 50 and 80 km. These theoretical spectra agree verywell with the spectra shown by the solid blue lines that were computedempirically from the simulated WaCM error fields generated for theanalysis in Sections 6 and 8–10.
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