In recent years, when solving MOPs, especially discrete path optimization problems, MOACOs concerning other meta-heuristic algorithms have been used and improved often, and they have become a hot research topic. This article will start from the basic process of ant colony algorithms for solving MOPs to illustrate the differences between each step. Secondly, we provide a relatively complete classification of algorithms from different aspects, in order to more clearly reflect the characteristics of different algorithms. After that, considering the classification result, we have carried out a comparison of some typical algorithms which are from different categories on different sizes TSP (traveling salesman problem) instances and analyzed the results from the perspective of solution quality and convergence rate. Finally, we give some guidance about the selection of these MOACOs to solve problem and some research works for the future.
Introduction
With the development of cloud computing and big data, the optimization problems we face becomes more and more complicated. In many cases, we need to consider several conflicting objectives and satisfy a variety of conditions. Such problems can be modeled well as multi-objective optimization problems (MOPs) [1] [2] [3] . This makes research on the solution to MOPs more important, and has become a hot topic in the field of intelligent optimization. In the last two years, evolutionary journals such as IEEE Transactions on Evolutionary Computation have published a large number of related research results. For MOPs, the Pareto Set (PS)/Pareto Front (PF) is the theoretical best solution. All the solutions in PF are non-dominated. Without the decision maker's preference information, all the solutions are equally good [4] . A variety of algorithms has been designed to solve MOPs better. Most of them are non-complete algorithms, in which the meta-heuristic algorithms are focused on solving MOPs. These algorithms include multi-objective particle swarm optimization algorithms [5, 6] , multi-objective bee colony algorithms [7, 8] , multi-objective evolutionary algorithms [9, 10] , multi-objective genetic algorithms [11, 12] , multi-objective ant colony algorithms etc. [13, 14] . When solving the discrete path multi-objective optimization problem, the multi-objective ant colony optimization algorithm (MOACO) is used more often than other heuristic algorithms, especially in solving variable-length path planning problems [15, 16] . In this case, the ant colony optimization algorithm has unique advantages. Compared with the other related algorithms, it is more efficient. This is mainly because the construction graph used in the ACO algorithm can make the search space represented less redundant. Moreover, it has algorithm in each class for a relatively detailed description. In the subsequent section, the applicability of various algorithms is compared. We select typical MOACOs from different categories, and use various methods to compare the quality and the speed of convergence on different scale multi-objective TSP test problems. Finally, we summarize the existing problems of the multi-objective ant colony algorithm, and provide details of the expansion of this work.
The Basic Process of Solving the Multi-Objective Optimization Problem (MOP) by the Ant Colony Algorithm
This section first explains the general steps of the ant colony algorithm for MOPs. The multi-objective ant colony algorithm has many differences in using the strategy, such as: single-group/multi-group ants, single-pheromone/multi-pheromone matrix, single-heuristic/multi-heuristic matrix etc. These strategies can influence either the process of solving the problems or the quality of the solutions. The main steps of the ant colony algorithm to solve the multi-objective optimization problem are very similar.
Through the study of the MOACOs algorithm in solving the multi-objective optimization problem, the basic process is shown in Figure 1 . categories, and use various methods to compare the quality and the speed of convergence on different scale multi-objective TSP test problems. Finally, we summarize the existing problems of the multi-objective ant colony algorithm, and provide details of the expansion of this work.
Through the study of the MOACOs algorithm in solving the multi-objective optimization problem, the basic process is shown in Figure 1 . The process the multi-objective colony algorithm takes in solving MOPs is generally divided into five steps: (1) Initialization: initialize the parameters of the algorithm, the pheromone information and heuristic information. (2) Solution construction: for each ant i, construct a new solution by using a probabilistic rule to choose solution components. The rule is a function of the current solution to sub-problem i, pheromone and heuristic information. (3) Solution evaluation: evaluate the solution of each ant obtained in step 2, store the non-dominated solutions, and eliminate the dominated ones. (4) Update of pheromone matrices: update the pheromone matrix by using information extracted from the newly constructed solutions. The pheromone related with edges in a non-dominated solution will increase. (5) Termination: if a problem-specific stopping condition is met, such as the number of iterations and the running time, the algorithm stops and outputs the non-dominated solution set, otherwise go back to step 2. In the process of solving a multi-objective optimization problem, the difference of each ant algorithm is mainly reflected in step (1), step (2) and step (4) . The differences in the initialization, solution construction, and the update of pheromone matrices, result in different improved MOACOs.
The differences in the initialization of ant colony optimization algorithms are mainly reflected in the following points: single-group/multiple-group, single-pheromone/multi-pheromone matrix, single-heuristic/multi-heuristic matrix and so on. Single-group/multi-group mainly refer to whether divide all the ants into single or multiple different groups. The single-group means that all the ants in one group share the same pheromone information and the same heuristic information in the algorithm. That is, the change of pheromone will affect all the solutions. Multi-group means that the ants in the algorithm are divided into many groups. Each group has its pheromone information matrix. The ants in the same group share one pheromone matrix and one heuristic matrix. The ants in the different group use different pheromone information. However, the groups are not unrelated, and they interact with each other through exchanging the solutions generated by the ant in its group, such as exchanging the non-dominated solutions generated by the marginal ants of the group. It is The process the multi-objective colony algorithm takes in solving MOPs is generally divided into five steps:
(1) Initialization: initialize the parameters of the algorithm, the pheromone information and heuristic information. (2) Solution construction: for each ant i, construct a new solution by using a probabilistic rule to choose solution components. The rule is a function of the current solution to sub-problem i, pheromone and heuristic information. (3) Solution evaluation: evaluate the solution of each ant obtained in step 2, store the non-dominated solutions, and eliminate the dominated ones. (4) Update of pheromone matrices: update the pheromone matrix by using information extracted from the newly constructed solutions. The pheromone related with edges in a non-dominated solution will increase. (5) Termination: if a problem-specific stopping condition is met, such as the number of iterations and the running time, the algorithm stops and outputs the non-dominated solution set, otherwise go back to step 2.
In the process of solving a multi-objective optimization problem, the difference of each ant algorithm is mainly reflected in step (1), step (2) and step (4). The differences in the initialization, solution construction, and the update of pheromone matrices, result in different improved MOACOs.
The differences in the initialization of ant colony optimization algorithms are mainly reflected in the following points: single-group/multiple-group, single-pheromone/multi-pheromone matrix, single-heuristic/multi-heuristic matrix and so on. Single-group/multi-group mainly refer to whether divide all the ants into single or multiple different groups. The single-group means that all the ants in one group share the same pheromone information and the same heuristic information in the algorithm. That is, the change of pheromone will affect all the solutions. Multi-group means that the ants in the algorithm are divided into many groups. Each group has its pheromone information matrix. The ants in the same group share one pheromone matrix and one heuristic matrix. The ants in the different group use different pheromone information. However, the groups are not unrelated, and they interact with each other through exchanging the solutions generated by the ant in its group, such as exchanging the non-dominated solutions generated by the marginal ants of the group. It is also possible to merge the non-dominated solutions generated by each group and then reassign them into each group. The main idea is to update the pheromone information of the group by using the non-dominated solution generated by other groups to achieve the purpose of cooperation. The single-pheromone/multi-pheromone matrix refers to the number of pheromone matrices that exist in the algorithm. The single pheromone matrix means that there is only one pheromone matrix in this kind of algorithms. All the ants share the same pheromone when they construct solutions, and also update the same pheromone matrix. The multi-pheromone matrices refer to the existence of more than one pheromone matrices in the algorithm. Each pheromone matrix corresponding to an objective, and each pheromone matrix will affect the construction of solutions. The algorithm aggregates multiple pheromones into a pheromone by means of weighted sum, weighted product, or random method. Whether all the ants share a pheromone matrix or ants in each group share a pheromone matrix directly affects the implementation of the algorithm subsequent steps. Similarly, the single-heuristic/multi-heuristic matrix refers to whether an algorithm uses one or more heuristic matrices. The single heuristic matrix refers to the fact that the algorithm has only one heuristic information matrix, and all the ants use the same heuristic information in the process of constructing the solution. The multi-heuristic matrix means that more than one heuristic information matrices exist in the algorithm. When constructing the solution, the algorithm must aggregate multiple heuristic information matrices into one heuristic information matrix, just like aggregating the pheromone information. The difference in the number of heuristic matrices also has a significant influence on the construction of the final non-dominated solution set. If using a single heuristic matrix, the non-dominated solution set is mainly an approximation to the central part of the Pareto Front. However, if using multi-heuristic matrices, the non-dominated solution set is an approximation to both ends of the Pareto Front [35] .
There are many differences in the construction process of the ACO algorithm. Ants construct new solutions by using a probabilistic rule to choose which city to visit next. The rule is a function of pheromone information and heuristic information. This function is used to calculate the probability of visiting an unvisited city. Then the roulette wheel selection way is used to choose the city to visit next. The differences in the construction process of these algorithms are mainly reflected in the probability functions they use. They make ants choose paths differently, which directly influences the algorithm performance.
There are several strategies to choose when updating pheromone information. We can use different non-dominated solutions to update the pheromone matrix. For example, you can use all non-dominated solutions that have been generated so far to update the pheromone matrices. You can also use the non-dominated solutions generated in the current iteration to update the pheromone matrices. It is also possible to use the optimal solution generated in the current iteration of each weight vector to update the pheromone matrices. You can use the optimal solution related to each objective to update the pheromone matrices and so on. There are a variety of ways to update the pheromone. Just like the probability function, each different updating way directly affects the quality of the solution.
Classification of Multi-Objective Ant Colony Algorithms
In recent years, many excellent multi-objective ant algorithms have been proposed. We classify and analyze them from different aspects. The solving strategies they use are divided into two types: one is based on non-dominated ordering and the other is based on decomposition. The former determines the solution set according to the domination relations of each solution constructed by each ant. The probability function uses the weighted sum, weighted product, stochastic or other aggregation methods to construct. In this way, it can obtain more solutions. However, the solutions' distribution is not uniform. They are usually concentrated in a specific direction. The latter decomposes a multi-objective optimization problem into a number of single-objective optimization problems, and gives a weight vector to each sub-problem. Each sub-problem stores a historical optimal solution in its direction. Then, sub-problems are solved simultaneously. This kind of method makes the distribution of the solutions more uniform, but the number of solutions may be lower.
The specific classification of multi-objective ant colony algorithm is shown in Figure 2 , in which the local update/no local update means whether pheromone is updated in the process of constructing solutions. For the local update way, every time an ant passes an edge, it will update the pheromone on it. The core idea is to reduce the probability of being selected by other ants, encourage other ants to explore a new edge, and finally increase the diversity of an ant's selection. No local update means that the pheromone is not updated when ants construct solutions. After all the ants construct their solutions, the pheromone matrix is update. From it, we can intuitively understand the difference between the algorithms related to leaf nodes. Through different construction methods, there are different types of ant colony algorithm. The solution set achieved by these algorithms have great differences in solving the multi-objective TSP problem. As shown in this figure, the existing multi-objective ant colony algorithm is divided into two types. One is based on non-dominated sorting, and the other is based on decomposition. Different types of algorithm have great differences in the construction methods. The same class algorithms also have some differences. From all the leaf nodes, we select one or two algorithms to introduce its construction principle, and compare it with other types of algorithm. method makes the distribution of the solutions more uniform, but the number of solutions may be lower.
The specific classification of multi-objective ant colony algorithm is shown in Figure 2 , in which the local update/no local update means whether pheromone is updated in the process of constructing solutions. For the local update way, every time an ant passes an edge, it will update the pheromone on it. The core idea is to reduce the probability of being selected by other ants, encourage other ants to explore a new edge, and finally increase the diversity of an ant's selection. No local update means that the pheromone is not updated when ants construct solutions. After all the ants construct their solutions, the pheromone matrix is update. From it, we can intuitively understand the difference between the algorithms related to leaf nodes. Through different construction methods, there are different types of ant colony algorithm. The solution set achieved by these algorithms have great differences in solving the multi-objective TSP problem. As shown in this figure, the existing multi-objective ant colony algorithm is divided into two types. One is based on non-dominated sorting, and the other is based on decomposition. Different types of algorithm have great differences in the construction methods. The same class algorithms also have some differences. From all the leaf nodes, we select one or two algorithms to introduce its construction principle, and compare it with other types of algorithm.
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Multi-Objective Ant Colony Algorithms Based on Non-Dominated Sorting
This kind of algorithm mainly adopts the strategy of non-dominated sorting in evaluating the solution. The solution of non-dominated solutions formed by this strategy may not be uniform, which corresponds to a part of PF. This kind of algorithm is divided into two types according to the number of pheromone matrices used.
Single-Pheromone Matrix
These algorithms mainly include MOAQ [36] , MACS [37] , CPACO [38] , PSACO [39] , mACO-3 [40] and so on. The MOAQ algorithm uses two heuristic matrices and two weights {0,1}. When the heuristic matrix corresponds to the weight vector {0,1} and {1,0}, we choose one from the two heuristic matrices. MACS can be seen as a variant version of MOAQ. The only difference between them is the number of weight vectors in aggregating heuristic information. MOAQ uses two weight vectors {0,1} and {1,0}, while MACS uses more than two weight vectors. The different number of 
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Single-Pheromone Matrix
These algorithms mainly include MOAQ [36] , MACS [37] , CPACO [38] , PSACO [39] , mACO-3 [40] and so on. The MOAQ algorithm uses two heuristic matrices and two weights {0,1}. When the heuristic matrix corresponds to the weight vector {0,1} and {1,0}, we choose one from the two heuristic matrices. MACS can be seen as a variant version of MOAQ. The only difference between them is the number of weight vectors in aggregating heuristic information. MOAQ uses two weight vectors {0,1} and {1,0}, while MACS uses more than two weight vectors. The different number of weights has a great influence on the solution. The CPACO algorithm uses a state transition rule and a pheromone update rule different from MOAQ and MACS. And the incremental part is related to the level of each non-dominated solution. The PSACO algorithm is based on ant system (ant colony, AS [41] ). The biggest change is about the pattern of pheromone updating rule. Two sets of solutions exist.
One is the non-dominated solution set generated. The other is a fixed number of global optimal solutions. Through these two sets of solutions, the solution quality of each non-dominated solution set is calculated, and the result is applied to the pheromone update formula as a parameter. The mACO-3 uses one pheromone matrix, and its innovation is that pheromone on the same edge can only be updated once when iterating through a pheromone. We choose two representative algorithms from this type of algorithm.
MOAQ algorithm: the algorithm uses one pheromone matrix and two heuristic matrices. All ants share the same pheromone matrix. Each heuristic matrix is responsible for one objective. The MOAQ algorithm divides all the ants into two groups using two weights {0,1}. One uses the weight vector {1,0} and the other uses the weight vector {0,1}. This means that one group of ants uses only the first heuristic matrix, and the other one uses only the second heuristic matrix. This shows that the ants do not aggregate the two heuristic information matrixes of the two objectives, but rather that they choose one from the two. The algorithm uses all non-dominated solutions generated so far when updating the pheromone information.
MACS algorithm: this algorithm uses a pheromone matrix and many heuristic matrices. Each heuristic matrix is responsible for one objective. Each ant has a weight vector, and all heuristic matrices are aggregated by weighted product. The weight vectors between two ants are different, and all non-dominated solutions are used to update the pheromone information. MACS can be seen as a variant of MOAQ. The only difference between them is the number of weight vectors when aggregate heuristic information: MOAQ uses two weight vectors {0,1} and {1,0}, while MACS uses more than two weight vectors. This is because the different number of weights has a great influence on the algorithm. Therefore, this paper chooses these two algorithms for experimental comparison.
Multi-Pheromone Matrix
These algorithms are divided into two types based on the number of heuristic matrices used.
(1) Single-heuristic matrix: the single heuristic matrix means that all ants in the algorithm share a heuristic matrix in the process of constructing the solution, including PACO [42] , mACO-4 [40] and so on. The PACO algorithm is updated in a special way, using the best solution and second-best solutions to update pheromone information. The pheromone aggregation method used in mACO-4 is the same as mACO-1, but mACO-4 uses only one heuristic information matrix.
• PACO algorithm: this algorithm uses many pheromone matrices and one heuristic matrix. All ants share this heuristic matrix. Each pheromone matrix is responsible for one objective. As with the MACS, each ant has a weight vector, and all pheromone matrices are aggregated by using the weighted sum. This algorithm uses the best solution and second-best solutions of each objective to update pheromone information. The non-dominated solutions generated by the single-heuristic matrix mainly approximate to the central part of the Pareto Front [35] .
(2) Multi-heuristic matrix: this kind of algorithm uses a number of pheromone matrices and many heuristic matrices. According to the number of groups, these algorithms are divided into single-group and multi-group.
(a) Single-group: the representative algorithms for this kind of algorithms are BicriterionAnt [43] , AMPACOA [44] , mACO-1 [40] and so on. Each ant in BicriterionAnt has a weight vector to aggregate pheromone information and heuristic information. AMPACOA is based on the first generation ant colony algorithm AS, and its characteristic is its pheromone updating way. This algorithm assigns a weight to each non-dominated solution based on the length of time when the non-dominated solution added. The weight is used to compute the coefficients of this non-dominated solution, and the coefficient of each non-dominated solution is related to the pheromone increment. The mACO-1 uses many ant groups. Each ant group is responsible for one objective, and it also has an additional ant group. It aggregates pheromone information and heuristic information of each ant group randomly by the weighted sum. The best solution for each group is used to update the respective pheromone matrices. The optimal solution for each objective generated by the additional group is to update the pheromone matrices of other groups.
• BicriterionAnt algorithms: this algorithm uses many pheromone matrices and many heuristic matrices, all of which are aggregated by the weighted sum. The number of weights equals the ants', and each ant has a weight vector. When constructing the solution, the ants first calculate the probability of each untapped city by aggregating pheromone information and heuristic information. Then select the next city to go by roulette wheel selection. This algorithm uses the non-dominated solution generated by the current iteration to update the pheromone information.
(b) Multi-group: this kind of algorithm differs from the single group in using more than one ant groups, including MOACO [45] , mACO-2 [40] , COMPETants [46] , MACC [47] and so on. The MOACO algorithm uses multiple weights, but if the number of weights is less than the number of ants, the same weight may be used by different ants. The pheromone used by mACO-2 is the sum of the pheromones of all groups, rather than the weighted sum method used by mACO-1. The COMPETants algorithm divides the ants into three groups, each with a weight w = {0,0.5,1}. Each group of ants uses its weight vector to aggregate pheromone matrices and heuristic matrix to construct solution. The MACC algorithm divides the ants into multiple groups. Each group is responsible for one objective, and has its heuristic information and pheromone information. The pheromone matrice of each group is updated based on the best solution generated in the current iteration.
• MOACO algorithm: the MOACO algorithm uses multiple pheromone matrices and more heuristic matrices. Each pheromone matrix and heuristic matrix is responsible for one objective. All the ants are divided into many groups. Each group has multiple weights, and each ant in the group has a weight vector. If the number of weights in the group is less than the number of ants, the extra ants are assigned weights from the beginning. That is, it is possible that two or more ants in a group may use the same weight vector. The ant uses its weight vector to aggregate the pheromone information and heuristic information by the weighted product method. It then calculates the probability of the unvisited city to move to, and chooses the next city to visit by wheel roulette selection to construct the solution. Finally, it uses the non-dominated solution generated by current iteration to update the pheromone information.
Multi-Objective Ant Colony Algorithms Based on Decomposition
This kind of algorithm decomposes a multi-objective optimization problem into a number of single-objective optimization sub-problems. Each sub-problem has a weight. In this way, solving a multi-objective problem is transformed into solving multiple single-objective sub-problems, and each sub-problem has a best solution. The distribution of the non-dominated solution by this strategy is relatively uniform, but the number of non-dominated solutions is small. This algorithm has no local update in the process of constructing the solution. According to this, this kind of algorithm is divided into two types: local updating and no local updating.
Local Updating
This multi-objective ant colony algorithm is based on decomposition and ants use the local updating rule when they construct the solution. The representative of the algorithm is MOACO/D-ACS [48] .
MOACO/D-ACS algorithm:
this algorithm uses the Tchebycheff approach [49] to decompose a multi-objective problem into multiple single-objective sub-problems. Each sub-problem is assigned a weight vector, and this algorithm preserves the aggregated pheromone matrices and heuristic matrix before constructing the solution. Each ant may solve multiple sub-problems in an iteration, and more than one ants may solve a sub-problem. When constructing the solution, generate a uniformly random number from (0,1). If it is smaller than a control parameter, choose the city with the largest probability. Otherwise, select the city according to the roulette wheel selection. When updating the pheromone of the sub-problems, use the best solution of this sub-problem. Since in each iteration process, an ant may solve multiple sub-problems, it will result in multiple solutions. So there may be different pheromones that are updated by the same solution, and then the sharing of pheromone among sub-problems is better achieved. The MOACO/D-ACS algorithm adds a local updating rule. Ants visit edges and change their pheromone level by applying the local updating rule. The main idea is to reduce the probability of being selected by other ants, to encourage other ants to explore the new edges as well as increasing the diversity of ant selection.
No Local Updating
No local updating algorithms do not use the local updating rule when ants construct the solutions. They mainly include MOEA/D-ACO [50] , MOACO/D-AS [48] , MOACO/D-MMAS [48] . The MOEA/D-ACO algorithm allocates a number of neighbor ants for each ant based on the Euclidean distance of the sub-problem weights. This makes it easier for marginal neighbors in the different group to communicate, and increases the link within the group. The MOACO/D-AS algorithm is based on the decomposition and it combines the advantages of the MOACO/D [49] algorithm with the first-generation ant colony algorithm AS. MOACO/D-MMAS algorithm sets the maximum and minimum value of the pheromone and initializes the pheromone to the maximum value.
MOEA/D-ACO algorithm: after the ant colony algorithm based on decomposition, Liangjun Ke et al. combined the multi-objective evolutionary algorithm (EA) with an ant colony algorithm based on evolutionary decomposition. This algorithm decomposes a multi-objective optimization problem into a number of single-objective optimization problems by Tchebycheff approach. Each sub-problem has a weight vector, a heuristic information matrix, and an optimal solution. According to the Euclidean distance of the sub-problem weights, the ants are divided into groups and each ant has some neighbors. Each group has its pheromone matrix, and the ants in the same group share this pheromone matrix. Each ant is responsible for solving one sub-problem. Ants construct a new solution by aggregating the pheromone of its group, the heuristic information of the sub-problem and the optimal solution of the sub-problem. According to the objective function of the sub-problem, each ant uses the new solution constructed by its neighbors to update its optimal solution. This enables collaboration among different ant groups, since two neighbors may not be in the same group.
Experimental Comparisons of Typical Multi-Objective Ant Colony Algorithms
A very representative example of MOPs is the multi-objective TSP problem, which is often used as a benchmark for evaluating the performance of multi-objective optimization algorithms. This paper uses the standard multi-objective TSP problem as a study case and a test case to analyze the performance of MOACOs. It is defined as follows: a traveling businessman starts from one city. Each city must be visited and can be visited only once. After visiting all the cities, he needs to go back to the starting city. This problem is to find the shortest path. In this paper, the multi-objective TSP problem is taken as an example, and its structure chart is an undirected graph. In order to understand the multi-objective TSP problem better, Figure 3 gives an example. The (1,2) on the edge A→B represents the two different objective values (for example, the distance and time) of the multi-objective TSP problem. The distance and time on the edge B→A are the same as those on the edge A→B. Suppose a traveling businessman starts from city A and walks through all the cities in the graph, and each city must be visited and can only be visited once, then finally returns to city A. We want to find all the non-dominated solutions from the possible paths. where ρ is the volatilization factor and Δτ is the pheromone increment. 5. Termination: determine the number of iterations whether met the max value or whether the runtime is over. If there is no end, return to step 2 to continue. Otherwise, output the set of non-dominated solutions, then the algorithm is ended.
In this paper, the comparison of these algorithms is done by solving the specific multi-objective TSP problem. In the experiment, we selected the seven algorithms described above: MACS, PACO, MOACO, MOACO/D-ACS, MOEA/D-ACO, and nine standard multi-objective TSP test cases [51] kroAB100, kroAC100, kroAD100, kroCD100, kroCE100, euclidAB100, euclidCE100, kroAB150, kroAB200 that can be downloaded from http://eden.dei. The performance of the algorithm has a great relationship with the number of ants and the size of the city. In order to avoid the algorithm from getting into the local optimum prematurely, it is According to Figure 3 , this is a specific multi-objective TSP problem example. The process of solving this problem by ant colony algorithm is as follows:
1.
Initialization: initialize the parameters of the algorithm, the pheromone information and heuristic information. Initialize the objective1, the objective2 and the pheromone τ on each edge. Such as edge (A, B) and initialize the parameters: α, β, λ, ρ etc. According to the weight λ i , calculate the pheromone matrix τ i and heuristic matrix η i of each ant.
2.
Solution construction: each ant constructs a solution based on a probability function P consisting of pheromone information and heuristic information. Through the following probability function, each ant i constructs a path according to its τ i and η i . Update of pheromone matrices: updating pheromone information τ on all edges: If the edge is in the non-dominated solution, it is updated by pheromone increment. Otherwise, volatile the pheromone, that is, the pheromone increment is 0. The formula is as follows:
where ρ is the volatilization factor and ∆τ is the pheromone increment.
5.
Termination: determine the number of iterations whether met the max value or whether the runtime is over. If there is no end, return to step 2 to continue. Otherwise, output the set of non-dominated solutions, then the algorithm is ended.
In this paper, the comparison of these algorithms is done by solving the specific multi-objective TSP problem. In the experiment, we selected the seven algorithms described above: MACS, PACO, MOACO, MOACO/D-ACS, MOEA/D-ACO, and nine standard multi-objective TSP test cases [51] kroAB100, kroAC100, kroAD100, kroCD100, kroCE100, euclidAB100, euclidCE100, kroAB150, kroAB200 that can be downloaded from http://eden.dei.uc.pt~{}paquete/tsp/. The parameters of these algorithms are using the parameter settings in their respective algorithm papers. The performance of the algorithm has a great relationship with the number of ants and the size of the city. In order to avoid the algorithm from getting into the local optimum prematurely, it is important to let ants explore new paths. The formula for the termination of the algorithm which is generally used in the paper [50] is as following: N × 300 × (n/100)/2. Where N represents the number of ants, and n represents the number of cities. All the experiments are conducted in the same environment and implemented in the C language, and the MOEA/D-ACO algorithm was written by us. The original author provides the remaining six algorithm programs. We run 30 times for each algorithm to solve the same problem and compared the non-dominated solution set with the other algorithms by the hyper-volume indicator (H-indicator) [52] [53] [54] and the hypothesis test [54] . At the same time, the convergence of these algorithms including MOEA/D-ACO, MACS, MOACO/D-ACS, MOACO and PACO was analyzed on the test cases including kroAB100, kroAB150 and kroAB200 of different sizes. The performance of these algorithms is assessed based on the hyper-volume indicator in this paper, since it possesses the highly desirable feature of strict Pareto compliance. Whenever one approximation completely dominates another approximation, the hyper-volume of the former will be greater than the hyper-volume of the latter.
Comparison Based on H-Indicator
In this section, each algorithm runs 30 times independently based on the best parameter set in their paper under the nine test cases. Then we transform the experimental results of each algorithm into a H-indicator value. After that, the performance of each algorithm is analyzed by box plot and mean-variance table.
The box plots based on the H-indicator is shown in Figure 4 . The H-indicators were obtained by seven algorithms solving the nine standard multi-objective TSPs. There are five solid lines and a dotted line in the box plot. The solid line from top to bottom successively represents the maximum point (there may be abnormal points), 1/4 digits, median, 3/4 digits, and minimum (there may be abnormal points). The dotted line represents the mean value. Because we want to find the minimum optimal value, the smaller the value of the H-indicator, the better the quality of the solution. important to let ants explore new paths. The formula for the termination of the algorithm which is generally used in the paper [50] is as following: N × 300 × (n/100)/2. Where N represents the number of ants, and n represents the number of cities. All the experiments are conducted in the same environment and implemented in the C language, and the MOEA/D-ACO algorithm was written by us. The original author provides the remaining six algorithm programs. We run 30 times for each algorithm to solve the same problem and compared the non-dominated solution set with the other algorithms by the hyper-volume indicator (H-indicator) [52] [53] [54] and the hypothesis test [54] . At the same time, the convergence of these algorithms including MOEA/D-ACO, MACS, MOACO/D-ACS, MOACO and PACO was analyzed on the test cases including kroAB100, kroAB150 and kroAB200 of different sizes. The performance of these algorithms is assessed based on the hyper-volume indicator in this paper, since it possesses the highly desirable feature of strict Pareto compliance. Whenever one approximation completely dominates another approximation, the hyper-volume of the former will be greater than the hyper-volume of the latter.
The box plots based on the H-indicator is shown in Figure 4 . The H-indicators were obtained by seven algorithms solving the nine standard multi-objective TSPs. There are five solid lines and a dotted line in the box plot. The solid line from top to bottom successively represents the maximum point (there may be abnormal points), 1/4 digits, median, 3/4 digits, and minimum (there may be abnormal points). The dotted line represents the mean value. Because we want to find the minimum optimal value, the smaller the value of the H-indicator, the better the quality of the solution. So through the box plots we can intuitively see which algorithm is better at solving the problem. If an algorithm has a smaller box value or a smaller mean value on the problem, we can determine the algorithm has better solutions on this problem. If these boxes are aggregated, it can be considered that the solution of the algorithm on this problem is relatively stable. Through the box plots of the nine questions above, it can be seen that the performance of the MOEA/D-ACO algorithm in solving these nine problems is better than the other six algorithms. However, in addition to the kroAD100, the MOEA/D-ACO algorithm is not as stable as most of the other algorithms on the other test cases.
The hyper-volume indicator is strictly monotonic and is widely used in the comparison of multi-objective optimization algorithms. This indicator determines the distance between the set of solutions with the Pareto Front by calculating the size of the volume between each solution set and the Pareto Front. If the solution is closer to the Pareto Front, the solution set is better, otherwise it is worse. We run each algorithm 30 times on each problem. We then transform the non-dominated solution set into H-indicator. Finally, we compare and analyze according to these four aspects: maximum (the smaller, the better), minimum, mean, standard deviation, as shown in Table 1 below. So through the box plots we can intuitively see which algorithm is better at solving the problem. If an algorithm has a smaller box value or a smaller mean value on the problem, we can determine the algorithm has better solutions on this problem. If these boxes are aggregated, it can be considered that the solution of the algorithm on this problem is relatively stable. Through the box plots of the nine questions above, it can be seen that the performance of the MOEA/D-ACO algorithm in solving these nine problems is better than the other six algorithms. However, in addition to the kroAD100, the MOEA/D-ACO algorithm is not as stable as most of the other algorithms on the other test cases.
The hyper-volume indicator is strictly monotonic and is widely used in the comparison of multi-objective optimization algorithms. This indicator determines the distance between the set of solutions with the Pareto Front by calculating the size of the volume between each solution set and the Pareto Front. If the solution is closer to the Pareto Front, the solution set is better, otherwise it is worse. We run each algorithm 30 times on each problem. We then transform the non-dominated solution set into H-indicator. Finally, we compare and analyze according to these four aspects: maximum (the smaller, the better), minimum, mean, standard deviation, as shown in Table 1 below. It can also be seen from Table 1 that the MOEA/D-ACO algorithm has the minimum mean H value on each problem. The minimum value is best. In other words, the MOEA/D-ACO algorithm is the best. As for the maximum value, this is the best in most of the test cases except the kroAD100, kroCE100 and euclidAB100. However, regarding standard deviation, the performance of this algorithm is not good in most cases. This shows that the stability of this algorithm for these problems is weak, which is consistent with the conclusions of the box plots. Besides, we analyze the performance of each algorithm from six aspects. The six aspects are the maximum, the minimum, the mean, the standard deviation, the median and the quality of the solution (H-indicators as small as possible). At the same time, in every aspect of each problem, we have listed the best algorithm. The specific results are shown in Table 2 . 
Convergence Analysis Based on H-indicator
In this part, several algorithms are selected for comparison. Moreover, the convergence analysis of these algorithms is tested in different scale test cases. The purpose is to obtain the number of maximum fitness evaluations of the algorithm in different scale test cases. Finally, we evaluated the performance of the algorithm after convergence. kroAB100, kroAB150, kroAB200 and other different scale cases are selected as test cases, MOACO/D-ACS, MOEA/D-ACO, MACS, MOAQ, PACO and so on are chosen as test algorithms.
As shown in Figure 5 , the x-axis represents the number of fitness evaluations. With the size of the problem increasing, the number of fitness evaluations is also increasing. The y-axis represents the H-indicator value. As can be seen from the figure, with the increase in the scale of test cases, the location of convergence of each algorithm is also increasing.
As shown in Figure 5 , the x-axis represents the number of fitness evaluations. With the size of the problem increasing, the number of fitness evaluations is also increasing. The y-axis represents the H-indicator value. As can be seen from the figure, with the increase in the scale of test cases, the location of convergence of each algorithm is also increasing. 
Comparison of Hypothesis Testing
In order to determine the performance of each algorithm on the same problem more accurately, we use the statistical hypothesis test to analyze the H-indicator of each algorithm. The results are shown in Tables 3-11 below. 
In order to determine the performance of each algorithm on the same problem more accurately, we use the statistical hypothesis test to analyze the H-indicator of each algorithm. The results are shown in Tables 3-11 below. As shown in Tables 3-11 above, there are p values of the hypothesis test for each pair of optimization algorithms QR (row) and QC (column) on the same problem. When the p value of an algorithm A is smaller than the p-value of algorithm B by 0.05, it means that there is a significant difference. In other words, the solution of algorithm A is better than that of algorithm B. That is to say, algorithm A is better than algorithm B in solving this problem. From Tables 3-11 , we find that for all test cases, the p-value of MOEA/D-ACO algorithm is smaller than that of the other algorithms by 0.05. It can be seen that the solution of the MOEA/D-ACO algorithm is better than the other algorithms in solving the same test case. This is consistent with the conclusion that we obtained by analyzing the box plots.
Approximate Pareto Front
In this part, we select three representative examples kroAB100, kroAB150, and kroAB200. By running these following algorithms 30 times independently, we obtain the approximate Pareto algorithms in solving the same test case. This is consistent with the conclusion that we obtained by analyzing the box plots.
In this part, we select three representative examples kroAB100, kroAB150, and kroAB200. By running these following algorithms 30 times independently, we obtain the approximate Pareto It can be seen that the solution obtained by the MOACO algorithm based on non-dominated sorting can obtain more solutions and may approximate to a specific part of the Pareto Front. The distribution of these solutions is not uniform. By contrast, the solutions obtained by the MOACO based on decomposition can approximate to the Pareto Front more uniformly. This kind of algorithm only saves the best solution in each sub-direction. So, the number of solutions is lower. It can be seen from the recent related works that the research and application about MOACO based on decomposition has attracted lots of attentions and has become a hot topic in the multi-objective optimization area. However, in a specific situation, it is essential to consider which kind of multi-objective ant colony algorithm to choose in order to solve a problem and we should analyze the characteristics of the search space related with it. If the distribution of the Pareto Front is decentralized, the advantage of using an approach based on decomposition is more obvious.
Conclusions
Nowadays, theory and applied research on multi-objective ant colony optimization are continuously developing. Researchers have tried to use the algorithm for various practical engineering optimization problems. It has been shown that the multi-objective ant colony optimization algorithm has a definite advantage for the discrete space optimization problem. Besides, some researchers have tried to apply it to solve the multi-objective continuous optimization problem, and have also made achievements. In this paper, we provide the basic solving process of the multi-objective ant algorithm. Meanwhile, we analyzed the various multi-objective ant algorithms proposed in recent years from different aspects of solving strategies. We classified these algorithms completely and compared these algorithms regarding solving quality, solving efficiency, and so on. Although the multi-objective ant algorithm works well in solving the discrete It can be seen that the solution obtained by the MOACO algorithm based on non-dominated sorting can obtain more solutions and may approximate to a specific part of the Pareto Front. The distribution of these solutions is not uniform. By contrast, the solutions obtained by the MOACO based on decomposition can approximate to the Pareto Front more uniformly. This kind of algorithm only saves the best solution in each sub-direction. So, the number of solutions is lower. It can be seen from the recent related works that the research and application about MOACO based on decomposition has attracted lots of attentions and has become a hot topic in the multi-objective optimization area. However, in a specific situation, it is essential to consider which kind of multi-objective ant colony algorithm to choose in order to solve a problem and we should analyze the characteristics of the search space related with it. If the distribution of the Pareto Front is decentralized, the advantage of using an approach based on decomposition is more obvious.
Nowadays, theory and applied research on multi-objective ant colony optimization are continuously developing. Researchers have tried to use the algorithm for various practical engineering optimization problems. It has been shown that the multi-objective ant colony optimization algorithm has a definite advantage for the discrete space optimization problem. Besides, some researchers have tried to apply it to solve the multi-objective continuous optimization problem, and have also made achievements. In this paper, we provide the basic solving process of the multi-objective ant algorithm. Meanwhile, we analyzed the various multi-objective ant algorithms proposed in recent years from different aspects of solving strategies. We classified these algorithms completely and compared these algorithms regarding solving quality, solving efficiency, and so on. Although the multi-objective ant algorithm works well in solving the discrete combinatorial optimization problem, there are still many problems to be solved today, such as how to prevent ants from getting into the local optimal, the better approach to avoid the algorithm converging prematurely, the parameter setting of the algorithm. It is possible to collect a variety of data related to the optimization process itself during the operation of the algorithm. Therefore, effective information extracted from these data can guide the optimization process effectively. Thus using the operational information to guide the process of multi-objective ant colony optimization will be an effective way to improve its performance further. The number of optimization objectives is increasing because the optimization problem becomes more complicated. The phenomenon has made the study of the many-objective optimization problem more popular in the recent two years. Related research results into the many-objective optimization problem are also increasing rapidly. Therefore, how to use the ant colony optimization algorithm to solve many-objective optimization problems effectively is a future research direction. Moreover, related research on theoretical analysis is mainly for single objective ACO algorithms. Little research has been done for multi-objective ACO algorithms. So, research into the convergence analysis or explanation that can be proved for the multi-objective ACO algorithm or many-objective ACO algorithm is really needed. 
