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We have developed a program called Spatial Genetic Software (SGS), which provides a user-friendly Windows tool to analyze both local and broad scale genetic and phenotypic structure. It can deal with nearly any type of genetic data, codominant (allozyme, PCR-RFLP, microsatellite) or dominant (RAPD, AFLP) markers, or biparentally (nuclear) or uniparentally (cpDNA and mtDNA) inherited markers. Data based on any of these markers can be analyzed, either as individual genotypes within a single population (local scale) or as allele or haplotype frequencies from different populations (broad scale). We also include a simple approach to analysis of spatial structure for continuous quantitative traits. The program implements various parameters to analyze spatial genetic and phenotypic structure: Moran's index, Geary's index, number of alleles in common, and approaches using genetic distances and F ST values. The statistical significance of all measures is verified by the use of a permutation test. The results are assessed by graphics that can be integrated, via the clipboard, to other Windows programs. The details of the computations are given in a table and can be stored as ASCII files.
Over the last 20 years, following the seminal articles of Sokal and Oden (1978a,b) , the analysis of spatial genetic structure has become an important issue (e.g., Epperson 1992) . The majority of the studies, based on allozymes, represent either broad-scale analyses of allele frequencies (e.g., Jones et al. 1980; Sokal and Menozzi 1982) or complete inventories within a population of sessile organisms, such as plants (e.g., Bacilieri et al. 1994; Chung et al. 1998; Epperson and Allard 1989; Leonardi et al. 1996; Merzeau et al. 1994; Waser 1987) . Studies using DNA markers are becoming more numerous, both on a crosspopulation scale (e.g., Dumolin-Lapègue et al. 1997; Petit et al. 1993 Petit et al. , 1997 and within a single population (e.g., Streiff et al. 1998; Wagner et al. 1991) .
Spatial statistical approaches differ from other statistical approaches that are common in population genetic analyses by emphasizing the interaction of a population or an individual with its neighbors. Local spatial structure is generated after a few generations as a consequence of fine-scale genetic processes, such as limited seed and pollen flow and local selection pressures. Spatial analysis also complements the more traditional methods aimed at detecting processes occurring at larger geographic scales, such as migration and colonization. The analysis of spatial structure enables an estimation of those forcing processes (e.g., Hardy and Vekemans 1999).
Different parameters have been used to quantify spatial genetic structure. Moran's index and Geary's index (Cliff and Ord 1973; Sokal and Oden 1978a) are among the most frequently used measures, but others have used the ''number of alleles in common'' to measure genetic divergence ( Boshier et al. 1995) . F ST and G ST statistics have also been used to quantify genetic structure ( Dumolin-Lapègue et al. 1997; Streiff et al. 1998 ). More recently, multilocus measures of spatial autocorrelation, based on genetic distances, have been introduced (Cassens et al. 2000; Degen and Scholz 1998; Smouse and Peakall 1999; Vendramin et al. 1999 ).
Other population genetics programs offer complementary but generally limited features for the analysis of spatial genetic structure. Arlequin (Schneider et al. 2000) has a Mantel test procedure, which computes the correlation between genetic and other distance matrices, whereas GENE-POP (Raymond and Rousset 1995) includes a routine for regression of F ST or F ST /(1 Ϫ F ST ) onto geographic distance, and also performs a Mantel test.
A versatile software for analysis of spatial genetic and phenotypic structure is missing. Spatial Genetic Software (SGS), with its broad set of features for analysis, fills this gap which has been identified repeatedly (e.g., Smouse and Peakall 1999).
Program Description
Spatial Distance Classes
All calculated statistics are computed for pairs of data points belonging to a series of spatial distance classes (s q ). The spatial distance between two data points is computed as the Euclidean ground distance. The dimension of all distance classes is equal. To check the influence of distance class definition on the results, it is possible to repeat the calculations with different scales for distance classes. The plots of the calculated statistic as a function of interpoint distance are called correlograms for Moran's index and Geary's index or distograms for genetic distance-based measures.
Permutation Testing
A Monte Carlo permutation procedure is applied to test significant deviations from a spatially random distribution of each calculated measure (Manly 1997). Each permutation consists of a random shuffling of genetic or phenotypic data over the spatial coordinates of the sampled points. For each of the spatial distance classes, observed values are compared with a null distribution, obtained from N Monte Carlo trials. Then a user-defined ␣% confidence interval for the parameters is constructed, by ordering the permuted estimates (e.g., Bacilieri et al. 1994; Streiff et al. 1998 ). Linear regression analysis is considered the least computationally demanding method for mapping quantitative trait loci (QTL). However, simultaneous search for multiple QTL, the use of permutations to obtain empirical significance thresholds, and larger experimental studies significantly increase the computational demand. This report describes an easily implemented parallel algorithm, which significantly reduces the computing time in both QTL mapping and permutation testing. In the example provided, the analysis time was decreased to less than 15% of a single processor system by the use of 18 processors. We indicate how the efficiency of the analysis could be improved by distributing the computations more evenly to the processors and how other ways of distributing the data facilitate the use of more processors. The use of parallel computing in QTL mapping makes it possible to routinely use permutations to obtain empirical significance thresholds for multiple traits and multiple QTL models. It could also be of use to improve the computational efficiency of the more computationally demanding QTL analysis methods.
Molecular dissection of multifactorial traits is currently a major issue in genome research. Numerous quantitative trait loci (QTL) mapping studies are being performed and, in livestock, this has allowed the detection of several QTL with large and moderate effects (reviewed by Andersson 2001) . Statistical QTL analysis can be accomplished with linear regression (e.g., Haley et al. 1994) , maximum likelihood (e.g., Zeng 1994), and Bayesian methods (e.g., Sillanpää and Arjas 1999). The computational demand is relatively low for linear regression, but significantly higher for the other two ( Hoeschele et al. 1997) . The advantages of methods with low computational demand are that they allow the search for multiple QTL and data permutations to obtain empirical genomewide significance thresholds for test statistics (Churchill and Doerge 1994). Haley et al. (1994) developed a method for regression interval mapping using multiple markers in crosses between outbred populations. We have successfully used this method for QTL detection using a wild boar ϫ large white intercross (Andersson et al. 1994; Andersson-Eklund et al. 1998; Knott et al. 1998) , and the method described in this article has been used to obtain empirical genome-wide significance thresholds (Jeon et al. 1999) . The material consists of 191 F 2 animals and the linkage map consists of 18 autosomal linkage groups ranging from 46 to 171 cM, spanning 2259 cM (for further details see Andersson et al. 1994; Andersson-Eklund et al. 1998 ). In the QTL mapping analysis, phenotypic values of the F 2 offspring are regressed onto indicator regressor variables for the additive and dominance effects of a putative QTL at fixed 1 cM intervals across the genome. An F-ratio test is calculated to compare the model with a QTL at this location with a reduced model without a QTL. The most likely position of a QTL is taken to be the location giving the highest F-ratio.
The use of permutations to obtain empirical significance thresholds for detection of QTL increases the number of computations by a factor of the chosen number of permutations. In most cases, the number of permutations has been set to 1000. Today it is hardly possible to make permutations for multiple QTL models using ordinary workstations. This article shows that this problem can be solved by parallel computing in a way that is simple to implement in existing programs for QTL analysis.
Methods and Algorithms
For QTL mapping, we have used the software developed for least-squares interval mapping in outbred line crosses by Haley et al. (1994) . To take account of the variation caused by QTL on other chromosomes than the one currently being analyzed, additive and dominance QTL coefficients were fitted for marker locations selected, as described by Knott et al. (1998) . The inclusion of these cofactors increases the computational demand, since additional columns are added to the matrices in the least-squares problem. Parallel processing was implemented in the available program by assigning one or several linkage groups to each processor. When the number of processors used was smaller than the number of chromosomes, an equal number of chromosomes was assigned to each processor. No attempt was made to equalize the number of leastsquares analyses per processor. Figure 1 presents the parallel algorithm for mapping and permutation testing for one QTL in each linkage group. When assigning whole linkage groups to processors, the maximum number of processors to be used equals the number of chromosomes in the species. We used a maximum of 18 processors (which equals the number of autosomal linkage groups in our genetic map). The analysis was subdivided by message passing using the message passing interface (MPI), requiring a minimal addition of new program code. To minimize the amount of message passing, the program was changed to write the output from each processor to a separate file, which were merged upon completion of the analysis. The parallel version of the program is available from the corresponding author.
Performances for the single and multiple processor variants of the program were measured for analyses of real data on a Cray T3E computer at the National Supercomputer Center at Linköping University, Linköping, Sweden. The Cray T3E is a distributed memory system with 232 DEC Alpha EV5 processors with a clock frequency of 300 MHz (www.cray.com/ products/systems/crayt3e/, visited February 8, 2001 ). Two single-QTL models, with and without cofactors, were compared on 1, 3, 6, 9, and 18 processors. Each analysis consisted of five permutations and the results were extrapolated to 1000 permutations to indicate the computational time required for permutations for each trait prior to publication. Table 1 shows the computer time needed and the relative increase in performance by adding more processors to permutation testing using the two alternate genetic models. The relative increase in performance (measured as the time used for analysis on one processor divided by the time used for multiple processors) continued without reaching a plateau as the number of processors was increased from 1 to 18. The largest increase in performance was seven times the performance of the single processor system, which is in
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