Consider an affine Kac-Moody algebra g with Cartan subalgebra h. Given Λ in the set P + of dominant integral weights of g, we denote by L(Λ) the integrable highest weight g-module with highest weight Λ. For µ ∈ h * , we denote by L(Λ) µ the corresponding weight space. Consider the support Γ(g, h) of the decompositions of the L(Λ) as a h-module:
Introduction
One of the most important question in representation theory is how an irreducible module of a Lie algebra g can be decomposed when we consider it as a representation of some given Lie subalgebraġ. Assume first that g andġ are finite dimensional and semi-simple. Then, the irreducible g-modules (resp.ġ-modules) are parametrized by the semi-group P + (resp.Ṗ + ) of dominant integral weights. Given Λ ∈ P + , under the action ofġ, the irreducible g-module L(Λ) of highest weight Λ decomposes as
where mult Λ,ġ (λ) is the multiplicity ofL(λ) in L(Λ). Understanding the number mult Λ,ġ (λ) is referred as the branching problem. For example, forġ diagonally embedded in g =ġ ×ġ, the coefficients mult Λ,ġ (λ) are the multiplicities of the tensor product decomposition of two irreducible representations ofġ. Ifġ = gl n (C) thenṖ + identifies with the set of non-increasing sequences ν = (ν 1 ≥ · · · ≥ ν n ) of n integers and the coefficients are the Littlewood-Richardson coefficients c ν λµ . Ifġ is a Cartan subalgebra of g, the multiplicities mult Λ,ġ (λ) are the Kostka coefficients. The support Γ(g,ġ) = {(Λ, λ) ∈ P + ×Ṗ + : mult Λ,ġ (λ) = 0} of these multiplicities is also a fascinating object. Actually, it is a finitely generated semigroup that generates a polyhedral convex cone. Forġ diagonally embedded in g =ġ×ġ this cone is the famous Horn cone. Its description has a very long and rich story (see [3] , [2] , [8] , [1] , [13] ).
In this paper, we are interested in similar questions for affine Kac-Moody algebras. Assume now that g is an affine Kac-Moody algebra and consider integrable highest weight g-modules L(Λ) as module over some subalgebraġ. In the following three cases, we have decompositions similar to (1) with finite multiplicities:
1.ġ = h is a Cartan subalgebra of g;
2.ġ diagonally embedded in g =ġ ×ġ; case of tensor product decomposition.
3.ġ is a winding subalgebra of g introduced by V. G. Kac and M. Wakimoto in [6] .
Recently, several authors studied Γ(g,ġ) in the case of the tensor product decomposition of affine (or symmetrizable) Kac-Moody Lie algebras (see [12] , [10] , [11] , [9] ).
Here, we start a study of Γ(g,ġ) in the winding case. Fix a winding subalgebraġ = g[u] of g for some given positive integer u. It is a subalgebra of g isomorphic to g but nontrivially embedded (the embedding depends on u) (see [6] or subsection 4.1 for details).
Let δ be the basic imaginary root and d be the scaling element, for any set S ⊂ h * , we denote by S the subset of all λ ∈ S + Cδ such that λ(d) = 0. Let k ∈ Z ≥0 , we denote by S k the subset of S of weights of level k.
Let P (resp.Ṗ ) be the set of all integral weights of g (resp. g [u] ). The subset of dominant integral weights of P is denoted by P + . For Λ ∈ P + (resp. λ ∈Ṗ + ), let L(Λ) (resp.L(λ)) be the integrable irreducible highest weight g-module (resp. g[u]-module) with highest weight Λ (resp. λ).
Let Q be the root lattice of g. Fix Λ ∈ P + , then for each λ ∈ (Λ − Q + Cδ) ∩ P , there exists an unique number b Λ,λ ∈ C such that λ + (b Λ,λ + n)δ is a weight of L(Λ) only for n ∈ Z ≤0 . Also for each λ ∈ (Λ − Q + Cδ) ∩Ṗ + , there exists an unique number b Λ,λ,u ∈ C such thatL(λ + (b Λ,λ,u + n)δ) ⊂ L(Λ) only for n ∈ Z ≤0 .
The two semigroups can be described as 
Our first main result is the following theorem. Theorem 1.1. As a subset of h * × h * , the set Γ(g, g [u] ) is a semigroup. Moreover, we have Γ(g, g[u]) ⊂ Γ(g, h) ∩ (P + ×Ṗ + ). (4) In particular, b Λ,λ,u ≤ b Λ,λ for any λ ∈ (Λ − Q + Cδ) ∩Ṗ + .
For the cases g is of type A
1 and A
2 , we can compute explicitly the number b Λ,λ . Let Λ 0 be the first fundamental weight and α be the second simple root.
A
where
For A
2 , we define a subset A u of P + ×Ṗ + by
For the case A
2 , we define smaller subsets of A u by 
Moreover, A u is a semigroup only for the case A
1 . In the case A
2 , the restriction of A u on the pairs of weights of level greater than 2 is a disjoint union of two semigroups A (1) u and A (2) u .
This article is organilzed as follows. In Section 2, we prepare fundamental knowledge of affine Kac-Moody algebras. In Section 3, we present results around branching on Cartan subalgebras. We prove that the set Γ(g, h) is a semigroup. We also compute the number b Λ,λ for the cases A
Generalized Cartan matrix of affine type
Set I = {0, . . . , l}. Let A = (a ij ) i,j∈I be a generalized Cartan matrix of affine type, i.e., A is indecomposable of corank 1, a ii = 2, −a ij ∈ Z ≥0 for i = j, a ij = 0 iff a ji = 0 and there exists a column vector u with positive integer entries such that Au = 0.
Let a = t (a 0 , . . . , a l ) and c = (c 0 , . . . , c l ) be the vectors of relatively prime integers such that a i , c i > 0 and Aa = cA = 0. The Coxeter number and dual Coxeter number of A are defined by h = i∈I a i and h ∨ = i∈I c i .
Realization of a generalized Cartan matrix
Let (h, Π, Π ∨ ) be a realization of A where h is a C-vector space of dimension l + 2, Π ∨ = {h 0 , . . . , h l } is a linearly independent subset in h and Π = {α 0 , . . . , α l } is a linearly independent subset in h * (the dual space of h) such that α i (h j ) = a ji . Let K = i∈I c i h i be the canonical central element and δ = i∈I a i α i be the basic imaginary root. Let d ∈ h be the scaling element, i.e., α 0 (d) = 1, α i (d) = 0 for i > 0. Let Λ i (i ∈ I) be the fundamental weights, i.e., Λ i (h j ) = δ ij , Λ i (d) = 0 for all j ∈ I. Set ρ = i∈I Λ i . Then {α 0 , . . . , α l , Λ 0 } is a basis of h * and {h 0 , . . . , h l , d} is a basis of h.
Affine Kac-Moody algebras
Let g(A) be the affine Kac-Moody algebra corresponding to the matrix A. We call h a Cartan subalgebra of g(A) and Π, Π ∨ the set of simple roots, coroots of g(A), respectively. We have a triangular decomposition
where n − is the negative subalgebra of g(A) and n + is the positive subalgebra of g(A).
An affine Kac-Moody algebra has type X (r) N with r = 1, 2, 3 (here we use the standard notation in [5] to label the type of affine Kac-Moody algebras). In particular, the untwisted affine Kac-Moody of type A (1) 1 is defined by the generalized Cartan matrix
and the twisted affine Kac-Moody algebra of type A
2 is defined by the generalized Cartan
It is known that the matrix t A is also a generalized Cartan matrix of affine type. We denote X (r ∨ ) N the type of the algebra g( t A).
Weyl group
Let Q = ZΠ be the root lattice and let Q + = Z ≥0 Π. We define an order on
Let (|) be the standard invariant form on h * which is defined by
For each α ∈ h * , we define t α ∈ GL(h * ) by
Let W be the Weyl group of g(A) the group generated by fundamental reflections {s 0 , . . . ,
where t M = {t α | α ∈ M } and W is the subgroup of W generated by {s 1 , . . . , s l }.
Realization of affine Kac-Moody algebras
Let B = (b ij ) i,j∈{1,...,l} be a Cartan matrix of finite type. Let g(B) be the simple Lie algebra associated to B with Lie bracket [, ] 0 , the standard invariant form (|) 0 (Here we use the notion of standard invariant form for a simple Lie algebra in the book of Carter [4] ). We extend g(B) to a new Lie algebrâ
with new Lie bracket
for all i, j ∈ Z, x, y ∈ g(B) and λ, λ ′ , µ, µ ′ ∈ C.
Leth be a Cartan subalgebra of g(B) and letΦ be the root system of g(B). For each
LetΠ = {ᾱ 1 , . . . ,ᾱ l } be the set of simple roots andΠ ∨ = {h 1 , . . . ,h l } be the set of coroots of g(B). It is known that the dimension of g(B) α is one for each α ∈Φ. For each i ∈ {1, . . . , l}, letē i be a basis vector of g(B)ᾱ i andf i be a basis vector of g(B) −ᾱ i . Then g(B) is a Lie algebra with generators {h 1 , . . . ,h l ,ē 1 , . . . ,ē l ,f 1 , . . . ,f l }.
For any σ ∈ S l such that b ij = b σ(i)σ(j) for all i, j ∈ {1, . . . , l}, we can consider it as an automorphism of g(B) by sendinḡ
Let m be the order of σ and η = e 2iπ/m . We define the automorphism τ ofĝ(B) by
. This map is called a twisted automorphism ofĝ(B).
Now, let
A be an affine Cartan matrix of type X (r) N . LetĀ be the finite Cartan matrix of type X N . If A is an untwisted affine Cartan matrix, i.e., type X (1) N , then we have
If A is a twisted affine Cartan matrix, i.e., type X (r) N for r = 2, 3, we have
The simple coroots h 1 , . . . , h l of g(A) have property
for each i ∈ {1, . . . , l}, whereh is the Cartan subalgebra of g(Ā). For the details, we refer the reader to the proofs of Theorem 18.5, Theorem 18.9 and Theorem 18.14 in [4] .
Dominant integral weights and integrable irreducible modules
Let
be the set of dominant integral weights. For any set S ⊂ h * , we denote by S the subset of all λ ∈ S + Cδ such that λ(d) = 0. We have
For each λ ∈ P + , the number λ(K) is a non-negative integer and we call it the level of λ. For each k ∈ Z ≥0 , we denote by P k + the set of all dominant integral weights of level k. Then we have
To forget the dominant property, we use the notations P, P , P k .
For each λ ∈ P + , let L(λ) be the integrable irreducible highest weight g(A)-module with highest weight λ.
Branching on Cartan subalgebras
In this section, we recall some facts about branching on Cartan subalgebras of affine Kac-Moody algebras.
Let Λ ∈ P + be a dominant integral weight of g(A), h be a Cartan subalgebra of g(A). Regarding g(A)-module L(Λ) as an h-module, it can be decomposed into direct sum of weights spaces
The decomposition (36) is encoded by a formal series ch Λ on h * as follows
where e λ (µ) = δ λ,µ for µ ∈ h * . We call ch Λ the character of L(Λ). The set of weights of L(Λ) is defined by
For each λ ∈ h * , we say λ a maximal weight of L(Λ) if λ ∈ P (Λ) but λ + nδ ∈ P (Λ) for any n > 0. Let max(Λ) be the set of all maximal weights of L(Λ). We have
and
About the character ch Λ
We now recall some facts about the character ch Λ for any affine Kac-Moody algebra.
Then for any w ∈ W we have
The character ch Λ can be written in terms of Weyl group, what we call the Weyl-Kac character formula (see Corollary 19.18 in [4] ):
About the set of weights P (Λ)
In this subsection, we show some facts about the set of weights P (Λ) for any affine Kac-Moody algebra and in particular for the cases A 
2 .
The formula (41) says that for each λ ∈ (Λ − Q + Cδ) ∩ P , there exists uniquely a number b Λ,λ ∈ C such that λ + b Λ,λ δ ∈ max(Λ). Hence,
Since λ + bδ ∈ P (Λ + bδ) if and only if λ ∈ P (Λ) for all b ∈ C, we have
We may assume that Λ ∈ P + . With this assumation, in particular, for the cases A
1 and A (2) 2 , we can compute explicitly the set max(Λ), hence the number b Λ,λ and the set P (Λ). The idea of computations bases on the work on S. Kumar and M. Brown in [9] .
Semigroup structure
In this part, we study the set Γ(g, h) ⊂ h * × h * .
Proof. Let (Λ, λ) and (Λ,λ) be elements in the set Γ(g, h). We will show that (Λ+Λ, λ+λ) is still in this set. Indeed, λ +λ is a weight of L(Λ) ⊗ L(Λ). Hence λ +λ is a weight of
It means λ +λ ∈ P (Λ +Λ) and then Γ(g, h) is a semigroup.
Remark 3.2. We can prove that Γ(g, h) is a semigroup for any symmetrizable Kac-Moody algebra g by the same argument.
Computation for the case A
(1) 1
Let A be the affine Cartan matrix of type A
1 . Fix m ∈ Z ≥0 . Let α be the second simple root of g(A). We have
We can describe explicitly the set max(Λ) and number b Λ,λ for the case A
1 as follows. 
1 , let Λ = mΛ 0 + jα 2 ∈ P m + . For each k ∈ Z, let n k be a number which is uniquely determined by k, m, j as follows
Set
Then we have
Or, equivalently, for each λ = mΛ 0 + j ′ α 2 in the set
To prove above proposition, we need the following lemma.
Lemma 3.4. For any affine Kac-Moody algebra, let Λ ∈ P + , then
So, we get the conclusion.
With the aid of Lemma 3.4, we can prove Proposition 3.3 as follows.
Recall that W = {t nα , t nα s 1 |, n ∈ Z}. We have
So an element in max(Λ) has form Λ + kα
is still in max(Λ). So, if we write k = mq + r for some q ∈ Z, then
Let 0 ≤ r < m, then the expression k = mq + r is unique. By (56), (57), (58), (59) we get
Hence we obtain n ′ k = n k given by (50). It means
Since
by definition.
Computation for the case A
(2) 2
2 , the computation is similar. Namely, let A be the affine Cartan matrix of type A (2) 2 . Fix m ∈ Z ≥0 . Let α be the second simple root of g(A). We have
2 as follows.
Proposition 3.5. With the setting for A
2 , let Λ = mΛ 0 + jα 2 ∈ P m + . For each k ∈ 1 2 Z, let n k be a number which is uniquely determined by k, m, j as follows
(65)
So an element in max(Λ) has form Λ + kα + n ′ k δ for some n ′ k , k ∈ 1 2 Z. Suppose that Λ + rα + n ′ r δ ∈ max(Λ), then
is still in max(Λ). So, if we write k = m 2 q + r for some q ∈ Z, then
Let 0 ≤ r < m 2 , then the expression k = m 2 q + r is unique. By (71), (72), (73), (74), (75), (76) we get
Hence, we obtain n ′ k = n k given by (65). It means
Branching on winding subalgebras
In this section, we study the branching problem on winding subalgebras.
Winding subalgebras of an affine Kac-Moody algebra
In this subsection, we recall the notation of winding subalgebras of an affine Kac-Moody algebra in [6] .
Let g(A) with A of type X (r)
N be an affine Kac-Moody algebra which is defined by (30), (31). Fix u ∈ Z >0 relatively prime with r. We define the Lie homomorphism ψ u : g(A) → g(A) by
. It is easy to check that ψ u is an injective Lie homomorphism. Let . For each i ∈ I, setḣ i =ψ u (h i ). Then by (32), we see thaṫ
Let tψ u : h * → h * the dual map ofψ u . Namely, for each λ ∈ h * we define tψ u by
for all h ∈ h. For each i ∈ I, setα i = tψ u (α i ). Then by (82), (83) we havė
For each i ∈ I, setΛ i = tψ u (Λ i ) andρ = tψ u (ρ). By (82), (83) we havė
The map tψ u induces simple reflectionsṡ i ∈ Aut(h * ), which are defined bẏ
The Weyl groupẆ of g(A)[u] is generated by simple reflectionsṡ i (i ∈ I) turns out to bė
LetṖ
be the set of dominant integral weights of g(A) [u] . For each k ∈ Z ≥0 , letṖ k + be the set of dominant integral weights of g(A)[u] of level k, i.e.,
Let λ ∈Ṗ + , we denote the irreducible integrable g(A)[u]-module of highest weight λ bẏ L(λ). The winding subalgebra g(A)
[u] has a triangular decomposition 
Set
For each λ ∈Ṗ + , the g(A)[u]-moduleL(λ) is said to be maximal if λ ∈ P A,u (Λ) but λ + nδ ∈ P A,u (Λ) for any n > 0. Let max A,u (Λ) be the set of all weight λ ∈Ṗ + such thaṫ L(λ) is a maximal g(A)[u]-submodule of L(Λ). Similarly to Cartan subalgebras, we have
The formula (94) says that for each λ ∈ (Λ − Q + Cδ) ∩Ṗ + , there exists an unique number b Λ,λ,u ∈ C such that λ + b Λ,λ,u δ ∈ max A,u (Λ). Hence 
An identity of characters
Let Λ ∈ P k + (k ∈ Z ≥0 ), by (40), (43), (44) we have
We can suppose that λ +ρ in the above equality is regular with respect toẆ . In this case, there exists unique σ ∈Ẇ and λ ′ ∈Ṗ + such that σ(λ +ρ) = λ ′ +ρ. Let p(λ) and {λ} be ǫ(σ) and λ ′ in this case, respectively. In the case λ +ρ is nonregular, set p(λ) and {λ} be 0. Since
it follows from the identities (45), (97) that:
Semigroup structure
We state our first result about the set Γ(g, g[u]). 
Letv be a nonzero vector in L(Λ) satisfying the same conditions but for the pair (Λ,λ). To show the semi-group structure of Γ(g, g[u]) we just need to show the existence of a nonzero vectorṽ in L(Λ +Λ) which satisfies the conditions (101) but for the pair (Λ +Λ, λ +λ). We make the details in the two following steps.
Step 1. Construction of the vectorṽ. By the fact that L(Λ+Λ) is a g-submodule of L(Λ) ⊗ L(Λ) of multiplicity one, there exists an unique g-stable complementary subspace, which we denote by S such that
Let π : L(Λ) ⊗ L(Λ) → L(Λ +Λ) be the projection with kernel S. Setṽ = π(v ⊗v). We will show thatṽ = 0 and satisfies the conditions (101) in the next steps.
Step 2.ṽ is nonzero. Let
be the weight spaces decomposition of L(Λ). We define
There exists a nonzero vector ψ ∈ L(Λ) ∨ such that
Let G be the minimal Kac-Moody group corresponding to the Kac-Moody algebra g (see [7] ). To the vector v ∈ L(Λ) defined above, we associate a function f v :
Indeed,
Similarly, for L(Λ), we defineψ ∈ L(Λ) ∨ and fv : G → C, g →ψ(g −1 (v)). Then fv is nonzero and
Set f = f v fv. Since G is irreducible as an indvariety, the function f is a well-defined nonzero function on G. And of course,
Moreover, we have
Indeed, by definition
Now, ψ ⊗ψ is an element of Rewrite v ⊗v = π(v ⊗v) + s for some s ∈ S. Then we have (ψ ⊗ψ)(g −1 (v ⊗v)) = (ψ ⊗ψ)(g −1 (π(v ⊗v) + s)) = (ψ ⊗ψ)(g −1 (π(v ⊗v))) + (ψ ⊗ψ)(g −1 (s)) = (ψ ⊗ψ)(g −1 (π(v ⊗v))).
It means f (g) = (ψ ⊗ψ)(g −1 (π(v ⊗v)) ). Since f = 0, we haveṽ = π(v ⊗v) = 0.
Step 3.ṽ satisfies the conditions (101). For any g ∈ṅ + and h ∈ h, we have:
We conclude that the set Γ(g, g[u]) is a semigroup.
B. The inclusion (100) comes from the fact that
Remark 4.3. By the same argument, we can prove that the set Γ(g,ġ) is a semigroup for any symmetrizable Kac-Moody algebra g andġ is a subalgebra of g such thatġ = (ġ ∩ n − ) ⊕ (ġ ∩ h) ⊕ (ġ ∩ n + ). In this subsection, we describe a subset A u (Λ) of the set of all λ ∈ (Λ − Q + Cδ) ∩Ṗ + such that b Λ,λ,u = b Λ,λ . We obtain a set A u when the two sets Γ(g, g[u]) and Γ(g, h) coincide.
About the cases A

The case A
1 . Let Λ 0 be the first fundamental weight and α be the second simple root of g(A). Fix m ∈ Z ≥0 , u ∈ Z >0 . Let Λ = mΛ 0 + jα 2 + bδ ∈ P m + for some j ∈ [0, m] ∩ Z. We define a subset A u (Λ) of (Λ − Q + Cδ) ∩Ṗ um + as follows.
1. If u is even, set
2. If u is odd, set
The case A
2 . Let A be the affine Cartan matrix of type A
2 . Let Λ 0 be the first fundamental weight and α be the second simple root of g(A). Fix m ∈ Z ≥0 , u ∈ Z >1 such that (u, 2) = 1. Let Λ = mΛ 0 + jα 2 + bδ ∈ P m + for some j ∈ [0, m 2 ] ∩ Z. We define a subset A u (Λ) of (Λ − Q + Cδ) ∩Ṗ um + as follows.
1. If m = 1, then j = 0 and set
2. If m = 2, then j = 0 or j = 1 and set
2 , we define smaller subsets of A u by
Our second main result for the cases A 
Hence
2 , the restriction of A u on the pairs of weights of level greater than 2 is a disjoint union of two semigroups A Proof. The (non)semigroup property of the sets are trivial by definition and the fact that Γ(g, h) is a semigroup in Theorem 3.1. We just need to prove that b Λ,λ,u = b Λ,λ for all λ ∈ A u (Λ). By equalities (47), (96), we can suppose that Λ ∈ P + . The details are given as follows.
(1) 1 . The first step is writing explicitly ch Λ in Proposition 4.1. It can be done as follows:
1. We use the result of Proposition 3.3 that
where n k is given by (50). Take λ k = Λ + kα + n k δ ∈ max(Λ), by using the following data
we can easily compute p(λ k ) and {λ k } for λ k +ρ regular with respect toẆ . As in Proposition 4.7 below, the only possible values of k are
where j ′ ∈ [0, um] ∩ (j + 2Z) and n ∈ Z. Set
If k = j ′ −j 2 − n(um + 2), then p(λ k ) = 1 and
2. Substitute values of p(λ k ) and {λ k } into the formula of Proposition 4.1, we can rewrite ch Λ as follows
The coefficients of c Λ λ k in the formula (130) are always positive integers since λ k ∈ max(Λ). Proposition 4.7 below says that N k depends on n ∈ Z for each case of k. It attains minimums at n = 0 for the first case and at n = 0 or n = 1 for the second case. The corresponding minimums of N k are − n j ′ −j 2 and min −n − j ′ +j 2 −1 , u − n − j ′ +j 2 +1 .
(131) Proposition 4.8 below says that
Moreover, the equality
happens for j ′ ∈ [0, um] ∩ (j + 2Z) if and only if one of the next three conditions follows is satisfied:
1. m > 1 and j ′ ≤ j − 2.
2. m > 1, u is even, j ′ ≥ um − j + 1.
3. m > 1, u is odd, j ′ ≥ m(u − 1) + j + 2.
Or equivalently, the equality (133) happens if and only if
So, for any
By (130), in this case we have λ + n j ′ −j
2 . The strategy is the same as in the case A
1 . The first step is writing explicitly ch Λ in Proposition 4.1. It can be done as follows:
1. We use the result of Proposition 3.5 that
where n k is given by (65). Take λ k = Λ + kα + n k δ ∈ max(Λ), by using the following data
we can easily compute p(λ k ) and {λ k } for λ k +ρ regular with respect toẆ . As in Proposition 4.9 below, the only possible values of k are
where j ′ ∈ [0, um 2 ] ∩ Z and n ∈ Z. Set 
The coefficients of c Λ λ k in the formula (141) are always positive integers since λ k ∈ max(Λ). Proposition 4.9 below says that the number N k depends on n ∈ Z for each case of k. It attains minimums at n = 0 for the first case and at n = 0 or n = 1 for the second case. The corresponding minimums of N k are − n j ′ −j 2 and min −n − j ′ +j 2 −1 ,
(142) Proposition 4.10 below says that
happens for j ′ ∈ [0, um 2 ] ∩ Z if and only if one of the next two conditions is satisfied:
Or equivalently, the equality (144) happens if and only if
By (141), in this case we have λ + n j ′ −j
We have proven the theorem.
Corollary 4.5. We have
1 and one of the next three conditions is satisfied:
2. m > 1, u is even, j ∈ {0, 1}.
3. m = 2, u is odd, j = 1.
or A is of type A
2 and (u, 2) = 1, m = 1, j = 0.
Proof. We just need to check that if one of the conditions is satisfied then A u (Λ) = (Λ − Q + Cδ) ∩Ṗ + . The conclusion therefore comes from Theorems 4.2 and 4.4.
Here is an example of Corollary 4.5.
Example 4.6. Consider the case A is of type A
1 and Λ = 9Λ 0 + α 2 , u = 4. Then
Hence the set max A,4 (9Λ 0 + α 2 ) contains exactly 18 elements given by
Then P A,4 (9Λ 0 + α 2 ) = max A,4 (9Λ 0 + α 2 ) − Z ≥0 δ. The next one is a proposition we used in the proof of Theorem 4.4 for the case A where j ′ ∈ [0, um] ∩ (j + 2Z) and n ∈ Z.
Let
Then i. If k = j ′ −j 2 − n(um + 2), then p(λ k ) = 1 and
The function N k is considered as a function on n and it attains the minimum at n = 0 in the first case and at n = 0 or n = 1 in the second case.
Proof. Since λ k +ρ is regular with respect toẆ , there exists unique σ ∈Ẇ and µ = mΛ 0 + j ′ α 2 + b ′ δ ∈Ṗ um + such that σ(λ k +ρ) = µ +ρ. a. (Proof of 1. and 2.i.) If σ = t unα for some n ∈ Z, then σ(λ k +ρ) −ρ equals
Hence j ′ ∈ [0, um] ∩ (j + 2Z) and k = j ′ − j 2 − n(um + 2).
In this case, we have
b. (Proof of 1. and 2.ii.) If σ = t unα s 1 for some n ∈ Z, then σ(λ k +ρ) −ρ equals
c. (Proof of 2.iii.) Put M = um + 2. We consider the first case when k = j ′ −j 2 + nM . Write k = qm + r for some q ∈ Z, 0 ≤ r < m, then
We have
The condition 0 ≤ r ≤ m − j can be rewritten as
and m − j ≤ r < m can be rewritten as
It implies that r 2 m + rj m + n r equals
(164)
with P j,j ′ (t) is given by
We will show that the maximum of F j,j ′ (n) appears when n = 0, i.e., k = j ′ −j 2 . To do that, we consider the function F : R × [0, m] × [0, um] → R given by F (t, j, j ′ ) = F j,j ′ (t) (we also define P (t, j, j ′ ) from P j,j ′ (t)). Let ∆(t, j, j ′ ) = F (t + 1, j, j ′ ) − F (t, j, j ′ ), then it is nonincreasing in t and ∆(−1, j, j ′ ) > 0 > ∆(0, j, j ′ ). It implies that F (0, j, j ′ ) > F (t, j, j ′ ) for any t ∈ Z, t = 0, i.e., F i,j (n) attains its maximum when n = 0. Indeed:
(167) We denote the numbers p defined on P j,j ′ (t + 1) and P j,j ′ (t) by p 1 , p 0 , respectively. Use definition, we have
So ∆(0, j, j ′ ) ≤ ∆(0, j, 0) and ∆(−1, j, um) ≤ ∆(−1, j, j ′ ). We can easily check that ∆(0, j, 0) < 0 < ∆(−1, j, um). Hence, in the case k = j ′ −j 2 + nM , the minimum of N k occurs when n = 0.
Then N k attains its minimum when n = 0 or 1.
Here is the next proposition we used in the proof of Theorem 4.4 for the case A 
Proof. Then inequality comes from (53), (130) and Theorem 4.2. To study the equality, we use a fact that n −(j+k) = n k .
Indeed, if Λ = mΛ 0 + jα 2 + bδ ∈ P m + and λ = Λ + kα + n k δ ∈ max(Λ), then s 1 (λ) = Λ − (j + k)α + n k δ ∈ max(Λ). We use the equality (173) to rewrite
as n x = n x+1 , where x = − j ′ +j 2 − 1. Use definition (50) for n x we check that it happens if and only if m > 1 and j ′ ≤ j − 2.
We use the equality (173) to rewrite
as n x+1 − u ≤ n x , where x = − j ′ +j 2 . Use definition (50) for n x we can check that it happens if and only if m > 1, u is even, j ′ ≥ um − j + 1,
or m > 1, u is odd, j ′ ≥ m(u − 1) + j + 2.
Thus we have proven the proposition.
The next one is a proposition we used in the proof of Theorem 4.4 for the case A
Proposition 4.9. Let A be the affine Cartan matrix of type A
2 . Fix m ∈ Z ≥0 , u ∈ Z >0 such that (u, 2) = 1. Let Λ = mΛ 0 + jα 2 ∈ P m + .
1. We parametrize λ ∈ max(Λ) such that λ +ρ is regular with respect toẆ by λ k = Λ + kα + n k δ. Then the only possible values of k are k = j ′ − j 2 − n um + 3 2 and k = − j ′ + j 2 − 1 + n um + 3 2 (179)
where j ′ ∈ [0, um 2 ] ∩ Z and n ∈ Z.
N k = −n k + un j ′ + 1 − n um + 3 2 .
(180) Then i. If k = j ′ −j 2 − n um+3 2 , then p(λ k ) = 1 and {λ k } = mΛ 0 + j ′ α 2 − N k δ. ii. If k = − j ′ +j 2 − 1 + n um+3 2 , then p(λ k ) = −1 and {λ k } = mΛ 0 + j ′ α 2 − N k δ. iii. The function N k is considered as a function on n and it attains the minimum at n = 0 in the first case and at n = 0 or n = 1 in the second case.
Proof. Since λ k +ρ is regular with respect toẆ , there exists unique σ ∈Ẇ and µ = mΛ 0 + j 
We have 2r 2 m + 2rj m + n r equals and m 2 − j ≤ r < m 2 can be rewritten as
It implies that 2r 2 m + 2rj m + n r equals
