We consider explicit two-step peer methods for the solution of nonstiff differential systems. By an additional condition a subclass of optimally zero-stable methods is identified that is superconvergent of order p = s + 1, where s is the number of stages. The new condition allows us to reduce the number of coefficients in a numerical search for good methods. We present methods with 4-7 stages which are tested in FORTRAN90 and compared with DOPRI5 and DOP853. The results confirm the high potential of the new class of methods.
Introduction
In a series of papers, e.g. [9, 10, 7] , linearly implicit and implicit two-step peer methods for the solution of y = f (t, y), y(t 0 ) = y 0 ∈ R n , t ∈ [t 0 , t e ],
have been considered. The new feature of peer methods is that they possess several stages like Runge-Kutta-type methods, but all of these stages have the same properties and no extraordinary solution variable is used. These methods combine the positive features of both Runge-Kutta and multi-step methods having good stability properties and showing no order reduction for very stiff systems. In numerical tests on parallel computers they were rather efficient, e.g. [14, 12] , and also in sequential computing environments they were competitive with standard codes [7] . In [15] corresponding explicit methods were introduced and tests with parallel explicit two-step peer methods were performed in [11] . Numerical comparisons of 6-stage methods of order 6 in [15] have shown that peer methods are competitive with ODE45 [8] .
Explicit two-step peer methods are a special subclass of general linear methods [3] , of course. They are also included in the concept of AB-methods of Butcher [2] and in the more general class of A-methods [1] . In [15] we have given order conditions for explicit two-step peer methods, for more general methods such conditions have been derived in [6] .
Up to now we have considered methods where the order of convergence p is equal to the order of consistency and the number of stages s. The construction of efficient methods with respect to different competing aims (stability region, small error constants) is quite difficult due to the relatively large number of free parameters. In this paper an additional condition is introduced by which order of convergence p = s + 1 may be obtained even for variable stepsizes. It also reduces the number of free parameters and facilitates the parameter search. This additional condition corresponds to the concept of quasi-consistency of Skeel [13] . Quasi-consistency of order p is less stringent than consistency of order p. For constant stepsizes Skeel proved that quasi-consistency of order p is sufficient for convergence of order p.
The paper is organized as follows: In Section 2 a short overview on explicit two-step peer methods is given and the conditions for consistency of order p are stated.
In Section 3 we discuss the convergence of two-step explicit peer methods and consider methods having a special coefficient matrix B. By the concept of quasi-consistency of Skeel [13] we formulate an additional condition for the coefficients of the method that ensures order of convergence p = s + 1 for variable stepsizes for an s-stage method of order of consistency p = s. This additional condition must be satisfied for all stepsize ratios. Since the property of a method having an order of convergence higher than the order of consistency is called superconvergence in many areas of numerical mathematics we prefer this notion over the rather special definition of quasi-consistency.
In Section 4 we identify a special subclass of methods where the conditions of superconvergence can be explicitly solved with respect to some of the parameters. This allows us to reduce the number of free coefficients and can be incorporated in a numerical search algorithm. In fact, we present particular methods with 4-7 stages.
Results of numerical tests are given in Section 5. First, we illustrate the theoretical results on superconvergence for a special variable grid. Then we compare the peer methods with DOPRI5 and DOP853 on accepted test problems from the literature. The numerical tests show the potential of these new peer methods.
Explicit two-step peer methods
Explicit two-step peer methods for problem (1) as introduced in [15] read 
In general, the coefficients B, A, R will depend on the stepsize ratio
In order to avoid clumsy tensor product notation we will consider scalar autonomous equations in the following. Then the methods can be written in the compact form
Furthermore, when it is clear from the context we will drop the index "m" for simplicity of notation. 
Here we collect some results from [15] : Method (3) has order of consistency p if the conditions AB(l) = 0 with
are satisfied for l = 0, . . . , p. Especially order of consistency p = s leads to the matrix equations
with the diagonal matrices
and the two Vandermonde matrices
,
.
Superconvergence
As in [15] we will consider here only methods with a constant coefficient matrix
However, its form is more general with
and W is strictly upper triangular, Q is regular. With this choice, B has the eigenvalues
a property which we call optimal zero stability. It holds Lemma 1. Let B be given by (7) . Then, the method is optimally zero stable and has the properties
Proof. By ansatz (7) the equations
i.e. B has only one simple non-zero eigenvalue which is one and its eigenvector is 1. So the method is optimally zero stable and the first-order condition B1 = 1 is satisfied. Due to v T 1 = 1, W Q −1 1 = W 1 = 0 and the nilpotency of W it is straightforward to obtain the second property
In the following we will consider the convergence of explicit peer methods. We denote by
. The method converges with order p if ε m = O(h p ), where h = max m h m . Under rather general additional assumptions order of convergence p follows from order of consistency p. For the case of constant stepsizes Skeel [13] introduced the concept of quasi-consistency. He proved that a quasi-consistent fixed-stepsize method of order p + 1 is also convergent of order p + 1. The assumption of quasi-consistency of order p + 1 is less stringent than consistency of the same order. It requires consistency of order p and an additional condition. Formulated for our methods this additional condition reads
where the matrix E is known here by Lemma 1,
T .
We will show that this condition together with order of consistency p = s implies convergence of order p = s + 1 for explicit two-step peer methods also with variable stepsizes. This improvement of the order of convergence over the order of consistency will be called superconvergence. The following theorem states conditions for superconvergence of order p = s + 1.
. Let B be a matrix of form (7), let the strictly lower triangular matrix R m be uniformly bounded for σ ≤ σ max , and
Then the method is convergent of order p = s. If in addition ε 0 = O(h s+1 0 ) and
hold then we have superconvergence of order p = s + 1 with errors ε m = O(h s+1 ).
Proof. For simplicity of notation we again consider the case n = 1. Since the method is consistent of order s, the initial errors are of order s and the stepsize increase is bounded, order of convergence p = s follows by standard arguments. Now let (9) be satisfied in addition. For the global error we have the equation
Differences of function values can be replaced with the mean value theorem by
where
We obtain the vector equation 
since v T eliminates the O(h s ) contribution. The matrices σ m A m and R m are uniformly bounded for σ m ≤ σ max and there is a constant c such that
This yields 
We will use the following relation which holds for any sequence X l :
Using this equation allows us to prove the inequality
with X l = 2ch l by induction. For m = 1 inequality (12) means ε 1 ≤ dh s+1 and therefore the assertions hold here. Now let the inequality be satisfied for j ≤ m − 1, ε j ≤ j−1 l=1 (1 + 2ch l )dh s+1 . Then, (12) gives
This means superconvergence of order p = s + 1.
Remark 1. (9) is only one additional condition. However, it must be satisfied for all σ ≤ σ max .
A special class of methods
In the following we construct methods having order of convergence p = s + 1. We will incorporate condition (9) in a search for efficient explicit two-step peer methods and so decrease the number of free parameters. The complicated relations between the parameters simplify considerably for the special case v = e s in (7).
Theorem 2. Let c s = 1 and B given by (7) with v = e s . Let R be constant and
Then under the conditions of Theorem 1 the explicit two-step peer method is superconvergent of order p = s + 1.
Proof. With the notation c l = (c l 1 , . . . , c l s ) T , c s = 1 and v = e s condition (9) reads
Because of e T s Q = e T s and c s = 1 the term with B vanishes. Furthermore we have
1 . The superconvergence condition thus becomes
We now show that the condition for l = 1 is redundant since the first column of
For t = c i − 1 we have
The vector ψ = (ψ 0 , . . . , ψ s−1 ) T therefore satisfies the system
So, due to c s = 1, ψ 0 = Ψ (0) = 0 from (15) indeed follows
This implies that we have only s equations for R.
We note that (14) is an overdetermined system for the nontrivial elements of the last row of R. Hence, it is also a restriction on the nodes c i . For the construction of suitable methods we use the following strategy:
• c s = 1, B defined by (7) with v = e s .
•
• r s1 , . . . , r s,s−1 and c s−1 by (14) .
For the remaining coefficients of R, Q, W and c 1 , . . . , c s−2 we perform a random walk search with the aim of finding sufficiently large stability regions and small error coefficients analogously to [15] .
The following explicit two-step peer methods of order p = s + 1 for s = 4, 5, 6, 7 were obtained by this search. Peer4: 
for 0 ≤ t ≤ 3π and with initial values from the exact solution y(t) = (cos t, sin t, − sin t, cos t) T . We applied alternating stepsizes h and 0.8h, i.e. σ 2i+1 = 0.8, σ 2i = 1.25. The norm of the error at the endpoint is displayed in Fig. 1 . For illustration we added lines with slopes corresponding to orders 5, 6, 7, 8 . For the methods with s = 4, 5, 6 the predicted orders p = 5, 6, 7 can be seen clearly. For s = 7 order p = 8 can be seen only in a small range of stepsizes since all errors are near machine precision. For the tests with automatic stepsize control we have implemented the methods Peer4-Peer7 in FORTRAN90 and compared them on accepted test problems with the state of the art codes DOPRI5 and DOP853, cf. [5] . The details of implementation (e.g. computation of starting values, Nordsieck form) for the peer methods are the same as in [15] .
The test problems are the ORBIT problems from [4] , p. 86, with e = 0.9 and t e = 20. The reference solution is described there as well. The other test problems are taken from [5] (with same names and parameters): AREN, BRUS, EULR, LRNZ and PLEI.
We have solved these problems with r tol = atol for atol = 10 −i , i = 3, . . . , 14. In the following figures we present the number of function evaluations (FCN) and the logarithm of the obtained accuracy at the endpoint E R R = max Figs. 2-7 show the expected behaviour of the peer methods, the predicted order p = s + 1 can be observed by comparing the slope of the curves with those of DOPRI5 and DOP853.
For some prescribed tolerance atol the peer methods give more accurate results than the DOPRI codes. This leads to a bend in the figures for sharp tolerances when the errors come near double precision accuracy. This effect also appears for DOPRI but at still more stringent tolerances. In order to demonstrate this we also included in the figure for PLEI (Fig. 7) the results with atol = 10 −15 , 10 −16 for DOP853 and DOPRI5.
Conclusions
By deriving the condition for superconvergence we could extract a special class of explicit two-step peer methods having order of convergence p = s + 1 for all stepsize ratios. Some particular methods with 4-7 stages have been implemented and tested with good performance. Peer4 is comparable with DOPRI5, Peer5 is more efficient for most tolerances and problems. For crude tolerances DOP853 is more efficient than the higher-order peer methods. This is probably due to its larger stability region and a suboptimal choice of the starting stepsize for the peer methods. But for medium tolerances Peer6 and Peer7 are comparable with DOP853. 
