Set-based image classification has become popular in recent years since it can provide a relatively large amount of within-set information that benefits classification. Grassmann Discriminant Analysis (GDA) models image sets as points (subspaces) on a Grassmann manifold and then explicitly maps them to a higher-dimensional Hilbert space, where Euclidean geometry applies, for Linear Discriminant Analysis (LDA). However, due to the noise disturbance and finite number of training samples in practice, the conventional problems of LDA, such as the singularity of the within-class scatter matrix and the instability of its inverse, also appear with GDA, which result in recognition performance deterioration. Inspired by eigenspectrum regularization techniques, we propose an eigenspectrum Regularized GDA (RGDA) method to alleviate the conventional problems of GDA in Grassmannian space. Moreover, we implement it with the graph embedded framework, three different eigenspectrum regularization models are incorporated into the proposed approach respectively. Extensive experimental results on set-based face recognition and object categorization tasks have confirmed the effectiveness of our approaches.
I. INTRODUCTION
With the development of intelligent video surveillance and the increased capacity of online video, it is now possible to match a probe image set against all gallery image sets that form an image set classification task [19] . Each probe image set and gallery image set contains multiple images that belong to the same class, allowing the extraction of much more discriminative information than is possible in the traditional single image classification task. Image set classification has been broadly applied to face recognition [3] , [20] , [40] , [47] , hand gesture recognition [6] , [8] , action recognition [13] , [15] and object categorization [11] , [14] , [26] , [36] , [39] .
The major issues of image set classification involve 1) how to find a representation of the images in the set and 2) how to define a suitable method to measure the distance/similarity The associate editor coordinating the review of this manuscript and approving it for publication was Naveed Akhtar . between sets [20] . To address the image set representation problem, one approach is to model image sets as multiple linear subspaces [11] , [26] , [40] , [44] by Principal Component Analysis (PCA) [2] and then find the similarities between pairs of subspaces. Canonical (or principal) angle [10] is one of the most effective and efficient approaches for measuring the similarity between subspaces. Subspaces can accommodate more general and complex data variations within a set [40] , and numerous subspace-based methods have been successfully applied for image set classification [1] , [6] , [26] , [27] , [44] .
Subspaces can be modeled as points on a special Riemannian manifold called the Grassmann manifold [11] . In modern computer vision, the visual features and mathematical models often naturally lie on non-Euclidean space, which is known as a Riemannian manifold [13] ; the subspaces form the Grassmann manifold, the 2D shapes lie on Kendall shape spaces [24] , and the Symmetric Positive Definite (SPD) matrices form the SPD manifold [21] . Grassmann Discriminant Analysis (GDA) [11] is one classic Grassmannian method proposed for image set classification. GDA models each image set as a subspace by PCA, and then the subspaces are regarded as points on the Grassmann manifold. This method defines multiple metrics on the Grassmann manifold for measuring the distance between points, such as the Projection metric, Binet-Cauchy metric and Procrustes metric [11] . However, it is not convenient to apply conventional approaches, such as Linear Discriminant Analysis (LDA) [2] or a Support Vector Machine (SVM) [37] , for classification directly on non-Euclidean space. One practical solution is to map the points on the Grassmann manifold to higher-dimensional Hilbert spaces (similar to flat Euclidean space); thus, linear Euclidean space methods can be applied. GDA introduces two major kernel functions (Grassmannian kernels) compatible with the metric to map the points on the Grassmann manifold to Hilbert space: the Projection kernel [5] and the Binet-Cauchy kernel [43] . To achieve the final discriminative learning, GDA implements LDA with the kernel trick, which is called Kernel LDA (KLDA) [45] .
However, due to the noise disturbance and finite number of training samples in the higher-dimensional feature space [2] , LDA often suffers from the conventional problems of singularity of the within-class scatter matrix S W , and the instability of its inverse [22] . It had been shown that, these problems also appeared in the kernel space of LDA (KLDA) [23] , [45] . For image set classification, if the number of training sets in each class is insufficient, the singularity of the withinclass scatter matrix S W in the kernel space will still happen with GDA. This condition may cause the inverse of S W to be unreachable or unstable, which results in overfitting and poor generalization [22] , [23] , [33] .
Numerous approaches have been proposed to solve the conventional problems of LDA as discussed above, such as Fisherface (FLDA) [2] , Direct LDA (DLDA) [46] and Null space LDA (NLDA) [4] , including the kernel methods of kernel Fisherface [45] (also known as KLDA), Null space Kernel LDA (NKDA) [30] and Kernel Direct-LDA (KDDA) [32] . However, all these approaches discard a subspace (either the principal space or the null space) before the discriminant evaluation, which results in a loss of discriminative information [22] . Although dual-subspace LDA [42] considers the contribution of both subspaces, the associated average scaling factor may not be a good choice for information in the principal subspace [23] . To address these problems, the Eigenfeature Regularization and Extraction (ERE) [22] and Complete Discriminant Evaluation and Feature Extraction (CDEFE) [23] approaches were proposed. ERE supposes that the whole eigenspace of S W should be retained for discriminant analysis and that the entire eigenspace should be regularized by the eigenspectrum regularization weighting function. In ERE, the entire eigenspace is partitioned into three parts, and three different strategies according to the eigenspectrum of S W are devised for regularization. CDEFE tackles these problems in kernel space by nonlinear mapping; it decomposes the kernel within-class variation matrix into principal and noisedominated subspaces. A weighting function based on the ratios of the successive eigenvalues of the eigenspectrum has been proposed to circumvent the undue scaling of projection vectors [23] . Following that work, Mandal et al. extracted the Discriminative Vectors by applying Predicted Eigenvalues (DVPE) [33] . Generally, the predicted eigenvalues of DVPE are the combination of the eigenspectrum regularization models of ERE and CDEFE. Recently, Pang et al. [12] and Pang et al. [34] proposed a Locality Regularization Embedded (LRE) method that devises an adaptive locality preserving regulation model for eigenspectrum regularization. In addition, they generalized the eigenspectrum regularization technique by the Graph Embedding Framework (GEF) to better preserve data locality. Experimental results have demonstrated the effectiveness of such eigenspectrum regularization techniques [12] , [22] , [23] , [33] , [34] .
Inspired by the existing eigenspectrum regularization techniques, in this paper, we address the conventional discriminative learning problems of GDA by exploiting these techniques to form a Regularized Grassmann Discriminant Analysis (RGDA) approach. The innovations and contributions of this work involve the following. 1) Although CDEFE has extended the ERE to its kernel version, the proposed RGDA is the first to regularize the kernel within-class eigenspace with the Grassmannian kernel. 2) Different from the frameworks of ERE and CDEFE, we incorporate the GEF in [34] into our RGDA and generalize it to Grassmannian kernel space. 3) The eigenspectrum regularization models of ERE, CDEFE and DVPE are incorporated into our RGDA, which comprises three different RGDA methods. We evaluate the performance of RGDA with different eigenspectrum regularization models on several set-based face recognition and object categorization datasets. The experimental results verify the effectiveness of the proposed approaches.
In the rest of this paper, we first present an overview of the related works of image set classification in Section II. GDA and eigenspectrum regularization techniques are briefly introduced in Section III. Then, the RGDA approach is proposed in Section IV. Experimental evaluation and discussions are presented in Section V. Finally, Section VI concludes this paper.
II. RELATED WORK
Previous studies on image set classification in early years can be broadly partitioned into model-dependent parametric and model-free nonparametric methods [40] . Model-dependent parametric methods [25] , [31] model each image set as a statistical distribution and measure the similarities between pairs of distributions. However, if the set data do not have strong statistical correlations for parameter estimation [20] , these model-dependent parametric methods often fail to match sets. Over the past two decades, model-free nonparametric methods have become more popular than model-dependent parametric methods, as the former aim to model image sets in a more flexible manner [40] and provide many more variants of the technique for modeling these sets, such as subspaces [11] , [26] , [44] , covariance matrices [13] , [35] , [39] , sparse representation [16] , [20] , hull models [3] , [20] , [47] and deep reconstruction models [17] .
The use of subspaces is one of the most effective and efficient model-free nonparametric methods for modeling image sets. Subspace-based approaches have been widely and successfully applied for image set classification [6] , [11] , [26] , [36] , [44] . The Mutual Subspace Method (MSM) [44] is the classic subspace-based image set classification method.
In the MSM, all image sets are modeled by linear subspaces, and the similarities between pairs of subspaces is measured by Canonical Correlation Analysis (CCA) [18] , which is related to the canonical angles. However, the MSM generates subspaces from sets independently, which may cause unreliable matching when distinguishing similar objects [6] . Fukui and Yamaguchi [7] proposed to project the linear subspaces to a Difference Subspace (DS) that can extract the disparity between two subspaces. This DS concept was further extended to the Generalized Difference Subspace (GDS) [6] . However, the principle of the CMSM or GDS is rather heuristic, especially the process of selecting the dimensionality of the constrained subspace, and it cannot play the role of a discriminant function [26] .
Discriminant analysis in image set classification is crucial and widespread. Variants of discriminant learning schemes have been proposed for image set classification. Kim et al. [26] applied LDA to image set classification based on canonical correlations, called the Discriminative Canonical Correlation method (DCC). DCC attempts to find a linear transformation to maximize the canonical correlations of within-class subspaces and minimize the canonical correlations of between-class subspaces. Another discriminative method based on canonical correlations is Discriminative Extended Canonical Correlation Analysis (DECCA) [1] ; DECCA first extends CCA to an Extended version (ECCA) by extracting the most similar modes of variability within two sets and then employs the discriminative learning scheme to train a classifier.
As mentioned in Section II, subspaces can be treated as points lying on a special type of Riemannian manifold known as the Grassmann manifold. Discriminant analysis has also been applied to the Grassmann manifold. GDA [11] is one of the earliest approaches to employ discriminant analysis on the Grassmann manifold for image set classification. An extended version of GDA referred to as Kernel Grassmann Discriminant Analysis (KGDA) [41] assumes that a nonlinear complex structure exists in the input data; hence, KGDA generalizes the Grassmannian distances into feature space by using Gaussian kernel principal subspaces. Graph embedding Grassmann Discriminant Analysis (GGDA) [14] , another counterpart to the GDA method, exploits the GEF to implement the discriminant analysis in Grassmannian space. However, a common aspect of these discriminant analysis approaches with Grassmann manifolds is that they cannot circumvent the singularity of the within-class scatter matrix and alleviate the numerical instability of its inverse when there are insufficient training sets in each class. The result is instability and poor generalization of the classifier. The RGDA approach proposed in this paper aims to solve these problems.
III. PRELIMINARY A. GRASSMANN DISCRIMINANT ANALYSIS
The Grassmann manifold is a special Riemannian manifold that is formed by subspaces [11] . Let G (m, D) denote a Grassmann manifold that is formed by a set of m-dimensional linear subspaces in R D . Each linear subspace can be spanned by an orthonormal matrix Y i with a size of D × m. Formally, this approach defines various Riemannian distances between two subspaces for measuring distance/similarity, such as the shortest geodesic connecting two points on the Grassmann manifold, and the efficient way of defining Grassmannian distances using canonical angles [11] . However, it is difficult to learn a discriminative classifier on the Grassmann manifold because classic learning methods, such as LDA, are usually constrained to operating in vector spaces associated with Euclidean metrics [19] . GDA defines several kernel functions compatible with the Grassmannian matrices that map the points on the Grassmann manifold to a higher-dimensional Hilbert space (where Euclidean geometry applies) for discriminant analysis. One popular positive definite Grassmannian kernel is the Projection kernel
where · F denotes the Frobenius norm.
With the Grassmannian kernel, discriminant analysis can be achieved using the KLDA algorithm. Let φ : G → H denote the mapping from the Grassmann manifold to the higher-dimensional Hilbert space. Then, one can obtain the whole feature vectors
where N denotes the total number of training sets, denoted as for simplicity. Let S B and S W denote the between-class and within-class scatter matrices in H, respectively. GDA aims to solve the following optimization problem
where α is the coefficient of linear combination ν = α. K is the kernel matrix calculated by the inner product T (Y) (Y) in the mapped space. It is known that the kernel function can be presented by the inner product
Hence, it is easy to calculate K by the Grassmannian kernels (e.g., Eq. (1)). is a blockdiagonal matrix whose c-th block is the uniform matrix
where N c is the sample number of class C c . 1 N is a uniform vector with elements of 1. σ 2 is a regularizer for avoiding unstable computation. The optimization problem of Eq. (2) can be solved by the eigendecomposition of
In addition, the optimal α * is obtained from the largest C − 1 (C is the number of training classes) eigenvectors of T S W −1 T S B . Finally, the projection vector is formed by ν = α * , and discriminative feature extraction can be achieved by projecting data onto the space spanned by ν .
B. EIGENSPECTRUM REGULARIZATION
Eigenspectrum regularization [22] , [23] , [33] , [34] was originally proposed to address the conventional problems (the singularity of S W and the numerical instability of its inverse) of LDA in linear Euclidean space. Various eigenspectrum regularization techniques have been proposed, such as ERE [22] , DVPE [33] , LRE [34] and the kernel version CDEFE [23] . In this subsection, we introduce LRE as an example, since it is the foundation of the proposed RGDA algorithm, and the GEF, which is employed in LRE, is one of the keys of our RGDA. Generally speaking, the ERE, CDEFE, DVPE and LRE algorithms comprise two steps for eigenfeature extraction. The first step is eigenspectrum regularization, and the second step is feature extraction and dimensional reduction.
1) Eigenspectrum regularization Consider n samples of training data
where L loc is the local Laplacian matrix, which manifests the manifold through local geometry preservation [34] . λ is a diagonal matrix whose diagonal elements are the eigenvalues [λ 1 , λ 2 , . . . , λ D ] in descending order. The plot of the eigenvalues λ k against the index k is called the eigenspectrum.
is the eigenvector of the locality preserving matrix XL loc X T corresponding to λ. It has been proven that the locality preserving matrix XL loc X T is exactly equal to the within-class scatter matrix S W with an equal weight on the edges of adjacent data pairs of L loc [12] . LRE decomposes the entire eigenspace V into two subspaces: 1) the disparity subspace V disparity = v 1 , v 2 , . . . , v q , which corresponds to lower locality preservation, and 2) the principal subspace V principal = v q+1 , v q+2 , . . . , v D for higher locality preservation. LRE indicates that the first few eigenvectors of the eigenspace correspond to large eigenvalues providing lower locality preserving capability, while the eigenvectors corresponding to smaller eigenvalues provide higher locality preserving capability. Hence, larger weights are imposed on the subspace with higher locality preservation, whereas smaller weights are assigned to the subspace with lower locality preservation. A method is devised by determining ''fences'' to separate the disparity subspace and principal subspace. This approach defines λ disparity = γ (Q3 + 1.5 × IQR), where Q3 is the third quartile (cutting off the highest 75% or lowest 25% of the sum of λ). γ is a parameter for adaptively scaling the separating value. The definition of IRQ is IRQ = Q3 − Q1, where Q1 is the first quartile. Hence, this technique can find the q-th split eigenvalue that satisfies λ q = max ∀λ i | λ i ≤ λ disparity . The piecewise weighting function of LRE is defined as
As depicted in previous discussions, this weighting function is devised mainly from the eigenspectrum; hence, we call this approach the eigenspectrum regularization technique. Subsequently, the weighting function is imposed on the corresponding eigenvectors to form a full-dimensional transformation matrix:Ṽ
Then, this approach can obtain a more localized feature by transforming the original datã
Note that the dimensions ofx i and x i in Q X and X, respectively, have the same dimensionality D, indicating that no dimensional reduction has occurred.
2) Feature extraction and dimensional reduction The subsequent step of LRE is the final feature extraction and dimensional reduction process. In LRE, a similarity weight matrix W LRE is utilized for preserving the withinlocality and between-locality power.
where n c is the number of samples in the c-th class C c . The within-locality graph edges are weighted with positive-valued coefficients that quantify the intra-class similarity, whereas the between-locality graph edges are weighted with negativevalued coefficients that characterize discriminative features among different class samples [34] . The final objective function of LRE is defined as
This problem can be easily solved by converting it to a generalized eigenvalue problemXW LREXT u i = ϕ i u i . By retaining
corresponding to the largest d eigenvalues, the projection matrix Z =ṼU is used for the final lower-dimensional eigenfeature extraction. The eigenspectrum regularization of LRE is an adaptive model that estimates the optimal parameter γ using training data. However, this process is usually time consuming, and the performance decays quickly when there are insufficient training data. The eigenspectrum regularization models of ERE, CDEFE and DVPE are data independent. By using heuristic theory, these models achieve considerable performance [22] , [23] , [34] without including the parameter estimation time. Based on this finding, these three models will be adopted for the proposed RGDA for Grassmannian kernel eigenspace regularization. Here, we present the eigenspectrum regularization models of ERE, CDEFE and DVPE.
1) ERE
The heuristic theory of ERE for designing its eigenspectrum regularization model is the median operation [22] , and the weighting function is defined as
where m 1 is the m 1 -th eigenvalue in descending order [λ 1 , λ 2 , . . . , λ D ], which satisfies
λ med is the median value: median { ∀λ k | k ≤ r}. µ is a constant with a recommendation value of 1 [22] . r is the rank of S W , and
2) CDEFE CDEFE addresses the eigenspectrum regularization in the kernel space. This approach defines an eigenspectrum regularization model by finding the minimum eigenratio δ m 2 +1 = min {∀δ k , 1 ≤ k < r} that fits the kernel eigenspectrum well [23] . δ k is the ratio of two eigenvalues λ k λ k+1 . Thus, the final weighting function can be written as
where λ const = max {∀λ k , k ≥ m 2 }, l is the number of total training samples and r is the rank of the within-class scatter matrix in kernel space.
3) DVPE
In general, the eigenspectrum regularization model of DVPE is the combination of the regularization models of ERE and CDEFE. Two control points, m 1 and m 2 , are estimated to decompose the whole eigenspace into three subspaces: the face subspace, the noise subspace and the null space. The weighting function is defined as
where a and b are defined as Eq. (11) and the determination of m 1 is equal to Eq. (10). m 2 is determined by the maximum eigenratio of λ k+1 /λ k that satisfy δ m 2 +1 = max {∀δ k , 1 ≤ k < r}. This definition is actually equal to the minimum eigenratio of λ k /λ k+1 in [23] . Thus, the eigenspectrum regularization model of DVPE is a fusion of ERE and CDEFE.
The underlying idea of eigenspectrum regularization techniques in solving the conventional problems of linear discriminant analysis is that, 1) they use two steps to avoid computing the inverse of with-class scatter matrix; 2) they treat and preserve the entire within-class feature space holding informative features [12] ; 3) the eigenspectrum regularization on the entire feature space enables the eigenvalues of with-class scatter matrix conform the true variances of the images projected on the corresponding eigenvectors [22] . These properties of eigenspectrum regularization lead to more stable and higher recognition performances [22] , [34] . In the next section, we detail how the proposed approaches on extending the GDA to solve the image set classification task by using the eigenspectrum regularization techniques.
IV. REGULARIZED GRASSMANN DISCRIMINANT ANALYSIS
In this section, the proposed RGDA method is presented. To regularize the within-class scatter matrix in Grassmannian kernel space, the RGDA algorithm is quite different from the original GDA algorithm. We follow the algorithm of LRE to incorporate the GEF into our RGDA; the difference is that we extended the GEF of eigenfeature regularization in linear Euclidean space to Grassmannian kernel space. Although Jiang et al [23] have extended the regularization of eigenfeatures in kernel space, however, they solved the eigenspectrum regularization in Gaussian kernel space, while we solve it in Grassmannian kernel space. Moreover, the framework of RGDA is graph embedded, which is capable of preserving the local structure of the sample data. Although the GGDA method [14] already applies the GEF in Grassmannian kernel space to GDA, nevertheless, it implements discriminant analysis without considering the conventional problems of LDA.
A. EIGENSPECTRUM REGULARIZATION WITH THE GRASSMANNIAN KERNEL
Following the algorithm of GDA, for a given image set
with N i images, the subspace can be represented by an orthogonal basis Y i ∈ R D×m using PCA. For N image sets of C classes, they can be denoted as a collection of subspaces Y = {Y 1 , Y 2 , . . . , Y N } that form a Grassmann manifold. By defining the Grassmannian mapping φ : G → H, we can obtain the sam-
To incorporate the GEF into GDA, we use the local Laplacian matrix L loc in LRE [34] for reference. In other words, the decomposition of the within-class scatter matrix S W in Grassmannian kernel space can be represented by replacing the training sample data X in Eq. (3) as , giving
Since the locality preserving matrix L loc T is constructed on the mapped Hilbert space over which Euclidean geometry can apply, this matrix can also be proved to be equal to the kernel within-class scatter matrix S W with an equal weight on the edges of adjacent data pairs of L loc [34] . V constructs the kernel eigenspace of S W , and the eigenvalues in λ define the eigenspectrum. We use the definition of L loc in LRE [34] to preserve the locality structure within class for our RGDA. L loc is defined as
where ω ij is the connection weight of the i-th and the j-th sets, and it is defined as [34] 
where N c is the number of sets in the c-th class. The projection direction of V in Eq. (14) can be represented as a linear combination of the feature spaces in Hilbert space H
By substituting Eq. (17) into Eq. (14), we obtain λ = α T T L loc T α. By the definition of kernel matrix K = T and the Grassmannian kernel functions (e.g., Eq. (1)), Eq. (14) can be rewritten by the kernel trick as λ = α T KL loc Kα.
As in LRE [34] , Eq. (18) can be solved by the eigendecomposition of KL loc K subject to α T α = 1. Following the theory of [34] , the eigenvectors in α corresponding to the smaller eigenvalues of λ better preserve the locality of the feature space V.
According to LRE and other eigenspectrum regularization techniques, the next step of RGDA is to partition the eigenspace V into several subspaces and weight them accordingly. In this work, we employ several weighting functions based on the eigenspectrum of λ to regularize the whole kernel eigenspace. These functions, introduced in Section III, are the eigenspectrum regularization models of ERE [22] , CDEFE [23] , and DVPE [33] . Here, we first present the general framework of using these weighting functions. It can be assumed that the general weighting function is defined as
Due to the limited and unbalanced number of training sets in each class, the locality matrix KL loc K may be singular. Hence, the eigenvectors in α contain the null space. For the sake of preserving the discriminative information as much as possible and producing a more generalized and robust feature space, we follow the theory of eigenspectrum regularization techniques [22] , [23] , [33] , [34] to regularize the whole eigenspace V by Eq. (19) . The full dimension of eigenspace V is N × N because the largest dimension of (20) where v k = α k according to Eq. (17) . By defining
the regularized eigenspace of Eq. (20) can be rewritten as
The regularized eigenspace is known as a transformation matrix [22] . It should be noted thatṼ is a full dimensional matrix with size N × N . The mapped data (Y) can be transformed to an intermediate feature vector space Ỹ with no dimensional reduction; we denote this vector as˜ for simplicity.˜
=Ṽ T
Although is implicitly defined, interestingly, the transformed intermediate feature˜ can be explicitly expressed.
Since the feature can be represented as˜ = ( ρ) T = ρ T T , it is known that K = T ; hence,
There is no dimensional reduction of the transformed intermediate feature vectors˜ ; therefore, this method can preserve the discriminative information and the local structure of the data as much as possible.
B. GRASSMANNIAN FEATURE EXTRACTION AND DIMENSIONAL REDUCTION
In the eigenfeature extraction and dimensional reduction stage of RGDA, we exploit the same strategy as in [34] to extract the lower-dimensional and discriminative features. However, this approach needs to be extended to the Grassmannian kernel space. According to Eq. (8), the eigenfeature extraction and dimensional reduction of RGDA can be achieved by solving the following eigendecomposition problem˜
where G is a similarity weight matrix that has the same definition as in Eq. (7) [34] . The only difference is to switch the connecting weight of two samples x i and x j to two sets X i and X j . This similarity weight matrix makes the intra-class samples more compact and allows the inter-class samples to be more separated. It is obvious that, by decompos-ing˜ G˜ T , U consists of the eigenvectors corresponding to eigenvaluesφ in descending order. We retain the first d eigenvectors of U = [u 1 , u 2 , . . . , u d ], where d ≤ N , for the final dimensional reduction. As such, the final regularized projection matrix of RGDA can be defined as
As shown in Eq. (22) , Z is obviously implicit sinceṼ includes the implicit mapping data . However, the final extracted features provide an explicit expression. For a given test subspace and one of its orthogonal bases Y te , we use φ te to denote the test feature vector that is mapped by the Grassmannian mapping. Subsequently, we can extract the discriminative feature F by the transformation
Considering Eq. (22) and the Grassmannian kernel function, the final extracted feature can be rewritten as:
where the kernel function of k (·, ·) can be substituted and calculated by the Projection kernel in Eq. (1). ρ is calculated by Eq. (21). Since we exploit the three regularization models of ERE [22] , CDEFE [23] and DVPE [33] 
A. DATASET AND EXPERIMENTAL SETTINGS
Three set-based face recognition datasets are employed in our work for evaluation. The first face dataset is taken from the Honda/UCSD database [28] , which consists of 59 video sequences involving 20 different subjects. Each video sequence contains hundreds of frames covering large variations in head movement as well as in facial expression. Some example frames are shown in Figure 1(a) . We select a sequence that contains more than 100 valid frames to build our experiments. Moreover, to generate additional sets for evaluation, we randomly split each sequence into several subsets such that each frame has approximately 100 frames. As a result, the number of sets in each subject is usually different, which results in slightly imbalanced data sets for training.
The second face dataset is a subset of the Yale face database B [9] , which is called the Extended Yale face database B (ExtYaleB). The ExtYaleB database contains 16,128 images of 28 human subjects with 64 illumination conditions and 9 poses for each subject; some example frames are shown in Figure 1(b) . According to the 9 poses of each subject, we build 9 image sets corresponding to 9 poses for each subject; one image set contains approximately 60 frames. We randomly select 2-5 image sets of 9 poses for training and the rest for testing.
The third face dataset is taken from the largescale YouTube Celebrities (YTC) face video sequence database [25] . The YTC database consists of 1910 video sequences of 47 celebrities from YouTube. Each video sequence contains hundreds of frames, which are mostly low resolution and highly compressed. The example frames are shown in Figure 1(c) . We build a subset of the YTC database that is formed by 453 sequences for this work. Each subject contains 1-3 sequences for training and 0-12 sequences for testing. Each video sequence contains hundreds of frames that form an image set for set analysis.
The dataset for object categorization task is taken from the benchmark database ETH-80 [29] . This database has 8 categories: apples, pears, tomatoes, cows, dogs, horses, cups, and cars. Each category contains 10 different objects with 41 different viewpoint images, and each image set in our experiments consists of the 41 different viewpoint images. Example samples are shown in Figure 1(d) . In each round of testing, we randomly chose 1-5 sets for training and the rest image sets of the same category for testing.
For all face datasets, we use a cascaded face detector [38] to collect faces in each frame. All faces are resized and converted to 20 × 20 gray images. To obtain more general results, we conduct several experiments (i.e., 10) by randomly choosing different combinations of training sets and test sets. The final results are typically evaluated by the average classification rate and the standard deviation. Note that the number of training sets in each class is usually unequal, which may cause an imbalanced data set learning problem.
B. EVALUATION OF THE PROPOSED RGDA WHEN USING DIFFERENT NUMBERS OF FEATURES
In this subsection, we evaluate the performance of RGDA when using different numbers of features in the final dimensional reduction. As depicted in Section IV, the proposed RGDA aims to extract features from the whole regularized eigenfeature space. We found that, as the number of final extracted features increases (controlled by varying d dimensions of U in Eq. (26)), higher performance can be achieved by our RGDA. However, the original GDA algorithm cannot provide this characteristic. To confirm this conclusion, we use real data that were introduced previously to conduct experiments and provide evidence.
The proposed RGDA variants with the three different regularization models of ERE, CDEFE and DVPE are evaluated for comparison. The Grassmann manifold dimensions of GDA and RGDA are set to 20 to ensure a fair comparison. The Projection kernel in Eq. (1) acts as the Grassmannian kernel for GDA and RGDA. We vary the final feature dimensions of RGDA and GDA to give a comprehensive comparison. Comparison results are shown in Figures 2, 3 , 4 and 5. Each figure consists of the recognition rate against the number of final features used in different datasets. The recognition rate is the average value of 10 randomly chosen training sets and test sets.
With the increasing dimensions of the final features, the RGDA methods with different regularization models generally maintain a growth trend, while the GDA method degrades rapidly from the dimension of C − 1. It is known that the dimension of C − 1 is the optimal number features in GDA [11] . The degradation of GDA is caused by the incorrectly scaled null space of S W [22] , and results in a poor generalization. These results reveal that, with the eigenspectrum regularization models, the conventional problems (e.g., singularity of S W ) caused by limited training samples in GDA can be alleviated. Additionally, since the new feature space is properly scaled, the estimated eigenvalues obey the true variances of the population [22] , hence, better generalization can be achieved. And the final extracted features are learned from the regularized full dimensional transformation matrix (Eq. (22)), which can preserve discriminative information as much as possible. As a result, with an increasing number of features used, the recognition rates of RGDA preserve the growth trend, and the highest recognition rates of the RGDA methods are normally reached at the largest dimensions of different datasets.
C. THE COMPARISON BETWEEN THE GDA-BASED METHODS WITH ROC CURVES
Broadly speaking, the proposed RGDA method is a GDA-based method, as it generates the GDA method by eigenspectrum regularization techniques. In this subsection, we evaluate the performance of our RGDA methods against that of several presented GDA-based image set classification methods. They are the original GDA [11] , KGDA [41] and GGDA [14] , which are introduced in Section II. KGDA and GGDA are the variants of the GDA method. KGDA solves the nonlinear input data problem by mapping the input data to a higher-dimensional feature space, and GGDA uses the GEF to obtain better discriminant ability. However, KGDA, GGDA and the original GDA methods also suffer from the conventional problems of linear discriminant analysis, such as the instability of the inverted within-class scatter matrix.
Four datasets introduced in this paper are prepared for this experiment. We fix the Grassmannian dimension as 20 for all GDA-based methods. In KGDA, the bandwidth for the Gaussian kernel function in all datasets is empirically chosen as 2, which is recommended in [41] . We optimize the Lagrangian multiplier and number of neighbors in the GGDA for each dataset. Only the Projection kernel is evaluated for all GDA-based methods to ensure a fair comparison. The final feature dimension of GDA, KGDA and GGDA is set as C − 1, which is the recommended value in the corresponding literature. For our RGDA methods, since the growth trend of our RGDA which is shown in Figures 2, 3, 4 and 5, we use the number of training sets in each dataset as the final feature dimension to build the ROC curves of RGDA-ERE, RGDA-CDEFE and RGDA-DVPE. The ROC curves shown in Figures 6, 7, 8 and 9 are the average results of 10-fold cross validation experiments for each dataset.
As shown in Figures 6, 7 and 9 , the ROC curves of the RGDA method with three regularization models outperform those of KGDA, GGDA and GDA in most cases, especially on the ExtYaleB dataset. The larger Area Under the Curve (AUC) indicates better performance. For the results in Figure 8 of YTC dataset, it is not clear which method performs better. We statistically analyze the AUC of different methods in Figure 8 , KGDA achieves the best AUC = 0.924, our RGDA-ERE achieves the second best AUC = 0.917, GGDA is the worst method with AUC = 0.880. The AUC of RGDA-CDEFE (AUC = 0.900) and RGDA-DVPE (AUC = 0.906) are not as good as GDA (AUC = 0.916). However, it can be seen in Figure 8 , our RGDA methods perform better in the higher false positive rates. In addition, in the next subsection, we will show that, the first rank recognition rates of RGDA methods perform better than all other GDA-based methods in all frames models. 
D. PERFORMANCE COMPARISON WHEN VARYING THE WITHIN-SET FRAME NUMBER
We further evaluate the impact of the frame number in one set for the proposed RGDA methods in this subsection; moreover, additional image set-based classification methods are evaluated for comprehensive comparison. As the YTC dataset is large enough to accommodate splitting different frame numbers within a set, we use it for this experiment. The comparison methods include the GDA-based methods GDA, KGDA and GGDA. Another Grassmann-based method called Manifold-Manifold Distance (MMD) [40] generates multiple local Grassmannian models by a hierarchical clustering method and defines the manifold to manifold distance to measure the similarity. The SPD Riemannian manifold image set classification methods called Covariance Discriminative Learning (CDL) [39] and Patch-Based Principal Covariance Discriminative Learning (PPCDL) [35] are adopted for comparison. Similar to GDA, CDL exploits discriminant analysis on the Riemannian manifold, which is formed by covariance matrices. PPCDL extends CDL to multiple local patches case by the hierarchical clustering method. The discriminative learning method on subspaces DCC [26] and the ECCA [1] introduced in Section II are also used for comparison.
The final feature dimension of GDA, KGDA, GGDA and our RGDA is set as in Section V-C, and only the Projection kernel is used for Grassmannian mapping. The parameters of MMD are tuned to be optima with the code provided by the authors. For CDL and PPCDL, the final feature dimension is also set as the recommended value C − 1. We fix the dimension as 150 for DCC by preapplying PCA to the data [26] . The number of canonical correlations of DCC and ECCA is set as 20, which is the same as the Grassmannian dimension of GDA, KGDA, GGDA and our three RGDA methods.
We select 50, 100 and 200 frames at intervals to build different numbers of frame sets, attaching all frame sets, four experiments are conducted for evaluation. The experimental result is formed by the first rank average recognition rate and the standard deviation of 10-fold cross validation experiments. As shown in Table 1 , the proposed RGDA methods with ERE, CDEFE and DVPE regularization models always outperform other GDA-based methods such as GDA, KGDA and GGDA in different frame models. This result confirms the effectiveness of the eigenspectrum regularization models when applied to GDA. Compared to other set-based classification methods, our RGDA methods also perform well, except for MMD in 100, 200 and all frames, DCC in 200 frames and all frames, PPCDL in 100 frames. The reasons may be that, for MMD method, it joints the Euclidean and manifold distance while our RGDA uses single distance strategy; for DCC and PPCDL, the preapplication of PCA removes the redundant data of quite large frame models for discriminative learning, while our RGDA does not undergo this process. Nevertheless, the main contribution of RGDA in this paper is to address conventional problems of LDA, which also appear with GDA, by the eigenspectrum regularization techniques. The experimental results have demonstrated the effectiveness of this idea over all other GDA-based methods. Additionally, the RGDA-CDEFE achieves the best result in 50 frames model, and the second best recognition rate in the mean of four experiments.
Among the three eigenspectrum regularization models, RGDA-CDEFE achieves the best performance (see Table 1 ). As described in the literature [23] , CDEFE generalizes the eigenspectrum regularization techniques to kernel space. Our RGDA methods also solve the eigenspectrum regularization problem in Grassmannian kernel space. Hence, the regularization model of CDEFE may be suited for kernel space discriminative learning. However, we also see that RGDA-CDEFE does not always outperform RGDA-ERE and RGDA-DVPE, as shown in Figures 3 and 8 , and the 100 and 200 frames models in Table 1 . These results demonstrate that, actually, the performances of different eigenspectrum regularization models are similar and generally indicate relatively stable and robust classification results. 
E. COMPUTATIONAL TIME EVALUATION
It is efficient of our RGDA methods for addressing the image set classification task, since the computational complexity of eigenspectrum regularization models is quite low. We evaluate the practical computational cost of the methods which are listed in Table 1 on YTC dataset with 50 frames model. Parameters setting of each method are the same as the results obtaining in Section V-D. We repeat the same experiment 10 times to calculate the average computational time of the training and testing phases for each method. All methods were run on an Intel(R) Core(TM) i7-8700K (restrict at 4.5GHz) PC with MATLAB codes.
As shown in Table 2 , the computational cost of RGDA-ERE, RGDA-CDEFE and RGDA-DVPE is quite low whether in training or testing phase. The MMD, DCC and PPCDL methods which achieve partial higher performances in Table 1 consume much more time than the proposed RGDA methods. Although more dimensions of final features are adopted in RGDA methods, however, as we can see, the computational disparities are subtle between our RGDA methods and other GDA-based methods, such as GGDA and GDA. The testing phase of GGDA obtains the best result, since the recognition code of GGDA provided by the authors is more efficient. However, the recognition rates of GGDA are inferior to the proposed methods (see Table 1 ).
VI. CONCLUSION
In this paper, we successfully apply eigenspectrum regularization techniques to circumvent the singularity of the withinclass scatter matrix and the numerical instability of its inverse when conducting GDA. The eigenspectrum regularization models of ERE, CDEFE and DVPE are exploited to form three different RGDA-based methods. These methods not only address the conventional problems of discriminant analysis on GDA but also attenuate the overfitting and poor generalization problems caused by insufficient and unbalanced training data. Experimental results have shown that, with the eigenspectrum regularization models, the proposed RGDA methods can maintain stable recognition results when using more than C − 1 dimensions of the final extracted features. However, the classic GDA cannot guarantee this characteristic. In the ROC curve evaluation, the proposed RGDA methods usually obtain higher performance than the other GDA-based methods. Our RGDA-based methods perform well for different within-set frame numbers compared to the results of several relevant set-based classification methods. Among the eigenspectrum regularization models of ERE, CDEFE and DVPE, CDEFE is preferred for eigenspectrum regularization on kernel space. In summary, the performance of RGDA with the different regularization models of ERE, CDEFE and DVPE has stable and robust classification abilities, and the algorithm of RGDA is computational efficient. It is also known that the regularization models of ERE, CDEFE and DVPE are not the optimal ones; a search for more general and higher-performance regularization models is planned in our future work.
