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Nous appelons point minimal par rapport h un ensemble A4 un point que I’on 
nr peut bouger sang augmenter sa distance g l’un des points de M. Xous 
Ctndions d’abord la structure topologique de l’ensemble des points minimaux 
d’un ensemble don&, puis, par r&t&ration, nouS d&nissons le sature de chaque 
ensemble. L’ktude du sat& de la boule unitii donne des renseignements sur 
Irs proprikk de l’espace, notamment quant li l’existence de bases de Schauder. 
La notion dc “point minimal par rapport a un ensemble,” que nous allons 
etudier et developper ici. nous a initialement ttC sugg&te par I’. Enflo, comme 
uric possibilite d’approche de la propriM d’approximation metrique dans les 
espaces de Banach. 
11 a par-u utile d’etudier d’abord cette notion pour elle-mCme; ce point de 
we a CtC adopti: par le premier auteur dans [2], oil un certain nombre de resultats 
sur la structure des points minimaux d’un ensemble, principalement du point 
de vue topologique, ont ttt obtenus. Ces rirsultats ont ctc reproduits dans 
le present article, dont ils constituent, avec quelques extensions et modifications, 
les chapitres I et II. La principale de ces extensions concerne le theoreme 11.3, 
qui est demontri: ici dans le cadre des espaces localement uniformement 
convexes et reflexifs. 
C’est cependant la reiteration de l’optration kin” qui conduit aux resultats 
les plus interessants. Partant d’un ensemble don& 122, nous definissons, par 
reiteration, le sature de cet ensemble que nous notons S(M). Le chapitre III 
est consacre a l’etude des propriMs de ce saturk. La premiere d’entre elles 
est simple: si l’on fait sur l’espace des hypotheses convenables (E reflexif et 
strictement convexe), il est l’image d’une projection contractante en un sens 
que nous verrons. Si de plus E est lisse et que l’on part d’un sous-espace 
vectoriel, la projection est linkaire. Les applications de ce resultat sent multiples, 
notamment quant a l’existence de projections de norme 1 dans l’espace. 
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Nous accordons ensuite une place particulitre h l’etude du sature de la 
boule unite de l’espace. Le rtsultat le plus important que nous obtenons sur 
sa structure est don& par le theoreme 111.1, qui permet de ramcner cette 
question B celle, beaucoup plus simple, concernant les hyperplans. Nous 
montrons ensuite comment la configuration de cet ensemble renseigne sur 
les proprietes de l’espace; le resultat essentiel a cet tgard est la proposition 111.7, 
qui permet de donner une condition pour que l’espace admette une base de 
Schauder de meilleure approximation. D’autres applications a des questions 
diverses sont don&es. 
Le chapitre IV est consacre 2 l’etude de quelques exemples dans les espaces 
de Banach classiques: 9(X), P, JY, oti nous Ctudions la configuration des 
points minimaux de la boule unite et le nombre des hyperplans optimaux. 
Nous montrons Cgalement comment les resultats obtenus dans les chapitres 
precedents permettent d’ttudier les notions d’ombre d’un ensemble et d’en- 
semble de convergence d’une suite de contractions. Nous retrouvons ainsi 
certains resultats de Bernau [3] et Calvert [S] sur ces questions. 
I. DEFINITION ET PREMIERES PROPRI~T~S 
Soit E un espace de Banach, et soit M un sous-ensemble de E. Nous dirons 
qu’un point x de E est minimal par rapport 2 M si la condition 
implique y = .2. 
Nous noterons min M l’ensemble des points minimaux de M. II est clair 
que MC min M, et meme que R C min M, mais cette inclusion est stricte 
en general: on verifie en effet aisement que dans Ii l’origine est minimale par 
rapport B l’ensemble des trois premiers vecteurs de la base canonique. 
I1 est clair egalement que si X E Iw, min AM = h min M, et que si 111, C Mz , 
min Ml C min M, . Remarquons Cgalement que si Ml est dense dans M, , 
min Ml = min Mz . En effet, soit x un point qui n’est pas minimal par rapport 
a Ml . On peut alors, par definition, trouver y # x avec /I y - m jj < j/ x - wz jj, 
pour tout point m de Ml, et done aussi pour tout m de M, . I1 en resulte que .2: 
n’est pas minimal par rapport a 111, . 
Un resultat tres simple, mais qui se revelera utile, est le suivant: 
PROPOSITION 1. Si M est contenu dans une boule few&e de rayon a, min M 
est contenu dans une boule ouverte de m&me centre et de rayon 2a. 
DPmonstration. Nous pouvons Cvidemment supposer M contenu dam une 
boule de centre 0. Si 11 x I/ i> 2a, on a, pour tout point m de M: 
1’ x - m\j > 1) x/i - 1; 11211 -5 a > I/ m/j = I! 0 - mi’ 
ce qui prouve que Ie point x n’est pas minimal par rapport a 44. 
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Nous allons maintenant ttabhr un premier r&&at de projection sur les 
points minimaux: 
PROPOSITION 2. Supposons que E soit strictement convexe et l-complkmente’ 
dans E”. Soit M un sous-ensemble de E. Pour tout point x de E, on peut trouver 
un point z’, minimal par rapport ri n,f, satisfaisant h 
,a’-m, .%.I,- /- - - 712 !i Vm E ill. 
(Rappelons que E est strictement convexe si, lorsque x ety ne sont pas colineaires, 
// x 4-y /( < 11 x 11 + ;!y ]I. E est dit I-complement6 dans E” s’il existe une 
projection lineaire de E” sur E, de norme 1; c’est le cas en particulier si E est 
reflexif ou si E est un dual.) 
IlPmonstration. Pour chaque point o de E, considerons la fonction 
f;(m) = 11 z - m ji2, m E 31, 
et munissons l’ensemble de ces fonctions de l’ordre usuel: fz, > fr2 sifz,(m) i> 
f&n) Qm E M. 
3luni de cet ordre, I’ensemble de ces fonctions est inductif: si fz, est une 
famille totalement ordonnee, on a: 
et les points (xi) forment done un ensemble borne de E; il en resulte qu’il 
esiste un point adherent z” aux (zi) pour la topologie u(E”, E’). Puisque la 
norme de $7 est semi-continue inferieurement pour cette topologie, on a 
l/ZI - m !j < lim inf /I .zi - m 11. 
Si P designe la projection de A”’ sur E, on a: 
etfpzv est done le minorant cherche. 
D’apres l’axiome de Zorn, il existe done des elements minimaux: si z est 
don&, on peut trouver z’ tel que fir soit minimale pour l’ordre et verifie 
fA, :.z fz . On a done 1: z’ - m j, :< iI z - m I/ Qm EM. Pour montrer que .z’ 
est minimal par rapport a M, nous utiliserons le lemme suivant, dont la 
demonstration est immediate: 
LEMME. Si E est strictement convexe et si a et b sont deux points distincts, 
Il(a + b)/2 II2 < &(I/ a II2 + II 6 II”). . 
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Supposons que z’ ne soit pas minimal: on pourrait alors trouver xr , zr f  n’, 
avec 
i; w , u1 --.~ m jj < 1, 2’ - m, vvvl E M. 
Comme fir est minimale pour l’ordre, on a nkessairement 
et done 
ce qui contredit le fait que fir Ctait minimale pour I’ordre, et prouve notrc 
proposition. 
Kemarque. L’hypothese “E strictement convexe” est rendue necessaire par 
le fait que nous n’admettons un point pour minimal que s’il n’existe pas 
d’autres points situ& B la m&me distance que lui de tous les points de M. On 
pourrait adopter une autre definition, en disant que h: est minimal large si Jr 
est minimale pour l’ordre; ces dew definitions coincident si E est strictement 
convexe, mais celle que nous avons choisie se rCvelera plus commode par 
la suite. La proposition suivante fera mieux comprendre a quoi correspond 
l’hypothese de stricte convexite. 
PK~POSITION 3. E est strictement conaexe si et seulement si, pour tout couple 
@I ? m2) de points de E, les points du segment [ml , m,] sent minivnaux pour 
l’ensemble M 7.: {m, , m,j. 
IXmonstration. Si E est st -. t IIC ement convese, il est evident qu’un deplace- 
ment d’un point d’un segment hors de ce segment augmente la somme des 
distances aux extremites, et done l’une de ces distances. 
Inversement, supposons que pour tout couple (m, , mJ les points du segment 
[ ?‘Zl > m2] soient minimaux pour M = cm, , m,j. Soient a, b deus vectcurs 
non colineaires, et choisissons m, 0, m2 = a + b. Si Ji a ‘! ou j/ b ii est superieur 
&llu-Lbl onala tbf 1 , < ! / a :I L. / b Ii. Supposons done !I a i; et !I b !’ inferieurs 
5 // a + b I. Soit s le point du segment [m, , m,] de norme )/ a //; N est minimal, 
et, puisque i, X ‘1 = 11 a ‘1, on a 1, b\j :-- !! a + b ~ s I’. Done 1 a :’ L ,’ 1~ I/ .:% 
1: u + b I/, et E est strictement convexe. 
Si E n’est pas strictement convexe, il peut se faire que l’ensemble des points 
minimaux d’un couple de points soit reduit B ces points: c’est le cas, dans I,“, 
des dew points (1,O) et (-- 1, 0). 
Pour un ensemble de trois points, les points minimaus ne sent pas contenus 
en g&r&al dans I’envcloppe convexe des trois points, m@me si E est uniform& 
ment convexe. En et%&, dans lap (1 < p < co), l’cnscmble des points minimaux 
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par rapport aux trois vecteurs de la base canonique est la portion de surface 
d’equation 
limitee par les segments joignant les trois points. 
Dans le cas oh E est un espace de Hilbert, les points minimaux d’un sous- 
ensemble M sont les m&mes que ceux de son enveloppe convexe (et done 
que ceux de son enveloppe convexe fermee): 
PROPOSITION 4. Si E est un espace de Hilbert, min 134 =~= min conv M. 
Dkmonstration. 11 est clair qu’il suffit de montrer que min conv- MC min M. 
Soit x $ min M, on peut trouver un point r, ~9 + x, avec 
Tout point 7ii de conv fiil s’ecrit fi = C cr,mi , oh les (ai) sont des scalaires 
positifs de somme 1; on a done aussi: 
ce qui prouve que s n’est pas minimal par rapport a conv M et Ctablit notre 
proposition. Celle-ci permettra, au chapitre III, de determiner les points 
minimaux d’un sous-ensemble d’un espace de Hilbert. 
Nous verrons Cgalement au chapitre IV d’autres calculs cxplicites de points 
minimaux dans des cas particuliers. 
Nous allons maintenant passer A la determination des points minimaux 
des ensembles compacts. 
II. POINTS ilfISIRlXUX DES ENSEMBLES COLTPACTS 
Nous supposerons dans tout ce paragraphe I’ensemble ;1g compact. Le 
thCor6me essentiel est le suivant: 
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??IIhORhIE 1. Soit M un compact de E. Si x est minimal pour M, il eaiste 
une probabilite’ to portke par M telle que l’application 
atteigne son minimum au point x. Nous dirons que p veprksente x. 
La demonstration utilisera un lemme: 
LEMME. Soit A un sous-ensemble de 9?(M) p ossidant la propvie’te’ suivante: 
Pour toute suite jinie (a+) de scalaires positifs de somme 1, 
(g) pour toute suitefinie (g?) d’e’le’ments de 3, on peut trouver 
un e’lkment g de A avec g ::l x olig, 
Alors, si f  est un e’lkment de A minimal pour I’ovdve induit par V(M) (c’est-h-dire 
si f’ < f =S f  ’ x= f ), il existe une probabilitk TV portie par M telle que 
DCmonstration du lemme. Soit f une fonction de rZ minimale pour l’ordrc. 
Posons X = conv{A -f>. D’apres (Y), pour tout Clement de X, C aigi - f, 
on peut trouver g dans A tel que z aigi - f y  g -- f. Mais g - fa un maximum 
positif ou nul. L’ensemble X est done disjoint du cone convexe ouvert des 
fonctions dont le maximum est strictement negatif. On peut done, d’apres le 
theoreme de Hahn-Banach, trouver une probabilite p telle que p(g - f) > 0, 
‘d g E A, ce qui prouve le lemme. 
Demontrons maintenant le theoreme: prenons pour A l’ensemble des fonctions 
f,Jm) = /I x ~ llz (‘2, x E E. La propriete (9) est satisfaite, car 
D’autre part, il est evident que si .x est minimal, fz est minimale pour l’ordre. 
I1 existe done, d’apres le lemme, une probabilite p telle que Vy E E, 
ce qui prouve the theoreme. 
Nous placant toujours dans le cas oil -11 est compact, nous allons Ctudier 
la reciproque: 
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TH&OR&IE 2. Si E est rkjlexif ou si E’ est siparable et E I-complhmente’ 
dans E”, pour toute probabilite’ p porte’e par M, l’application ‘p,, atteint son 
minimum. Si de plus E est strictement convexe, ce minimum est atteint en un point 
unique et ce point est minimal. 
De’monstration. 11 est clair que si E est reflexif, vU est inf-compacte pour 
a(E, E’) (c’est-B-dire que les ensembles {qU < X} sont o(E, E’) compacts pour 
tout x 0) et done pU atteint son minimum. 
Si E’ est separable, F~, definie sur E”, est s.c.i. pour u(E”, B’). En effet, 
les boules de E” sont metrisables pour u(E”, E’); il suffit done de montrer 
que si x”,, + x pour a(E”, E’), lim inf y,(xJ > g)Jx). Mais ceci resulte du 
fait que la norme est s.c.i. pour a(E”, E’) et du lemme de Fatou. Done p&L 
atteint son minimum en un point x” de E”. Si P est la projection de E” sur E, 
on a y,(P.z”) < p,(x”) et done pU(W’) = p),(x”). Supposons le minimum de vu 
atteint en deux points distincts x1 et xa de E. Alors, 
et d’apres un lemme deja utilise, 
d’oir en in&grant 
ce qui prouve I’unicite du minimum. 
Nous appellerons ce point le centre d’inertie de la mesure p. (Cette denomina- 
tion est justifiee par le fait que si 112 est un ensemble fini et si p est consider6 
comme une distribution de masses, (a,), sur les points de TV, (m,), le point s 
est celui qui minimise C a, I) z - mi I,“.) 
Soit enfin x le point oh vy  atteint son minimum. S’il n’etait pas minimal, 
on pourrait trouver un autre point y, avec ii y  - m ~: < 11 x - m 1: Vm E 42, 
et done q,(y) =z p?,(x), et le minimum nc serait pas unique. Ceci acheve la 
demonstration du theoreme. 
Remarque. Pour tout nombre reel p avec 1 < p < o=, on peut definir 
Les conclusions des theoremes I et 2 SC transposent a p)t”’ saris difficuite, 
les calculs Ctant identiques: pour chaque p, 1 < p < n3 et chaque point x 
minimal par rapport a -1f, il existe une probabiliti: p telle que cp:’ prenne 
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son minimum en x; inversement, si E satisfait les hypotheses du theoreme 2, 
toute fonction vr’ atteint son minimum en un point unique, et ce point est 
minimal. 
Dans le cas oh les hypotheses du theoreme 2 sont satisfaites, nous notons 
x(p) le point ou qU prend son minimum. Nous allons maintenant Ctudier la 
continuiti: de l’application p - x(p). Kous nous bornerons pour simplifier 
au cas oh E est reflexif et strictement convexe. 
PROPOSITION 1. Si E est r@exif et strictement corwexe, l’application TV + x(p) 
est continue de l’ensemble des probabilitb port&es par M (muni de la topologie 
de la convergence e’troite) clans E muni de a(E, E’). 
La demonstration utilise un lemme: 
LEMME. Soit (p,J une suite de probabilitb convergeant ktroitement vers une 
probabilite’ CL,, . Si x,,, .+,J converge faiblement vers un point x,, , on a xc, = x(p,J. 
De’monstration du lemme. I1 suffit de montrer que pour tout point z de E, 
On sait que 
Mais la norme est semi-continue inferieurement pour a(E, E’), et par consequent: 
Par consequent, pour tout E > 0, on peut trouver un entier N(m) tcl que d&s 
que n > N(m), on ait 
1 “%L - m ‘1% ‘,, i .y,, - m 1’2 - E, 
ou 
Jo x,, - m I2 - I/ x12 - m I” < 6. 
L’ensemble des m tels que !I x0 ~- m /it --- in x, - m 11~ < E est ouvert; puisque 
M est compact, on peut trouver un entier N tel quc d&s que n Y ?T, on ait, 
-pour tout point m de M: 
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11 en rkulte que si n ;y K 
Et puisque ces inCgalitCs sont vraies pour tout E > 0, le lemme est Ctabli. 
Montrons maintenant la proposition. On sait que l’ensemble des probabilitks 
sur 91 cst un compact mktrisable pour la topologie Ctroite. Soit (pU) une suite 
de probabilitks convergeant vers pLo , et soit xn = ,+,J. Puisque ?If est born& 
min AV est born6 (proposition I.I), et, puisque E est rkflexif, il existc une sous- 
suite des (sn) qui converge faiblement vers un point .T” D’aprks le lemme, 
on a s,, m: s(&. Toujours d’aprks le lemme, la suite X, nc peut avoir d’autre 
point d’accumulation, et elle converge vers x,, . 
(:OROLLAIRE. Si E est rt$Yexif et strictement cowvexe, et si AII esf compact, 
min Al est faiblement compact (et done fernae’). 
Nous allons maintenant Ctudier le cas oh E est localement uniformkment con- 
vexe. 
TH~?O&AIE 3. Si E est localement una.ormPment corwese et rbflexif, et si M 
est compact, min M est compact. 
IXmonstration. Rappelons que E est localement uniformkment convexe si, 
Q.r t E, #, x ” -= 1, 36(r), 6 Y> 0 si E > 0, tel que QV E E, iI y  === 1 et 11 s -- ~1 ~’ : E 
impliquent 
,(x I y)/2 [I < I - 6. 
Par un calcul analogue j celui de [IO, p. 3571, on obtient la caractkrisation 
suivante de l’uniforme convexit locale, qui est celle que nous emploierons: 
Qx E E, IS,,.(E), Z,(E) > 0 si E > 0, telle que 
Si K est un compact de E ne contenant pas I’origine, on peut prendre la m&me 
fonction 6, pour tous les points Y de K: 
LEiVME 1. Si E est un espace localement uniforme’ment con~w.w, et si K est 
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un compact de E ne contenant pas 0, on peut tvouver une fonction S,(E), 6, ,- 0 
si E > 0 telle que V’s E K, V-v E E, la condition 
implique 
On vkrifie en effet que si les conditions (1) sont satisfaites en un point .xU , 
elles le sont encore dans un petit voisinage de x,, , si l’on remplace E par 2~ 
et S par S/2. 
Soit maintenant M un compact de E, que nous supposerons pour simplifier 
in&s dans la boule unit& 
Soit x un point minimal par rapport a 114, n’appartenant pas B *VI. Posons 
K = x - M, et notons p la probabilitk qui reprksente x. 
LEMME 2. Pour tout point z de noyme au plus igale 2 2, on a: 
D6monstration. K est un compact ne contenant pas l’origine, auquel nous 
appliquerons le lemme 1. Posons E,,, = /I u” -- x II/l’ x - m 11. On a ‘: s j’ < 2 
(proposition 1.1) et done E,,, 3 11 z ~ x ~~/3. On en dCduit que, si 6, est la fonction 
don&e par le lemme 1: 
Mais il est clair quc 
et done, Vm E 112: 
‘! .2’-Lz 
i ___ - 7rt I/* -;; -1 (11 s - m jj2 + ,j z - m 11”) 
2 
et done: 
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Mais on sait que 
[ I/ z - 112 II2 d/h(m) > j 1’ s - m I:‘2 d/A(m). 
J II L 
II en resulte que 
ce qui prouve le lemme. 
Remarque. Si l’on sait que E est uniformement convexe, et que son module 
de convexite verifie 8(c) > CEP, il est plus commode d’utiliser la fonction 
~JJ(‘) au lieu de vF . w On obtient alors, par un calcul plus simple, mais utilisant 
les mtmes arguments: 
LEMME 2 BIS. Si E est uniformhment convexe avec 6(c) 1‘: Cc*‘, et si M est 
un compact contenu duns la boule unite’, on a, pour tout point x minimal par rapport 
ci M, et pour tout point x de norme au plus e’gale h 2: 
si p dhigne la probabilite’ telle que p):’ prenne son minimum en s. 
Revenons maintenant a la demonstration du theoreme 3. ConsidCrons 
l’ensemble F : {ix(m) = Ij x - m 112; x E min M}. Ce sous-ensemble de V(M) 
est Cquicontinu (puisque min M est borne), done relativement compact pour 
la topologie de la convergence uniforme. Nous allons voir que F est aussi ferme, 
done compact dans V(M). 
Soit (fzn) une suite de fonctions de F convergeant uniformement vers une 
fonction g E %?(&I). Puisque E est rkflexif, on peut extraire de la suite des (x~) 
une sow-suite (x$ qui converge pour o(E, E’) vers un point x, et .x: E min AI, 
puisque min AZ est faiblement compact. La norme Ctant semi-continue infe- 
ricurement pour u(Z?, E’), on a, pour tout m E M, 
Remarquons qu’il existe un point m, oh f. et g coincident. Supposons en 
effet que ce ne soit pas le cas; on aurait alors, pour un certain E ‘> O,fz < g - E, 
puisque Ail est compact. Mais puisque les f,, convergent uniformement vers g, 
il en resulterait que pour n assez grand, fz <.fr” - c/2, et done, pour tout 
meM: 
lj x - m !I < /I x”, - m I’, 
ce qui contredit l’hypothbse selon laquelle X, est minimal. 
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On en deduit que 1; x, - m, // --fnlK :I x - m, 11; il en resulte que 
iI -G ~ x 1: +k+a: 0; c’est une consequence du fait bien connu suivant: si E 
est focalement uniformement convexe et si x, - x faiblement avec Ii x,, ~ --+ I .T ~ /, 
alors 11 x, ~ x Ii ---f 0. 
I1 est maintenant clair que g = fz et que l’ensemble F est ferme. 
Remarquons maintenant que l’application x --fz est injective sur min A1f, 
car E est strictement convexe. Pour achever la demonstration, il sufit de montrer 
que l’application inverse est continue de F dans E, c’est-a-dire quc la convergence 
uniforme defs 11 versfs pour x et (x,J E min All implique lim,,, i’ x, ~~ .I I ~~~ 0. 
C’est clair si .2’ E ~11, car alors 
Si x $ M, on deduit du lemme 2, en posant K ~1 x - M, 
SUP 1 iI X - n2 /I2 - ,I ‘X, - m  1,2 1 
TILE M 
ce qui entrame a nouveau lirnnaz ij x, - x 11 = 0, et acheve la demonstration du 
theoreme 3. 
Une autre application du lemme 2 sera la suivante: 
PROPOSITIOK 2. Dans un espace de Banach localement uniforme’ment convexe E, 
soit M un compact et (TJ une suite d’ophrateurs de norme 1 de E dam k-m&me. 
Si (T,) converge veu l’identite’ sw M, ( Tn) converge vets l’identitd SW min M. 
De’monstration. Nous supposerons pour simplifier que M est contenu dans 
la boule unite. Si x E Min M 2 M, on peut trouver une probabilitc p sur M 
pour laquelle, pour tout point x de norme au plus Cgale a 2: 




< 11 x - m 1’ + /I T,m - m I/ 
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D’oh 
- :, ’ s ;i T,m - m ~I2 dp(m) + 2 s /I x - m ,i .11 T,nt - m // dp(m) 
-< sup 11 T,m - m ,I2 + 2K sup [ 1 T,m - m ~ 
TEM ?7EM 
et ces quantites tendent vers zero lorsque n tend vers l’infini, ce qui prouve 
la proposition. 
On peut donner un &once analogue dans le cas de la convergence faible. 
Ce resultat est beaucoup plus facile a Ctablir: 
PROPOSITION 2 BIS. Soient E un p es ace de Banach rijlexif, et M une partie 
de E. Si une suite (T,,) d’optkateurs de norme <I converge vers l’identite’ SW M, 
au sens de a(E, E’), la suite (T,) converge encore vers l’identite’ sur min M, au 
sens de o(E, E’). 
De’monstration. Soit x E min 32 et soit y  un point adherent pour u(E, E’) au 
filtre (T,x). Si nz E M, ( y  - m) est adherent a la suite T,(x ~ m), done: 
ce qui implique que x = y  puisque x est minimal. Le point x est done le seul 
point adherent a la suite (T,(x)), ce qui prouve que (T,(x)) converge vers x 
au sens de u(E, B’), ce qui demontre la proposition. 
Remarque. 0 n peut generaliser legerement la proposition precedente, 
lorsque E n’est pas reflexif. 
Convenons de dire que E est strictement I-complemente dans E” s’il existc 
une projection P de norme 1 de E” sur E telle que: 
x E E”, x $ E 3 11 Px 11 < 11 x 11. 
(C’est par exemple le cas si E est un espace Ll.) Si E est strictement I-compk 
mente dans E”, la proposition precedente reste vraie. On designe par y  un 
point de E” adherent a la suite (T,(x)) pour a(E”, I?‘). On a alors: 
done Py = X, et /I Py 11 = 11 y  11, ce qui implique que Py = y  == x, et on conclut 
comme precedemment. 
Nous avons ainsi demontre quelques proprietes topologiques des points 
minimaux d’un ensemble compact. Les proprietes geometriques nous sont 
moms bien connues: par exemple, nous ne savons pas si min AZ est convexe 
120 BEAUZAMY AND MAUREY 
lorsque M l’est (signalons cependant que l’on demontre facilement que si 
x E min Met si m E M, tous les points du segment [x, m] appartiennent a min M). 
Nous allons voir qu’en reiterant I’operation “min,” ces difficult& disparaissent 
et I’on obtient des proprietes geometriques assez remarquables. 
III. ENSEMBLES OPTIMACS 
Nous dirons qu’un ensemble est optimal s’il est Cgal a l’ensemble de ses 
points minimaux. La proposition suivante donne une condition suffisante 
t&s simple pour qu’un ensemble soit optimal; il resulte de la proposition I.3 
que, lorsque E est reflexif et strictement convexe, elle est Cgalement necessaire. 
PROPOSITION 1. S’il existe une projection P de E sur M (c’est-&dire une 
. . 
upplacataon vh$iant P” -: P), satisfaisant d 
1~ Px --- m ‘1 < 11 x - m / Vm E M, Vx E E, (11 
l’ensemble M est optimal. 
En effet, si x $ M, Px # x, et x n’est pas minimal par rapport a M. 
EXEMPLES. (1) Si C est un convexe fermt: dans un espace de Hilbert H, 
on sait qu’il existe une projection P de meilleure approximation de Ii sur C, 
c’est-a-dire: 
‘ix E H, Vy E C, ,I x - Px i/ < I/ x - y  i!. 
11 est facile de verifier aussi que: 
‘v’xEH, Vyjl~C, 11 PX --v 11 < ~ x - y  /I, 
ce qui montre que tous les convexes fermes d’un espace de Hilbert sont optimaux. 
Nous avons vu (proposition 1.4) que, pour un sous-ensemble M d’un espace -- 
de Hilbert on avait min M = min conv M. Comme min conv M = min conv M, --L- -- -- 
et min conv M = conv M, nous obtenons min M = conv M: les points 
minimaux de M forment son enveloppe convexe fermee, et cet ensemble est 
optimal. 
(2) Soit E un treillis de Banach, c’est-a-dire un espace de Banach muni 
dune relation d’ordre telle que E soit reticule, et tel que, en notant a v  b, 
a A b le sup et l’inf de a et b, et 1 a 1 = a v  0 -+ (-a) v  0, on ait: 
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Si a E E, posons C, = ( y  E E; 1 y  I < 1 a I}. L’ensemble C, est optimal. En 
effet, on peut definir une projection P de E sur C, par: 
P(x) = (x A 1 a ~) v  (-I a I). 
Si y  E C,, , onvCrifieque/P.v-yi < ,x-y/,donc/jPx-y/, <~i.v-;\~!~. 
Les espaces %([O, I]) ouLm([O, 11, dt) sont des exemples de treillis de Banach. 
De plus leurs boules unite sont donnees par les ensembles C, relatifs B chacun 
d’eux (1 designant la fonction constante Cgale a 1). Ce sont done des exemples 
d’espaces de Banach dont la boule unite est optimale. 
Convenons, dans la proposition qui suit, que l’ensemble vide est optimal. 
PROPOSITION 2. Toute intersection d’ensembles optimaux est optimale. 
Dtknonstration. Soit (AZ) une famille d’ensembles optimaux et A = n Ai . 
Si un point x est minimal par rapport h A, il est aussi minimal par rapport 
B chaque Ai, done appartient a chaque Ai, done a A. 
Pour un ensemble M quelconque d’un espace de Banach E, nous posons 
Ail, =: min M ,..., Mk = min M,-, . . . . Nous obtenons ainsi une suite croissante 
d’ensembles. Posons finalement n/r, -= uk.i M,; , et G(M) =r n/l, . Nous 
appellerons G(M) la sature de 111. 
hOPOSITION 3. Si E est strictement convexe, G(M) est un convexe fermi. 
De’monstration. G(M) est ferme par definition; pour montrer qu’il est 
convexe, il suffit de voir que M, est convexe. Soient a, b deux points de 11/I, ; 
ii existe un indice k pour lequel a et b sont dans Mk . Puisque E est strictement 
convexe, tous les points du segment [a, b] sont dans Mk+i d’apres la proposi- 
tion I.3, et done sont dans M, . 
Si l’on remarque en outre que G(XM) -- AG(M) VA E R, on obtient: 
~OROLI~AIRE. Si Jir est un sous-espace sectoriel de E, il en est de m&me de G(M). 
Kemarquons aussi que, si A C B, S(A) C G(B). 11 resulte Cgalement des 
propositions precedentes que, pour chaque ensemble M, G(M) -= G(conv ;TZ). 
La proposition suivante montre pourquoi nous avons introduit le sature 
d’un ensemble; elle jouera le role essentiel: 
PROPOSITIOX 4. Si E est reflexif et strictement conaexe, le saturt de chaque 
ensemble est optimal. 
Pour demontrer la proposition 4, nous utiliserons le lemme suivant: 
LEMME I. Soit (Ai);,, une famille Jiltrante croissante de parties d’un espace 
reflexif et strictement convexe E. L’ensemble min((J,t, ,4,) est contenu duns 
l’adherence pour o(E, E’) de UiE, min Aj . 
580/24/z-a 
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D&no&ration. Soit x E min(UfG, Ai). Pour chaque i E I, il existe d’apres 
la proposition I.2 un point xi E min iii tel que: 
Ces inegalites montrent que les points (xi) appartiennent 5. une partie bornee 
de E. Soit y  un point adherent pour u(E, B’) au filtre (x&, . Fixons i,, E I 
et m E 14i0 . On aura, la norme Ctant s.c.i. pour a(E, E’): 
Cela est vrai pour tout i0 et pour tout wz E -4i,, ; il en resulte: 
Vrng IJ Ai, y - Fll’ ,i X - m ~. 
iEI 
Puisque x est minimal par rapport a Uitl --Ii , on ay s, done x est adherent 
pour o(E, IT’) a Uie, min A, , et le lemme est demontre. 
La proposition 4 sera demontree comme cas particulier de la suivante: 
PROPOSITION 4 BIS. Soient E un espace r$e.lexif et strictement convexe, et 
(Ai)is, une famille $ltrante croissante de parties de I?, telle que UiEI Ai y-- 
&, min Ai L’ensemble A == vie1 Ai est optimal. 
D6monsfration. Remarquons que witI ,-I, est convexe. En effet, si x, y  t A4j , 
le segment [x, y] est contenu dans min Aj , done dans uiG, Ai par hypothese. 
L’adherence de Uicl izf pour a(& E’) coincide done avec Uicl Ai , adherence 
pour la norme. Par ailleurs, d’apres le lemme precedent: 
min A : J min u A4, C u Ai = d, 
t I- it1 it1 
ce qui demontre la proposition. 
La proposition 4 bis implique immediatement: 
COROLLAIRE 1. Si E est rkjlexif et strictement convexe, l’adht!rence de la 
r&nion d’une famille jZtrante croissante d’ensembles optimaux est un ensemble 
optimal. 
COROLLAIRE 2. Si (Ai)itl est une famille jiltrante croissante de parties d’un 
espace rQ?exif et strictement convexe, on a: 
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En &et, d’aprcs le corollaire prCcCdent Uis, 6(/l,) est un ensemble optimal, 
qui contient done G(U,, =li). Par ailleurs, on a pour tout i E I, A, C G(UiE, AJ, 
done VW W,) C Wi,, 4. 
COROLLAIRE 3. SiF est un sous-espace vectoriel de Eet si un ensemble syme’trique 
-4 est total dam F, G(A) est total dam G(F). 
On a, en effet, F : U n conv A, et done: 
G(F):- G((J 
__.-- 
n conv A] = 6 (u n conv A) -2 u nG(conv -q = u nG(3). 
Remarque. Nous ne savons pas si, pour la demonstration de la proposition 4, 
les hypothtses “E reflexif et strictement convexe” sont les meilleures possibles. 
Xlais now verrons au paragraphe II’ que ce rCsultat est faux pour l’espace 
wo, 11). 
Nous avons done obtenu ainsi un moyen d’associer B chaque sous-ensemble 
211 d’un espace de Banach reflexif et strictement convexe un ensemble optimal 
G(M) qui le contient. Kous savons, grace a la proposition 1.2, qu’il existe 
uric projection P de E sur G(M), satisfaisant a 
Cette projection n’a Cvidemment aucune raison d’etre lineaire en gCnCra1; 
elk le sera neanmoins si AI est un sous-espace vectoriel et si nous faisons sur 
I:‘ une hypothcse de lissite. 
Un point s -;” 0 d’un espace de Banach E est un point de lissite s’il existe 
une forme lirkaire [, unique sur E telle que: 
Si .v est un point de lissite, et si (.2;2) est une suite convergeant vers X, et 
(5,) une suite de formes lineaires telles que & 1 :< 1, ~1-2,~ , [,‘> = II X, ~j, 
on constate facilement que (5,) converge vers E,, pour o(E’, E). 
I’n espace L; est dit lisse si tout x # 0 est un point de lissitt: de E. Dans 
ce cas, l’application x - [,r est continue de E - (0) dans o(E’, E). 
Si E est un Banach reel, la IissitC signifie geometriquement qu’il esiste en 
tout point de la sphere unit6 de E un hyperplan d’appui unique. 
PROPOSITION 5. Soit E un espace de Banach rtQ?exif, lisse et strictement 
convexe. [%I sous-espace vectoriel fermi’ F de E est optimal si et seulement si il 
existe une projection linkaire de norme 1 de E SW F. Line telle projection est 
nkessairement unique. 
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Dhnonstration. Si P est une projection lineaire de norme I de E silr F, il 
est clair que: 
Q.~EE, Q~EF, / Px - ??Z ‘/ :.; j ~ x - m ‘I, 
done F est optimal d’apres la proposition 1. 
Pour montrer la reciproque, nous utiliserons le lemme suivant: 
LEMME 2. Soient E un espace de Banach, r&eel ou complexe, et F un sous- 
espace vectoriel de E. Si x et y  sont deux vecteurs de E tels que: 
on a tm(x - y) = 0 pour tout point m rF qui est un point de lissite’ de E (f,,, 
dhignant la forme ZinLaire telle que t7,1(m) = ‘/ m ~1, 1~ t,,, 1~ = 1.) 
De’montrons le lemme. Soit m un point de F, qui soit un point de IissitC 
de E. Pour tout entier k, dksignons par E,, une forme lineaire de norme 1 telle que: 
<(y/k) - m, f7J = iI(ylk) - m 
D’apres l’hypothese, on a: 
done: 
Re(x - !, ck) :C 0. 
Lorsque k tend vers l’infini, y/k - m converge vers 
vers Em ,,, -[,,, pour cr(E’, E). On en deduit: 
Re(x -- y, [,,,> .,; 0. 
--m, done E,: converge 
Puisque F est un sous-espace, l’hypothese est aussi rCalisCe pour le couple 
Xx, Ay pour tout scalaire X tel que 1 X 1 = I. On en deduit que (x - y, f,,,: -:- 0, 
ce qui demontre le lemme. 
DCmontrons maintenant la proposition 5. Pour tout s E E, on peut trouver 
un vecteur Px E F tel que: 
Puisque E est suppose lisse, on deduit du lemme prkcedent que: 
QmEF, :px -- x, {,,, ~~ 0. (“) 
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Xotons que Px est determine de facon unique par la condition (*) et le 
fait que Px EF. En effet, si P’x E F est un autre point verifiant (*), on aura, 
en supposant Px # P’x: 
(Px - Plx, f,,-,,,) = 0, 
d’oh une contradiction qui prouve I’unicite. La linearitt en resulte immediate- 
ment: si x, , xz E E et si A1 , A, sont des scalaires, il est clair que le vecteur 
h,Px, + X,Px, EF verifie (*) pour le point x =: hrx, + X,x, , done il coincide 
avec P(h,x, $ h,x,). De plus P est de norme 1 d’apres (l), et il est clair que 
Px = x si x EF. 
11 est clair au vu des arguments ci-dessus que cette projection est unique. 
Yous l’appellerons “projection optimale.” 11 est facile de voir (par exemple 
en dimension 2) que lorsque E n’est pas lisse, il peut exister plusieurs projections 
lintaires de norme 1 sur un mtme sous-espace F de E. On peut par consequent 
se demander si, lorsque E n’est pas lisse, la conclusion de la proposition 5 
subsiste: il peut se faire que parmi toutes les projections de E sur F verifiant (I), 
l’une au mains soit lineaire. Cette question reste ouverte. 
Xous avons obtenu une condition necessaire et suffisante pour qu’un sous- 
espace vectoriel soit l’image d’une projection de norme 1. 11 est clair que les 
droites et l’espace tout entier sont des espaces vectoriels optimaux dans 
n’importe quel espace de Banach. Remarquons qu’il peut se faire que ce soient 
les seuls: d’apres un resultat de Bohnenblust [4], on peut trouver des sous- 
espaces de Ini ( p < co, non entier), oh les seules projections de norme 1 sur 
des sous-espaces vectoriels sont l’identite et les projections sur des droites. 
EXEMPLES. (I) Dans un espace de Hilbert, H, tout sous-espace vectoriel 
ferme F est optimal, et la projection optimale est la projection orthogonale 
de H sur F. 
(2) Soit E un treillis de Banach, rtflexif, lisse et strictement convexe. 
Soit a E E, et posons: 
Ia = (J cm . 
n 
On voit que 1, est un sous-espace de E, (c’est la “bande” engendree par a), 
qui est optimal d’aprb I’exemple 2 et la proposition 1. La projection optimale 
dans ce cas est la “projection, de bande.” 
Nous avons vu que, dans un espace de Hilbert, la boule unite Ctait optimale. 
La proposition suivante, qui est a rapprocher d’un resultat de Fakhoury [7], 
montre que la reciproque est vraie. Nous y  supposons que E est un espace 
de Banach reel. 
PROPOSITION 6. Si E est rt$ex$, he et strictement conaexe, et de dimension 
supe’rieure h 2, E est isome’trique ci un espace de Hilbert si sa boule unite’ est optimale. 
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LEMXIE 3. Soient E un espace de Banach reel, C un convexe fermC d’inte’rieur 
non vide, x un point de lissite’ de X, c’est-a-dire un point x E C tel qu’il existe 
une forme lineaire E unique telle que // E ~~ I et sup&y, & (.2., 0 -== a. 
Le derni-espace [z; (x, t) < a> est reunion croissante d’une suite d’homothetiques 
de C darts des homothe’ties de centre x et de rapport positif. 
Pour simplifier on peut se ramener par translation au cas oti .T _ 0. Soit 
5 la forme lineaire de norme 1 telle que supBEC(y, 0 =T 0. Posons X pi (Jn nc, 
et montrons que X coi’ncide avec le demi-espace (6 < O}. 11 est clair que 
XC {E < 0). Inversement, si z $ X, le segment [0, z] est disjoint du convexe 
ouvert X. D’apres le theoreme de Hahn-Banach, on peut trouver une fotme 
lineaire 7, que l’on peut supposer de norme 1, telle que: 
supw 11) ( $f ,<U’ 17), 
YEX 35 
et, en particulier supyec(y, 7) = 0. On a done 5 = 17 d’apres I’hypothese, et 
(a, & 3 0, ce qui montre que X -em {z; (z, E) < 0). 
Si E est lisse et reflexif, toute forme lineaire [ de norme 1 d&nit I’hyperplan 
d’appui en un certain point x de la boule unite B, et ce point est un point de 
lissite. Le demi-espace (5 < l] est done reunion d’une suite croissante d’homo- 
thetiques de la boule unite. 
Supposons maintenant la boule unite optimale. Dans cc cas, le demi-espace 
{E < 1) est optimal d’apres le corollaire 1 de la proposition 4 bis. Par translation, 
on voit que tout demi-espace ferme est optimal, et done par intersection, 
tout convexe ferme, et en particulier tout sous-espace vectoriel fcrme, est 
optimal. D’apres la proposition 5, il existe done une projection lineaire de 
norme 1 de E sur chaque sous-espace vectoriel ferme; un resultat de Kakutani 
[9] implique alors que, si dim E i> 3, E est isometrique a un espace de Hilbert. 
Remarque. La encore, nous ne savons pas si les hypotheses faites sont 
les meilleures possibles; il est clair toutefois qu’une hypothese est necessaire: 
nous avons vu que la boule unite de L”([O, I], dt) Ctait optimale. 
Nous allons maintenant Ctudier la forme du saturi: G(B) de la boule unite 
de l’espace, dans le cas oh celui-ci est reel. La configuration de cet ensemble 
depend du nombre des hyperplans optimaux. Remarquons d’abord que pour 
une forme lineaire continue f, les ensembles {f == a}, {f < b), (f -;- c} sont 
optimaux en m&me temps. En effet, {f =: a) m-- (f YJ a) A (f G’ a}, et d’autre 
part: 
LEMhlE 4. si un hyperplan 2@ est optimal, it en est de m&me des demi-espaces 
fermes qu’il limite. 
Demonstration du lemme. Soit I-1 l’un des demi-espaces, et s $ ,-1. Lc point 
x n’est pas minimal par rapport a A?; on peut done trouver un point y, y  -,+ 5, 
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avec 11 y  - m 11 < i: x - m 11 Vm E 2. Soit a un point quelconque de A; notons 
m, le point d’intersection du segment [x, LZ] avec 2. On a: 
et done x n’est pas minimal par rapport B A, cc qui prouve le lemme. 
Nous dirons qu’une forme lineaire f  est optimale si les ensembles if = a: 
sont optimaux. 
TH~OR~ME 1. Si E est rL;fexif et rtrictement convexe, le sutur.4 de la boule 
unite’ est l’intersection des bundes f _ [~ I < I}, pour toutes les formes linhzires 
optimules de norme 1. 
Dhonstrution. Tout d’abord il est clair au vu du lemme precedent et de 
la proposition 4 que l’ensemble C m: n (1 f / < l}, f optimale de norme I, 
est un ensemble optimal, qui contient le sature de la boule unite. 11 nous reste 
done a montrer l’inclusion inverse. 
Notons j la jauge de o’(B). C’est une fonction convexe continue qui, si E 
est reflexif, est G$teaux-differentiable en tous les points d’un ensemble G 
partout dense. 
Puisque j est positivement homogene, l’ensemble G est invariant par lcs 
homotheties positives de centre 0. Nous appellerons point de lissite de G(B) 
les points x,, (avecj(zJ = 1) qui correspondent ?t des directions {(Xx,, h > 01, 
en tout point desquelles j est differentiable. 
LEMME 5. j est l’enveloppe supe’rieure de ses minorantes ufines continues 
correspondant d des points de lissite’. 
D&monstration du lemme. En tout point d’un ensemble G dense dans E, 
j est Gateaux-differentiable, ce qui signifie que si x,, E G, on peut Ccrire, pour 
tout vecteur e: 
.i(% c A4 = i(xo) + fVho)(e) + h4h) (9 
oti c(X) -+ 0, h + 0. En choisissant e = x,, , on obtient 
(1 + 4 jh) = i(xo) + G(,,h) + WV 
ce qui implique [Q(x~) := j(x,), et 
A-Q f  Xe) = 5(z,)(xo + xe) + WA). 
I1 en resulte que [tx,) = j sur toute la demi-droite engendree par x,, . Posons 
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t(,,, &ant une minorante affine dej, on aj(x) > [(z,)(x) Vx E E, Vx, E G, et done 
P(X) GA4 G II x II 
p est done une semi-norme continue; puisqu’elle coincide avec j en tous les 
points d’un ensemble dense de E, elle coincide avec j partout. On a done 
ce qui prouve le lemme. 
LEMME 6. 6(B) est l’intersection des demi-espaces correspondant ci des 
hyperplans s’appuyant en ses points de lissit&. 
De’monstration du lemme 6. Soit x $ G(B), on a j(x) > 1. D’apres le lemme 5, 
on peut trouver un point de lissite x0 tel que St,,,(x) > I. L’hyperplan 
(ft,,, = l} &pare done x de G(B), car: 
il touche G(B) en x,, , 
on a toujours j(y) > tc~(y), et done [c,Jy) < 1 si y  E 6(B). 
Achevons maintenant la demonstration du theoreme. Soit x # G(B). D’apres le 
lemme 6, on peut &parer x et (S(B) p ar un hyperplan s’appuyant sur un point 
de lissite x0 de G(B); soit (5 = a)- a > 0 cet hyperplan, on peut supposer 
jl E 11 := 1. Puisque x,, est un point de lissitt: de 6(B), le demi-espace ([ < a} 
est l’adherence de la reunion d’une suite croissante d’ensembles homothetiques 
de 6(B) dans des homotheties de centre x0 et de rapport positif d’apres le 
lemme 3. Mais, puisque E est reflexif et strictement convexe, l’adherence de 
la reunion de ces ensembles est un ensemble optimal, d’apres la proposition 4 bis. 
Done l’ensemble {[ < .$x0)} est optimal; il en est done de m&me de (5 := Qx,)}, 
et done de {[ = l}. Mais E(X) > 6(x,) > 1, et l’hyperplan optimal (6 =- l} 
&pare x et B. Done x n’appartient pas a la bande optimale (1 E 1 -< I), ce qui 
acheve la demonstration. 
Remarque. La demonstration precedente s’adapte saris grand changement 
pour calculer le sature G(C) d’un convexe ferme C d’interieur non vide: 
l’ensemble G(C) est Cgal dans ce cas a l’intersection des demi-espaces optimaux 
qui contiennent C. 
COROLLAIRE. I1 existe des espaces uniforme’ment convexes, lisses, de dimension 
finie, ozi le sat& de la boule unite’ est l’espace entier. 
Dbmonstration. Un resultat deja mention& de Bohnenblust [4] implique 
que dans certains sous-espaces de 1,” aucun hyperplan n’est 1 -complement& 
11 resulte alors du theoreme 1 que dans ces espaces G(B) est l’espace entier. 
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Si l’on choisit un ensemble M constitue d’un nombre fini de points tel que 
conv M3 B, G(M) sera aussi l’espace entier. Ceci r&pond a une question de 
P. Enflo. 
Nous allons donner une premiere application du theoreme 1. Nous dirons 
qu’une base (e,) dans un espace de Banach est une base de meilleure approxima- 
tion si chaque projection n,, de E sur I’espace engendre par les n premiers 
vecteurs, est une projection (lineaire) de meilleure approximation. 
PROPOSITION I. Soit E un espace s&parable, lisse et strictement convexe, 
rkjlext.. Si le sature’ de la boule unite’ ne contient pas de droites, E admet une base 
de meilleure approximation. 
Dhonstration. Si G(B) ne contient pas de droites, on peut, pour chaque 
point x $ E, trouver une forme lineaire optimale de norme 1, avec f(x) f  0. 
11 en resulte que l’intersection des noyaux des formes optimales de norme 1 
est reduite i (0). 
LEMME 7. Si E est &parable, de toute jamille (f&, de formes line’aires de 
norme 1 vhi$ant &, kerf, = {0}, on peut extraire une sous-jamille dknombrable 
posse’dant la m&me proprie’te’. 
D&o&ration du lemme. Soit C -= (tie* {I fi ) < I>. I1 est equivalent de 
dire que n,, kerf, := {O), ou que C ne contient pas de droites, ou que la jauge 
de C, notee j, est une norme sur E. Cette norme satisfait aj(x) < 1’ .3: 11, VX E E, 
car la boule unite est contenue dans C. Elle est definie par j(x) =: supi ifi(x 
Puisque E est separable pour sa norme, il l’est encore pour j. Soit (a,) une 
suite dense dans E; pour chaque n on peut trouver une suite (fn,,,JrnEN telle que 
j(a,) = sup IL&d. ,I, 
Si l’on pose j’(4 = suPn,vt lfiL,&>i, on obtient une jauge continue, qui 
coi’ncide avec j sur un ensemble dense, done partout. On a done 
II suffit ensuite de ranger les (fn,?,?) en une suite, notee (fJ, pour achever la 
demonstration. 
Remarquons que l’on peut supposer la suite AN = fii=, kerJk strictement 
decroissante, en Climinant tous les indices N pour lesquels 
N-l N 
0 ker.L = 2l kerf, . 
x-=1 
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Revenons a la demonstration de la proposition, et appliquons le lemme a 
l’ensemble des formes optimales de norme 1. D’apres la proposition 5, il existe 
des projections lineaires de norme 1, P, , de E sur A,, qui satisfont ?r 
b&%X)) == 5hJX) VXEE,V~~EA~~, (4) 
si &,, designe la forme lineaire de norme 1 qui norme h, . Notons PN,N--l la 
. \ restrrctlon de PN a AN-r; elle verifie (4) sur A,_, On a done, VX E E: 
Mais puisque hN E A,_, , on a 
et il en resulte en utilisant l’unicite des projections optimales, que: 
Choisissons maintenant par recurrence une suite (eJ de points de E, de norme 1, 
avec 
e, E ker PI , e,E,4,nkerP;..e,E.3,_,nkerP,. 
Si (ai) est une suite de scalaires telle que C c+ei converge, on a, pour tout k: 
Si i > k, eL E A,( , et done P,(ei ei . 
Si i < k, P,<ef == P2.L--1 0 ... 0 P,+l,i 0 Piei = 0 
et done, Vk E N: 
et done 
ce qui signifiera que I - P, est de norme 1 lorsque nous aurons montre que 
(ei) est une base. 
hMME 8. I - P est de nonne 1 si et seulement si P est de meilleure upprosimu- 
tion. 
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On a en effet, si Pm = m: 
11 PX - X/j = I](1 - P)(X - rn)/l < Ii X - 112 I . 
I1 nous reste a montrer que (eJ est une base. Soit s E E. On a, puisque 
e, E ker PI , p our un scalaire A,: 
x = Ale1 t Plx. 
R&t&ant l’operation, on obtient pour tout n 
x = h,e, f  ..’ + A&,‘ + P,(x). 
Puisque E est reflexif, la suite PTA(x) admet une sous-suite convergeant 
faiblement vers un point y. Si X0 est fix&, pour tout n ’ - l\;; , A, C AYO , 
et done 2’ E AN0 puisque AN0 est un convexe ferme. Done y  = 0. La surte 
(Pn(x)), par le m&me raisonnement, ne peut avoir d’autre valeur d’adherence 
faible, et done converge faiblement vers 0. Done la suite (x.1” clue& converge 
faiblement vers X, et l’espace vectoriel engendre par les (e!) est faiblement 
dense dans E, et done dense dans l?. Ceci acheve la demonstration de notre 
proposition. 
Nous avons done, dans quelques cas, montre a quelles propriMs de E 
correspondait une hypothese sur le sature de sa boule unite. tine question 
non resolue est: quand G(B) est-il borne? On constate d’ailleurs facilement 
que cette question est Cquivalente a la suivante: quand chaque compact a-t-i1 
un sature borne? 
Pour terminer ce paragraphe, nous allons envisager la question de la separa- 
bilitt: du sature d’un ensemble. 
PROPOSITION 8. Soit E un espace rljlexif et strictemetlt conzsexe. S’i F est 
un sous-espace s&parable de E, le sat& de F est s&parable. 
DPmonstration. Si F est SC parable, sa boule unite C l’est aussi. Si (e,) est 
une suite dense dans C, (e,/n, n E IV> est un compact K total dans F; on peut 
supposer ce compact symetrique. On a done F -:: U n conv K, et done, d’apres 
la proposition 4 bis (corollaire 2), G(F) - U nG(K). 
Pour montrer que G(F) est separable, il suffit de montrer qu’il l’est pour 
a(E, E’), et, pour cela, il suffit de montrer que min K est separable. Cela 
resultera du lemme suivant: 
LENME 9. Si K est un compact de E, min h’ est @arable pour rs(E, E’). 
De’monstration du lenznze. Si K est un compact, l’ensemble des probabilites 
sur K est un compact separable pour la topologie Ctroite. 11 resulte de la proposi- 
tion 11.1 que l’ensemble des points minimaux de K est un compact separable 
pour a(E, E’). 
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La notion de projection optimale et la proposition 8 permettent de retrouver 
en partie un theoremc de Lindenstrauss [ll], en partie seulement car nos 
hypotheses sont plus restrictives: si E est un espace reflexif, lisse et strictement 
convexe, pour tout sous-espace separable F de E, il existe un sous-espace 
separable I-compltmente dans E, qui contient F. En fait, d’apres Lindenstrauss, 
les hypotheses “lisse et strictement convexe” sont inutiles: il suffit que E soit 
reflexif. 
Ii-. EXEMPLES ET APPLICATIONS 
1. Cas des espaces ‘Z?(X), ,Y compact 
Soit X un compact et iI4 un sous-espace vectoriel de V(X). On dit qu’un 
point x de X est un point-pit pour A4 s’il existe une fonction m, de M qui 
atteigne le maximum de sa valeur absolue au point x et en lui seul: 
! %(Y)l < I %(X>i Qy # x. 
Cette fonction s’appellera fonction pit de .T; on notera 9(M) I’ensemble 
des points pits de 121. 
PROPOSITION 1. Si I’ensemble 9’(M) est dense dans X, on a 
min M -: g(X). 
Dhnonstration. En remarquant que dire que s est un point pit pour M, 
associe a la fonction nz, , signifie exactement que m, est un point de lissite 
de %?(X), avec [,,,* m= AS,, ! h / =y I, on deduit du lemme 111.2: 
LEMME. Si M est un sous-espace vectoriel de %7(X) et si deux fonctions f et g 
de V?(X) vh’fent 
ihf- 4 < llg- ml1 QmEM 
alors f et g coincident SW P(M). 
Montrons maintenant la proposition: soitg une fonction de S(X), et soitfavec 
itf- 4 < l,g - ml! QTTlEM. 
On a f = g sur Y(M) d’aprb le lemme, et done partout si 9(M) est dense 
dans X, et g est minimal. 
Remarque. Dans %([O, I]), I’adherence d’une reunion croissante d’ensembles 
optimaux peut n’etre pas optimale. 
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En effet, considerons dans K([O, 11) l’ensemble .II If, f(t) :, t). Cet 
ensemble est optimal, car la projection 
P: f  - max(min(f(t), t), -t) 
satisfait a ~! Pf - m // -< ‘~ f  - m 11 Vm E 11% 
L’ensemble H = u nil+’ est l’hyperplan des fonctions nulles a l’origine, qui 
n’est pas optimal. En effet, soit g $ H (c’est-a-dire g(0) + 0), et soit f  verifiant 
:if - ml1 .< IIg - 112’1 Vm E II. 
Alors, d’apres le lemme de la proposition precedente, f  :m g sur .4(H) == IO, I], 
et done f  = g partout, ce qui prouve qu’une fonction quelconque hors de H est 
minimale, et min H -= %‘([O, 11). 
2. L7tilisation des isome’tries de l’espace pour la recherche des 
points minimaux de la boule unite’ 
Nous dirons que deux points x et y  d’un espace de Banach E sont equivalents 
s’il existe une isometric T de E sur E qui transforme x en J’. 
E sera dit transitif si tous les points de la sphere unite sont equivalents, 
quasi-transitif si la classe de chaque point de la sphere est dense dans la sphere. 
Les auteurs sont reconnaissants au Pr. T. Figiel d’interessantes conversations 
concernant ces notions. 
PROPOSITION 1. (a) Si L? est transitif, ies points minimauv de la houle unite’ 
constituent une boule ouverte ou ferme’e. 
(b) Si E est quasi-transitif, les points minimaux de la boule unite’ contiennent 
une boule ouverte et sont contenus dans une boule fermee de me”me rayon. 
Demonstration. Le point (a) est evident. Pour le point (b), notons p = 
sup{/; x , s E min B). On sait que p < 2 (proposition I. 1). Pour tout E > 0, 
on peut trouver un point .V minimal par rapport h B avec : x 1’ ;> p - E. Le 
cone C de sommet x s’appuvant sur B a un interieur non vide, et done ren- 
contre toutes les classes de la sphere de rayon p ~ 2~. Done la boule fermee 
de rayon p - 2t est contenue dans min B; le resultat s’en deduit aussitot. 
La proposition precedente va permettre de determiner les points minimaux 
de la boule de Lr([O, I], dt) et renseignera sur ceux de Lp([O, 11, dt). Nous 
aurons besoin d’un lemme. Dans ce qui suit, nous notons B la boule fermee, 
8 la boule ouverte. 
LENME. Dans Lp([O, I], dt), avec 1 .< p < co, soit a une fonction constante 
et f  une fonction ve’rifiant, pour tout m de la boule unite’ de L,J’, 
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ok Ej = s:, f  (t) dt. 
Dhonstration. On peut Cvidemment se ramener au cas du tore. Soit T 
une rotation irrationnelle; on a Ta = a, et T conserve la boule unite. Done, 
VWlEB, 
et en i&&ant: 
T’j- m :-< /I a - m 
On en deduit par convexite 
n-1 
Mais on sait qu’en vertu du theoreme ergodique de Birkhoff (voir par 
exemple [6, p. 667]), (1 in) ~~~~ TJcj converge en norme vers Ef, d’oti le resultat 
annonce. 
PROPOSITION 2. (a) Dans L1([O, I], dt), min B ~~~ 2B. 
(b) Dans L?‘([O, I], dt), 1 K’ p < Go, il existe un nombre pP tel que p,Ej C 
min B C pBB. 
Dkmonstration. On sait que dans P([O, I], dt), 1 :+ p < a, toute fonction 
de norme I est Cquivalente au sens des isometrics, ou bien a la fonction I, ou 
bien a la fonction 21’9[,,,1,z1 (~[~,r,.a~ est la fonction caracteristique de [0, l/2]). 
Les deux classes sont denses dans la sphere unite, et L*, 1 :.g p < ~8, est 
done quasi-transitif. Le point (b) resulte done de la proposition l(b). Soit 
c un nombre reel avec I < c < 2. Si la fonction constante Cgale Q c n’est pas 
minimale dans L1 par rapport a la boule unite, on peut, d’apres le lemme 
precedent, trouver une autre constante d, avec 
et done i d / < c. 
Choisissons nz r . ~[~,r,~]; on a: 
!(f- ,nl’ = (lk)(C ~ d) t d(l - (l/c)), 
c - WI = c(l - (l/c)), 
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car c c, 2; cette contradiction prouve que toute fonction constante de norme 
strictement inferieure a 2 est minimale. I1 resulte alors de la proposition l(b), 
que min B contient 2B. Comme nous savons (proposition 1.1) que min B 
est contenu dans 2B, le resultat annonce est demontre. 
Mentionnons que nous ne connaissons pas la valeur exacte de la constante pr, , 
si 1 < p < co, p + 2. Nous ne connaissons pas non plus la structure topologique 
des points minimaux de la boule de Lp, pour ces valeurs de p. 
On en deduit Cvidemment puisque pD > 1 si p # 2, de la proposition 2 
que si 1 :< p < co, p f  2, le sature de la boule unite de L”’ est l’espace entier. 
11 resulte alors du lemme III.4 que dans Lj’([O, I], dt), 1 < p < 03, p + 2, 
aucun hyperplan n’est optimal. Nous allons maintenant Ctudier cette question 
plus en detail, lorsque p # 1. 
3. Hlperplans optimaux dans Ll’(Q, CT, II) 
PROPOSITION 1. Soit p tel que 1 < p < GO, p $- 2, et soit g ~Lp’(8, CY, p), 
g -f 0, oti I /p - 1 /p’ = 1 et ozi TV est une mesure quelconque. Pour que l’hyperplan 
H!, (f ELJ$ (f, g> = 0} soit optimal dam LP, il faut et il su$it que g soit 
de laforme qA + BxB, oli A et B sont deux atomes de p. En particulier, si ;L 
est une mesure dz@use, il n’existe aucun hyperplan optimal. 
De’monstration. Supposons que H, soit un hyperplan optimal, et soit u $ H,, 
Si P designe la projection optimale de L” sur H, , et si y  == Pu - u, on a vu 
que: 
Vm E H<, , :y, ‘$,,,) = 0. 
(E,,, a la m&me signification que dans le chapitre III.) 
Si 01 est un nombre reel, convenons de noter / (Y if’+1 sign ol par ND--~. On sait 
que pour tout m EL”, la fonction [,,, est proportionnelle a rnnpl. On a done: 
‘v’m E H,, , f 7n"-ly dtL = 0 
Posons ,-1 m: {I g ~ > 0:. Pour tout ensemble B tel que B n A -. 0, on 
a xs E H, , done sB y  dp = 0, cc qui implique que {j y  I > 0} C A. 
Si A n’est pas constitue par la reunion de deux atomes de p., on pourra trouver 
trois ensembles A, , -1, , A, disjoints tels que: 
On petit trouvcr Ai , A, , et A, non nuls tels que X1xa, -r- Xzxpr, et XlxAl 1 hsX-,, 
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appartiennent a H, Pour tout couple (01, /3) de reels, (a + /3) Aixa, f  nA,xa, + 
PhxA3 E H, , d’ou l’on deduit que: 
va, p E iw (a + P)“-“Yl -: d-ly7 T /Ply3 0, 
avec yi = XT-’ JA( 1’ dp, y1 =/ 0. 
En derivant par rapport a a, on obtient: 
ce qui est impossible pour p f  2, la fonction t --f 1 t IP-2 n’etant pas constante. 
Un calcul analogue a CtC fait par de Figueiredo et Karlovitz dans [8]. 
Inversement supposons que g - : ax,,, + /3xe , A et B Ctant deux atomes 
de p. Posons C == (A u B)c, et definissons un operateur lineaire P sur Lp par: 
Pf = xcf -L h 1 f/z”-’ dp 
. .l”l? 
avec 
On verifie facilement que P est un projecteur de norme 1 de Lj’ sur H,, , 
ce qui acheve la demonstration. 
11 resulte de la proposition precedente et du theoreme 111.1 que si p est 
une mesure diffuse, et 1 < p < co, p + 2, le sature de la boule unite est 
l’espace tout entier. 
Remarquons toutefois que LP([O, I], dt) admet une norme Cquivalente 
pour laquelle le sature de la bottle unite ne contient pas de droites. En effet, 
si 1 < p < co, le systeme de Haar (h,,J est une base inconditionnelle de ~9, 
et la norme ( N 1 == sup(~.,~)~r 11 C ol,a,h, I~, si .y -1 C a&,,) , est Cquivalente a 
la norme usuelle de L”. Le systeme de Haar est une base monotone incondi- 
tionnelle dans L” muni de cette nouvelle norme. I1 est facile de voir que l’en- 
semble des points dont les coordonnees sont toutes inferieures B 1 est un 
ensemble optimal qui ne contient pas de droites. 
La situation n’est pas la meme dans I”, 1 < p < co, p /~ 2. D’apres la 
proposition precedente, les formes optimales sur In sont don&es par les elk- 
ments (6,) E 1~’ qui ont au plus deux coordonnees non nulles. 
D’apres le theoreme 111.1, le sature G(B) de la boule unite de 1” est Cgal a: 
On peut considerer I’espace de Banach I<,, obtenu en compltrtant 2” muni 
de la jauge de S(R). On peut alors vkrifier clue G(B) n’cst plus un ensemble 
optimal pour la normc de E,, 
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4. Ombres et ensembles de convergence 
Les notions que now avons introduites permettent de retrouver assez 
rapidement des resultats de Bernau [3] et Calvert [5]. Rappelons la terminologie 
de ces auteurs: si (T,) est une suite de contractions, c’est-a-dire une suite 
d’operateurs lineaires de norme au plus &gale a I d’un espace de Banach E 
dans lui-m&me, l’ensemble de convergence de la suite (T,) est defini par: 
F = {x; lim 1; T,x - x /I = 0). 
?I 
On voit que F est un sous-espace ferme de E. On peut aussi definir I’ensemble 
de convergence faible: 
G = {x; .X = li? T,(x) pour a(& E’)). 
Si M est une partie de JY, l’ombre de M, notee 0(M) (resp. l’ombre faible 
de E, notee UJM)) est l’ensemble de tous les vecteurs x E E tels que, si une 
suite (TTJ de contractions de E converge vers l’identite sur M (resp. converge 
vers I’identitC sur M pour a(E, E’)), on ait: 
x = lim T,Jx) (resp. x = lim T,J.v) pour a(E, E’)). 
Le resultat suivant est a rapprocher du theoreme 2 de [5]: 
PROPOSITION. Pour toute suite (T,) de contractions d’un espace de Banach 
rejexzf E (resp. d’un espace rej?exif et localement uniformement convexe E) l’en- 
semble de convergence faible (resp. l’ensemble de convergence) est un sous-ensemble 
optimal de E. 
Demonstration. Supposons E reflexif, et soit G l’ensemble de convergence 
faible. D’apres la proposition II.3 bis, la suite (T,n) converge vers l’identite 
pour a(E, E’) sur min G, done G = min G. 
Dans le cas ou E est reflexif et localement uniformement convexe, notons 
tout d’abord que si une suite (T,J de contractions converge vers l’identite sur 
un compact M, elle converge encore vers l’identite sur le sature 6(M). En 
effet, la suite (T,) converge vers l’identite sur min d2 d’apres la proposition 11.2, 
et min M est encore compact d’apres le theoreme 11.3. On en deduit le resultat 
en it&rant le raisonnement, puis en passant a l’adherence (Z(M) de &I~ = u M,< . 
DCsignons par F l’ensemble de convergence de la suite (T,), et soit (M&, 
une famille filtrante croissante de sous-ensembles finis de F telle que 
F = l-lie, M<. D’apres le raisonnement precedent, on a 6(M,) CF pour tout 
i E 1, et d’autre part G(F) = uisl G(FJ d’ p a r&s le corollaire I de la proposition 
III.4 bis, done F = G(F), ce qui montre que F est optimal. 
PROPOSITION [5]. Soit E un espace de Banach &se, strictement convexe et 
j&3/24/2-3 
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r$exif (resp. lisse, Gjlextf et localement uniforme’ment convexe). Soient M une 
partie de E, et N le sous-espace vectoriel engendre’ par M. On a: 
C?,(M) = G(N) (resp. B(M) = G(N)). 
Dhonstration. Supposons E lisse, strictement convexe, et reflexif. D’apres 
la proposition 111.5, il existe une projection lineaire P de norme 1 de E SUI 
G(N). La suite constante T, --= P converge vers l’identite sur AW, mais ne 
converge pas vers l’identitt: (pour la norme ou pour n(E, E’)) sur les vecteurs 
x qk G(N). On a done 0,(&l) C G(N) et 6(&Q C E(N). 
D’autre part, soit (TJ une suite de contractions de E convergeant vers 
l’identiti: sur n2, done aussi sur N (pour la norme ou pour o(E, E’)). D’aprits 
la proposition precedente, l’ensemble de convergence de la suite (T,) cst un 
ensemble optimal, qui contient N, done G(N). Ceci acheve la demonstration. 
La proposition precedente permet de retrouver un theoreme de Rernau [3]: 
THI?OR&ME. Soit p tel que 1 < p < ~3, p # 2. Dhignons par 1 et t les 
fonctions SW [O, 11 d+nies par f  (t) mm= I et g(t) : t. On a dans Lp([O, I], dt): 
O{I, t> = o,j’, t) = LqI, II,4 
Dhnonstration. Soit K le sous-espace engendre par 1 et t. D’apres la proposi- 
tion precedente, on a: 
D’apres la proposition 111.5, il existe une projection lineaire P de norme I 
de LQ sur le sous-espace G(N). Ce sous-espace contenant les constantes, on 
sait d’apres T. Ando [l] qu’il existe une sous-tribu ‘$3 de la tribu borelienne 
telle que G(N) ~~~ L”(B), et que P soit le projecteur d’esperance conditionnelle 
E%. Puisque t E G(N), cette fonction est !I+mesurable. Mais il est evident 
que la plus petite tribu qui rend t mesurable est la tribu borelienne de [0, I], 
done G(N) == Q([O, 11, dt), ce qui acheve la demonstration. 
Remarque. On suppose 1 < p < co, p ./= 2. Soient u et v  deux fonctions 
sur [0, I] telles que: 
(‘1 U,VELP 
(2) 0 > 0 p.s., et la tribu engendree par U/V est la tribu borelienne. 
Dans ce cas, on a encore O{U, ZJ} = LY. En effet, le sature G(N) est d’apres 
le theoreme d’ilndo [I] de la forme: 
(f/z; f!z EL”, h ‘B-mesurable), 
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oil f  ELJ’ et !B est une sous tribu de la tribu borklienne. On aura done: 
u = f/Q ) w -fh, (ceci prouve que if 1 > 0 p.s.), 
done U/C = h,/h, est Smesurable, et on con&t comme prCcCdemment. 
Si (52, CT, P) est un espace de probabilitk et M une partie de D’(Q, CZ, P) 
telle que 1 E AZ, on voit facilement que S(M) = Lfl(f2, !B, P), oh 23 est la tribu 
engendrke par les ClCments de M. 
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