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BOUNDEDNESS AND CONTINUITY OF THE TIME
DERIVATIVE IN THE PARABOLIC SIGNORINI PROBLEM
ARSHAK PETROSYAN AND ANDREW ZELLER
Abstract. We prove the boundedness of the time derivative in the parabolic
Signorini problem, as well as establish its Ho¨lder continuity at regular free
boundary points.
1. Introduction and main results
Let v be a weak solution of the parabolic Signorini problem
∆v − ∂tv = 0 in Q+1 := B+1 × (−1, 0],(1.1)
v ≥ ϕ, −∂xnv ≥ 0, (v − ϕ)∂xnv = 0 on Q′1 := B′1 × (−1, 0],(1.2)
v(·,−1) = ϕ0 in B1,(1.3)
to be understood in the appropriate integral sense, where ϕ : Q′1 → R is the thin
obstacle and ϕ0 is the initial data satisfying the compatibility condition ϕ0 ≥ ϕ(·, 0)
on B′1. This kind of unilateral problem appears in many applications, such as
thermics (boundary heat control), biochemistry (semipermeable membranes and
osmosis), and elastostatics (the original Signorini problem). It also serves as a
prototypical example of parabolic variational inequalities. We refer to the book
[DL76] for the derivation of such models as well as for some basic existence and
uniqueness results, and to [DGPT13] for more recent results on the problem.
One of the main objects of study in the parabolic Signorini problem is the apriori
unknown free boundary
Γ(v) := ∂Q′1({v > ϕ} ∩Q′1),
which separates the regions where v = ϕ and ∂xnv = 0 (here ∂Q′1 denotes the
boundary in the relative topology of Q′1).
It is known that if ϕ is sufficiently regular, namely ϕ ∈ H2,1(Q′1) (see the
end of the introduction for the notations) then the Lipschitz regularity of ϕ0 in
B+1 ∪B′1 implies the local boundedness of the spatial gradient ∇v in Q+1 ∪Q′1 (see
[AU88, Lemma 6]), which then implies the Ho¨lder continuity ∇v ∈ Hγ,γ/2loc (Q+1 ∪Q′1)
(see [AU96, Theorem 2.1]), for some γ > 0. Recently, it was shown in [DGPT13]
that v ∈ H3/2,3/4loc (Q+1 ∪ Q′1), which is the optimal regularity of v, at least in the
space variables x. The paper [DGPT13] also gives a comprehensive treatment of
the problem from the free boundary regularity point of view, based on Almgren-,
Monneau-, and Weiss-type monotonicity formulas.
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The aim of this paper is to obtain a better regularity in the time variable t
for the solutions of the parabolic Signorini problem above and to complement the
results of [DGPT13]. It is known already from [AU96, Lemma 7] that if the initial
data ϕ0 ∈W 2∞(B+1 ), then the time derivatives ∂tv will also be locally bounded in
Q+1 ∪Q′1. This assumption on the initial data ϕ0, however, is rather restrictive and
excludes a “standard” time-independent solution (for ϕ ≡ 0)
v(x, t) = Re(xn−1 + ixn)3/2, xn ≥ 0,
which is clearly not in W 2∞.
Our first result shows that ∂tv is in fact bounded, without any extra assumptions
on the initial data, even though we will require a bit more regularity on the thin
obstacle ϕ.
Theorem 1.1. Let v ∈ H3/2,3/4(Q+1 ∪Q′1) be a solution of the Signorini problem
(1.1)–(1.2) with ϕ ∈ H4,2(Q′1). Then ∂tv is locally bounded in Q+1 ∪Q′1 and moreover
‖∂tv‖L∞(Q+1/2) ≤ Cn
(
‖v‖L2(Q+1 ) + ‖ϕ‖H4,2(Q′1)
)
.
We prove this theorem in §2. In fact, instead of asking ϕ ∈ H4,2(Q′1) it is sufficient
to assume that ∂t(∆x′ϕ− ∂tϕ) ∈ L∞(Q′1).
Our second result is that ∂tv is continuous at so-called regular free boundary
points (see §3 for the definition).
Theorem 1.2. Let v be as in Theorem 1.1. Then ∂tv continuously equals to ∂tϕ
at regular free boundary points.
In fact, in §3 we prove a more precise version of this theorem (Theorem 3.2),
which shows the Ho¨lder continuity of ∂tv at regular points.
At the end of the paper we state a direct corollary on the higher regularity of
the free boundary in the t variable near regular points (see Corollary 3.3). When
the thin obstacle ϕ ≡ 0, Theorem 1.2 can be used to make an iterative step in the
application of a higher-order boundary Harnack principle for parabolic slit domains
and establish the C∞ regularity (both in x and t) of the free boundary near regular
points (see [BSZ15]).
Notation. Throughout the paper we use the following conventions and notations.
• Rn stands for the n-dimensional Euclidean space. For x = (x1, . . . , xn) ∈ Rn,
we typically denote x′ = (x1, . . . , xn−1) and x′′ = (x1, . . . , xn−2). We also
routinely identify x′ ∈ Rn−1 with (x′, 0) ∈ Rn−1 × {0} ⊂ Rn.
• Br(x0), B′r(x0), B′′r (x0) stand for balls of radius r > 0 centered at x0 in Rn,
Rn−1, Rn−2, respectively. We drop the center from the notation if x0 = 0.
We also denote B±r (x0) = Br(x0) ∩ {±xn > 0}.
• Qr(x0, t0) = Br(x0) × (t0 − r2, t0] is the parabolic cylinder, with similar
definitions for Q′r, Q
′′
r , Q
±
r .
• For parabolic functional spaces, we use notations similar to those in [LSU68]
and [DGPT13, §2.2]. In particular, H`,`/2(E) for ` = m+ γ, m ∈ N ∪ {0},
γ ∈ (0, 1] is the space of functions such that the partial derivatives ∂αx ∂jt u are
γ-Ho¨lder in x and γ/2-Ho¨lder in t for the derivatives of the parabolic order
|α|+ 2j ≤ m and (1 + γ)/2-Ho¨lder in t if |α|+ 2j ≤ m− 1. Lp(E) stands
for the Lebesgue space, and W 2m,mp (E) is the Sobolev space of functions
such that ∂αx ∂
j
t u ∈ Lp(E) for |α|+ 2j ≤ 2m.
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2. Boundedness of the time derivative
We first reduce the problem to the case of zero thin obstacle, at the expense of
getting nonzero right hand side in the governing equation. Namely, let
u(x, t) := v(x, t)− ϕ(x′, t).
Then we have
∆u− ∂tu = f := ∂tϕ−∆x′ϕ in Q+1 ,(2.1)
u ≥ 0, −∂xnu ≥ 0, u∂xnu = 0 on Q′1.(2.2)
It will also be convenient to extend the function u by the even symmetry in the xn
variable to the entire cylinder Q1:
u(x′,−xn, t) = u(x′, xn, t).
Then the extended function will satisfy
∆u− ∂tu = f + 2(∂+xnu)Hn
∣∣
Λ(u)
in Q1,
in the sense of distributions, where f is also extended by the even symmetry in xn
to all of Q1, ∂
+
xnu(x
′, 0, t) = ∂xnu(x
′, 0+, t) for (x′, t) ∈ Q′1, Hn is the n-dimensional
Hausdorff measure, and
Λ(u) :={(x′, t) ∈ Q′1 : u(x′, 0, t) = 0}
={(x′, t) ∈ Q′1 : v(x′, 0, t) = ϕ(x′, t)}
is the so-called coincidence set.
Proof of Theorem 1.1. For u solving (2.1)–(2.2) and a small h > 0 consider the
incremental quotient in the time variable
Uh(x, t) =
u(x, t)− u(x, t− h)
h
, (x, t) ∈ Q3/4.
Let us also denote
Fh(x, t) =
f(x, t)− f(x, t− h)
h
, (x, t) ∈ Q3/4.
Note that Uh ∈ H3/2,3/4(Q±3/4 ∪Q′3/4) and Fh ∈ H2,1(Q3/4), from the assumption
that the thin obstacle ϕ ∈ H4,2(Q′1).
We then have the following key observation.
Lemma 2.1. The positive and negative parts of Uh,
U±h := max{±Uh, 0},
satisfy
(∆− ∂t)(U±h ) ≥ −F−h in Q3/4.
Proof. It is clear that the inequality is satisfied in Q±3/4, so we will need to show the
inequality near (x0, t0) ∈ Q′3/4. Suppose first that Uh(x0, t0) > 0. Then, necessarily
u(x0, t0) > 0 and therefore
(∆− ∂t)u(x, t) = f(x, t) in Qδ(x0, t0),
for some small δ > 0. On the other hand,
(∆− ∂t)u(x, t− h) ≤ f(x, t− h) in Qδ(x0, t0),
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in the sense of distributions, and taking the difference, we obtain
(∆− ∂t)Uh ≥ Fh in Qδ(x0, t0).
We thus have
(∆− ∂t)Uh ≥ −F−h in {Uh > 0} ∩Q3/4
and a standard argument now implies that
(∆− ∂t)U+h ≥ −F−h in Q3/4.
Indeed, for nonnegative η ∈ C∞0 (Q3/4) and ε > 0 let
ηε = η χ(Uh/ε), where χ ∈ C∞(R), χ
∣∣
(−∞,1] = 0, χ
∣∣
[2,∞) = 1, χ
′ ≥ 0.
Since Uh is continuous, ηε is supported in {Uh > 0} and hence∫∫
Q3/4
(∇Uh∇ηε + ∂tUhηε) ≤
∫∫
Q3/4
F−h ηε ≤
∫∫
Q3/4
F−h η.
On the other hand,∫∫
Q3/4
∇Uh∇ηε =
∫∫
Q3/4
(∇Uh∇η)χ(Uh/ε) + η 1
ε
χ′(Uh/ε)|∇Uh|2
≥
∫∫
Q3/4
(∇Uh∇η)χ(Uh/ε).
Passing to the limit as ε → 0+, using the Dominated Convergence Theorem, we
then conclude ∫∫
Q3/4
(∇Uh∇η + ∂tUhη)χ{Uh>0} ≤
∫∫
Q3/4
F−h η,
which can be rewritten as∫∫
Q3/4
(∇U+h ∇η + ∂tU+h η) ≤
∫∫
Q3/4
F−h η.
The proof for U−h is similar. 
We will also need the following known estimate.
Lemma 2.2. Let u be a weak solution of (2.1)–(2.2). Then u ∈W 2,12 (Q+ρ ) for any
ρ < 1 with
‖D2u‖L2(Q+ρ ) + ‖∂tu‖L2(Q+ρ ) ≤ Cρ,n
(
‖u‖L2(Q+1 ) + ‖f‖L2(Q+1 )
)
.
The proof can be found in [AU96, Lemma 6], and in the Gaussian-weighted case
in [DGPT13].
Going back to the proof of Theorem 1.1, we can now use the interior L∞-L2
estimates for subsolutions (see [Lie96, Theorem 6.17]) to write
‖U±h ‖L∞(Q1/2) ≤ Cn
(
‖Uh‖L2(Q3/4) + ‖F−h ‖L∞(Q3/4)
)
.
On the other hand, since
Uh(x, t) =
1
h
∫ t
t−h
∂tu(x, s)ds,
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we obtain that
‖Uh‖L2(Q3/4) ≤ 2‖Uh‖L2(Q+3/4) ≤ 2‖∂tu‖L2(Q+5/6)
≤ Cn
(
‖u‖L2(Q+1 ) + ‖f‖L2(Q+1 )
)
,
where in the last inequality we have applied Lemma 2.2. It is also clear that
‖Fh‖L∞(Q3/4) ≤ ‖∂tf‖L∞(Q+1 ).
Letting now h→ 0, we then obtain the estimate
‖∂tu‖L∞(Q1/2) ≤ Cn
(
‖u‖L2(Q+1 ) + ‖f‖L2(Q+1 ) + ‖∂tf‖L∞(Q+1 )
)
,
which readily implies the statement of Theorem 1.1. 
3. Ho¨lder continuity of the time derivative at regular points
In formulation (2.1)–(2.2), the free boundary is given by
Γ(u) = ∂Q′1{(x′, t) ∈ Q′1 : u(x′, 0, t) > 0}.
As shown in [DGPT13], a successful study of the properties of the free boundary
near (x0, t0) ∈ Γ(u) can be made by considering the rescalings
ur(x, t) = u
(x0,t0)
r (x, t) :=
u(x0 + rx, t0 + r
2t)
(H
(x0,t0)
u (r))1/2
,
for r > 0, and then studying the limits of ur as r = rj → 0+ (so-called blowups).
Here
H(x0,t0)u (r) :=
1
r2
∫ t0
t0−r2
∫
Rn
u2(x, t)ψ2(x)G(x0 − x, t0 − t)dxdt,
where ψ is a cutoff function, which is supported in B1 and equals 1 in a neighborhood
of x0, and
G(x, t) =
{
1
(4pit)n/2
e−|x|
2/4t, t > 0,
0, t ≤ 0
is the heat kernel. Then a free boundary point (x0, t0) ∈ Γ(u) is called regular if ur
converges in the appropriate sense to
u0(x, t) = cn Re(xn−1 + i|xn|)3/2,
as r = rj → 0+, after a possible rotation of coordinate axes in Rn−1. Note that
this does not depend on the choice of the cutoff function ψ above. See [DGPT13]
for more details and for a finer classification of free boundary points based on a
generalization of Almgren’s and Poon’s frequency formulas.
Thus, let R(u) be the set of regular free boundary points of u, also known as the
regular set of the solution u. The following result has been proved in [DGPT13].
Proposition 3.1. Let u ∈ H3/2,3/4(Q+1 ∪Q′1) be a solution of the parabolic Signorini
problem (2.1)–(2.2) with f ∈ H1,1/2(Q+1 ∪ Q′1). Then the regular set R(u) is a
relatively open subset of Γ(u). Moreover, if (x0, t0) ∈ R(u), then there exists
ρ = ρu(x0, t0) > 0 and a parabolically Lipschitz function g : Q
′′
ρ(x
′′
0 , t0) → R such
that
Γ(u) ∩Q′ρ(x0, t0) = R(u) ∩Q′ρ(x0, t0) = {xn−1 = g(x′′, t), xn = 0} ∩Q′ρ(x0, t0),
Λ(u) ∩Q′ρ(x0, t0) = {xn−1 ≤ g(x′′, t), xn = 0} ∩Q′ρ(x0, t0).
6 ARSHAK PETROSYAN AND ANDREW ZELLER
The parabolic Lipschitz continuity of the function g above means that for some
constant L (parabolic Lipschitz constant)
|g(x′′, t)− g(y′′, s)| ≤ L(|x′′ − y′′|2 + |t− s|)1/2, (x′′, t), (y′′, s) ∈ Q′′ρ(x′′0 , t0).
We are now ready to prove the following more precise version of Theorem 1.2.
Theorem 3.2. Let u ∈ H3/2,3/4(Q+1 ∪Q′1) be a solution of the parabolic Signorini
problem (2.1)–(2.2) with f ∈ H2,1(Q+1 ∪Q1), extended by the even symmetry in xn
to Q1. Then for any (x0, t0) ∈ R(u) ∩Q′1/4 we have
|∂tu(x, t)| ≤ C(|x− x0|2 + |t− t0|)α/2, (x, t) ∈ Q1/2 \ Λ(u),
for some α = αu(x0, t0) > 0 and C = Cu(x0, t0).
Proof. Let ρ = ρu(x0, t0) > 0 be as in Proposition 3.1. Without loss of generality we
may assume ρ ≤ 1/4. Consider then the incremental quotients Uh and Fh defined
in the proof of Theorem 1.1. In addition to Lemma 2.1, we then also have that
Uh = 0 on Λh,
where
Λh = {(x′, t) : xn−1 ≤ g(x′′, t)− Lh1/2, xn = 0} ∩Q′ρ(x0, t0).
Here g is the function in the representation of Λ(u)∩Q′ρ(x0, t0) and L is the parabolic
Lipschitz constant of g. Then Λh is a subgraph of a parabolically Lipschitz function
in Q′ρ(x0, t0), with the same parabolic Lipschitz constant L as g (actually, just a
shift of g). Besides, from the assumption (x0, t0) ∈ Γ(u), we have that
(xh, t0) := (x0 − Lh1/2en−1, t0) ∈ Λh.
Then, at every scale, Λh has a positive thermal capacity at (xh, t0) (see e.g. [PS14,
§3.2]). We then claim that
(3.1) U±h (x, t) ≤ C(|x− xh|2 + |t− t0|)α/2, (x, t) ∈ Q1/2,
with α > 0 depending only on the parabolic Lipschitz norm of g, and C depending
only on n, ρ, and the L∞ norms of Uh and Fh. Since the latter are uniformly
bounded by ‖u‖L2(Q1) and ‖f‖H2,1(Q1), we can pass to the limit as h → 0+ to
obtain
|∂tu(x, t)| ≤ C(|x− x0|2 + |t− t0|)α/2, (x, t) ∈ Q1/2 \ Λ(u).
Thus, to finish the proof, we need to establish (3.1). This, in principle, follows from
[Lie96, Theorem 6.32], but with the uniform density condition on the complement
(condition (A)) replaced with the uniform thermal capacity condition that we have
for Λh. Nevertheless, we give a more direct proof below.
Fix 0 < R < ρ and let W solve the Dirichlet problem (see Fig. 1)
(∆− ∂t)W = 0 in Ωh(R) := [BR(xh)× (t0 −R2, t0 +R2)]† ∩ [Q1 \ Λh],
W = U±h on ∂pΩh(R).
By using Lemma 2.1 and comparing W with U±h +C(|x− xh|2 − (t− t0)− 2R2) in
Ωh(R) with (2n− 1)C ≥ ‖f‖H2,1(Q1) ≥ ‖F−h ‖L∞(Q1), we see that
U±h ≤W + CR2 on Ωh(R).
†Note that BR(xh) × (t0 − R2, t0 + R2) is the “full” parabolic cylinder at (xh, t0), while
QR(xh, t0) is the backward-in-time cylinder BR(xh)× (t0 −R2, t0]
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(x0, t0)
(xh, t0)
Λh
Figure 1. Ωh(R)
On the other hand, using a comparison with a barrier function as in [PS14,
Lemma 3.2], we have
W (x, t) ≤ C
( |x− xh|2 + |t− t0|
R2
)β/2
sup
Ωh(R)
U±h ,
with C depending only on the parabolic Lipschitz constant L of g and the dimension
n. Here we have used that supΩh(R)W = supΩh(R) U
±
h , by the maximum principle.
Denoting
ω(r) = sup
Ωh(r)
U±h ,
we then obtain
ω(r) ≤ C
( r
R
)β
ω(R) + CR2, 0 < r ≤ R.
Choosing 0 < τ < 1 small so that θ = Cτβ < 1, we then have
ω(τR) ≤ θ ω(R) + CR2.
Then, a standard iterative argument (see [GT83, Lemma 8.23]) gives
ω(R) ≤ CRα, R ≤ ρ,
for α > 0, which establishes (3.1) and completes the proof of the theorem. 
Corollary 3.3. Let u, (x0, t0), ρ and g be as in Proposition 3.1. Then Γ(u) ∩
Q′ρ(x0, t0) is an (n− 2)-dimensional C1,α surface both in the x and t variables.
Proof. One argues precisely as in the proof of [DGPT13, Theorem 11.6] to show
that
∂xju
∂xn−1u
, j = 1, . . . , n− 2, ∂tu
∂xn−1u
∈ Hα,α/2(Q′ρ/2(x0, t0)),
by the boundary Harnack principle in parabolic slit domains [PS14, §7]. The
argument works for ∂tu since we now know that it continuously vanishes on Λ(u) ∩
Qρ(x0, t0) by Theorem 3.2. Consequently, the level sets {u = ε} ∩Q′ρ/2(x0, t0) are
given as graphs
xn−1 = gε(x′′, t)
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with uniform estimates on the Ho¨lder norms of ∂xjgε, j = 1, . . . , n − 2, and ∂tgε.
This then implies the Ho¨lder continuity of ∂xjg and ∂tg and completes the proof of
the corollary. 
Remark 3.4. Very recently, in [BSZ15], it was proved that when the thin obstacle
ϕ is identically zero, the free boundary is C∞ both in the x and t variables near
regular free boundary points. More precisely, the function g in the representation of
Γ(u) in Proposition 3.1 and Corollary 3.3 is C∞. This is established by extending
the higher-order boundary Harnack principle in [DSS14] to parabolic slit domains,
and using an argument similar to the proof of Corollary 3.3 above. An important
ingredient in the proof is our Theorem 1.2, which allows the iteration steps in the t
variable.
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