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Abstrakt 
Diplomová práce je zaměřena na problematiku mobilní robotiky a 
počítačového vidění. Je zde stručně představena knihovna funkcí pro zpracování 
obrazu OpenCV. Dále práce pojednává o zpracování obrazu a navigaci mobilního 
robotu pomocí obrazových dat. Zde popsané postupy jsou především segmentační 
metody a metody pro navigaci pomocí významných bodů v obraze.  
 
Klíčová  slova 
robot, mobilní robot, DARPA Grand Challenge, počítačové vidění, vizuální 
navigace, OpenCV, zpracování obrazu, segmentace obrazu, významný bod 
 
 
 
 
 
 
 
 
 
 
 
 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně
 
4 
Abstract 
Master`s thesis is focused on mobile robotics and computer vision. There is 
briefly introduced a library of functions for image processing OpenCV. Then it deals 
with image processing and navigation of mobile robots using image data. There are 
described segmentation methods and methods for navigating through feature points. 
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1. ÚVOD 
Robotika je obor, který se zabývá studiem a konstrukcí robotů a jim podobných 
zařízení. Dosud však neexistuje ustálená definice jak oboru, tak pojmu 
robot. Všeobecně je robot chápán jako stroj, který vykonává podobné činnosti jako 
člověk, především však činnosti pohybové a manipulační. Většinou musí takový stroj 
získávat informace o prostředí, ve kterém se pohybuje a musí být schopen toto 
prostředí fyzikálně, především mechanicky, ovlivňovat. Robotika je moderní 
multidisciplinární obor zahrnující znalosti mechaniky, elektrotechniky, teorie řízení, 
měřicí techniky, umělé inteligence a celé řady dalších disciplin.[2]  
Mobilní robotika je v současné době stále ve vývoji a zřídka je možno setkat se 
s robotem, který by plnil nějaké běžné úkoly. Pro rozvoj a popularizaci zejména 
autonomní robotiky jsou pořádány různé soutěže. Asi nejznámější je DARPA Grand 
Challenge.[1]  
Touto soutěží je inspirována i soutěž Robotour, pro kterou je tento robot 
navrhován. Úkolem robotů v této soutěži je v zadaném časovém limitu projet danou 
trasu. Roboti musí být plně samostatní, musí se vyhýbat překážkám, nesmí sjíždět z 
cesty a musí se správně rozhodovat na křižovatkách podle zadané mapy.  
Pro konstrukci celého robotu byl původně vytvořen pětičlenný tým. Celému 
týmu se podařilo v průběhu školního roku 2007/2008 zpracovat robota po 
mechanické stránce, vytvořit základní systém pro ovládání podvozku, senzorický, 
kamerový a navigační subsystém a hlavní řídicí systém. Robot plnil daný úkol, ale 
pouze při vhodných vnějších podmínkách: stálý dobrý signál od satelitů GPS, dobré 
osvětlení, minimum stínů, dobře rozpoznatelný okraj cesty, atd. Cílem dalšího 
vývoje a práce na robotu je navrhnout nový subsystém pro řízení a regulaci motorů, 
zdokonalit senzorický subsystém, kamerový subsystém a centrální řídicí systém tak, 
aby náchylnost k chybovým stavům robotu díky vnějším okolnostem byla co 
nejnižší. 
Tato práce se zabývá zdokonalením kamerového subsystému robotu. Dílčí cíl 
této práce je časová optimalizace dosavadních algoritmů vytvořených v prostředí 
Matlab a integrace celého kamerového subsystému přímo do hlavního řídicího 
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systému robotu. Pro řešení tohoto problému se nabízí použití volně dostupných 
knihoven funkcí v jazyce C – OpenCV. Práce popisuje použití těchto funkcí a jejich 
porovnání s původním řešením v Matlabu. OpenCV nabízí velké množství funkcí 
především pro zpracování obrazu. Dalším cílem je proto prozkoumat tyto knihovny a 
využít dalších funkcí, které OpenCV nabízí. Jako vhodná varianta pro spolehlivější 
navigaci se jeví možnost navigace robotu pomocí významných bodů v obraze. 
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2. OPENCV 
2.1 CO JE OPENCV  
OpenCV jsou volně dostupné knihovny funkcí v jazyce C, zaměřené především 
na oblast počítačového vidění. OpenCV je strukturované do pěti hlavních 
komponent, z nichž čtyři jsou uvedeny na obrázku 2.1. CV obsahuje základní 
zpracování obrazu a algoritmy počítačového vidění vyšší úrovně. Složka MLL je 
knihovna strojového učení, která obsahuje mnoho nástrojů pro klasifikaci, 
shlukování a analýzu dat. HighGUI obsahuje vstupně / výstupní rutiny a funkce pro 
ukládání a načítání videa a obrázků. CXCore obsahuje základní datové struktury, 
maticovou algebru, transformaci dat, persistenci objektů, řízení paměti, zpracování 
chyb, dynamické zatížení kódu, kreslení, psaní textu a základní matematiku. [4] 
Všechny tyto složky jsou dobře popsané viz [8].   
 
 
Obrázek 2.1 Základní struktura OpenCV 
Obrázek 2.1 nezahrnuje část CvAux, která obsahuje dvě oblasti: 
• HMM - rozpoznávání obličeje 
•  experimentální algoritmy (pozadí / popředí segmentace). 
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2.2 PROČ VZNIKLO OPENCV 
Cílem OpenCV je podpořit komerční využití počítačového vidění pro interakci 
člověk-stroj, robotiku, monitorovací a bezpečnostní systémy. OpenCV je zdarma a 
nabízí otevřenou infrastrukturu zpracování obrazu pro širokou veřejnost. Původně 
byla vytvořena firmou Intel s motivací využití vysokých výkonů nových procesorů. 
[3] 
2.3 VÝVOJ OPENCV 
OpenCV, stejně jako obor počítačového vidění, se rychle vyvíjí.  V červenci 
2009 vyšla druhá volně dostupná verze OpenCV2. Obsahuje mnoho dalších funkcí, 
mnoho z oblasti detekce a korespondence významných bodů. Tato oblast je pro nás 
velice zajímavá. Další možností, jak navigovat mobilní robot pomocí obrazových 
dat, je totiž použití detekce a korespondence významných bodů. 
2.4 PROČ JE OPENCV VHODNÉ 
Pro zvýšení robustnosti navigačního algoritmu je vhodné použít „složitějších“ 
algoritmů počítačového vidění. Tyto „složitější“ algoritmy jsou však výpočetně 
náročné a jejich výpočet v reálném čase je složitý. Původně bylo pro systém 
navigace využito prostředí Matlab. Z časově optimálního hlediska je však Matlab pro 
„složitější“ algoritmy počítačového vidění nevyhovující. Nadřízený systém je 
aplikace napsaná v C++ a komunikace s Matlabem vnáší další komplikace. Použitím 
OpenCV lze navigační subsystém založený na zpracování obrazu přímo integrovat 
do nadřízeného systému. Navíc funkce z knihovny OpenCV vhodně využívají 
procesor tak, že zpracování složitějších funkcí je oproti Matlabu nesrovnatelně 
rychlejší viz kapitola OpenCV vs Matlab. 
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2.5 OPENCV VS MATLAB 
Výhody ve smyslu časové optimalizace jsou ukázány na dvou příkladech – 
Canny filter a operace eroze. Pro lepší zhodnocení a zobrazení výsledků byly použity 
funkce z knihovny OpenCV přeložené pro prostředí Matlab. 
 
Canny filter 
Detekce hran pomocí cannyho filtru byla provedena pomocí Matlab funkce 
edge s parametrem ’canny‘ a pomocí funkce z knihovny OpenCV přeložené pro 
prostředí Matlab.  
 
Matlab funkce: 
 
OUT = EDGE(Image,'canny',THRESH,SIGMA) 
 
Funkce z knihovny OpenCV přeložené pro prostředí Matlab: 
 
OUT = cvlib_mex('canny',IMG,threshold1,threshold2,aperture_size); 
 
Pro co nejlepší srovnání časů výpočtu těchto funkcí se musí zajistit stejné nebo 
alespoň co nejvíce podobné podmínky výpočtu. U funkce edge je možné nastavit 
pevné prahy, aby se výpočet nezdržoval jejich automatickou detekcí, protože funkce 
z přeložené knihovny OpenCV tuto možnost nenabízí a srovnání by tedy nebylo 
korektní. Bohužel automatický výpočet velikosti konvolučního jádra u funkce edge 
nelze vypnout, proto bude měření zatíženo touto chybou. Pro porovnání výsledků 
nejen z časového hlediska, ale i z hlediska výstupního obrazu, je vhodné zadat i 
stejné hodnoty prahů u obou funkcí.  
Z výsledků viz obrázek 2.2 a obrázek 2.3 je patrné, že obě testované funkce 
jsou s použitím OpenCV mnoho-násobě rychlejší. 
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Obrázek 2.2 Detekce hran pomocí cannyho filtru (srovnání) 
 
Obrázek 2.3 Morfologická operace eroze (srovnání) 
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3. HARDWAREOVÁ KONFIGURACE 
KAMEROVÉHO SUBSYSTÉMU 
Pro obrazovou navigaci je použita ethernetová kamera AXIS 211. Pro metody 
založené na segmentaci obrazu cesty před robotem bylo kameru třeba umístit tak, 
aby snímala cestu co nejblíže před robotem a zároveň měla dostatečně široký zorný 
úhel. Proto byla umístěna na zvedacím sloupku v zadní části robotu. Pro metody 
založené na významných bodech je kamera umístěna vodorovně tak, aby snímala 
obraz okolního prostředí. Pro navigaci pomocí významných bodů má obraz okolí 
větší informační hodnotu než obraz cesty před robotem. 
Jádrem kamery je ¼“ CCD čip. Výstupní video-formát je zde MPEG-4 nebo 
MJPG. Maximální počet snímků za sekundu je 30. Kamera disponuje maximálním 
rozlišením 640x480. Zpracovávání snímku s takovýmto rozlišením složitějším 
algoritmem je však velmi výpočetně a tedy i časově náročné. Proto bylo pro analýzu 
snímku a navigaci robotu zvoleno rozlišení 320x240.  
 
Obrázek 3.1 Kamera AXIS 211 
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4. NAVIGACE ZALOŽENÁ NA DETEKCI HRAN 
První myšlenka byla taková, že cesta je charakteristická a v obraze dobře 
rozpoznatelná díky viditelným rozhraním cesta – okolí cesty. Proto první volba byla 
segmentace na hrany. Byl tedy navržen systém, který určoval doporučený směr jízdy 
robotu na základě hran. Stěžejní bylo tedy nalezení hran, které odpovídají okrajům 
cesty. Pro detekci hran bylo použito filtru canny – integrované  Matlab funkce – 
edge, který hledal hrany ve vybrané složce RGB obrazu. Nejvhodnější se po 
praktickém testování jevila složka B. Další zpracování spočívalo ve vytvoření 
objektů spojitých hran. Byla vytvořena vlastní funkce, která hledala v obrazu spojité 
hrany. Funkce pracovala na základě prohledávání okolí nalezeného bodu, který 
odpovídal hraně. Okolí prohledávala prioritně. Nejdříve se podívala na predikovanou 
pozici, vypočtenou z předchozího bodu, pokud nenašla, prohledala osmi-okolí, 
pokud nenašla, prohledala dvacetičtyř-okolí, pokud nenašla, ukončila objekt. Z takto 
vytvořených objektů byly vybrány hrany, které odpovídaly okrajům cesty. Problém 
byl však především v rozdělení skutečných okrajů cesty na více objektů hran 
z důvodu přerušení detekovaných hran na vzdálenost větší než prohledávané okolí. 
Místo, kde jen malá část cesty měla špatně rozeznatelný kraj, způsobovalo špatné 
nebo jen částečné vyhodnocení objektu, který představoval okraj cesty. Navíc určení 
zda hrana je nebo není okrajem cesty, popř. jedná-li se o pravý či levý okraj nebylo 
při testování příliš spolehlivé. Nízkou spolehlivost určení okraje cesty způsobovaly 
především stíny a jasové změny v obraze. Takto vytvořená navigace na základě 
detekce hran byla výpočetně a tedy i časově velmi náročná. Tyto důvody vedly 
k upuštění od této varianty. 
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Obrázek 4.1 Příklad výsledků navigace založené na detekci hran 
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5. NAVIGACE ZALOŽENÁ NA SEGMENTACI 
OBLASTÍ – MATLAB VERZE  
V tomto návrhu bylo dbáno zejména na odstranění či minimalizaci vlivu 
jasových změn a stínů. Obraz nebyl segmentován na hrany, nýbrž na spojité oblasti a 
celý algoritmus byl tvořen tak, aby byl co nejméně výpočetně náročný. Celý tento 
navigační systém pracuje pomocí standardního řetězce zpracování obrazu 
v počítačovém vidění viz  obrázek 5.1. 
 
Obrázek 5.1 Řetězec zpracování obrazu 
5.1 OBRAZOVÁ DATA 
V prvním návrhu kamerového systému bylo použito barevného modelu RGB. 
Tento model je však ve všech třech složkách náchylný na změnu jasu, což je 
v podmínkách, pro které je náš robot určen velmi častý jev – slunce. Vhodnější se 
proto jevil intuitivní barevný model HSV (hue = barevný tón, saturation = sytost, 
value = jasová hodnota), kde je jasová složka oddělena od sytosti a barevného tónu. 
Při praktickém zkoumání obrazů různých cest vhodných pro soutěž bylo učiněno 
závěru, že většina cest má v porovnání s jejím okolí velmi rozdílnou hodnotu sytosti 
– složky S a rozdílnou hodnotu barevného tónu – složky H. Proto bude pro 
segmentaci obrazu vhodné použít tyto složky.  
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Obrázek 5.2 Barevný model HSV 
 
 
Obrázek 5.3 Příklad obrazu cesty a jeho složek v HSV barevném modelu 
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5.2 ZÁKLADNÍ PŘEDZPRACOVÁNÍ 
Před samotnou segmentací obrazu je vhodné zbavit se nežádoucího šumu. 
Šumem můžeme rozumět jak šum vzniklý digitalizací a přenosem signálu, tak šum 
„obrazový“. Slovem „obrazový šum“ jsou zde míněny malé objekty v obraze, které 
z pohledu navigace na základě segmentace oblastí nenesou o cestě důležitou 
informaci, naopak získání důležitých informací o cestě znesnadňují např. listí, 
kamínky, praskliny v cestě, malé trsy trávy v cestě atd. Proto je vhodné vliv 
takovýchto šumů co nejvíce omezit. Vhodným nástrojem je filtrace pomocí klouzavé 
konvoluční masky. V našem případě využijeme integrované Matlab funkce imfilter. 
Funkce se správným parametrem řeší i okrajové body obrazu, které jsou pro 
konvoluci problémové. 
5.3 SGMENTACE OBRAZU 
Segmentací je rozuměno rozdělení obrazu na objekty dle zadaných kritérií. 
Výstupem segmentace je tedy množina objektů. Důležitá je volba požadovaného 
typu objektu. Podle charakteru úlohy může být vhodnější pracovat s hrany či 
s oblastmi. Po zkušenostech z „prvního návrhu“ byla zvolena segmentace na oblasti.  
5.3.1 Prahování 
Aby byl systém adaptivní na různé povrchy cest, musí být i práh pro prahování 
s různým povrchem proměnný. V úvahu jsou brány dvě varianty pro určení prahu. 
První variantou je analýza histogramu. Byla vytvořena vlastní funkce, která určovala 
práh pomocí detekce lokálních minim histogramu. Dále bylo zjištěno, že pro 
takovéto určení prahu je k dispozici integrovaná Matlab funkce graythresh. Proto i 
tato funkce je brána v úvahu. Druhá varianta je založena na předpokladu, že snímaný 
obraz ve své spodní části představuje cestu. Prozkoumává se obdélníkový výřez ve 
spodní části obrazu a počítá se z něho průměrná hodnota složky S. Tato hodnota je 
dále prohlášena za charakteristickou hodnotu sytosti cesty a obraz je vyprahován na 
základě této hodnoty.  
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          Obrázek 5.4 Příklad obrazu cesty po vyprahování 
5.3.2 Morfologické operace 
Binární obraz byl ve většině testovaných případů po vyprahování hodně členitý 
a obsahoval mnoho malých spojitých oblastí viz obrázek 5.4. Pro zarovnání členitostí 
a eliminaci malých vyprahovaných oblastí bylo použito operace morfologického 
uzavření. Byla použita integrovaná Matlab funkce imclose. Strukturální element byl 
zvolen experimentálně jako kruh o poloměru 10 pixel. Blízké nespojené vyprahované 
části se po této operaci spojily a obraz cesty byl po této operaci méně členitý. 
 
 
Obrázek 5.5 Příklad obrazu cesty po morfologickém uzavření 
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5.4 NALEZENÍ VHODNÉHO SMĚRU JÍZDY: VIRTUÁLNÍ 
PRŮJEZD OBRAZEM 
Vstupní obraz tohoto navigačního algoritmu je binární obraz, získaný 
zpracováním v předchozích krocích. Navigační algoritmus pracuje na základě 
hledání volné trasy pro jízdu robotu. Trasu robotu simuluje jako zužující se úsečku 
rovnoběžnou s vodorovným okrajem obrazu. Simuluje tak přibližnou šířku robota 
v perspektivním zobrazení.  
5.4.1 Slovní popis navigačního algoritmu: Virtuální průjezd obrazem 
Počáteční Y-ová souřadnice navigačního bodu je souřadnice vrchního okraje. 
Na této Y-ové souřadnici hledá souvislé oblasti (úsečky) v ose X označené 
v binárním snímku hodnotou jedna. V případě „jednoduché“ cesty bez překážek (děr 
s hodnotou 0) a členitostí okraje, je nalezena pouze jedna úsečka. V případě 
členitostí, popř. překážek na dané pozici je určeno úseček více. Úsečky jsou uloženy 
v poli struktur. Každá struktura představuje jednu úsečku a nese informaci o její 
délce a o pozici jejího středu. Z takto vytvořeného pole je vybrána nejdelší úsečka. 
Střed nejdelší úsečky pak vytvoří X-ovou pozici navigačního bodu. Vytvořená 
funkce imgTrace zjistí, zda mezi vypočteným navigačním bodem a středem dolního 
okraje (střed dolního okraje reprezentuje přibližnou polohu robotu v obraze) je pro 
robota volná cesta. Pokud cesta volná není, vrátí funkce nulový příznak isfree a Y-
ovou pozici, ve které simulovaná trajektorie robotu narazila na první překážku. Celý 
algoritmus se potom znovu opakuje pro tuto Y-ovou pozici (posunutou o malou 
hodnou nahoru). Pokud cesta volná je, je vypočtena směrnice a vzdálenost mezi 
středem dolního okraje a navigačního bodu. Směrnice je potom přepočtena na 
doporučený úhel natočení a ten je předán nadřazenému řídicímu systému.  
Příklad postup navigačního algoritmu je graficky znázorněn na obrázku 5.6 a 
obrázku 5.7. Žlutým kolečkem je označen navigační bod, zeleným „pozice robotu v 
obraze“, a červeným bod kde funkce isfree detekuje překážku. Modrá plocha je 
simulovaná trasa robotu. Princip funkce celého navigačního algoritmu viz obrázek 
5.8.  
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Obrázek 5.6 Příklad prvního kroku navigačního algoritmu 
 
 
Obrázek 5.7 Příklad druhého kroku navigačního algoritmu 
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Obrázek 5.8 Blokový diagram navigačního algoritmu 
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6. NAVIGACE ZALOŽENÁ NA SEGMENTACI 
OBLASTÍ – OPENCV VERZE  
Algoritmus, který byl původně vytvořen pomocí Matlabu viz kapitola 5, je 
implementován v C pomocí OpenCV. Oproti předchozí Matlab verzi má mnoho 
vylepšení a více možností nastavení jeho činnosti. Samozřejmě také pracuje mnohem 
rychleji. Ústřední část algoritmu je proces segmentace již předzpracovaného obrazu. 
Další důležitá část je popsání segmentovaného obrazu pro robota takovým 
způsobem, aby věděl jakým směrem se vydat. 
6.1 SEGMENTACE OBRAZU 
Segmentace obrazu, založená pouze na hodnotách jednotlivých RGB složek, 
není nejrobustnější způsob pro navigaci robotu. Velké problémy zde totiž způsobují 
stíny. Proto bude tento způsob použit pouze jako záložní. Bylo vyzkoušeno více 
segmentačních metod, které byly integrovány do funkce. Volba dané metody je 
potom provedena změnou parametru při volání funkce.  
6.1.1 Metoda 1: Prahování dle referenčního vzorku 
• Vytvoření lichoběžníkového vzoru pro pro výpočet referenčního průměru 
• Výpočet průměrné jasové hodnoty ze vzorku 
• "Absolutní hodnota rozdílu hodnot B složky a průměru ze vzorku" 
• "Absolutní hodnota rozdílu hodnot G složky a průměru ze vzorku" 
• "Absolutní hodnota rozdílu hodnot R složky a průměru ze vzorku" 
• Váhování nebo průnik prahovaných složek RGB 
6.1.2 Metoda 2: Záplavové (semínkové) plnění floodfill 
• Volba počátečního bodu operace floodfill 
• Volba kritéria při spojování a narůstání oblasti operace floodfill 
• Operace floodfill: OpenCV funkce 
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Obrázek 6.1 Segmentace obrazu 
 
6.2 VÝPOČET DOPORUČENÉHO SMĚRU JÍZDY 
Pro výpočet vhodného směru jízdy ze segmentovaného obrazu byly vyvinuty 
dvě metody. Volba dané metody je opět provedena změnou parametru při volání 
funkce.  
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6.2.1 Metoda 1: Poměr počtu nenulových prvků levé a pravé poloviny 
segmentovaného obrazu 
• Průnik ze všech RGB složek 
• Vážený součet všech RGB složek 
 
 
Obrázek 6.2 Doporučený směr jízdy. Poměr nenulových prvků levé a pravé 
poloviny segmentovaného obrazu 
 
6.2.2 Metoda 2: Virtuální průjezd obrazem 
Tato metoda je převzata z „původní“ verze implementované v Matlabu a je zde 
přepsána do jazyku C s využitím prostředků OpenCV. Popis metody viz kapitola 5.4. 
 
6.3 ZÁKLADNÍ PARAMETRY PROGRAMU 
Program je psaný tak, aby jednoduchou změnou parametrů bylo možné měnit 
segmentační metodu, váhy jednotlivých složek RGB a metodu pro výpočet 
doporučeného „zatočení“. Základní parametry jsou provedeny přímo ve vstupních 
parametrech funkce roboNavCam. Další důležité parametry jsou reprezentovány 
pomocí maker v hlavičkové části.  
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Vstupní parametry funkce roboNavCam 
turn /*promněná pro předání výsledného "zatáčecího příkazu" 
hlavnímu řídicímu systému*/ 
PRINT  //míra zobrazení výsledků 
XPOSWIND //x-ová pozice hlavního zobrazovacího okna 
SEGMENTACE /*volba segmentační metody: "sampleThresh" / "floodfill"  
(prahování dle vzorku před robotem / záplavová 
segmentace)*/ 
RGBSELECT /*volba váhy jednotlivých složek RGB složek: 
"weight"/"intersection" (váhování jednotlivých složek 
RGB / průnik ze všech složek)-má vliv pouze při 
segmentaci "sampleThresh"*/ 
TURNCOUNT /*volba metody výpočtu "zatáčecího příkazu": 
"ratenonzero" / "imagetrace" (poměr nenulových prvků 
levé a pravé poloviny obrazu / virtuální průjezd obrazem 
)*/ 
 
Parametry reprezentované formou maker: 
ROBOT  /*Je-li makro ROBOT definované, spolupracuje program s 
nadřízeným systémem. Pokud není funguje interně pro 
účely vývoje a ladění*/ 
CUTIMG //velikost oříznutí vrchního okraje obrazu 
FILTERSIZE //velikost filtračního konvolučního jádra 
SLEEPTIME /*doba uspání vlákna mezi jednotlivými navigačními 
výpočty*/ 
WIDTHWIND //požadovaná šířka zobrazovacího okna 
HEIGHTWIND // požadovaná výška zobrazovacího okna 
CAM  // výběr použité kamery : IP / OTHER 
VZOREKSIRKA /*šířka snímaného vzorku pro výpočet referenčního 
průměru pro prahování (metoda sampleThresh)*/ 
VZOREKVYSKA /*výška snímaného vzorku pro výpočet referenčního 
průměru pro prahování (metoda sampleThresh)*/ 
STRELSIZE /*velikost obálky morfologicého elementu při 
morfologických operacích*/ 
MORFITERNUM //počet iterací morfologického uzavření 
PRAHB  //práh B složky při prahování (metoda sampleThresh) 
PRAHG  //práh G složky při prahování (metoda sampleThresh) 
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PRAHR  //práh R složky při prahování (metoda sampleThresh) 
WEIGHTB  //váha B složky při parametru RGBSELECT ="weight"  
WEIGHTG  //váha G složky při parametru RGBSELECT ="weight"  
WEIGHTR  //váha R složky při parametru RGBSELECT ="weight"  
ROBOWIDTH /*šířka robotu v rámci obrazu pro virtuální průjezd 
obrazem při parametru TURNCOUNT = "imageTrace"*/ 
 
Dále program řeší chybové stavy, které mohou při jeho vykonávání nastat. 
Chybové stavy jsou ošetřeny pomocí chybového okna a ukončení běhu funkce 
s návratovou hodnotou, která identifikuje druh vzniklé chyby. 
 
Návratové hodnoty funkce roboNavCam: 
0 - vše v pořádku 
1 - chyba při komunikaci s kamerou 
2 - chyba parametru CAM 
3 - chyba parametru RGBSELECT 
4 - chyba parametru SEGMENTACE 
5 - chyba parametru TURNCOUNT 
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Obrázek 6.3 Příklad výsledku navigace založené na segmentaci oblastí 
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7. NAVIGACE ZALOŽENÁ NA VÝZNAMNÝCH 
BODECH   
Metody výše popsané pracují na relativně jednoduchém principu. Při špatných 
podmínkách (špatně rozpoznatelný okraj cesty, přítomnost stínů v obrazu) často 
selhávají. Dále byla proto zvolena metoda navigace, která je založena na 
korespondenci významných bodů v obrazu. Zde je možné využít sílu OpenCV, 
protože OpenCV disponuje funkcemi pro detekci a korespondenci významných 
bodů. Metoda spočívá ve dvou fázích: fáze učení a fáze opakování.  
7.1 DETEKCE VÝZNAMNÝCH BODŮ 
Pojem významný bod obecně označuje místo v obraze, které má: 
• jasnou a matematicky dobře podloženou definici 
• jasně definovanou pozici v obrazovém prostoru 
• lokální struktura v obraze kolem významného bodu je bohatá na informace 
vhodné pro pozdější zpracování vizuálním systémem 
• je stabilní z hlediska působen´ı lokálních a globálních deformací v obrazové 
doméně tak, aby byl bod opět nalezen s vysokým stupněm opakovatelnosti. 
 
Důležitou vlastností všech detektorů významných bodů je stabilita nalezených 
struktur. To znamená, aby byly dobře lokalizovatelné a aby je bylo možno 
opakovaně nalézt i po působení geometrických a fotometrických změn.  
Metody pro detekci významných bodů se neustále vyvíjí. Jednotlivé metody 
vznikly vždy pro daný typ úlohy a k tomu byly také přizpůsobeny jejich schopnosti. 
Jak požadavky na komplexnost řešení daných úloh rostou, vzrůstají i schopnosti 
těchto metod. Počátky je možné nalézt v 70. letech dvacátého století, kdy Hans P. 
Moravec navrhl roku 1977 jednoduchý detektor významných bodů pro počítačové 
řízení vozíku pomocí obrázků snímaných televizními kamerami. Jeho metoda je 
založena na hledání regionů, které jsou lokálním maximem ve vypočtených 
směrových změnách intenzity analyzovaného obrázku. Výhodou tohoto detektoru je 
pouze jeho jednoduchost a tím i výpočetní nenáročnost. Jeho odezvy při tvorbě mapy 
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rohovitosti jsou však anisotropní, je náchylný na šum a často reaguje na hrany. Proto 
se ho později pokusili Harris a Stephens zdokonalit a podařilo se jim dosáhnout 
výrazného zvýšení stability nalezených bodů. Harrisův operátor vychází 
z Moravcova operátoru, ale liší se od něj v použití lokální autokorelační funkce a 
kruhového okénka s Gaussovým vyvážením. Harrisův operátor je tak nezávislý na 
rotaci, posunu a odolný vůči šumu. Se zvětšujícími se nároky na zpracovávání 
snímků reálných scén ovšem začalo být důležité vyhledávat významné body i v 
závislosti na měřítku. Byly vyvinuty metody, které pracují na základě převedení 
obrázku do reprezentace nezávislé na měřítku. Taková reprezentace se nazývá Scale-
space viz obrázek 7.1. Zjednodušeně si lze scale-space představit pomocí převodu 
obrazových dat do frekvenční oblasti. Obrazové struktury jsou zde tvořeny různými 
frekvencemi. Detaily obrázku obsahují nejvyšší frekvence a se zvětšujícím se 
měřítkem stačí pro popis struktur frekvence stále nižší. Odfiltrováním vysokých 
frekvencí se tedy z obrázku ztrácí struktury s malým měřítkem a zůstávají jen 
struktury tvořené nižšími frekvencemi. Toho lze využít pro sestavení 3D 
reprezentace původního obrázku, která obsažené informace ve třetí dimenzi 
rozděluje podle měřítka. Pro převod do scale-space je tedy potřeba funkce, která by 
umožnila odfiltrovat vyšší frekvence. Pro tento účel je vhodná Gaussova funkce, 
která se při filtrování obrazu chová jako dolní propust. V roce 2004 byla vyvinuta  
 
 
Obrázek 7.1 Scale-space 
 
metoda SIFT( Scale Invariant Feature Transform ), která pomocí převodu do scale-
space vyhledává a zjišťuje korespondence mezi významnými body. Tato metoda 
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zajišťuje, že popis významných bodů je nezávislý na rotaci, měřítku, změnách jasu, 
kontrastu a drobných afinních zkresleních. Problém této metody je však v její 
výpočetní náročnosti. Pro aplikace, kde je požadováno real-time zpracování je zatím 
tedy nevhodná. V roce 2006 byla publikována autory H. Bay et al. v článku [6] 
metoda SURF ( Speeded Up Robust Features ). Jak již z názvu vyplývá, metoda se 
zaměřuje především na rychlost. Autoři zkoumali již vytvořené metody z hlediska 
kvality jejich výsledků a snažili se o jejich urychlení. V mnohém se inspirovali 
metodou SIFT. Metoda SURF je pro řešení navigace mobilního robotu pomocí 
významných bodů vhodná varianta, protože zajišťuje výpočet detekce a 
korespondence významných bodů v reálném čase.[7]  
7.2 KVALITATIVNÍ NAVIGACE POMOCÍ VÝZNAMNÝCH BODŮ 
7.2.1 Mapování z souřadnic významných bodů na směr otočení 
Je uveden předpoklad, že mobilní robot je vybaven kamerou, jejíž optická osa 
je rovnoběžná s dopředným směrem robotu. Požadavkem je přemístění robotu 
z oblasti A do předem známé oblasti B. Robot má přístup k aktuálnímu obrazu IA, 
sejmutém v bodě A, a k referenčnímu předem sejmutého obrazu IB, sejmutém v bodě 
B. Pokud je překrytí mezi těmito dvěmi obrazy dostatečné, potom lze určit 
korespondenci mezi významnými body pomocí standardních technik počítačového 
vidění (např. OpenCV funkce SURF). Dále je zde ukázáno, že existuje jednoduché 
mapování mezi výslednými souřadnicemi a zatáčecími příkazy. Při jízdě robotu 
naučenou trajektorií mohou nastat v rámci vzájemných poloh obrazových rovin 
obrazů IA a IB tři možnosti. 
1. Robot není odchýlený od naučené trajektorie 
Robot je v A čelem k B a IB bylo sejmuto v B ze stejného směru. Jak se robot 
pohybuje z A do B, významné body se pohybují v obraze od hlavního bodu (průsečík 
optické osy a průmětu obrazu), dokud nedosáhnou polohy korespondující 
s významnými body v IB. Z toho plyne důležitý poznatek: 
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Poznatek 1: 
Je-li robot na cestě z bodu A do bodu B a je čelem k B, potom obrazové 
souřadnice významných bodů v IA leží mezi obrazovými souřadnicemi jejich 
korespondujících významných bodů v IB a hlavním bodem (středem). 
 
Situace je ukázána na obrázku 7.2. Hodnota uit je x-ová souřadnice i-tého 
významného bodu v aktuálním obrazu při cestě robotu do B,  uid je souřadnice tohoto 
bodu v místě sejmutí obrazu IB. Všechny souřadnice jsou vypočteny s ohledem na 
souřadnicový systém soustředěný v hlavním bodě. V obrázku tmavá kružnice splývá 
s ohniskem kamery a indikuje pozici robotu. Tmavá šipka představuje směr robotu. 
Obrazová rovina je označena πt pro aktuální obraz a πd pro cílový obraz. Pokud je 
robot na cestě a má správný směr platí:  
 
Podmínka 1:      i
d
i
t uu <   
Podmínka 2:    )()( idit usignusign =  
 
Významné body, pro které jedna z těchto podmínek neplatí, indikují potřebu 
zatočit. 
 
Obrázek 7.2 Robot není odchýlený od naučené trajektorie 
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2. Robot má správný směr, ale posunutou pozici mimo naučenou trajektorii 
Robot má správný směr, ale je příčně odchýlený od správné cesty. Tato situace 
je vidět na obrázku 7.3. Z pohledu předchozích podmínek jsou zde tři možnosti pro 
každý úspěšně korespondovaný významný bod: 
• Obě podmínky mohou být splněny viz významný bod u1. Takový významný 
bod neposkytuje žádný pozitivní důkaz o směru robotu. 
• Souřadnice významného bodu v aktuálním obraze mohou překročit velikost 
obrazu, tudíž podmínka 1 není splněna. Stejně tak v případě kdy nepřekročí 
velikost, ale platí: 22 dt uu >  Viz významný bod u2. 
• Významné body mohou porušovat podmínku 2 přechodem na opačnou stranu 
od hlavního bodu: 00 33 <∩> td uu  Viz významný bod u3.  
 
V této situaci tedy poloha významných bodů neindikuje pouze to, že je robot 
příčně odchýlený od správné cesty, ale také indikuje směr odchylky a tedy i potřebný 
směr pro zatočení k dosažení správné polohy. Toto je shrnuto v následujícím. 
Poznatek 2: 
Porušuje-li významný bod vlevo (vpravo) na cílovém obraze podmínku 1 
v aktuálním obraze, robot potřebuje zatočit vlevo (vpravo). 
Poznatek 3: 
Porušuje-li významný bod vlevo (vpravo) na cílovém obraze podmínku 2 
v aktuálním obraze, robot potřebuje zatočit vpravo (vlevo). 
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Obrázek 7.3 Robot má správný směr, ale posunutou pozici mimo původní 
trajektorii 
3. Robot je odchýlený směrově od původní trajektorie 
Robot je odchýlený směrově od původní trajektorie o určitý úhel viz obrázek 
7.4. Stejně jako v předchozím existují tři možnosti: 
• Obě podmínky jsou splněny. Viz významný bod u1. 
• Podmínka 1 může být nesplněna. Viz významný bod u2. 22 dt uu >  
• Podmínka 2 může být nesplněna. Viz významný bod u3. 00 33 <∩> td uu  
 
Podle poznatků z předchozí sekce významný bod u2 indikuje, že by robot měl 
zatáčet vpravo, dokud bude tento významný bod na pravé straně cílového obrazu. 
Podobně významný bod u3 také indikuje, že by měl robot zatáčet vpravo, dokud je na 
levé straně. Poznatky k příčné a úhlové odchylce jsou tedy shodné. 
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Obrázek 7.4 Robot je odchýlený směrově od původní trajektorie 
 
7.2.2 Kvalitativní řídicí algoritmus 
Kombinací všech poznatků z předchozího lze získat jednoduchý řídicí 
algoritmus. Pro každý úspěšně „korespondovaný“ významný bod i porovnáme x-ové 
souřadnice bodu v aktuálním obraze (uit) se souřadnicemi korespondujícího bodu 
v cílovém obraze (uid): 
 
 
 
Tento algoritmus je graficky znázorněn na obrázku 7.5. Robot se neustále 
pohybuje vpřed a v závislosti na vztahu x-ových souřadnic párů korespondovaných 
významných bodů se buď stáčí mírně v jednom nebo druhém směru, nebo jede dál 
beze změny směru. Tento systém je v podstatě bang-bang řízení, ve kterém robot 
vždy zatáčí konstantně vlevo, konstantně vpravo, nebo jede rovně. 
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Obrázek 7.5 Rozhodovací prostor kvalitativního řízení 
 
Takto popsaný algoritmus platí jen pro jeden významný bod. Aby bylo možné 
řídit robota spolehlivě, je nutné mít k dispozici více významných bodů rozmístěných 
po obou stranách obrazu. Každý významný bod „hlasuje“ pro jednu z možností: 
"zatoč vpravo“,“zatoč vlevo“, nebo „nezatáčej“. Body, které „hlasují“ pro nezatáčej, 
jsou ignorovány. NR a NL nechť představují hodnoty počtu hlasů pro zatočení 
vpravo a vlevo. Konečné rozhodnutí pak může být provedeno na základě 
následujícího pravidla: 
• if  (NR – NL > 0), zatoč vpravo  
• else if (NL – NR > 0), zatoč vlevo  
V praxi jsou jednotlivé významné body většinou ve shodě, takže NR »NL nebo    
NL» NR. [5]  
7.3 IMPLEMENTACE NAVIGACE ZALOŽENÉ NA 
VÝZNAMNÝCH BODECH   
7.3.1 Detekce významných bodů 
Pro detekci významných bodů je využívána funkce cvExtractSURF 
z knihovny OpenCV. Tato funkce vypočte sekvenci významných bodů. Významný 
bod je uložen ve struktuře CvSURFPoint. Tato struktura obsahuje informace o 
pozici, velikosti a orientaci významného bodu. Dále obsahuje hodnotu hessian, která 
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popisuje lokální zakřivení a dle které se významný bod ohodnocuje. Při volání 
funkce cvExtractSURF je možné nastavit vstupní prahovou hodnotu. Potom jsou za 
významné body prohlášeny takové body, které mají hodnotu hessian vyšší než 
prahovou. Dále funkce vrací sekvenci příznakových vektorů. Každému 
detekovanému výnamnému bodu odpovídá potom jeden příznakový vektor. 
S ohledem na nastavení funkce cvExtractSURF obsahuje tento příznakový vektor 64 
nebo 128 prvků.  
7.3.2 Korespondence významných bodů 
Pro určení korespondence mezi dvěmi body je využita funkce flannFindPairs. 
Tato funkce ze vstupních sekvencí významných bodů a deskriptorů nalezne body, 
které si vzájemně odpovídají. Korespondence jsou určeny pomocí metod strojového 
učení. V tomto případě je použita metoda IBL – nejbližší soused. Pro rychlejší 
vyhledávání nejbližšího souseda jsou jednotlivé příznaky uloženy ve formě KD 
stromu. Dále jsou korespondované body podrobeny filtraci na základě úhlů, které 
vzájemně korespondované body svírají. Byla vytvořena funkce AnglePairsSelect, 
která vypočte medián úhlů ze všech vzájemně korespondovaných bodů. Výstupem 
jsou jen ty korespondence, jejichž úhly se neliší o více než dovolenou mez. 
7.3.3 Fáze učení 
Ve fázi učení je robot manuálně řízen danou trasou. Trasa je rozdělena do 
segmentů. Každý segment je vymezen určitým časem, přičemž při rovné jízdě je 
volen delší čas než při zatáčení. Při zatáčení se totiž snímaná scéna před robotem 
mění mnohem více než při rovné jízdě. Na začátku každého segmentu je sejmut 
referenční obraz a v něm jsou detekovány významné body. V průběhu segmentu jsou 
potom počítány korespondence významných bodů detekovaných v aktuálním a 
referenčním obrazu. Významné body v referenčním obrazu, které jsou v průběhu 
daného segmentu úspěšně korespondovány, jsou uloženy. Algoritmus fáze učení viz 
obrázek 7.6. (time – aktuální doba trvání segmentu, segTime – nastavená doba trvání 
segmentu, segmentNum – pořadové číslo segmentu, VB – významné body) 
Tato fáze byla při implementaci zapouzdřena do jedné funkce: teachTrace. 
Vstupní parametry jsou názvy souborů pro uložení sekvencí významných bodů, 
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sekvencí příznakových vektorů a pro uložení celkového počtu segmentů. Další 
parametry určují pozici zobrazovacího okna. Dále funkce komunikuje s nadřazeným 
řídicím systémem pomocí externích proměnných. Získává informaci o tom, zda robot 
zatáčí, nebo jede rovně pro nastavení doby segmentu a informaci kdy spustit a 
zastavit fázi učení. Pomocí makra SAVEIMAGE je možné nastavit ukládání 
referenčních obrazů. Potom nejsou ukládány pouze sekvence významných bodů a 
příznakových vektorů, ale i jednotlivé referenční obrazy. Ty jsou potom použity pro 
zobrazení výsledné navigace ve fázi opakování.  
 
 
Obrázek 7.6 Algoritmus fáze učení  
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7.3.4 Fáze opakování 
Ve fázi opakování robot startuje z přibližně stejné pozice jako ve fázi učení. 
V průběhu jízdy jsou snímány obrazy a v nich jsou detekovány významné body. 
Trasa je také rozdělena na segmenty. Na začátku každého segmentu jsou načteny 
referenční významné body uložené při fázi učení. Ze vzájemných pozic referenčních 
a aktuálně detekovaných významných bodů je vypočten příkaz pro zatočení robotu.  
Každý segment trvá do doby, kdy pozice korespondovaných významných bodů 
v aktuálním obrazu a referenčních významných bodů splývají. V praxi je těžké 
dosáhnout úplného splynutí a proto je zde volena prahová hodnota. Pokud průměrná 
vzdálenost mezi korespondujícími si body klesne pod tuto prahovou hodnotu, bylo 
dosaženo konce segmentu a je možné přejít na další segment. Aby uživatel mohl sám 
pohodlně měnit tuto hodnotu, je možné ji měnit pomocí posuvníku přímo v GUI 
programu. Algoritmus fáze opakování viz obrázek 7.7.(segmentNum – pořadové 
číslo segmentu, VB – významné body) 
Celá fáze učení byla při implementaci zapouzdřena do jedné funkce: 
replyTrace. Vstupní parametry jsou názvy souborů pro uložení sekvencí 
významných bodů, sekvencí příznakových vektorů a pro uložení celkového počtu 
segmentů. Dále funkce předává nadřazenému systému pomocí vstupního parametru 
proměnnou, která nese informaci o doporučeném úhlu otočení robotu. Další 
parametry určují pozici zobrazovacího okna a mód navigace. Mód navigace určuje, 
jakým způsobem je vypočteno doporučené zatočení robotu. Je možné zvolit ze dvou 
módů: ANGLE, KVALITATIV. Mód ANGLE určí doporučené zatočení jako 
průměrný úhel ze všech úhlů, které mezi sebou svírají jednotlivé korespondující si 
body. Výhodou tohoto módu je kvantitativní výstup doporučeného zatočení. Funkce 
módu KVALITATIV viz kapitola 7.3.5. Pro načtení významných bodů a jim 
odpovídajících příznakových vektorů, které byly uloženy v rámci každého segmentu 
ve fázi učení, byly vytvořeny funkce loadKeyPoints a loadDescriptors. 
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inicializace
načti referenční VB 
daného segmentu 
ze souboru
pozice 
korespondovaných 
VB jsou si rovny
ANO
výpočet 
korespondencí mezi 
VB v aktuálním 
obrazu a 
referenčními VB
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pozic 
korespondovaných 
VB urči zatočení
NE
přechod na další 
segment:
segmentNum++
 
Obrázek 7.7 Algoritmus fáze opakování 
 
7.3.5 GUI pro navigaci pomocí významných bodů 
Teach fáze 
V okně jsou nad sebou zobrazeny dva obrazy. V horním je zobrazen aktuální 
obraz. Také je zde vypsána informace o počtu sejmutých aktuálních obrazů v rámci 
jednoho segmentu (sub-segmentů). V dolním je zobrazen referenční obraz a dále je 
zde vypsáno číslo aktuálního segmentu. Příklad GUI pro teach fázi viz obrázek 7.8.  
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Obrázek 7.8 Příklad GUI pro teach fázi 
Reply fáze 
V levém okně jsou nad sebou zobrazeny dva obrazy. Nahoře je zobrazen 
referenční obraz daného segmentu a dole je zobrazen aktuální obraz. Korespondence 
bodů je naznačena propojením odpovídajících si bodů v horním – referenčním a 
dolním – aktuálním obrazu pomocí žlutých úseček.  
V pravém okně je pomocí směrové úsečky naznačeno doporučené zatočení a 
dále je zde sloupcový graf naznačující vzdálenost od dalšího segmentu. V horní části 
je vypsáno pořadové číslo aktuálního segmentu a také je zde posuvník pro nastavení 
prahové hodnoty, která určuje sílu podmínky dosažení konce segmentu. Pokud 
nastane situace, kdy je nedostatečný počet korespondencí, objeví se ve spodní části 
okna text: NOT CORRESPONDENCE. Příklad GUI pro reply fázi viz obrázek 7.9. 
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Obrázek 7.9 Příklad GUI pro reply fázi 
 
7.3.6 Základní parametry programu 
Cílem bylo navrhnout program takovým způsobem, aby byl co nejvíce 
transparentní, a zároveň poskytoval co nejjednodušší způsob změn hlavních 
parametrů, které ovlivňují vlastnosti programu. Při nastavování správné spolupráce s 
hlavním řídicím systémem robotu byl kladen důraz na jednoduchost změn parametrů, 
které tuto spolupráci ovlivňují. Dále byl kladen důraz na komfort při ladění 
samotného programu.  
Základní parametry jsou provedeny přímo ve vstupních parametrech 
jednotlivých funkcí. Další důležité parametry jsou reprezentovány pomocí maker 
v hlavičkové části.  
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Vstupní parametry funkce teachTrace: 
*file_name //jméno souboru pro uložení významných bodů 
*file_name2 //jméno souboru pro uložení příznakových vektorů 
*file_name3 //jméno souboru pro uložení celkového počtu segmentů 
xPosWindows //X-ová pozice zobrazovacího okna (implicitně 300) 
yPosWindows //Y-ová pozice zobrazovacího okna (implicitně 0) 
 
Makra ovlivňující pouze funkci teachTrace: 
SEGTIMESTRAIGHT //Čas segmentu při rovné jízdě v ms 
SEGTIMETURN  //Čas segmentu při zatáčení v ms 
TEACHTUNE  //Zapnutí zobrazování ve fázi TEACH 
 
Vstupní parametry funkce replyTrace: 
*file_name //jméno souboru pro uložení významných bodů 
*file_name2 //jméno souboru pro uložení příznakových vektorů 
*file_name3 //jméno souboru pro uložení celkového počtu segmentů 
&finalTurn /*předání doporučeného zatočení hlavnímu řídicímu 
systému*/ 
xPosWindows //X-ová pozice zobrazovacího okna (implicitně 300) 
yPosWindows //Y-ová pozice zobrazovacího okna (implicitně 0) 
 
*navigMode  /*volba navigačního módu ANGLE / KVALITATIV (implicitně 
ANGLE)*/ 
 
Makra ovlivňující pouze funkci replyTrace: 
REPLYTUNE //Zapnutí zobrazování ve fázi REPLY 
MINPAIRS /*Minimální počet úspěšně korespondovaných párů pro 
výpočet směru*/ 
TURN //Míra zatočení v kvalitativním módu 
 
Makra ovlivňující funkci teachTrace i replyTrace : 
CAM //Makro pro výběr kamery - IP / OTHER 
SOUND //Povolení zvuků (beep) 
ROBOT  /*Je-li makro ROBOT definované, spolupracuje program s   
nadřízeným systémem. Pokud není, funguje interně pro 
účely vývoje a ladění*/ 
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SAVEIMAGE /*Je-li makro SAVEIMAGE definované, ukládají se i obrazy 
segmentů*/ 
INDOR /*Je-li makro INDOR definované, je úhlová tolerance při 
filtraci korespondovaných bodů 2 stupně. 
Pokud není, je úhlová tolerance při filtraci 
korespondovaných bodů 10 stupnů. (Ve venkovním prostředí 
jsou snímané objekty dále,musí se proto zvýšit úhlovoá 
tolerance při filtraci, aby byl brán v potaz vliv 
perspektivy)*/ 
 
 
Dále program řeší chybové stavy, které mohou při jeho vykonávání nastat. 
Chybové stavy jsou ošetřeny pomocí chybového okna a ukončení běhu funkce 
s návratovou hodnotou, která identifikuje druh vzniklé chyby. 
 
Návratové hodnoty funkce teachTrace: 
0 - OK 
1 - Image load error 
 
Návratové hodnoty funkce replyTrace: 
0 - OK 
1 - Image load error 
2 - Navigation mode select error 
3 - File load error 
4 - Image size error 
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8. ZÁVĚR 
Bylo navrhnuto a prakticky prozkoumáno více možných variant přístupu. První 
návrh byl založen na detekci hran v RGB snímku, segmentaci hran na objekty a 
klasifikaci objektů (okraj cesty, překážka na cestě). Poté co byla tímto způsobem 
definována cesta, byl navržen algoritmus, který určil doporučený směr jízdy. Po 
praktickém testování však nebyl tento návrh příliš spolehlivý. Problémy při testování 
byly způsobeny především špatnou detekcí okraje (problém se spojováním 
přerušených hran, které odpovídají okraji cesty). Od tohoto návrhu bylo upuštěno. 
Další návrh spočíval v segmentaci na oblasti. Snímek zde byl zpracováván 
v HSV barevném modelu. V tomto modelu je jasová složka oddělena od ostatních 
složek. Proto použitím tohoto modelu lze získat větší necitlivost k jasovým změnám. 
Pomocí segmentace obrazu prahováním a vhodných morfologických operací lze 
získat informaci o tvaru a směru cesty. Protože robot se pohybuje v proměnném 
prostředí a každá cesta má jiný charakter, bylo nutné hodnotu prahu přizpůsobit 
proměnným podmínkám. V úvahu byly brány dvě varianty. První určovala práh 
pomocí lokálních minim histogramu. Druhá odebírala „vzorek obrazu“ těsně před 
robotem (střed spodního okraje snímku) a pomocí něj určovala práh. Druhá varianta 
se lépe osvědčila a proto je dále používáno právě této metody.  Dále byl vytvořen 
navigační algoritmus, který určil z předzpracovaného binárního obrazu doporučený 
směr jízdy. Na testovaných snímcích byl celý tento návrh relativně spolehlivý. 
V „ostrém“ provozu však selhával v situacích, kdy byl špatně rozeznatelný okraj 
cesty a při výrazných stínech na cestě. 
Dalším cílem práce bylo zefektivnit algoritmy pro analýzu obrazu tak, aby byl 
výpočet rychlejší. Jako vhodná varianta se jevilo použití OpenCV. Proto byla 
posouzena jeho vhodnost k řešení našeho problému a bylo provedeno porovnání 
s dosavadní verzí systému, vyvinutém v Matlabu. OpenCV pracuje nesrovnatelně 
rychleji a proto je zde jeho použití vhodné. Dále tedy bylo OpenCV teoreticky a 
prakticky prostudováno. Zároveň tímto byla otevřena cesta pro použití složitějších 
algoritmů.  
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Poté byl původní navigační systém napsaný v Matlabu přepsán a zdokonalen 
pomocí OpenCV. Oproti předchozí verzi má mnoho vylepšení a více možností 
nastavení jeho činnosti. Samozřejmě také pracuje mnohem rychleji. Protože 
nadřazený výpočetní systém robotu je napsán v jazyce C, bylo do něj možno 
použitím OpenCV přímo integrovat tento vizuální navigační subsystém.  
Protože dosavadní systém je při nevhodných vnějších podmínkách nestabilní, 
byla hledána metoda, která by i v situacích špatně rozeznatelného okraje cesty a 
výrazných stínech byla spolehlivá. Zvolena byla metoda navigace pomocí 
významných bodů v obrazu. Další fáze tedy spočívala v teoretickém a praktickém 
prostudování problematiky detekce a korespondence významných bodů. Pomocí 
získaných znalostí byl nakonec navržen systém, který zajišťuje robustní navigaci 
robotu. Spočívá ve dvou fázích: učení a opakování. Ve fázi učení je nutné robot 
manuálně řídit požadovanou trasou. Je vhodné při řízení použít takové řídicí příkazy, 
které robot může v automatickém režimu navigace, zprostředkovaném hlavním 
řídicím systémem, zopakovat. Ve fázi opakování robot startuje ze stejné či podobné 
pozice, jako ve fázi učení a opakuje původní trasu rozčleněnou při učení do 
jednotlivých segmentů. Protože ve venkovním prostředí je většinou dostatek 
významných bodů ve snímaném obrazu, je systém v tomto ohledu velmi stabilní. 
Důležitý předpoklad pro správnou funkci tohoto systému je správná koordinace 
„zatáčecích příkazů“ s hlavním řídicím systémem robotu. Podstatné je také správné 
nastavení podmínky přechodu na následující segment trasy. Pro tyto potřeby bylo 
vytvořeno GUI, které znázorňuje průběh obou fází. Celý program byl napsán tak, aby 
byl co nejvíce transparentní, a zároveň poskytoval co nejjednodušší způsob změn 
hlavních parametrů, které ovlivňují vlastnosti programu. 
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