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3. Title:	“On	Backwardness	and	Fair	Access	to	Higher	Education	in	India:	Some	 	 	
Results	from	NSS	55th	Round	Surveys	1999-2000”	
	
The	first	result	of	the	boosted	query	set,	“Is	caste	destiny?	Occupational	diversification	
among	Dalits	in	rural	India”	is	a	relevant	hit;	at	least,	it	is	arguably	the	most	relevant	
document	in	the	RePEc	test	corpus.	This	document	ranks	seventh	in	the	TF-IDF	baseline	
results,	suggesting	that	the	boost	had	a	significant	positive	impact	on	relevance	in	this	
query.	The	relevance	of	the	results	ranked	second	and	third	respectively	in	both	sets	of	hits	
is	subjective,	although	it	is	interesting	to	note	that	the	hits	ranked	second	and	third	in	the	
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boosted	result	set	do	not	appear	at	all	in	the	top	ten	results	of	the	TF-IDF	baseline	result	
set,	perhaps	being	offset	by	other,	less	relevant	results.	
Query	Expansion	
	 Another	ESA-derived	method	for	augmenting	TF-IDF	comes	in	the	form	of	query	
expansion	–	that	is,	incorporating	the	concepts	tagged	on	the	text	of	the	query	into	the	
query	itself.	This	presents	a	number	of	challenges,	not	the	least	of	which	is	to	define	the	
best	way	to	appropriately	assign	weight	to	each	concept	and	to	prune	the	set	of	concepts	
used	in	the	query	to	provide	the	most	precise	results.	This	requires	removing	terms	that	
too	aggressively	expand	the	query	causing	irrelevant,	“noisy”	results	to	be	returned,	while	
at	the	same	time	expanding	the	query	to	the	degree	that	the	concepts	included	in	the	
expanded	query	do,	in	fact,	cause	the	result	set	to	include	relevant	documents	that	would	
otherwise	be	missed	by	the	same	query	without	expansion.11	What	follows	is	a	brief,	
qualitative	evaluation	of	several	examples	of	ESA-based	query	expansion	on	the	RePEc	test	
corpus.	
	 It	was	challenging	to	find	examples	of	query	expansion	that	demonstrated	higher	
precision	than	the	baseline	TF-IDF	search;	in	the	test	document	corpus,	the	best	results	of	
query	expansion	perform	with	similar	results	to	TF-IDF.	Searches	for	terms	such	as	
Indonesia	aquaculture	and	regional	minimum	wage	variation	produce	very	similar	top	
document	results,	as	do	a	number	of	other	test	queries.	It	is	difficult	for	a	non-expert	
experimenter	to	determine	which	of	the	top	hits	are	actually	more	relevant	to	the	sample	
queries	in	these	and	similar	examples.	
																																																								
11	Gabrilovich	and	Markovitch	(2011)	experimented	with	a	number	of	machine	learning	techniques	for	doing	
exactly	this.	In	ES-ESA,	these	techniques	are	not	yet	implemented,	but	in	future	work	it	would	be	an	
interesting	and	important	improvement	to	the	system	to	incorporate	some	of	these	methods	
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It	is	easier,	in	fact,	to	find	negative	examples,	where	the	“noise”	introduced	by	the	
query	expansion	has	a	detrimental	effect.	Consider	the	top	search	hit	for	the	terms	
competition	analysis	tools	when	executed	using	baseline	TF-IDF:	
Query:	
	
	
1. Title:	“Empirical	Tools	and	Competition	Analysis:	Past	Progress	and	Current	
Problems”	
	
Compare	this	result,	which	seems	highly	relevant,	to	the	top	search	hit	returned	from	an	
expanded	query:	
	
1. Title:	“Approaching	Retargetable	Static,	Dynamic,	and	Hybrid	Executable-Code	
Analysis”	
	
The	TF-IDF	result	is	arguably	much	better	in	this	example.	The	reason	for	the	poor	
performance	of	the	expanded	query	is	that	a	match	for	the	terms	analysis	and	tools	
introduce	Wikipedia	concept	#28811	(“Static	program	analysis”),	which	in	turn	brings	in	
search	hits	related	to	the	analysis	of	computer	code	–	probably	not	the	hypothetical	user’s	
intention	in	a	query	related	to	competition	analysis.	The	“Static	program	analysis”	concept	
was	assigned	to	the	query	text	correctly,	using	the	Wikipedia	body	of	concepts	and	the	ESA	
algorithm,	but	with	respect	to	the	information	need	underlying	the	query,	this	is	
“semantically”	incorrect.	
It	is	worth	noting	that	Gabrilovich	and	Markovitch	(2011)	identified	this	problem	
and	offered	a	number	of	solutions	using	machine	learning	techniques	to	improve	the	
quality	of	the	concepts	assigned	to	the	query.	In	particular,	one	method	that	was	shown	to	
/search?q=competition%20analysis%20tools&debug 
/search?q=competition%20analysis%20tools&expand&debug 
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be	effective	in	improving	precision	in	their	system	was	to	calibrate	or	“tune”	the	queries	to	
the	corpus	text.	They	presented	this	solution	in	what	they	called	the	MORAG	system	(2011,	
p.	24).	An	interesting	avenue	for	future	development	on	ES-ESA	would	be	to	extend	it	to	
support	MORAG-tuned	queries	(for	more	information	on	MORAG,	see	Gabrilovich	and	
Markovitch	2011,	pp.	24-35).	
Boosted	Query	Expansion	
In	light	of	the	results	of	query	expansion	and	boosting	described	in	the	preceding	
two	sections,	it	is	worthwhile	now	to	revisit	the	term	query	minnow	schooling	initially	
presented	in	the	TF-IDF	section.	This	query	performed	poorly	when	run	as	a	TF-IDF	query,	
at	least	in	part	because	the	term	minnow	is	not	present	in	any	document	in	the	test	corpus.	
Although	this	fact	does	suggest	that	perhaps	there	are	few	documents	in	the	corpus	that	
are	directly	relevant	to	the	query,	it	should	be	possible	to	return	documents	“more	
relevant”	to	the	semantic	context	of	the	query,	perhaps	related	to	an	animal	behavioral	
pattern	to	avoid	predators,	rather	than	about	“schooling”	in	the	educational	sense,	which	is	
what	all	of	the	articles	returned	by	the	TF-IDF	query	were	about.	Consider	the	top	two	hits	
when	running	the	same	query,	minnow	schooling,	but	this	time	expanding	the	query	to	
include	a	search	for	its	ESA	concepts:	
Query:		
	
Results:	
1. Title:	“Benefits	of	kin	shoaling	in	a	cichlid	fish:	familiar	and	related	juveniles	
show	better	growth”	
2. Title:	“The	effect	of	temporally	variable	environmental	stimuli	and	group	size	on	
emergence	behavior”	
	
/search?q=minnow%20schooling&boost&expand&debug 
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The	top	two	results	shown	above	are	new,	and	ranked	at	the	top	of	the	results	list	
(subsequent	hits	in	the	results	list	are	the	same	as	under	the	TF-IDF	section).	What	is	
interesting	to	note	about	these	new	top	results	is	that,	because	boosting	is	introduced	along	
with	query	expansion,	two	contextually	relevant	articles	are	introduced	into	the	result	set	
via	the	concept	#548423	(“Common	minnow”)	and	then	boosted	by	the	ESA-derived	
boosting	algorithm,	which	raises	them	to	the	top.	This	seems	to	suggest	that	some	
combination	of	query	expansion	and	ESA-based	boosting	has	potential	to	improve	
precision	and	recall.	If	properly	calibrated	to	the	corpus	as	shown	by	Gabrilovich	and	
Markovitch	(2011),	it	is	possible	the	results	could	be	further	improved.	
Evaluation	and	Further	Work	
	 ES-ESA,	in	its	current	implementation,	provides	a	starting	point	for	researchers	and	
developers	to	experiment	with	and	compare	various	ESA-derived	semantic	search	
methodologies.	The	previous	examples	illustrate	the	potential,	through	qualitative	
evaluation	of	sample	search	queries	on	an	arbitrary	corpus,	for	advances	as	well	as	some	of	
the	drawbacks	of	these	methods.	The	ES-ESA	codebase	provides	a	first	stepping	stone	for	
developers	to	expand	on	and	experiment	with	some	of	these	topics	on	their	own,	while	
delegating	the	implementation	of	the	underlying	algorithms	themselves	to	commonly	used,	
stable,	and	open-source	software	frameworks.	
	 Qualitative	analysis	of	these	methods	on	arbitrary	data	with	arbitrarily	chosen	
queries	is	only	the	very	first,	preliminary	step	–	it	is	a	superficial	analysis,	and	is	not	
sufficient	for	proving	the	superiority	of	any	one	search	method	over	another,	or	advancing	
the	state-of-the-art	for	semantic	search.	In	future	work	on	ES-ESA,	it	would	be	useful	to	do	
an	empirical	assessment	of	relevance	quality	using	the	same	search	systems	discussed	in	
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this	work,	perhaps	utilizing	a	measurement	also	used	in	industry	for	evaluating	search	
relevance,	such	as	Discounted	Cumulative	Gain	(see	Jarvelin	and	Kekalainen,	2002).	In	
addition	to	doing	empirical	evaluation,	the	system	could	be	evaluated	more	extensively	in	
an	end-user	study.	Ideally,	this	evaluation	would	solicit	feedback	from	subject-matter	
specialists	using	ES-ESA	to	query	a	corpus	of	documents	in	their	particular	domain	of	
expertise,	and	then	provide	feedback	on	which	search	method	returned	the	most	relevant	
results.	
In	combination,	these	two	evaluation	techniques	would	be	highly	informative	as	to	
the	effectiveness	and	further	development	of	ES-ESA	in	particular	and	semantic	search	
methodologies	in	general.	It	is	my	hope	that	ES-ESA	system	may	show	promise	and	utility	
when	released	in	the	open-source	community.	
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