The bootstrap method has become a widely used tool applied in diverse areas where results based on asymptotic theory are scarce. It can be applied for example for assessing the variance of a statistic, a quantile of interest or for significance testing by resampling from the null hypothesis. Recently some approaches have been proposed in the biometrical field where hypothesis testing or model selection is performed on a bootstrap sample as if it were the original sample. P -values computed from bootstrap samples have been used for example in the statistics and bioinformatics literature for ranking genes with respect to their differential expression, for estimating the variability of p-values and for model stability investigations. Procedures which make use of bootstrapped information criteria are often applied in the model stability investigations and model averaging approaches as well as when estimating the error of model selection procedures which involve tuning parameters. From the literature, however, there is evidence that p-values and model selection criteria evaluated on bootstrap data sets do not adequately represent what would be obtained on the original data or new data drawn from the overall population. We explain the reasons for this and, through the use of a real data set and simulations, we assess the practical impact on procedures relevant to biometrical applications in cases where it has not yet been studied. Moreover, we investigate the behaviour of subsampling (i.e., drawing from a data set without replacement) as a potential alternative solution to the bootstrap for these procedures.
Introduction
The bootstrap, introduced by Efron (1979) , consists of generating a huge number of pseudosamples from the original data set of interest. In the case of the nonparametric bootstrap (considered in this paper) a pseudo-sample is generated by randomly drawing observations with replacement from the original data. One then typically performs statistical analyses on each bootstrap sample, for instance the computation of an estimator of interest, yielding so-called bootstrapped estimates. Such procedures are becoming more and more widely used, as indicated by the now large number of reference textbooks on the subject (Chernick; 2011; Manly; 2006; Good; 2005; Davison; 1997) . Bootstrapped estimates can be used to derive for example the variance of this estimator, a quantile of interest or a confidence interval (Davison; 1997) .
In this paper we are interested in the case where a p-value of a standard statistical test (such as, e.g., the Z-test or the likelihood ratio test) takes the role of the estimator which is being bootstrapped. More precisely, we mean p-values that result from statistical tests performed using a bootstrap sample as the data set as if it were the original data set, ignoring that it has actually been drawn with replacement from another sample. For example, a popular bootstrap-based method often applied in biometrical applications investigates the stability of stepwise model selection procedures. This procedure makes use of the bootstrap to generate pseudo-samples, and model selection is performed on each bootstrap sample, where p-values of the likelihood ratio test are used to decide on the inclusion of variables in the model (Chen and George; 1985; Altman and Andersen; Sauerbrei and Schumacher; .
More concisely, the problem we are addressing in this paper is that p-values computed from bootstrap samples are not valid and cannot be interpreted as p-values: when performing tests on bootstrap samples as if they were realizations from the true unknown distribution, the type I error is increased. This problem has already been reported in the literature for the special case of the likelihood ratio test (Bollen and Stine; and the χ 2 -test (Strobl et al.; and its consequences for the above mentioned model stability investigations have also been very recently investigated (Rospleszcz et al.; De Bin et al.; .
It is important to note that although we are interested in a problem also related to bootstrapping and testing, this problem is fundamentally different from obtaining p-values by the so-called bootstrap tests (Efron and Tibshirani; . Bootstrap tests are an alternative to inference based on parametric assumptions when these assumptions are questionable or when such a method simply does not exist. A bootstrap test works roughly as follows: the estimator of interest is computed from a large number of bootstrap samples and the resulting empirical distribution is in some way compared to the null hypothesis. For example, if the null hypothesis states that the parameter of interest equals a certain value, one might look whether this value is within the confidence interval derived from the bootstrap estimates. Bootstrap tests as well as their pitfalls and some potential solutions have been extensively discussed in the literature in recent decades; see Efron and Tibshirani (1994) for an overview. It is important to note that in this paper we are never referring to p-values obtained by such bootstrap tests when we speak of bootstrapped p-values. Instead we are referring to the p-values that are obtained from performing any statistical test (such as, e.g., the Z-test or the likelihood ratio test) using a bootstrap sample as the data set as if it were the original, as outlined in the previous paragraph and which is a completely different approach.
Bootstrapped p-values have been far less investigated than the bootstrap tests outlined in the previous paragraph. However, procedures based on bootstrapped p-values are not uncommon in the literature, especially in biometrical applications. Besides the example of stability investigations for stepwise model selection procedures mentioned above, p-values computed from bootstrap samples have been used in the statistics and bioinformatics literature for ranking genes with respect to their differential expression (Mukherjee et al.; , for estimating the variability of p-values which one would observe when repeating an experiment multiple times (Boos and Stefanski; 2011) or, in a completely different context, for deciding which variable should be selected for splitting in the recursive partitioning algorithm "random forest", which consists of building decision trees from bootstrap samples (Strobl et al.; .
Similar considerations apply to information criteria like the AIC or BIC. Bootstrapped information criteria are used for example in model stability investigations -as mentioned in the previous paragraph -as well as for model averaging approaches, in which model weights are derived based on bootstrapped AICs (Buckland et al.; 1997; Burnham and Anderson; 2002) . Moreover, this issue becomes relevant when estimating the error of model selection procedures which involve tuning parameters. When computed on bootstrap samples, it has been shown that bootstrapped information criteria deviate from information criteria that are computed based on the original sample.
In the context of graphical models (Steck and Jaakkola; and model averaging procedures (Wagenmakers et al.; this deviation has been shown to lead to a preference for models which are too complex. This issue may also be relevant when using the bootstrap, as an alternative to, say, cross-validation, for estimating the error of a prediction modeling strategy. For a large number of bootstrap samples drawn from the original data set, a prediction model is fit to the bootstrap sample using the considered strategy and is then used to make predictions for the observations which were not included in this bootstrap sample and are thus considered test data. This yields an estimate for the prediction error of the model and the estimates from all bootstrap samples are averaged. Binder and Schumacher (2008) showed that the resulting error estimate is biased in the case where the prediction modeling strategy involves a parameter tuning step based on internal cross-validation. However, as we will show in this paper problems may also occur if the prediction modeling strategy involves a parameter tuning step based on an information criterion like the AIC.
In all these applications it is essential that quantities such as p-values or model selection criteria evaluated on bootstrap samples adequately represent what would be obtained on the original data or new data drawn from the overall population. Several articles, as previously outlined, suggest that this might often not be the case. However, the papers investigating the problems arising from bootstrapping p-values or information criteria are spread over a wide range of very heterogeneous journals which are not often read by biometricians and are to our knowledge not discussed in textbooks. Moreover, they handle very specific cases and a simple general theory to explain the problem is lacking. Further, the practical consequences for biomedical applications are to date largely unknown. The present paper addresses these problems. Its contribution is fourfold: collecting and summarizing empirical and theoretical evidence for this problem from various parts of the literature, providing a new simple theoretical insight into the problem, assessing its practical impact on procedures relevant to biometrical applications in cases where it has not yet been studied, and investigating the behaviour of subsampling (i.e., drawing from a data set without replacement) as a potential alternative solution to the bootstrap.
This paper is structured as follows. In Section 2 we introduce the data set that is used throughout the paper for the investigation of three bootstrap-based procedures. Section 3 both summarizes evidence from the literature and provides new theoretical insight into the problem of bootstrapping p-values and information criteria. This section also briefly describes the subsampling method which we investigate as a possible alternative to the bootstrap. Using the real data example as well as simulated data, Section 4 addresses practical consequences, and includes comparisons to subsampling. A summary and an outlook are given in Section 5.
Data
For our investigations we consider data from the 2007-2008 cycle of the National Health and Nutrition Examination Survey (NHANES) (National Center for Health Statistics; 2012) which is maintained by the Centers for Disease Control and Prevention. NHANES is designed as a series of cross-sectional surveys conducted in the US population. The data are freely available from the institution's homepage or from the Interuniversity Consortium for Political and Social Research.
The considered data set comprises a total of n = 1914 subjects. For our investigations, we use the level of high-sensitive C-reactive protein (CRP) as the response. The CRP is a plasma protein involved in the acute phase response during inflammatory states (Black et al.; . We included 28 variables in our studies potentially related to the CRP level. A detailed description of these variables is given in the appendix.
Often of interest in studies which include many potentially important variables is which of the variables show evidence for an association with the response. due to computational effort it is not practicable to consider all. Though one usually considers models that include more than one covariate, for ease of illustration in this paper we narrow it down to the 28 models each arising from the inclusion of exactly one of the covariates and investigate which of the models provides the best fit according to the AIC and bootstrapped AIC.
The final examined issue concerns the selection and evaluation of an appropriate model. Here we focus on the special case in which the model selection strategy involves a model selection component that is chosen through an information criterion. A common approach is to use a bootstrap sample for model selection and to use the observations that are not part of the bootstrap sample for model evaluation. We apply the model selection strategy on the complete NHANES data to find an appropriate boosting model and then compare the results to those that are obtained when we apply the model selection strategy to a bootstrap sample, a common strategy to assess the accuracy of the chosen model.
Methods
In this section we summarize evidence from the literature and provide new theoretical insight into the problem of tests performed on bootstrap samples (Section 3.1), including the related issue of information criteria -such as the AIC -computed from bootstrap samples (Section 3.2). We also briefly describe the subsampling method investigated in this paper as a possible alternative to the bootstrap (Section 3.3).
Bootstrapping p-values

Z-test
Let x = (x 1 , . . . , x n ) be realizations drawn from N (µ, σ 2 ) and letF denote the corresponding empirical distribution. The test statistic for testing the null hypothesis H 0 : µ = µ 0 against the alternative hypothesis H 1 : µ = µ 0 is given by Z = √ n(x − µ 0 )/σ, withx denoting the sample mean. Then Z follows a normal distribution with E(Z) = √ n(µ − µ 0 )/σ and Var(Z) = 1.
Now let x * = (x * 1 , . . . , x * n ) denote the realizations of a bootstrap sample that was drawn from F with replacement. The bootstrapped test statistic from a Z-test with hypotheses H 0 : µ = µ 0 and H 1 : µ = µ 0 is defined as
x * i and known σ. Z * does not follow the same distribution as Z, as stated in Theorem 1.
Theorem 1
Let the bootstrapped statistic for a Z-test with H 0 : µ = µ 0 and H 1 : µ = µ 0 be defined as in Eq.
(1). The expectation of this bootstrapped Z-test statistic Z * is E(Z * ) = E(Z), while the variance of Z * is Var(Z * ) = 2.
Proof
We derive
The variance of Z * can be split into two parts,
The first term reduces to
Var(E(Z * |F )) = Var(Z|F ) = 1.
As far as the second term in (2) is concerned, the basic assumption underlying bootstrap estimation of the variance, which can be easily shown in the present simple case (Davison; 1997) 
Var(Z * |F ) approximates Var(Z). Using this result one obtains for the second term
Summing (3) and (4) 
The test statistic T asymptotically follows a non-central χ 2 -distribution with df degrees of freedom, which is calculated as the difference in degrees of freedom of the two models, and with noncentrality parameter κ. The asymptotic expectation of the test statistic is given by AE(T ) = df +κ and the asymptotic variance is AVar(T ) = 2df + 4κ. Under the null hypothesis which states that the submodel is true, the non-centrality parameter is zero and thus T asymptotically follows a central χ 2 (df )-distribution and has asymptotic expectation AE(T ) = df and asymptotic variance AVar(T ) = 2df . Bollen and Stine (1992) gave an approximation for the asymptotic expectation of the test statistic T * that is derived from the bootstrap sample x * . They report it as being twice as large as the asymptotic expectation of T in the original sample. They also report the asymptotic variance of T * to be larger than the asymptotic variance of T . These theoretical results are in line with our empirical results from a simulation study for which we used a very large sample size of n = 100000. For this study, we draw predictor values which indicates that the number of observations was chosen large enough. It is remarkable that the distribution of T * so noticeably deviates from the χ 2 -distribution. It has a much higher variability, so the probability mass in the tail is larger than that of T . To quantify the discrepancy between the empirical distributions of T and T * we compute the empirical expectation (sample mean) and empirical variance of T and T * . While the empirical expected value of T is, at 0.9977, very close to the true asymptotic expectation of 1, the empirical value of T * is 2.0005 and is thus approximately twice as large, as predicted by the approximation provided by Bollen and Stine (1992) . The empirical variance of T is, at 1.9819, also close to the theoretical approximate variance of 2. The variance of T * in contrast is, with a value of 8.0140, higher by a factor of 4.
From these results it is obvious that the type I error is increased when performing a LR test on bootstrap samples using the critical values from a χ 2 -distribution.
Bootstrapping Information Criteria for Model Building
Information criteria are often used for the comparison of non-nested models. These measures compare models based on their goodness-of-fit to the data while penalizing the complexity of the model (see also Burnham and Anderson; 2002 ). Akaike's information criterion (AIC) is a widely used measure for model selection. It is defined as
where L denotes the likelihood and p denotes the number of parameters included in the model. It has been shown that minimizing the AIC is approximately equivalent to minimizing the expected Kullback-Leibler distance between the true and the estimated density (Akaike; 1973) .
The bootstrapped AIC is given by
with L * denoting the likelihood computed for a model that was fit on a bootstrap sample. To prove that this bootstrapped AIC is not a good approximation of the AIC defined in (6), we will compare two nested models using the AIC, with the models differing in the inclusion of only one parameter (similar considerations can be made in the case of nested models differing by the inclusion of more than one parameter). If AIC 1 denotes the AIC of the unrestricted model that includes p parameters and AIC 0 denotes the AIC of the submodel that includes p − 1 parameters, then the LRT on one degree of freedom can be expressed in terms of AIC 0 and AIC 1 as follows (cf. Chapter 6.9.3 in Burnham and Anderson; 2002) :
From Eq. (8) we see that if both models fit the data equally well according to the AIC (i.e., AIC 0 = AIC 1 ), we have LRT = 2. Further, the unrestricted model is chosen over the submodel if its AIC is smaller, corresponding to AIC 0 − AIC 1 > 0 and, according to Eq. (8), LRT > 2.
In contrast, the submodel is chosen if AIC 0 − AIC 1 < 0, corresponding to LRT < 2. These considerations show that in the case of two nested models one can also use the value of the LRT to decide which of the models is better in terms of the AIC; values for the LRT below 2 indicate the superiority of the submodel, values above 2 indicate that the unrestricted model is better, and both models are considered equally good if the LRT takes the value 2. As shown in 3.1.2, bootstrapped LR test statistics systematically deviate from LR test statistics derived from the original data. Due to the correspondence between the LRT and the AIC in the specific setting of nested models it follows that bootstrapped information criteria like the AIC are thus not valid either. These considerations were also made by Wagenmakers et al. (2004) . In the context of graphical models, Steck and Jaakkola (2003) proved that bootstrapped information criteria systematically deviate from information criteria derived from original samples.
Subsampling as an Alternative to the Bootstrap
The subsampling procedure, also known as delete-d jackknife (Wu; 1986) , is closely related to the bootstrap, but in contrast to the bootstrap a subsample is created by drawing m observations, with m < n, without replacement from the original sample. The optimal choice of the parameter m is delicate and is not treated here (see, e.g., Davison et al.; Bickel and Sakov; 2005) .
In our studies we chose m as the value 0.632n, which corresponds to the expected number of unique observations in a bootstrap sample, in order to have on average the same number of unique observations in subsamples and bootstrap samples. The subsampling technique has been investigated in the literature and also contrasted to the bootstrap (Shao and Wu; 1999; Hartigan; 1969) . It shows asymptotic consistency in cases where the bootstrap fails Chernick; 2011) . In particular the type I error is not increased for test statistics computed on subsamples. For this reason Strobl et al. (2007) recommended using subsampling instead of bootstrapping in the random forest algorithm.
Results
Bootstrapping p-values
In the following the aim is to investigate the strength of the association between each of the 28 covariates and the response (i.e., the level of high-sensitive C-reactive protein). For this purpose we apply a univariate test for each covariate and use the p-value as a measure for the strength of association.
We obtained From the p-values computed based on the original NHANES sample, we have observed strong evidence for associations between the CRP level and many of the covariates; however, it is also interesting to investigate the results for a data set with less evidence for associations. Thus we repeated the calculations using modified versions of the NHANES data in the extreme case of no associations between the covariates and the response. To obtain such modified versions of the NHANES data we randomly permuted the response variable to break the association between all of the 28 covariates and the response. This was repeated 1000 times to obtain a total of 1000 data sets in which no associations are present between the covariates and the response.
For the sake of clarity we show the results only for the first 10 modified NHANES data sets (right panel in Figure 2 ). Note that since we have 10 data sets, now 10 × 28 points are plotted. On average 14.7 of the 28 covariates were significantly associated with the CRP level in subsamples compared to 17 significant associations in the original sample (see also the left panel of Figure 5 ).
In the case where no associations exist -the NHANES data with permuted response -a comparable number of significant findings can be observed in subsamples and in the 1000 original samples: there were on average 1.40 significant associations in subsamples compared to 1.36 significant findings in the 1000 original samples. This is in line with the fact that tests performed on subsamples -in contrast to tests performed on bootstrap samples -do not have an increased type I error (see, e.g, 2011) . Accordingly, p-values derived on subsamples may be used for testing a specific hypothesis.
Here we have seen that bootstrapped p-values systematically deviate from those that are obtained for the original sample. In the next section we investigate the consequences when using bootstrapped p-values for ranking variables. Such an approach has been proposed by Mukherjee et al. (2003) for ranking genes with respect to their differential expression.
Bootstrapped p-values for Variable Ranking
Previous studies by Bollen and Stine (1992) and Rospleszcz et al. (2014) showed that the discrepancy in bootstrapped p-values obtained from a LR test is more pronounced for categorical predictor variables with many categories. More precisely, the increase in type I error in the LR test has been shown to depend on the degrees of freedom of the test. Since a categorical predictor with m categories is represented by m−1 dummy variables, a LR test that tests for the significance between this predictor and the CRP level has m − 1 degrees of freedom. A metric variable in contrast is represented by one parameter and the corresponding LR test has one degree of freedom.
Accordingly, when computing p-values based on bootstrap samples, the p-values are more greatly underestimated for categorical predictors with many categories. A similar mechanism has been observed by Strobl et al. (2007) in the context of the χ 2 -test. This issue and its consequences for model building procedures and the random forest method have been extensively investigated by Rospleszcz et al. (2014) and Strobl et al. (2007) , respectively. Here we show that this issue also impacts the results obtained for a variable ranking approach that was proposed by Mukherjee et al. (2003) in the context of gene expression studies. This approach consists of computing the p-values for a large number of bootstrap samples, obtaining the median p-value for all considered genes, and sorting the genes by the median p-value. In the following we apply this approach to the NHANES data to obtain a ranking of the 28 considered variables. On the whole, the rankings are similar for the unmodified NHANES data, especially among those variables with strong evidence for association. However, close inspection reveals some differences between the rankings based on the original sample and those based on bootstrap samples.
More precisely, we observed the phenomenon -described in Rospleszcz et al. (2014) -that categorical predictors with many categories obtain systematically smaller bootstrapped p-values than metric predictors or categorical predictors with fewer categories. In our variable ranking this can be seen from the fact that variables with many categories gain ranking positions closer to the top when ranked by the median bootstrapped p-value. Table 2 In contrast, when using subsamples there are only minor differences in the ranking, with seemingly no effect of a variable's scale on its ranking position. This is also in line with the results presented in Rospleszcz et al. (2014) who investigated the use of subsampling as an alternative to bootstrap for a model building procedure.
The observed mechanisms are even more extreme for the modified NHANES data sets where the response variable had been permuted (see Table A2 , which shows the result for the first modified data set). For the modified data sets there are very large differences in the variable ranking -with variables with many categories ranked at top positions and binary or metric variables at much To conclude, our studies show that, though resampling procedures might be promising methods for obtaining stable variable ranking lists, bootstrapped p-values should not be compared with significance thresholds for making decisions on the significance of variables. In particular, care needs to be taken when the interest lies in ranking variables of different scales, which often occurs in epidemiological studies. An example of further relevance is gene ranking when single nucleotide polymorphisms are considered, which for some genes are represented by a categorical variable with three categories but for others only two categories. Moreover associations between genes and a phenotype are usually weak or non-existent, which is expected to be especially problematic as suggested by our results. Thus in settings including categorical predictors bootstrapped p-values should not be applied for obtaining ranking lists.
Subsampling may be a reasonable alternative to the bootstrap for variable ranking: in our studies there were only minor differences between the ranking lists -as determined by sorting variables by p-value -obtained from the original sample and from subsamples. This might indicate that in the considered NHANES data set there are not many influential points that have a large impact on the results, but more research is needed on this topic. We conclude from these results that subsampling should be preferred over bootstrapping for obtaining variable rankings if variables are of different scales. We have to note, however, that in settings with very small sample sizes -for which the ranking approach was originally proposed (Mukherjee et al.; subsampling from a data set that consists of only a few observations may not be advisable.
Bootstrapped p-values for Assessing the Variability of p-values
In Section 4.1 we saw that bootstrapped p-values systematically deviate from p-values from the original data and lead to more significant findings than are supported by the data. The bias in bootstrapped p-values is likely to have impact on other measures that are computed using the variance of p-values, or preferably the variance of -log 10 (p-value) (Boos and Stefanski; 2011) .
The question arises of whether the variance of bootstrapped p-values can be used to approximate the variability of p-values that would be observed if we repeatedly performed the same experiment.
To investigate this issue we performed simulation studies, which allow us to draw multiple times from the true distribution F .
In the first part of our simulation studies we independently drew n = 1000 observations from N (0, 1) and tested H 0 : µ = 0 versus H 1 : µ = 0. One bootstrap sample was generated by drawing from this data with replacement. A Z-test (as described in Section 3.1.1) was performed separately , from the median bootstrapped p-value ("Bootstrap rank"), and from the median p-value from subsamples ("Subsample rank"). The difference to the "Original rank" is given in brackets for each variable. The parameter m denotes the number of levels of a categorical predictor variable.
for the original sample and the bootstrap sample. This process was repeated 5000 times. The same analysis was done for the case where the n observations came from N (0.08, 1).
In the second part of our simulation studies p metric predictor variables x i1 , . . . , x ip were independently drawn for i = 1, . . . , 1000 from a multivariate normal distribution with expected value µ = (0, . . . , 0) ∈ R p and variance I p , corresponding to the identity matrix of dimension p.
The response variable Y i was generated according to the linear regression model
with i ∼ N (0, 1). The global null hypothesis H 0 : β 1 = β 2 = . . . = β p = 0 states that none of the p predictors is associated with the response, and the alternative hypothesis is that at least one of the coefficients is associated, that is H 1 : β j = 0 for at least one j ∈ {1, . . . , p}. The corresponding LR test compares the likelihood of the submodel L 0 which contains only the intercept, to the likelihood L 1 of the model which contains all predictor variables. If the null hypothesis is true the LR test statistic (5) follows a central χ 2 -distribution with p degrees of freedom. In our simulations all beta coefficients were set to the value zero (i.e., the null hypothesis is true). As before, p-values were derived from 5000 original samples and from 5000 bootstrap samples. An additional analysis was performed in which the alternative hypothesis is true. For this simulation all beta coefficients were set to 0.02. 
Bootstrapping Information Criteria
In Section 4.1 we computed p-values to assess the strength of association between CRP level and each of the 28 covariates. For this purpose we fit one model to each of the covariates and tested if including the covariate significantly improves the model fit compared to the intercept model. Now we are interested in the goodness-of-fit of the 28 models and especially in the question of which models provide the best fit. Since parameters are of different scale, one cannot directly compare the likelihood of the models. In such cases information criteria like the AIC are often used. We derived AIC values for models fit on the original NHANES sample as well as for models fit on bootstrap samples. The left panel of Figure 9 shows the ranking of models by AIC value obtained for the original sample. Bootstrapped AIC values were computed for B = 10000 bootstrap samples and an average AIC value was computed. The right panel of Figure 9 shows the ranking by this average bootstrapped AIC. While the top and the bottom of the ranking lists are nearly identical, a number of differences can be observed in the middle: the model which includes k = 5 parameters coding marital status is ranked at the 12th position based on the original NHANES sample, while based on bootstrap samples it is ranked 9th. Conversely, the model which includes the variable sex (k = 1) was ranked 9th based on the original sample but only 12th when AICs were derived from bootstrap samples. Considerable differences in the ranking position can also be observed for the model which includes educational background (k = 4). For the original sample this model was ranked only 22nd, while for bootstrap samples it is ranked 17th. Overall, when looking at both rankings, one can see that models which include more parameters seem to obtain higher rankings when ranked by bootstrapped AICs. This applies for the models based on the covariates wakeUp, sleepTrouble, marital status, depression, education, or country of birth. Models which include only one parameter (in addition to the intercept) have lower rankings for bootstrapped AICs (for covariates: sex, acuteIllness, 100cig, chronicBronchitis, age, alcohol, heartFailure, BPsys, heavyDrinker). There are only two exceptions where it is reverse (cholesterol and race). These results strongly suggest that there is a preferential selection of more complex models -i.e., those that include more parameters -when using bootstrapped AICs. Indeed there are some characteristic changes in the ordering of the models according to the average AIC obtained from subsamples. But in contrast to the bootstrap, it seems as if more complex models (in terms of included parameters) are rather disfavored (see also Table A3 in the appendix). This can be explained as follows: From the definition of the AIC in Eq. (6) we can see that the AIC is dominated by the penalty term 2p (which penalizes the complexity of the model) if the first term −2log(L) is small, or equivalently, if the likelihood is large. Conversely, the AIC is dominated by the first term, −2log(L) (which is a measure of the model fit to the data), if the likelihood is small. The likelihood, as a product of n probabilities, becomes automatically smaller with increasing n. As a consequence the likelihood derived from a subsample is smaller than the likelihood of the original sample.
From these considerations it is clear that for subsamples the AIC is more driven by the penalty term than for the original sample, which leads to the observed phenomenon that more complex models are more disfavored in subsamples than in the original sample.
To conclude, AICs obtained from subsamples and original samples do not lead to the same conclusion regarding the choice of optimal models as well.
Application of Bootstrapped Information Criteria for Model Selection
In this section we investigate whether there is a preference for more complex models (in terms of included parameters) when constructing models based on bootstrap samples in the special context of gradient boosting (Friedman; 2001; Bühlmann et al.; . Gradient boosting has become a popular method in biometrical applications to find sparse models by only making use of relevant predictor variables, which greatly facilitates model interpretation. Briefly, the idea of gradient boosting algorithms is to combine weak learners in an iterative fashion to obtain a strong learner with high prediction accuracy. The prediction accuracy depends highly on the number of iterations, also called the number of boosting steps. With too many boosting steps, many weak learners are constructed and the resulting strong learner might be overfit to the data and thus have poor prediction accuracy on new data. If the number of boosting steps is too small, the number of weak learners might be too small to appropriately model the relationship between the covariates and the response. Thus the number of boosting steps has to be carefully chosen, for example through application of information criteria or internal cross-validation. For more details on gradient boosting we refer the reader to the literature.
In the following analysis we apply the gradient boosting method firstly to the original NHANES sample and then to bootstrap samples. Again, the CRP level is the response variable. We use the AIC for choosing the number of boosting steps. Note that in contrast to the earlier analysis we now model the association between CRP level and the covariates in a multivariate fashion.
For the original NHANES sample, the number of boosting steps for the model with the smallest AIC was 309, the result being a model of 42 parameters (not including the intercept term). When performing tuning parameter selection on bootstrap samples we obtained systematically larger values for the number of boosting steps: in almost all (978 of B = 1000) bootstrap samples the chosen number of boosting steps was greater than 309 (see left boxplot in Figure 11 ). The mean number of boosting steps in bootstrap samples was 468. The resulting models included a larger number of parameters on average: the average number was 44.3, two parameters more than the model which was obtained for the original NHANES sample. The left panel in Figure 12 shows the relative frequency of models with a specific number of parameters. In 68.3% of the bootstrap samples the model included more than 42 parameters, in 24.7% the number of parameters was lower and in 7% the models included exactly 42 parameters.
We performed the same calculations using subsamples instead of bootstrap samples. As one would expect, sparser models were selected (on average 34.7 parameters) than for the original sample or bootstrap samples (right panel in Figure 12 ). Or equivalently, for subsamples a smaller number of boosting steps (254 on average) was chosen, seen in Figure 11 (right boxplot).
We also evaluated the models with respect to their predictive accuracy, using the observations that were not drawn into the bootstrap and subsample, respectively. Though models constructed on subsamples included fewer parameters, their predictive accuracy was comparable to the accuracy of models constructed on bootstrap samples: on average, even a marginally smaller mean squared error was obtained for models fit on subsamples (0.00075 compared to 0.00085 when using bootstrap samples), which suggests that the additional parameters in the models from bootstrap samples do not have any additional predictive value.
The overcomplexity induced by the bootstrap was more deeply investigated through simulation studies. Here the AIC was again used to determine the optimal number of boosting steps. We now only show the results on the number of boosting steps since this number is directly related to the number of parameters included in the model and thus can be seen as a measure for the complexity. The data generating process is the same as that described by Binder and Schumacher (2008) for their simulation study on binary response gradient boosting. Data was simulated for the uncorrelated setting, where p ∈ {200, 1000, 5000} predictors were independently drawn from a standard normal distribution for n = 100 observations. The covariate effects are defined as follows:
−c e , if j · 200/p ∈ {2, 4, 5, 6, 10}
0, otherwise
where c e = 1 (setting with weak effects) and c e = 2 (setting with medium effects), as per Binder and Schumacher (2008) . The binary response value for an observation i with covariates x i was simulated from a Bernoulli distribution with success probability π i = exp(x i β)/(1 + exp(x i β)), with β = (β 1 , . . . , β p ). We determined the optimal number of boosting steps on the original data, one bootstrap sample and one subsample. This was repeated 1000 times. Figure 13 shows the optimal number of boosting steps for the setting with weak effects. The results for the setting with moderate effects are comparable and are thus not shown. The results of the simulation studies support our previous findings that a higher number of boosting steps, or equivalently, a higher complexity of gradient boosting models, is chosen when performing tuning parameter selection on bootstrap samples. However, the amount of overcomplexity induced by the bootstrap seems to be negligible in these studies, as seen by the only marginally higher number of boosting steps chosen. The discrepancy in selected boosting steps for original samples and for subsamples was much more pronounced than for original samples and bootstrap samples: a substantially smaller number of boosting steps was selected when using subsamples. 
Discussion and Outlook
Bootstrap procedures are widely used in biometry to solve problems that are difficult to address using asymptotic theory. They can be applied for example to assess the variance of a statistic, a quantile of interest or for significance testing by resampling from the null hypothesis. Often hypothesis testing is performed by the use of the bootstrap. With bootstrap tests a p-value can be derived based on several bootstrap samples; these tests have been deeply investigated in the past.
Bootstrapping p-values, however, is different from the famous bootstrap hypothesis tests and is the process in which each p-value is derived based on one single bootstrap sample. It has been shown that, when applying hypothesis testing on a bootstrap sample as if it were the original sample, the type I error is increased (Bollen and Stine; Strobl et al.; . Accordingly, p-values obtained from bootstrap samples in this way should not be interpreted as standard p-values.
Although bootstrapping p-values as considered in our paper is less popular than the classical bootstrap hypothesis tests, important approaches which make use of bootstrapped p-values have been suggested in the literature and we believe that similar such procedures will continue to be proposed in the future. There is a need for studies like ours investigating their potential pitfalls.
Similar problems apply to approaches which make use of bootstrapped information criteria like the AIC or BIC. Such approaches have been proposed and are in use for model building in biometrical applications. Evidence that information criteria computed from bootstrap samples depart from that of original samples has been given, for example, by Steck and Jaakkola (2003) and Wagenmakers et al. (2004) . However, there is a lack of studies that explore whether the systematic deviation in bootstrapped information criteria affects the reliability of the results obtained by a researcher.
In this article we applied selected bootstrap-based approaches (making either use of bootstrapped p-values or bootstrapped information criteria) on a large real data set from a populationbased study to investigate whether results are affected by the systematic deviation in bootstrapped We also observed a bias in bootstrapped information criteria when these were compared to information criteria that were derived from the original sample. In our studies this led to a preferential selection of models which included more parameters, since these models systematically had smaller bootstrapped AIC values. Further, bootstrapped AIC values are sometimes used in the context of gradient boosting models. Here the tuning parameter selection (via AIC) and model fitting is performed based on a bootstrap sample while the remaining observations that were not drawn into the bootstrap sample are used for evaluating the model. In our application on real data we observed higher values for the tuning parameter for bootstrap samples. This led to more complex boosting models (i.e., more parameters) than the model fit on the original sample. These results are in line with those reported by Steck and Jaakkola (2003) in the context of graphical models who show that more complex models (in terms of included parameters), have actually too high a likelihood, or equivalently, too small an AIC value, when fit on bootstrap samples. Thus when using the AIC to select a model that was built from a bootstrap sample, one gives preference to more complex models which would possibly not be selected had the original sample been used.
We also investigated the use of subsampling as a promising alternative strategy to circumvent biases induced by the bootstrap. The properties of subsampling have been theoretically investigated in the literature; it has been shown that subsampling has desirable properties even in situations where the bootstrap fails. A recent approach to stability selection based on subsampling was introduced by Meinshausen and Bühlmann (2010) . Their studies impressively show that subsampling is a powerful tool in investigating the stability of models, such as penalized likelihood models and graphical models. Further Strobl et al. (2007) proposed the use of subsampling instead of bootstrapping in the context of random forests to circumvent the problem of preferential selection of certain types of predictors for a split. However, our results show that subsampling should not be regarded as an universally applicable alternative to the bootstrap. For selecting the optimal number of boosting steps via information criteria, for example, with the subsampling procedure a smaller number of boosting steps is selected, which might lead to too sparse models. If the aim is to investigate the distribution of model complexity parameters, the subsampling procedure is thus not recommended; prediction performance might similarly be affected. For investigating the variability of p-values, subsampling is again not appropriate, if more than type I error control is wanted. Our investigations make it clear that subsampling is not a reliable alternative to the bootstrap for all types of applications, even if it has shown important advantages in some situations (Strobl et al.; De Bin et al.; .
Applied researchers should be careful when using approaches to problems in which hypothesis tests or information criteria are computed based on a bootstrap sample. If no investigations exist that indicate the reliability of a bootstrap approach, simulation studies are a helpful investigative tool. It is important to keep in mind that one cannot directly apply any procedure to bootstrap samples as if they were the original sample. It is advisable for methodologists to check the validity of their proposed bootstrap approaches by using simulation studies, and then comparing these results to those obtained when using original samples from the true underlying distribution. In this way unexpected results can be easily discovered and adjustments may be made. 
A.2 Empirical Studies on the Distribution of a Bootstrapped Z-test Statistic
In this section we present empirical results that complement the results presented in Section 3.1.1. The notation is the same as introduced in 3.1.1. For computing Z and Z * we draw n = 1000 independent observations from the standard normal distribution. We then draw a bootstrap sample out of this original sample and compute the test statistic for a Z-test with null hypothesis H0 : µ = 0 from both original and bootstrap samples. This procedure is repeated 500000 times, yielding 500000 values of both Z and Z * . Figure A1 shows the resulting empirical density functions of Z and Z * . As expected from theory the distribution of the test statistic Z coincides with the standard normal distribution: the two lines in Figure A1 completely overlap. The distribution of the test statistic Z * in contrast systematically deviates from the standard normal distribution. There is a remarkable difference in variances of the test statistics Z and Z * while the expected values seem to be equal. The empirical expectation of Z and Z * are both close to zero with values −0.0010 and 0.0018, respectively. In contrast, the empirical variance of Z * is, at 2.0011, larger by a factor of 2 than the variance of Z, which is, at 1.0009, very close to the variance of the standard normal distribution. Table A3 : Model rank by AIC computed for the original sample ("Position (original sample)"), by the average bootstrapped AIC ("Bootstrap position"), and by the average subsampled AIC ("Subsample position"). The difference to "Position (original sample)" is given in brackets for each model. The parameter k denotes the number of included parameters in a model and thus is a measure of model complexity.
