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Abstract. In this article we prove that 2-soliton solutions of the sine-Gordon equation (SG)
are orbitally stable in the natural energy space of the problem. The solutions that we study are
the 2-kink, kink-antikink and breather of SG. In order to prove this result, we will use Ba¨cklund
transformations implemented by the Implicit Function Theorem. These transformations will
allow us to reduce the stability of the three solutions to the case of the vacuum solution, in
the spirit of previous results by Alejo and the first author [3], which was done for the case of
the scalar modified Korteweg-de Vries equation. However, we will see that SG presents several
difficulties because of its vector valued character. Our results improve those in [5], and give a
first rigorous proof of the stability in the energy space of SG 2-solitons.
1. Introduction and Main results
1.1. The model. This article considers the sine-Gordon (SG) equation in physical coordinates
for a scalar field φ:
φtt − φxx + sinφ = 0. (1.1)
Here, φ = φ(t, x) is a real or complex-valued function, and (t, x) ∈ R2. SG has been extensively
studied in differential geometry (constant negative curvature surfaces), as well as relativistic field
theory and soliton integrable systems. The interested reader may consult the monograph by Lamb
[22, Section 5.2], and for more details about the Physics of SG, see e.g. Dauxois and Peyrard [13].
Using the standard notation ~φ := (φ, φt), corresponding to a wave-like dynamics, and given data
~φ(t = 0), a natural energy space for (1.1) is (H1 × L2)(R;K) (K = R or C), as it is revealed by
the conservation laws Energy and Momentum, respectively:
E[~φ](t) =
1
2
∫
R
(φ2x + φ
2
t )(t, x)dx+
∫
R
(1− cosφ(t, x))dx = E[~φ](0), (1.2)
and
P [~φ](t) =
1
2
∫
R
φt(t, x)φx(t, x)dx = P [~φ](0), (1.3)
although spaces slightly different may be considered, using the fact that ~φ need not be necessarily
zero at infinity for E and P being well-defined. However, real-valued solutions of (1.1) that
initially are in H1 × L2 are preserved for all time. Additionally, they are globally well-defined
thanks to standard Strichartz estimates and the fact that sin(·) is a smooth bounded function.
In what follows, we will assume that we have a real-valued solution of (1.1) (in vector form)
~φ ∈ C(R;H1×L2), although complex-valued solutions, or solutions with nonzero values at infinity
will be also considered in some places of this paper.
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2 Stability of SG 2-solitons
Solutions of (1.1) are known for satisfying several symmetry properties: shifts in space and time,
as well as Lorentz boosts: for each β ∈ (−1, 1), given ~φ(t, x) = (φ, φt)(t, x) solution, then
(φ, φt)β(t, x) := (φ, φt)
(
γ(t− βx), γ(x− βt)), γ := (1− β2)−1/2, (1.4)
is another solution of (1.1). The parameter γ is called Lorentz scaling factor, having an important
role in what follows.
1.2. 2-soliton solutions. In this article we will show stability of a certain class of particular
solutions of 2-soliton type for (1.1). In order to explain better the 2-solitons forms that we will
study, first we need to understand the notion of 1-soliton. This is an exact solution of (1.1) usually
referred as the kink [22]:
Q(x) := 4 arctan(ex+x0), x0 ∈ R.
Thanks to (1.4), it is possible to define a kink of arbitrary speed β ∈ (−1, 1). From the integrability
of SG, interactions between kinks are elastic, i.e. they are solitons [22]. Also, −Q(x) is another
stationary solution of SG, usually called anti-kink. It is well-known that (Q, 0) is stable under
small perturbations in the energy space (H1 × L2)(R), see Henry-Perez-Wresinski [15].
These kinks are also locally asymptotically stable in the energy space under odd perturbations,
a property that follows from the proofs in [19], as well as some of the methods exposed in this
article.
A 2-soliton is formally a solution that behaves as the elastic interaction between two forms of
1-soliton, and under different scalings (or speeds, real or complex-valued). This structure remains
valid for all time. The 2-solitons considered in this paper are the following (see Lamb [22, pp.
145–149]):
Notation: Let x1, x2 ∈ R be shift parameters, β ∈ (−1, 1) be a scaling parameter, and γ =
(1− β2)−1/2 be the Lorentz factor. We will study
(1) First of all, the SG breather B = B(t, x) = B(t, x;β, x1, x2) given by
B(t, x;β, x1, x2) = 4 arctan
(
β
α
sin(α(t+ x1))
cosh(β(x+ x2))
)
, α =
√
1− β2, β 6= 0, (1.5)
which represents a solution (even in x+ x2) which is localized in space and oscillatory in
time because of the parameter α. This solution can be made arbitrarily small provided β
is small, and has energy E[B,Bt] = 16β, see [22, 5]. Additionally, B is a counterexample
to the asymptotic stability property of the vacuum solution under small perturbations
(except if perturbations are odd), as was discussed in [20] (see Fig. 2). Similarly, in [5] it
was conjectured, thanks to numerical evidence, that this solution is stable.
(2) Second, the stability of the 2-kink R = R(t, x), given by
R(t, x;β, x1, x2) = 4 arctan
(
β
sinh(γ(x+ x2))
cosh(γ(t+ x1))
)
, β 6= 0, (1.6)
which represents the interaction of two SG kinks with speeds ±β, with limits as x→ ±∞
equal to −2pi and 2pi respectively1 (i.e., R do not decay to zero). Note that R is odd wrt
the axis x = −x2. See Fig. 3 for more details.
(3) Finally, we shall consider the kink-antikink A = A(t, x):
A(t, x;β, x1, x2) = 4 arctan
(
1
β
sinh(γ(t+ x1))
cosh(γ(x+ x2))
)
, β 6= 0, (1.7)
which represents the elastic collision between a SG kink and an anti-kink, with speeds ±β.
This solution decays to zero at infinity, and it is even wrt x+ x2. See Fig. 4.
These three time depending functions are exact solutions of SG that have two modes of independent
variables, in contrast with the kink Q which has only one. Another type of degenerate solitons,
not treated in this paper, can be found in [9].
1Note that the classic 2-kink should connect the states 0 and 4pi, but the subtraction of 2pi to a solution of SG
is still a solution.
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1.3. Main results. The purpose of this paper is to give a first proof of the fact that the three
2-soliton of SG are stable under perturbations well-defined in the natural energy space associated
to the problem, this without any additional decay assumption, and no use of the Inverse Scattering
methods. Consecuently, our results extends those of Henry-Perez-Wresinski [15] to the case of SG
2-solitons, and allow possible extensions to the case of three or more soltions. Our main theorem
is the following:
Theorem 1.1 (Stability of 2-solitons in the energy space). The 2-solitons of SG (1.1) are non-
linearly stable under perturbations in the energy space H1×L2. More precisely, there exist C0 > 0
and η0 > 0 such that the following holds. Let (φ, φt) be a solution of (1.1), with initial data
(φ0, φ1) such that
‖(φ0, φ1)− (D,Dt)(0, · ;β, 0, 0)‖H1×L2 < η, (1.8)
for some 0 < η < η0 sufficiently small, and where (D,Dt)(t, · ;β, 0, 0) is a 2-soliton (breather
(1.5), 2-kink (1.6) or kink-antikink (1.7)). Then, there are shifts x1(t), x2(t) ∈ R well-defined and
differentiable such that
sup
t∈R
‖(φ(t), φt(t))− (D,Dt)(t, · ;β, x1(t), x2(t))‖H1×L2 < C0η. (1.9)
Moreover, we have
sup
t∈R
|x′1(t)|+ |x′2(t)| . C0η.
Remark 1.1. Note that in Theorem 1.1 we do not specify the space where (φ, φt) are posed, this
because (R,Rt)(t) in (1.6) does not belong to H
1×L2. However, it is possible to show local well-
posedness (LWP) in each of the three cases involved in this article, such that H1×L2 perturbations
are naturally allowed.
Rigorous proofs of stability of SG 2-solitons are not known in the literature, as far as we can
understand. Formal descriptions of the dynamics can be found in [14], and in [36], under additional
assumptions of rapid decay for the initial data. These last two results are strongly based on the
Inverse Scattering Theory (IST), therefore the extra decay is essential. Theorem 1.1 do not require
this assumptions, only perturbation data in the energy space (and probably even less regular).
A first result on conditional stability (only for the SG breather case) can be found in Alejo et. al.
[5]. In this work it was shown that, under certain spectral conditions, breathers are stable under
H2 × H1 perturbations. This result follows some of the ideas in [1, 2], works dealing with the
modified KdV case, a simpler breather. Additionally, in the same work, the spectral conditions
required in [5] where numerically verified in a large set of parameters for the problem. Theorem
1.1 improves the results in [5] in two senses: first, it establishes the stability of 2-solitons for SG
in a rigorous form; and second, the proof works in the energy space of the problem, without any
additional assumption.
Although 2-solitons are stable, it is known that breathers should disappear under perturbations
of the equation itself. In that sense, the literature is huge, from the physical and mathematical
point of view. Nonexistence results for breathers can be found in [8, 18, 10, 12, 21, 38], under
different conditions on the nonlinearity. Recently, Kowalczyk, Martel and the first author [20]
showed nonexistence of odd breathers for scalar field equations with odd nonlinearities, with no
other assumptions on the nonlinearity, except being C1. However, in [7] it was shown existence of
breathers in scalar field equations with non-homogeneous coefficients. Finally, [31] considers in a
rigorous way the stability question for Peregrine and Ma breathers, showing that they are indeed
unstable, even if the equation is locally well-posed.
On the other hand, stability and asymptotic stability results for N -solitons of several dispersive
nonlinear equations, are largely available in the literature. Concerning the NLS equation, see
[17, 35]. We also refer to the works [33, 23, 24, 25, 26] for the case of solitons and 2-solitons in
gKdV equations. The works [37, 19] are deeply concerned with scalar field equations, and [32]
deals with the Benjamin-Ono equation and its 2-solitons. See also [34] for the study of 2-solitons
in Dirac type equations. Finally, Alejo et al. [4] worked the case of periodic mKdV breathers.
4 Stability of SG 2-solitons
In this work we extend the ideas introduced in [3] to the SG case. More precisely, we will study
the Ba¨cklund Transformations (BT) between two solutions (φ, ϕ) for SG, and fixed parameter a:
ϕx − φt = 1
a
sin
(
ϕ+ φ
2
)
+ a sin
(
ϕ− φ
2
)
,
ϕt − φx = 1
a
sin
(
ϕ+ φ
2
)
− a sin
(
ϕ− φ
2
)
.
These two equations allow to describe the dynamics of 2-solitons using the reduction of complexity
induced by the BT. This ideas has been successfully implemented in several contexts: Hoffman
and Wayne [16] used BT to show abstract results of stability. Next, Mizumachi and Pelinovsky
[28] showed L2 stability of the NLS soliton using this approach. The case in [3] was the first where
a BT was used in the case of breathers.
In the case of SG 2-solitons, the dynamics is more complex than usual, because, unlike mKdV in
[3], here we will work with a system for (φ, φt), and not only scalar equations. This fact makes
proofs more involved, in the sense that we must work with systems at every step of the proof.
In order to fix ideas, let us consider the case of the SG breather (1.5). First of all, we will need to
work with complex-valued solutions. We will introduce the kink function (K,Kt):
(K,Kt)(t, x) :=
(
4 arctan
(
eβx+iαt
)
,
4iαeβx+iαt
1 + e2(βx+iαt)
)
.
This complex-valued SG solution is connected to zero via a BT of parameter β − iα. We have
(Lemma 3.5):
Kx =
1
β − iα sin
(
K
2
)
+ (β − iα) sin
(
K
2
)
,
Kt =
1
β − iα sin
(
K
2
)
− (β − iα) sin
(
K
2
)
.
(1.10)
On the other hand, the complex-valued kink is a singular solution to SG, in the sense that it blows
up (in L∞ norm) in a sequence of times tk, without accumulation point (Remark 3.3). Even under
this problem, it is possible to define a dynamics for perturbations of (K,Kt), for times t 6= t˜k ∼ tk,
and proving a kind of manifold stability:
Corollary 1.2 (Finite codimension stability for the blow-up in (K,Kt)). Let (K,Kt)(t) be a
complex-valued kink profile such that at time t = 0 does not blow up. For each (u0, s0) ∈ (H1 ×
L2)(R;C) sufficiently small, there is a unique solution of SG
(φ, φt)(t) = (K˜, K˜t)(t) + (u, s)(t), (u, s)(t) ∈ (H1 × L2)(R;C),
where (K˜, K˜t)(t) is a complex-valued profile suitably modified via modulations in time. This so-
lution is well-defined for each t 6= t˜k, a sequence of times unbounded and without accumulation
points, close to each tk. Similarly, this solution blows-up at time t = t˜k.
The advantage of introducing the profiles (K,Kt) in Theorem 1.1 is the following: this profile is
connected to the breather (B,Bt) via a new BT of parameter β + iα (Proposition 4.4):
Bx −Kt = 1
β + iα
sin
(
B +K
2
)
+ (β + iα) sin
(
B −K
2
)
,
Bt −Kx = 1
β + iα
sin
(
B +K
2
)
− (β + iα) sin
(
B −K
2
)
.
(1.11)
An important portion of this article deals with the generalization of these two identities, (1.10)
and (1.11), to the case of time-dependent perturbations of the breather (B,Bt). However, this
procedure presents several difficulties. First, a correct connection between neighborhoods of the
breather and the zero solution. (Proposition 6.1). The obtained function near zero must be real-
valued, otherwise our method does not work (see Theorem 1.3 below). Next, we need to come
back to the original solution for any possible time. This step presents several difficulties since in
general the BT are not invertible for free and we need to impose additional conditions, in order
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to find the correct dynamics (Proposition 7.4). Another problem comes from the fact that the
method falls down when the time t approaches t˜k. We need another method for proving stability
at those times, based in energy estimates (Subsection 11). Some of these problems were already
solved in [3] for the mKdV case, however here we propose another method, more intuitive and
based in the uniqueness returned by the modulation in time (Corollary 5.3). Through this article,
we will give a rigorous meaning to the diagram of Fig. 1 which describes the proof of Theorem 1.1,
based in two “descents” and two “ascents” from perturbations of the breather (or any 2-soliton),
to the zero solution, which is orbitally stable thanks to a respective Cauchy theory.
(B,Bt)(0) + (z0, w0) (B,Bt)(t) + (z, w)(t)
(K,Kt)(0) + (u0, s0) (K,Kt)(t) + (u¯, s¯)(t)
(y0, v0) (y, v)(t)
t
modulation
β − iα+ δ˜
β − iα+ δ˜
t
GWP
β + iα+ δ
β + iα+ δ
.
Figure 1. Diagram of proof of Theorem 1.1 in the breather case (B,Bt), for
times different to t˜k. Here, (K,Kt)(t) represents the complex conjugate of the
function (K,Kt)(t) at time t.
A first consequence of the (rigorous) methods associated to Fig. 1 is the following:
Theorem 1.3 (Real-valued character of the double BT). Under hypotheses from Theorem 1.1
in the breather case (B,Bt), the LHS of the diagram in Fig. 1 is well-defined and the functions
(y0, v0) ∈ H1 × L2 obtained are necessarily real-valued, even if (u0, s0) are not.
For more details about this result, see Section 8 and Corollary 8.4. Another consequence of the
same diagram in Fig. 1 is the following method of computing the energy and momentum of each
involved perturbation of a 2-soliton:
Corollary 1.4 (Energy and momentum identities). Under the consequences of Theorem 1.1, and
according to the diagram in Fig. 1, the following identities are satisfied for each time t ∈ R:
E[B + z,Bt + w] = E[y, v] + 8(β + Re δ)
(
1 +
1
1 + 2βRe δ + 2α Im δ + |δ|2
)
, (1.12)
P [B + z,Bt + w] = P [y, v] + 4(β + Re δ)
(
1
1 + 2βRe δ + 2α Im δ + |δ|2 − 1
)
. (1.13)
Completely similar identities are satisfied by the other 2 cases: D = A or D = R, after suitable
modifications.
Finally, but not least, let us mention the fundamental work by Merle and Vega [27], who introduced
the idea of the nonlinear Miura transformation for the KdV soliton, proving L2 stability. See also
[6, 29, 30] for other generalizations of this idea to other contexts.
Organization of this article. Section 2 presents preliminaries that we will need along this paper.
Section 3 introduces the basic notions of complex-valued kink profile, and Section 4 describes in
detail the 2-soliton profiles. Section 5 deals with modulation of 2-solitons, and Section 6 is devoted
to the connection between breathers and the zero solution. In Section 7 we study the corresponding
inverse dynamics, while in Section 8 we prove Theorem 1.3. Section 9 and 10 study the 2-kink
and kink-antikink cases, and Section 11 is devoted to the proof of Theorem 1.1 and Corollary 1.4.
6 Stability of SG 2-solitons
2. Preliminaries
The purpose of this section is to announce a set of simple but fundamental properties that we will
need through this article. Proofs are not difficult to establish or being checked in the literature.
2.1. Ba¨cklund Transformation. As a first step, let us write (1.1) in matrix form, that is ~φ =
(φ, φt) = (φ1, φ2), in such a form that (1.1) reads now{
∂tφ1 = φ2
∂tφ2 = ∂
2
xφ1 − sinφ1.
(2.1)
Formally speaking, we will say that a profile is a function of the form (φ1, φ2)(x), independent
of time, which under a particular time-dependent transformation, may be exact or approximate
solution of (2.1) described above. Although not a rigorous definition, this one will allow us
to understand in a better form the concepts described below. Now we introduce the Ba¨cklund
transformation that we will use in this article. Recall that H˙1 represents the closure of C∞0 under
the norm ‖∂x · ‖L2 .
Definition 2.1 (Ba¨cklund Transformation). Let a ∈ C be fixed. Let ~φ = (φ, φt)(x) be a function
defined in H˙1(C)×L2(C). We will say that ~ϕ in H˙1(C)×L2(C) is a Ba¨cklund transformation
(BT) of ~φ by the parameter a, denoted
B(~φ) a−−→ ~ϕ, (2.2)
if the triple (~φ, ~ϕ, a) satisfies the following equations, for all x ∈ R:
ϕx − φt = 1
a
sin
(
ϕ+ φ
2
)
+ a sin
(
ϕ− φ
2
)
, (2.3)
ϕt − φx = 1
a
sin
(
ϕ+ φ
2
)
− a sin
(
ϕ− φ
2
)
. (2.4)
Remark 2.1. Note that if the triple (~φ, ~ϕ, a) satisfies Definition 2.1, then so (~ϕ, ~φ,−a) does, and
we have B(~ϕ) −a−−−→ ~φ. In that sense, the order between φ and ϕ will not play an important role.
Remark 2.2. Note also that we do not ask for uniqueness for ϕ in Definition 2.1. However, in this
articule we will construct functions ϕ which are uniquely defined as BT (with fixed parameter) of
a unique φ.
Remark 2.3 (Different BT for SG). In [22] (1.1) is written in “laboratory coordinates” (u, v) given
by
u :=
x− t
2
, v :=
x+ t
2
⇐⇒ x = u+ v , t = v − u.
Under these new variables SG (1.1) reads σuv = sinσ, where σ(u, v) := φ(t, x). It is not difficult
to show that in this case, (2.3)-(2.4) are equivalent to the equations
1
2
(σu + σ˜u) = a sin
(
σ − σ˜
2
)
,
1
2
(σv − σ˜v) = 1
a
sin
(
σ + σ˜
2
)
,
which are precisely the BT appearing in [22].
The following result is standard in the literature, justifying the introduction of the BT (2.3)-(2.4).
Lemma 2.2. If (~φ, ~ϕ) are C2t,x functions related via a BT (2.3)-(2.4), then both solve (2.1).
Proof. By smoothness, it is enough to check that both solve (1.1). Now, we prove that ϕ solves
SG. We take derivative in (2.3) and (2.4), so that
ϕtt − ϕxx = 1
2a
(ϕt − ϕx + φt − φx) cos
(
ϕ+ φ
2
)
+
a
2
(φt + φx − ϕt − ϕx) cos
(
ϕ− φ
2
)
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= − sin
(
ϕ− φ
2
)
cos
(
ϕ+ ψ
2
)
− sin
(
ϕ+ φ
2
)
cos
(
ϕ− φ
2
)
= − sin(ϕ).
Similarly, one easily proves that φ satisfies SG.
Using a standard density argument, the previous result can be extended to solutions defined in
the energy space, and satisfying the Duhamel formulation for SG. Now, we will need the following
notion, generalization of Definition 2.1.
Definition 2.3 (Ba¨cklund Functionals). Let (ϕ0, ϕ1, φ0, φ1, a) be data in an space X(K) to be
chosen later, with K = C or R. Let us define the functional with vector values F := (F1,F2),
where F = F(ϕ0, ϕ1, φ0, φ1, a) ∈ L2(K)× L2(K), given by the system:
F1
(
ϕ0, ϕ1, φ0, φ1, a
)
:= ϕ0,x − φ1 − 1
a
sin
(
ϕ0 + φ0
2
)
− a sin
(
ϕ0 − φ0
2
)
, (2.5)
F2
(
ϕ0, ϕ1, φ0, φ1, a
)
:= ϕ1 − φ0,x − 1
a
sin
(
ϕ0 + φ0
2
)
+ a sin
(
ϕ0 − φ0
2
)
. (2.6)
2.2. Conserved quantities. The following result establishes a direct relation between the BT
(2.3)-(2.4) and the conserved quantities (1.2)-(1.3), without using the original equation (2.1).
Lemma 2.4 (BT and conserved quantities). Let2 (φ, φt), (ϕ,ϕt) ∈ (L∞ ∩ H˙1)(R;C) × L2(R;C)
be functions related by a BT with parameter a, i.e., such that
B(φ, φt)
a−−→ (ϕ,ϕt).
Let us additionally assume that
`+±(t) := lim
x→±∞
(
1− cos
(
ϕ+ φ
2
))
, `−±(t) := lim
x→±∞
(
1− cos
(
ϕ− φ
2
))
, (2.7)
are well-defined and finte. Then we have
E[~ϕ] = E[~φ] +
2
a
(`++ − `+−)(t) + 2a(`−+ − `−−)(t), (2.8)
P [~ϕ] = P [~φ] +
1
a
(`++ − `+−)(t)− a(`−+ − `−−)(t), (2.9)
where E and P are the corresponding energy and momentum defined in (1.2)-(1.3).
A simple consequence of the previous result is the following:
Corollary 2.5 (Parametric rigidity of BT versus Energy and Momentum). Under the hypotheses
from previous lemma, let us assume in addition that φ, ϕ are such that E[~ϕ], E[~φ] and P [~ϕ] and
P [~φ] are conserved in time t ∈ R (see Subsection 2.3 below for details). Then, if both (`++− `+−)(t)
and (`−+ − `−−)(t) do not depend on time, the parameter “a” in the BT cannot depend on time.
Remark 2.4. In general, all solutions considered in this article do satisfy the hypotheses in Corol-
lary 2.5. Even more, if the corresponding limits in (2.7) are constant (our case), then the BT
parameter a cannot depend on time.
Proof of Lemma 2.4. First we prove that (2.8) holds. For that, adding the squares of equations
(2.3) and (2.4), we have
ϕ2x + ϕ
2
t + φ
2
x + φ
2
t − 2
(
ϕxφt + ϕtφx
)
=
2
a2
sin2
(
ϕ+ φ
2
)
+ 2a2 sin2
(
ϕ− φ
2
)
.
Now, replacing the values of ϕx and ϕt given by equations (2.3) and (2.4),
ϕ2x + ϕ
2
t + φ
2
x + φ
2
t = 2φt
(
φt +
1
a
sin
(
ϕ+ φ
2
)
+ a sin
(
ϕ− φ
2
))
+ 2φx
(
φx +
1
a
sin
(
ϕ+ φ
2
)
− a sin
(
ϕ− φ
2
))
2Note that not necessarily φ, ϕ belong to L2.
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+
2
a2
sin2
(
ϕ+ φ
2
)
+ 2a2 sin2
(
ϕ− φ
2
)
.
Simplifying and gathering similar terms,
ϕ2x + ϕ
2
t − φ2x − φ2t =
2
a
(
φt + φx
)
sin
(
ϕ+ φ
2
)
+ 2a
(
φt − φx
)
sin
(
ϕ− φ
2
)
+
2
a2
sin2
(
ϕ+ φ
2
)
+ 2a2 sin2
(
ϕ− φ
2
)
. (2.10)
Now, adding and sustracting ϕx in the RHS of (2.10), and integrating∫
R
ϕ2x + ϕ
2
t − φ2x − φ2t
=
2
a
∫
R
(
φt − ϕx
)
sin
(
ϕ+ φ
2
)
+ 2a
∫
R
(
φt − ϕx
)
sin
(
ϕ− φ
2
)
+
2
a2
∫
R
sin2
(
ϕ+ φ
2
)
+ 2a2
∫
R
sin2
(
ϕ− φ
2
)
+
4
a
∫
R
∂x
(
1− cos
(
ϕ+ φ
2
))
+ 4a
∫
R
∂x
(
1− cos
(
ϕ− φ
2
))
.
Recall that B(φ, φt)
a−−→ (ϕ,ϕt). Using (2.7), we conclude∫
R
ϕ2x + ϕ
2
t − φ2x − φ2t
= −4
∫
R
sin
(
ϕ+ φ
2
)
sin
(
ϕ− φ
2
)
+
4
a
(`++ − `+−)(t) + 4a(`−+ − `−−)(t). (2.11)
Lastly, multiplying (2.11) by 12 and using that cosϕ− cosφ = −2 sin(ϕ+φ2 ) sin(ϕ−φ2 ), we arrive to
the identity
1
2
∫
R
ϕ2x + ϕ
2
t +
∫
R
(
1− cosϕ)
=
1
2
∫
R
φ2x + φ
2
t +
∫
R
(
1− cosφ)+ 2
a
(`++ − `+−)(t) + 2a(`−+ − `−−)(t),
which finally proves (2.8). Similarly, we will show (2.9). Multiplying (2.3) and (2.4) we have
ϕxϕt + φxφt − ϕxφx − ϕtφt = 1
a2
sin2
(
ϕ+ φ
2
)
− a2 sin2
(
ϕ− φ
2
)
.
Replacing ϕx and ϕt given by (2.3) and (2.4) we obtain
ϕxϕt = φxφt +
1
a
(
φx + φt
)
sin
(
ϕ+ φ
2
)
+ a
(
φx − φt
)
sin
(
ϕ− φ
2
)
+
1
a2
sin2
(
ϕ+ φ
2
)
− a2 sin2
(
ϕ− φ
2
)
. (2.12)
Finally, using once again that B(φ, φt)
a−−→ (ϕ,ϕt), multiplying (2.12) by 12 and integrating, we
get
1
2
∫
R
ϕxϕt =
1
2
∫
R
φxφt +
1
a
(`++ − `+−)(t)− a(`−+ − `−−)(t),
which finally ends the proof.
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2.3. Local well-posedness. The purpose of this paragraph is to announce the LWP results that
we will need through this article. First of all, note that the energy (1.2) can be written as
E[~φ](t) =
1
2
∫
R
(φ2x + φ
2
t )(t, x)dx+
∫
R
sin2
(
φ
2
)
(t, x)dx. (2.13)
Then, naturally the largest energy space for SG is H1sin × L2 [11], where
H1sin := {φ0 ∈ H˙1 : sinφ0 ∈ L2}.
Since we will consider small perturbations in this paper, φ0 ∈ H1 small enough implies φ0 ∈ H1sin.
Theorem 2.6 (GWP for real-valued data). Let (φ0, φ1) ∈ (H1 × L2)(R) be initial data. Then
there exists a unique solution ~φ ∈ C(R, (H1×L2)(R)) (in the Duhamel sense) of (2.1). Moreover,
both the momentum P in (1.3) and the energy E in (1.2) are conserved by the flow, and we have
sup
t∈R
‖(φ, φt)(t)‖H1×L2 . ‖(φ0, φ1)‖H1×L2 , (2.14)
with involved constants independent of time.
Proof. This result is direct from the Duhamel formulation for (2.1), the conservation of energy,
plus the fact that sin(·) is smooth and bounded if the argument is real-valued.
We will also need a LWP result for complex-valued initial data.
Theorem 2.7 (LWP for complex-valued data). Let (φ0, φ1) ∈ (H1 × L2)(C) be complex-valued
initial data. Then there exists T = T ((φ0, φ1)) > 0 and a unique solution ~φ ∈ C((−T, T ), (H1 ×
L2)(C)) (in the Duhamel sense) of (2.1). Moreover, both the momentum P in (1.3) as well as the
energy E in (1.2) are conserved by the flow during (−T, T ).
Remark 2.5. Note that SG with complex-valued data do have finite time blow-up solutions. See
Lemma 3.3 for more details on this problem.
Proof. The same proof for the real-valued case works for the complex-valued one. Only global
existence is not satisfied.
Finally, we will need a last result for the case of nontrivial values at infinity, more precisely for
the case of the 2-kink R in (1.6).
Theorem 2.8 (Global well-posedness for real valued data with nontrivial values at infinity, see
e.g. [27, 11]). Let (φ0, φ1) be initial data such that for R = R(t, x;β, x1, x2) fixed 2-kink as in
(1.6), and Rt its corresponding time derivative, one has
‖(φ0, φ1)− (R,Rt)(t = 0)‖(H1×L2)(R) < +∞.
Then there exists a unique real-valued solution (φ, φt) for SG such that (φ, φt) − (R,Rt)(t) ∈
C(R, (H1 × L2)(R)) (in the Duhamel sense). Moreover, the momentum P in (1.3) as well as the
energy E in (1.2) are conserved by the flow.
3. Real and complex valued kink profiles
3.1. Definitions. The following concept is standard in the literature.
Definition 3.1 (Real-valued kink profile). Let β ∈ (−1, 1), β 6= 0, and x0 ∈ R be fixed parameters.
we define the real-valued kink profile ~Q := (Q,Qt) with speed β as
Q(x) := Q(x;β, x0) = 4 arctan
(
eγ(x+x0)
)
, γ := (1− β2)−1/2, (3.1)
and
Qt(x) := Qt(x;β, x0) =
−4βγeγ(x+x0)
1 + e2γ(x+x0)
=
−2βγ
cosh(γ(x+ x0))
. (3.2)
Remark 3.1. This profile (Q,Qt), although not an exact solution of (2.1), can be understood as
follows: for each (t, x) ∈ R2, (t, x) 7→ (Q,Qt)(x;β, x0 − βt) is an exact solution of (2.1), moving
with speed β.
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With small but essential modifications, we introduce a complex-valued version of the previous
kink profile.
Definition 3.2 (Complex-valued kink profile). Let β ∈ (−1, 1) \ {0}, α =
√
1− β2, be fixed, an
consider shift parameters x1, x2 ∈ R. We define the complex-valued kink profile (K,Kt) with zero
speed as
K(x) := K(x;β, x1, x2) = 4 arctan
(
eβ(x+x2)+iαx1
)
, (3.3)
and
Kt(x) := Kt(x;β, x1, x2) = ∂x1K(x;β, x1, x2) =
4iαeβ(x+x2)+iαx1
1 + e2(β(x+x2)+iαx1)
. (3.4)
Remark 3.2 (Multi-valued profiles). Note that K is well-defined for all x ∈ R as a univalued
function with complex values, provided we choose a particular Riemann surface for the arctan z
function. In this article we will assume that arctan possesses two branch cuts in C := (−i∞,−i]∪
[i, i∞), in such a way that it remains univalued and analytic in C − C. However, in this paper
this bad behavior will be of no importance, since we will work with functions of type sin, cos, or
similar, for which all computation will remain well-defined. See [3] for a similar phenomenon.
Remark 3.3 (Singular profile). Note now that Kt is a function that may be singular for certain
values of x. More precisely, whenever the condition
e2(β(x+x2)+iαx1) = −1,
(i.e., 2(β(x+ x2) + iαx1) = i(pi + 2kpi), for some k ∈ Z), is satisfied. In this case, one has
x1 =
pi
α
(1
2
+ k
)
, for some k ∈ Z, (3.5)
and if x = −x2, then Kt is singular. See [3] for a similar phenomenon in the mKdV case.
Lemma 3.3 (Blow-up). Under the notation in Definition 3.2, the function
(K,Kt)(t) := (K(x;β, t+ x1, x2),Kt(x;β, t+ x1, x2))
is a smooth solution of SG (1.1) for all (t, x1) such that (3.5) is not satisfied; i.e., outside the
countable set of points with no accumulation point:
tk = −x1 + pi
α
(
1
2
+ k
)
, k ∈ Z. (3.6)
Note that, at each of the points tk, Kt(t) leaves the Schwartz class. Consequently, Kt(t) blows up
in finite time (in L∞ norm), as t approaches some tk.
Proof. Direct, see Remarks 3.1 and 3.3.
3.2. Kink profiles and BT. In what follows, we prove connections between kink profiles and
the zero solution in SG. Although some of this results are standard, recall that we prove below
not only for exact solutions, but also for profiles which are not exact solutions of SG.
Lemma 3.4 (Kink as BT of zero). Let (Q,Qt) be a SG kink profile with scaling parameter β ∈
(−1, 1), β 6= 0, and shift x0, see Definition 3.1. Then,
(1) We have the identities
sin
(
Q
2
)
= sech(γ(x+ x0)), cos
(
Q
2
)
= tanh(γ(x+ x0)). (3.7)
(2) For each x ∈ R, (Q,Qt) is a BT of the origin (0, 0) with parameter
a = a(β) :=
(
1 + β
1− β
)1/2
. (3.8)
That is,
Qx =
1
a
sin
(
Q
2
)
+ a sin
(
Q
2
)
, Qt =
1
a
sin
(
Q
2
)
− a sin
(
Q
2
)
.
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Proof. Direct.
Remark 3.4 (Antikink and kink with opposite speeds). Note that, thanks to Lemma 3.4, both
(Q,Qt)(x;−β, x0) and (Q,Qt)(−x;−β, x0),
obey respective BT with properly chosen parameters. Indeed, for
a2 := a(−β) = (1− β)
1/2
(1 + β)1/2
, a3 := − a(β) = − (1 + β)
1/2
(1− β)1/2 , (3.9)
we obtain
B(0, 0) a2−−−→ (Q,Qt)(x;−β, x0), B(0, 0) a3−−−→ (Q,Qt)(−x;−β, x0). (3.10)
These two profiles will be important in the next sections, when studying the dynamics of the
kink-antikink and 2-kink respectively.
Now we deal with the case of complex-valued profiles. Here, we need additional conditions in order
to ensure smooth functions in space.
Lemma 3.5. Let (K,Kt) be a complex-valued kink profile, with scaling parameter β ∈ (−1, 1)\{0}
and shifts x1, x2, just as in Definition 3.2, and such that (3.5) do not hold. Then,
(1) We have the identities
sin
(
K
2
)
= sech(β(x+ x2) + iαx1)), cos
(
K
2
)
= tanh(β(x+ x2) + iαx1)). (3.11)
(2) For each x ∈ R, (K,Kt) is a BT of the origen (0, 0), with parameter β − iα (and where
α2 + β2 = 1). That is to say,
Kx =
1
β − iα sin
(
K
2
)
+ (β − iα) sin
(
K
2
)
, (3.12)
Kt =
1
β − iα sin
(
K
2
)
− (β − iα) sin
(
K
2
)
, (3.13)
where sin z and cos z are defined in the complex place as usual.
(3) Moreover, Kx, iKt, sin(K/2) and i cos(K/2) posses even real part and odd imaginary part,
with respect to the axis x = −x2.
Proof of Lemma 3.5. We prove first that K satisfies (3.12). Indeed, from (3.3) we have
Kx =
4βeβ(x+x2)+iαx1
1 + e2β(x+x2)+2iαx1
=
2β
cosh(β(x+ x2) + iαx1)
. (3.14)
Using that cosh(a+ ib) = cosh(a) cos(b) + i sinh(a) sin(b), we obtain
Kx =
2β
cosh(β(x+ x2)) cos(αx1) + i sinh(β(x+ x2)) sin(αx1)
=
2β(cosh(β(x+ x2)) cos(αx1)− i sinh(β(x+ x2)) sin(αx1))
cosh2(β(x+ x2)) cos2(αx1) + sinh
2(β(x+ x2)) sin
2(αx1)
.
(3.15)
Therefore, ReKx is even wrt −x2 and ImKx is odd wrt −x2.
On the other hand, since α2 + β2 = 1, we have 1β−iα + β − iα = β + iα + β − iα = 2β, and the
RHS of (3.12) reads
RHS((3.12)) = 2β sin
(
K
2
)
= 4β
sin(arctan eβ(x+x2)+iαx1)
cos(arctan eβ(x+x2)+iαx1)
cos2(arctan eβ(x+x2)+iαx1)
=
4βeβ(x+x2)+iαx1
1 + e2(β(x+x2)+iαx1)
=
2β
cosh(β(x+ x2) + iαx1)
.
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Similar to (3.15), we can conclude that sin(K/2) has real part even and imaginary part odd wrt
to x = −x2. Finally, note that
cos
(K
2
)
= tanh(β(x+ x2) + iαx1) =
tanh(β(x+ x2)) + i tan(αx1)
1 + i tanh(β(x+ x2)) tan(αx1)
=
tanh(β(x+ x2)) sech
2(αx1) + i sech
2(β(x+ x2)) tan(αx1)
1 + tanh2(β(x+ x2)) tan
2(αx1)
.
Therefore, cos(K2 ) has odd real part and even imaginary part (wrt −x2). This ends the proof of
(3.12).
Now, in order to show that (3.13) is satisfied, it is enough to see that from the definition in (3.4),
Kt =
4iαeβ(x+x2)+iαx1
1 + e2(β(x+x2)+iαx1)
=
iα
β
Kx = 2iα sin
(
K
2
)
,
which proves the result, since 1β−iα − (β − iα) = β + iα− β + iα = 2iα. The parity of Kt is direct
from that of Kx.
Let (K,Kt) denote the complex-valued kink profile of parameters β and −α, i.e.,
K(x) = K(x;β, x1, x2) := 4 arctan
(
eβ(x+x2)−iαx1
)
, and (3.16)
Kt(x) = Kt(x;β, x1, x2) := − 4iαe
β(x+x2)−iαx1
1 + e2(β(x+x2)−iαx1)
.
Corollary 3.6. Let (K,Kt) be a SG conjugate kink profile, with scaling parameter β ∈ (−1, 1)\{0}
and shifts x1, x2, as in (3.16), and such that (3.5) do not hold. Then, for each x ∈ R, (K,Kt) is
a BT of the origen (0, 0) with parameter β + iα:
Kx =
1
β + iα
sin
(
K
2
)
+ (β + iα) sin
(
K
2
)
,
Kt =
1
β + iα
sin
(
K
2
)
− (β + iα) sin
(
K
2
)
.
Proof. Direct from Lemma 3.5 after conjugation of (3.12) and (3.13).
4. 2-soliton profiles
4.1. Definitions. With a small abuse of notation (wrt the exact solutions of SG (1.5)-(1.6)-(1.7),
denoted in the same form), we will introduce profiles of 2-soliton solutions. The following definition
is standard, see e.g. [5].
Definition 4.1 (Static breather profile). Let β ∈ (−1, 1), β 6= 0, and x1, x2 ∈ R be fixed parame-
ters. We define the static breather profile as
B := B(x;β, x1, x2) := 4 arctan
(
β
α
sin(αx1)
cosh(β(x+ x2))
)
, α :=
√
1− β2. (4.1)
We also define the “time-derivative profile” as
Bt := Bt(x;β, x1, x2) :=
4α2β cos(αx1) cosh(β(x+ x2))
α2 cosh2(β(x+ x2)) + β2 sin
2(αx1)
. (4.2)
Finally, note that Bt vanishes only if x1 satisfies (3.5).
Remark 4.1. Note that from the previous definition we can recover the standing SG breather
[22, 5] if we put t+ x1 instead of x1:
B(t, x) = 4 arctan
(
β
α
sin(α(t+ x1))
cosh(β(x+ x2))
)
, α :=
√
1− β2, (4.3)
and similar for Bt(t, x) (see Fig. 2).
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Figure 2. Static breather profile (B,Bt), defined in (4.1) with α =
1
2 , β =
√
3
2
and x1 = t. Above, B, and below, Bt. Under these parameters, (B,Bt) is an
exact solution for SG as in (1.5).
In what follows, we want to study the remaining two SG 2-solitons. Recall that R(t, x) and A(t, x)
represent the 2-kink and kink-antikink, respectively, see (1.6) and (1.7). Once again, with a small
abuse of notation, we define first the generalized associated profile for the 2-kink.
Definition 4.2 (2-kink profile). Let β ∈ (−1, 1), β 6= 0, and x1, x2 ∈ R be fixed parameters. We
define that 2-kink profile with speed β as
R := R(x;β, x1, x2) := 4 arctan
(
β sinh(γ(x+ x2))
cosh(γx1)
)
, γ := (1− β2)−1/2. (4.4)
We also define the “time derivative profile” Rt by
Rt := Rt(x;β, x1, x2) := − 4β
2γ sinh(γ(x+ x2)) sinh(γx1)
cosh2(γx1) + β2 sinh
2(γ(x+ x2))
. (4.5)
Note that (R,Rt) is odd wrt x = −x2.
Remark 4.2. The SG 2-kink solution R(t, x) [22] written in (1.6) can be recovered if x1 is replaced
by x1 + βt in (4.4). Fig. 3 shows the evolution of this exact SG solution in time.
Finally, with a slight abuse of notation wrt (1.7), we define the kink-antikink profile.
Definition 4.3 (kink-antikink profile). Let β ∈ (−1, 1), β 6= 0 and x1, x2 ∈ R be fixed parameters.
We define the kink-antikink profile with speed β by
A := A(x;β, x1, x2) := 4 arctan
(
sinh(γx1)
β cosh(γ(x+ x2))
)
, γ := (1− β2)−1/2. (4.6)
We also define the “time derivative profile” At as follows:
At := At(x;β, x1, x2) :=
4β2γ cosh(γ(x+ x2)) cosh(γx1)
β2 cosh2(γ(x+ x2)) + sinh
2(γx1)
. (4.7)
Note that (A,At) are even wrt x = −x2.
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Figure 3. Above: space-time evolution of a 2-kink R with parameters β = 12 ,
x2 = 0 and x1 = βt; below: its corresponding time derivative Rt. Here (R,Rt) is
an exact solution of SG (1.1), see (1.6).
Remark 4.3. Similarly to the previous case, the kink-antikink solution A(t, x) [22] mentioned in
the Introduction (see (1.7)) can be recovered by replacing x1 by x1 + βt in (4.6). Figure 4 shows
this exact SG solution.
4.2. 2-soliton profiles and BT. In what follows we will study how to connect breathers and
complex-valued kinks, by means of a BT.
Proposition 4.4. Let (B,Bt) and (K,Kt) be SG breather and complex-valued kink profiles re-
spectively, both with parameters β ∈ (−1, 1) \ {0} and x1, x2, as in Definitions 4.1 and 3.2, and
such that condition (3.5) is not satisfied. Then,
(1) We have the limits
lim
x→±∞ cos
(
B +K
2
)
= lim
x→±∞ cos
(
B −K
2
)
= ∓1. (4.8)
(2) For each x ∈ R, (B,Bt) is a BT of (K,Kt) with complex-valued parameter β + iα. That
is,
Bx −Kt = 1
β + iα
sin
(
B +K
2
)
+ (β + iα) sin
(
B −K
2
)
, (4.9)
Bt −Kx = 1
β + iα
sin
(
B +K
2
)
− (β + iα) sin
(
B −K
2
)
. (4.10)
Proof of Proposition 4.4. For proving (4.8), we simply use the values of B and K at infinity, and
the fact that cos is analytic in C.
Let us show now (4.9) and (4.10). Let us start by proving (4.9). Taking derivative of B in (4.1)
wrt to x and simplifying, we have
Bx = 4∂x arctan
(
β
α
sin(αx1)
cosh(β(x+ x2))
)
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Figure 4. Above: representation of the kink-antikink solution (as the collision
of kink and antikink), with speed β = 12 , and parameters x2 = 0, x1 = βt. Below:
the corresponding time derivative At. Here, (A,At) is an exact solution of SG
(1.1), just like A(t, x) in (1.7).
=
4α2 cosh2(β(x+ x2))
α2 cosh2(β(x+ x2)) + β2 sin
2(αx1)
−β sin(αx1)
α cosh2(β(x+ x2))
β sinh(β(x+ x2))
=
−4αβ2 sin(αx1) sinh(β(x+ x2))
α2 cosh2(β(x+ x2)) + β2 sin
2(α(t+ x1))
. (4.11)
On the other hand, basic trigonometric identities show that
sin
(
B ±K
2
)
= 2 sin
(
B ±K
4
)
cos
(
B ±K
4
)
= 2 tan
(
B ±K
4
)
cos2
(
B ±K
4
)
= 2 tan
(
B ±K
4
)(
1 + tan2
(
B ±K
4
))−1
=
2 tan
(
arctan
(
β
α
sinαx1
cosh β(x+x2)
)
± arctan (eβ(x+x2)+iαx1))
1 + tan2
(
arctan
(
β
α
sinαx1
cosh β(x+x2)
)
± arctan (eβ(x+x2)+iαx1)) . (4.12)
For the sake of notation, let θ := β(x+ x2) + iαx1. Then, using that tan(a± b) = tan a±tan b1∓tan a tan b , we
obtain that (4.12) reads now
sin
(
B ±K
2
)
=
2
(
β
α
sin(αx1)
cosh β(x+x2)
±eθ
1∓ βα
sin(αx1)e
θ
cosh β(x+x2)
)
1 +
(
β
α
sin(αx1)
cosh β(x+x2)
±eθ
1∓ βα
sin(αx1)e
θ
cosh β(x+x2)
)2 = 2
(
β sin(αx1)±αeθ cosh β(x+x2)
α cosh β(x+x2)∓β sin(αx1)eθ
)
1 +
(
β sin(αx1)±αeθ cosh β(x+x2)
α cosh β(x+x2)∓β sin(αx1)eθ
)2
=
2(β sin(αx1)± αeθ coshβ(x+ x2))(α coshβ(x+ x2)∓ β sin(αx1)eθ)
(α cosh(β(x+ x2))∓ β sin(αx1)eθ)2 + (β sin(αx1)± αeθ cosh(β(x+ x2)))2 ,
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and simplifying,
sin
(
B ±K
2
)
=
2f1(x)(
1 + e2θ
)(
α2 cosh2(β(x+ x2)) + β2 sin
2(αx1)
) , (4.13)
where f1(x) = f1(x;β, x1, x2) is such that
f1(x) := αβ cosh(β(x+ x2)) sin(αx1)∓ β2eθ sin2(αx1)
± α2eθ cosh2(β(x+ x2))− αβe2θ cosh(β(x+ x2)) sin(αx1).
Now we show (4.9). Substracting (3.4) from (4.11), we get
Bx −Kt = −4αβ
2 sin(αx1) · sinh(β(x+ x2))
α2 cosh2(β(x+ x2)) + β2 sin
2(α(t+ x1))
− 4iαe
θ
1 + e2θ
=
A˜
C˜
,
where
C˜ =
(
1 + e2θ
) (
α2 cosh2(β(x+ x2)) + β
2 sin2 αx1
)
, (4.14)
A˜ =− 4αβ2(1 + e2θ) sinαx1 sinh(β(x+ x2))
− 4iαeθ(α2 cosh2(β(x+ x2)) + β2 sin2 αx1).
On the other hand, recalling that α2 + β2 = 1, from (4.13) we obtain
(β + iα) sin
(
B −K
2
)
+
1
β + iα
sin
(
B +K
2
)
=
B˜
C˜
, (4.15)
where C˜ is given by (4.14) and
B˜ = 4αβ2
(
1− e2θ) sinαx1 cosh(β(x+ x2)) + 4iαβ2eθ sin2 αx1
− 4iα3eθ cosh2(β(x+ x2)).
Therefore, (4.9) reduces to prove A˜− B˜ ≡ 0. Indeed,
A˜− B˜ = −4αβ2((1 + e2θ) sinαx1 sinh(β(x+ x2)) + 2ieθ sin2 αx1)
− 4αβ2(1− e2θ) sinαx1 cosh(β(x+ x2)) = 0.
This proves (4.9). Finally, we prove that (4.10) is satisfied. We follow the same idea as before.
From (3.15) and (4.2) we obtain
Bt −Kx = 4α
2β cos(αx1) cosh(β(x+ x2))
α2 cosh2(β(x+ x2)) + β2 sin
2(αx1)
− 4βe
θ
1 + e2θ
=
A˜2
C˜
,
where C˜ is given by (4.14) and
A˜2 = 4α
2β cos(αx1) cosh(β(x+ x2))
(
1 + e2θ
)
− 4βeθ(α2 cosh2(β(x+ x2)) + β2 sin2(αx1)).
On the other hand, recalling that α2 + β2 = 1 and making similar simplifications as for (4.15), we
have
1
β + iα
sin
(
B +K
2
)
− (β + iα) sin
(
B −K
2
)
=
B˜2
C˜
,
where C˜ is given by (4.14) and
B˜2 = 4
(
α2βeθ cosh2(β(x+ x2))− β3eθ sin2(αx1)
+ iα2βe2θ cosh(β(x+ x2)) sin(αx1)− iα2β cosh2(β(x+ x2)) sin(αx1)
)
.
Hence, (4.10) is reduced to show that A˜2 − B˜2 ≡ 0. Indeed, simplifying,
A˜2 − B˜2
= 4α2β cosh(β(x+ x2))
(
cosαx1 + i sinαx1 + e
2θ(cosαx1 − i sinαx1)
)
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− 8α2βeθ cosh2(β(x+ x2))
= 8α2βeθ cosh2(β(x+ x2))− 8α2βeθ cosh2(β(x+ x2)) = 0.
The following corollary shows that there is also a relationship between the breather and the
conjugate of the complex-valued kink profile.
Corollary 4.5. Let (B,Bt) and (K,Kt) be SG breather and complex-valued kink profiles respec-
tively, both with scaling parameters β ∈ (−1, 1)\{0} and shifts x1, x2 such that (3.5) do not satisfy.
Then, for each x ∈ R, (B,Bt) is a BT of (K,Kt) with parameter β − iα:
Bx −Kt = 1
β − iα sin
(
B +K
2
)
+ (β − iα) sin
(
B −K
2
)
, (4.16)
Bt −Kx = 1
β − iα sin
(
B +K
2
)
− (β − iα) sin
(
B −K
2
)
. (4.17)
Proof. Direct from previous result.
When working with multiple profiles it is convenient to introduce a schematic representation of
the BT, see [22]. Figure 5 shows a diagram where each arrow represents the BT of the SG solution
(φi, φi,t) towards another solution (φj , φj,t) with parameter ak, and given in Definition 2.1. The
fact that both BT arrive to the same solution is not a coincidence and it is called in the literature
as Permutability Theorem. In this article we will present a rigorous proof of this result for solutions
of SG which are perturbations of the profiles showed in the previous section.
(φ3, φ3,t)
(φ1, φ1,t) (φ2, φ2,t)
(φ0, φ0,t)
a1
a1 a2
a2
Figure 5. A diagram representing two consecutive applications of the BT with
inverse parameters a1 y a2. The permutability property says that (φ3, φ3,t) is the
unique final function, independently of the two considered paths.
We remark that Proposition 4.4, together with Corollary 4.5 show the validity of the diagram in
Fig. 6 for SG profiles, and not only solutions of the equation itself. This diagram is valid as soon
as x1 do not satisfy (3.5), in order to avoid the lack of good definition for K and K.
(B,Bt)
(K,Kt) (K,Kt)
(0, 0)
β − iα
β − iα β + iα
β + iα
Figure 6. Diagram for the breather B in Proposition 4.4. Note that (B,Bt) is
obtained independently of the chosen path [22].
Now we want to study the conection between the SG kink and kink-antikink.
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Proposition 4.6 (Kink-Antikink connection). Let (A,At) be a SG kink-antikink profile, with
speed parameter β ∈ (−1, 1) \ {0} and shifts x1, x2, as was introduced in Definition 4.3. Let also
~Q := (Q,Qt) := (Q,Qt)(x;−β, x1 + x2), (4.18)
be a real-valued kink profile (see Definition 3.1 and Observation 3.4), with speed parameter −β ∈
(−1, 1)\{0} and shift (x1 + x2).3 Then, the following is satisfied:
(1) We have the identities
lim
x→±∞ cos
(
A±Q
2
)
=
{
−1, x→ +∞
1, x→ −∞ . (4.19)
(2) For each x ∈ R, (A,At) is a BT of (Q,Qt) with real-valued parameter a = a(β) (see
(3.8)). That is,
Ax −Qt = 1
a
sin
(
A+Q
2
)
+ a sin
(
A−Q
2
)
, (4.20)
At −Qx = 1
a
sin
(
A+Q
2
)
− a sin
(
A−Q
2
)
. (4.21)
Remark 4.4. Generally speaking, we have the validity of the diagram in Fig. 7 (above), as soon
as we choose kink profiles of parameters (Q,Qt)(x, β,−x1 + x2) and (Q,Qt)(x;−β, x1 + x2). In
this sense, the reconstruction of (A,At) requires a different rigidity than that of the breather. In
this paper, we will only use the RHS connection via (Q,Qt)(x;−β, x1 + x2).
(A,At)(x;β, x1, x2)
(Q,Qt)(x;β,−x1 + x2) (Q,Qt)(x;−β, x1 + x2) ?
(0, 0)
a
a 1/a
1/a
(R,Rt)(x;β, x1, x2)
? (Q,Qt)(x,−β, x1 + x2) (Q,Qt)(−x;−β, x1 − x2)
(0, 0)
1/a
1/a −a
−a
Figure 7. Schematic diagram for the kink-antikink pair (A,At) (above), and the
2-kink (R,Rt) (below). In this paper, we will follow the paths refereed with ?.
Proof of Proposition 4.6. The proof of this result is very similar to that of Proposition 4.4. See
Appendix A.
In order to conclude this section we will study the relationship between real-valued kinks and
2-kinks of SG.
3Note the specific character of the choice in the shift parameter.
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Corollary 4.7 (2-kink connection). Let (R,Rt) be a SG 2-kink profile, with speed parameter
β ∈ (−1, 1) \ {0} and shifts x1, x2. Let ~Q denote the kink defined in (4.18), with speed parameter
−β ∈ (−1, 1) and shift (x1 + x2). Then,
(1) We have the limits
lim
x→±∞ cos
(
R±Q
2
)
=
{
1, x→ +∞
−1, x→ −∞ . (4.22)
(2) For each x ∈ R, (R,Rt) is a BT of (Q,Qt) with parameter a3 = −a(β) (see (3.9)):
Rx −Qt = 1
a3
sin
(
R+Q
2
)
+ a3 sin
(
R−Q
2
)
, (4.23)
Rt −Qx = 1
a3
sin
(
R+Q
2
)
− a3 sin
(
R−Q
2
)
. (4.24)
Remark 4.5. We have in general the validity of the diagram in Fig. 7 (below), but we will only
use its left side component.
Proof. Direct from Proposition 4.6, it is enough to change the roles of x+ x2 and x1, and a(β) by
−a(β).
5. Modulation of 2-solitons
In order to prove Theorem 1.1, we will show first some modulation lemmas. Here we will follow
the ideas in [24] and [5].
5.1. Static modulation. We will consider three pair of objects to deal with:
(1) (B,Bt) a SG breather profile with scaling parameter β ∈ (−1, 1), β 6= 0 fixed, and shifts
x1, x2 ∈ R, as in Definition 4.1.
(2) (R,Rt) a SG 2-kink profile with speed β ∈ (−1, 1), β 6= 0 fixed, and shifts x1, x2 ∈ R, as
in Definition 4.2.
(3) (A,At) a SG kink-antikink profile with speed β ∈ (−1, 1), β 6= 0 fixed, and shifts x1, x2 ∈
R, as in Definition 4.3.
Let D denote any of the capital letters A, B or R. We will use subindexes 1 and 2 to denote
derivatives of A, B and R wrt the shifts x1 and x2 respectively, namely for j = 1, 2
Dj(x;β, x1, x2) := ∂xjD(x;β, x1, x2), (5.1)
(Dt)j(x;β, x1, x2) := ∂xjDt(x;β, x1, x2). (5.2)
Remark 5.1. In Appendix B we can find an explicit description of the derivatives above mentioned
in the cases D = A and D = R, showing clearly that these are localized functions (see Subsection
B.2).
Let ν > 0 be a small real number. Let us also consider the following tubular neighborhood of a
2-soliton (D,Dt) of radius ν:
U(ν) :=
{
(φ, φt) : inf
x1,x2∈R
∥∥(φ, φt)− (D,Dt)(·;β, x1, x2)∥∥H1×L2 < ν}.
It is important to mention that this set has no temporal dependence. Since (φ, φt) does not
necessarily decay to zero (e.g. 2-kink case), the key is the difference with (D,Dt). However in the
case of kink-antikink or breather, (φ, φt) ∈ H1×L2. For the proof of next result, see Appendix C.
Lemma 5.1 (Static Modulation). There exists ν0 > 0 such that for each 0 < ν < ν0, the
following is satisfied. For each pair (φ, φt) ∈ U(ν), there exists a unique couple of C1 functions
x˜1, x˜2 : U(ν)→ R such that , if we consider z = z(x) and w = w(x) defined as
z(x) := φ(x)−D(x;β, x˜1, x˜2), w(x) := φt(x)−Dt(x;β, x˜1, x˜2),
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then, the following orthogonality conditions hold:∫
R
(z, w) · (D1, (D1)t)dx = ∫
R
(z, w) · (D2, (D2)t)dx = 0.
5.2. Dynamical modulation. We need now a dynamical version of the previous lemma. Let
(φ, φt) be a solution of (1.1), with initial data (φ0, φ1) such that
‖(φ0, φ1)− (D,Dt)(·;β, 0, 0)‖H1×L2 < η, (5.3)
for some 0 < η < η0 small enough, with η0 given by Theorem 1.1.
Definition 5.2 (Recurrence Time). Let C∗ > 1 be a large parameter (to be chosen later), and
let (φ, φt)(t) be the unique globally defined solution of SG with initial data (φ0, φ1), and satisfying
(5.3). We define T ∗ := T ∗(C∗) > 0 as the maximal time for which there are parameters x˜1(t) and
x˜2(t) such that
sup
t∈[0,T∗]
‖(φ, φt)(t)− (D,Dt)(·;β, x˜1(t), x˜2(t))‖H1×L2 ≤ C∗η. (5.4)
Note that T ∗ is well-defined thanks to continuity of the SG flow, (5.3) and the fact that C∗ > 1.
Later we will prove that T ∗ can be taken infinity for all C∗ large enough. Even more,
In what follows we will assume that T ∗ is finite. (5.5)
By choosing η0 sufficiently small if necessary, we will have C
∗η < ν0 in Lemma 5.1, and the
following result will be valid:
Corollary 5.3 (Dynamical modulation). Under the assumptions of Definition 5.2, there are C1
functions x1, x2 : [0, T
∗]→ R such that, if
z(t, x) := φ(t, x)−D(x;β, x1(t), x2(t)),
w(t, x) := φt(t, x)−Dt(x;β, x1(t), x2(t)), (5.6)
then, for each t ∈ [0, T ∗],∫
R
(z, w) · (D1, (D1)t)(t, x)dx = ∫
R
(z, w) · (D2, (D2)t)(t, x)dx = 0, (5.7)
and moreover
sup
t∈[0,T∗]
‖(z, w)(t)‖H1×L2 . C∗η, (5.8)
‖(z, w)(0)‖H1×L2 + |x1(0)|+ |x2(0)| . η, (5.9)
and
sup
t∈[0,T∗]
(|x′1(t)|+ |x′2(t)|) . sup
t∈[0,T∗]
‖(z, w)(t)‖H1×L2 . C∗η. (5.10)
Moreover, if D = R and (z0, w0) are odd, or if D = B,A and (z0, w0) are even, then we can
choose x2(t) ≡ 0, and the parity property on (z, w) is preserved in time.
Proof. Direct from Lemma 5.1 and (5.4).
6. Perturbations of breathers
6.1. Statement. In this section we will assume K = C in Definition 2.3. Our goal will be to show
the following result.
Proposition 6.1 (Descent to the zero solution). Let (B,Bt) be a SG breather profile, as in
Definition 4.1, with scaling parameter β ∈ (−1, 1) \ {0} and shifts x1, x2 ∈ R, such that x1 do
not satisfy (3.5). Let also (K,Kt) be the complex-valued kink profile associated to (B,Bt), that is
with same parameters as (B,Bt). Then, there are constants η0 > 0 and C > 0 such that, for all
0 < η < η0 and all (z0, w0) ∈ H1 (R)× L2 (R) such that4
‖(z0, w0)‖H1(R)×L2(R) < η,
then the following is satisfied:
4Note that both (z0, w0) are real-valued.
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(1) There are unique (u0, s0, δ) defined in an open subset of H
1 (R;C) × L2 (R;C) × C such
that the Ba¨cklund functional (2.3) satisfies
F(B + z0, Bt + w0,K + u0,Kt + s0, β + iα+ δ) = (0, 0),
and where
‖(u0, s0)‖H1×L2 + |δ| < Cη.
(2) Making η0 even smaller if necessary, there are unique (y0, v0, δ˜), defined in an open subset
of H1 (R;C)× L2 (R;C)× C, and such that
F(K + u0,Kt + s0, y0, v0, β − iα+ δ˜) = (0, 0),
and
‖(y0, v0)‖H1×L2 + |δ˜| < Cη.
The rest of the section will be devoted to the proof of this result, for which we will need some
auxiliary lemmas.
6.2. Integrant Factor. Let us start with an auxiliary result on existence of integrant factors for
some ODEs appearing naturally when studying breathers and BT.
Lemma 6.2 (Existence of Integrant Factor). Let (B,Bt) and (K,Kt) be breather and complex-
valued kink profiles, both with scaling parameter β ∈ (−1, 1), β 6= 0, and shifts x1, x2 ∈ R. Let us
consider
µK(x) :=
1
cosh(β(x+ x2) + iαx1)
=
Kx(x)
2β
, (see (3.14)), (6.1)
and
µB(x) :=
cosh(β(x+ x2) + iαx1)
α2 cosh2(β(x+ x2)) + β2 sin
2(αx1)
=
1
4α2β2
(βBt − iαBx)(x). (6.2)
Then the following holds:
(1) (Local and global behavior)
(a) µK(x) is well-defined and smooth for any β ∈ (−1, 1) \ {0}, and x1, x2 ∈ R, provided
x1 do not satisfy (3.5). Additionally, it decays exponentially fast in space as x→ ±∞.
(b) µB(x) is well-defined and smooth for any β ∈ (−1, 1) \ {0}, and x1, x2 ∈ R. Addi-
tionally, it decays exponentially fast in space as x→ ±∞. Finally, µB is not zero if
(3.5) is not satisfied.
(2) (ODEs) We have that µK(x) satisfies the ODE
µx − β cos
(
K
2
)
µ = 0, (6.3)
and µB(x) solves the ODE
µx −
(
(β − iα)
2
cos
(
B +K
2
)
+
(β + iα)
2
cos
(
B −K
2
))
µ = 0. (6.4)
(3) (Non orthogonality) For each x1 such that (3.5) is not satisfied, we have∫
R
µK sin
(
K
2
)
=
2
β
, (6.5)
and µB is not orthogonal to (Bx −Kt), that is:∫
R
µB (Bx −Kt) = − 4i
αβ
. (6.6)
Finally, these identities can be extended by continuity to all x1 ∈ R.
Proof. The proof of this result is direct but cumbersome, see Appendix D for the proof.
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6.3. Proof of Proposition 6.1. Using Lemma 6.2, the first item in Proposition 6.1 will be a
consequence of the following result.
Lemma 6.3. Let (B,Bt) and (K,Kt) be breather and complex-valued kink profiles, both with
scaling parameter β ∈ (−1, 1) \ {0} and shifts x1, x2 ∈ R, and such that (3.5) is not satisfied.
Then, there are constants η0 > 0 and C > 0 such that for all 0 < η < η0 and for all (z0, w0) ∈
H1 (R)× L2 (R) such that
‖(z0, w0)‖H1(R)×L2(R) < η,
there are unique (u0, s0, δ) defined in an open subset of H
1 (R;C) × L2 (R;C) × C and such that
F in (2.3) satisfies
F(B + z0, Bt + w0,K + u0,Kt + s0, β + iα+ δ) = (0, 0), (6.7)
and
‖(u0, s0)‖H1×L2 + |δ| ≤ Cη. (6.8)
Proof. Let (z0, w0) ∈ H1 (R) × L2 (R) be given, with a size to be defined below. Consider the
system of equations give by the Ba¨cklund functionals (2.5)-(2.6) in the variables (u0, s0, δ) ∈
H1(R;C)×L2(R;C)×C (note that this space and H1 (R)×L2 (R) define the space X(K) for F):
F1
(
B + z0, Bt + w0,K + u0,Kt + s0, β + iα+ δ
)
=
= Bx + z0,x −Kt − s0 − 1
β + iα+ δ
sin
(
B + z0 +K + u0
2
)
− (β + iα+ δ) sin
(
B + z0 −K − u0
2
)
, (6.9)
F2
(
B + z0, Bt + w0,K + u0,Kt + s0, β + iα+ δ
)
=
= Bt + w0 −Kx − u0,x − 1
β + iα+ δ
sin
(
B + z0 +K + u0
2
)
+ (β + iα+ δ) sin
(
B + z0 −K − u0
2
)
. (6.10)
We look for a unique choice of (u0, s0, a) such that
F(B + z0, Bt + w0,K + u0,Kt + s0, β + iα+ δ) = (0, 0).
We will use the Implicit Function Theorem for (F1,F2). Note that from (6.9) that once (u0, δ)
are defined, s0 gets completely determined from (6.9). Hence, we will only solve (6.10) for (u0, δ).
Gracias a que F(B,Bt,K,Kt, β + iα) = (0, 0), un cierto re-arreglo de (6.9) y (6.10) nos dice que
estas ecuaciones pueden escribirse como
F˜1
(
z0, w0, u0, s0, δ
)
:= z0,x − s0 − 1
β + iα+ δ
sin
(
B +K + z0 + u0
2
)
+
1
β + iα
sin
(
B +K
2
)
− (β + iα+ δ) sin
(
B −K + z0 − u0
2
)
+ (β + iα) sin
(
B −K
2
)
= 0, (6.11)
F˜2
(
z0, w0, u0, s0, δ
)
:= w0 − u0,x − 1
β + iα+ δ
sin
(
B +K + z0 + u0
2
)
+
1
β + iα
sin
(
B +K
2
)
+ (β + iα+ δ) sin
(
B −K + z0 − u0
2
)
− (β + iα) sin
(
B −K
2
)
= 0. (6.12)
Clearly F˜2 defines a C1 functional in the vicinity of zero, and F˜2
(
0, 0, 0, 0, 0
)
= 0. Then, we must
verify that the partial derivative of F˜2 at (0, 0, 0, 0, 0) defines a bounded linear operator, invertible
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with continuous inverse. From (6.12) we must check that the ODE
−u0,x + δ
(β + iα)2
sin
(
B +K
2
)
− u0
2(β + iα)
cos
(
B +K
2
)
+ δ sin
(
B −K
2
)
− (β + iα)u0
2
cos
(
B −K
2
)
= f, (6.13)
has a unique solution (u0, δ) such that u0 ∈ H1 (R;C), δ ∈ C, for each f ∈ H1(R;C). Rewriting
(6.13), calling f 7→ −f , and using that (β + iα)−1 = β − iα, we have
u0,x +
(
(β − iα)
2
cos
(
B +K
2
)
+
(β + iα)
2
cos
(
B −K
2
))
u0
= f +
δ
(β + iα)2
sin
(
B +K
2
)
+ δ sin
(
B −K
2
)
. (6.14)
Consider µB = µB(x) defined in Lemma 6.2, see (6.2). Thanks to (6.4), we have
u0 =
1
µB
∫ x
−∞
µB
(
f + δ(β − iα)2 sin
(
B +K
2
)
+ δ sin
(
B −K
2
))
.
Recalling that (B,Bt) and (K,Kt) satisfy (4.9), and since α
2 +β2 = 1, we arrive to the simplified
expression
u0 =
1
µB
∫ x
−∞
µB (f + δ(β − iα) (Bx −Kt)) .
From (6.6), we know that
∫
R µB · (Bx −Kt) 6= 0. Consequently, we can choose δ ∈ C in a unique
fashion and such that ∫
R
µB (f + δ(β − iα) (Bx −Kt)) = 0. (6.15)
Note that from this choice we have |δ| ≤ C‖f‖L2(R), where C is a constant depending on β and
‖µB‖L2(R;C). Let us prove that u0 ∈ H1(R;C). Indeed, from
lim
x→±∞ f(x) = limx→±∞µB(x) = limx→±∞Bx = limx→±∞Kt = 0,
(see (6.2), (4.11) and (3.4)), we obtain
lim
x→±∞u0 = limx→±∞
µB
(µB)x
(f + δ(β − iα)(Bx −Kt)) = 0.
Lastly, note that if s ≤ x −1, then we have that∣∣∣∣µB(s)µB(x)
∣∣∣∣ ≤ C ∣∣∣∣cosh(β(x+ x2))cosh(β(s+ x2))
∣∣∣∣ ≤ C ∣∣exp (β(s− x))∣∣ .
Hence, for x −1 we get
|u0(x)| ≤ C
∫ x
−∞
e−β(x−s) |f + δ(β − iα) (Bx −Kt)| ds
≤ Ce−βx ? (|f(·) + δ(β − iα) (Bx −Kt)| 1(−∞, x](·)) .
On the other hand, if x 1, using (6.15) we have
u0(x) = − 1
µB
∫ ∞
x
µB (f + δ(β − iα) (Bx −Kt)) .
From this last result, it is not difficult to show decay estimates for x 1, changing e−βx by eβx.
In consequence, from Young’s inequality,
‖u0‖L2(R;C) . ‖f + δ(β − iα) (Bx −Kt)‖L2(R;C) .
Finally, in order to prove u0 ∈ H1 we only must check that u0,x ∈ L2(R;C), which is direct if
we recall that l that f ∈ H1and (µB)x/µB is bounded. Therefore, u0 ∈ H1(R;C). The Implicit
Function Theorem guaranties (6.7). The proof of (6.8) is direct from the smallness of the data.
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Finally, the second item in Proposition 6.1 is consequence of the following:
Lemma 6.4. Let (K,Kt) be a complex-valued kink profile with scaling parameter β ∈ (−1, 1)\{0}
and shifts x1, x2 ∈ R, and such that x1 do not satisfy (3.5). Then, there are constants ν0 > 0 and
C > 0 such that for all 0 < ν < ν0 and for all (u0, s0) ∈ H1 (R;C)× L2 (R;C) such that
‖u0‖H1(R;C) + ‖s0‖L2(R;C) < ν,
there are unique (y0, v0, δ˜) defined in an open subset of H
1 (R;C)× L2 (R;C)× C and such that
F(K + u0,Kt + s0, y0, v0, β − iα+ δ˜) = (0, 0), (6.16)
and moreover,
‖(y0, v0)‖H1×L2 + |δ˜| < Cν. (6.17)
Idea of proof. The proof is very similar to that of Lemma 6.3, so we will only sketch the main
steps.
Let (u0, s0) ∈ H1 (R;C)×L2 (R;C) be given. Consider the rescaled BT functionals (see (2.5)-(2.6)
and Lemma 3.5),
F˜1
(
u0, s0, y0, v0, δ˜
)
= u0,x − v0 − 1
β − iα+ δ˜ sin
(
K + u0 + y0
2
)
+
1
β − iα sin
(
K
2
)
− (β − iα+ δ˜) sin
(
K + u0 − y0
2
)
+ (β − iα) sin
(
K
2
)
, (6.18)
F˜2
(
u0, s0, y0, v0, δ˜
)
= s0 − y0,x − 1
β − iα+ δ˜ sin
(
K + u0 + y0
2
)
+
1
β − iα sin
(
K
2
)
+ (β − iα+ δ˜) sin
(
K + u0 − y0
2
)
− (β − iα) sin
(
K
2
)
. (6.19)
for some (y0, v0, a) ∈ H1(R;C)×L2(R;C)×C. We will use the Implicit Function Theorem on the
previous system. Note that once we find (y0, δ˜), v0 rests completely determined from (6.18), so
that we only need to solve for (6.19) and (y0, δ˜).
A simple computation in (6.19) reveals that the problem is reduced to prove that the equation
− y0,x + δ˜
(β − iα)2 sin
(
K
2
)
− y0
2(β − iα) cos
(
K
2
)
+ δ˜ sin
(
K
2
)
− (β − iα)y0
2
cos
(
K
2
)
= f,
(6.20)
has a unique solution (y0, a) such that y0 ∈ H1(R;C), for each f ∈ H1 (R;C), continuous in
function of the parameters of the problem. Simplifying (6.20), we obtain the equation
y0,x + β cos
(
K
2
)
y0 = f + δ˜(1 + (β + iα)
2) sin
(
K
2
)
. (6.21)
Recalling that α2 + β2 = 1, and that µK in (6.1) is integrant factor for the last ODE, we obtain
y0 =
1
µK
∫ x
−∞
µK
(
f +
2δ˜β
β − iα sin
(
K
2
))
.
On the other hand, from (6.5) we conclude that we can choose δ˜ ∈ C in a unique form and such
that ∫
R
µK
(
f +
2δ˜β
β − iα sin
(
K
2
))
= 0. (6.22)
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We also have |δ˜| ≤ C‖f‖L2(R). Finally, note that
lim
x→±∞ f(x) = limx→±∞ sin
(
K
2
)
= 0,
and that from (3.11) limx→±∞ β cos(K2 ) = ∓β. The rest of the proof is very similar to the proof
of Lemma 6.3.
7. Perturbations of breathers: inverse dynamics
7.1. Preliminaries. In this Section we will continue assuming K = C in Definition 2.3. Propo-
sition 6.1 showed us the connection between a vicinity of (B,Bt) with another vicinity of the
vacuum solution. Our objetive now will be the proof of an inverse result. Important differences
will appear in this case, in particular we will need the orthogonality conditions (5.7) in the case
of the breather: ∫
R
(z, w) · (B1, (B1)t)(t, x)dx = ∫
R
(z, w) · (B2, (B2)t)(t, x)dx = 0. (7.1)
Recall that B1 and B2, defined in general in (5.1)-(5.2), are given explicitly in (B.1).
Lemma 7.1 (Nondegenerate profile B˜0). Let us define the function
B˜0 := Bxxt +
1
2
(β − iα)(B −Bt,x) cos
(
B +K
2
)
− 1
2
(β + iα)(B +Bt,x) cos
(
B −K
2
)
.
(7.2)
Then B˜0 is in the Schwartz class, provided x1 do not satisfy (3.5). Additionally, we have the
nondegeneracy condition ∫
R
B˜0Kx ∈ R\{0}. (7.3)
Proof of Lemma 7.1. The fact that B˜0 belongs to the Schwartz class is direct, provided that Kt or
Kx are well-defined, which is the case if x1 does not satisfy (3.5). For the numerical computation
of (7.3), see Appendix F.
In next result, we will translate one of the orthogonality conditions in (7.1) to the case of a pair
of functions (u, s)(t) already unknown.
Lemma 7.2 (A priori almost orthogonality conditions). Let t ∈ [0, T ∗] be fixed as in Definition
5.2. Let (z, w)(t) be H1×L2 functions, and x1(t), x2(t) modulational parameters given by Corollary
5.3, such that the second condition in (7.1) and the bound (5.8) are satisfied, and where x1(t) do
not satisfy (3.5). Finally, let δ ∈ C be a small fixed parameter, independent of time. Let us assume
also that, for all η > 0 small, there are functions (u, s)(t), defined in H1 (R;C) × L2 (R;C), and
such that
sup
t∈[0,T∗]
‖(u, s)(t)‖H1×L2 . η, (7.4)
and satisfy, for each t ∈ [0, T ∗]:
F(B + z,Bt + w,K + u,Kt + s, β + iα+ δ) = (0, 0). (7.5)
Then, necessarily we have the almost orthogonality condition∫
R
(u, s) · (B˜0, B) = N (δ, u, z), (7.6)
where N satisfies N (0, 0, z) = O(z2) (see (7.10)), and B˜0 is given by (7.2).
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Remark 7.1. Condition (7.6) can be recast as a necessary condition for (u, s) close to zero, for being
candidate to solution in (7.5). This condition, motivated by (7.1), implies that no every pair of
functions (u, s) is allowed at the time of solving the inverse dynamics of Ba¨cklund equations. This
new condition will be essential to get uniqueness when applying the Implicit Function Theorem.
See [34] for another approach to this method, involving the Lyapunov-Schmidt reduction.
Proof. Explicitly writing (7.5), and using (2.5)-(2.6), we get the equations
Bx + zx −Kt − s
− 1
β + iα+ δ
sin
(
B + z +K + u
2
)
− (β + iα+ δ) sin
(
B + z −K − u
2
)
= 0,
Bt + w −Kx − ux
− 1
β + iα+ δ
sin
(
B + z +K + u
2
)
+ (β + iα+ δ) sin
(
B + z −K − u
2
)
= 0.
Let us try to use the second orthogonality condition in (5.7) with D = B, so that D2 = B2 = ∂x2B
(see (5.1)-(5.2)). Since B2 = Bx and B2,t = Bt,x (see (4.1)), we have that multiplying the first
equation above by B, and the second by Bt,x, and integrating on x, we will get (after some simple
cancelations, see the end of Lemma 3.5)∫
B2z + i Im
∫
BKt +
∫
Bs+
1
β + iα+ δ
∫
B sin
(
B + z +K + u
2
)
+ (β + iα+ δ)
∫
B sin
(
B + z −K − u
2
)
= 0,∫
B2,tw − i Im
∫
Bt,xKx −
∫
B2,tux − 1
β + iα+ δ
∫
Bt,x sin
(
B + z +K + u
2
)
+ (β + iα+ δ)
∫
Bt,x sin
(
B + z −K − u
2
)
= 0.
Adding both equations, and using (5.7), we have∫
Bxxtu+
∫
Bs+
1
β + iα+ δ
∫
(B −Bt,x) sin
(
B + z +K + u
2
)
+ (β + iα+ δ)
∫
(B +Bt,x) sin
(
B + z −K − u
2
)
= i Im
∫
Bt,xKx − i Im
∫
BKt. (7.7)
The term sin
(
B+z±K±u
2
)
can be expanded as
sin
(
B + z ±K ± u
2
)
= sin
(
B ±K
2
)
+
1
2
cos
(
B ±K
2
)
(z ± u)
+N2,±(x, z, u).
Here, N2,± are nonlinear functions in (x, z, u), quadratic in (z, u). Hence, replacing in (7.7) we
get ∫
Bxxtu+
∫
Bs+
1
2(β + iα+ δ)
∫
(B −Bt,x) cos
(
B +K
2
)
u
− 1
2
(β + iα+ δ)
∫
(B +Bt,x) cos
(
B −K
2
)
u
= i Im
∫
Bt,xKx − i Im
∫
BKt − 1
β + iα+ δ
∫
(B −Bt,x) sin
(
B +K
2
)
− (β + iα+ δ)
∫
(B +Bt,x) sin
(
B −K
2
)
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− 1
2(β + iα+ δ)
∫
(B −Bt,x) cos
(
B +K
2
)
z
− 1
2
(β + iα+ δ)
∫
(B +Bt,x) cos
(
B −K
2
)
z +N2(z, u).
Here, N2 is a nonlinear term of second order in (z, u). Let us define
B˜δ := Btxx +
1
2(β + iα+ δ)
(B −Bt,x) cos
(
B +K
2
)
− 1
2
(β + iα+ δ)(B +Bt,x) cos
(
B −K
2
)
.
Thanks to Lemma 7.1, B˜δ = B˜0 +OS(δ), where OS(δ) represents a function in the Schwartz class,
bounded by δ, uniformly in space. Then,∫
B˜0u+
∫
Bs = i Im
∫
Bt,xKx − i Im
∫
BKt
− 1
β + iα+ δ
∫
(B −Bt,x) sin
(
B +K
2
)
− (β + iα+ δ)
∫
(B +Bt,x) sin
(
B −K
2
)
+N1,1(δ, z) +N2(z, u). (7.8)
Here, N1,1(δ, z) represents a quadratic term in δ, z, with N1,1(0, z) = N1,1(δ, 0) = 0. Lastly, we
will use the following result:
Lemma 7.3. For each β > 0, and x1, x2 shifts such that x1 does not satisfy (3.5), we have
i Im
∫
BtxKx − i Im
∫
BKt − 1
β + iα
∫
(B −Bt,x) sin
(
B +K
2
)
− (β + iα)
∫
(B +Bt,x) sin
(
B −K
2
)
= 0. (7.9)
Assuming this result, we have
i Im
∫
BtxKx − i Im
∫
BKt − 1
β + iα+ δ
∫
(B −Bt,x) sin
(
B +K
2
)
− (β + iα+ δ)
∫
(B +Bt,x) sin
(
B −K
2
)
= N1,2(δ),
where N1,2 is a term of first order in δ, with N1,2(0) = 0. Therefore, coming back to (7.8), we can
conclude that ∫
B˜0u+
∫
Bs = N1,2(δ) +N1,1(δ, z) +N2(z, u),
which shows (7.6). For further references, N is given by
N (δ, u, z) := N1,2(δ) +N1,1(δ, z) +N2(z, u). (7.10)
Clearly, N (0, 0, z) = O(z2).
Proof of Lemma 7.3. From (4.9)-(4.10), we have
RHS of (7.9)
= i Im
∫
BtxKx − i Im
∫
BKt −
∫
B(Bx −Kt) +
∫
Btx(Bt −Kx)
= i Im
∫
BtxKx − i Im
∫
BKt +
∫
BKt −
∫
BtxKx = 0.
Last cancelations are coming from the parity properties of Kx and Kt, see Lemma 3.5.
Our second result is the following (compare with Proposition 6.1):
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Proposition 7.4 (Ascent to the perturbed breather profile). Let (B,Bt) be a breather profile as
in Definition 4.1, with scaling parameter β ∈ (−1, 1) and shifts x1, x2 ∈ R, and such that x1 does
not satisfy (3.5). Let also (K,Kt) denote the complex-valued kink profile associated to (B,Bt),
that is, with same parameters as (B,Bt). Then, there exist constants η1 > 0 and C > 0 such that
for all 0 < η < η1 and for all (y, v, δ˜) ∈ H1 (R)× L2 (R) ∈ R such that5
‖(y, v)‖H1(R)×L2(R) + |δ˜| ≤ η,
then the following is satisfied:
(1) There are unique (u, s) defined in a subset of H1 (R;C)× L2 (R;C) such that
F(K + u,Kt + s, y, v, β − iα+ δ˜) = (0, 0),
(7.6) is satisfied, and
‖(u, s)‖H1×L2 ≤ Cη.
(2) For all δ > 0 small enough, making η1 smaller if necessary, there are unique (z, w), defined
in a subset of H1 (R;C)× L2 (R;C), and such that
F(B + z,Bt + w,K + u,Kt + s, β + iα+ δ) = (0, 0),
(7.1) is satisfied for B1, and also,
‖(z, w)‖H1×L2 + |δ| ≤ Cη.
For the proof of this result we will use several auxiliary results. The first item in Proposition 7.4
is consequence of the following result.
Proposition 7.5. Let (K,Kt) be a complex-valued kink profile, with scaling parameter β ∈ (−1, 1),
β 6= 0, and shifts x1, x2 ∈ R. Then, there are constants ν1 > 0 and C > 0 such that for all
0 < ν < ν1 and for all (y, v, δ˜) ∈ H1(R;C)× L2(R;C)× C such that
‖y‖H1(R;C) + |δ˜| < ν,
there are unique (u, s) ∈ H1(R;C)× L2(R;C) such that
(1) Smallness. We have
‖(u, s)‖H1×L2 ≤ Cν,
(2) The BT are satisfied, in the sense that (u, s) solve (see (7.6)):
F(K + u, Kt + s, y, v, β − iα+ δ˜) ≡ (0, 0), (7.11)∫
R
(u, s) · (B˜0, B) = N (δ, u, z), (7.12)
where N was defined in (7.10).
Remark 7.2. Note that (7.12) is a necessary condition to get∫
R
(z, w) · (B2, (B2)t)(t, x)dx = 0,
obtained via modulation theory. Additionally, (7.12) ensures existence and uniqueness for the
solution constructed via Implicit Function.
Proof of Proposition 7.5. Let (y, v, δ˜) ∈ H1 (R;C) × L2 (R;C) × C be given and small. Let us
consider the BT functionals equal zero:
F1
(
K + u,Kt + s, y, v, β − iα+ δ˜
)
= Kx + u0,x − v
− 1
β − iα+ δ˜ sin
(
K + u+ y
2
)
− (β − iα+ δ˜) sin
(
K + u− y
2
)
= 0,
(7.13)
5Note that (y, v, δ˜) are real-valued.
C. Mun˜oz and J. M. Palacios 29
F2
(
K + u,Kt + s, y, v, β − iα+ δ˜
)
= s− y0,x
− 1
β − iα+ δ˜ sin
(
K + u+ y
2
)
+ (β − iα+ δ˜) sin
(
K + u− y
2
)
= 0,
(7.14)
plus the almost orthogonality condition (7.12), for some (u, s) ∈ H1(R;C)× L2(R;C). Here, z in
(7.12) is given by a modulation (in a fixed time t far enough from the times tk in (3.6)) on the
breather profile. We look for a unique choice of (u, s) such that (7.13)-(7.14) are satisfied.
For simplicity, we shall redefine variables. Using F(K,Kt, 0, 0, β − iα) = (0, 0) (Lemma 3.5), we
have
F˜1(u, s, y, v, δ˜) = ux − v − 1
β − iα+ δ˜ sin
(
K + u+ y
2
)
+
1
β − iα sin
(
K
2
)
− (β − iα+ δ˜) sin
(
K + u− y
2
)
+ (β − iα) sin
(
K
2
)
, (7.15)
F˜2
(
u, s, y, v, δ˜
)
= s− yx − 1
β − iα+ δ˜ sin
(
K + u+ y
2
)
+
1
β − iα sin
(
K
2
)
+ (β − iα+ δ˜) sin
(
K + u− y
2
)
− (β − iα) sin
(
K
2
)
. (7.16)
Recall that y, v and δ˜ are data of the problem. We must then solve F˜1 = F˜2 = 0 mas (7.12), for
the unknown (u, s). First of all, note that once we know u, the value of s is evident from (7.16).
Therefore, we only solve (7.15), for u.
Clearly F˜1 defines a C1 functional in a neighborhood of the origin. Even more, using Lemma 3.5,
we have F(K,Kt, 0, 0, β − iα) = (0, 0) and then, F˜1(0, 0, 0, 0) = 0. In order to apply Implicit
Function, we must verify that the Gateaux derivative of F˜1 defines a linear continuous functional,
and a homeomorphism between the considered spaces. A simple checking in (7.15) reveals that
the problem is reduced to show that the equations
ux − u
2(β − iα) cos
(
K
2
)
− (β − iα)
2
cos
(
K
2
)
u = f, (7.17)∫
R
(u, s) · (B˜0, B) = c, (7.18)
have a unique solution u ∈ H1 (R;C), for all f ∈ H1 (R;C) and c ∈ C given, continuous wrt the
parameters of the problem. Simplifying (7.17) we get
ux − β cos
(
K
2
)
u = f.
Recall that limx→±∞ cos
(
K
2
)
= ∓1 (see (3.11)). From µK in (6.1), we have
u =
µK
µK(0)
u(x = 0) + µK
∫ x
0
f
µK
.
In what follows, (7.18) will help us to find u in a unique form. Indeed, it is enough to show that∫
B˜0µK ∼
∫
B˜0(x) sech(β(x+ x2) + iαx1))dx ∼
∫
B˜0Kx 6= 0,
which holds thanks to (7.3). The rest of the proof is similar to the one for Lemma 6.4.
The second item in Proposition 7.4 requires the following previous result.
Lemma 7.6. Let (B,Bt) and (K,Kt) breather and complex-valued kink profiles respectively, both
with parameters β ∈ (−1, 1) \ {0}, shifts x1, x2 ∈ R and such that (3.5) is not satisfied. Let us
consider
µB(x) =
1
µB
(x) :=
α2 cosh2(β(x+ x2)) + β
2 sin2(αx1)
cosh(β(x+ x2) + iαx1)
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Then, µB(x) solves the ODE
µx +
(
(β − iα)
2
cos
(
B +K
2
)
+
(β + iα)
2
cos
(
B −K
2
))
µ = 0. (7.19)
Proof. Direct from Lemma 6.2.
Finally, the second item in Proposition 7.4 is consequence of the following result.
Proposition 7.7. Let (B,Bt) and (K,Kt) denote breather and complex-valued kink profiles respec-
tively, both with scaling parameter β ∈ (−1, 1) \ {0} and shifts x1, x2 ∈ R, with x1 not satisfying
(3.5). Then, there are constants η1 > 0 and C > 0 such that for all 0 < η < η1 and for all
(u, s, δ) ∈ H1(R;C)× L2(R;C)× C such that
‖u‖H1(R;C) + |δ| < η,
there are unique (z, w) ∈ H1(R;C)× L2(R;C) with
‖(z, w)‖H1×L2 ≤ Cη,
F(B + z, Bt + w, K + u, Kt + s, β + iα+ δ) ≡ (0, 0),
and ∫
R
(z, w) · (B1, (B1)t)(t, x)dx = 0. (7.20)
Proof. Let (u, s, δ) ∈ H1 (R;C)×L2 (R;C)×C be given. Let us consider the system of equations
for the BT (2.5)-(2.6):
F1
(
B + z, Bt + w, K + u, Kt + s, β + iα+ δ
)
= Bx + zx −Kt − s− 1
β + iα+ δ
sin
(
B + z +K + u
2
)
− (β + iα+ δ) sin
(
B + z −K − u
2
)
= 0, (7.21)
F2
(
B + z, Bt + w, K + u, Kt + s, β + iα+ δ
)
= Bt + w −Kx − ux − 1
β + iα+ δ
sin
(
B + z +K + u
2
)
+ (β + iα+ δ) sin
(
B + z −K − u
2
)
= 0, (7.22)
for some (z, w) ∈ H1(R;C) × L2(R;C). We will use the Implicit Function Theorem in (F1,F2).
Note that once defined z0, w0 gets completely defined from (7.22), therefore we just need to solve
(7.21) para z0. Thanks to the identity F(B,Bt,K,Kt, β + iα) = (0, 0), rearranging (7.21) and
(7.22) we have
F˜1
(
z, w, u, s, δ
)
:= zx − s− 1
β + iα+ δ
sin
(
B +K + z + u
2
)
+
1
β + iα
sin
(
B +K
2
)
− (β + iα+ δ) sin
(
B −K + z − u
2
)
+ (β + iα) sin
(
B −K
2
)
= 0, (7.23)
F˜2
(
z, w, u, s, δ
)
:= w0 − ux − 1
β + iα+ δ
sin
(
B +K + z + u
2
)
+
1
β + iα
sin
(
B +K
2
)
+ (β + iα+ δ) sin
(
B −K + z − u
2
)
− (β + iα) sin
(
B −K
2
)
= 0. (7.24)
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Clearly F˜1 defines a C1 functional near zero, moreover, we have F˜2(0, 0, 0, 0, 0) = 0. Then, from
(7.23) we obtain that the problem is reduced to show that the equation
zx − z0
2(β + iα)
cos
(
B +K
2
)
− (β + iα)z
2
cos
(
B −K
2
)
= f,
possesses a unique solution z ∈ H1 (R;C) for all f ∈ H1 (R;C). Rearranging terms,
zx −
(
β − iα
2
cos
(
B +K
2
)
+
β + iα
2
cos
(
B −K
2
))
z = f.
Thanks to Lemma 6.2, we can use the integrant factor 1/µB (exponentially increasing) defined in
(6.2) and (3.15) to obtain
z =
µB
µB(x = 0)
z(x = 0) + µB
∫ x
0
f
µB
. (7.25)
Note that µB is zero only if x1 satisfies (3.5), which is not the case. On the other hand, z is
well-defined from condition (7.20), which holds true because of∫
R
µBB1dx ∼
∫
R
µBBtdx 6= 0.
In fact, thanks to (6.2) and Corollary (B.2), and that Bt is not zero,∫
R
µBBtdx ∼
∫
Bt(βBt − iαBx) ∼
∫
B2t .
The rest of the proof is very similar to the one in Lemma 6.3.
8. Permutability
8.1. Preliminaries. In this section we want to answer the following question: are (y0, v0), the
functions obtained in Proposition 6.1, real-valued? We will show here that, if (z0, w0) in Proposi-
tion 6.1 are real-valued, then (y0, v0) will also be real-valued. This fact shows Theorem 1.3.
This result will hold true because of two main ingredients: (i) Propositions 4.4 and 4.5 combined,
and (ii) the uniqueness property of perturbations as consequence of the Implicit Function Theorem.
These two properties will imply that all possible perturbation equals its conjugate.
In what follows, we will work in an abstract form. Let us consider (z0, w0) ∈ H1(R) × L2(R),
be real-valued functions, and let (u0, s0, δ) be the functions obtained from Lemma 6.3 starting at
(z0, w0), i.e., (u0, s0, δ) are such that
Bx + z0,x −Kt − s0 = 1
β + iα+ δ
sin
(
B + z0 +K + u0
2
)
+ (β + iα+ δ) sin
(
B + z0 −K − u0
2
)
, (8.1)
Bt + w0 −Kx − u0,x = 1
β + iα+ δ
sin
(
B + z0 +K + u0
2
)
− (β + iα+ δ) sin
(
B + z0 −K − u0
2
)
, (8.2)
for some δ ∈ C small. Considering η0 > 0 small enough such that Cη < ν0, we have the
validity of the hypotheses in Lemma 6.4 for (u0, s0). With these in mind, we obtain (y0, v0, δ˜) ∈
H1(R;C)× L2(R;C)× C satisfying (6.16), i.e.,
Kx + u0,x − v0 = 1
β − iα+ δ˜ sin
(
K + u0 + y0
2
)
+ (β − iα+ δ˜) sin
(
K + u0 − y0
2
)
, (8.3)
Kt + s0 − y0,x = 1
β − iα+ δ˜ sin
(
K + u0 + y0
2
)
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− (β − iα+ δ˜) sin
(
K + u0 − y0
2
)
, (8.4)
for some small δ˜ ∈ C.
We want now to invert the order of the transformations. First, we apply Proposition 7.5, starting
at (y0, v0), with fixed parameter β+iα+δ, and from Corollary 3.6 we obtain (u˜0, s˜0) ∈ H1(R;C)×
L2(R;C) satisfying (7.11) (using naturally condition (7.12) applied this time to (K,Kt)). Then,
invoking Proposition 7.7 starting at (u˜0, s˜0) with transformation parameter β − iα+ δ˜, Corollary
4.5 ensures the existence of functions (z˜0, w˜0) ∈ H1(R;C)× L2(R;C) such that
Bx + z˜0,x −Kt − s˜0 = 1
β − iα+ δ˜ sin
(
B + z˜0 +K + u˜0
2
)
+ (β − iα+ δ˜) sin
(
B + z˜0 −K − u˜0
2
)
, (8.5)
Bt + w˜0 −Kx − u˜0,x = 1
β − iα+ δ˜ sin
(
B + z˜0 +K + u˜0
2
)
− (β − iα+ δ˜) sin
(
B + z˜0 −K − u˜0
2
)
. (8.6)
8.2. Statement and proof. This being said, we are ready to announce and prove a permutability
theorem.
Theorem 8.1 (Permutability Theorem). Let (z0, w0) and (z˜0, w˜0) be the perturbacions defined by
(8.1)-(8.2) and (8.5)-(8.6) respectively. Then, we have (z0, w0) ≡ (z˜0, w˜0). In particular z˜0 and
w˜0 are real-valued functions.
Remark 8.1. The previous result can be represented by the diagram in Fig. 8.
(B,Bt) + (z0, w0)
(K,Kt) + (u0, s0) (K,Kt) + (u¯0, s¯0)
(y0, v0)
β − iα+ δ˜
β − iα+ δ˜ β + iα+ δ
β + iα+ δ
Figure 8. Theorem 8.1 about permutability, explained.
In order to prove this result, we will need the following auxiliary lemma.
Lemma 8.2. Let (B,Bt) and (K,Kt) be breather and kink profiles with parameters β ∈ (−1, 1),
β 6= 0, and x1, x2 ∈ R. Let also (K,Kt) be the corresponding conjugate kink profile. Then, the
following relations are satisfied:
(i) Difference between K and its conjugate:
K −K = 4 arctan
(
iα sin(αx1)
α cosh(β(x+ x2))
)
. (8.7)
(ii) The following identities are satisfied:
sec2
(
B
4
)
= 1 +
(
β sin(αx1)
α cosh(β(x+ x2))
)2
,
tan2
(
B
4
)
=
(
β sin(αx1)
α cosh(β(x+ x2))
)2
,
(8.8)
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and
Bt sec
2
(
B
4
)
1 + `2 tan2
(
B
4
) = 4α2β cos(αx1) cosh(β(x+ x2))
α2 cosh2(β(x+ x2)) + `2β2 sin
2(αx1)
. (8.9)
Proof. See Appendix E.
Proof of Theorem 8.1. We divide the proof in several steps.
Step 1. Preliminaries. For the sake of notation we define
(φ0,1, φ0,2) := (y0, v0), (φ
1,1, φ1,2) := (K + u0,Kt + s0),
(φ2,1, φ2,2) := (K + u˜0,Kt + s˜0).
Also,
ϕ1 = (ϕ1,1, ϕ1,2) := (B + z0, Bt + w0),
ϕ2 = (ϕ2,1, ϕ2,2) := (B + z˜0, Bt + w˜0),
and
a1 := β + iα+ δ, a2 := β − iα+ δ˜.
Finally, let ` and ˜` denote
` :=
a1 − a2
a1 + a2
, ˜` :=
a1 + a2
a1 − a2 . (8.10)
Note that both values ` and ˜` are well-defined, since δ, δ˜ are small. We want to prove ϕ1 ≡ ϕ2. In
order to prove this, let us define the auxiliary function (φ3,1, φ3,2) via the identities
φ3,1 − φ1,1 = −4 arctan
(
` tan
(
ϕ1,1 − φ0,1
4
))
, (8.11)
and
φ3,2 − φ1,2 =
−`(ϕ1,2 − φ0,2) sec2
(
ϕ1,1−φ0,1
4
)
1 + `2 tan2
(
ϕ1,1−φ0,1
4
) . (8.12)
Step 2. First identities. Note that if
(φ0,1, φ0,2) = (0, 0), (φ1,1, φ1,2) = (K,Kt), (ϕ
1,1, ϕ1,2) = (B,Bt),
a1 = β + iα y a2 = β − iα,
(8.13)
then from (8.7) we have
φ3,1 = K − 4 arctan
(
2iα
2β
β sin(αx1)
α cosh(β(x+ x2))
)
= K.
Similarly, replacing (8.13) in (8.12), we obtain
φ3,2 = Kt −
`Bt sec
2
(
B
4
)
1 + `2 tan2
(
B
4
) . (8.14)
Therefore, using (8.8) and (8.9), we obtain that (8.14) is reduced to simplifying the RHS of the
identity
φ3,2 =
4iαeβ(x+x2)+iαx1
1 + e2β(x+x2)+2iαx1
− 4`α
2β cos(αx1) cosh(β(x+ x2))
α2 cosh2(β(x+ x2)) + `2β2 sin
2(αx1)
.
Let us consider the notation
θ1 := αx1, θ2 := β(x+ x2), θ := β(x+ x2) + iαx1. (8.15)
We have,
φ3,2 =
=
4iα3eθ(cosh2(θ2)− sin2(θ1))− 4iα3(1 + e2θ) cos(θ1) cosh(θ2)
(1 + e2θ)(α2 cosh2(θ2)− α2 sin2(θ1))
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=
4iαeθ(cosh2(θ2)− sin2(θ1))− 4iα(1 + e2θ) cos(θ1) cosh(θ2)
(1 + e2θ)(cosh2(θ2)− sin2(θ1))
=
iα
(
eθ+2θ2 + eθ−2θ2 + eθ+2iθ1 + eθ−2iθ1 − (1 + e2θ)(eiθ1 + e−iθ1)(eθ2 + e−θ2))(
1 + e2θ
)(
cosh2(θ2)− sin2(θ1)
)
=
−iα(e3θ + e−θ + 2eθ)(
1 + e2θ
)(
cosh2(θ2)− sin2(θ1)
) = −iαe−θ(1 + e2θ)2(
1 + e2θ
)(
cosh2(θ2)− sin2(θ1)
)
=
−iαe−θ(1 + e2θ)
cosh2(θ2)− sin2(θ1)
=
−4iαe−θ(1 + e2θ)(
1 + e2θ
)(
e−2iθ1 + e−2θ2
)
=
−4iαe−θ
e−2iθ1 + e−2θ2
=
−4iαeθ2−iθ1
1 + e2(θ2−iθ1)
= Kt.
Then, if (8.13) holds, necessarily
φ3 = (φ3,1, φ3,2) = (K,Kt). (8.16)
Step 3. ODEs satisfied by φ3. Let us consider now general values of φ0, φ1, ϕ1 and a1, a2, as
before. We shall prove that φ3 = (φ3,1, φ3,2) defined in (8.11)-(8.12) satisfy the identities
φ3,1x − φ0,2 =
1
a1
sin
(
φ3,1 + φ0,1
2
)
+ a1 sin
(
φ3,1 − φ0,1
2
)
, (8.17)
φ3,2 − φ0,1x =
1
a1
sin
(
φ3,1 + φ0,1
2
)
− a1 sin
(
φ3,1 − φ0,1
2
)
. (8.18)
Hence, from (8.16) we conclude that (φ3,1, φ3,2) ≡ (φ2,1, φ2,2). Similarly, denoting φ4 := (φ4,1, φ4,2)
the solution to
φ2,1 − φ4,1 = −4 arctan
(
a1 + a2
a1 − a2 tan
(
ϕ2,1 − φ0,1
4
))
,
φ2,2 − φ4,2 = −
˜`
(
ϕ2,2 − φ0,2) sec2 (ϕ2,1−φ0,14 )
1 + ˜`2 tan2
(
ϕ2,1−φ0,1
4
) ,
and proving that (φ4,1, φ4,2) satisfy
φ4x − φ0t =
1
a1
sin
(
φ4 + φ0
2
)
+ a1 sin
(
φ4 − φ0
2
)
,
φ4t − φ0x =
1
a1
sin
(
φ4 + φ0
2
)
− a1 sin
(
φ4 − φ0
2
)
,
then we have (φ4,1, φ4,2) ≡ (φ1,1, φ1,2). From here we conclude that (ϕ1,1, ϕ1,2) ≡ (ϕ2,1, ϕ2,2).
Moreover,
tan
(
ϕ1 − φ0
4
)
= −a1 + a2
a1 − a2 tan
(
φ2 − φ1
4
)
. (8.19)
This identity will be used a posteriori. Let us now show (8.17) and (8.18).
Step 4. Proof of (8.17). In fact, from (8.11) we have
ϕ1,1 − φ0,1 = −4 arctan
(
`−1 tan
(
φ3,1 − φ1,1
4
))
. (8.20)
Then, taking derivative wrt x,
ϕ1,1x − φ0,1x =
−`−1(φ3,1x − φ1,1x ) sec2
(
φ3,1−φ1,1
4
)
1 + `−2 tan2
(
φ3,1−φ1,1
4
) , (8.21)
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or
−1
`
(φ3,1x − φ1,1x ) sec2
(
φ3,1 − φ1,1
4
)
=
(
1 +
1
`2
tan
(
φ3,1 − φ1,1
4
))(
ϕ1,1x − φ0,1x
)
. (8.22)
On the other hand, from (8.20) it is not difficult to show that
sin
(
ϕ1,1 − φ0,1
2
)
=
−2`−1 tan
(
φ3,1−φ1,1
4
)
1 + `−2 tan2
(
φ3,1−φ1,1
4
) ,
cos
(
ϕ1,1 − φ0,1
2
)
=
1− `−2 tan2
(
φ3,1−φ1,1
4
)
1 + `−2 tan2
(
φ3,1−φ1,1
4
) .
(8.23)
Since from Proposition 6.1 we have the connections
B(φ0,1, φ0,2) a2−−→ (φ1,1, φ1,2), B(φ1,1, φ1,2) a1−−→ (ϕ1,1, ϕ1,2),
which in particular imply
ϕ1,1x − φ1,2 =
1
a1
sin
(
ϕ1,1 + φ1,1
2
)
+ a1 sin
(
ϕ1,1 − φ1,1
2
)
φ1,2 − φ0,1x =
1
a2
sin
(
φ1,1 + φ0,1
2
)
− a2 sin
(
φ1,1 − φ0,1
2
)
,
we can rewrite the LHS of (8.21) as follows:
ϕ1,1x − φ0,1x
= ϕ1,1x − φ1,2 + φ1,2 − φ0,1x
=
1
a1
sin
(
ϕ1,1 + φ1,1
2
)
+ a1 sin
(
ϕ1,1 − φ1,1
2
)
+
1
a2
sin
(
φ1,1 + φ0,1
2
)
− a2 sin
(
φ1,1 − φ0,1
2
)
=
1
a1
sin
(
ϕ1,1 − φ0,1 + φ0,1 + φ1,1
2
)
+ a1 sin
(
ϕ1,1 − φ0,1 + φ0,1 − φ1,1
2
)
+
1
a2
sin
(
φ1,1 + φ0,1
2
)
− a2 sin
(
φ1,1 − φ0,1
2
)
.
Expanding terms,
ϕ1,1x − φ0,1x =
1
a1
sin
(
ϕ1,1 − φ0,1
2
)
cos
(
φ0,1 + φ1,1
2
)
+
1
a1
cos
(
ϕ1,1 − φ0,1
2
)
sin
(
φ0,1 + φ1,1
2
)
+ a1 sin
(
ϕ1,1 − φ0,1
2
)
cos
(
φ1,1 − φ0,1
2
)
− a1 cos
(
ϕ1,1 − φ0,1
2
)
sin
(
φ1,1 − φ0,1
2
)
+
1
a2
sin
(
φ1,1 + φ0,1
2
)
− a2 sin
(
φ1,1 − φ0,1
2
)
.
Replacing this last identity in the RHS of (8.22), and using the identities found in (8.23), we have
− 1
`
(φ3,1x − φ1,1x ) sec2
(
φ3,1 − φ1,1
4
)
=
(
1 +
1
`2
tan2
(
φ3,1 − φ1,1
4
))(
1
a2
sin
(
φ1,1 + φ0,1
2
)
− a2 sin
(
φ1,1 − φ0,1
2
))
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+
(
1− 1
`2
tan2
(
φ3,1 − φ1,1
4
))(
1
a1
sin
(
φ1,1 + φ0,1
2
)
− a1 sin
(
φ1,1 − φ0,1
2
))
− 2
`
tan
(
φ3,1 − φ1,1
4
)(
1
a1
cos
(
φ1,1 + φ0,1
2
)
+ a1 cos
(
φ1,1 − φ0,1
2
))
. (8.24)
Then, using that the LHS of (8.21) can be rewritten as
φ3,1x − φ1,1x = φ3,1x − φ0,2 + φ0,2 − φ1,1x ,
recalling that B(φ0,1, φ0,2) a2−−→ (φ1,1, φ1,2), i.e.,
φ1,1x − φ0,2 =
1
a2
sin
(
φ1,1 + φ0,1
2
)
+ a2 sin
(
φ1,1 − φ0,1
2
)
φ1,2 − φ0,1x =
1
a2
sin
(
φ1,1 + φ0,1
2
)
− a2 sin
(
φ1,1 − φ0,1
2
)
,
we can replace (8.24) in (8.21) to get
φ3,1x − φ0,2 = φ3,1x − φ1,1x + (φ1,1x − φ0,2)
= − cos2
(
φ3,1 − φ1,1
4
)(
`+ `−1 tan2
(
φ3,1 − φ1,1
4
))
(
1
a2
sin
(
φ1,1 + φ0,1
2
)
− a2 sin
(
φ1,1 − φ0,1
2
))
− cos2
(
φ3,1 − φ1,1
4
)(
`− `−1 tan2
(
φ3,1 − φ1,1
4
))
(
1
a1
sin
(
φ1,1 + φ0,1
2
)
− a1 sin
(
φ1,1 − φ0,1
2
))
+ 2 sin
(
φ3,1 − φ1,1
4
)
cos
(
φ3,1 − φ1,1
4
)
(
1
a1
cos
(
φ1,1 + φ0,1
2
)
+ a1 cos
(
φ1,1 − φ0,1
2
))
+
1
a2
sin
(
φ1,1 + φ0,1
2
)
+ a2 sin
(
φ1,1 − φ0,1
2
)
.
A further simplification gives
φ3,1x − φ0,2 =
1
a2
sin
(
φ1,1 + φ0,1
2
)
+ a2 sin
(
φ1,1 − φ0,1
2
)
− cos2
(
φ3,1 − φ1,1
4
)
sin
(
φ1,1 + φ0,1
2
)
[(
1
a2
+
1
a1
)
`+ `−1
(
1
a2
− 1
a1
)
tan2
(
φ3,1 − φ1,1
4
)]
+ cos2
(
φ3,1 − φ1,1
4
)
sin
(
φ1,1 − φ0,1
2
)
[
(a1 + a2)`+ (a2 − a1)`−1 tan2
(
φ3,1 − φ1,1
4
)]
+ sin
(
φ3,1 − φ1,1
2
)(
1
a1
cos
(
φ1,1 + φ0,1
2
)
+ a1 cos
(
φ1,1 − φ0,1
2
))
.
Thanks to (8.10), we have
φ3,1x − φ0,2
=
1
a2
sin
(
φ1,1 + φ0,1
2
)
+ a2 sin
(
φ1,1 − φ0,1
2
)
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− sin
(
φ1,1 + φ0,1
2
)
[(
1
a2
− 1
a1
)
cos2
(
φ3,1 − φ1,1
4
)
+
(
1
a2
+
1
a1
)
sin2
(
φ3,1 − φ1,1
4
)]
+ sin
(
φ1,1 − φ0,1
2
)
[
(a1 − a2) cos2
(
φ3,1 − φ1,1
4
)
− (a1 + a2) sin2
(
φ3,1 − φ1,1
4
)]
+ sin
(
φ3,1 − φ1,1
2
)(
1
a1
cos
(
φ1,1 + φ0,1
2
)
+ a1 cos
(
φ1,1 − φ0,1
2
))
.
Simplifying,
φ3,1x − φ0,2 = −
1
a1
sin
(
φ1,1 + φ0,1
2
)[
sin2
(
φ3,1 − φ1,1
4
)
− cos2
(
φ3,1 − φ1,1
4
)]
+ a1 sin
(
φ1,1 − φ0,1
2
)[
cos2
(
φ3,1 − φ1,1
4
)
− sin2
(
φ3,1 − φ1,1
4
)]
+ sin
(
φ3,1 − φ1,1
2
)(
1
a1
cos
(
φ1,1 + φ0,1
2
)
+ a1 cos
(
φ1,1 − φ0,1
2
))
=
1
a1
sin
(
φ1,1 + φ0,1
2
)
cos
(
φ3,1 − φ1,1
2
)
+ a1 sin
(
φ1,1 − φ0,1
2
)
cos
(
φ3,1 − φ1,1
2
)
+ sin
(
φ3,1 − φ1,1
2
)(
1
a1
cos
(
φ1,1 + φ0,1
2
)
+ a1 cos
(
φ1,1 − φ0,1
2
))
.
Finally,
φ3,1x − φ0,2 =
1
a1
sin
(
φ3,1 + φ0,1
2
)
+ a1 sin
(
φ3,1 − φ0,1
2
)
.
This ends the proof of the case (8.17).
Step 4. Proof of (8.18). We proceed as before. First, we write the LHS of (8.12) as follows:
φ3,2 − φ1,2 = φ3,2 − φ0,1x + φ0,1x − φ1,2.
Similarly, we have ϕ1,2 − φ0,2 = ϕ1,2 − φ1,1x + φ1,1x − φ0,2. Thanks to (8.11), we have that (8.12)
reads now
φ3,2 − φ0,1x = φ1,2 − φ0,1x
− `(ϕ1,2 − φ1,1x + φ1,1x − φ0,2)(1 + `−2 tan2(φ3,1 − φ1,14
))
cos2
(
φ3,1 − φ1,1
4
)
. (8.25)
On the other hand, recall that
φ1,1x − φ0,2 =
1
a2
sin
(
φ1,1 + φ0,1
2
)
+ a2 sin
(
φ1,1 − φ0,1
2
)
. (8.26)
Similarly, we have
ϕ1,2 − φ1,1x
=
1
a1
sin
(
ϕ1,1 + φ1,1
2
)
− a1 sin
(
ϕ1,1 − φ1,1
2
)
=
1
a1
sin
(
ϕ1,1 − φ0,1 + φ0,1 + φ1,1
2
)
− a1 sin
(
ϕ1,1 − φ0,1 + φ0,1 − φ1,1
2
)
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=
1
a1
(
sin
(
ϕ1,1 − φ0,1
2
)
cos
(
φ1,1 + φ0,1
2
)
+ cos
(
ϕ1,1 − φ0,1
2
)
sin
(
φ1,1 + φ0,1
2
))
− a1
(
sin
(
ϕ1,1 − φ0,1
2
)
cos
(
φ1,1 − φ0,1
2
)
− cos
(
ϕ1,1 − φ0,1
2
)
sin
(
φ1,1 − φ0,1
2
))
.
Therefore, (8.23) implies
ϕ1,2 − φ1,1x
=
−2`−1 tan
(
φ3,1−φ1,1
4
)
1 + `−2 tan2
(
φ3,1−φ1,1
4
) ( 1
a1
cos
(
φ1,1 + φ0,1
2
)
− a1 cos
(
φ1,1 − φ0,1
2
))
+
1− `−2 tan2
(
φ3,1−φ1,1
4
)
1 + `−2 tan2
(
φ3,1−φ1,1
4
) ( 1
a1
sin
(
φ1,1 + φ0,1
2
)
− a1 sin
(
φ1,1 − φ0,1
2
))
(8.27)
Therefore, replacing (8.26) and (8.27) in (8.25) we get
φ3,2 − φ0,1x
=
1
a2
sin
(
φ1,1 + φ0,1
2
)
− a2 sin
(
φ1,1 − φ0,1
2
)
+ sin
(
φ3,1 − φ1,1
2
)(
1
a1
cos
(
φ1,1 + φ0,1
2
)
− a1 cos
(
φ1,1 − φ0,1
2
))
−
(
` cos2
(
φ3,1 − φ1,1
4
)
− `−1 sin2
(
φ3,1 − φ1,1
4
))
(
1
a1
sin
(
φ1,1 + φ0,1
2
)
− a1 sin
(
φ1,1 − φ0,1
2
))
− `
(
1
a2
sin
(
φ1,1 + φ0,1
2
)
+ a2 sin
(
φ1,1 − φ0,1
2
))
(
1 + `−2 tan2
(
φ3,1 − φ1,1
4
))
cos2
(
φ3,1 − φ1,1
4
)
.
Finally, gathering terms and using the value of ` we obtain
φ3,2 − φ0,1x
=
1
a2
sin
(
φ1,1 + φ0,1
2
)
− a2 sin
(
φ1,1 − φ0,1
2
)
− 1
a21 − a22
(
(a21 + a
2
2) cos
(
φ3,1 − φ1,1
2
)
− 2a1a2
)
(
1
a1
sin
(
φ1,1 + φ0,1
2
)
+ a1 sin
(
φ1,1 − φ0,1
2
))
− 1
a21 − a22
(
a21 + a
2
2 − 2a1a2 cos
(
φ3,1 − φ1,1
2
))
(
1
a2
sin
(
φ1,1 + φ0,1
2
)
+ a2 sin
(
φ1,1 − φ0,1
2
))
=
1
a2
sin
(
φ1,1 + φ0,1
2
)
− a2 sin
(
φ1,1 − φ0,1
2
)
+
1
a1
sin
(
φ3,1 + φ0,1
2
)
− a1 sin
(
φ3,1 − φ0,1
2
)
− 1
a2
sin
(
φ1,1 − φ0,1
2
)
+ a2 sin
(
φ1,1 − φ0,1
2
)
=
1
a1
sin
(
φ3,1 + φ0,1
2
)
− a1 sin
(
φ3,1 − φ0,1
2
)
,
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which finally proves (8.18).
Corollary 8.3. Under the assumptions of Theorem 8.1 we have
(u0, s0) = (u˜0, s˜0), δ = δ˜.
Proof. Theorem 8.1 implies (z0, w0) ≡ (z˜0, w˜0). Then, after conjugation of (8.5) and (8.6) we have
Bx + z0,x −Kt − ¯˜s0 = 1
β + iα+ δ˜
sin
(
B + z0 +K + ¯˜u0
2
)
+ (β + iα+ δ˜) sin
(
B + z0 −K − ¯˜u0
2
)
,
Bt + w0 −Kx − ¯˜u0,x = 1
β + iα+ δ˜
sin
(
B + z0 +K + ¯˜u0
2
)
− (β + iα+ δ˜) sin
(
B + z0 −K − ¯˜u0
2
)
.
Therefore, thanks to the uniqueness of perturbations (via Implicit Function Theorem), and using
(8.1) and (8.2), we conclude the result.
The following result will be essential in the rest of the proof.
Corollary 8.4 (Real-valued character of the double BT). Let (z0, w0) be satisfying the hypotheses
of Theorem 8.1. Then y0, v0 are real-valued.
Remark 8.2. This last result finally proves Theorem 1.3.
Proof. Note that Corollary 8.3 implies δ = δ˜. Then, from (8.19)
tan
(
B + z0 − y0
4
)
=
2β + δ + δ˜
2iα+ δ − δ˜ tan
(
K + u0 −K − u¯0
4
)
.
Simplifying, we get
tan
(
B + z0 − y0
4
)
=
β + Re δ
α+ Im δ
tanh
(
Im (K + u0)
2
)
,
so that y0(x) is real-valued.
9. 2-kinks and kink-antikink perturbations
In this section we will assume that K = R in Definition 2.3. Consider (D,Dt) = (R,Rt) or (A,At),
2-kink or kink-antikink profiles respectively, with shifts x1, x2 ∈ R and speed β ∈ (−1, 1), β 6= 0.
Also, we will consider (Q,Qt) a real-valued kink profile with speed −β and shift x1 +x2, see (4.18)
for more details.
In what follows, we denote by d the parameter of the BT associated to (D,Dt): if (D,Dt) =
(R,Rt), then d := a3(β) = −a(β); and if (D,Dt) = (A,At), then d := a(β). See Fig. 7 for more
details.
Proposition 9.1 (Connection to the zero solution). Let (D,Dt) be a kink-antikink or 2-kink
profile, as in Definitions 4.2 and 4.3, with speed β ∈ (−1, 1) \ {0} and shifts x1, x2 ∈ R. Let
also (Q,Qt)(·;−β, x1 + x2) be a real-valued kink profile associated to (D,Dt), with BT parameter
d. Then, there exist constants η0 > 0 and C > 0 such that, for all 0 < η < η0 and for all
(z0, w0) ∈ H1 (R)× L2 (R) such that
‖(z0, w0)‖H1(R)×L2(R) < η,
the following holds:
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(1) There are unique (u0, s0, b) defined in an open subset of H
1 (R)× L2 (R)× R such that
F(D + z0, Dt + w0, Q+ u0, Qt + s0, d+ b) = (0, 0), (9.1)
and where
‖(u0, s0)‖H1×L2 + |b| < Cη. (9.2)
(2) Making η0 smaller if necessary, there are unique (y0, v0, b˜), defined in an open subset of
H1 (R)× L2 (R)× R, and such that
F(Q+ u0, Qt + s0, y0, v0, a−1(β) + b˜) = (0, 0), (9.3)
and moreover,
‖(y0, v0)‖H1×L2 + |b˜| < Cη. (9.4)
The proof of this result is very similar to the one of Proposition 6.1, so that we only indicate the
main differences. First of all, we need the following integrant factor lemma. For the proofs, see
Appendix D.
Lemma 9.2 (Integrant factor for the 2-kink). Let (R,Rt) and (Q,Qt) be 2-kink and real-valued
kink profiles as in Proposition 9.1. Let us consider
µR(x) :=
cosh(γ(x+ x1 + x2))
cosh2(γx1) + β2 sinh
2(γ(x+ x2))
=
1
4γ
Rx − 1
4βγ
Rt.
Then, µR(x) is smooth and solves the ODE:
µx − 1
2
(
1
d
cos
(
R+Q
2
)
+ d cos
(
R−Q
2
))
µ = 0, (9.5)
where d = a3 = −a(β). Moreover, we have the nondegeneracy condiciton∫
R
µR · (Rx −Qt) = 4
β
6= 0.
Lemma 9.3 (Integrant factor for the kink-antikink). Let (A,At) and (Q,Qt) be kink-antikink and
real-valued kink profiles, respectively exactly as in Proposition 9.1. Let us consider
µA(x) :=
cosh(γ(x+ x1 + x2))
β2 cosh2(γ(x+ x2)) + sinh
2(γx1)
=
1
4β2γ
At − 1
4βγ
Ax.
Then, µA(x) is smooth and solves the ODE:
µx − 1
2
(
1
d
cos
(
A+Q
2
)
+ d cos
(
A−Q
2
))
µ = 0, (9.6)
where d = a = a(β). Moreover, we have∫
R
µA · (Ax −Qt) = − 4
β
6= 0. (9.7)
In order to show (9.1)-(9.2), first item in Proposition 9.1, we follow the proof in Lemma 6.3. After
linearizing the BT, we must study whether or not the ODE
u0,x +
(
1
2d
cos
(
D +Q
2
)
+
d
2
cos
(
D −Q
2
))
u0
= f +
b
d2
sin
(
D +Q
2
)
+ b sin
(
D −Q
2
)
,
has a unique solution (u0, b) such that u0 ∈ H1(R), for each f ∈ H1 (R). Using µ as in Lemmas
9.2 or 9.3 depending on the cases D = A,R, we have
u0 =
1
µ
∫ x
−∞
µ
(
f +
b
d
(Dx −Qt)
)
.
Additionally, Lemmas 9.2-9.3 imply that we can choose b ∈ R such that∫
R
µ
(
f +
b
d
(Dx −Qt)
)
= 0.
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The rest of the proof is similar to the one in Lemma 6.3.
Finally, (9.3) and (9.4), part of the second item in Proposition 9.1, are consequence of a new
application of the Implicit Function Theorem. In fact, we must study whether or not the equation
− y0,x + b˜
a22
sin
(
Q
2
)
− y0
2a2
cos
(
Q
2
)
+ b˜ sin
(
Q
2
)
− a2y0
2
cos
(
Q
2
)
= f, (9.8)
possesses a unique solution (y0, b˜) such that y0 ∈ H1(R), for each f ∈ H1 (R). Simplifying (9.8)
and recalling that γ = (1− β2)−1/2, we get
y0,x + γ cos
(
Q
2
)
y0 = f +
2b˜
1− β sin
(
Q
2
)
.
We define now the integrant factor µQ(x) := sech(γ(x+ x0)). Since µQ decays exponentially fast,
we have
y0 =
1
µQ
∫ x
−∞
µQ
(
f +
2b˜
1− β sin
(
Q
2
))
.
Note that
∫
R µQ sin(
Q
2 ) =
∫
R sech
2(γ(x+ x0)) =
2
γ . Then, we can choose b˜ ∈ R such that∫
R
µQ
(
f +
2b˜
1− β sin
(
Q
2
))
= 0.
The rest of the proof is similar to the one in Lemma 6.4.
10. 2-kink and kink-antikink perturbations: inverse dynamics
In this section we still assume K = R in Definition 2.3. Our objective will be to show the following
result, in the vein of Proposition 7.4.
Proposition 10.1 (Connection with 2-soliton solutions). Let (D,Dt) be a 2-kink or kink-antikink
profile, as in Definitions 4.2-4.3, with speed β ∈ (−1, 1) \ {0} and shifts x1, x2 ∈ R. Let (Q,Qt) =
(Q,Qt)(·;−β, x1 + x2) be the real-valued kink profile associated to (D,Dt). Then, there are con-
stants η1 > 0 and C > 0 such that, for all 0 < η < η1 and for all (y, v, b˜) ∈ H1 (R)× L2 (R)× R,
if
‖(y, v)‖H1(R)×L2(R) + |b˜| < η,
then the following holds:
(1) There are unique (u, s) defined in H1 (R)× L2 (R) such that
F(Q+ u,Qt + s, y, v, a(β)−1 + b˜) = (0, 0),
and for some D˜0 in the Schwartz class and z given by the modulation (5.7),∫
R
(u, s) · (D˜0, D) = ND(b˜, u, z),
∫
D˜0Qx 6= 0, (10.1)
and where ND(b˜, u, z) is a nonlinear term in u, and where additionally
‖(u, s)‖H1×L2 < Cη.
(2) If |b| < η, and making η1 smaller if necessary, there are unique (z, w), defined in a subset
of H1 (R)× L2 (R), and such that
F(D + z,Dt + w,Q+ u,Qt + s, d+ b) = (0, 0),∫
R
(z, w) · (D1, (D1)t) = 0, (10.2)
and finally, ‖(z, w)‖H1×L2 < Cη.
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Since the proof of this result is similar to the proof of Proposition 7.4, we only sketch the main
ideas. The first part of Proposition 10.1 requires to understand if the ODE
ux − γ cos
(
Q
2
)
u = f, (10.3)
possesses a unique solution u ∈ H1 (R) for all f ∈ H1 (R). The associated integrating factor here
is µQ(x) := cosh(γ(x+ x0)), and the solution u is given by
u =
1
µQ
µQ(0)u(0) +
1
µQ
∫ x
0
µQf.
Precisely, condition (10.1) allows us to choose u in a unique form. The value of D˜0, obtained in
the same form as B˜0 was obtained in (7.2), is given by
D˜0 := Dxxt +
1
2d
(D −Dt,x) cos
(
D +Q
2
)
− 1
2
d(D +Dt,x) cos
(
D −Q
2
)
.
The rest of the proof is the same as before. For the second part, we will need to integrating factors:
µA(x) =:
1
µA
(x) =
β2 cosh2(γ(x+ x2)) + sinh
2(γx1)
cosh(γ(x+ x1 + x2))
,
and
µR(x) :=
1
µR
(x) =
β2 sinh2(γ(x+ x2)) + cosh
2(γx1)
cosh(γ(x+ x1 + x2))
,
which are smooth and solve the ODE
µx +
(
1
2d
cos
(
D +Q
2
)
+
d
2
cos
(
D −Q
2
))
µ = 0,
with D = A,R, d = a and d = a3 = −a respectively. Both integrant factors are exponentially
increasing in space. With these functions on hand, we plan to conclude the proof. Indeed, the
second part requires the study of the ODE
zx −
(
1
2d
cos
(
D +Q
2
)
− d
2
cos
(
D −Q
2
))
z = f.
Simplifying, and using the integrant factors before proposed, we have
z =
1
µ
µ(0) z(0) +
1
µ
∫ x
0
µf, µ = µR, µA. (10.4)
Once again, the uniqueness is obtained by imposing (10.2). The rest of the proof is well-known.
11. Stability of 2-solitons. Proof of Theorem 1.1
In this Section we prove Theorem 1.1. Let us consider (φ0, φ1) satisfying (1.8) for some η < η0
small. Let also (φ(t), φt(t)) be the unique solution of (1.1) with initial condition (φ, φt)(0) =
(φ0, φ1). Note that (φ(t), φt(t))− (D,Dt)(t) ∈ H1 × L2.
Proof of Theorem 1.1. Let ε0 > 0 be a fixed parameter. Let (D,Dt) be a profile defined as in 5.1.
Consider the tubular neighborhood (5.4), for t ≤ T ∗ < +∞. Note that in order to recover the
2-soliton solutions of Remarks 4.2 and 4.3, it is enough to redefine
(D,Dt)(t, x;β, x1, x2) := (D,Dt)(x;β, x1 + t, x2).
At this point we split the proof into two cases: (i) breather, and (ii) 2-kink and kink-antikink.
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Breather case. In what follow we split the proof in two cases: t is uniformly far from all tk, and
the case t close to some tk.
1. Let us assume then that (φ, φt)(t) satisfies (5.4) with T
∗ obeying
|T ∗ − tk| ≥ ε0,
for all k ∈ Z. We plan to show that (5.4) is satisfied with C∗ replaced by C∗/2, proving Theorem
1.1 for all times t far from tk. Indeed, taking η0 > 0 small and η ∈ (0, η0), thanks to Corollary
5.3 we have unique functions x1(t), x2(t) ∈ R, defined in [0, T ∗], and such that (z, w)(t, x), defined
in (5.6), satisfy the orthogonality conditions (5.7). Note also that we have (5.9). WLOG, we
can assume (3.5) not satisfied and x1(0) = x2(0) = 0. We define (z0, w0) := (z, w)(0). From
Proposition 6.1 we obtain functions (y0, v0), (u0, s0) and parameters δ, δ˜. Moreover, Corollary 8.4,
implies that (y0, v0) ∈ H1(R)×L2(R) are real-valued. Recall that the constants from Proposition
6.1 do not depend on C∗. Now, we evolve SG to a time t > 0, with initial data (y0, v0). Thanks
to Theorem 2.6 we have (2.14) for (y(t), v(t)), and Proposition 7.4 is valid for all t ∈ R far from
tk. On the other hand, from Corollary 5.3 we have
|x′1(t)|+ |x′2(t)| . C∗η,
so that the set of times t˜k where (3.5) is satisfied is still a countable set of points with no accu-
mulation points. Invoking Proposition 7.4, starting at (y, v)(t), and considering for all time t ∈ R
the 2-soliton and 1-soliton profiles
(B∗, B∗t ) := (B,Bt)(x;β, x1(t), x2(t)),
(K
∗
,K
∗
t ) := (K,Kt)(x;β, x1(t), x2(t)),
and parameters β− iα+ δ˜, β+ iα+ δ ∈ C, we obtain a function (B∗, B∗t )(t) + (z, w)(t). This form
constructed coincides with the solution (φ, φt)(t). Indeed, note that at time t = 0, both initial
data coincide, so that, thanks to the uniqueness of the solutions associated to the Cauchy problem
(1.1) (see also Theorems 2.6 and 2.8), we conclude that (B∗ + z,B∗t + w)(t) obtained via BT is
actually (φ, φt)(t). Finally, we also have
sup
|t−tk|≥ε0
‖(φ, φt)(t)− (B∗, B∗t )(t)‖H1×L2 ≤ C0η, (11.1)
so that, considering C∗ large such that C0 ≤ 12C∗, we conclude that T ∗ must be infinite (see
(5.5)). This idea is schematically represented in Fig. 9.
(B∗, B∗t )(0) + (z0, w0) (B
∗, B∗t )(t) + (z, w)(t)
(K∗,K∗t )(0) + (u0, s0) (K¯
∗, K¯∗t )(t) + (u¯, s¯)(t)
(y0, v0) (y, v)(t)
t
β − iα+ δ˜
β − iα+ δ˜
t
β + iα+ δ
β + iα+ δ
Figure 9. Diagram for the proof of Theorem 1.1 in the case where x1(t) does
not follow (3.5).
2. Let us consider now the case |T ∗ − tk| < ε0 for some k ∈ N fixed. We shall prove that for ε0
sufficiently small, but independent of k,)
sup
|t−tk|<ε0
‖(φ, φt)− (B∗, B∗t )‖H1×L2 ≤
3
4
C∗η. (11.2)
44 Stability of SG 2-solitons
Since C∗ grows as ε0 tends to zero, we must choose η0 sufficiently small such that each step above
holds properly. Let Ik := (tk − ε0, tk + ε0]. Let us consider
T∗ := sup
{
T ∈ Ik : ∀ t ∈ (tk − ε0, T ], ‖(z, w)(t)‖H1×L2 ≤ 3
4
C∗η
}
. (11.3)
It is enough to show T∗ = tk + ε0. Let us assume that T∗ < tk + ε0. Note that, by the same
argument as the previous step, using BT we have
‖(z, w)(tk − ε0)‖H1×L2 = 1
2
C∗η.
Now, we use a bootstrap argument. Let t ∈ [tk − ε0, T∗] and consider
∆ :=
d
dt
(
1
2
∫
R
(z2x + z
2 + w2)(t, x)dx
)
.
We claim that ∆ is bounded by C(C∗)2η2, a contradiction to the definition of T∗. First, we will
need (2.1) in terms of (z, w), using (5.6) with D = B. In fact,{
∂tB
∗ + zt = B∗t + w
∂tB
∗
t + wt = B
∗
xx + zxx − sin(B∗ + z).
Simplifying, we get {
zt = w − x′1Bt − x′2Bx
wt = zxx − sin(B∗ + z) + sinB∗ − x′1B∗tt − x′2B∗tx.
Now, computing directly,
∆ =
∫
R
(zzt − zxxzt + wwt)
=
∫
R
(z − zxx)(w − x′1B∗t − x′2B∗x)
+
∫
R
w(zxx − sin(B∗ + z) + sinB∗ − x′1B∗tt − x′2B∗tx)
=
∫
R
z(w − x′1B∗t − x′2B∗x) +
∫
R
zxx(x
′
1B
∗
t + x
′
2B
∗
x)
+
∫
R
w (sinB∗(cos z − 1) + cos(B∗) sin z − x′1B∗tt − x′2B∗tx) .
Clearly if (z, w) are small,
|∆| .
∫
R
(z2x + z
2 + w2) + |x′1(t)|2 + |x′2(t)|2.
Therefore, using (11.3) and (5.10) we obtain that for t ∈ (tk − ε0, T∗] it holds∣∣∣∣ ddt 12
∫
R
(z2 + z2x + w
2)
∣∣∣∣ = |∆| ≤ C(C∗)2η2.
Consequently, integrating we have that for ε0 sufficiently small (but fixed)∫
R
z2(T ∗) + z2x(T
∗) + w2(T ∗)
≤
∫
R
z2(tk − ε0) + z2x(tk − ε0) + w2(tk − ε0) + Cε0(C∗)2η2 ≤
3
4
(C∗)2η2.
Then, (11.3) has been improved, and T∗ = tk + ε0. This estimate does not depend on k ∈ Z, but
only on the length of the interval ∼ ε0. Therefore, T ∗ in (5.4) is infinite for all C∗ large enough.
This proves (1.9) and the proof of Theorem 1.1 in the case of the breather solution.
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2-kink or kink-antikink case. Here we can repeat the previous scheme but with no problem
on the time t chosen. Since proofs are similar, we only sketch the main steps.
Let (z, w)(t) be the functions defined in (5.6) and x1(t), x2(t) modulations from Corollary 5.3.
Hence, applying Proposition 9.1 with perturbation (z0, w0) = (z, w)(0) we obtain functions with
real values (y0, v0). Then, we evolve SG with initial data (y0, v0) ∈ H1(R) × L2(R). Finally, we
consider functions (Q,Qt)(x;−β, x1 + x2) and a parameter of BT d ∈ R given as follows:
(1) If (D,Dt) = (A,At), then we have d := a(β).
(2) If (D,Dt) = (R,Rt) then d := −a(β).
Now we invoke Proposition 10.1 for each time t fixed, and with 2-soliton and 1-soliton profiles
given by
(D∗, D∗t ) := (D,Dt)(x;β, x1(t), x2(t)),
(Q∗, Q∗t ) := (Q,Qt)(x;−β, x1(t) + x2(t)).
Thanks to the uniqueness of the solution to the Cauchy problem (1.1), we have coincidence between
(φ, φt)(t) and the functions returned via BT. Lastly, noticing that from Theorem 2.6 we have
sup
t∈R
‖(y, v)(t)‖H1×L2 . ‖(y0, v0)‖H1×L2 ,
we conclude from Proposition 10.1 that
sup
t∈R
‖(φ, φt)(t)− (D∗, D∗t )(t)‖H1×L2 ≤ C0η.
The proof of Theorem 1.1 in these cases is complete.
11.1. Proof of Corollary 1.4. We will show the breather case only, the other cases are very
similar. Thanks to Lemma 2.4 and (4.8), it is enough to compute
`+,1± (t) = lim
x→±∞
(
1− cos
(
B + z +K + u
2
))
= lim
x→±∞
(
1− cos
(
B +K
2
))
=
{
2, x→ +∞
0 x→ −∞ ,
`−,1± (t) = lim
x→±∞
(
1− cos
(
B + z − (K + u)
2
))
=
{
2, x→ +∞
0 x→ −∞ .
and
`+,2± (t) = lim
x→±∞
(
1− cos
(
K + u+ y
2
))
=
{
2, x→ +∞
0 x→ −∞ ,
`−,2± (t) = lim
x→±∞
(
1− cos
(
K + u− y
2
))
=
{
2, x→ +∞
0 x→ −∞ .
Hence, using these values, and Proposition 6.1 and (2.8),
E[B + z,Bt + w] = E[K + u,Kt + s] +
4
β + iα+ δ
+ 4(β + iα+ δ),
E[K + u,Kt + s] = E[y, v] +
4
β − iα+ δ˜ + 4(β − iα+ δ˜).
Since δ˜ = δ (see Corollary 8.3), we obtain
E[B + z,Bt + w] = E[y, v] +
8(β + Re δ)
(β + Re δ)2 + (α+ Im δ)2
+ 8(β + Re δ),
from which we obtain (1.12), since α2 + β2 = 1. For the momentum part, we proceed in the same
fashion, obtaining (1.13).
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Appendix A. Proof of Proposition 4.6
We start proving that (4.20) is satisfied. We follow the same scheme of Proposition 4.4. Taking
derivative of A wrt x we get
Ax =
4β2 cosh2(γ(x+ x2))
β2 cosh2(γ(x+ x2)) + sinh
2(γx1)
· − sinh(γx1)
β cosh2(γ(x+ x2))
· γ sinh(γ(x+ x2))
= − 4βγ sinh(γx1) sinh(γ(x+ x2))
sinh2(γx1) + β2 cosh
2(γ(x+ x2)
. (A.1)
For the sake of simplicity we define θ := γ(x − x1 + x2). Using basic trigonometric identities we
have
sin
(
A±Q
2
)
=
2 tan
(
arctan
(
sinh(γx1)
β cosh(γ(x+x2))
)
± arctan (eθ))
1 + tan2
(
arctan
(
sinh(γx1)
β cosh(γ(x+x2))
)
± arctan (eθ)
) . (A.2)
Since tan(a± b) = tan a±tan b1∓tan a tan b , (A.2) reads now
sin
(
A±Q
2
)
=
2
(
sinh(γx1)± β cosh(γ(x+ x2))eθ
β cosh(γ(x+ x2))∓ sinh(γx1)eθ
)
1 +
(
sinh(γx1)± β cosh(γ(x+ x2))eθ
β cosh(γ(x+ x2))∓ sinh(γx1)eθ
)2 ,
and simplifying,
sin
(
A±Q
2
)
=
2f2(x)(
1 + e2θ
)(
sinh2(γx1) + β2 cosh
2(γ(x+ x2))
) , (A.3)
where f2(x) = f2(x;β, x1, x2) is such that
f2(x) := β sinh(γx1) cosh(γ(x+ x2))∓ eθ sinh2(γx1)
± β2eθ cosh2(γ(x+ x2))− βe2θ sinh(γx1) cosh(γ(x+ x2)). (A.4)
We are now ready to show that (4.20) is satisfied. Subtracting (3.2) from (A.1) we obtain
Ax −Qt = − 4βγ sinh(γx1) sinh(γ(x+ x2))
sinh2(γx1) + β2 cosh
2(γ(x+ x2))
− 4βγe
θ
1 + e2θ
=
F2
F3
,
where
F3 :=
(
1 + e2θ
) (
sinh2(γx1) + β
2 cosh2(γ(x+ x2)
)
, y (A.5)
F2 :=− 4βγ
[
eθ
(
β2 cosh2(γ(x+ x2)) + sinh
2(γx1)
)
+ (1 + e2θ) sinh(γ(x+ x2)) sinh(γx1)
]
.
On the other hand, recalling that a := a(β) and γ = 1/
√
1− β2, from (A.4) we conclude
1
a
sin
(
A+Q
2
)
+ a sin
(
A−Q
2
)
=
F4
F3
(A.6)
where F3 is given by (A.5) and
F4 := 4βγ
[
(1− e2θ) sinh(γx1) cosh(γ(x+ x2)) + eθ sinh2(γx1)− β2eθ cosh2(γ(x+ x2))
]
.
Therefore, (4.20) is reduced to show that F2 − F4 ≡ 0. Indeed,
F2 − F4 = − 4βγ
[
2eθ sinh2(γx1) + (1 + e
2θ) sinh(γ(x+ x2)) sinh(γx1)
]
− 4βγ(1− e2θ) sinh(γx1) cosh(γ(x+ x2)) = 0.
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This proves (4.20). We only need to show (4.21) now. We follow the same scheme as before: form
(4.7) and (3.1) we have
At −Qx = 4β
2γ cosh(γ(x+ x2)) cosh(γx1)
β2 cosh2(γ(x+ x2)) + sinh
2(γx1)
− 4γe
θ
1 + e2θ
=
F˜2
F3
,
where F3 is given in (A.5) and
F˜2 :=4γ
[
β2 cosh(γ(x+ x2)) cosh(γx1)(1 + e
2θ)
− (β2 cosh2(γ(x+ x2)) + sinh2(γx1))eθ
]
. (A.7)
On the other hand, since a = a(β) and γ = 1/
√
1− β2, and following the same ideas as in the
proof of (A.6), we have
1
a
sin
(
A+Q
2
)
− a sin
(
A−Q
2
)
=
F˜4
F3
,
where F3 came from (A.5) and F̂4 denotes the quantity
F˜4 := − 4γ
[
β2 sinh(γx1) cosh(γ(x+ x2))(1− e2θ)
− eθ(β2 cosh2(γ(x+ x2))− sinh2(γx1))
]
. (A.8)
Therefore, (4.21) has been reduced to show that F˜2 − F˜4 ≡ 0. Indeed, from (A.7) and (A.8)
F˜2 − F˜4 = 4γβ2 cosh(γx1) cosh(γ(x+ x2))(1 + e2θ)− 8γβ2 cosh2(γ(x+ x2))eθ
+ 4γβ2(1− e2θ) sinh(γx1) cosh(γ(x+ x2)) = 0,
which ends the proof.
Appendix B. Description of derivatives and orthogonality
B.1. Orthogonality for breather type functions. We start with the following result.
Lemma B.1. Let (B,Bt) be a SG breather profile with scaling parameter β ∈ (−1, 1) \ {0} and
shifts x1, x2 ∈ R. Let us suppose that x2 = 0. Then, Bt and Bx are even and odd respectively.
Proof. It is enough to see that from (4.1), (4.11) and (4.2),
Bt = B1 =
4α2β cos(αx1) cosh(β(x+ x2))
α2 cosh2(β(x+ x2)) + β2 sin
2(αx1)
,
Bx = B2 =
−4β2α sin(αx1) sinh(β(x+ x2))
α2 cosh2(β(x+ x2)) + β2 sin
2(αx1)
,
(B.1)
so that if x2 = 0 we get
Bt =
4α2β cos(αx1) cosh(βx)
α2 cosh2(βx) + β2 sin2(αx1)
, Bx =
−4β2α sin(αx1) sinh(βx)
α2 cosh2(βx) + β2 sin2(αx1)
,
which readily gives the respective parity properties.
Corollary B.2. Let (B,Bt) be a SG breather with scaling parameter β ∈ (−1, 1) \ {0} and shifts
x1, x2 ∈ R. Then, ∫
R
BtBxdx = 0.
Proof. A consequence of the previous lemma and the invariance under translations of the integral
on R.
Lemma B.3. Let (B,Bt) be a SG breather profile with scaling parameter β ∈ (−1, 1), β 6= 0, and
shifts x1, x2 ∈ R. Consider (Bi, Bt,i) the derivatives of B y Bt wrt the variables xi, i = 1, 2. Let
us additionally suppose that x2 = 0. Then, Bt,1 and Bt,2 are functions in the Schwartz class, even
and odd in x respectively.
48 Stability of SG 2-solitons
Proof. For the sake of brevity we define θ1 := γx1 y θ2 := γ(x + x2) = γx. Since Bt in (4.2) is
smooth, we have after differentiation
Bt,1= −4α3β
(
sin θ1 cosh θ2(α
2 cosh2 θ2 + β
2 sin2 θ1) + β
2 sin(2θ1) cos θ1 cosh θ2
)(
α2 cosh2 θ2 + β2 sin
2 θ1
)2 ,
Bt,2= 4α
2β2
(
cos θ1 sinh θ2(α
2 cosh2 θ2 + β
2 sin2 θ1)− α2 sinh(2θ2) cos θ1 cosh θ2
)(
α2 cosh2 θ2 + β2 sin
2 θ1
)2 .
The desired parity properties are then direct.
Corollary B.4. Let (B,Bt) be a SG breather profile with scaling parameter β ∈ (−1, 1) \ {0} and
shifts x1, x2 ∈ R. Then, ∫
R
Bt,1Bt,2dx = 0.
Proof. Direct from previous lemma.
B.2. Orthogonality of 2-kink or kink-antikink type functions. In this subsection, we treat
the case of 2-kink R and kink-antikink A. Since proofs are similar to the breather case, we only
sketch the main ideas.
Lemma B.5. Let (A,At) be a SG kink-antikink profile with speed β ∈ (−1, 1) \ {0} and shifts
x1, x2 ∈ R. Consider (Ai, At,i) the derivatives of A and At wrt the directions xi, i = 1, 2. Suppose
again that x2 = 0. Then, At and At,1 are even, and Ax and At,2 are odd. Each function above is
in the Schwartz class.
Proof. We define θ1 := γx1 y θ2 := γ(x+x2) = γx. Thanks to (A.1), (4.7) and direct computations,
we have
At =
4β2γ cosh θ1 cosh θ2
β2 cosh2 θ2 + sinh
2 θ1
, Ax =
−4βγ sinh θ1 sinh θ2
β2 cosh2 θ2 + sinh
2 θ1
,
At,1 =
4β2γ2
(
sinh θ1 cosh θ2(β
2 cosh2 θ2 + sinh
2 θ1)− sinh(2θ1) cosh θ1 cosh θ2
)(
β2 cosh2 θ2 + sinh
2 θ1
)2 ,
At,2 =
4β2γ2
(
cosh θ1 sinh θ2(β
2 cosh2 θ2 + sinh
2 θ1)− β2 sinh(2θ2) cosh θ1 cosh θ2
)(
β2 cosh2 θ2 + sinh
2 θ1
)2 .
Here parities are concluded directly since x2 = 0.
Corollary B.6. Let (A,At) be a kink-antikink profile with speed β ∈ (−1, 1) and shifts x1, x2 ∈ R.
Then, ∫
R
AtAxdx = 0,
∫
R
At,1At,2 = 0.
Proof. Direct form the previous lemma.
Lemma B.7. Let (R,Rt) be a SG 2-kink profile with speed β ∈ (−1, 1) and shifts x1, x2 ∈ R.
Let us consider (Ri, Rt,i) the derivatives of R y Rt in the directions xi, i = 1, 2. Let us assume
additionally that x2 = 0. Then, Rt and Rt,1 are odd, and Rx and Rt,2 are even. Each of the last
four last functions is in the Schwartz class.6
Proof. Using the same notation as in the proof of Lemma B.5, we have
Rt =
−4β2γ sinh θ1 sinh θ2
cosh2 θ1 + β2 sinh
2 θ2
, Rx =
4βγ cosh θ1 cosh θ2
cosh2 θ1 + β2 sinh
2 θ2
,
and
Rt,1
4β2γ2
= −cosh θ1 sinh θ2(cosh
2 θ1 + β
2 sinh2 θ2)− β2 sinh(2θ1) sinh θ2 sinh θ1(
cosh2 θ1 + β2 sinh
2 θ2
)2 ,
6Note that R is not in the Schwartz class.
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Rt,2
4β2γ2
= − sinh θ1 cosh θ2(cosh
2 θ1 + β
2 sinh2 θ2)− β2 sinh(2θ2) sinh θ1 sinh θ2(
cosh2 θ1 + β2 sinh
2 θ2
)2 .
Finally, the following result is direct:
Corollary B.8. Let (R,Rt) be a 2-kink SG profile with speed β ∈ (−1, 1), β 6= 0, and shifts
x1, x2 ∈ R. Then, ∫
R
RtRxdx = 0,
∫
R
Rt,1Rt,2 = 0.
Appendix C. Proof of Lemma 5.1
The proof of this result is standard, we only sketch the main ideas. Let us define H : R2×U(η)→
R2, given by (
H(x1, x2, φ, φt)
)
j
:=
(
〈φ−D, Dj〉H1 , 〈φt −Dt, (Dt)j〉L2
)
, j = 1, 2,
where D, Dt, Dj y Dt,j are evaluated at the point (·;β, x1, x2). Clearly we have H(x1, x2, D,Dt) =
(0, 0). Moreover, H ∈ C1 in a vicinity of (x1, x2, D,Dt). Differentiating, we get(
Hxi(x1, x2, D,Dt)
)
j
= −
(
〈Di, Dj〉,
〈
Dt,i, Dt,j
〉)
, i, j ∈ {1, 2}.
Let us show that H ′(x1, x2, D,Dt) is invertible. In what follows, we proceed by cases, depending
on D = A,B or R.
(1) Case D = B. Thanks to Lemmas B.2 and B.4, we have H ′ diagonal and invertible.
(2) Case D = A,R. Thanks to Lemmas B.6 and B.8, we have the same situation as before.
From the last statements we conclude that the matrix H ′(x1, x2, D,Dt) is always invertible. Hence,
the Implicit Function Theorem says that, if ν0 is sufficiently small, and ν ∈ (0, ν0), we will have
unique functions (x˜1, x˜2) in C1, depending on (φ, φt) ∈ U(ν), and such thatH(x˜1(φ, φt), x˜2(φ, φt), (φ, φt)) =
(0, 0).
Appendix D. Proof of Lemmas 6.2, 9.2 and 9.3
D.1. Proof of Lemma 6.2. First of all, note that from (3.15) we have that µK in (6.1) satisfies
µK =
cosh(β(x+ x2)) cos(αx1)− i sinh(β(x+ x2)) sin(αx1)
cosh2(β(x+ x2)) cos2(αx1) + sinh
2(β(x+ x2)) sin
2(αx1)
=
1
2β
Kx.
Therefore, it is necessary that x1 do not satisfy (3.5) in order to get µK well-defined for any x. In
this case, µK is smooth and decays to zero exponentially in space.
Proving (6.5), notice that since x1 does not satisfy (3.5), we can use (6.1) and (3.11):∫
R
µK sin
(
K
2
)
=
∫
R
dx
cosh2(β(x+ x2) + iαx1)
=
2
β
.
Now we prove (6.6). It is enough to notice that
∂x
(
β2 sin(2αx1)− iα2 sinh(2β(x+ x2))
αβ(α2 cosh(β(x+ x2))2 + β2 sin(αx1)2)
)
= Φ1 − Φ2,
where
Φ1 = −8αβ
2 cosh(β(x+ x2) + iαx1) sinh(β(x+ x2)) sin(αx1)(
α2 cosh(β(x+ x2))2 + β2 sin(αx1)2
)2 = µ(x)Bx,
Φ2 =
2iα
α2 cosh(β(x+ x2))2 + β2 sin(αx1)2
= µ(x)Kt.
Integrating on R we obtain
∫
R µ ·
(
Bx −Kt
)
= − 4iαβ , i.e. (6.6).
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Let us show (6.3). We have from (3.11) β cos
(
K
2
)
= −β tanh(β(x+x2)+ iαx1), hence, from (6.1),
(µK)x = −β sinh(β(x+ x2) + iαx1)
cosh2(β(x+ x2) + iαx1)
= β cos
(
K
2
)
µK ,
which proves (6.3).
In order to finish, we only need to prove (6.4). Recall the notation in (8.15). First we have
µx(x) =
β sinh(θ)
(
α2 cosh2(θ2) + β
2 sin2(θ1)
)− α2β sinh(2θ2) cosh(θ)(
α2 cosh2(θ2) + β2 sin
2(θ1)
)2
=
(
β tanh(θ)
(
α2 cosh2(θ2) + β
2 sin2(θ1)
)− α2β sinh(2θ2)
α2 cosh2(θ2) + β2 sin
2(θ1)
)
µ(x)
=
(
β tanh(θ)− α
2β sinh(2θ2)
α2 cosh2(θ1) + β2 sin
2(θ1)
)
µ(x).
Consequently, our problem now is to show that
β tanh(θ)− α
2β sinh(2θ2)
α2 cosh2(θ1) + β2 sin
2(θ1)
=
(β − iα)
2
cos
(
B +K
2
)
+
(β + iα)
2
cos
(
B −K
2
)
. (D.1)
Let us compute explicitly the RHS of the last equation. Using basic trigonometric identities
cos
(
B ±K
2
)
=
(
1− tan2
(
B ±K
4
))(
1 + tan2
(
B ±K
4
))−1
=
(1− e2θ)(α2 cosh2(θ2)− β2 sin2(θ1))∓ 4αβ cosh(θ2) sin(θ1)eθ
(1 + e2θ)(α2 cosh2(θ2) + β2 sin
2(θ1))
.
Then, using this the RHS of (D.1) reads now
RHS(D.1)
=
β(1− e2θ)(α2 cosh2(θ2)− β2 sin2(θ1)) + 4iα2β cosh(θ2) sin(θ1)eθ
(1 + e2θ)(α2 cosh2(θ2) + β2 sin
2(θ1))
=
β tanh(θ)(β2 sin2(θ1)− α2 cosh2(θ2))
α2 cosh2(θ2) + β2 sin
2(θ1)
+
2iα2β cosh(θ2) sin(θ1)
cosh(θ)(α2 cosh2(θ2) + β2 sin
2(θ1))
= β tanh(θ)− 2α
2β tanh(θ) cosh2(θ2)
α2 cosh2(θ2) + β2 sin
2(θ1)
+
2iα2β cosh(θ2) sin(θ1)
cosh(θ)(α2 cosh2(θ2) + β2 sin
2(θ1))
= β tanh(θ)− 2α
2β cosh(θ2) (sinh(θ) cosh(θ2)− sinh(iθ1))
cosh(θ)(α2 cosh2(θ2) + β2 sin
2(θ1))
= β tanh(θ)− 2α
2β sinh(θ2) cosh(θ2)
α2 cosh2(θ2) + β2 sin
2(θ1)
(D.2)
= β tanh(θ)− α
2β sinh(2θ2)
α2 cosh2(θ2) + β2 sin
2(θ1)
;
where in (D.2) we used
sinh(θ) cosh(θ2)− sinh(iθ1) = sinh(θ) cosh(θ2)− sinh(θ − θ2)
= sinh(θ) cosh(θ2)− sinh(θ) cosh(θ2) + cosh(θ) sinh(θ2) = cosh(θ) sinh(θ2),
which ends the proof.
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D.2. Proof of Lemma 9.2. First we prove (6.6). Indeed, note that
∂x
(
β2 sinh2(2γ(x+ x2))− sinh(2γx1)
β
(
β2 sinh2(γ(x+ x2)) + cosh
2(γx1)
)) = Φ1 − Φ2,
where
Φ1 =
4βγ cosh(γ(x+ x1 + x2)) cosh(γx1) cosh(γ(x+ x2))(
β2 sinh2(γ(x+ x2)) + cosh
2(γx1)
)2 = µ(x)Rx,
Φ2 =
2βγ
β2 sinh2(γ(x+ x2)) + cosh
2(γx1)
= µ(x)Qt.
Integrating on R we obtain (6.6). We prove now (9.5). We will compute each term involved in the
equation. For the sake of simplicity, we denote
θ1 := γx1, θ2 := γ(x+ x2), θ = γ(x+ x1 + x2).
First we have
µx(x) =
γ sinh(θ)
(
cosh2(θ1) + β
2 sinh2(θ2)
)− β2γ sinh(2θ2) cosh(θ)(
cosh2(θ1) + β2 sinh
2(θ2)
)2
=
(
γ tanh(θ)− β
2γ sinh(2θ2)
cosh2(θ1) + β2 sinh
2(θ2)
)
µ(x).
Consequently, our problem now is to show that
γ tanh(θ)− β
2γ sinh(2θ2)
cosh2(θ1) + β2 sinh
2(θ2)
=
1
2a3
cos
(
R+Q
2
)
+
a3
2
cos
(
R−Q
2
)
.
Let us compute the RHS of the last equation. For this, we use trigonometric identities:
cos
(
R±Q
2
)
=
(
1− tan2
(
R±Q
4
))(
1 + tan2
(
R±Q
4
))−1
=
(1− e2θ)(cosh2(θ1)− β2 sinh2(θ2))∓ 4β cosh(θ1) sinh(θ2)eθ
(1 + e2θ)(cosh2(θ1) + β2 sinh
2(θ2))
Hence, using this last identity, the RHS of (9.5) is reduced to
RHS =
−γ(1− e2θ)(cosh2(θ1)− β2 sinh2(θ2))− 4β2γ cosh(θ1) sinh(θ2)eθ
(1 + e2θ)(cosh2(θ1) + β2 sinh
2(θ2))
=
γ tanh(θ)(cosh2(θ1)− β2 sinh2(θ2))
(cosh2(θ1) + β2 sinh
2(θ2))
− 2β
2γ cosh(θ1) sinh(θ2)
cosh(θ)(cosh2(θ1) + β2 sinh
2(θ2))
= γ tanh(θ)− 2β
2γ tanh(θ) sinh2(θ2)
cosh2(θ1) + β2 sinh
2(θ2)
− 2β
2γ cosh(θ1) sinh(θ2)
cosh(θ)(cosh2(θ1) + β2 sinh
2(θ2))
= γ tanh(θ)− 2β
2γ sinh(θ2)
(
sinh(θ) sinh(θ2) + cosh(θ1)
)
cosh(θ)(cosh2(θ1) + β2 sinh
2(θ2))
= γ tanh(θ)− 2β
2γ sinh(θ2) cosh(θ) cosh(θ2)
cosh(θ)(cosh2(θ1) + β2 sinh
2(θ2))
= γ tanh(θ)− β
2γ sinh(2θ2)
cosh2(θ1) + β2 sinh
2(θ2)
.
The proof is complete.
D.3. Proof of Lemma 9.3. Same as the proof of Lemma 9.2.
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Appendix E. Proof of Lemma 8.2
Proof of (i). We use the same notation as in (8.15). We have
K − 4 arctan
(
2iα
2β
β sin(θ1)
α cosh(θ2)
)
= 4 arctan
(
eθ
)− 4 arctan( i sin(θ1)
cosh(θ2)
)
= 4 arctan
(
eθ
)− 4 arctan(eiθ1 − e−iθ1
eθ2 + e−θ2
)
.
Therefore, using that arctan(u)− arctan(v) = arctan( u−v1+uv ), we obtain
φ3,1 = 4 arctan
(
eθ
)− 4 arctan(eiαx1 − e−iθ1
eθ2 + e−θ2
)
= 4 arctan
 e
θ − e
iθ1 − e−iθ1
eθ2 + e−θ2
1 + eθ
eiθ1 − e−iθ1
eθ2 + e−θ2

= 4 arctan
(
eθ
(
eθ2 + e−θ2
)− eiθ1 + e−iθ1
eθ2 + e−θ2 + eθ
(
eiθ1 − e−iθ1)
)
= 4 arctan
(
e2β(x+x2)+iαx1 + e−iθ1
e−θ2 + eβ(x+x2)+2iαx1
)
= 4 arctan
(
eθ¯ · e
β(x+x2)+2iαx1 + e−θ2
e−θ2 + eβ(x+x2)+2iαx1
)
= 4 arctan
(
eθ¯
)
= K.
Proof (ii). The identities in (8.8) are straightforward. In order to show (8.9), we have
Bt sec
2
(
B
4
)
1 + `2 tan2
(
B
4
) =
(
4α2β cos(θ1) cosh(θ2)
α2 cosh2(θ2) + β2 sin
2(θ1)
)(
1 +
(
β sin(θ1)
α cosh(θ2)
)2)
1 + `2
(
β sin(θ1)
α cosh(θ2)
)2
=
4α2β cos(θ1) cosh(θ2)
α2 cosh2(θ2) + `2β2 sin
2(θ1)
.
Appendix F. Proof of (7.3)
By the analysis made in Section 3, it is direct that Re
(
B˜0Kx
)
is even and Im
(
B˜0Kx
)
is odd.
Then, from the fact that B˜0Kx belongs to the Schwartz class, whenever x1 does not satisfy (3.5),
we conclude ∫
R
B˜0Kx ∈ R.
Now, to show that the integral is different from zero, we will separate the analysis in two cases.
Since for β = 0 we have that B˜0 ≡ 0, we will first analyze the behavior of the integral (7.3) as a
function of β in the cases for which β ∼ 0. Recall that since the integrand is periodic in time, it
is enough to analyze its value between one period. From now on we will denote I(x1, β) to the
integral in (7.3).
By numeric simulations performed in Mathematica we obtain that, for any value of x1 fixed, the
function I˜(β) := I(x1, β) is always different from zero for any small β 6= 0. Fig. 10 shows the
behavior of I˜(β) for different values x1 ∈ {0, ..., 6} fixed. Figs. 11 and 12 show the behavior of
I(x1, β) as a function of x1, for different values of β > 0.1 fixed. In each of them, the horizontal
axis represents the time variable x1 and the vertical axis represents the values of I(x1, β). It is
clear that in each figure I˜(x1) := I(x1, β) keeps uniformly far from zero. The vertical lines in Fig.
11 correspond to the values of x1 on which condition 3.5 is satisfied. For other values of β we
found exactly the same figure.
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Figure 10. Behavior of I(x1, β) for β ∼ 0 and fixed time values x1.
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Figure 11. Behavior of I(x1, β) in time for β = 0.2 and β = 0.3.
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Figure 12. Behavior of I(x1, β) in time for β = 0.9.
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