A dynamic Optical Transport Network (OTN) has the advantage of being able to adjust the connection capacity on demand in order to respond to variations on traffic patterns or to network failures. This feature has the potential to reduce operational costs and at the same time to optimize networks resources. Virtual Concatenation (VCAT) and Link Capacity Adjustment Scheme (LCAS) are two techniques that when properly combined can be used to provide improved dynamism in OTN networks. These techniques have been previously standardized in the context of Next Generation SDH/SONET networks. VCAT is used to tailor the capacity of network connections according to service requirements, while LCAS can adjust dynamically that capacity in a hitless manner. This paper presents an overview of the application of VCAT/LCAS techniques in the context of OTN. It explains in detail how these techniques can be employed to resize the connection capacity and analyses its use in network protection solutions. Furthermore, a detailed analysis of the time delays associated with different operations is provided and its application to some reference networks is undertaken. The obtained results provide an idea about the time delays of the capacity adjustment processes and define potential scenarios for implementing VCAT/LCAS techniques.
Introduction
In order to support the constant growing of network traffic and the increasing heterogeneity of services/applications the transport infrastructure of telecommunication networks is facing a series of new challenges. The traffic growth imposes the usage of very-high bit rates (i.e. 40 and 100 Gb/s) and the rising variety of flows requests for more flexible, reliable and dynamic network designs. These networks must be capable, for example, to provide fast re-provisioning of services to accommodate traffic fluctuations and at the same time to respond as quickly as possible to network failures. The Optical Transport Network (OTN) technology is expected to be the right technology to handle these challenges [1] [2] . It has been standardized by ITU-T in Recommendation G. 709 [3] , operates at layer 1 of the Open Systems Interconnection (OSI) communications model and it is itself subdivided into two layers: an electrical layer also called digital wrapper and an optical layer also called Dense Wavelength Division Multiplexing (DWDM) layer. The electrical layer is responsible for mapping client signals into entities called Optical Data Units (ODUs), as well as for multiplexing, switching and managing these entities, whereas the optical layer is responsible for generating, multiplexing, switching and managing optical channels. The ODUks (k = 0, 1, 2, 2e, 3, 4) are transport containers used to carry client signals between an end-toend path and can be either of fixed or variable size. The containers of fixed size are standardized to support certain client signals. For example, ODU4 is intended to transport a 100 GbE signal. To obtain a container of variable size, there are two techniques available: Flexible Rate ODU (ODUflex) and Virtual Concatenation (VCAT) [4] [5] .
In ODUflex, a certain number of Tributary Slots, each one with a granularity of approximately 1.25 Gb/s, are combined and the resulting structure is mapped into a fixed higher order ODUk to be transported as a single entity. On the other hand, VCAT is an inverse multiplexing technique, by which each payload container of a given traffic flow is segmented into smaller containers, which are logically combined to form a Virtual Concatenation Group (VCG) and transported independently of each other over the same route (single-path routing) or over different routes (multipath-routing) [6] .
In order to adjust in a flexible mode, the capacity allocated to connections, the network must be capable of dynamically changing the size of the containers in a hitless manner, i.e. without affecting the service. The resizing of ODUflex containers can be accomplished using the protocol Hitless Adjustment of ODUflex (HAO), while the members of a VCG can be added or removed through the Link Capacity Adjustment Scheme (LCAS). Both techniques have their own advantages and drawbacks. ODUflex is easier to implement and manage than VCAT and, as each signal is transported as a single entity, it does not require differential delay compensation, as it is required with the second technique. However, resizing operations are more complex for ODUflex paths than for VCAT ones, since they require the participation of all nodes in the path, contrary to VCAT, where only the ingress and egress nodes take action in the operation. Furthermore, when multipath routing is provided, the scheme based on Virtual Concatenation permits to implement traffic engineering techniques, such as load balancing, guaranteeing the use of network resources more efficiently [7] . In addition, LCAS can be employed for resilience purposes [8] - [11] : it can automatically remove disrupted VCG members in the presence of link failures, assuring that an unprotected ODU connection still continues operating despite working at a lower capacity; it can also be employed to activate backup VCG members used in protected connections whenever necessary. The first scheme is particular useful in data communications with unprotected connections where it is preferable to have a connection working at lower bit rate with "degraded service", rather than no connection at all. The second scheme rely on the existence of backup VCG members, which are set up in advance using paths which are link disjoint from the working ones, to protect the working members.
In traffic engineering applications, the reconfiguration time of a VCG is not a crucial issue as far as the operation does not take place in real time. However, in protection applications, it is important to be able to calculate the time required for adding or removing VCG members from a connection in order to compute the fault recovery time, i.e. the time elapsed between the instant a failure is detected and the instant the traffic is recovered. This paper focus on the problem of VCG reconfiguration in OTN networks by using LCAS and details how the reconfiguration time can be calculated considering some typical reference networks. Although the impact of LCAS on the dynamic bandwidth adjustment in the context of Next Generation (NG)-SDH/SONET networks has been previously analyzed [12] , no similar analyses have been published on OTN networks to the best of our knowledge. Furthermore, we address the problem of evaluating the fault recovery time in the cases where the VCAT/LCAS is also applied for resilience purposes.
The rest of this paper is organized as follows. Section 2 reviews the operating principles of VCAT and LCAS technologies. Section 3 explains how the time required by LCAS to add or remove VCG members, as well as the fault recovery time, can be calculated. Section 4 adds some illustrative examples considering well-known reference networks and Section 5 concludes the paper.
VCAT and LCAS Overview
The OTN is designed to accommodate different client signals both at wavelength and sub-wavelength granularity [13] . The sub-wavelength operation is based on an electrical layered structure comprising the Optical Channel Payload Unit (OPU), Optical Channel Data Unit (ODU) and Optical Transport Data Unit (OTU). The OTU layer is the electrical content of the Optical Channel (OCh), which itself is the basic unit to be used when wavelength granularity is required. The VCAT in the OTN is realized by logically aggregating X OPUk (k = 1, 2, 3) signals. Note that Virtual Concatenation for OPUk with k = 0, 2e, 4, flex is not supported by the standard. The aggregated signal corresponds to the VCG and is denoted as OPUk-Xv, where X is in the range from 1 to 256 and the lowercase v denotes Virtual Concatenation. The structure of the OPUk-Xv frame is depicted in Figure 1 using a bi-dimensional representation.
It consists of a matrix of octets with 4 rows and X×3810 columns, where columns 14X+1 to 16X correspond to the OPUk overhead area and columns 16X+1 to 3824X to the payload area (OPUk-Xv column numbers are derived from the OPUk columns in the ODUk frame). The columns 14X+1 to 15X include the Virtual Concatenation Overhead (VCOH) formed by the three octets VCOH1/2/3, which are used to carry the control information responsible for the VCAT process. It can also be referred that columns 1 to 14X, which are omitted in Figure  1 , correspond to the ODUk and OTUk overhead and, as a consequence, are only included in the OTN frame structure. The capacities of the different VCGs in an OTN network are shown in Table 1 [6] .
The presented results reveal that VCAT applied in OTN networks can achieve quite impressive capacities, much far beyond the ones that ODUflex can offer, since those are limited by the ODUs capabilities. Note, for example, that it will be possible to transport in the future a flow of about 10 Tb/s using an OPU3-Xv, while without VCAT the use of an OPU3 only allows the transport of about 40 Gb/s.
The implementation of VCAT requires the usage of control signals which reside mainly on the OPU overhead. Two control signals are defined: the Multi-Frame Indicator (MFI) and the Sequence Number (SQ). The MFI is used to numerate each successive payload container frames of the traffic flow, in such a way that all OPUks of the same VCG have the same MFI. On the other hand, each OPUk member of a VCG has its own and unique SQ, which is in the range from 0 to (X−1). The sequence numbers are used by the destination node to reconstruct the original payload containers sequence having, in a certain way, a similar role to the sequence numbers used in the Real Time Protocol [14] . As the VCAT employs a two-stage multi-frame, there is one MFI per stage. The MFI of the first stage uses the Multiframe Alignment Signal (MFAS) of the OTN frame alignment overhead area as an 8-bit indicator, and cycles from 0 to 255. As the MFAS is incremented by 1 every OPUk frame, the first stage multiframe (MFAS multiframe) has 256 OPUk frames.
The MFI of the second stage includes the MFI1 and MFI2 bytes to form a 16-bit indicator, which cycles from 0 to 65,535 since it is incremented at the start of each MFAS multiframe (MFAS = 0), thus it can take 65,536 different values. The bytes MFI1 and MFI2 are located in the first and second octet, respectively, of the Virtual Concatenation Overhead (VCOH1), while the bytes SQ are placed in the fifth octet, as shown in Figure 2 .
The LCAS permits to change dynamically the size of a VCG by adding or removing members in a hitless manner with the operation being controlled by a network management plane, or by a control plane like GMPLS [15] , or even by a network operating system using the OpenFlow protocol [16] . LCAS is implemented using a number of control signals, which also reside in the VCOH1 octet of the OPU overhead, with exception of the Member Status (MST) field which resides in the VCOH2 octet. From the source node to destination node, besides the MFI and SQ, LCAS also uses the Control (CTRL) word and the Group Identification (GID) bit. In the opposite direction, i.e. from the destination node to the source node, LCAS uses the MST field and the Re-Sequence Acknowledge (RS-Ack) bit. The CTRL field has the following states:
• FIXED: the number of members of the concatenated group cannot be changed (VCAT without LCAS); • ADD: this member is going to be added to the concatenation group;
• NORM: this member is active and is used to transport data;
• EOS (End-Of-Sequence): this member is the last of the concatenation group;
• IDLE: this member is not part of the concatenation group or is in the process of being removed;
• DNU (Do-Not-Use): this member has a failed path to the destination node and must not be used. The backup members used to protect working members, while not active must be in this state. The MST field is used to report the status of all the VCG members from the destination node back to the source node, using for that purpose a multi-frame defined by the last five bits of the MFAS signal (MST multi-frame), which are used to form a 5-bit indicator, which cycles from 0 to 31. The status of each member has two states:
• OK: This member is part of the concatenation group and has been correctly received at the destination;
• FAIL: This member is not part of the concatenation group, or has been received with failures.
In addition, GID identifies the VCG with all members of the same group having the same GID value, while RS-Ack is used by the destination to inform the source that it is aware of a change in SQ sequence of the VCG members.
Figure 2.
OPUk-Xv virtual concatenation overhead (adapted from [3] ).
Time Delay of LCAS Operations

Components of the Time Delay
The time delay introduced by LCAS operations includes the multiframes propagation delay, the node processing delay and the LCAS message processing time. The first two terms are determined by the network physical topology. Assuming that a given path between a source and a destination node has a length l and passes through n intermediate nodes, the contribution of these terms is described by:
where f τ is the propagation delay per km and n τ is the latency per node. For a typical optical fiber 5 μs/km f τ = and the maximum latency per node is 25 μs n τ = [9] . The LCAS message processing time depends on the operations being performed. In the following lines two cases will be analyzed: 1) The addiction of a new member to a VCG, leading to an increase of the connection capacity; 2) The removal of an existent member from a VCG, leading to a decrease of the connection capacity. In both cases the processing time of LCAS depends on the time required to generate an MFAS multiframe ( ) MFAS t , the time to generate an MST multiframe ( ) MST t and the number of multiframes exchanged to complete the adjustment. The presented results include, besides the LCAS message processing time, its propagation delay. The node processing delays are omitted for simplicity since they are negligible regarding the overall operation delays.
In OTN networks the duration of MFAS and MST multiframes is given by the duration of a single OPUk frame ( ) OPUk t multiplied by the number of frames corresponding to the structure, which is 256 and 32, respectively. The duration of these multiframes is shown in Table 2 . The MST multiframe requires 32 frames to transmit the state of all the members of the VCG OPUk-256v, because this information is transmitted in the byte VCOH2 of the OPUk overhead and, as a result, a single frame can only transmit the state of 8 VCG members.
Connection Capacity Increase
The process of increasing the capacity of a connection by adding new members to a given VCG (OPUk-Xv in OTN) is assumed to be initiated by the Network Management System (NMS). As shown in Figure 3 , in an initial state the new member to be added has its CTRL command set to IDLE, since it is not yet a member of the VCG, its SQ number set to the maximum value supported and its MST value set to FAIL. In order to increase the connection capacity the NMS sends a request to the source node for the addition of a new member to the VCG. As a result the following operations take place:
1) The source node generates and transmits an MFAS multiframe, where the CTRL word of the member to be added to the VCG is changed from IDLE to ADD, as an indication to the destination node that the correspondent member is going to be added, together with the new assigned SQ (higher than the previous maximum used SQ). This corresponds to the time to generate and transmit an MFAS multiframe plus the time of its propagation to the destination node ( ) MFAS 2 . d t t + 2) After the destination node having received the CTRL = ADD it sends back an MST multiframe with the status of the new member changed to OK. Thus the delay of this action is the time needed to transmit an MST multiframe plus the time of its propagation to the source node ( )
. 3) Once the source receives this acknowledgment it generates and transmits a new MFAS multiframe with the new member added. The new member has now its CTRL set to EOS and its SQ assigned, so the decoder can know the correct order of the members when they arrive to destination node. This action takes the time to generate and transmit an MFAS multiframe plus the time of its propagation to the destination node ( )
. In this analysis it is considered that if a new CTRL code is to be inserted while a given MFAS multiframe is being transmitted, the new control code can only be inserted after finishing the multiframe transmission, whence it is used ( ) MFAS 2t in the calculations [12] . . The addiction of the new member to the OPUk-Xv is then concluded.
Hence, the overall time delay corresponding to the capacity increase operation is given by:
Neglecting the propagation and the node delay the total delay time to add a new member to a VCG is then 64.252 ms for OPU1, 15.995 ms for OPU2 and 3.982 ms for OPU3.
Connection Capacity Decrease
In an initial state the member to be removed from the OPUk-Xv has its CTRL set to NORM or EOS (if it is the member of the VCG with highest SQ), its SQ set to "i", and its MST set to OK. In order to decrease the connection capacity the NMS sends a request to the source node for the removal of that member from the VCG. As a result the following operations (see Figure 4 ) take place:
1) The source node generates and transmits an MFAS multiframe with the CTRL word of the member to be removed changed from NORM or EOS to IDLE. Besides, if the member to be removed is the last member of the VCG, the CTRL word of the previous member is changed from NORM to EOS and its SQ is kept unchanged. If the member to be removed is not the last member of the VCG, the SQ numbers of all following active members are decremented by one and their CTRL words are kept unchanged. This corresponds to the time of generating and transmitting an MFAS multiframe plus the time it takes to reach the destination node ( ) be removed as FAIL, as an indication of its acknowledgment of the member removal, and the RS-Ack bit changed for that member, as an acknowledgment of the new sequence in the VCG. Thus the delay of this action is the time needed to transmit an MST multiframe plus the time of its propagation to the source node ( )
. The removal of the member from the VCG is then concluded.
Thus, the overall capacity decrease operation delay is given by:
As a consequence, the total time required to remove a VCG member, when the propagation and the node delay are neglected, is 26.641 ms for the OPU1, 6.632 ms for the OPU2 and 1.651 ms for the OPU3.
Fault Recovery Time
In the presence of a network failure the first step of the recovery process consist in removing the failed member from the VCG. This process involves the following steps (see Figure 5 ):
1) The destination node detects a failure in a working VCG member in time instant
2) The destination node removes the failed member from the payload reassembly process and reports the failure to the source by changing its status to MST = FAIL. The delay of this action is then the time needed to transmit an MST multiframe plus the time required to reach the source node ( )
. Note that for a certain period of time the re-assembled payload in the destination side will be harmed, since the traffic is still sent by the source in all the pre-fault members of the VCG.
3) When the source node receives MST = FAIL, it notifies the NMS about the detected failure and generates and transmits a new MFAS multiframe with the CTRL word changed to DNU and at the same time stops putting data on the payload area of the failed member. Once the code CTRL = DNU arrives to the destination node, the removal process is complete, and the payload of the VCG is now error free. Thus the delay of this action is the time required to generate and transmit an MFAS multiframe plus its propagation time ( )
As a consequence the maximum fault-recovery time can be described as:
Neglecting the contribution of the time required to detect the failure ( )
, one concludes that the recovery time given by (4) is exactly the same as the time required to the remove a VCG member (3) .
In protection schemes based on the "degraded service", the fault recovery time is given by Equation (4). However, in protection schemes that rely on the existence of protection/backup resources the calculation is different. These schemes require the pre-provision of additional capacity by adding backup members to the VCG in addition to the working members, as a way to protect the last ones. The backup members do not carry any traffic during normal operation and to guarantee that they are not used by the destination side in the reassembly process their CTRL status is set to be DNU. Therefore, the fault recovery time in this case, besides the time required for detecting and notifying the failure of a working member, also include the time to activate the backup capacity. The first time includes the steps 1) and 2) of the previously described recovery process, while activating the backup members involves the following actions (see Figure 6) .
3) After receiving the notification of a member failure the source node notifies the NMS about it and changes the CTRL field of the backup member from DNU to EOS or NORMAL, and the CTRL field of the failed member from EOS or NORMAL to DNU. The SQ numbers are also rearranged. This new coding takes the time ( )
to reach the destination side. 4) The destination node detects CTRL = EOS (or NORMAL) for the backup member and consequently will start to transmit MST = OK. Remember that the failed member is already transmitting MST = FAIL. The time taken by this action is ( )
. Once the source receives MST = OK the traffic previously transmitted on the failed member is switched to the backup member and the recovery process ends. Assuming that the time required by the source to switch the traffic is negligible, the fault recovery time of the described protection scheme reduces to:
when the propagation and node delay are not taken into account the fault recovery time is 28.208 ms for the OPU1, 7.022 ms for the OPU2 and 1.748 ms for OPU3. The ITU-T Recommendation G.841 [17] indicates that in NG-SDH/SONET networks based on ring protection, for a ring with a perimeter of less than 1,200 km, the switching completing time for a single failure must be less than 50 ms. For a distance of 1,200 km, the propagation time is 6 ms. In this case, neglecting the node latency, we conclude that the worst case fault recovery time is 52.208 ms for the OPU1, 31.022 ms for the OPU2 and 25.748 ms for OPU3, showing that for the OPU2 and OPU3 the values are well below the requisite of the typical value of 50 ms.
Simulation Results
The methodology presented in the previous section is used here to evaluate the time delays of the LCAS operations in different OTN networks. For sake of comparison, the time delays for NG-SDH/SONET networks are also evaluated using the results presented in [12] . To obtain the propagation delays the shortest-path between each source-destination node pair was computed using the Dijkstra algorithm. In our analysis, we considered three network topologies: Figure 7(a) the 24-node North American backbone network (UBN), which has 42 bidirectional links and all links are shorter than 3,000 km, Figure 7(b) the 19-node European Optical Network (EON) with 36 bidirectional links, and the longest link is about 2,000 km, and Figure 7(c) the Pan-European test network (COST 239), which comprises 11 nodes and 26 bidirectional links, and all links are shorter than 1,000 km (the number on each link represents the length in km). In our study it was computed the maximum and the mean delay related to LCAS operations in each network for both NG-SDH/SONET and OTN technologies. The maximum LCAS delays were computed using the shortest path between the two farthest network nodes, while the mean LCAS delays require the knowledge of the mean value of the shortest-paths computed between all network node pairs. The results obtained for the time delay introduced by LCAS are shown in Figure 8(a) for the UBN network, Figure 8(b) for the EON network and Figure 8(c) for COST 239network. It was considered the scenarios where connection capacity increases, connection capacity decreases, and a protection switching is performed between a failed working member and a backup member. For the NG-SDH/SONET networks both the Low Order VCAT (LO VCAT) for VC-11, VC-12 and VC-2 concatenated containers, and High Order VCAT (HO VCAT), for VC-3 and VC-4 concatenated containers [18] are considered. Table 3 emphasizes the maximum LCAS time delays for capacity increase and protection switching, since they are the most critical ones. The most obvious result is the significant difference between time delays in NG-SDH/SONET networks for LO VCAT and HO VCAT signals, being the latter greatly smaller. This difference comes from the fact that the duration of LO VCAT and HO VCAT frames is 500 µs and 125 µs, respectively [18] , which impacts the duration of the multiframes used in the LCAS analysis.
In OTN networks this delay is even more reduced, since the frame durations are smaller than in NG-SDH/ SONET networks. Thus, this becomes immediately an advantage of OTN technology.
In OTN networks the impact of the propagation delay of the messages exchanged between the source and destination nodes is more relevant than it is in NG-SDH/SONET networks, since the OPUk frames duration is significantly smaller than the VC-n frames duration. With k = 1 the delay of increasing or decreasing an OPU1-Xv connection capacity is similar to the delay of increasing or decreasing, respectively, the capacity of an HO VC-n-Xv 1 connection. However, for higher values of k the delay of LCAS operations decrease substantially, since the multiframe duration also decreases. Regarding to the operation of switching traffic from a failed member to a previously provisioned backup one, the fact of using an OPU1-Xv instead of an HO VC-n-Xv leads to a delay reduction of approximately half.
In all the analyzed scenarios the operation of increasing the link capacity takes more time than the inverse operation, because the handshaking procedure between the source and the destination nodes requires more steps. Furthermore, the difference between the time delays corresponding to these two operations is larger in OTN networks. This is due to the fact that the duration of the MFAS multiframe impacts more the first operation than the second one (see Equations (2) and (3)) and this duration is much larger than the duration of the MST multiframe, contrary to what happens in the NG-SDH/SONET networks, where the MST multiframe is longer than the multiframe used for the MFI control [18] . For the same reason, the operation of protection switching from one member to another is quite large in NG-SDH/SONET since the destination node transmits two MST multiframes to the source node. As for OTN, this operation's delay is similar to the capacity increase delay, since the propagation time has a major impact in the overall operation delay and the number of multiframes exchanged in both cases is equal. Note, for example, that in COST 239 network we can accomplish with an OPU3-Xv a delay of 29 ms, while in a NG-SDH/SONET networks we get no less than 160 ms. The multiframe delays are constant for each LCAS operation and each VC-n-Xv or OPUk-Xv. Therefore, delays suffered during the process of dynamically allocating or freeing bandwidth vary with the distance between network nodes. Hence, LCAS operation delays are network topology dependent.
The UBN network, which presents longer path distances, naturally suffers bigger delays and, as a consequence, the contribution of the propagation delay to the LCAS delay is stronger than, for example, in the COST 239 network. The maximum distance between two nodes in the latter network is 1,386 km. This leads to a maximum propagation delay around 36 ms, for increasing the connection capacity. For the UBN network the maximum distance between network nodes goes up to 7,200 km leading to a maximum propagation delay of about 144 ms.
Conclusion
In this paper, we have explored the application of VCAT/LCAS techniques to provide dynamism in the context of OTN networks. A detailed explanation about the procedures used to resize the capacity of the connections is presented and the time-delays associated with the process are computed. A comparison with NG-SDH/SONET networks is also provided. It is shown that the resizing operations in OTN networks are faster than in NG-SDH/ SONET networks and the speed of the process increases when we move from OPU1-Xv connections to OPU3-Xv connections. For example, for the first type of connection the maximum time delay obtained in all the reference networks considered was about 200 ms, while for the second one the maximum delay is reduced to about 150 ms. For the sake of comparison, the worst results for NG-SDH/SONET networks were about 220 ms and 350 ms, for HO-VCAT and LO-VCAT, respectively. Our results have also highlighted the interest of applying the VCAT/LCAS techniques as a way to improve resilience: by adding a backup member to protect a working member in a VCG we showed that using OPU3-Xv connections it is possible to recover from a member failure in about 25 ms, in a scenario where the NG-SDH/SONET standards define a maximum value of 50 ms.
