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Negli ultimi anni l'importanza della localizzazione e del tracciamento di oggetti e persone è 
cresciuta notevolmente. Allo stesso tempo il progresso tecnologico dei sistemi RFID (acronimo 
inglese di Radio Frequency IDentification) ha portato a un enorme diffusione di questa tecnologia, 
che grazie alla sua semplicità d'uso, il basso costo e le piccole dimensioni ha trovato impiego in 
molti ambienti tra cui la logistica, la gestione dei bagagli in aeroporto, il processo di inventariato 
automatico, la sicurezza e il controllo degli accessi.  
 Un sistema RFID si basa sullo scambio di informazioni mediante onde elettromagnetiche tra 
un lettore o reader e un transponder. Nel lettore risiede la maggior parte della capacità di 
generazione ed elaborazione del segnale e del consumo di energia mentre il trasponder è 
tipicamente molto semplice in modo da limitarne  prezzo e  consumo energetico, fondamentali per 
la maggior parte delle applicazioni [1]. In particolare i tag passivi non richiedono fonti di 
alimentazione ma reirradiano, modulandolo, il segnale trasmesso dal reader. La banda UHF (868-
915 MHz) permette di raggiungere distanze di lettura fino a 10 metri per tag passivi, rendendola 
di fatto la tecnologia maggiormente utilizzata per le applicazioni di logistica. 
Nata allo scopo di identificare automaticamente un oggetto etichettato e memorizzarne 
informazioni rilevanti, la tecnologia RFID è stata recentemente utilizzata per progettare sistemi di 
localizzazione in tempo reale (Real Time Location System - RTLS) in ambienti indoor, dove le 
tecniche di navigazione satellitare non possono essere usate, e dove il numero e le dimensioni degli 
oggetti da etichettare rendono inadatto l’uso di dispositivi di rete wireless (più costosi e  grandi 
rispetto ai tag RFID passivi) [2, 3]. 
Molte delle tipiche tecniche di localizzazione wireless sono generalmente applicabili in ambito 
RFID [4]. Tuttavia, la necessità di un’elevata robustezza ai fenomeni di multipath e clutter (tipici 
di ambienti indoor) e una risoluzione spaziale compatibile con le dimensioni degli oggetti 
etichettati, ne limitano l’uso, a meno di modifiche al sistema.   
 Ad esempio, tecniche basate sulla stima della distanza tag-antenna mediante Time Difference 
Of Arrival (TDOA)  richiedono la trasmissione di impulsi di breve durata e sincronizzazioni che 
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la tecnologia UHF RFID, caratterizzata da distanze di lettura dell’ordine di 10 m (ovvero ritardi 
temporale dell’ordine dei ns) e banda stretta, non può soddisfare, salvo apportare delle modifiche 
al segnale e/o all’hardware del sistema [5] . 
Algoritmi di localizzazione RFID basati sul Received Signal Strenght Indicator (RSSI1) [6] 
presentano dei limiti nelle performance a causa della difficoltà di ottenerne valori affidabili in 
ambienti indoor. Infatti, l’RSSI, è fortemente influenzato dall’ambiente circostante (multipath, 
shadowing, ecc.) e rende impossibile determinare un modello di propagazione teorico o empirico 
affidabile che permetta di metterlo in relazione con la distanza tra reader e tag. Tali tecniche 
pertanto necessitano di una fase di calibrazione che mappi la potenza del segnale ricevuto in una 
stima di distanza. Tecniche avanzate RSSI-based che utilizzano fingerprinting, tag di riferimento 
e approcci probabilistici permettono di ottenere errori di localizzazione sotto il metro (vedi Tabella 
1) ma rendono il sistema oneroso in termini di complessità, costi e manutenzione [7, 8, 9].  
 
PUBBLICAZIONE Errore [m] Metodo RSSI 
Ni et al. (LANDMARC) [10] ~2 Localizzazione tag con reader fissi e tags di riferimento 
Alippi et al. [11] 0.68 Localizzazione tag probabilistica con antenne in rotazione 
Joho et al. [12] 0.29 Localizzazione tag con lettore in movimento 
Chawla et al. [13] 0.08-0.31 Localizzazione tag con tags di riferimento 
Wang et al. [14] 0.08-0.45 Localizzazione lettore con tags di riferimento 
Tabella 1- Confronto di alcuni metodi di localizzazione RFID UHF mediante RSSI 
 
Tuttavia, gli attuali lettori RFID permettono una rivelazione coerente, recuperando anche 
l’informazione sulla fase del segnale reirradiato dal tag. La dipendenza della fase dal canale di 
propagazione e dalle proprietà della modulazione può essere compensata adottando tecniche 
Phase-Difference-Of-Arrival (PDOA) nel dominio del tempo TD-PDOA, della frequenza FD-
PDOA e dello spazio SD-PDOA [15]. 
In particolare la tecnica SD-PDOA permette di localizzare tag statici mediante array di antenne. 
Tuttavia, la necessità di un elevato numero di elementi e il limite alla distanza inter-elemento 
imposto dalle dimensioni dell’antenna ne limitano le prestazioni. [16] Aperture sintetiche, ottenute 
mediante il moto di un antenna permettono di ovviare a queste problematiche, producendo array 
virtuali con un elevato numero di elementi e una campionamento spaziale più fitto. 
 
 
                                               
1 misura (dBm) della potenza del segnale radio ricevuto in termini di rapporto in decibel tra potenza misurata e un milliwatt (mW). 
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In questo lavoro di tesi ci si è dunque focalizzati su tecniche per la localizzazione 2D di tag RFID 
in banda UHF interrogati da un reader mobile, elaborando l’informazione di fase del segnale di 
backscattering mediante tecniche Synthetic Aperture Radar (SAR).  
Il resto del lavoro è organizzato come di seguito 
- Capitolo 1: si introducono i principi di base i principi di base della localizzazione mediante 
tecniche ad array sintetico e vengono esposti e confrontati quattro diversi algoritmi di 
localizzazione basati su un processing dei dati di tipo Beamforming. 
- Capitolo 2: si mettono in evidenza mediante simulazioni Matlab i parametri di sistema che 
influenzano le prestazioni degli algoritmi presentati nel capitolo precedente. 
- Capitolo 3: Si descrive il sistema di misura e si analizzano i dati misurati 
- Capitolo 4: si riassume quello che è stato fatto durante il lavoro di tesi, evidenziando i 
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1.1 Definizione del problema 
In questo paragrafo vengono discussi i principi base su cui si basa la localizzazione di tag UHF 
mediante array sintetico. 
 
1.1.1 Misure di fase in sistemi RFID UHF 
La maggior parte dei reader RFID implementano una demodulazione coerente e possono 
misurare sia la potenza che la fase del segnale reirradiato dal tag (anche se quest’ultima non sempre 
è resa disponibile all’utente).  
Come mostrato in  Figura 1-1  all’uscita del ricevitore le componenti I/Q del segnale 
demodulato presentano una parte DC e una AC. La parte DC è dovuta alle perdite trasmettitore-
ricevitore, al clutter ambientale e alla componente statica del segale retrodiffuso dal tag [15]. 
 
Figura 1-1 – Componenti I/Q in uscita al ricevitore del reader e relative componenti (caso 
monostatico). ?⃗? 𝒍𝒆𝒂𝒌𝒂𝒈𝒆  ?⃗? 𝒄𝒍𝒖𝒕𝒕𝒆𝒓  𝑽⃗⃗  ⃗𝒕𝒂𝒈
𝒊 rappresentano le componenti alla tensione complessa in uscita del 
ricevitore dovute rispettivamente alle perdite rx-tx, al clutter e al segnale retrofiffuso dal tag nello stato i. 
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Al fine di compensare tali effetti, la componente DC dei campioni I/Q viene filtrata in modo 
tale che il segnale dipenda dalla sola componente modulata del segnale retrodiffuso dal tag. RSSI 
















𝜑 = ∠(𝑉⃗⃗⃗⃗ 𝑡𝑎𝑔
2 − ?⃗? 𝑡𝑎𝑔






dove 𝑍0 è l’impedenza d’ingresso del ricevitore (50Ω). 
In particolare la fase φ  può essere scritta come: 
 
 𝜑 = 𝜑𝑝𝑟𝑜𝑝 + 𝜑0  (1-2) 
 
dove 𝜑0 è l’offeset di fase introdotto dai circuiti del trasmettitore e del ricevitore del reader,  dai 






  (1-3) 
 




Figura 1-2 - Schema concettuale della propagazione RF tra reader a tag e relativi contributi alla fase 
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Poiché la fase è una funzione periodica di periodo 2π radianti, i valori di fase si ripetono a 
distanze multiple di 𝜆/2 (percorso andata e ritorno) e non possono quindi essere usati 
singolarmente per stimare la posizione del tag in modo univoco. 
1.1.2 Localizzazione RFID mediante array sintetico  
L’idea di base delle tecniche di localizzazione RFID basate su array sintetico è che muovendo 
l’antenna del reader lungo una traiettoria nota, mentre esso interroga con continuità i tag all’interno 
della propria zona di lettura, è possibile ottenere per ogni tag una sequenza di valori di fase 𝜑𝑛 𝑛 =
1,2,3…𝑁𝑟, detta storia di fase, da impiegare per la stima della posizione del tag. 
 
Figura 1-3 - Schema concettuale della localizzazione RFID mediante tecniche ad arrray sintetico 
 
Indicando con 𝑟 𝑎,𝑛 le 𝑁𝑟 posizioni dell’antenna in cui il reader interroga il tag (Figura 1-3), la fase 




‖𝑟 𝑡𝑎𝑔 − 𝑟 𝑎,𝑛‖
𝜆
+ 𝜑0 = 4𝜋
𝑑𝑎𝑡,𝑛
𝜆




con 𝑟 𝑡𝑎𝑔 posizione del tag. Prendendo come riferimento la prima misura di fase è possibile 
determinare una storia di differenze di fase: 
 
 
∆𝜑𝑛 = 𝜑𝑛 − 𝜑1 = 4𝜋
𝑑𝑎𝑡,𝑛 − 𝑑𝑎𝑡,1
𝜆
                           𝑛 = 1,2,3…𝑁𝑟 (1-5) 
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In questo modo viene eliminato il termine 𝜑0 (supposto costante
2) evitando di dover effettuare una 
calibrazione del sistema atta alla sua compensazione. Ovviamente data una certa traiettoria 
d’antenna la storia di fase relativa  ∆𝜑𝑛 , 𝑛 = 1,2,3…𝑁𝑟 dipende univocamente dalla posizione del 
tag.  
A partire dalla storia di differenze di fase è possibile costruire il vettore dei fasori 𝒙 :  
 
 𝒙(𝑟 𝑡) = [1 𝑒−𝑗∆𝜑2   … 𝑒−𝑗∆𝜑𝑁𝑟 ]
𝑻 (1-6) 
 
dove si è messo in evidenza la dipendenza di questo vettore dalla posizione del tag. 
A questo punto, la storia di fase rappresenta il parametro di ingresso dell’algoritmo di 
localizzazione basato su array sintetico, che cerca di stimare la posizione del tag confrontando la 
storia di fase misurata con una serie di storie nominali di fase che è possibile costruire conoscendo 
la geometria dello scenario. In particolare, è possibile a partire da un insieme di ipotetiche posizioni 
del tag 𝑟 𝑡
′, generare un set di fasori nominali 𝒂(𝑟 𝑡
′) della stessa forma di 𝒙: 
 
 𝒂(𝑟 𝑡




  𝑖 = 2,3,… . , 𝑁𝑟   (1-7) 
 
Quest’ultimo può essere visto come il vettore di puntamento (steering vector) dell’array virtuale 
nel caso di retrodiffusione ovvero l’insieme degli shift di fase necessari per puntare il fascio 
dell’array sintetico nella direzione 𝑟 𝑡
′. È quindi possibile stimare la posizione del tag mediante 
tecniche di Beamforming (BF). 
Per sorgenti a banda stretta il beamforming consiste nella combinazione lineare, definita nel 
dominio complesso, degli 𝑁𝑟 campioni di fase acquisiti dall’array virtuale. Ciò può essere espresso 
in forma vettoriale dall’espressione: 
 
 𝑦 = 𝒘𝐻𝒙 (1-8) 
 
dove 𝒘 = [𝑤1 𝑤2   … 𝑤𝑁𝑟]𝑇 è detto vettore dei pesi e (∙)𝐻indica l’operazione di trasposto 
coniugato. 
La potenza in uscita dal beamformer è data da: 
 
 𝑃𝑜𝑢𝑡 = Ε{|𝑦[𝑛]|
2}, 𝑁 = ∞  
         =
1
𝑁




∑ 𝒙[𝑛]𝒙[𝑛]𝐻𝑁𝑖=1 )𝒘| =  
        = |𝒘𝐻𝑹𝒙𝒘| 
(1-9) 
                                               
2 Nel caso l’offset di fase abbia una parte variabile essa va ad aggiungersi al rumore di  fase. 
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con 𝑹𝒙 matrice di correlazione del vettore dati.  
Ciò suggerisce un’implementazione alternativa del beamforming quando si hanno a disposizione 
più osservazioni del vettore dati ed è quindi  possibile stimarne la matrice di correlazione 𝑹?̂?. 
 
Analizziamo adesso quattro diversi algoritmi di localizzazione basati su un processing dei dati di 
tipo Beamforming da impiegare in sistemi di localizzazione. 
 
1.2 Beamformer convenzionale 
Il beamformer convenzionale [17] “punta” il fascio dell’array sintetico in una certa direzione 𝑟 𝑡
′ 
applicando a ciascuna misura uno sfasamento tale da fare in modo che i segnali si sommino 
coerentemente se il trasponder è nella posizione di puntamento.  


















Al variare di 𝑟 𝑡
′ l’uscita (ovvero la potenza in uscita) del BF sarà massima quando 𝑟 𝑡
′ ≡ 𝑟 𝑡. In altri 
termini, se un tag in 𝑟 𝑡 genera sull’array sintetico il vettore dati 𝒙(𝑟 𝑡), la sua posizione stimata 𝑟 𝑡
′ 













1.3 Beamformer calibrato 
Il Beamformer calibrato [18] è una variante dell’algoritmo appena descritto che prevede l’uso 













Ciò fa sì che il valore della funzione di matching venga massimizzato quando le differenze tra 
le fasi misurate e quelle ipotizzate tendono a zero. 
Ciò può portare a un aumento di precisione nella localizzazione nell’ipotesi, di difficile 
applicazione nei sistemi reali, di una compensazione assoluta degli offset di fase. 
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1.4 Beamformer di Capon 
Il Beamformer di Capon minimizza il contributo dei segnali interferenti mettendo un nullo nella 
loro direzione; ciò è ottenuto minimizzando la potenza in uscita dal beamformer mantenendo allo 








′) = 1 (1-13) 


















L’algoritmo di Capon è dunque un algoritmo di tipo adattativo, come si può evincere dalla 
presenza della matrice di correlazione dei dati (stimata) nell’espressione di 𝒘: è dunque necessario 
avere a disposizione più osservazioni del vettore dati, in numero sufficiente per una stima corretta 
della matrice di correlazione (𝑁 > 𝑁𝑟). Inoltre nel caso di array virtuale di grandi dimensioni il 
calcolo dell’inversa risulta computazionalmente dispendioso [19].  
La posizione del tag stimata 𝑟 𝑡















1.5 Beamforming MUSIC 
L’algoritmo MUSIC (MUltiple SIgnal Classification) [20]  si basa sulla decomposizione agli 
autovalori della matrice di correlazione dei dati, in modo da separare il sottospazio del segnale da 
quello del rumore: il sottospazio segnale è generato dagli autovettori che corrispondono ad 
autovalori più grandi, mentre il sottospazio rumore è generato dagli autovettori di autovalori più 
piccoli. L’ortogonalità tra i due sottospazi fa si che quando lo steering vector punta nella direzione 
di arrivo del segnale, la sua proiezione nel sottospazio rumore sarà prossima allo zero. La posizione 














con 𝑽  matrice del sottospazio rumore.  
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La separazione tra i due sottospazi ovvero la stima della dimensione del sottospazio rumore è un 
fattore cruciale dell’algoritmo. A elevati SNR, ciò può essere fatto impostando una determinata 
soglia in quanto i valori degli autovalori corrispondenti al sottospazio segnale e quelli del 
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2  Simulazioni 
In questo capitolo sono riportate le performance degli algoritmi di localizzazione di tipo 
Beamforming implementati mediante simulazioni Matlab e considerando il caso 
monodimensionale.  
Lo scenario di riferimento è rappresentato in Figura 2-1. 
Le ipotesi sono: 
- il tag è fisso nella posizione di coordinata 𝑥𝑡𝑎𝑔, che rappresnta la coordinata da stimare 
(per il caso monodimensionale, si suppone di conoscere la coordinata 𝑧); 
- l’antenna si muove lungo x secondo una traiettoria lineare a velocità costante  𝑣, entrabe 
note, interrogando il tag a intervalli regolari pari all’ Interrogation Repetition Time 
(ITR); 
- La distanza tra tag e traiettoria d’antenna 𝑦𝑚 è nota.   
 
Figura 2-1 Scenario di riferimento considerate nelle simulazioni: un reader si muove lungo una traiettoria 
lineare nota a velocità v nota, acquisendo più letture da un tag. 
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2.1.1 Beamforming Convenzionale vs Calibrato 
Come detto nel capitolo precedente, la funzione di matching del beamforming convenzionale 
può essere calcolata come in (1-11), mentre per quello calibrato vale l’espresisone (1-12). 
In Figura [] è mostrata una simulazione della storia di fase e le relative funzioni di matching ad 
essa applicate per i due algoritmi di beamforming nel caso ideale in assenza di rumore, per un tag 
in posizione 𝑥𝑡𝑎𝑔 = 0 𝑚. I parametri di sistema utilizzati sono i seguenti: 𝑓0 = 865.7 𝑀𝐻𝑧 , 𝑦𝑚 =
2𝑚, 𝑣 = 1𝑚 𝑠 , 𝐼𝑅𝑇 = 100 𝑚𝑠 , (∆𝑠 = 10 𝑐𝑚 ),𝑁𝑟 = 21.⁄  
 
Figura 2-2 Storia di fase e relative funzioni di mathing. Parametri di sistema sono:  𝒇𝟎 = 𝟖𝟔𝟓. 𝟕 𝑴𝑯𝒛 , 𝒚𝒎 =
𝟐𝒎,𝒗 = 𝟏𝒎 𝒔 , 𝑰𝑹𝑻 = 𝟏𝟎𝟎 𝒎𝒔 , 𝒙𝒕𝒂𝒈 = 𝟎 𝒎 , 𝑵𝒓 = 𝟐𝟏.⁄  
 
La presenza di un lobo principale ben distinto rispetto agli altri, indica che l’algoritmo è in grado 
di localizzare. In particolare, la posizione del picco del lobo principale rappresenta la stima della 
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posizione del tag, mentre la sua larghezza, presa come monolatera al primo nullo, determina la 
risoluzione del sistema. 
Poiché un lobo principale più stretto e lobi secondari più bassi sono indice di maggiore accuratezza 
e robustezza al multipath, il BF calibrato sembra possedere caratteristiche migliori. Tuttavia tali 
carateristiche derivano dall’ipotesi, valida solo nel caso ideale di assenza di rumore o offset di 
fase, di perfetta compensazione del segnale dati quanto punto l’array nella direzione del tag. 
Cio è confermato dai risultati delle simulazioni in presenza di rumore di fase in Figura 2-3. In 
particolare ad ogni termine di fase ideale, viene sommato un rumore di fase uniformemente 
distribuito tra [±𝜙0]:  
 
 𝜑𝑚 = ϕ𝑚 + 𝜑𝑛 𝑐𝑜𝑛 𝜑𝑛 𝒰(−𝜙0, 𝜙0)  (2-1) 
       
dove ϕ𝑚 è la fase ideale in assenza di rumore e 𝜑𝑛  il rumore di fase 𝒰(−𝜙0, 𝜙0).  
Le curve in Figura 2-2 rappresentano l’andamento dell’error quadratico medio (Root Mean 
Square Error - RMSE) di localizzazione (2-3), all’aumentare dell rumore di fase; ogni punto è il 












I parametri di sistema sono gli stessi utilizzati per ottenere i parametri numerici di Figura 2-2
 
Figura 2-3 Andamento RMSE all'aumentare del rumore di fase 𝓤 ∽ (−𝚽𝟎,𝚽𝟎). Ogni punto è il risultato di 
1000 simulazioni Monte Carlo.  Altri parametri di sistema sono:  𝒇𝟎 = 𝟖𝟔𝟓. 𝟕 𝑴𝑯𝒛 , 𝒚𝒎 = 𝟐𝒎,𝒗 =
𝟏𝒎 𝒔 , 𝑰𝑹𝑻 = 𝟏𝟎𝟎 𝒎𝒔 , 𝒙𝒕𝒂𝒈 = 𝟎 𝒎 ,𝑵𝒓 = 𝟐𝟏.⁄  
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Come si può notare il BF convenzionale risulta più robusto al rumore; ciò è facilmente 
giustificabile dal fatto che in presenza di rumore l’ipotesi di perfetta compensazione del segnale 
quando punto il fascio nella direzione del tag non è più verificata. 
Nelle successive simulazioni si è cercato di mettere in evidenza gli effetti dei principali parametri 
di sistema sull’accuratezza della localizzazione. A questo scopo sono stati generati grafici delle 
curve di livello dell’RMSE di localizzazione in funzione della distanza antenna – tag 𝑦𝑚 e 
dell’intervallo si osservazione spaziale 𝐷 (che equivale alla dimensione dell’apertura sintetica), 
per differenti livelli di rumore. 
La variazione di 𝐷 è stata ottenuta mantenendo costante l’intervallo di campionamento spaziale 
( Δ𝑠 = 10 𝑐𝑚) e aumentando il numero di letture disponibili: 𝐷 = (𝑁𝑟 − 1)Δ𝑠. 
 
 
Figura 2-4 - Curve di livello dell'RMSE di localizzazione in funzione dell’apertura sintetica D e della distanza 
traiettoria-tag nel caso di BF Convenzionale e Calibrato quando è presente un rumore di fase 𝑼 ∽
(−𝚽𝟎,𝚽𝟎) ,𝚽𝟎 = 𝟎.𝟐 𝒓𝒂𝒅. Ogni punto è il risultato di 1000 simulazioni Monte Carlo. 
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Figura 2-5 - Curve di livello dell'RMSE di localizzazione in funzione dell’apertura sintetica D e della distanza 
traiettoria-tag nel caso di BF Convenzionale e Calibrato quando è presente un rumore di fase 𝑼 ∽
(−𝚽𝟎,𝚽𝟎) ,𝚽𝟎 = 𝟎.𝟒 𝒓𝒂𝒅. Ogni punto è il risultato di 1000 simulazioni Monte Carlo. 
 
 
Figura 2-6 - Curve di livello dell'RMSE di localizzazione in funzione dell’apertura sintetica D e della distanza 
traiettoria-tag nel caso di BF Convenzionale e Calibrato quando è presente un rumore di fase 𝑼 ∽
(−𝚽𝟎,𝚽𝟎) ,𝚽𝟎 = 𝟎.𝟒 𝒓𝒂𝒅 . Ogni punto è il risultato di 1000 simulazioni Monte Carlo. 
 
I risultati appena descritti, oltre a confermare la maggiore accuratezza del BF convenzionale, 
dimostrano come prestazioni simili in termini di RMSE di localizzazione possono essere raggiunte 
per diverse coppie (𝑦𝑚 , 𝐷), permettendo di poter effettuare una scelta in base ai limiti imposti dalla 
specifica applicazione in termini di spazi e tempi di osservazione. 
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Nelle figure sono state riportate anche le curve relative alla larghezza del fascio minima 
dell’antenna del reader 𝐻𝑃𝐵𝑊𝑚𝑖𝑛necessaria per avere un apertura sintetica 𝐷 a una distanza 𝑦𝑚 
 
 






Il simile andamento di tali curve con quelle a RMSE costante indica che, per una data frequenza 
di lavoro, le prestazioni del sistema sono limitate dalla dimensione fisica dell’antenna3. 
 
2.1.2 BF Convenzionale vs BF di Capon 
Come visto nel paragrafo (1.4) l’algoritmo di Capon necessita di più osservazioni del profilo di 
fase al fine di stimare la matrice di correlazione dei dati. Dalla bontà della stima, ovvero dal 
numero di osservazioni disponibili N, dipendono le prestazioni dell’algoritmo. Ciò trova conferma 
nei risultati in Figura 2-7, che riporta funzione di matching (e relativa stima della posizione del tag) 
del BF di Capon e del BF convenzionale al variare  del numero di realizzazioni rumorose 
disponibili (rumore 𝒰(−𝜙0, 𝜙0), 𝜙0 = 0.4 𝑟𝑎𝑑 ) del profilo di fase di FIGURA.  
 
 
Figura 2-7  -Funzione di matching e relativa stima della posizione del tag del BF di Capon (linea blu) e 
convenzionale (curva rossa) al variare del numero di osservazioni del profilo di fase. Parametri di sistema: 
𝒇𝟎 = 𝟖𝟔𝟓. 𝟕 𝑴𝑯𝒛 , 𝒚𝒎 = 𝟐𝒎 , 𝒗 = 𝟏𝒎 𝒔⁄ , 𝑰𝑹𝑻 = 𝟏𝟎𝟎 𝒎𝒔 , 𝒙_𝒕𝒂𝒈 = 𝟎 𝒎 𝑵𝒓 = 𝟐𝟏.   
                                               
3 L’apertura del fascio di un’antenna è proporzionale alla lunghezza d’onda e inversamente proporzionale alle sue dimensioni  
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Si è poi proceduto, anche in questo caso, a un confronto prestazionale, in termini di RMSE di 
localizzazione stimato, nel caso di numero di osservazioni disponibili N=100, 30 e rumore di fase 
𝒰(−𝜙0, 𝜙0), 𝜙0 = 0.4 𝑟𝑎𝑑. 
 
Figura 2-8 - Curve di livello dell'RMSE di localizzazione in funzione dell’apertura sintetica D e della distanza 
traiettoria-tag nel caso di BF Convenzionale e di Capon quando è presente un rumore di fase 𝑼 ∽
(−𝚽𝟎,𝚽𝟎) ,𝚽𝟎 = 𝟎.𝟒 𝒓𝒂𝒅 . N=100, Nr= 23. Ogni punto è il risultato di 1000 simulazioni Monte Carlo. 
 
 
Figura 2-9 - Curve di livello dell'RMSE di localizzazione in funzione dell’apertura sintetica D e della distanza 
traiettoria-tag nel caso di BF Convenzionale e di Capon quando è presente un rumore di fase 𝑼 ∽
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Come si può notare nel caso in cui non vi sono problemi di stima della matrice di correlazione 
(Figura 2-8) il BF di Capon presenta prestazioni poco superiori al BF convenzionale, tuttavia 
quando le dimensioni dell’apertura sintetica, rendono il numero di osservazioni non sufficiente per 
una corretta stima della matrice di correlazione, le sue prestazioni peggiorano drasticamente 
(Figura 2-9). 
Vale la pena osservare che è possibile aumentare la dimensione dell’apertura senza aumentare 
la dimensione del vettore dati (Nr) aumentando l’intervallo di campionameto spaziale; tuttavia, al 
fine di garantire una stima non ambigua della posizione del tag, esso deve soddisfare la condizione 
del Teorema del Campionamento Spaziale di Nyquist, che nel caso si segnale retrodiffuso, impone 
∆𝑠 ≤ 𝜆 ⁄ ([4 sin (𝐻𝑃𝐵𝑊/2)].  
Inoltre, se si confrontano i risultati del BF convenzionale con quelli in cui si processava una 
sola realizzazione del vettore dati, si può notare come le prestazioni dell’algoritmo siano 
notevolmente migliorate. 
     
2.1.3 BF Convenzionale vs BF MUSIC 
Come visto nel paragrafo(1.5) l’algoritmo di localizzazione MUSIC si basa sull’ ortogonalità 
dei sottospazi segnale e rumore per determinare la posizione del tag. Le sue performance 
dipendono quindi dalla stima della loro dimensione. In Figura 2-10 sono rappresentate le funzioni 
di matching dell’BF MUSIC e convenzionale con in ingresso un segnale.   
 
Figura 2-10 - Funzione di matching e relativa stima della posizione del tag del BF MUSIC (rossa e verde) al 
variare della dimesione del sottospazio rumore e del BF convenzionale (linea blu). Parametri: Parametri: 𝒇𝟎 =
𝟖𝟔𝟓. 𝟕 𝑴𝑯𝒛 , 𝒚𝒎 = 𝟐𝒎 , 𝒗 = 𝟏𝒎 𝒔⁄ , 𝑰𝑹𝑻 = 𝟏𝟎𝟎 𝒎𝒔 , 𝒙𝒕𝒂𝒈 = 𝟎 𝒎 𝑵𝒓 = 𝟐𝟏.𝑵 = 𝟏𝟎𝟎 
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Il confronto prestazionale in termini di RMSE è riportato in Figura 2-11; la dimensione del 
sottospazio rumore è stata stimata imponendo come dimensione del sottospazio segnale il numero 
di autovettori (ordinati in ordine crescente dei rispettivi autovalori) che indirizzano il 98% della 
varianza del segnale. 
 
 
Figura 2-11 - Curve di livello dell'RMSE di localizzazione in funzione dell’apertura sintetica D e della distanza 
traiettoria-tag nel caso di BF Convenzionale e di Capon quando è presente un rumore di fase 𝑼 ∽
(−𝚽𝟎,𝚽𝟎) ,𝚽𝟎 = 𝟎.𝟒 𝒓𝒂𝒅 . N=100, Nr= 23. Ogni punto è il risultato di 1000 simulazioni Monte Carlo. 
 
Come possiamo vedere i due algoritmi presentano prestazioni del tutto simili ma il MUSIC ha 
costi computazionali maggiori. 
 
2.2 Conclusioni 
La fase di simulazione ha messo in evidenza come, anche se nel caso semplificativo di array 
lineare e rumore di fase uniformemente distribuito, come tutti gli algoritmi presentino una buana 
accuratezza di localizzazione. In particolare, l’algoritmo di BF convenzionale permette di ottenere 
risultati comparabili con gli altri algoritmi ad un costo computazionale inferiore. Gli algoritmi di 
Capon e MUSIC infatti richiedono rispettivamente il calcolo dell’inversa della matrice di 
correlazione e la stima del sottospazio rumore mediante PCA, ottenendo prestazioni di poco 
superiori solo nel caso in cui si la matrice di correlazione è stimata correttamente. Tuttavia bisogna 
tener presente che in questa analisi non si è tenuto conto del multipath e di altre sorgenti di rumore; 
in questi casi gli algoritmi adattativi dovrebbero avere prestazioni migliori.  
Inoltre la necessità degli algoritmi adattativi di più osservazioni del segnale rappresenta un 
enorme ostacolo nel caso di array virtuali: date le frequenze in gioco infatti, per considerare  che 
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più misure siano state acquisite nello stesso punto, le posizioni dell’antenna non devono differire 
di non più di qualche frazione di cm, cosa difficile da ottenere mediante passaggi multipli o 
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3 Risultati sperimentali  
3.1 Setup di misura 
Al fine di validare i risultati ottenuti in ambiente simulato abbiamo deciso di testare gli algoritmi 
in un’ambiente reale. 
In Figura 3-1 è rappresentato uno schema dell’hardware e del software utilizzato durante  la 
campagna di misura. 
 
 
Figura 3-1 - Schema di principio del sistema di misura 
 
Un rader Impinj R420 [21] con un’antenna CAEN RFID a polarizzazione circolare e guadagno 
8.5dBc (CAEN RFID WANTENNA019) [22] è utilizzato per interrogare 15 tag (ALN-9640 
Squiggle Inlay [23]) disposti su un panello (3x5) a distanza di 20 cm l’uno dall’altro figura. 
   
Poiché si era interessati alla creazione di report che tra le altre info contengano, per ogni tag 
rivelato, dati a basso livello come fase e RSSI, si è dovuto procedere alla realizzazione di uno 
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script Java in ambiente Eclipse che permettesse di comunicare con il reader mediante protocollo 
LLRP- Low Level Reader Protocol [24]. 
A tal fine ci si è serviti di alcune librerie presenti nel software development kit Impinj Octane 
SDK [25]. I principali parametri impostabili nello script sono: 
- Frequenza operativa: espressa in MHz 
- Antenne attive e potenza in ingresso ad ogni antenna: da 10.0 a 31.5 dBm 
- ReportMode: Individual (crea un report ad ogni interrogazione) BatchAfterStop (ad 
ogni inventario un report per ogni tag) 
- AutoStarmode: Periodic (per effettuare un inventario periodico di cui si specifica il 
periodo in ms ) 
- Autostopmode: Duration (durata dell’inventario in ms) 
Il logfile in uscita contiene: 
1) una prima riga contenente: Data, indirizzo IP del reader e Potenza di trasmissione 
dell’antenna abilitate (es. 09 giu 2016 13:58:10,385 Reader_ip: 169.254.1.1 
TxPower_Ant1_dBm: 23.0) 
2) per ogni report le seguenti informazioni 
a) EPC: identificativo del tag letto; 
b) AntennaPortNumber: antenna che ha identificato il tag; 
c) Channel_MHz: frequenza in MHz della misura; 
d) FirstSeenTime: istante di prima lettura (ms, espressi in tempo Linux)  
e) LastSeenTime: istante di ultima lettura (ms, espressi in tempo Linux) 
f) SeenCount: numero di letture del tag 
g) PeakRssi_Dbm: valore di picco di RSSI tra le SeenCount letture 
h) Phase_rad: valore di fase relativo all’ultimo lettura effettuato all’istante 
LastSeenTime. 
 In particolare per le misure di fase la risoluzione di uscita è 0,0015 radianti [26]. 
Per una procedura più semplice di misura si è posizionata l'antenna del lettore in posizione fissa e  
spostato il pannello dei tags lungo una traiettoria nota. Per ogni posizione si è quindi proceduto ad 
acquisire per ogni tag più misure in modo da poter applicare gli algoritmi adattativi. Questa 
situazione è del tutto equivalente a quella di antenna in movimento e tag fissi, in quanto ciò che 
conta è il moto relativo.  
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La figura mostra piu in dettaglio la struttura del sistema mettendo in evidenza le grandezze di 
riferimento. Le misure sono state ripetute per  diversi traiettorie e distanze antenna- pannello tag. 
 
Figura 3-2 - Struttura del sistema di misura e relative grandezze di riferimento 
 
3.2 Elaborazione misure 
I parametri relativi alla prima acquisizione di misure sono i seguenti:  
Frequenza: 865.7 MHz 
Potenza in ingresso all’antenna: 23.0 dBm 
Altezza antenna: 1.65 m  
Altezza pannello tag: 1.65 m 
Distanza pannello-antenna: 1.77 m 
 
ll pannello è stato spostato lungo l’asse x  e lungo l’asse z nelle seguenti posizioni 
asse x: [-1:0.05:1]; 
asse z: [-0.5:0.05:0.45,0.485]; 
Nelle Figura 3-3-Figura 3-6 sono riportate la posizione stimata dei tag dai quattro algoritmi e la 
funzione di mathcing relativa al tag centrale. La localizzazione mediante BF convenzionale e 
calibrato è stata effettuata elaborando una singola osservazione della storia di fase, mentre per gli 
algoritmi adattativi si è utilizzato N=100 misure. Al fine di avere un confronto tra gli algoritmi si 
sono elaborate le N misure anche mediante BF Convenzionale(Figura 3-7).   
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Figura 3-3 Posizione stimata dei tag mediante BF convenzionale e relativa funzione di matching per il tag in 
coordinate (0,0).  
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Figura 3-5 Posizione stimata dei tag mediante BF MUSIC e relativa funzione di matching per il tag in coordinate 
(0,0). 
 
Figura 3-6 - Posizione stimata dei tag mediante BF di Capon e relativa funzione di matching per il tag in 
coordinate (0,0). 
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Figura 3-7 Posizione stimata dei tag mediante BF convenzionale e relativa funzione di matching per il tag in coordinate (0,0).  
 
Dalle figure si può evincere come ad esclusione del BF di Capon e calibrato si stimano tutti i tag 
con errori dell’ ordine di qualche cemtimetro.Tuttavia, la disponibilità di un numero limitato di 
campioni e la necessità degli algoritmi adattativi di più osservazioni per la stima della matrice di 
covarianza non permettono di poter fare alcuna stima statistica delle prestazioni delgli algoritmi. 
Si è proceduto quindi a vedere in che modo la scelta della traiettoria e la distanza di lettura 
influiscono sulle capacità di localizzazione degli algoritmi. 
In particolare si sono affettuate delle altre misure a distanze panello tag antenna rispettivamente 
di 𝑦𝑎 =4, 6 m con traiettorie che permettono di realizzare aperture sintetiche in entrambe le 
direzioni con un moto continuo dell’antenna. In tabella sono riassunti i risultati ottenuti  
Distanza 
[m] 











4 Z X 0.0437 0.0482 0.0800 0.0439 
Z 0.1250 0.1550 0.1127 0.1150 
L X 0.0330 0.0330 0.0497 0.0330 
Z 0.0920 0.0920 0.1153 0.0917 
 
6 
Z X 0.0737 0.0737 0.0873 0.0737 
Z 0.1427 0.1427 0.1783 0.1427 
L X 0.2040 0.2040 0.2407 0.2040 
Z 0.2923 0.2923 .3070 0.2923 
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L’analisi dei dati ottenuti dalle misure mostrano come tutti gli algoritmi si prestano alla 
localizzazione di tag RFID in banda UHF con accuratezze dell’ordine del centimetro. 
Tuttavia un’analisi accurata delle prestazioni da confrontare con i risultati delle simulazioni 
richiedono ulteriori dati da confrontare. In particolare sarebbe auspicabile avere a disposizione un 
numero più elevato di prove a distanze e aperture sintetiche variabili in modo da poter confrontare 
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Nel lavoro di tesi è stato analizzato il problema della localizzazione di tag RFID in banda UHF 
mediante tecniche ad array sintetico. In particolare si sono presi in considerazione quattro algoritmi 
basati su un processing dei dati di tipi beamforming. 
Mediante simulazioni in ambiente Matlab si è cercato di mettere in evidenza gli effetti dei 
principali parametri di sistema sull’accuratezza della localizzazione. Si sono confrontati i vari 
algoritmi in termini di RMSE di localizzazione al variare della distanza della traiettoria 
dell’antenna dal tag e dell’intervallo spaziale di osservazione.  
Si è visto come tutti e quattro gli algoritmi permettono di ottenere accuratezze dell’ordine dei 
centimetri, con costi computazionali diversi. 
In particolare, l’algoritmo di BF convenzionale permette di ottenere risultati comparabili con 
gli altri algoritmi ad un costo computazionale inferiore, mentre l’algoritmo di BF calibrato presenta 
delle prestazioni inferiori. 
Gli algoritmi adattativi di Capon e MUSIC d’altra parte, presentano buone capacità di 
localizzazione almeno fino a quando la matrice di correlazione dei dati è stimata correttamente, 
ovvero si hanno a disposizione un numero di osservazioni del dato sufficienti.  
Ciò è particolarmente difficile da ottenere nel caso di array virtuali, in quanto richiede di 
acquisire piu misure nella stessa posizione durante il moto dell’antenna. 
La campagna di misura ha dimostrato la robustezza degli algoritmi al multipath, tipico degli 
ambienti indoor. Tuttavia la disponibilità di un numero limitato di misure e la necessità degli 
algoritmi adattativi di più osservazioni per la stima della matrice di covarianza non hanno 
permesso di poter fare alcuna stima statistica sulle loro prestazioni. 
Sarebbe dunque auspicabile condurre una campagna di misure più ampia al fine di poter 
studiare come variano le prestazioni sulla base dei principali parametri del sistema e confrontarli 
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