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Abstract
This thesis consists of three main topics. In the first topic, we let R be a com-
mutative Noetherian ring, I, J ideals of R, M a finitely generated R-module and
F an R-linear covariant functor. We ask whether the sets AssR F (M/InM) and
the values depthJ F (M/InM) become independent of n for large n.
In the second topic, we consider rings of the form R = k[xa, xp1yq1 , . . . , xptyqt , yb],
where k is a field and x, y are indeterminates over k. We will try to formulate
simple criteria to determine whether or not R is Cohen-Macaulay.
Finally, in the third topic we introduce and study basic properties of two types of
modules over a commutative Noetherian ring R of positive prime characteristic.
The first is the category of modules of finite F -type. They include reflexive ideals
representing torsion elements in the divisor class group. The second class is what
we call F -abundant modules. These include, for example, the ring R itself and
the canonical module when R has positive splitting dimension. We prove many
facts about these two categories and how they are related. Our methods allow us
to extend previous results by Patakfalvi-Schwede, Yao and Watanabe. They also
afford a deeper understanding of these objects, including complete classifications
in many cases of interest, such as complete intersections and invariant subrings.
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This Thesis consists of three projects in Commutative Algebra. In this Introduction, we will
first describe the subject of Commutative Algebra, define the key terms in this Thesis, and
then describe the three projects one by one.
1.1 The subject of Commutative Algebra
A classical problem in mathematics is to solve a system of equations. We may think of the
subject of Commutative Algebra as an effort to tackle this problem. Let us begin with a field
k, such as the set of real numbers R or the set of complex numbers C. Let us consider the set
kn where n is a natural number. Let x1, x2, . . . , xn be variables over k and let f1, f2, . . . , fj
be polynomials in x1, x2, . . . , xn. A natural question to ask is then: What are the solutions
of the system of equations f1 = 0, f2 = 0, . . . , fj = 0 in kn ? In general, this question
is difficult to answer. Commutative Algebra seeks to understand and answer the question,
perhaps indirectly, as follows. We consider the polynomial ring S = k[x1, x2, . . . , xn] and the
ideal I of S generated by f1, f2, . . . , fj. Let Z(I) be the set of solutions of the system of
equations f1 = f2 = · · · = fj = 0 and let R be the quotient ring S/I. We can then think of
R as the set of polynomial functions over Z(I). Studying the ring R could then hopefully
yield information about the solution set Z(I) of f1 = f2 = · · · = fj = 0.
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More generally, a main object of study in Commutative Algebra is the class of commutative
Noetherian rings that contain the element 1. A ring R is commutative if and only if multipli-
cation in R is commutative, i.e. ab = ba for all a, b ∈ R. A commutative ring is Noetherian if
and only if all of its ideals are finitely generated. The polynomial ring S = k[x1, x2, . . . , xn]
and all of its quotient rings are Noetherian. In particular, suppose that we have an arbi-
trary number of polynomials {fj}j∈J in S and we want to solve the system of equations
{fj = 0 | j ∈ J}. The fact that S is Noetherian means that there always exists a finite
subset {fj1 , fj2 , . . . , fjm} of {fj}j∈J such that the solution sets of the systems of equations
fj1 = fj2 = · · · = fjm = 0 and {fj = 0 | j ∈ J} are identical. This means that if we are
solving polynomial equations in the variables x1, x2, . . . , xn, we may always assume that we
only have finitely many equations to begin with.
1.2 Key definitions and known results
All our rings will be commutative with 1. Let R be a Noetherian ring unless specified
otherwise, let Mod(R) denote the category of all R-modules and let mod(R) denote the
category of finitely generated R-modules. We will now introduce some important notions
concerning R that will appear in this Thesis and recall some related results.
The first notion that we will consider is about factorization. Over the ring of integers Z,
any positive number can be factored uniquely into a product of its (positive) prime factors.
Given a general commutative Noetherian ring R and an ideal I of R with I 6= R, one may
also ask if such a factorization exists for I as well. It turns out that if we change the notion
of factorization slightly, we do have a similar result, which can be phrased more generally in
terms of modules. In this result, the factorization of an element is replaced by an intersection
of submodules.
Definition 1.2.1. Let M ∈ mod(R). We say that a prime ideal P of R is an associated
prime of M , written P ∈ AssR(M), if there is m ∈ M such that P = {r ∈ R | rm = 0}.
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Equivalently, P ∈ AssR(M) iff there is an injective R-homomorphism (R/P ) ↪→M .
Definition 1.2.2. Let M ∈ Mod(R) and N ⊆M a submodule. If AssR(M/N) = {P}, then
we say that N is a primary submodule or P -primary submodule of M .
Theorem 1.2.3 (Primary Decomposition). Let M ∈ mod(R) and N ( M be a submodule.
Then there is a primary decomposition
N = N1 ∩ · · · ∩Nj (∗)
of N , where N1, . . . , Nj are primary submodules of M . If (∗) is a shortest primary decom-
position and each Ni is Pi-primary, then the Pi are distinct and AssR(M/N) = {P1, . . . , Pj}.
In Theorem 1.2.3, if M = R and N = I is an ideal of R, then we may think of AssR(R/I)
as the set of “prime factors” of I.
Our second notion is about size (in an algebraic sense). Let I be an ideal of R and M ∈
Mod(R). We may ask how to measure the “size” of M with respect to I. One method
in Commutative Algebra uses the notion of depth, which involves the concept of a regular
sequence.
Definition 1.2.4. Let R be a commutative ring, M ∈ Mod(R) and ~x = x1, . . . , xd be
a sequence of elements in R. We say that ~x is an M-(regular) sequence, or a reg-
ular sequence on M , of length d if M 6= (x1, . . . , xd)M and the multiplication maps
M/(x1, x2, . . . , xj−1)M
xj−→M/(x1, x2, . . . , xj−1)M are injective for 1 6 j 6 d.
Definition 1.2.5. Let R be a Noetherian ring, I an ideal of R and M ∈ mod(R).
(i) The I-depth of M , denoted depthIM , is defined to be the maximum length of an M -
regular sequence in I if M 6= IM . If M = IM , then depthIM = +∞ by convention.
(ii) If (R,m) is a local ring, then we sometimes use depthM to denote depthmM .
Theorem 1.2.6. Let I be an ideal of R and M ∈ mod(R). Then depthIM = min{j |
3
ExtjR(R/I,M) 6= 0}. In particular, if M 6= IM , then all maximal M-regular sequences have
the same length.
Finally, our third notion is also about size (in a geometric sense).
Definition 1.2.7. Let (R,m) be a local ring.
(i) We let dimR = max{n | there is a chain of prime ideals m = Pn ) Pn−1 ) · · · ) P1 )
P0 in R}, called the dimension of R.
(ii) If M ∈ Mod(R), then we let the dimension of M be dimM = dim(R/ann(M)).
(iii) If M ∈ mod(R), then we say that M is Cohen-Macaulay, abbreviated as CM, if
either M = 0 or M 6= 0 and depthM = dimM . We say that M is maximal Cohen-
Macaulay if depthM = dimR.
In other words, we say that M is Cohen-Macaulay if the two notions of “size” that we
have seen coincide. We think of such an M as being “nice.” The terminology “maximal
Cohen-Macaulay” comes from the fact that depthM 6 dimM 6 dimR for any 0 6= M ∈
mod(R). One may think of maximal Cohen-Macaulay modules as the analogue of nonzero
finite dimensional vector spaces over a field.
Definition 1.2.8. Suppose that R is not necessarily local. Let m-Spec(R) denote the set of
all maximal ideals of R.
(i) We let dimR = max{dimRm | m ∈ m-Spec(R)}.
(ii) If M ∈ Mod(R), then we still have dimM = dim(R/ann(M)).
(iii) IfM ∈ mod(R), then we say thatM is (maximal) Cohen-Macaulay ifMm is (maximal)
Cohen-Macaulay for all m ∈ m-Spec(R).
(iv) We say that R is a Cohen-Macaulay ring if R is a Cohen-Macaulay R-module.
Theorem 1.2.9. Let R =
⊕∞
i=0Ri be a graded Noetherian ring such that R0 is a field. Let
m =
⊕∞
i=1Ri be the homogeneous maximal ideal and let M ∈ mod(R) be a graded R-module.
Then M is Cohen-Macaulay if and only if Mm is Cohen-Macaulay.
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1.3 Outline of contents
We continue to use our conventions in Section 1.2. In Chapter 2 we seek to extend the
following results from Brodmann, especially the ones on associated primes.
Theorem 1.3.1. [9, 10] Let I, J be ideals of R, M ∈ mod(R) and n denote a natural
number. Then the sets AssR(M/InM), AssR(In−1M/InM) and the values depthJ(M/InM),
depthJ(I
n−1M/InM) become independent of n for large n.
We are able to generalize the results using the following notion.
Definition 1.3.2. [15] Let F : mod(R) → mod(R) be an R-linear covariant functor. For
M ∈ Mod(R), we let hM(−) denote the functor HomR(M,−). We say that F is coherent if
there exist N,L ∈ mod(R) and an exact sequence hL → hN → F → 0.
Example 1.3.3. [15] For any N ∈ mod(R) and i > 0, the functors TorRi (N,−) and
ExtiR(N,−) are coherent.
We will prove the following result, a special case of which appears as Theorem 2.1.10.
Theorem 1.3.4. Let I, J be ideals of R, M ∈ mod(R), M ′ be a submodule of M and F
be a coherent functor. Then the sets AssR F (M/InM ′), AssR F (InM/InM ′) and the values
depthJ F (M/I
nM ′), depthJ F (InM/InM ′) become independent of n for large n.
The rest of Chapter 2 investigates whether the results in Theorem 1.3.4 about associated
primes still hold when F is not coherent. The investigation considers some special cases.
For example, we consider some familiar functors F such as F = ΓI or τS, where I is an ideal
of R, S is a multiplicatively closed subset of R and τS is the torsion functor. Alternatively,
we may consider special classes of rings R such as Dedekind domains. We may also restrict
both F and R. For example, we are able to prove a positive result when F arises from what
we call a middle finite complex, and R is a one-dimensional domain. Still one can expect
much more work to be done beyond these special cases.
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Chapter 3 follows the thoughts of Gröbner in [14] and asks how to determine whether a
(positive affine) semigroup ring, which we now define, is Cohen-Macaulay. Let k be a field,
x1, x2 . . . , xd indeterminates over k and S a finite set of monomials in x1, x2, . . . , xd. A
semigroup ring is then a k-algebra of the form R = k[S], i.e. the subring of the polynomial
ring k[x1, x2, . . . , xd] generated by the monomials in S. As explained in [39], these rings are
of interest because they are simple enough to study but general enough to illustrate problems
in Algebraic Geometry. We recall from Theorem 1.2.9 that R = k[S] is Cohen-Macaulay if
and only if Rm is Cohen-Macaulay, where m is the maximal ideal generated by the monomials
in S.
The first main result regarding whether a semigroup ring R = k[S] is Cohen-Macaulay is
due to Hochster.
Theorem 1.3.5. [17] If k[S] is normal, then it is Cohen-Macaulay.
In Chapter 3 we will approach the problem from a different direction. We will consider a
special case where R is what is called a projective monomial curve in P3. We are able to find a
simple numerical criterion to determine whether R is Cohen-Macaulay. The following result
that contains the numerical criterion and more precise information appears as Lemma 3.4.4
and Theorem 3.4.6.
Theorem 1.3.6. Let R = k[xn, xn−`y`, xn−mym, yn] where 0 < ` < m < n.
Let c1 be the smallest integer such that there are m/gcd(`,m) > a1 > 0 and b1 > 0 with
a1`+ b1m = c1n (1.3.1)
Let b2 be the smallest integer such that there are n/gcd(`, n) > a2 > 0 and c2 > 0 with
−a2`+ b2m = c2n (1.3.2)
Let a3 be the smallest positive integer such that there are n/gcd(m,n) > b3 > 0 and c3 > 0
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with
a3`− b3m = c3n (1.3.3)
Let d = gcd(`,m, n) and H be the subgroup of Z/nZ generated by ` and m. Then:
(i) (1.3.1) = (1.3.2) + (1.3.3)













(iii) The n/d = |H| monomials B = {(xn−`y`)a(xn−mym)b | (a, b) ∈ B} are linearly inde-
pendent over (xn, yn), where
B = {(a, b) | a < a1 and b < b2} ∪ {(a, b) | a < a3 and b < b1}
= {(a, b) | a < a3 and b < b2} \ {(a, b) | a > a1 = a3 − a2 and b > b1 = b2 − b3}
(iv) The ring R is Cohen-Macaulay iff B is a basis of R/(xn, yn) over k iff b2 > a2 + c2.
A related question to (iv) is: What is a vector space basis of R/(xn, yn) over k ? We have
the following result from Theorem 3.4.10.
Theorem 1.3.7. There is an algorithm that uses the equations (1.3.1) and (1.3.2) only to
generate a basis of R/(xn, yn) over k.
In fact, we have similar results for slightly more general semigroup rings of the form R =
k[xd, xey`, xfym, yn] with d, n > 0, e, f, `,m > 0 and (e, `) 6= (0, 0).
Another related question to (iv) is to find the multiplicity of the ideal I = (xn, yn), denoted by




This question is motivated by the following general fact.
Theorem 1.3.8. Let (R,m) be a local ring. Then R is a Cohen-Macaulay ring if and only
if λ(R/I) = e(I) for some I generated by a system of parameters.
In our case, λ(R/I) = dimk R/(xn, yn). We are able to prove the following result from
Theorem 3.2.7.
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Theorem 1.3.9. Let R = k[xa, xp1yq1 , xp2yq2 , . . . , xptyqt , yb] and H ⊆ (Z/aZ)⊕(Z/bZ) be the
subgroup generated by (p1, q1), (p2, q2), . . . , (pt, qt). Then we can find constants tp,q, sp,q, np,q
for (p, q) ∈ H such that the Hilbert polynomial of (xa, yb) is P (n) = |H|(n+1)+
∑
(p,q)∈H(tp,q+
sp,q) and the Hilbert function equals the Hilbert polynomial for n > max(p,q)∈H(np,q). In
particular, e((xa, yb)) = |H|.
In Chapter 4 we turn to characteristic pmethods, which is a subject area that has applications
to Algebraic Geometry. Let us give some background information for the Chapter. For a
commutative ring R with prime characteristic p, the map ϕ : R → R with ϕ(r) = rp is a
ring homomorphism and is called the Frobenius endomorphism. The map ϕ is widely used
in characteristic p methods. It is hard to keep track of all subjects that use characteristic p
methods, but some areas that are related to our work include the study of: the Hilbert-Kunz
multiplicity, tight closure theory, rings of differential operators, singularities of R, F -purity
and F -regularity, finite F -representation type and F -regularity, and the F -signature.
In our situation, (R,m, k) will be a local ring and all R-modules will be finitely generated. If
M is an R-module and e > 0, we let eM denote the abelian group M viewed as an R-module
via ϕe, i.e. through restriction of scalars. We will further assume that R is reduced and F -
finite, i.e. 1R ∈ mod(R), and we let α(R) = logp[k : kp]. Since R is reduced, we may identify
eR with R1/pe , the ring of peth roots of R, and the map ϕe : R → R with the inclusion map
R ↪→ R1/pe . We let F e : mod(R) → mod(R) denote the eth Peskine-Szpiro functor given
by F e(M) = M ⊗R eR, i.e. F e(M) is given by extension of scalars. Given S ⊆ mod(R), we
use addR(S) to denote the additive subcategory of mod(R) generated by S. We have the
following definition from 4.1.1.
Definition 1.3.10.
(1) LetM be anR-module such that Supp(M) = SpecR andM is locally free in codimension
1. We write M(e) = F eR(M)∗∗, the reflexive hull of F eR(M), viewed as an R-module by
identifying eR with R. We say that M is of finite F -type if {M(e)}e>0 ⊆ addR(X) for
some R-module X. We let FT (R) denote the category of R-modules of finite F -type.
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(2) Let N,L be R-modules. Let be be maximum such that eN = L⊕be ⊕Ne for some Ne. We
say that (N,L) is an abundant pair if lim infe→∞ peα(R)/be = 0.
(3) Let L be an R-module. We say that L is an F -abundant module if (N,L) is an abundant
pair for some N .
Example 1.3.11.
(1) Examples of modules of finite F -type include torsion elements of the divisor class group
of a normal domain R (without any assumption about the order of the element), finite
integral extensions that are étale in codimension one, or F -periodic vector bundles on
the punctured spectrum of R and of the corresponding projective variety X when R is
a local cone of some embedding of X.
(2) For F -abundant modules, R has positive F -splitting dimension if and only if (R,R) is
an abundant pair.
(3) A good source of examples in both cases is the rings of invariants of a finite group.
Our main technical result below, which appears as Theorem 4.3.10, says roughly that under
various extra conditions, if M is of finite F -type and L is F -abundant, then HomR(M,L) is
maximal Cohen-Macaulay. Under such conditions, our result gives a strong generalization
of Yao’s result [42] on Cohen-Macaulayness of F -contributors.
Theorem 1.3.12. Suppose that R is (S2) and equidimensional. LetM,N be R-modules such
that M ∈ FT (R) and N is (S2). Assume that for every P ∈ SpecR such that ht(P ) > 3,
(NP , LP ) is an abundant pair. Assume further that for every P ∈ SpecR such that 3 6
ht(P ) < d, we have NP ∈ add(LP ). Then HomR(M(e), L) is maximal Cohen-Macaulay for
all e > 0.
The following result, which appears as Corollary 4.3.12, extends a result by Watanabe [41].
Corollary 1.3.13. Suppose that R is strongly F -regular and I is a reflexive ideal such that
[I] is torsion in the divisor class group Cl(R). Then I is maximal Cohen-Macaulay.
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The next theorem, which appears as Theorem 4.6.3, extends a result by Patakfalvi-Schwede
[32].
Theorem 1.3.14. Let R be an F -finite normal domain with perfect residue field and X =
SpecR. Let ∆ be a Q-divisor on X such that the pair (X,∆) is strongly F -regular. Let D
be an integral divisor such that rD ∼ r∆′ for some integer r > 0 and 0 6 ∆′ 6 ∆. Then
OX(−D) is Cohen-Macaulay.
We also obtain a complete classification of FT (R) in many cases of interest. Some examples
include the following which appear as Theorem 4.4.14, Lemma 4.4.10 and Corollary 4.4.13
respectively.
Theorem 1.3.15. Suppose that R is a complete intersection and M is an R-module that is
free in codimension 2. Then M ∈ FT (R) if and only if M∗∗ is free.
Lemma 1.3.16. Suppose that R is regular. Consider the following statements:
(a) M ∈ FT (R)
(b) M∗ is free.
(c) M∗∗ is free.
Then (a) ⇒ (b) ⇔ (c). If M is free in codimension 1, then (a) ⇔ (b) ⇔ (c).
Corollary 1.3.17. Suppose that k is algebraically closed. Let S = k[[x1, . . . , xd]]. Let G be
a finite subgroup of GL(d, k) that contains no pseudo-reflections such that the order of G is
coprime to p. Let R = SG. Then FT (R) = addR S.
10
Chapter 2
Covariant Functors and Asymptotic
Stability
2.1 Introduction
In this Chapter, we will extend two results on asymptotic stability by M. Brodmann. Let
us begin by fixing some terminology. A ring will mean a commutative ring with unity,
unless specified otherwise. For a ring R, we let Mod(R) denote the category of R-modules
and mod(R) the category of finitely generated R-modules. A functor will mean a covariant
functor. For a nonempty set X and a sequence of elements {xn}n>k of X, we say that
asymptotic stability holds for the elements xn, or that the elements xn stabilize, if the
sequence {xn}n>k is eventually constant.
For the rest of this section, we will let R be a Noetherian ring unless specified otherwise,
L,M,N ∈ mod(R) and I, J be ideals of R. The background of our project can be traced
back to one of Ratliff’s papers.
Question 2.1.1. [33, Introduction] Suppose that R is a domain and P is a prime ideal of R.
If P ∈ AssR(R/Ik) for some k > 1, is P ∈ AssR(R/In) for all large n ?
Brodmann [9, (9)] gave a negative answer to the question, but at the same time, he proved
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a related, by now well-known result. Using the notation established so far, we will state his
first result that we are interested in.
Theorem 2.1.2. [9, page 16] The sets AssR(M/InM) and AssR(In−1M/InM) stabilize.
The second result that we are interested in is as follows.
Theorem 2.1.3. [10, Theorems 2(i) and 12(i)] Asymptotic stability holds for the values
depthJ(M/I
nM) and depthJ(In−1M/InM).
Most of this Chapter will be related to Theorem 2.1.2. There have been numerous general-
izations of the theorem over the years. Here are a few of them1.




stabilize for any i > 0.
Theorem 2.1.5. [20, Proposition 3.4] Let L α−→M β−→ N be a complex. Suppose that L′ ⊆ L,
M ′ ⊆ M and N ′ ⊆ N are submodules such that α(L′) ⊆ M ′ and β(M ′) ⊆ N ′. For n > 0,







Then the sets AssR H(n) stabilize.
Corollary 2.1.6. [20, Corollary 3.5] Let M ′ ⊆M be a submodule. Then for any i > 0, the




A rather extensive introduction to results related to Theorems 2.1.2 and 2.1.3 can be found
in [27]. However, we will proceed in a different direction. Our main goal is to relate the
theorems to the following notions.
1Although the theorems quoted here are related, the authors of [20] and [29] did not seem to know about
the results of each other.
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Notation 2.1.7. Let R be a commutative ring and M ∈ Mod(R). Then we let hM denote
the functor HomR(M,−). We let F denote the category of R-linear covariant functors F
from mod(R) to itself.
Definition 2.1.8. [15, page 53] Let R be a Noetherian ring and F ∈ F . We say that:
(1) F is representable if F ∼= hM for some M ∈ mod(R);
(2) F is coherent if there exist M,N ∈ mod(R) and an exact sequence hN → hM → F → 0;
(3) F is finitely generated if there exist M ∈ mod(R) and an exact sequence hM → F → 0.
Remark 2.1.9. Representable ⇒ coherent ⇒ finitely generated ⇒ R-linear
We can now state our main result, which will be proved in several steps in Section 2.2.
Theorem 2.1.10. Let R be a Noetherian ring, I, J ideals of R, M ∈ mod(R) and F be
a coherent functor. Then the sets AssR F (M/InM), AssR F (In−1M/InM) and the values
depthJ F (M/I
nM), depthJ F (In−1M/InM) stabilize.
Remark 2.1.11. Theorem 2.1.10 gives an extension of Theorem 2.1.5 in the following sense.
Using the notation in Theorem 2.1.5, let L = L′, M = M ′ and N = N ′. Then Theorem 2.1.5
is an instance of Theorem 2.1.10 by Lemma 2.2.3(b) (cf. proof of Theorem 2.5.6). However,
by [15, Example 5.5], not all coherent functors are of the form given by Lemma 2.2.3(b). A
technical generalization of Theorem 2.1.5 is given by Corollary 2.2.2.
A summary of the rest of the Chapter is as follows. In Section 2.3, we consider two covariant
R-linear functors, the zeroth local cohomology functor ΓI where I is an ideal of R, and
the torsion functor τS where S is a multiplicatively closed subset of R. We show that in
most cases, the functors id/ΓI and id/τS are finitely generated but not coherent, while the
functors ΓI and τS are not even finitely generated. However, if F = id/ΓI , id/τS, ΓI or
τS, then whether or not F is coherent, the sets AssR F (M/InM) and AssR F (In−1M/InM)
always stabilize. In Section 2.4, we consider the case where R is a Dedekind domain. We
show that if F is a finitely generated functor, then the sets AssR F (M/InM) stabilize. We
give a family of non-finitely generated functors F such that the sets AssR F (M/InM) do
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not stabilize. In Section 2.5, we consider a complex S : A → B → C of R-modules where
B ∈ mod(R) and the functor F (−) = H(S ⊗ −), an example of which is the zeroth local
cohomology functor. We show that if R is a one-dimensional Noetherian domain, then the
sets AssR F (M/InM) stabilize.
2.2 Proof of stability results
In the section, we let R be a Noetherian ring. All R-modules will be finitely generated unless
specified otherwise. We will prove our main result, Theorem 2.1.10, which will follow from
Corollary 2.2.4, Corollary 2.2.9 and Corollary 2.2.13. First, we need a slightly more general
result than Theorem 2.1.5. We recall that the Theorem follows from an even more general
result.
Theorem 2.2.1. [20, Proof of Proposition 3.4] Let I ⊆ R be an ideal, T ∈ mod(R) and
U, V,W submodules of T such that W ⊆ V . Then the sets AssR((U + InV )/InW ) stabilize.
Corollary 2.2.2. Consider the situation as in Theorem 2.1.5. Let c ∈ N and L1, L2 be









Then the sets AssR H(n) stabilize.
Proof. We follow [20, Proof of Proposition 3.4]. By the Artin-Rees Lemma, there is d > c





ker(β) + In−d(β−1(IdN ′))
α(L1) + In−d(Id−cα(L2) + IdM ′)
.
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dM ′ + α(L1)
α(L1)
.
Next, we recall some results from [15].
Lemma 2.2.3. [15, Lemma 1.2, Examples 2.1–2.5]
(a) For any M ∈ mod(R) and F ∈ F , there is a natural isomorphism NatF (hM , F ) ∼=
F (M) given by T 7→ TM(idM).
(b) Let P• be a complex of finitely generated R-modules. Then for any i ∈ Z, the functor
Hi(P• ⊗−) is coherent.
(c) Let M ∈ mod(R). Then for any i > 0, the functors TorRi (M,−) and ExtiR(M,−) are
coherent.
We then obtain the following generalization of the first half of Theorem 2.1.2. By Lemma
2.2.3(c), Corollary 2.2.4 may also be viewed as a generalization of Corollary 2.1.6.
Corollary 2.2.4. Let F be a coherent functor, M ∈ mod(R), M ′ be a submodule of M and
I ⊆ R an ideal. Then the sets AssR F (M/InM ′) stabilize.
Proof. Let F be given by hL → hK → F → 0. By Lemma 2.2.3(a), the map hL → hK arises







































































Similarly, we apply HomR(−,M) to (2.2.1) to get maps α∗, β∗, γ∗ induced by α, β, γ respec-
tively. Let A = M⊕`0 , A′ = (M ′)⊕`0 and B′ = (M ′)⊕`1 . As in the proof of Corollary 2.2.2,








The result then follows from Corollary 2.2.2.
We next generalize the first half of Theorem 2.1.3 along similar lines.
Notation 2.2.5. Let T, U, V,W be as in Theorem 2.2.1. We let Tn = (T, U, V,W )n =
(U + InV )/InW .
Remark 2.2.6. Let L be an ideal of R. For a submodule S of T , we let S be the image of S
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= (T , U, V , LV +W )n
Theorem 2.2.7. The values depthJ Tn stabilize.
Proof. First, suppose that Tn/JTn = (T , U, V , JV +W )n = 0 for infinitely many n. Then
by Theorem 2.2.1, we see that AssR T n = ∅ for large n. So for all large n, we have Tn/JTn = 0
and hence depthJ Tn =∞. Hence we may assume that Tn 6= JTn for large n.





depthJ(Tn) if such exists, and prove by induction on hT that `T = hT . Suppose
that hT = 0. Then J ⊆ {r ∈ P | P ∈ AssR Tn} for infinitely many n. By Theorem 2.2.1, we
have J ⊆ {r ∈ P | P ∈ AssR Tn} for all large n, so `T = hT = 0.
Now suppose that hT > 0. Then by Theorem 2.2.1, there is x ∈ J such that x /∈ {r ∈ P |
P ∈ AssR Tn} for all large n. Writing Tn/xTn = (T , U, V , xV +W )n, we have depthJ T n =
depthJ Tn − 1 for all large n. Hence hT = hT − 1. By induction, we have `T = hT , so
`T = `T + 1 = hT .









and H(n) denoting the homology of the complex. Then the values depthJ H(n) stabilize.
Corollary 2.2.9. Let F be a coherent functor, M ∈ mod(R), M ′ be a submodule of M and
I, J be ideals of R. Then the values depthJ F (M/InM ′) stabilize.
In order to generalize the rest of Theorems 2.1.2 and 2.1.3, we let S =
⊕
n>0Rn be a
Noetherian R-algebra generated in degree 1 with R0 = R. We will use a result from [29].
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Theorem 2.2.10. [29, Lemma 2.1] Let M =
⊕
n∈ZMn be a finitely generated graded S-
module. Then the sets AssRMn stabilize.
Corollary 2.2.11. Let L→ M → N be a complex of Z-graded S-modules, where the maps
are homogeneous and M ∈ mod(S). Let H =
⊕
ZHn be the homology of the complex. Then
the sets AssRHn stabilize.
Corollary 2.2.12. Let M =
⊕
n∈ZMn be a finitely generated graded S-module, for example
the module H as in Corollary 2.2.11. Let J be an ideal of R. Then the values depthJMn
stabilize.
Proof. The proof of Theorem 2.2.7 works, since M/JM =
⊕
n∈Z(Mn/JMn) and M/xM are
also finitely generated graded S-modules.
Corollary 2.2.13. Let I be an ideal of R, M ∈ mod(R) and M ′ ⊆M be a submodule. Then
the sets AssR F (InM/InM ′) and the values depthJ F (InM/InM ′) stabilize.



























































, where α∗n, β∗n, γ∗n are the maps induced by α, β, γ






A coherent functor F given by hL → hK → F → 0 can be considered as a functor Mod(R)→
Mod(R) since hL and hK are (cf. [15, Remark 3.3]). So the proof of Corollary 2.2.13 gives
the next result.
Corollary 2.2.14. Let F be a coherent functor, M ∈ mod(R), M ′ ⊆ M be a submodule, I
be an ideal of R, S = R(I) =
⊕
n>0 I












nM/InM ′) is a finitely generated graded S-module.








nM/In+1M) is a finitely gener-
ated graded gr(I)-module.
(c) The module structures over S and gr(I) in (a) and (b) respectively correspond to the
multiplication maps given by applying F to InM/InM ′ x−→ In+mM/In+mM ′, where x ∈
Im.
Remark 2.2.15. Instead of studying asymptotic stability properties of covariant coherent
functors, one may want to consider contravariant coherent functors as well. Unfortunately,
as stated in [20, Remark 3.6], the sets AssR ExtiR(R/In, R) do not stabilize in general, so our
main focus will be on covariant functors. See [35, Introduction] and [36, Proposition 2.1] for
further details.
2.3 Examples of non-coherent functors with asymptotic
stability
In view of the results in Section 2.2, one may be interested in knowing whether or not a
R-linear covariant functor is coherent. Some important examples of coherent functors are
given in Lemma 2.2.3. In this section, we will study the zeroth local cohomology functor
ΓI = H
0
I where I is an ideal of R, and the torsion functor τS where S is a multiplicatively
closed subset of R. It turns out that if F = ΓI , τS, id/ΓI or id/τS, then the functor F
is usually not coherent. However, we will see that whether or not F is coherent, the sets
AssR F (M/I
nM) and AssR F (In−1M/InM) always stabilize.
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Lemma 2.3.1 (Yoneda’s Lemma). Let R be a Noetherian ring and F be a finitely generated
functor given by hM
T−→ F → 0. Then for any N ∈ mod(R) and x ∈ F (N), there is
f ∈ HomR(M,N) such that x = (F (f) ◦ TM)(idM). In particular, x ∈ imF (f).
Proof. If x ∈ F (N), then we let f ∈ HomR(M,N) be such that TN(f) = x. The result










TN // F (N) // 0
Corollary 2.3.2. Let R be a Noetherian ring and {Fλ}λ∈Λ be a direct system of functors in
F . Let F = lim−→λ∈Λ Fλ be given by {Tλ : Fλ → F }λ∈Λ. If F ∈ F and is finitely generated,
then F = imTλ0 for some λ0 ∈ Λ. In particular, if Tλ is injective for all λ ∈ Λ, then F = Fλ
for all λ > λ0.
Proof. Let F be given by hM → F → 0. Since F (M) ∈ mod(R), there is λ0 ∈ Λ such
that F (M) = im(Tλ0)M . Let N ∈ mod(R) and x ∈ F (N). By Lemma 2.3.1, there is
f ∈ HomR(M,N) such that x ∈ imF (f) ⊆ im(Tλ0)N .
Fλ0(M)







(Tλ0 )N // F (N)
Therefore F = Tλ0(Fλ0).
In the following, we will consider two applications of Corollary 2.3.2.
Corollary 2.3.3. Let I be an ideal of a Noetherian ring R. The following are equivalent:
(a) ΓI is representable.
(b) ΓI is finitely generated.
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(c) In = In+1 for some n > 0.
Proof. For all M ∈ Mod(R), we have ΓI(M) = lim−→n HomR(R/I
n,M) = lim−→n(0 :M I
n).
So by Corollary 2.3.2, ΓI is finitely generated iff there exists n > 0 such that ΓI(M) =
HomR(R/I
n,M) for all M ∈ mod(R) iff In = In+1 for some n > 0 by considering M =
R/In+1 for “only if”.
The relationship between our result and Section 2.2 is as follows.
Theorem 2.3.4. [15, Theorem 1.1(a)] Let F,G be coherent functors and T : F → G be a
natural transformation. Then ker(T ), coker(T ) and im(T ) are also coherent.
Lemma 2.3.5. Let R be a Noetherian ring, I ⊆ R be an ideal and M ∈ Mod(R). Then
AssR ΓI(M) = AssR(M) ∩ V (I) and AssR(M/ΓI(M)) = AssR(M) \ V (I), where V (I) =
{P ∈ Spec(R) | P ⊇ I}.
Corollary 2.3.6. Let {Mn}n>0 be a sequence of modules in mod(R) such that the sets
AssR(Mn) stabilize. Let I ⊆ R be an ideal. If In 6= In+1 for any n, then the functor id/ΓI
is finitely generated but not coherent, and ΓI is not finitely generated. However, whether or
not In = In+1 for any n, the sets AssR(Mn/ΓI(Mn)) and AssR ΓI(Mn) always stabilize.
Now we consider our second example.
Lemma 2.3.7. Let R be a ring, possibly noncommutative, with 1. Let S ⊆ R and f : S×S →
R be a function. The following are equivalent:
(a) For every r, s ∈ S, left R-moduleM and m ∈M , if rm = 0, then f(r, s)m = f(s, r)m =
0.
(b) For every r, s ∈ S we have f(r, s) ∈ Rr ∩Rs.
Proof. (a) ⇒ (b): Let r, s ∈ S and M = R/Rr. Then r1 = 0. By assumption, we have
f(r, s)1 = 0, so f(r, s) ∈ Rr. Similarly, with M = R/Rs we have f(r, s) ∈ Rs, so that
f(r, s) ∈ Rr ∩Rs.
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(b) ⇒ (a): Let r, s ∈ S and m ∈ M . By assumption, f(r, s), f(s, r) ∈ Rr. So if rm = 0,
then f(r, s)m, f(s, r)m ∈ Rrm = 0.
Example 2.3.8. Let R be a UFD, S = R and f : R×R→ R. Then f satisfies the conditions
in Lemma 2.3.7 iff for all r, s ∈ R we have f(r, s) ∈ (lcm(r, s)).
Definition 2.3.9. Let R be a commutative ring with 1.
(1) We say that a subset S ⊆ R is common multiplicatively closed if S 6= ∅ and there is a
function f : S×S → S satisfying any condition in Lemma 2.3.7, or equivalently, for any
r, s ∈ S there is f(r, s) ∈ S that satisfies any condition in Lemma 2.3.7.
(2) We say that a (nonempty) subset S ⊆ R is coprincipal if there is s ∈ S such that
s ∈
⋂
r∈S Rr. Such an s is called a cogenerator of S.
(3) For any S ⊆ R and M ∈ Mod(R), we let τS(M) = {m ∈ M | rm = 0 for some r ∈ S}.
If S is common multiplicatively closed, then τS(M) is a submodule of M .
Example 2.3.10. (1) Any singleton subset of R is common multiplicatively closed.
(2) In general, any coprincipal subset S ⊆ R is common multiplicatively closed, since if
s ∈ S is a cogenerator, then we can let f(r, t) = s for all r, t ∈ S.
(3) Conversely, if S = {s1, . . . , sn} ⊆ R is common multiplicatively closed, then S has a
cogenerator f(· · · f(f(s1, s2), s3), . . . , sn).
(4) Any multiplicatively closed subset of R is common multiplicatively closed.
(5) If r, s ∈ Z and (0) 6= (s) ( (r), then the subset {r, s} of Z is common multiplicatively
closed and coprincipal but not multiplicatively closed.
(6) Let a ∈ Z such that a 6= 0,±1. Let S = {a2} ∪ {a8+12n | n > 0}. Then S is a common
multiplicatively closed subset of Z by the function f(s, t) = (st)2, and S is neither
multiplicatively closed nor coprincipal.
(7) Let a ∈ Z such that a 6= 0,±1. Then the infinite multiplicatively closed subset S =
{a−n | n > 0} of Za is coprincipal with 1 as a cogenerator; the subset {an | n > 0} of Z
is not. If i > 0 and i 6= 1, then S \ {a−i} ⊆ Za is coprincipal but not multiplicatively
closed.
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(8) Let R1, R2 be rings and u be a unit in R1. Let S ⊆ R1 × R2 be the subset {(un, r) |
n > 1} ∪ {(1, 1)}. If un 6= 1 for any n > 1, or if R2 is infinite, then S is infinite,
multiplicatively closed and coprincipal with cogenerator (u, 0).
Remark 2.3.11. We have now seen that:
• Coprincipal ⇒ common multiplicatively closed
• If S is finite, then S is coprincipal ⇔ S is common multiplicatively closed
• Multiplicatively closed ⇒ common multiplicatively closed
• Coprincipal and multiplicatively closed do not imply or refute each other
• Common multiplicatively closed ; coprincipal
• Common multiplicatively closed ; multiplicatively closed
Corollary 2.3.12. Let R be a Noetherian ring and S be a common multiplicatively closed
subset of R. The following are equivalent:
(a) τS is representable.
(b) τS is finitely generated.
(c) S is coprincipal.
Proof. First, for all M ∈ Mod(R) we have τS(M) = lim−→Rs HomR(R/(s),M) = lim−→Rs(0 :M
s) =
⋃
s(0 :M s), where s runs through S and (s) > (t) iff (s) ⊆ (t). So by Corollary 2.3.2,
τS is finitely generated iff there exists s ∈ S such that τS(M) = HomR(R/(s),M) for all
M ∈ mod(R) iff there exists s ∈ S such that (s) ⊆ (r) for all r ∈ S by consideringM = R/(r)
for “only if”.
Notation 2.3.13. We let R× denote the set of units of a ring R.
Lemma 2.3.14. Let R be a ring and S be a subset of R. Consider the following statements.
(a) S is coprincipal.
(b) There are rings R1, R2 such that R = R1×R2, S ∩ (R1)× 6= ∅ and for all s ∈ S we have
s(1, 0) ∈ (R1)×.
Then (b) ⇒ (a). If S is furthermore multiplicatively closed, then (a) ⇒ (b).
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Proof. (b) ⇒ (a): Let (u, 0) ∈ S ∩ (R1)× and s ∈ S. Since s(1, 0) ∈ (R1)×, (u, 0) ∈ Rs.
Therefore (u, 0) is a cogenerator of S.
Now suppose that S is multiplicatively closed and coprincipal with cogenerator e. Since S
is multiplicatively closed, e2 ∈ S. Since e is a cogenerator of S, e = re2 for some r ∈ R.
Then (re)2 = r(re2) = re, so re is idempotent. Let R1 = R(re) and R2 = R(1− re), so that
R = R1 × R2. Then e(re) = re2 = e, so e ∈ R1, and e(r2e) = (re)2 = re, so e ∈ S ∩ (R1)×.
Finally, let s ∈ S. Then e = r′s for some r′ ∈ R, and (r′r2e)(sre) = (re)3 = re, so
sre ∈ (R1)×.
Lemma 2.3.15. Let R be a ring, S ⊆ R and M ∈ Mod(R). If τS(M) is a submodule of
M , then AssR(τS(M)) = {P ∈ AssR(M) | P ∩ S 6= ∅}. If R is Noetherian and S is a
multiplicatively closed subset of R, then AssR(M/τS(M)) = {P ∈ AssR(M) | P ∩ S = ∅}.
Remark 2.3.16. The second half of Lemma 2.3.15 is false if S is not multiplicatively closed.
For example, let R = Z, S = {p} where p is prime, and M = Z/(p2). Then AssR(M/τS(M))
= {(p)}, but (p) ∩ S 6= ∅.
Corollary 2.3.17. Let R be a Noetherian ring, S be a multiplicatively closed subset of R
and {Mn}n>0 be a sequence of modules in mod(R) such that the sets AssR(Mn) stabilize. If
S is not coprincipal, then the functor id/τS is finitely generated but not coherent, and τS is
not finitely generated. However, whether or not S is coprincipal, the sets AssR(Mn/τS(Mn))
and AssR(τS(Mn)) always stabilize.
2.4 Covariant functors over a Dedekind domain
In Section 2, we saw that the sets AssR F (M/InM) stabilize whenever F is a coherent
functor. One may ask whether such asymptotic stability still holds when F is not coherent.
In this section, we consider the case where R is a Dedekind domain. We will see that if F is a
finitely generated functor over R, then the sets AssR F (M/InM) stabilize. We then construct
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a family of examples of R-linear covariant functors F such that the sets AssR F (R/In) do
not stabilize.
Lemma 2.4.1. Let R be a ring, F be an R-linear functor from Mod(R) to itself and M ∈
Mod(R). Then annR(M) ⊆ annR(F (M)).
Theorem 2.4.2. Let R be a Dedekind domain, I be an ideal of R, M ∈ mod(R) and F be
a finitely generated functor. Then the sets AssR F (M/InM) stabilize.
Proof. The proof will proceed in several steps.
Step 1. First, we will make some reductions. Since F is R-linear, it preserves finite direct
sums. By the structure theorem for finitely generated modules over a Dedekind domain, we
may assume that M = J is an ideal of R or M = R/P i for some maximal ideal P of R
and i > 1. If M = R/P i, then either M/InM = 0 for all n or M/InM = M for all n > i.
If 0 6= M = J ⊆ R and I 6= 0, then M/InM ∼= R/In for all n > 1. But R/In is again a
direct sum of modules of the form R/P ni. So it suffices to show that asymptotic stability
holds for AssR F (R/P n), where P is a maximal ideal of R. Furthermore, by Lemma 2.4.1,
AssR F (R/P
n) = {P} or ∅ for all n > 1. So we only need to show that F (R/P n) is either
always 0 or always nonzero for all large n.
Step 2. Let F be given by the surjection hL → F , where L ∈ mod(R). First we consider
the case where L = J is an ideal of R. Suppose that F (R/P n) = 0 for infinitely many
n. We will show that in fact F (R/P n) = 0 for all n, which will conclude this case. So fix
n > 1. Let N > n be such that F (R/PN) = 0. Let π : R/PN → R/P n be the natural
projection map. Since J is a projective R-module, the map hJ(π) : hJ(R/PN)→ hJ(R/P n)




























we see that F (π) is surjective and therefore F (R/P n) = 0.
Step 3. Next, we consider the case where L = R/Qi such that Q is a maximal ideal of R and
i > 1. We may assume that Q = P . Suppose that F (R/PN) = 0 for some N > i. We will
show that in fact F (R/P n) = 0 for all n > N , concluding this case. We recall the following
facts. For any n1 > 1, R/P n1 is a principal ideal ring. Choose an element p ∈ P \ P 2. Then
P n2/P n1 is generated by pn2 for all 0 6 n2 6 n1. Now fix n > N . Let pn−N : R/PN → R/P n














































we see that F (pn−N) is surjective and therefore F (R/P n) = 0.
Step 4. Finally, we consider the general case where L = J1⊕ · · · ⊕ Jk ⊕R/Qi11 ⊕ · · · ⊕R/Q
i`
`
such that J1, . . . , Jk ⊆ R are ideals, Q1, . . . , Q` are maximal ideals of R and i1, . . . , i` > 1.
Again we may assume that Q1 = · · · = Q` = P . Suppose that F (R/P n) = 0 for infinitely
many n. Fix N > max{1, i1, . . . , i`} such that F (R/PN) = 0. Then repeating Steps 2
and 3, we see that for all n > N , each direct summand of hL(R/P n) = hJ1(R/P n) ⊕ · · · ⊕
hJk(R/P
n) ⊕ hR/P i1 (R/P n) ⊕ · · · ⊕ hR/P i` (R/P n) is mapped to 0 in F (R/P n). Therefore
F (R/P n) = 0 for all n > N .
Lemma 2.4.3. Let R be a Dedekind domain, I be an ideal of R and M ∈ mod(R). Then
the modules InM/In+1M are all isomorphic for large n. In particular, let F be an R-linear
functor from Mod(R) to itself. Then the sets AssR F (InM/In+1M) stabilize.
Proof. As in Step 1 of Theorem 2.4.2, we may assume that M = J is an ideal of R or
M = R/P i for some maximal ideal P of R and i > 1. If M = J 6= 0 and I 6= 0, then
InM/In+1M ∼= R/I for all n > 0. If M = R/P i, then InM/In+1M = 0 for all n > i.
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Theorem 2.4.4. Let R be a Dedekind domain and I 6= 0 be an ideal of R. Then there exists
F ∈ F such that the sets AssR F (R/In) do not stabilize. In fact, we may construct F such
that AssR F (R/In) is given by any sequence of subsets of AssR(R/I) = V (I).
Proof. First, let T ⊆ mod(R) be the subcategory of finitely generated torsion R-modules.
Then the torsion functor τ : mod(R)→ T is R-linear. Next, we recall from category theory
that any category is naturally equivalent to any skeleton of itself. In particular, given a
skeleton T0 of T , there is an R-linear functor π : T → T0. Therefore it suffices to construct
F : T0 → T0 as in our Theorem.
We will define T0 as follows. Fix a linear ordering of the nonzero prime ideals R, and let the
objects of T0 be modules of the form R/P e11 ⊕· · ·⊕R/P
ej
j , where P1  · · ·  Pj and ei 6 ei+1
whenever Pi = Pi+1. For each maximal ideal P we choose a subset SP of N>0. Then we define
F (R/P e) = R/P if e ∈ SP , and 0 otherwise. We let F (R/P e11 ⊕ · · · ⊕ R/P
ej
j ) = ⊕ki=1R/P ,
where k is the number of F (R/P eii ) that are nonzero. Next we define F (f) for f : M → N ,
where M,N ∈ T0. It suffices to consider the case where M,N are both P -torsion for some
maximal ideal P of R. Fix an element p ∈ P \P 2. Then HomR(R/P n1 , R/P n2) = P n2−n1/P n2
is generated by pn2−n1 if n2 > n1 > 1, and HomR(R/P n1 , R/P n2) = R/P n2 if n1 > n2 > 1.
So we can identify f with a square matrix with entries in R (more precisely, in R/P ei for
suitable ei) viewed as multiplication maps, adding rows or columns of zeroes if necessary. If
M,N are both direct sums of copies of R/P e1 , . . . , R/P ej with e1 < · · · < ej, then we define



















where the entries in the lower diagonal of the matrix on the left are multiples of p, and
A1, A2, . . . , Aj are the square blocks that correspond to R/P e1 , . . . , R/P ej respectively. Since
F (R/P e) = either R/P or 0, the definition of F (f) does not depend on the choice of coset
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representatives in the entries of f . It is then immediate that F preserves identity maps and
is R-linear. Finally, if f : M → N and g : N → L where M,N,L are P -torsion, then














































= F (g)F (f)
Therefore F respects composition.
Corollary 2.4.5. The functors constructed in Theorem 2.4.4 are not finitely generated.
Question 2.4.6. Is there a finitely generated non-coherent functor F such that the sets
AssR F (R/I
n) do not stabilize?
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2.5 Functors arising from middle finite complexes
In this section, we will study a class of R-linear covariant functors F which arise naturally and
are non-finitely generated in general. An example of such kind of functor is the zeroth local
cohomology functor. We will obtain results that are related to all the previous sections. Our
main result is that over a one-dimensional Noetherian domain R, the sets AssR F (M/InM)
stabilize.
Definition 2.5.1. Let R be a ring and S : A→ B → C be a complex of R-modules.
(1) We say that an R-linear functor F : Mod(R) → Mod(R) arises from S if F (−) =
H(S ⊗−).
(2) We say that S is middle finite if B ∈ mod(R).
Example 2.5.2. Let R be a ring and I = (x1, . . . , xn) be an ideal of R. Then the functor
ΓI arises from the middle finite complex
0→ R→ Rx1 ⊕ · · · ⊕Rxn
Remark 2.5.3. Let R be a Noetherian ring. By Corollary 2.3.3, a functor that arises from a
middle finite complex of R-modules is not finitely generated in general.
Lemma 2.5.4. Let R be a Noetherian ring. Let F be a functor that arises from the middle
finite complex A ∂A−→ B ∂B−→ C. Then F is coherent iff it is finitely generated.
Proof. Suppose that F is finitely generated and is given by the surjection hM → F . Let K, I
denote the functors given by K(−) = ker(∂B⊗−) and I(−) = im(∂A⊗−). Let N ∈ mod(R)
and n ∈ K(N) be such that n+ I(N) ∈ F (N). By Lemma 2.3.1, there is f ∈ HomR(M,N)
such that n + I(N) ∈ imF (f). That is, there are m ∈ K(M) and x ∈ A ⊗ N such that
n = (idB ⊗f)(m)+(∂A⊗idN)(x). Now C⊗M = lim−→D(D⊗M), whereD ranges over all finitely
generated submodules of C. Since B⊗M ∈ mod(R), there is a finitely generated submodule
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C0 of C that contains im ∂B such that ker(B ⊗M → C ⊗M) = ker(B ⊗M → C0 ⊗M).










A⊗N ∂A⊗idN // B ⊗N ∂B⊗idN // C0 ⊗N
we see that in fact n ∈ ker(B ⊗ N → C0 ⊗ N). Finally, let A0 be a finitely generated
submodule of A such that ∂A(A0) = ∂A(A). Then F arises from the complex A0 → B → C0.
Therefore F is coherent by Lemma 2.2.3.
Lemma 2.5.5. Let R be a Noetherian ring, I, J be ideals of R, M ∈ mod(R), M ′ be a
submodule of M and F be a functor that arises from the middle finite complex A→ B → C.
Then the sets AssR F (InM/InM ′) and the values depthJ F (InM/InM ′) stablize.
Proof. The module
⊕






















are homogenous of degree 0. The result then follows from Corollaries 2.2.11 and 2.2.12.
Theorem 2.5.6. Let R be a one-dimensional Noetherian domain, I be an ideal of R, M ∈
mod(R) and F be a functor that arises from the middle finite complex S : A α−→ B β−→ C.
Then the sets AssR F (M/InM) stabilize.
Proof. First, since S ⊗ (M/InM) = (S ⊗M) ⊗ (R/In), it suffices to show that the sets
AssR F (R/I








where F ′ arises from the complex 0 → B/α(A) → C. So we may assume that A = 0.
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Furthermore, since localization is flat, we may assume that R is local of dimension one. So
it remains to show that F (R/In) is either always 0 or always nonzero for all large n.
Now let S =
⊕
n>0 I






nC/In+1C) be the map induced
by β with graded components γn. By Corollary 2.2.11, there is N so large such that the
sets AssR(ker γn) are equal for all n > N . Again we have βn : B/In+1B → C/In+1C, so that
F (R/In) = ker βn−1. Suppose that there is m > N such that ker βm−1 = 0 but ker βm 6= 0.
Then Im+1B ( β−1(Im+1C) ⊆ β−1(ImC) = ImB, so that 0 6= ker βm ⊆ ker γm, and hence
ker γn 6= 0 for all n > N . But ker βn ⊇ ker γn always holds. Therefore we have ker βn 6= 0
for all n > N .
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Chapter 3
The Cohen-Macaulay Property of Affine
Semigroup Rings in Dimension 2
Acknowledgements. This Chapter is joint work with Grant Serio. The authors would like
to thank their advisors, Hailong Dao and Daniel Katz. The authors are also indebted to
Arindam Banerjee for discussions on this topic.
3.1 Introduction
We investigate a criterion for determining whether monomial rings of the form
R = k[xa, xp1yq1 , . . . , xptyqt , yb]
are Cohen-Macaulay (or CM). An important special case of this problem is the projec-
tive monomial curve: k[xn, xn−a1ya1 , . . . , xn−atyat , yn] for integers 0 < a1 < . . . < at <
n. The study of such rings is inspired by the original example of Macaulay [1, p. 98],
k[x4, x3y, xy3, y4]. This is a domain with system of parameters (x4, y4) in which λ(R/(x4, y4))
= 5 6= e((x4, y4)) = 4. It is observed that dim(R) = 2 and depth(R) = 1.
One essential manner of viewing this problem is by considering the semigroup of monomials
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which lie in the ring. For a polynomial ring with n variables, we let each monomial m be
a point in Zn corresponding to its exponent vector log(m). These points form a semigroup
inside Zn whose generators correspond to the monomials generating R over k.
One of the most important breakthroughs in the study of the CM property of these rings
was made by Hochster.
Theorem 3.1.1 ([17, Theorem 1]). IfM is a monomial semigroup in the variables x1, . . . , xn
and k[M ] ⊂ k[x1, . . . , xn] is normal, then R[M ] ⊂ R[x1, . . . , xn] is Cohen-Macaulay for any
Cohen-Macualay ring R.
While this settles a great number of cases, there are plenty of monomial semigroups for
which k[M ] is not normal. In particular, the projective monomial curves described in the
first paragraph are never normal unless t = n − 1. To see this, note that we may as-
sume gcd(a1, . . . , at, n) = 1, so that xy is in the fraction field of R. Hence each mono-
mial of the form xiyn−i is in the fraction field of R. In a similar way, many rings of the
form k[xa, xp1yq1 , . . . , xptyqt , yb] are not normal. For example, the fraction field of R =
k[x2, x11y, xy11, y3] contains x
11y
(x2)5
= xy and (xy)6 ∈ R.
In the case of simplicial affine semigroups, Goto, Suzuki and Watanbe give another criterion
by which to evaluate CM. A semigroup is affine if it may be embedded in Zn for some
n. For any affine semigroup, we may consider the cone of S: C(S) = {α ∈ Rn|k · α ∈
S for some 0 6 k ∈ R}. The semigroup is said to be simplicial if the cone may be generated
in Rn by rank(S)-many linearly independent elements of S as Rn vectors.
Theorem 3.1.2 ([13, Theorem 5.1]; [38, Theorem 6.4]). Let S be a simplicial affine semi-
group. Let e1, . . . , es be elements which span CS. Then k[S] is CM if and only if
{x ∈ G|x+ ei ∈ S and x+ ej ∈ S for some i 6= j} = S
Goto and Watanabe defined a similar extension S ′ for a general affine semigroup S. Trung
and Hoa [39, Theorem 4.1] identify a topological criterion which, together with S = S ′, is
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necessary and sufficient for CM.
The semigroup defined by elements of R = k[xa, xp1yq1 , . . . , xptyqt , yb] is an affine semigroup
by log(-). Furthermore, any element of R2 with nonnegative entries may be written as a
combination of (a, 0) and (0, b). This includes every element of S, so S is a simplicial affine
semigroup.
The criterion of theorem 3.1.2 is straightforward to check for a single ring, but does not lend
itself to analyzing classes of rings. Reid and Roberts [34] introduce a related notion of a
maximal projective monomial curve in order to demonstrate a large class of CM curves. The
special case of projective monomial curves continues to be studied.
In this Chapter, we consider affine semigroup rings in dimension 2. The framework we find
helpful emphasizes the congruence classes of the exponent vectors. This allows us to calculate
the Hilbert polynomial of (xa, yb) in section 3.2. Note that the constants tp,q, sp,q, np,q in the
following theorem are described in 3.2.5 and 3.2.6.
Theorem (3.2.7). Let R = k[xa, xp1yq1 , xp2yq2 , . . . , xptyqt , yb]. The Hilbert polynomial of
(xa, yb) is P (n) = |H|(n + 1) +
∑
(p,q)∈H(tp,q + sp,q) where H ⊂ (Z/aZ ⊕ Z/bZ) is the
subgroup generated by (p1, q1), (p2, q2), . . . , (pt, qt). In particular, e((xa, yb)) = |H|, and the
Hilbert function equals the Hilbert polynomial for n > max(p,q)∈H(np,q).
These details allow us to manipulate the construction of a ring to achieve specific coefficients
and level of stabilization for the Hilbert polynomial.
Our calculations also highlight an interesting set of k-independent monomials over R/(xa, yb).
In section 3.3, we give more specific calculations for rings with 4 monomial generators. The-
orem 3.3.12 provides a simple criterion for determining the CM property and Theorem 3.3.15
presents an algorithm that identifies a monomial k-basis for R/(xa, yb). Section 3.4 high-
lights the application of this work to projective monomial curves in P3. The CM condition
for such rings is as follows.
Theorem (3.4.6). Let R = k[xn, xn−`y`, xn−mym, yn] with 0 < ` < m < n. Let b be the
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smallest integer such that there exist integers a > 0 and c > 0 with bm = a`+ cn. Choose a
such that n/gcd(n, `) > a. Then R is CM if and only if b > a+ c.
There are several previous results which bear some resemblence to our conclusions. [24]
provides an algorithm identifying ‘basis points’ in an affine semigroup. These are not the
same as our basis elements of R/(xa, yb) and the results assume seminormality of the semi-
group. Among a study of the defining ideals of monomial rings, [25, Remark 2.17] provides
a geometric condition on the monomial basis for a projective monomial curve in P3 to have
a CM ring. In contrast, Theorem 3.4.6 is a clearly numerical condition on the exponents.
In [30] we find another numerical criterion for a projective monomial curve in P3 to be CM,
whereas our results in Section 3.3 do not require the monomial generators of R to have the
same degree.
3.2 Asymptotic behavior of the system of parameters
One important window into the CM property is the asymptotic lengths R/(xa, yb)n for a
system of parameters (xa, yb) ∈ R. The main result of this section, Theorem 3.2.7, gives
the Hilbert polynomial for (xa, yb) in the ring R = k[xa, xp1yq1 , xp2yq2 , . . . , xptyqt , yb]. We
demonstrate a method by which rings with a specific Hilbert polynomial may be constructed,
then return to the implications for evaluating the CM property. A classic characterization
of Cohen-Macaulay local rings links this property to multiplicity and length. The following
theorem is taken from the text by Matsumura.
Theorem 3.2.1 ([2, Theorem 17.11]). Let (R,m) be a local ring. The following are equiva-
lent:
(i) R is a Cohen-Macaulay ring.
(ii) λ(R/I) = e(I) for every I generated by a system of parameters.
(iii) λ(R/I) = e(I) for some I generated by a system of parameters.
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In the following discussion, we assign x to have weight b and y to have weight a, so that
deg(xαyβ) = bα + aβ. This is so that xa and yb will have equal degree. When we wish to
specifically highlight the exponent vector, we will use log: log(xαyβ) = (α, β) ∈ Z2.
Remark 3.2.2. It may be noted that there exists a ring isomorphism ϕ : R → R′ with
ϕ(x) = xb, ϕ(y) = ya and R′ = k[xab, xbp1yaq1 , . . . , yab]. Without loss of generality, we
might have assumed that a = b. On the other hand, for a 6= b we may freely assume
gcd(a, p1, p2, . . . , pt) = gcd(b, q1, . . . , qt) = 1.
Notation 3.2.3. We consider (xa, yb) and its powers and find it convenient to denoteX := xa
and Y := yb. We sort monomials in R into congruence classes based on their exponents in
H ⊂ (Z/aZ)⊕ (Z/bZ). For each (p, q) ∈ H, we choose αp,q to be one monomial of minimal





by the size of
An := ∪(p,q)∈H{αp,qXn, αp,qXn−1Y, . . . , αp,qY n}
The remaining monomials of (X, Y )n outside both (X, Y )n+1 and An will be denoted Bn.
Set αp,q = x`a+pymb+q = 0β = β0. For i < n, let iβ := x(`−i)a+py(m+j)b+q with j the least
possible integer such that iβ ∈ R. It may be that there is no such monomial, in which case
we do not consider iβ to be defined. Similarly, βi := x(`+j)a+py(m−i)b+q.
Lemma 3.2.4. Let i > j. If deg(βi) 6 deg(βh) for all h > j such that βh is well-defined,
then βiXn−i+hY i−h /∈ (X, Y )n+1 for i > h > j.
Proof. If βiXn−i+hY i−h ∈ (X, Y )n+1, then there exist γ ∈ R and c ∈ N with γXn+1−cY c =
βiX
n−i+hY i−h. By the minimality of the β’s, βh+c divides γ, so that deg(βh+c) < deg(βi).
Lemma 3.2.5. Fix (p, q) ∈ H. Let sp,q = s be the highest integer such that βs is defined.
Let u be the maximum value of i− j − 1, s > i > j > 0 such that deg(βi) < deg(βh) for all
i > h > j. Let Up,q,n = Un = {βiXn−cY c|0 < i 6 s, 0 6 c 6 n}. Then |Bn ∩ Un| 6 s with
equality if and only if n > u.
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Proof. We first claim |Bn ∩ Un| 6 s. Bn ⊂ (X, Y )n \ (X, Y )n+1 which means at most one
monomial in Un of a given y-exponent may lie in Bn. If c > i, then αp,qXn−c+iY c−i divides
βiX
n−cY c, so βiXn−cY c cannot be in Bn. There are only s-many other y-exponents the
monomials in Un might take.
Let s = iv > iv−1 > . . . > i0 = 0 be integers such that deg(βiv) > deg(βiv−1) > . . . > deg(β0)
and deg(βiz) < deg(βh) for all iz > h > iz−1.
Note that each pair iz, iz−1 satisfies the defining condition of u. Moreover, since deg(βiz) 6
deg(βh) for any h > iz, any pair i, j with i > iz > j fails the condition that defines u. Hence
u = maxz(iz − iz−1 − 1).
Suppose n > u and consider the following monomials:
βsX
n, βsX
n−1Y, . . . , βsX
n−(s−iv−1−1)Y s−iv−1−1,
βiv−1X
n, . . . , βiv−1X
n−(iv−1−iv−2−1)Y iv−1−iv−2−1,
. . . ,
βi1X
n, . . . , βi1X
n−(i1−1)Y i1−1
By Lemma 3.2.4, each of these monomials lies outside (X, Y )n+1, so |Bn ∩ Un| = s.
Suppose n < u and let i, j be indices satisfying deg(βi) < deg(βh) for all i > h > j and
i − j − 1 = u. Consider the set of monomials βhX i−h−1Y h−i+n+1 with i > h > i − n − 1.
By the assumption on n, deg(βi) < deg(βh) for i > h > i − n − 1 so βiY n+1 divides each
βhX
i−h−1Y h−i+n+1. Moreover, these βhX i−h−1Y h−i+n+1 are the only monomials in Un with
the same y-exponent as βiY n+1. Hence Bn ∩ Un does not contain a monomial with this
y-exponent and |Bn ∩ Un| < s.
Symmetry allows us to apply this result to tβ, . . . , 0β. Define u′ for tβ, . . . , 0β as u is defined
for βs, . . . , β0. For n > np,q := max(u, u′), this yields |Bn ∩ {γ| log(γ) ≡ (p, q) ∈ H}| = s+ t.
Proposition 3.2.6. |Bn| 6
∑
(p,q)∈H(tp,q + sp,q) with equality iff n > max(p,q)∈H(np,q).
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Proof. Bn is the disjoint union of Up,q,n∩Bn as (p, q) varies in H. By 3.2.5, |∪(p,q)∈H (Up,q,n∩
Bn)| =
∑
(p,q)∈H |Up,q,n ∩Bn| =
∑
(p,q)∈H(tp,q + sp,q) if and only if n > max(p,q)∈H np,q.
Not only is |Bn| constant for large values of n, it determines the constant of the Hilbert poly-
nomial P (n) = λ((X, Y )n/(X, Y )n+1). We demonstrate this by calculating the multiplicity
from the growth of |An|.
Theorem 3.2.7. Let R = k[xa, xp1yq1 , xp2yq2 , . . . , xptyqt , yb]. The Hilbert polynomial of
(xa, yb) is P (n) = |H|(n + 1) +
∑
(p,q)∈H(tp,q + sp,q) where H ⊂ (Z/aZ ⊕ Z/bZ) is the
subgroup generated by (p1, q1), (p2, q2), . . . , (pt, qt). In particular, e((xa, yb)) = |H|, and the
Hilbert function equals the Hilbert polynomial for n > max(p,q)∈H(np,q).






is given by a linear polynomial, P (n), for sufficiently high n. Applying the
notation from 3.2.3, we have P (n) = |An|+ |Bn|. But An = ∪(p,q)∈H{αp,qXn−iY i|0 6 i 6 n},




Taken together, these results allow us to construct rings with arbitrary conditions on the
Hilbert polynomial and the level of its stabilization.
Corollary 3.2.8. Given any subgroup 0 6= H ⊂ (Z/aZ) ⊕ (Z/bZ) and integers C,m > 0,
there exists R such that (xa, yb) has Hilbert polynomial P (n) = |H|(n+ 1) + C which equals
the Hilbert function exactly for n > m.
Proof. Fix (0, 0) 6= (p0, q0) ∈ H and an integer N > C +m+ 1. For any (0, 0) 6= (p, q) ∈ H
we let αp,q = xpyqXNY N+C+m. Let βp0,q0,j = xp0yq0XN+jY N+C+m−j for j = 0, 1, 2, . . . , C −
1, C + m. Let S ′ = {αp,q | (0, 0) 6= (p, q) ∈ H} ∪ {βp0,q0,j | j = 0, 1, 2, . . . , C − 1, C + m},
S = S ′ ∪ {xa, yb} and R = k[S]. We will show that (xa, yb) ⊂ R has the required Hilbert
polynomial.
Let γ, δ ∈ S ′, and let logx, logy denote the respective exponents of a monomial. Then
logx(γδ) > 2Na > (N + C + m + 1)a > (N + C + m)a + p and logy(γδ) > 2Nb >
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(N + C + m)b + q for any 0 6 p < a and 0 6 q < b. In particular, logx(γδ) > logx(αp,q)
and logy(γδ) > logy(αp,q) for any αp,q, so there is no p,q,iβ for any (p, q) ∈ H or βp,q,j for any
(p, q) 6= (p0, q0) or for (p, q) = (p0, q0) with j > C+m. Similarly, logx(γδ) > logx(βp0,q0,j) and
logy(γδ) > logy(βp0,q0,j) for any j = 0, 1, 2, . . . , C−1, C+m, so deg(βp0,q0,j) > deg(βp0,q0,C+m)
for all j = C,C + 1, . . . , C + m − 1. In particular, βp0,q0,j = βp0,q0,C+mY C+m−j. This gives
the maximum u as in Lemma 3.2.5 as (C + m) − (C − 1) − 1 = m. Therefore (xa, yb) ⊂ R
has Hilbert polynomial P (n) = |H|(n+ 1) +C which equals the Hilbert function exactly at
n > m by Proposition 3.2.6.
Let us return to consideration of the CM property. In general, λ(R/(X, Y )) > e((X, Y ))
and equality implies CM by 3.2.1.
Proposition 3.2.9. The following are equivalent:
(i) R is CM
(ii) Bn = ∅ for all n.
(iii) Bi = ∅ for some i.
Proof. (i) ⇒ (ii) If R is CM, then by Theorems 3.2.1 and 3.2.7, λ(R/(X, Y )) = |H|. Then
every monomial of R may be written as αp,qX iY j for some i, j ∈ N. Hence Bn = ∅ for all n.
(iii) ⇒ (i) If R is not CM, then λ(R/(X, Y )) > |H|. By the pigeonhole principle, some
congruence class (p, q) ∈ H must be associated with two monomials in R \ (X, Y ). That is,
for some (p, q) ∈ H, there is iβ or βj. If s > 0 is the highest integer such that βs is defined,
then βsX i ∈ Bi for all i.
An alternative manner of viewing this result helps to motivate the calculations in the follow-
ing sections. Impose the reverse lexicographic order on monomials in R. Let µp,q be the least
monomial in this order such that log(µp,q) ≡ (p, q). We use B0 to indicate the collection of
µp,q for all (p, q) ∈ H. Alternatively, we may use the lexicographic order of the monomials,
and form a set B′0 of elements µ′p,q.
Proposition 3.2.10. The following are equivalent:
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(i) R is CM
(ii) B0 = B′0
(iii) µp,q = µ′p,q for all (p, q) ∈ H.
Proof. (i) ⇒ (ii): If R is CM, then λ(R/(xa, yb)) = e((xa, yb)) = |B0| = |B′0| by Theorem
3.2.7. Elements of B0 are outside (X, Y ) by construction, so B0 is a k-basis for R/(X, Y ).
But the same is true for B′0 and there is only one k-basis consisting of monomials.
(ii) ⇒ (iii): Suppose B0 = B′0. For each congruence class in H, B0 and B′0 contain exactly
one element whose log lies in that class. Since µp,q ∈ B′0, it must be that µp,q = µ′p,q.
(iii) ⇒ (i): Suppose µp,q = µ′p,q, so that µp,q has the smallest x-exponent and the smallest
y-exponent of any monomial in its congruence class. Bn ∩ {β| log(β) = (p, q)} = ∅. Since
this holds for all (p, q) ∈ H, Bn = ∅ and R is CM by Proposition 3.2.9.
3.3 Semigroup rings with four generators
In this section, we will consider semigroup rings of the form R = k[xd, xey`, xfym, yn] with
d, n > 0, e, f, `,m > 0 and (e, `) 6= (0, 0). Our first main result in this section is Theo-
rem 3.3.12, which gives a simple criterion to determine whether R is Cohen-Macaulay. The
second main result is Theorem 3.3.15, which gives an algorithm to generate a k-basis of
R/(xd, yn). As noted in Remark 3.2.2, one may assume that d = n for most results in this
section, whereas Corollary 3.3.18 is probably best stated without assuming d = n.
Notation 3.3.1. Given a group G and an element g ∈ G, we write ord(g,G) to denote the
order of g in G. For elements (g, h), (g′, h′) ∈ Z2 we let (g, h) ≺ (g′, h′) if and only if either
h′ > h or h′ = h but g′ > g.
Throughout this section, we fix ai, bi ∈ N and (gi, hi) ∈ dZ ⊕ nZ, i = 1, 2, 3 as follows. Let
(g1, h1) ∈ dZ ⊕ nZ be the smallest element with respect to ≺ such that there are positive
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integers a1, b1 with b2 > b1 (b2 to be defined below) and
a1(e, `) + b1(f,m) = (g1, h1) (3.3.1)
Let b2 be the smallest positive integer such that there exist a2 > 0 and (g2, h2) ∈ dZ ⊕ nZ
with either at least one of g2, h2 being positive or (g2, h2) = (0, 0) such that
−a2(e, `) + b2(f,m) = (g2, h2) (3.3.2)
We choose a2 < ord((e, `), (Z/dZ)⊕ (Z/nZ)).
Let a3 be the smallest positive integer such that there exist b3 > 0 and (g3, h3) ∈ dZ ⊕ nZ
with g3, h3 > 0 and g3, h3 not both 0 such that
a3(e, `)− b3(f,m) = (g3, h3) (3.3.3)
We choose b3 < ord((f,m), (Z/dZ)⊕ (Z/nZ)).
Lemma 3.3.2. We have a3 > a2 and b2 > b3.
Proof. If a3 6 a2, then (3.3.2) + (3.3.3) gives
(b2 − b3)(f,m) = (g2 + g3, h2 + h3) + (a2 − a3)(e, `)
By the definitions of b2 and a3, at least one of g2 + g3 or h2 +h3 is positive, so b2− b3 > 0. If
b3 = 0, then the definition of a3 gives ord((e, `), (Z/dZ)⊕ (Z/nZ)) = a3 6 a2, contradicting
the choice of a2, so b3 > 0. But then b2 > b2 − b3 > 0 contradicts the minimality of b2 in
(3.3.2). Therefore a3 > a2.
If b2 6 b3, then (3.3.2) + (3.3.3) gives
(a3 − a2)(e, `) = (g2 + g3, h2 + h3) + (b3 − b2)(f,m)
41
Again at least one of g2 + g3 or h2 + h3 is positive, so a3 − a2 > 0. If a2 = 0, then the
definition of b2 gives ord((f,m), (Z/dZ)⊕ (Z/nZ)) = b2 6 b3, contradicting the choice of b3,
so a2 > 0. If g2 + g3 and h2 + h3 are both nonnegative, then a3 > a3 − a2 > 0 contradicts
the minimality of a3 in (3.3.3). So without loss of generality, suppose that h2 + h3 > 0 and
g2 + g3 < 0, so g2 < 0 and h2 > 0. Let q ∈ Z, q > 1 be such that a3 − (q − 1)a2 > 0 but
a3 − qa2 6 0. Then (q − 1)(3.3.2) + (3.3.3) gives
(a3 − (q − 1)a2)(e, `) = ((q − 1)g2 + g3, (q − 1)h2 + h3) + (b3 − (q − 1)b2)(f,m)
Then (q − 1)g2 + g3 < 0 gives b3 − (q − 1)b2 > 0. Next, q(3.3.2) + (3.3.3) gives
(qb2 − b3)(f,m) = (qg2 + g3, qh2 + h3) + (qa2 − a3)(e, `)
Since qh2 + h3 > 0 and qa2 − a3 > 0 we have qb2 − b3 > 0. But then qb2 − b3 = b2 − ((b3 −
(q − 1)b2) < b2 contradicts the minimality of b2 in (3.3.2). Therefore b2 > b3.
Lemma 3.3.3. If u, v ∈ Z are such that a3 > u > 0, b2 > v > 0 and (u, v) 6= (0, 0), then
u(e, `)− v(f,m) /∈ dZ⊕ nZ.
Proof. Suppose that u(e, `) = (g, h) + v(f,m) for some (g, h) ∈ dZ ⊕ nZ. If g, h > 0 and
g, h are not both 0, then u > 0, contradicting the minimality of a3. Otherwise we have
v(f,m) = (−g,−h) + u(e, `) with −g > 0, −h > 0 or (−g,−h) = (0, 0), contradicting the
minimality of b2. Therefore such (g, h) does not exist.
Lemma 3.3.4. Suppose that a, b ∈ N and (g, h) ∈ dZ⊕ nZ are such that
a(e, `) + b(f,m) = (g, h) (3.3.4)
(i) If a2 = a = 0, then b2 | b. If b3 = b = 0, then a3 | a.
(ii) If a > a3 and b > b2, then g > g2+g3 and h > h2+h3. If a > a3−a2 or (f,m) 6= (0, 0),
then (g, h) 6= (g2 + g3, h2 + h3).
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(iii) Suppose that a > a3, b 6 b2 and (a, b) 6= (a3 − a2, b2 − b3). If either b > b2 − b3
or b2 − b3 > b and b3, b are not both 0, then g > g2 + g3, h > h2 + h3 and (g, h) 6=
(g2 + g3, h2 + h3).
(iv) If a 6 a3, b 6 b2, a2, a are not both 0 and b3, b are not both 0, then (a, b) = (a3 −
a2, b2 − b3) or (0, 0), or a > a3 − a2 and b > b2 − b3. In fact, there exists q ∈ N such
that a = q(a3 − a2) and b = q(b2 − b3).
In particular, we have (3.3.1) = (3.3.2) + (3.3.3), and one may use either lexicographic or
reverse lexicographic ordering in the definition of (3.3.1).
Proof. (i): If a2 = 0, then b2 = ord((f,m), (Z/dZ) ⊕ (Z/nZ)), so if a = 0, then b2 | b.
Similarly, if b3 = b = 0, then a3 = ord((e, `), (Z/dZ)⊕ (Z/nZ)) | a.
(ii) and (iii): Now since a3 > a2 and b2 > b3, (3.3.2) + (3.3.3) gives
(a3 − a2)(e, `) + (b2 − b3)(f,m) = (g2 + g3, h2 + h3) (3.3.5)
Suppose that a > a3 > a3 − a2 and b > b2 − b3. Then (3.3.4)− (3.3.5) gives g > g2 + g3 and
h > h2+h3. Suppose furthermore that (a, b) 6= (a3−a2, b2−b3). If a > a3−a2, then g > g2+g3
or h > h2 + h3. If a = a3 − a2 so that b > b2 − b3, then b2 6 ord((f,m), (Z/dZ)⊕ (Z/nZ)) |
b − (b2 − b3), so b > b2. So suppose that a > a3, b < b2 − b3 and b3, b are not both 0. If
g < g2 + g3 or h < h2 + h3 or (g, h) = (g2 + g3, h2 + h3), then (3.3.5)− (3.3.4) gives
(b2 − b3 − b)(f,m) = (g2 + g3 − g, h2 + h3 − h) + (a− a3 + a2)(e, `),
contradicting the minimality of b2. So g > g2 +g3, h > h2 +h3 and (g, h) 6= (g2 +g3, h2 +h3).
(iv): Now suppose that a3 > a, b2 > b, a2, a are not both 0, b3, b are not both 0, (a, b) 6=
(a3 − a2, b2 − b3) and (a, b) 6= (0, 0). Then by Lemma 3.3.3, we cannot have a > a3 − a2 and
b 6 b2 − b3, or a 6 a3 − a2 and b > b2 − b3. So suppose that a < a3 − a2 and b < b2 − b3. If
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a 6= 0, then (3.3.3)− (3.3.4) gives
(a3 − a)(e, `)− (b+ b3)(f,m) = (g3 − g, h3 − h),
contradicting Lemma 3.3.3. Similarly, b 6= 0 and (3.3.4) − (3.3.2) gives a contradiction.
Therefore a > a3−a2 and b > b3− b2. In such a case, let q ∈ N be such that a− (q− 1)(a3−
a2), b − (q − 1)(b2 − b3) > 0 but one of a − q(a3 − a2) or b − q(b2 − b3) is nonpositive. By
what we just proved, we have (a− (q − 1)(a3 − a2), b− (q − 1)(b2 − b3)) = (a3 − a2, b2 − b3),
so a = q(a3 − a2) and b = q(b2 − b3).
Notation 3.3.5. Let a, b denote natural numbers. We let
B0 = {(a, b) | a < a1 and b < b2} ∪ {(a, b) | a < a3 and b < b1}
= {(a, b) | a < a3 and b < b2} \ {(a, b) | a > a1 = a3 − a2 and b > b1 = b2 − b3}
Let us write 〈a, b〉 = a(e, `) + b(f,m). We write 〈a, b〉 ≡ 〈a′, b′〉 to mean 〈a, b〉 − 〈a′, b′〉 ∈
dZ ⊕ nZ. We let H be the subgroup of (Z/dZ) ⊕ (Z/nZ) generated by (e, `) = 〈1, 0〉 and
(f,m) = 〈0, 1〉.
Remark 3.3.6. We may visualize the set B0 as follows. For (a, b) ∈ N×N, the first coordinate















Case a2 = 0, b3 6= 0
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a3
b2 = b1 a1 a2
•(a1, b1)




Case a2 = b3 = 0
Lemma 3.3.7. We have |B0| = |H|.
Proof. |B0| > |H|: We will show that for every 〈a′, b′〉 with a′, b′ ∈ N, there exists (a, b) ∈ B0
such that 〈a, b〉 ≡ 〈a′, b′〉. First, we show that there exist a′′, b′′ ∈ N such that 〈a′, b′〉 ≡
〈a′′, b′′〉 and b′′ < b2. Let q, r ∈ N be such that b′ = qb2 + r as in the Euclidean algorithm.
Then from (3.3.2) we have 〈0, b2〉 ≡ 〈a2, 0〉, so 〈a′, b′〉 ≡ 〈a′ + qa2, r〉 with b2 > r > 0.
So assume that b′ < b2. We will now reduce to the case that a′ < a3. It suffices to show that
if a′ > a3, then there exist a′′, b′′ ∈ N such that 〈a′, b′〉 ≡ 〈a′′, b′′〉, a′′ < a′ and b′′ < b2.
Case 1: b′ > b1. From (3.3.1) we have 〈a1, b1〉 ≡ 〈0, 0〉, so 〈a′, b′〉 ≡ 〈a′ − a1, b′ − b1〉 with
a′ > a′ − a1 > a′ − a3 > 0 and b2 > b′ > b′ − b1 > 0.
Case 2: b′ < b1 and b′ + b3 < b2. From (3.3.3) we have 〈a3, 0〉 ≡ 〈0, b3〉, so 〈a′, b′〉 ≡
〈a′ − a3, b′ + b3〉.
Case 3: b′ < b1 and b′+ b3 > b2. From (3.3.3) and (3.3.2) we have 〈a′, b′〉 ≡ 〈a′−a3 +a2, b′+
b3 − b2〉 with a′ > a′ − a1 = a′ − a3 + a2 and b2 > b′ > b′ − b1 = b′ + b3 − b2 > 0.
So suppose that a′ < a3 and b′ < b2 but a′ > a1 and b′ > b1. Let q ∈ N be such that
a′ − qa1, b′ − qb1 > 0 but a′ − (q + 1)a1 or b′ − (q + 1)b1 is negative, so that a′ − qa1 < a1 or
b′ − qb1 < b1. Then 〈a′, b′〉 ≡ 〈a′ − qa1, b′ − qb1〉 and (a′ − qa1, b′ − qb1) ∈ B0.
|B0| 6 |H|: Suppose that (a, b), (a′, b′) ∈ B0 and (a, b) 6= (a′, b′). If a′ − a > 0 and b′ − b 6 0
then 〈a, b〉 6≡ 〈a′, b′〉 by Lemma 3.3.3. If a′−a, b′−b > 0 then 〈a, b〉 6≡ 〈a′, b′〉 by Lemma 3.3.4.
Therefore |B0| 6 |H|.
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Notation 3.3.8. Given a, b ∈ N, we define the monomial
~x〈a,b〉 = (xey`)a(xfym)b = xae+bfya`+bm
We also define the set of monomials B0 = {~x〈a,b〉 | (a, b) ∈ B0}.
Remark 3.3.9. Let a, b, a′, b′ ∈ N.
(i) If a′ > a, b′ > b and 〈a′, b′〉 − 〈a, b〉 = (g, h), then g, h > 0.
(ii) Equations (3.3.1) and (3.3.3) show that ~x〈a1,b1〉 ∈ (xd, yn) and ~x〈a3,0〉 ∈ ~x〈0,b3〉(xd, yn).
Hence ~x〈a′,b′〉 ∈ (xd, yn) if a′ > a3, or a′ > a1 and b′ > b1.
(iii) If a′ 6 a, b′ 6 b and (a, b) ∈ B0, then (a′, b′) ∈ B0.
Lemma 3.3.10. Given a set S ⊆ N×N, the set of monomials {~x〈a,b〉 | (a, b) ∈ S} is linearly
independent in R/(xd, yn) over k if and only if:
(i) if (a, b) ∈ S, a′, b′ ∈ N and 〈a, b〉 − 〈a′, b′〉 = (g, h) ∈ dZ⊕ nZ, then g < 0 or h < 0 or
(g, h) = (0, 0), and
(ii) if (a, b), (a′, b′) ∈ S and (a, b) 6= (a′, b′), then 〈a, b〉 6= 〈a′, b′〉.
Proof. Every monomial in (xd, yn) can be written as a scalar multiple of xg~x〈a,b〉yh for some
a, b ∈ N and (g, h) ∈ dZ⊕ nZ with g, h > 0 and (g, h) 6= (0, 0).
Lemma 3.3.11. The set B0 is linearly independent in R/(xd, yn) over k.
Proof. By Lemma 3.3.7, we only need to verify (i) in Lemma 3.3.10 for (a, b) ∈ B0 and
(a′, b′) /∈ B0. By Remark 3.3.9, we may assume that a′ < a or b′ < b. If a′ < a, then
by Remark 3.3.9 we have b′ > b, so 〈a − a′, 0〉 = 〈0, b′ − b〉 + (g, h). By the minimality
of a3 we have g < 0, h < 0 or (g, h) = (0, 0). Similarly, if b′ < b, then a′ > a and
〈0, b− b′〉 = 〈a′ − a, 0〉+ (g, h) and the result follows from the minimality of b2.
Theorem 3.3.12. For the ring R = k[xd, xey`, xfym, yn], we have:














(ii) dimk R/(xd, yn) > |H| = |B0|
(iii) The ring R is Cohen-Macaulay if and only if B0 is a basis of R/(xd, yn) over k if and
only if g2, h2 > 0.
Proof. (i): We have |B0| = |B0| = |H| by Lemma 3.3.7. The definition of B0 gives
|B0| = a3b2 − (a3 − a1)(b2 − b1) = a3b2 − a2b3
The rest again follows from (3.3.1) = (3.3.2) + (3.3.3).
(ii): By Lemma 3.3.11, the set B0 is linearly independent in R/(xd, yn) over k.
(iii): If g2 < 0 or h2 < 0, then (a, b) = (0, b2) and (a′, b′) = (a2, 0) satisfy Lemma 3.3.10
by (3.3.2). Let us verify Lemma 3.3.10(i) for (0, b2) and (a′, b′) /∈ B0. By Remark 3.3.9 we
may assume that b′ < b2. If b′ > 0, then 〈0, b2 − b′〉 = 〈a′, 0〉 + (g, h) and (i) is satisfied
by the linear independence of B0 in R/(xd, yn) over k. If b′ = 0, then a′ > a3 > a2.
If 〈0, b2〉 = 〈a′, 0〉 + (g, h) with g, h > 0, then g2, h2 > 0 in (3.3.2), contradicting our
assumption. Therefore Lemma 3.3.10(i) holds for (a, b) = (0, b2) and hence B0 ∪ {~x〈0,b2〉} is
linearly independent in R/(xd, yn) over k.
If g2, h2 > 0, then ~x〈0,b2〉 = ~x〈a2,0〉 or ~x〈0,b2〉 ∈ ~x〈a2,0〉(xd, yn). In the first case, for a, b ∈ N we
have ~x〈a,b〉 = ~x〈a+qa2,b−qb2〉 for any q ∈ Z. So by the definition of B0 and Remark 3.3.9 we
see that for all (a′, b′) /∈ B0 either ~x〈a
′,b′〉 ∈ (xd, yn) or ~x〈a′,b′〉 = ~x〈a,b〉 for some (a, b) ∈ B0.
Therefore B0 is a basis of R/(xd, yn) over k.
Finally, Theorems 3.2.1 and 3.2.7 show that R is Cohen-Macaulay iff dimk R/(xd, yn) = |H|.
By (ii), dimk R/(xd, yn) = |H| if and only if B0 is a basis of R/(xd, yn) over k if and only if
g2, h2 > 0.
Remark 3.3.13. In part (iii) of Theorem 3.3.12, instead of using Theorems 3.2.1 and 3.2.7,
one can also prove the result using the fact that R is Cohen-Macaulay if and only if xd, yn
is a regular sequence.
47
Corollary 3.3.14. The ring k[xd, xey`, yn] is Cohen-Macaulay, where d, n > 0 and (e, `) 6=
(0, 0).
Proof. Take (f,m) = u1(d, 0) + u2(e, `) + u3(0, n) for any u1, u2, u3 ∈ N.
Theorem 3.3.15. We can use the following algorithm to obtain a basis of R/(xd, yn) over
k.
1 Let B = B0.
2 Let base = a1, a∗ = a2, b∗ = b2, g∗ = g2 and h∗ = h2.
3 While g∗ < 0 or h∗ < 0, do the following steps.
4 If a∗ > a1, then:
Replace B by B ∪ {(0, b∗) + (u, v) | u < base and v < b1}.
Replace a∗ by a∗ − a1, b∗ by b∗ + b1, g∗ by g∗ + g1 and h∗ by h∗ + h1.
5 If a∗ 6 a1 − base, then:
Replace B by B ∪ {(0, b∗) + (u, v) | u < base and v < b2}.
Replace a∗ by a∗ + a2, b∗ by b∗ + b2, g∗ by g∗ + g2 and h∗ by h∗ + h2.
6 If a1 − base < a∗ < a1, then:
Replace B by B ∪ {(0, b∗) + (u, v) | (u < base and v < b1) or (u < a1 − a∗ and v < b2)}.
Replace a∗ by a∗ + a2, b by b∗ + b2, g∗ by g∗ + g2, h∗ by h∗ + h2 and base by a1 − a∗.
After the algorithm stops, the set of monomials B = {~x〈a,b〉 | (a, b) ∈ B} forms a basis of
R/(xd, yn) over k.
Remark 3.3.16. Theorem 3.3.15 only needs to use information from (3.3.1) and (3.3.2), or
equivalently, from (3.3.2) and (3.3.3). Given the equation
−a∗(e, `) + b∗(f,m) = (g∗, h∗), (3.3.6)
Step 4 corresponds to (3.3.6) + (3.3.1) and Steps 5 and 6 correspond to (3.3.6) + (3.3.2).
Furthermore, in each iteration of the algorithm, the new elements added to the set B are in
one-to-one correspondence with those in {(a, b) ∈ B0 | a∗ 6 a < a∗ + base}.
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Proof of Theorem 3.3.15. First, we note by induction that throughout the algorithm,
(a) a∗ + base 6 a3,
(b) the value of base is always positive and weakly decreasing, and
(c) if a, b, a′, b′ ∈ N, a′ 6 a, b′ 6 b and (a, b) ∈ B, then (a′, b′) ∈ B.
Let u denote the updated value of a variable after an iteration of the algorithm. We note
also that in Steps 4, 5 and 6:
(d) Let C = Bu \B and (a, b) ∈ C. Then 〈a, b〉 ≡ 〈a+ a∗, b− b∗〉 and (a+ a∗, b− b∗) ∈ B0.
Hence if (a′, b′) ∈ C such that (a, b) 6= (a′, b′), then 〈a, b〉 6≡ 〈a′, b′〉.
We will now prove by induction on the number of iterations that after each iteration of the
algorithm,
(e) the set Bu = {~x〈a,b〉 | (a, b) ∈ Bu} is linearly independent in R/(xd, yn) over k, and
(f) ~x〈a′,b′〉 ∈ (xd, yn) for all (a′, b′) /∈ Bu such that b′ < b∗u.
The base case of B = ∅, i.e. Bu = B0, is given by Theorem 3.3.12(ii) and Remark 3.3.9. In
the induction step, we will first show (e) by using Lemma 3.3.10.
Let (a, b) ∈ C = Bu \ B and (a′, b′) ∈ B such that 〈a, b〉 ≡ 〈a′, b′〉. If (a′, b′) ∈ B0, then
(a′, b′) = (a+a∗, b−b∗) and 〈a, b〉−〈a+a∗, b−b∗〉 = (g∗, h∗). By assumption, g∗ < 0 or h∗ < 0,
so (a, b) and (a′, b′) satisfy Lemma 3.3.10. If (a′, b′) /∈ B0, then we have 〈a, b−b2〉 ≡ 〈a′, b′−b2〉
and by the linear independence of B, (a, b) and (a′, b′) again satisfy Lemma 3.3.10.
So suppose that (a′, b′) /∈ B and 〈a, b〉 − 〈a′, b′〉 = (g, h) ∈ dZ ⊕ nZ. Let us verify
Lemma 3.3.10(i). By the proof of Lemma 3.3.11, we may assume that b′ < b.
Case 1: b′ > b2. Lemma 3.3.10(i) holds from 〈a, b − b′〉 − 〈a′, 0〉 = (g, h) and the linear
independence of B.
Case 2: b2 > b′ > b1. By the definition of B0 we have a′ > a1. Let q ∈ N be such
that a′ − qa1, b′ − qb1 > 0 but one of a′ − (q + 1)a1 or b′ − (q + 1)b1 is negative, so that
〈a, b〉−〈a′−qa1, b′−qb1〉 = 〈a, b〉−〈a′, b′〉+q〈a1, b1〉 = (g+qg1, h+qh1). If (a′−qa1, b′−qb1) ∈
B0, then g + qg1 = g∗ < 0 or h + qh1 = h∗ < 0, so Lemma 3.3.10(i) holds for (a, b) and
(a′, b′). Otherwise, replacing (a′ − qa1, b′ − qb1) by (a′, b′), we are reduced to the case where
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b′ < b1.
Case 3: b1 > b′. By the definition of B0 we have a′ > a3. Then 〈a′, b′〉 − 〈a + a∗, b − b∗〉 =
〈a′, b′〉 − 〈a, b〉 + 〈a, b〉 − 〈a + a∗, b − b∗〉 = (g∗ − g, h∗ − h). If b′ > b − b∗, then 0 > g∗ > g
or 0 > h∗ > h and Lemma 3.3.10(i) is satisfied. If b′ < b − b∗, then 〈0, b − b∗ − b′〉 =
〈a′ − (a+ a∗), 0〉+ (g − g∗, h− h∗). By the minimality of b2 we have g − g∗, h− h∗ 6 0 and
again we are done.
Now we verify (f). Let (a′, b′) /∈ Bu with b′ < b∗u. By induction, we may assume that b′ > b∗
and by Remark 3.3.9 we may assume that a′ < base, so we only need to consider Step 6 with
a′ > a1 − a∗ and b′ > b∗ + b1. We have 〈a1 − a∗, b∗ + b1〉 = 〈a1, b1〉 + (g∗, h∗) ∈ dZ⊕ nZ, so
~x〈a1−a
∗,b∗+b1〉 ∈ (xd, yn) and the result follows from Remark 3.3.9.
Finally, the algorithm must stop at or before b∗ = ord((f,m), (Z/dZ) ⊕ (Z/nZ)). After
the algorithm stops, we already know that B is linearly independent by (e). By (3.3.6) we
have ~x〈0,b∗〉 = ~x〈a∗,0〉 or ~x〈0,b∗〉 ∈ ~x〈a∗,0〉(xd, yn). By (f) and Remark 3.3.9 we see that for all
(a′, b′) /∈ B either ~x〈a′,b′〉 ∈ (xd, yn) or ~x〈a′,b′〉 = ~x〈a,b〉 for some (a, b) ∈ B. Therefore B is a
basis of R/(xd, yn) over k.
Remark 3.3.17. Each iteration of the algorithm gives 〈0, b∗〉 ≡ 〈a∗, 0〉. Since the algorithm
must stop at or before b∗ = ord((f,m), (Z/dZ)⊕ (Z/nZ)), we cannot have 〈0, b1∗〉 ≡ 〈0, b2∗〉
for different values b1∗, b2∗ of b∗. So the number of iterations of the algorithm is at most
a3 6 ord((e, `), (Z/dZ)⊕ (Z/nZ)) 6 |H| 6 dn.
Corollary 3.3.18. We have dimk R/(xd, yn) 6 |H|(|H|+ 1)/2 6 dn(dn+ 1)/2.
Proof. Let us set a∗ = 0 in Step 1. In each iteration of the algorithm, at most ia∗ =
|{(a, b) ∈ B0 | a > a∗}| elements are added to the set B by Remark 3.3.16. We have
1 6 ia∗ 6 |B0| = |H| 6 dn and that the map a∗ 7→ ia∗ is injective. Since there exist at most
|H| possible values of a∗ before the stopping criterion is reached, we have dimk R/(xd, yn) =
|B| 6
∑|H|
i=1 i = |H|(|H|+ 1)/2 6 dn(dn+ 1)/2.
Example 3.3.19. Here we give examples showing that the algorithm is “best possible”, in
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the sense that the maximum number of iterations can be attained. In the second example,
we will show that the upper bound in Corollary 3.3.18 is also attained. Let p, q be distinct
prime numbers.
(a) Let R = k[xp, xjpq−1y, xyjpq−1, yq] with j ∈ N, j > 1. The successive values of 〈0, b∗〉 are
(1, jpq − 1), (2, 2(jpq − 1)), . . . , (pq − 1, (pq − 1)(jpq − 1)), (pq, pq(jpq − 1))
and those of 〈a∗, 0〉 are
((pq − 1)(jpq − 1), pq − 1), ((pq − 2)(jpq − 1), pq − 2), . . . , (jpq − 1, 1), (0, 0)
When j = 2, p = 2 and q = 3 (or p = 3 and q = 2), we display the elements of
〈B〉 = {〈a, b〉 | (a, b) ∈ B} = log(B) as follows.






R = k[x2, x11y, xy11, y3]
(b) Let R = k[xp, xjpq+1y, xyjpq+1, yq] with j ∈ N, j > 0. The successive values of 〈0, b∗〉 are
(1, jpq + 1), (2, 2(jpq + 1)), . . . , (pq − 1, (pq − 1)(jpq + 1)), (pq, pq(jpq + 1))
and those of 〈a∗, 0〉 are
(jpq + 1, 1), (2(jpq + 1), 2), . . . , ((pq − 1)(jpq + 1), pq − 1), (0, 0)
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When j = 1, p = 2 and q = 3, we display the elements of 〈B〉 as follows.
(0,0) (7,1) (14,2) (21,3) (28,4) (35,5)
(1,7) (8,8) (15,9) (22,10) (29,11)




R = k[x2, x7y, xy7, y3]
Remark 3.3.20. Having found the basis B of R/(xa, yb) as in Theorem 3.3.15, one may sort
the monomials in B and find the Hilbert polynomial P (n) for (xa, yb) ⊆ R and the least
integer m such that the Hilbert polynomial equals the Hilbert function for all n > m by
Theorem 3.2.7.
3.4 Projective monomial curves in P3
In this section, we will consider rings of the form R = k[xn, xn−`y`, xn−mym, yn] with 0 < ` <
m < n. We will apply the results from Section 3.3 to obtain stronger results for such rings
R. In particular, Theorem 3.4.6 gives a simple criterion to determine whether R is Cohen-
Macaulay and Theorem 3.4.10 gives a simple algorithm to generate a k-basis of R/(xn, yn).
Notation 3.4.1. In this section, we fix ai, bi, ci, hi ∈ N, i = 1, 2, 3 as follows. Let c1 be the
smallest integer such that there are m/gcd(`,m) > a1 > 0 and b1 > 0 with
a1`+ b1m = c1n = h1 (3.4.1)
Let b2 be the smallest integer such that there are n/gcd(`, n) > a2 > 0 and c2 > 0 with
−a2`+ b2m = c2n = h2 (3.4.2)
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Let a3 be the smallest positive integer such that there are n/gcd(m,n) > b3 > 0 and c3 > 0
with
a3`− b3m = c3n = h3 (3.4.3)
Remark 3.4.2. We recall from Section 3.1 that for any d ∈ Z we have ord((n−d, d), (Z/nZ)⊕
(Z/nZ)) = ord((−d, d), (Z/nZ)⊕ (Z/nZ)) = n/gcd(d, n).
Lemma 3.4.3. Let a, b, c, d ∈ N.
(i) If −a(n− `, `) + b(n−m,m) = (cn, dn), b > 0 and c > 0, then d > 0.
(ii) If a(n− `, `)− b(n−m,m) = (cn, dn), a > 0 and d > 0, then c > 0.
Proof. (i): Since b > 0 we have (a, c) 6= (0, 0). If c > 0, then b(n −m) = cn + a(n − `) >
(c+ a)(n−m), so b > c+ a. Hence dn = −a`+ bm = (b− a− c)n > 0.
(ii): Replace a by b, b by a, ` by n−m, m by n− `, c by d and d by c in (i).
Lemma 3.4.4. The definitions of ai, bi, hi, i = 1, 2, 3 in Notation 3.3.1 and 3.4.1 coincide.
In particular, we have (3.4.1) = (3.4.2) + (3.4.3).
Proof. Let us temporarily write a′i, b′i, h′i, i = 1, 2, 3 for the definitions of ai, bi, hi in this
section. We have e = n − ` and f = n − m. Let us first consider (3.3.2). Suppose that
g2 > 0. By Lemma 3.4.3(i) we have h2 > 0, so the conditions that g2 > 0 or (g2, h2) = (0, 0)
become redundant. Hence b2 = b′2, a2 = a′2 and h2 = h′2.
Similarly, in (3.3.3) suppose that h3 > 0. By Lemma 3.4.3(ii) the conditions g3 > 0 and
(g3, h3) 6= (0, 0) are redundant. Hence a3 = a′3, b3 = b′3 and h3 = h′3.
Now (3.4.2) + (3.4.3) gives
(a3 − a2)`+ (b2 − b3)m = (c2 + c3)n = h2 + h3
Let us show that c1 = c2 + c3. First we have a3− a2 6 a3 6 m/gcd(`,m). Now suppose that
a, b, c ∈ N are such that a, b > 0, a`+bm = cn and (a, b) 6= (a3−a2, b2−b3). By Remark 3.3.9
we may assume that a < a3−a2 or b < b2−b3. If b < b2−b3, then c > c2+c3 by Lemma 3.3.4.
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If c = c2 + c3, then (a − (a3 − a2))` = (b2 − b3 − b)m, so (m/gcd(`,m)) | a − (a3 − a2) and
a > m/gcd(`,m). If a < a3 − a2, then b > b2 − b3 by Lemma 3.3.4 and hence c > c2 + c3 by
the minimality of a3. Therefore h1 = h′1, a1 = a′1 and b1 = b′1.
Notation 3.4.5. We let B0, H, ~x〈a,b〉,B0 be as in Notation 3.3.5 and 3.3.8.
Theorem 3.4.6. Let R = k[xn, xn−`y`, xn−mym, yn] and d = gcd(`,m, n). Then:







































(iv) dimk R/(xn, yn) > n/d = |B0|
(v) The ring R is Cohen-Macaulay iff B0 is a basis of R/(xd, yn) over k iff b2 > a2 + c2.
Proof. We may identify H with the subgroup of Z/nZ generated by ` and m, so |H| = n/d.
Therefore (iv) and (i) follow from (i) of Theorem 3.3.12, and (ii) and (iii) follow from Cramer’s
rule. Using (iii) of Theorem 3.3.12, we have g2 > 0 iff −a2(n − `) + b2(n − m) > 0 iff
(b2 − a2 − c2)n > 0 iff b2 > a2 + c2, so (v) follows from Lemma 3.4.3(i).
Corollary 3.4.7. Let ` = 1 and n = qm + r as in the Euclidean algorithm. If r = 0, then
R is Cohen-Macaulay. If r 6= 0, then R is Cohen-Macaulay if and only if q + r > m.
Proof. If r = 0, then a2 = 0, b2 = q and c2 = 1, so b2 = q > 1 = a2 + c2. If r 6= 0, then
a2 = m − r, b2 = q + 1 and c2 = 1, so R is Cohen-Macaulay iff q + 1 > m − r + 1 iff
q + r > m.
Corollary 3.4.8. If gcd(`,m) = 1 and `+m = n, then R is Cohen-Macaulay if and only if
m = `+ 1.
54
Proof. Since gcd(`,m) = 1 and `+m = n we have gcd(m,n) = 1. From b2m−a2(n−m) = c2n
we get (b2 + a2)m = (c2 + a2)n. By the minimality of b2 we get b2 + a2 = n and c2 + a2 = m,
so c2 = 1, a2 = m− 1 and b2 = n− (m− 1). Then b2 > a2 + c2 iff n− (m− 1) > m− 1 + 1 iff
n > 2m− 1. But n = m+ ` 6 m+m− 1 = 2m− 1, so R is Cohen-Macaulay iff n = 2m− 1
iff m = `+ 1.
Remark 3.4.9. We therefore recover Macaulay’s result that k[x4, x3y, xy3, x4] is not Cohen-
Macaulay.
Theorem 3.4.10. We can use the following algorithm to obtain a basis of R/(xn, yn) over
k.
1 Let B = B0.
2 Let base = a1, a∗ = a2, b∗ = b2 and c∗ = c2.
3 While b∗ < a∗ + c∗, do the following steps.
4 If a∗ > a1, then:
Replace B by B ∪ {(0, b∗) + (u, v) | u < base and v < b1}.
Replace a∗ by a∗ − a1, b∗ by b∗ + b1 and c∗ by c∗ + c1.
5 If a∗ 6 a1 − base, then:
Replace B by B ∪ {(0, b∗) + (u, v) | u < base and v < b2}.
Replace a∗ by a∗ + a2, b∗ by b∗ + b2 and c∗ by c∗ + c2.
6 If a1 − base < a∗ < a1, then:
Replace B by B ∪ {(0, b∗) + (u, v) | (u < base and v < b1) or (u < a1 − a∗ and v < b2)}.
Replace a∗ by a∗ + a2, b by b∗ + b2, c∗ by c∗ + c2 and base by a1 − a∗.
After the algorithm stops, the set of monomials B = {~x〈a,b〉 | (a, b) ∈ B} forms a basis of
R/(xn, yn) over k.
Example 3.4.11. Let R = k[x23, x21y2, x5y18, y23]. We will use Theorem 3.4.10 to calculate
the size of the monomial k-basis B of R/(x23, y23) and find the elements of B.
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Step |B| base Equation Remark
2× 18 = −5× 2 + 2× 23 (3.4.1)
1 23 5 3× 18 = 4× 2 + 2× 23 (3.4.2)
6 34 1 6× 18 = 8× 2 + 4× 23 Add equation (3.4.2) (to itself).
4 36 1 8× 18 = 3× 2 + 6× 23 Add equation (3.4.1).
5 39 1 11× 18 = 7× 2 + 8× 23 Add equation (3.4.2).
4 41 1 13× 18 = 2× 2 + 10× 23 Add equation (3.4.1) and stop.
We display the second coordinates of 〈B〉 = log(B), i.e. the y-degrees of elements of B, as
follows.
0 2 4 6 8 10 12 14 16
18 20 22 24 26 28 30 32 34
36 38 40 42 44
54 56 58 60 62









Question 3.4.12. Can we find a “sharp” bound on dimk R/(xn, yn) as in Corollary 3.3.18?
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Chapter 4
Finite F-type and F-abundant Modules
Acknowledgements. This Chapter is joint work with first author Hailong Dao, who would
like to thank Kevin Tucker and Karl Schwede for patiently explaining to him many basic
facts on the subjects in this note.
4.1 Introduction
Let (R,m, k) be a reduced F -finite local ring of dimension d and prime characteristic p > 0.
Let α(R) = logp[k : kp]. All modules are in mod(R), the category of finitely generated
R-modules.
In this Chapter we prove some connections between two types of objects defined using the
Frobenius endomorphism R→ R with r 7→ rp.
These objects generalize some well-studied concepts. Let us start with the definitions. Fix
an R-module M . For e ∈ Z>0, let eM denote the abelian group M viewed as an R-module
via the eth iteration of the Frobenius map. We let F e : mod(R) → mod(R) denote the eth
Peskine-Szpiro functor given by
F e(M) := M ⊗R eR.
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Given S ⊆ mod(R), we use addR(S) to denote the additive subcategory of mod(R) generated
by S.
Definition 4.1.1. (1) Let M be an R-module such that Supp(M) = SpecR and is locally
free in codimension 1. We let M(e) = F eR(M)∗∗, the reflexive hull of F eR(M), viewed as
an R-module by identifying eR with R. We say thatM is of finite F -type if {M(e)}e>0 ⊆
addR(X) for some R-module X (see Lemma 4.4.3). We let FT (R) denote the category
of R-modules of finite F -type.
(2) Let N,L be R-modules. Let be be maximum such that eN = L⊕be ⊕Ne for some Ne. We
say that (N,L) is an abundant pair if lim infe→∞ peα(R)/be = 0.
(3) Let L be an R-module. We say that L is an F -abundant module if (N,L) is an abundant
pair for some N .
Examples of modules of finite F -type include torsion elements of the divisor class group of a
normal domain R (without any assumption about the order of the element), finite integral
extensions that are étale in codimension one (see section 4.4), or F -periodic vector bundles
on the punctured spectrum of R (and of the corresponding projective variety X when R is a
local cone of some embedding ofX; see section 4.6). For F -abundant modules, R has positive
splitting dimension if and only if (R,R) is an abundant pair (see section 4.5). A good source
of examples in both cases are the rings of invariants of a finite group, see Example 4.5.3.
Our main technical results (collected in section 4.3) say roughly that under various extra
conditions, if M is of finite F -type and N is F -abundant, then HomR(M,N) is maximal
Cohen-Macaulay. We shall give plenty of examples to show that the technical conditions are
necessary. Our approach yields a strengthening of some well-known results as well as many
new ones:
(1) An extension of results by Patakfalvi-Schwede ([32, Theorem 3.1]) and Watanabe ([41,
Corollary 2.9]) on depth of divisor classes associated to F -regular singularities. See
Theorem 4.6.3.
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(2) Under certain conditions, a strong generalization of Yao’s result ([42, Lemma 2.2]) on
Cohen-Macaulayness of F -contributors. See Theorems 4.3.8 and 4.3.10.
(3) A complete classification of the categories of finite F -type R-modules and abundant F -
modules in many cases of interest, such as complete intersections and invariant subrings
(Corollary 4.4.13, Theorem 4.4.14 and 4.5).
4.2 Notation and preliminary results
Definition 4.2.1. ([5, Definition 2.4] and [7, Definition 4.5]) Let ae = ae(R) be maximum






is called the F -splitting dimension of R, and is denoted by sdimR.
Notation 4.2.2. (a) We use (Sk) to denote Serre’s criteria for k > 0.
(b) We use Him(M) to denote the ith local cohomology module of an R-moduleM supported
on m.
(c) For an R-module M , we let M∗ denote HomR(M,R).
(d) Suppose that R has a canonical module ωR. Then for an R-module M , we let M∨
denote HomR(M,ωR).
(e) For S ⊆ R, we let eS to denote S viewed as a subset of eR. Then for P ∈ SpecR, eReP
is an RP -module, and eReP = e(RP ).
(f) For an ideal I ⊆ R, an integer e > 0 and q = pe, we let I [q] = {xq | x ∈ I}, the qth
Frobenius power of I.
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(g) We use CM(R) to denote the subcategory of mod(R) consisting of all C-M R-modules
and Ref(R) the subcategory of all reflexive modules.
Remark 4.2.3. We would like to remind the reader of another characterization of sdimR. We
consider the splitting prime P(R) of R, as defined in [5, Definition 3.2]. By [5, Theorem 3.3
and Corollary 3.4], P(R) is a prime ideal if sdim(R) 6= −∞ or the unit ideal otherwise.
Corollary 4.3 of [7] shows that sdimR = dim(R/P(R)) when sdim(R) 6= −∞.
Proposition 4.2.4. Assume the following for R:
(1) R is equidimensional;
(2) RP is C-M for all P ∈ SpecR \ {m}; and
(3) sdimR > 0.
Then R is C-M.
Proof. Since R is F -finite, it is a homomorphic image of a Gorenstein ring by [18, Remark
before Lemma A.2]. By (1) and (2), for 0 6 i < d we have that Him(R) has finite length by














































Since sdimR > 1, we have λR(Him(R)) = 0 and hence H
i
m(R) = 0 for 0 6 i < d. Then by [4,
Theorem 10.36], R is C-M.
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Corollary 4.2.5. If R is F -split, is C-M on SpecR \ {m} (e.g. R is an isolated singularity)
but not C-M, then sdimR = 0.
Example 4.2.6. Let X be an ordinary Abelian variety of dimension at least two and R be
the coordinate ring of an embedding ofX with respect to some polarization. It is well-known,
as in [28, 37], that R is F -split but not C-M. So by Corollary 4.2.5, sdimR = 0.
Lemma 4.2.7. Let M,N be R-modules such that eM = N be⊕Me and lim infe→∞ bepe(k+α(R)) >
0. Then depthN > k. In particular, if k = dim(M), then N is C-M.






















as in Proposition 4.2.4. So HiR(x,N) = 0 for all 0 6 i < k, and hence depthN > k.
Remark 4.2.8. It is already known that sdimR = d⇒ R is strongly F -regular ⇒ R is C-M.







was defined in [5, Definition 5.4] to be sdim(M), the s-dimension of M .
Definition 4.2.10. We will let (sdimn) to denote the statement: sdimRP > 0 for all
P ∈ SpecR such that htP > n.
Lemma 4.2.11. If R satisfies (sdimn), then htP(R) < n.
Proof. Suppose that R satsifies (sdimn). By [5, Proposition 3.6], we have P(RP(R)) =
P(R)RP(R). Since R is F -finite and reduced, so is RP(R). By [5, Corollary 3.4], since
P(RP(R)) is the maximal ideal of RP(R), we have sdimRP(R) = 0, so htP(R) < n.
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4.3 Main technical results
Lemma 4.3.1. Let f : M → N be a homomorphism of R-modules, where M is (S2) and N
is (S1). Suppose that f is an isomorphism in codimension 1. Then f is an isomorphism.
Remark 4.3.2. In many of the results below, we can replace the assumption of a module
being locally free in codimension 1 by R being quasinormal.
Corollary 4.3.3. Let L,N be R-modules such that L is free in codimension 1 and N is (S2).
Then
HomR(L,N) ∼= HomR(L∗∗, N)
Proof. Let f : L → L∗∗ be the canonical map and f : HomR(L∗∗, N) → HomR(L,N) the
induced map. Then f is an isomorphism in codimension 1. By Lemma 4.3.1, it suffices to
show that HomR(M,N) is (S2) for every R-module M . Given M , let F1 → F0 → M → 0
be a finite presentation of M . Applying HomR(−, N) gives
0→ HomR(M,N)→ HomR(F0, N)→ HomR(F1, N)
Since N is (S2), so are HomR(Fi, N) for i = 1, 2 and HomR(M,N), as required.
Corollary 4.3.4. Suppose that R is C-M with a canonical module ωR. Suppose that M is
(S2) and M∨ is MCM. Then M is MCM.
Proof. Consider the natural map f : M → M∨∨. In codimension 1, M is MCM since it is
(S2), so f is an isomorphism. Since M∨ is MCM, so is M∨∨. Hence f is an isomorphism by
Lemma 4.3.1.
Remark 4.3.5. Let M be an R-module, f : R → S be a ring homomorphism, U be a mul-
tiplicative subset of S and T = f−1(U). Then we have (M ⊗R S)U = M ⊗R S ⊗S SU =
M ⊗R SU = M ⊗R RT ⊗RT SU = MT ⊗RT SU .
62
Lemma 4.3.6. Let R f1−→ R1
f2−→ R2 be a sequence of ring homomorphisms where R2 is (S2).
Let f = f2 ◦ f1. Let M be an R-module. Suppose that MP is free for every P ∈ SpecR of
height 1 and for every P = f−1(Q) such that Q ∈ SpecR2 of height 1. Let Mi = (M⊗RRi)∗∗
(over Ri) for i = 1, 2. Then (M1 ⊗R1 R2)∗∗ ∼= M2.
Proof. Let N = M ⊗R R1. The natural map N → M1 = N∗∗ gives rise to a map g : M ⊗R
R2 = M ⊗R R1 ⊗R1 R2 = N ⊗R1 R2 → N∗∗ ⊗R1 R2 = M1 ⊗R1 R2. Let Q ∈ SpecR2,
P1 = (f2)
−1(Q) and P = f−1(Q). Then (M ⊗R R2)Q = MP ⊗RP (R2)Q and (M1 ⊗R1 R2)Q =
(M ⊗R R1)∗∗P1 ⊗(R1)P1 (R2)Q = (MP ⊗RP (R1)P1)
∗∗ ⊗(R1)P1 (R2)Q, so g is an isomorphism in
codimension 1. Applying ∗∗ gives the map M2 = (M ⊗RR2)∗∗ → (M1⊗R1 R2)∗∗, which is an
isomorphism by Lemma 4.3.1 since R2 is (S2).
Corollary 4.3.7. (“Index shifting”) Let R be (S2) and M be as in Definition 4.1.1. Let e, f
be nonnegative integers. Then [M(e)](f) ∼= M(e+ f).
Proof. Let R1 = eR and R2 = e+fR as in Lemma 4.3.6. Then we have M(e) = M1, and so
[M(e)](f) = (M1 ⊗R1 R2)∗∗ ∼= M2 = M(e+ f).
Theorem 4.3.8. Suppose that R is (S2) and equidimensional. Let M,N be R-modules
such that M ∈ FT (R) and N is (S2). Assume that (N,L) is an abundant pair and that
NP ∈ addLP for all P ∈ SpecR such that 3 6 ht(P ) < d. Assume further that for
every P ∈ SpecR such that 3 6 ht(P ) < d and e > 0, (HomR(M(e), L))P is MCM. Then
HomR(M(e), L) is MCM for all e > 0.
Proof. If d 6 2, then HomR(M(e), L) is MCM since L is (S2). So we may assume that
d > 3. By assumption, for P ∈ SpecR \ {m}, we have NP ∈ addLP for ht(P ) > 3, so
(HomR(M(e), N))P is MCM for e > 0. So for 0 6 i < d and e > 0, Him(HomR(M(e), N))




∗∗],eRN) = HomeR(eR[(M ⊗R eR)∗∗],eRN)











































Taking lim inf shows that Him(HomR(M,L)) = 0 for 0 6 i < d, so HomR(M,L) is MCM. By
Corollary 4.3.7, we have [M(e)](f) ∼= M(e+ f). So we may replace M by M(e) to conclude
that HomR(M(e), L) is MCM.
Remark 4.3.9. By Lemma 4.4.3, we only need to check that (HomR(Mi, L))P is MCM for 3 6
ht(P ) < d for the finitely many indecomposable modules Mi that appear among {M(e)}e>0.
Theorem 4.3.10. Let R be as in Theorem 4.3.8. Let M,N be R-modules such that M ∈
FT (R) and N is (S2). Assume that for every P ∈ SpecR such that ht(P ) > 3, (NP , LP ) is
an abundant pair. Assume further that for every P ∈ SpecR such that 3 6 ht(P ) < d, we
have NP ∈ addLP . Then HomR(M(e), L) is MCM for all e > 0.
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So we can prove by induction on d that HomR(M(e), L) is MCM for all e > 0. We may assume
that d > 3. Let P ∈ SpecR such that 3 6 ht(P ) < d. By induction, (HomR(M(e), L))P is
MCM. So by Theorem 4.3.8, HomR(M(e), L) is MCM.
Corollary 4.3.11. Suppose that R is C-M and M ∈ FT (R) is (S2). Assume that:
(a) either sdimR > 0 and M(e)P is MCM for every P ∈ SpecR such that 3 6 ht(P ) < d
and e > 0; or
(b) R is (sdim3).
Then M is MCM.
Proof. Since R is a homomorphic image of a Gorenstein ring, it has a canonical module ωR by
[3, 12.1.3(iii)]. Since R is C-M, it is equidimensional, and ωR is reflexive and hence (S2). We
will show that HomR(M,ωR) = M∨ is MCM, so that by Corollary 4.3.4,M is MCM. We may
assume that d > 2. Since sdimR > 0, (R,R) is an abundant pair by Example 4.5.1. Then
(ωR, ωR) is also an abundant pair, since ωeR ∼= HomR(eR,ωR) = HomR(R⊕ae ⊕ Re, ωR) =
ω⊕aeR ⊕HomR(Re, ωR). If (a) holds, then (HomR(M(e), ωR))P is MCM for every P ∈ SpecR
such that 3 6 ht(P ) < d and e > 0. By Theorem 4.3.8, HomR(M,ωR) = M∨ is MCM.
If (b) holds, then (ωRP , ωRP ) is an abundant pair for P ∈ SpecR such that ht(P ) > 3, so
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HomR(M,ωR) is MCM by Theorem 4.3.10.
Corollary 4.3.12. Suppose that R is strongly F -regular and M ∈ FT (R) is (S2). Then M
is MCM. In particular, if I is a reflexive ideal such that [I] is torsion in Cl(R), then I is
MCM.
Proof. Since R is strongly F -regular, it is (sdim3). Corollary 4.3.11 shows that M is MCM.
By Example 4.4.1, we have I ∈ FT (R).
Remark 4.3.13. Corollary 4.3.12 generalizes [32, Corollary 3.3].
4.4 The category of finite F -type modules
In this section we study the category of finite F -type in more detail. We completely classify
this category when R is a quotient singularity with a finite group whose order is coprime to
p (Corollary 4.4.12), or when R is a complete intersection that is regular in codimension 2
(Theorem 4.4.14).
Example 4.4.1. The following are R-modules M of finite F -type.
(a) ([41, paragraph 2.3]) R is a normal domain and M = I, where I is a divisorial ideal.
Then M(e) ∼= I(e), so M ∈ FT (R) iff [I] is torsion in Cl(R).
(a’) M is a free R-module.
(b) ([41, Theorem 2.7]) Let R → S be a finite homomorphism of normal domains which is
étale in codimension 1 andM = S. From the natural map S⊗ReR→ eS we get (S⊗ReR)∗∗ ∼=
S∗∗, i.e. M(e) ∼= S.
(c) See also Lemma 4.6.2.
Lemma 4.4.2. FT (R) is closed under direct sums and direct summands.
Proof. Obvious.
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Lemma 4.4.3. Let S ⊆ modR. Then addR(S) has finitely many indecomposable objects iff
S ⊆ addR(X) for some R-module X. Hence for an R-module M , M ∈ FT (R) if and only
if only finitely many indecomposable direct summands appear among {M(e)}e>0.
Proof. For the “only if” part, take X to be the direct sum of the indecomposable objects of
addR(S). For the “if” part, we consider the endomorphism ring E = EndR(X). Consider the
category ProjE ⊆ mod(E) of left projective modules over E. Then F : addR(X)→ ProjE
given by F (L) = HomR(L,X) for L ∈ addR(X) is an equivalence of categories. Since
E is finitely generated over the local ring R, it is semilocal. By [12, Theorem 9], ProjE
has only finitely many isomorphism classes of indecomposable objects, and hence so does
addR(X).
Corollary 4.4.4. Let R,M be as in Corollary 4.3.7. Then M ∈ FT (R) iff there are e > 0
and f > 0 such that M(e) ∼= M(e+ f).
Proof. “If”: We note that M(e + g) ∼= [M(e)](g) ∼= [M(e + f)](g) ∼= M(e + f + g) by
Corollary 4.3.7, so there are only finitely many isomorphism classes of {M(e)}e>0.
“Only if”: Let X be an R-module such that {M(e)}e>0 ⊆ addR(X). Let S be the set of
indecomposable direct summands of {M(e)}e>0. Then S ⊆ addR(X), and S is finite by
Lemma 4.4.3. By index shifting, it suffices to prove that N(e) ∼= N(e + f) for some e > 0
and f > 0 for all N ∈ S. By assumption, R is local, so we can prove the claim by induction
on the minimum number of generators of N . Suppose first that N(e) is indecomposable for
all e. Then the claim holds since S is finite. So suppose that N(e0) is not indecomposable
for some e0 and has indecomposable direct summands Ni ∈ S. By induction, the claim holds
for the Ni, and hence for N by index shifting.
Proposition 4.4.5. Let R be (S2). Let FT = FT (R). Then:
(a) if M ∈ FT , then M∗∗ ∈ FT .
(b) if M,N ∈ FT , then M ⊗N ∈ FT .
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Proof. (a) By Corollary 4.3.7, we have [M(0)](e) ∼= M(e), that is, (M∗∗)(e) ∼= M(e).
(b) For P ∈ SpecR, we have (M ⊗R N)P = MP ⊗RP NP , so M ⊗ N is locally free in
codimension 1. Next, we have
M ⊗R N ⊗R eR = M ⊗R N ⊗R eR⊗eR eR
= M ⊗R eR⊗eR eR⊗R N
= (M ⊗R eR)⊗eR (N ⊗R eR)
(M ⊗R N ⊗R eR)∗∗ = [(M ⊗R eR)⊗eR (N ⊗R eR)]∗∗
The natural maps M ⊗R eR → (M ⊗R eR)∗∗ and N ⊗R eR → (N ⊗R eR)∗∗ give rise to the
map f : [(M ⊗R eR) ⊗eR (N ⊗R eR)]∗∗ → [(M ⊗R eR)∗∗ ⊗eR (N ⊗R eR)∗∗]∗∗. Since R is (S2),
Lemma 4.3.1 shows that f is an isomorphism. So we have an isomorphism
(M ⊗R N)(e) ∼= (M(e)⊗R N(e))∗∗
By Lemma 4.4.3, only finitely many indecomposable direct summands {Ki}mi=1 appear in
{M(e)}e>0 and {Lj}nj=1 in {N(e)}e>0. Let X =
∑
i,j(Ki⊗RLj)∗∗. Then {(M⊗RN)(e)}e>0 ⊆
addR(X).
Question 4.4.6. If R is Gorenstein, is M∗ ∈ FT (R)?
Lemma 4.4.7. Let f : R → S be a ring homomorphism. Suppose that S is (S2). Let M be
an R-module. Suppose that:
(a) f is flat; or
(b) MP is free for every P = f−1(Q) such that Q ∈ SpecS and ht(Q) = 1.
If M ∈ FT (R), then M ⊗R S ∈ FT (S).
Proof. Let N = M ⊗R S. First, we consider (b) and suppose that Q ∈ SpecS, ht(Q) = 1
and M ∈ FT (R). Let P = f−1(Q). Then NQ = MP ⊗RP SQ, which is free over SQ by
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assumption. Next, we consider the modules F eS(N)∗∗ = (M ⊗R S ⊗S eS)∗∗ = (M ⊗R eS)∗∗ =










Consider the maps R ϕ−→ eR f−→ eS, where ϕ is the Frobenius map, and let R1 = eR, R2 = eS.
Then Lemma 4.3.6 shows that F eS(N)∗∗ = (M ⊗R eS)∗∗ ∼= (F eR(M)∗∗ ⊗eR eS)∗∗, so N(e) ∼=
(M(e)⊗R S)∗∗ ⊆ addS((X ⊗R S)∗∗).
Now suppose that f is flat. Let Q, P and M be as above. Then we have ht(Q) = ht(P ) +
dim(SQ/PSQ), so ht(P ) 6 1 and MP is free, giving (b).
Lemma 4.4.8. Suppose that R is regular. Let M be an R-module. Then M∗ is reflexive.
Proof. Consider the canonical map f : M∗ →M∗∗∗. In codimension 1, R is a principal ideal
domain, so M∗ is free, and f is an isomorphism. Since R is (S2), so are M∗ and M∗∗∗. By
Lemma 4.3.1, f is an isomorphism.
Lemma 4.4.9. Let R→ S be a flat ring extension. Suppose that M is a reflexive R-module.
Then M ⊗R S is a reflexive S-module.
Proof. Since R→ S is flat, we have M ⊗R S = M∗∗ ⊗R S = (M ⊗R S)∗∗.
Lemma 4.4.10. Suppose that R is regular. Consider the following statements:
(a) M ∈ FT (R)
(b) M∗ is free.
(c) M∗∗ is free.
Then (a) ⇒ (b) ⇔ (c). If M is free in codimension 1, then (a) ⇔ (b) ⇔ (c).
Proof. (b) ⇒ (c): Obvious.
(c) ⇒ (b): If M∗∗ is free, then so is M∗∗∗ = (M∗)∗∗. So M∗ is free by Lemma 4.4.8.
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(a) ⇒ (c): Suppose that M ∈ FT (R). By Proposition 4.4.5(a) and Lemma 4.3.1, we
may replace M by M∗∗ and assume that M is reflexive. So we need to show that M is
free. Since R is regular, the ring extension R → eR is flat. By Lemma 4.4.9, we have
M(e) = (M⊗R eR)∗∗ = M⊗R eR for all e > 0. By Corollary 4.4.4, we haveM(e′) ∼= M(e′+e)
for some e′ > 0 and e > 0. First, suppose that e′ = 0, so thatM ∼= M(e). Consider a minimal
free resolution
· · · → F1
A−→ F0 →M → 0
of M given by the matrix A. Let I(M) ⊆ m be the Fitting ideal of M generated by the
entries of A and let q = pe. Tensoring with eR gives a free resolution
· · · → F1
A[q]−−→ F0 →M(e)→ 0, (∗)
so I(M(e)) = I(M)[q]. Since M ∼= M(e), we have I(M) = I(M(e)) = I(M)[q], so I(M) =
I(M)q. By Nakayama’s Lemma, we have I(M) = 0. So A = 0, and M∗∗ = M is free.
In general, the above shows that M(e) is free for some e > 0 by Corollary 4.3.7. Suppose
that e > 0. Since (∗) is a free resolution of the free module M(e), it is a direct sum of a
trivial complex and the resolution 0→ F →M(e)→ 0. So the entries in A[q] are either 1 or
0. Since A has entries in m and R is a domain, we must have A = 0, so again M is free.
(c) ⇒ (a): Suppose that M is free in codimension 1. If M∗∗ is free, then M∗∗ ∈ FT (R), so
M ∈ FT (R) by Proposition 4.4.5(a).
Theorem 4.4.11. Let ϕ : R → S be a finite homomorphism of normal domains such that
ϕ is étale in codimension 1 and splits as a map of R-modules. Let N,L be R-modules
such that N is (S2) and that locally, (N,L) is an abundant pair and N ∈ add(L). Then
L ∈ addR(CM(S)).
Proof. Since S ∈ FT (R), HomR(S, L) is C-M by Theorem 4.3.10, so HomR(S, L) ∈ CM(S).
Since ϕ splits, L is a direct summand of HomR(S, L).
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Corollary 4.4.12. Let ϕ : R→ S be a finite homomorphism of normal domains such that ϕ
is étale in codimension 1 and splits as a map of R-modules and that S is regular (for example,
if R is a quotient singularity as in example 4.5.3). If M ∈ FT (R), then M∗ ∈ addR(S). If
S∗ = HomR(S,R) ∼= S (again, for example if R is a quotient singularity as in 4.5.3) then
FT (R) = addR(S).
Proof. Let N = M ⊗R S. If M ∈ FT (R), then N ∈ FT (S) by Lemma 4.4.7. Then N∗
is free by Lemma 4.4.10. We have N∗ = HomS(M ⊗R S, S) = HomR(M,HomS(S, S)) =
HomR(M,S). Since f splits, HomR(M,R) is a direct summand of HomR(M,S), so M∗ ∈
addR(S). If S∗ ∼= S, then it follows that FT (R) ⊆ addR(S), and S ∈ FT (R) by Example
4.4.1.
Corollary 4.4.13. Suppose that k is algebraically closed. Let S = k[[x1, . . . , xd]]. Let G be
a finite subgroup of GL(d, k) that contains no pseudo-reflections such that the order of G is
coprime to p. Let R = SG. Then FT (R) = addR S.
Proof. Use Corollary 4.4.12.
Theorem 4.4.14. Suppose that R is a complete intersection and M is an R-module that is
free in codimension 2. Then M ∈ FT (R) if and only if M∗∗ is free.
Proof. The proof of “if” is given by (c) ⇒ (a) in Lemma 4.4.10. For the “only if” part, as
in the proof of Lemma 4.4.10 (a) ⇒ (c), it suffices to assume that M is reflexive and show
that M is free. The proof is by induction on d. For d > 3, M is free on SpecR \ {m} by
induction. Let r = depthM > 2. Suppose that r < d. Then by [11, Proposition 4.14], we





















by the assumption that M ∈ FT (R). Then [11, Theorem 4.12] gives pdRM < d − r. By
the Auslander-Buchsbaum formula, we have depthM > r, a contradiction. So r = d, and
again [11, Theorem 4.12] with k = r − 1 shows that pdRM = 0, so M is free.
71
Example 4.4.15. Let R = k[[x, y, z]]/(xy − z2) and M be the ideal (x, z). Then [M ] has
order 2 in Cl(R) and so M ∈ FT (R) by Example 4.4.1, but M∗∗ is not free, so the condition
that M is locally free in codimension 2 is necessary in Theorem 4.4.14.
4.5 F -abundant pairs and modules
In this section we give many examples of F -abundant pairs and modules.
Example 4.5.1. (a) If sdimR > 1, in particular if R is strongly F -regular of dimension
> 1, then (R,R) is an abundant pair.
(b) [23, Proposition 2.3] shows that α(RP ) = α(R) + dim(R/P ). Let N,L be as in Def-
inition 4.1.1 and P ∈ SpecR. If lim infe→∞ pe(α(R)+dim(R/P ))/be = 0, then (NP , LP ) is an
abundant pair.
(c) F -contributors for modules of finite F -representation type, as in [42, Section 2].
Example 4.5.2. ([11, Example 6.1]) Let k be an algebraically closed field of characteristic
p > 2. Consider the hypersurface R = k[[x, y, u, v]]/(xy − uv). Then every MCM R-module
is F -abundant.
Example 4.5.3. Let k be an algebraically closed field of characteristic p > 0 and V be a
k-vector space of dimension d. Let S be the symmetric algebra of V . Let G be a finite
subgroup of GL(V ) without pseudo-reflections such that |G| is coprime to p. Let R = SG
be the ring of invariants. Let V0, · · · , Vn be a complete set of irreducible representations of
G over k. Let Mi = (S ⊗k Vi)G. It is classical that addR(S) = {M0,M1, . . . ,Mn}. Also, by
the main results of [16]:
1. S, and hence all of M0,M1, . . . ,Mn, are modules of finite F -type. Note that rankMi =
dimk Vi, so we have many examples of modules of finite F -type which are not ideals.
2. (Mi,Mj) is an F -abundant pair for all 0 6 i, j 6 n.
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Corollary 4.5.4. Let R,N be as in Theorem 4.3.8. Suppose that lim inf
e→∞
pe(α(R)+d−3)/be = 0
as in Example 4.5.1 with N = L (for example, when d = 3 and (N,N) is an abundant pair).
Then N is MCM. In particular, if R is regular, then N is free.
Proof. Theorem 4.3.10 with M = R and e = 0 shows that N is MCM.
Example 4.5.5. Let k be a perfect field, R = k[[x, y, z]] and M be the ideal (x, y). Then
(M,M) is an abundant pair, but M is not (S2). So the assumption in Corollary 4.5.4 for N
to be (S2) cannot be weakened.
Proof. Let C = k[[z]]. Consider the exact sequence
0→M → R→ C → 0
Let q = pe. Since e− is an exact functor, we have
0 // eM // eR // eC // 0
R⊕q
3 // C⊕q // 0
It follows that eM has exactly q copies of M , so (M,M) is an abundant pair. Since 1 =
depthMM < dimMM = 2, M is not (S2).
Example 4.5.6. Let k be a perfect field, R = k[[x1, x2, . . . , xd−3, u, v, w]], C = R/(u, v, w)
and M = Ω2C, the second syzygy of C. Then M is (S2) and (M,M) is an abundant pair.
So the assumptions in Corollary 4.5.4 cannot be weakened.
Proof. Let q = pe. Then as in Example 4.5.5, we have






It follows that eM has exactly qd−3 copies of M . Then as in Corollary 4.5.4, we have
lim infe→∞ q
(α(R)+d−3)/be = q
d−3/qd−3 = 1. Since M is a second syzygy, it is (S2). Since
depthC = d− 3, we have depthM = d− 1 6= d, so M is not free.
4.6 Geometric applications
Discussion 4.6.0. Let (A,m) be a standard graded ring that is (S2) of dimension at least
2. We first fix some notation and record some results from [19, 26]. Let R = Am. Let
X = Proj(A), Y = Spec(R) \ {mm} and Z = Spec(R). Let ι : Y → Z be the inclusion
morphism. There is also an affine surjective morphism π : Y → X ([26, Proposition I.5]).
Corollary I.6 of [26] states that for every A-graded module M we have sheaf cohomology
isomorphisms
⊕d∈ZH i(X, M̃(d))
'−→ H i(Y, M̃m|Y )
for i > 0. For 1 6 i 6 d− 1, we have H i(Y, M̃m|Y ) ∼= H i+1m (Mm).
Let V (·) denote the category of vector bundles over a scheme. Let Γ be the global section
functor. If G ∈ V (Y ), then ι∗G is a coherent OZ-module. Let ψ = Γ ◦ π∗. Then we have
maps
V (X)
π∗−→ V (Y ) Γ−→ {M ∈ Ref(R) |M is locally free on Y }
By [19, Theorem 1.3], depth Γ(G ) > 2. Γ satisfies the property Γ(G1 ⊗ G2) = (Γ(G1) ⊗R
Γ(G2))∗∗. Let Fi ∈ V (X), i = 1, 2, be indecomposable such that ψ(Fi) are isomorphic up
to free summand. Then by [19, Proposition 9.5], F1 ∼= F2(m) = F2 ⊗ OX(m) for some m.
Definition 4.6.1. ([8, Introduction]) Let X be a smooth projective variety defined over a
field k of characteristic p > 0. Let ϕ : X → X be the absolute Frobenius morphism. Then a
vector bundle F ∈ V (X) is (e, f)-Frobenius periodic, or (e, f)-F periodic in short, if there
are e < f such that (ϕe)∗(F ) ∼= (ϕf )∗(F ).
74
Lemma 4.6.2. Suppose that F ∈ V (X) is (e, f)-F periodic. Let X, Y be as in 4.6.0. Let
M = ψ(F ). Then F is (e1, e2)-F periodic iff M(e1) ∼= M(e2).




= ψ(F ⊗ (ϕe)∗(X)) =
(
ψ(F ) ⊗ (ϕe)∗(X)
)∗∗
=
M(e) as in 4.6.0. The “if” part comes from sheafification.
Next, we discuss a generalization of one of the results in [32, Theorem 3.1]. For that we need
to recall some notation. Let R be a F -finite normal domain and let D be a Q-divisor.
In the next result we are able to remove the condition that the characteristic p is coprime to r
as in [32, Theorem 3.1]. We follow the same trick as in [32], with a crucial difference suggested
by our approach in this Chapter: the reflexive module representing a torsion element in the
class group has finite F -type.
Theorem 4.6.3. Let R be an F -finite normal domain with perfect residue field and X =
SpecR. Let ∆ be a Q-divisor on X such that the pair (X,∆) is strongly F -regular. Let D
be an integral divisor such that rD ∼ r∆′ for some integer r > 0 and 0 6 ∆′ 6 ∆. Then
OX(−D) is Cohen-Macaulay.
Proof. Since we also have that the pair (X,∆′) is strongly F -regular, one may assume ∆′ =
∆. Now, this assumption implies that there is a decomposition of R-modules (q = pe) ([7,
Lemma 3.5]):
F e∗OX((q − 1)∆) = OneX ⊕Ne
such that lim infe→∞ neqd > 0. Twisting by OX(−D), reflexifying, we get a decomposition:
F e∗OX((q − 1)(∆−D)−D) = OX(−D)ne ⊕N ′e
The key point now is that as r(∆−D) ∼ 0, there are only finitely many isomorphism classes
of the modules OX((q− 1)(∆−D)−D). Let M be the direct sum of all these modules and
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I = OX(−D), what we have is precisely:
eM ∼= Ine ⊕ Pe
with lim infe→∞ neqd > 0. Lemma 4.2.7 now forces I to be Cohen-Macaulay.
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