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Abstract
Mobile agent systems are diﬃcult to reason about and implement eﬃciently and safely. Theoretical
work, most notably process calculi, provide solid semantics for mobile systems. However, the theory
is often too abstract to match with the requirements of practical implementations. To ﬁll this gap,
intermediate models must be proposed. We present in this paper such a model named Interaction
Spaces, a metaphor of geometrical spaces in which agents interact through simple transformations.
The framework captures high-level distributed semantics, most notably asynchronous, multicast
communications on FIFO channels. It also reﬁnes and implements the channel passing feature
of the pi-calculus, together with the mobility of agent themselves. Above interaction spaces, we
propose a full-ﬂedged agent calculus and its associated operational semantics.
Keywords: Mobile Agents, Process calculi, Geometrical spaces
1 Introduction
Agent systems cover a large spectrum of research ﬁelds, ranging from system-
level aspects to A.I., with important issues in language semantics. From a
technical point of view, agent systems are diﬃcult both to reason about and
to implement eﬃciently and safely. First, the agents evolve in large-scale
concurrent and distributed environments. They also support various dynamic
features. We concentrate in this paper on the important topic of mobility.
On the one side, theories such as the pi-calculus [10] or the mobile ambients
[3] establish the fundamentals of mobility. On the other side, many practical
experiments and prototype platforms illustrate the interest and feasibility, but
also the diﬃculty, of mobile agent systems in the real world [6].
Despite the large number of contributions in the ﬁeld, a lot more is needed
to ﬁll the gap between the theory and practice. Applied variants of the abstract
calculi form the basis of a few distributed implementations (including Nomadic
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Pict [14] and Jocaml [5]). These provide solid grounds for correct and eﬃcient
execution of mobiles systems in distributed environments. But most of these
work only support rather limited interaction semantics. The ﬁrst limitation is
that asynchrony, a fundamental requirement of large-scale systems, is provided
by disallowing output preﬁxing [2]. This means that a process may not locally
perform sequences of causally related outputs, in contradiction with most real-
world communication protocols such as TCP. Another important limitation
regarding mobility is that of locality [9] that avoids the transmission of the
input capacity of channels at runtime. In a way, this cuts the pi-calculus
heritage in half, only preserving the “write” side of mobility. We also ﬁnd the
point-to-point communication models of most related work rather frustrating
and favor multicast semantics, which have made signiﬁcance advances both in
theory and practice [4].
To leverage all these limitations at once, we introduce the model of Inter-
action Spaces. The proposed semantics implement multicast communications
on FIFO channels with both asynchrony and output preﬁxing. The non-local
mobility of channel ends (i.e. virtual mobility) and channel states (i.e. phys-
ical mobility), as well as movements of whole agents (i.e. migration) are also
supported.
The model is original in that it uses a metaphor of geometrical spaces in
which agents interact through simple transformations : expansions, transla-
tions and so on. This provides us with an intuitive, yet pedagogical inter-
pretation of the agent features. Beyond the intuition, this allows us to rely
on a reduced set of basic concepts and axioms that we may illustrate and
justify in geometrical terms. Of course, this makes more complex the seman-
tics if compared to more abstract calculi. For instance, an agent may denote
diﬀerent behaviors depending on the particular interaction space in which it
evolves. A technical contribution that we also believe original is to show how
this contextual information may be integrated in rather standard operational
semantics based on labelled transition systems (LTS) and bisimulation.
The outline of the paper is as follows. As a ﬁrst step (section 2), we
deﬁne the basic model of Interaction Spaces, providing both the geometrical
metaphor and its semantics. An important step between the geometry and its
associated calculus is that of spatial composition, which is presented in section
3. We then introduce the agent calculus itself in section 4. The presentation
is rather classical for a variant of the pi-calculus. The main outcome is a set of
behavioral equivalences and associated properties that support compositional
reasoning about agent behaviors.
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Fig. 1. The geometry of Interaction Spaces
2 The geometry of Interaction Spaces
An Interaction Space, as represented in ﬁgure 1, is comprised of a dimension
L of locations (or agent identities), a dimension C of channels (or channel
identities), and for every couple l, c of location and channel, a dimension A of
acts (or channel state). Their content is made of two kind of information:
• values in set V that populate dimensions of acts A, reﬂecting the contents
of transmitted data among agents.
• colors in set C =̂ {read, write, lfail, cfail} that are properties decorating
channel or location references to maintain control-level information such as
ownership of channels.
The colors lfail and cfail respectively deal with location and channel
failures. We do not present complete failure semantics in the paper. How-
ever, we take care to avoid communication on failed channels and mobility
with failed locations.
The formal deﬁnition is as follows:
Deﬁnition 2.1 An interaction space, generally noted Δ, is a multi-dimensional
space containing values and color sets in E =̂ N2 → ℘C × (Z → V). In this
deﬁnition, ℘C is the powerset of C, N and Z are the usual integer sets.
2.1 Transformations and projections
Interaction spaces and their contents are manipulated through expansions ED
(in each possible dimension D) and elementary transformations categorized
as unit translations TD (in dimension D), paints Pc and inversions Pbc (of
color c), and ﬁlls Fv (of value v). Transformations may be composed using
the notation ΘΘ′Δ in which Δ is ﬁrst transformed by Θ′ and then by Θ.
Deﬁnition 2.2 We deﬁne various projections of an interaction space Δ :
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• Δ(L ⊆ LΔ, C ⊆ CΔ) ⊆ ℘
C × (Z → V)
• Δ(l ∈ LΔ, c ∈ CΔ) ∈ ℘
C × (Z → V)
• fst(Δ(l ∈ LΔ, c ∈ CΔ)) ∈ ℘
C
• snd(Δ(l ∈ LΔ, c ∈ CΔ))(a ∈ AΔ(l, c)) ⊆ V.
The simplest one is the projection on a give location l and channel c with
Δ(l, c). The colors and dimension of acts of a particular intersection are
respectively noted fst(Δ(l, c)) and snd(Δ(l, c)). The domain of a dimension
of acts is noted AΔ(l, c). Projected subspaces may serve as restriction for
transformations, with the notation (T, δ)Δ in which the space Δ is transformed
by T only in its subspace δ. Finally, the sets of location and channel identities
of a space Δ are noted LΔ and CΔ respectively.
Deﬁnition 2.3 The dimensions of an interaction space Δ ∈ E are:
• LΔ =̂ fst(dom(Δ)) the dimension of locations
• CΔ =̂ snd(dom(Δ)) the dimension of channels
• AΔ(l ∈ LΔ, c ∈ CΔ) =̂ dom(snd(Δ(l, c))) a dimensions of acts
2.2 Freshness
The notion of freshness is of central importance in process calculi to discuss
about private names. In the presence of mobility, the implementation of fresh-
ness is a diﬃcult aspect, with the intervention of somewhat contrived axioms,
e.g. for scope extrusion [10]. It is our objective to address the freshness issue
in purely geometrical terms. Two distinct requirements relate to freshness:
(1) the creation of fresh channels, and (2) the creation of fresh locations. To
create a a new location, we have to expand a given space in the dimension
L of locations. The identity of the newly created location is the cardinal
of the dimension in the original space. We deﬁne the following compound
transformations for fresh creations:
newloc(Δ) =̂ ELΔ locref (Δ) =̂ card(LΔ)− 1
newchan(Δ) =̂ ECΔ chanref (Δ) =̂ card(CΔ)− 1
The freshness properties that must be established are:
(fresh-location) locref (newloc(Δ)) ∈ LΔ
(fresh-channel) chanref (newchan(Δ)) ∈ CΔ
2.3 Dynamic ﬂowgraphs
The structure of an interactive system is commonly described at an informal
level using ﬂowgraphs [10]. Figure 2(a) shows a ﬂowgraph and its correspond-
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Fig. 2. The ﬂowgraph representation
ing interaction space. Agents (or locations) are represented using circles and
channels by arrows. Channels ends are described using dots and arrowheads.
In the ﬁgure, the channel c is docked to agent l2, which may thus perform
emissions. The channel c is also linked to agents l1 and l3. They can both
receive information on c, which denotes multicast interactions.
As in the pi-calculus, interaction spaces support dynamic ﬂowgraphs in
which channel ends move from agents to agents dynamically. On ﬁgure 2(b),
the dock and link properties of c are modiﬁed. To model such modiﬁcation, we
use colors and paint transformations. The intersection of a channel c docked to
a location l is painted using color write. This is shown as a black pavement in
the ﬁgures. Linked locations are decorated by color read, which is represented
by a blue pavement. We deﬁne functions to get and set colors at speciﬁc
intersections of channels and locations as follows:
cget(Δ, l, c) =̂ fst(Δ(l, c))
cset(Δ, l, c, color) =̂ (Pcolor,Δ(l, c))Δ
cunset(Δ, l, c, color) =̂ (P
ĉolor
,Δ(l, c))Δ
The expected properties are:
(cset-safety) color ∈ cget(cset(Δ, l, c, color), l, c)
(cunset-safety) color ∈ cget(cunset(Δ, l, c, color), l, c)
2.4 Communication
Once a correct ﬂowgraph has been set up using dock and link operations,
communications between agents may be performed. We illustrate the emission
of an information represented as a white cube on ﬁgure 3(b). The cube is
emitted by agent l2 and transits on channel c (docked to l2). A copy of the
cube is put in each location the channel c is linked to (i.e. l1 and l3). For this
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Fig. 3. The Communication model in Interaction Spaces
we need ﬁrst to expand the dimension of acts for linked agents with:
linked(Δ, c) =̂ {l ∈ LΔ | read ∈ cget(Δ, l, c)}
newact(Δ, c) =̂
⋃
l∈linked(Δ,c)
EAΔ(l, c)
Once the space has been expanded, we may multicast the emitted value
by ﬁlling the subspace of linked agents for the channel. For this we write:
mcast(Δ, c, v) =̂
⋃
l∈linked(Δ,c)
[Fv, snd(Δ(l, c))(max(AΔ(l, c)))]Δ
We must then combine the previous two transformations to perform the
complete emission as follows:
send(Δ, c, v) =̂ mcast(newact(Δ, c), c, v)
On ﬁgure 3(c) we depict the eﬀect of sending another information repre-
sented as a black cube by the same agent l2. It is as if the cube is stacked over
the previous one, introducing an order relation.
The reception process is depicted on ﬁgure 3(d). Here, agent l3 is perform-
ing the reception. The value to receive is a dot in the space at coordinates
snd(Δ(l3, c))(0), which corresponds to the oldest emitted value on channel c
for location l3. The following projection gets this value in general:
fetch(Δ, l, c) =̂ snd(Δ(l, c))(0)
To perform the reception in geometrical terms, we have to translate a unit
in the dimension of acts, which we write:
receive(Δ, l, c) =̂ (TA, snd(Δ(l, c)))Δ
Note that values, once fetched, do not disappear from the interaction space.
The subspace of negative coordinates in the dimension of acts characterizes
precisely the history of interactions. The main requirement is the implemen-
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tation of FIFO semantics:
(send-ﬁfo) ∀l ∈ linked(Δ, c), let Δ such that AΔ(l, c) = ∅ and let Δ
′ =
send(send(Δ, c, v1), c, v2), then fetch(Δ
′, l, c) = v1
and fetch(receive(Δ′, l, c), l, c) = v2
2.5 Mobility
The model of interaction spaces support the two most common forms of mo-
bility : agent mobility (so-called migration) and channel mobility. We already
discussed the implementation of dynamic ﬂowgraphs, similar to the kind of
mobility implemented in the pi-calculus. The isolated movement of channel
states, whose implementation can be made eﬃcient, is also of great interest in
practice, as we discuss in [8]. In the semantics, this corresponds to a simple
translation deﬁned as follows:
xfer(Δ, c, l1, l2) =̂ (TL,Δ({l1, l2}, c))Δ with l1 < l2
The important properties of xfer are as follows:
(xfer-cleanup) xfer(Δ, c, l1, l2)(l1, c) = ∅
(xfer-safety) xfer(Δ, c, l1, l2)(l2, c) = Δ(l1, c)
l2
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Fig. 4. Agent mobility
Figure 4 describes the movement of a whole agent. As seen on the ﬁgure,
this comprises the movement of all channels ends and channels states bound
to the mobile agent. The transition from ﬁgure 4(a) to ﬁgure 4(b) may be
decomposed in two steps. First, we have to create the target location l3. The
rationale is that we do not allow race conditions on locations at the semantic
level 1 . The migration phase itself consists in translating the subspace of all
channels at the source location to the newly created one, which we formalize
as follows:
migrate(Δ, l) =̂ xfer(Δ, l, l′, C) with l′ = locref (Δ)
1 Of course, implementations should map locations to physical, distributed sites that permit
sharing.
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The whole movement is a combination of creating a location and moving:
move(Δ, l) = migrate(newloc(Δ), l)
The properties we expect from this operation are:
(move-cleanup) move(Δ, l)(l, CΔ) = ∅
(move-safety) move(Δ, l)(locref (Δ), CΔ) = Δ(l, CΔ)
3 Spatial composition
An interaction space can be seen as a parallel composition of a set of agents
(locations) interacting through a set of channels (and channel states). In the
next step, we shall explain how to compose interaction spaces themselves.
For this we introduce the spatial composition operator ⊗. In Δ1 ⊗λ,γ Δ2 we
combine two spaces Δ1 and Δ2. The operator is parametrized by a mapping λ
of locations and a mapping γ of channels from the left-hand space to the right-
hand space. All mappings must be consistent with respect to the contents of
the composed spaces. This means that the subspaces denoted by the mapped
locations and/or channels must be equal. For example, in Δ1 ⊗{l1 →l2},{c1 →c2}
Δ2, we must ensure for example that Δ1(l1, c1) = Δ2(l2, c2).
Deﬁnition 3.1 The spatial composition operator is a function of E×E×(N →
N)×(N → N) → E, noted Δ1⊗λ,γΔ2 such as Δ1,Δ2 ∈ E, λ ∈ LΔ1 → LΔ2, γ ∈
CΔ1 → CΔ2 and ∀l ∈ LΔ1 ∪ LΔ2, ∀c ∈ CΔ1 ∪ CΔ2 :
(i) (Δ1 ⊗λ,γ Δ2)(l, c) = Δ1(l, c) if l ∈ LΔ1 and c ∈ CΔ1
(ii) (Δ1 ⊗λ,γ Δ2)(l, c) = Δ1(l, c) = Δ2(λ(l), γ(c)) if l ∈ dom(λ) and c ∈
dom(γ)
(iii) (Δ1 ⊗λ,γ Δ2)(l, c) = Δ1(l, c) = Δ2(λ(l), c) if l ∈ dom(λ) and c ∈ dom(γ)
(iv) (Δ1 ⊗λ,γ Δ2)(l, c) = Δ1(l, c) = Δ2(l, γ(c)) if l ∈ dom(λ) and c ∈ dom(γ)
(v) (Δ1 ⊗λ,γ Δ2)(l
′, c′) = Δ2(l, c) if l ∈ LΔ2 \ ran(λ) and c ∈ CΔ2 \ ran(γ)
with l 
→ l′ ∈ σλ⊗(Δ1 ⊗λ,γ Δ2) and c 
→ c
′ ∈ σγ⊗(Δ1 ⊗λ,γ Δ2)
The result of spatial composition is a combined space in which, by default,
locations and channels from both the operand spaces are distinguished. We
may use ∅ or simply omit the λ and γ parameters in this case. This means
that locations and/or channels from the right-hand side space can be updated
through spatial composition. We deﬁne the substitutions σλ⊗ and σγ⊗ to
record all updates:
Deﬁnition 3.2 The spatial updates substitutions are as follows:
• σλ⊗(Δ1 ⊗λ,γ Δ2) =
⋃
{l 
→ l′} with l ∈ LΔ2\ran(λ) and l
′ ∈ LΔ1 ∪ LΔ2
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• σγ⊗(Δ1 ⊗λ,γ Δ2) =
⋃
{c 
→ c′} with c ∈ CΔ2\ran(γ) and c
′ ∈ CΔ1 ∪ CΔ2
In the deﬁnition above, the cosupport members (e.g. l′ and c′) must be
chosen fresh.
As an illustration consider the space, say Δ1, represented on the left of ﬁg-
ure 5 with locations l1, l2 and channels c1, c2. The ﬁgure shows the composition
Δ1⊗{l1 →l′1},{c2 →c′1} Δ2 in which Δ2 has locations l
′
1, l
′
2 and channels c
′
1, c
′
2. The
result is a space Δ3 with three locations l1, l2, l3 and channels c1, c2, c3 such
as σλ⊗(Δ1 ⊗{l1 →l′1},{c2 →c′1} Δ2) = {l
′
2 
→ l3} and σγ⊗(Δ1 ⊗{l1 →l′1},{c2 →c′1} Δ2) =
{c′2 
→ c3}.
Hitherto, we may anticipate on the rest of the paper to describe the main
connection point between the geometrical semantics of interaction spaces and
the process-algebra semantics of the calculus proposed in the next section.
The rule (SC4) of structural congruence (cf. table 2) shows how two agents
evolving in separate interaction spaces may be composed through the spatial
composition of their respective spaces, and the parallel composition of the
agent speciﬁcations or programs. Of course, the updates of the right-hand
space must be taken into account by applying the substitutions for both loca-
tions and channels.
A simpler case corresponds to agent evolving in equal spaces (see the par-
allel operator rule O2 in table 3). Interestingly, the spatial composition oper-
ator denotes a commutative space model for which the natural equality is a
lot more ﬂexible than the set-theoretic equality identifying interaction spaces
with identical dimensions, contents and colors.
Deﬁnition 3.3 Two interaction space Δ1,Δ2 ∈ E are spatial permutations
if, and only if, ∃λ, γ ∈ N → N such as LΔ1 = dom(λ), LΔ2 = ran(λ) and
CΔ1 = dom(γ), CΔ2 = ran(γ)
Deﬁnition 3.4 The spatial equivalence on interaction spaces is deﬁned as
follows. Let Δ1 ∈ E and Δ2 ∈ E, then Δ1 =⊗ Δ2 if, and only if, Δ1 and Δ2
spatially permute.
The intuition is that two spaces are spatially equivalent if the only way they
diﬀer is obtained by permutations of dimensions of locations or channels. To
ensure this, the mappings must cover the full domain of both interaction space,
and of course they must have the same number of locations and channels.
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Figure 6 illustrates the property. It is simple enough to prove that it
is, indeed, an equivalence relation. Reﬂexivity is obtained by considering
the identity functions for λ and γ. Symmetry is obtained through λ−1 and
γ−1 and the composition of the two mapping functions naturally leads to the
transitivity result.
4 Agent calculus and operational semantics
We describe in this section an agent calculus designed as an extension of the
pi-calculus. We develop both the syntax and the operational semantics of the
language, as well as a set of behavioral equivalences.
4.1 Syntax and informal semantics
From a syntactical point of view, the agent calculus we propose is very
close to Milner’s pi-calculus [10]. The syntax rules are given in table 1.
deﬁnition D, . . . ::= D(x1, . . . , xn) = P
process P,Q, . . . ::= 0 | P + Q | α.P | α@l.P | D(y1, . . . , yn)
action α, β, . . . ::= new(c) | init(l){Q} | τ
(ﬂowgraph) dock(c) | undock(c) | link(c) | unlink(c)
(communication) c!v | c?(x)
(mobility) go(l) | leap(c, l)
agent A,B, . . . ::= [P ]@l | A ‖ B
Table 1
The syntax of agents
Unlike the pi-calculus in which processes are everywhere, we distinguish
them here from agents denoting parallelization of processes or other agents.
F. Peschanski / Electronic Notes in Theoretical Computer Science 154 (2006) 63–8272
The parallel operator thus only operates at the top-level. More than just
clarifying the role of the parallel operator, this also ensures that processes
found at the implementation level are those expressed in the syntax.
The rest of the syntactic deﬁnitions are similar, if not identical, to com-
mon variants of the pi-calculus. Only new action kinds are introduced to
implement the speciﬁc features of interaction spaces. These extensions have
been presented and discussed in the previous sections. It would be wrong to
look for a decisive increase in the expressivity of the language if compared to
the standard pi-calculus. However, the agent calculus we propose is arguably
more expressive than most asynchronous variants to encode local causal or-
der. As an illustration, consider the general form of clients in transaction
systems. The idea is to emit open/commit delimited transactions with strict
local causal order semantics. Such a client could be encoded here as follows:
Client(tr) = tr!open.tr!req1.tr!req2 . . . tr!reqn.tr!commit
We use the fact that channel tr adopts asynchronous FIFO semantics,
and thus conveys both the transaction orders reqi as well as their causal or-
der. Strict asynchronous encoding are most inconvenient; they also introduce
artiﬁcial communicating processes hardly justiﬁable in practice [2].
Another emphasis of the approach is to build solid foundations for eﬃcient
distributed implementations. For this, race conditions must be discussed be-
cause this is the main source of distributed synchronizations, whose cost pre-
vent eﬃcient implementations [5]. Conﬂicts arise when two agents decide to
emit or receive on the same channel as in:
c!a ‖ c!b ‖ c?(x).P (x) or c!a ‖ c?(x).P (x) ‖ c?(y).Q(y)
In interaction spaces, we adopt a resource reservation scheme to limit the
need for synchronization to its strict minimum. The emission and reception
capacities are acquired and released through (un)docking and (un)linking pre-
ﬁxes, and this does not interfere with ongoing communications. Moreover, the
multicast semantics we propose support the concurrent reception on shared
channels without synchronization.
As for mobility, the interaction spaces implement rather advanced features.
Consider the following example of “jumpy” agents:
[dock(c).c!d.go(l)]@l1 ‖ [link(c).c?(x).dock(x).x!c]@l2
‖ [link(d).d?(x).Q(x)]@l3
Here, agent l1 may ﬁrst acquire c for writing and send channel d to agent
l2 showing channel identity movement. This would result in :
[go(l).P (l)]@l1 ‖ [dock(d).d!c]@l2 ‖ [link(d).d?(x).Q(x)]@l3
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The next step could be either the migration of l1 to some location bound
to l (say l4), or the communication of channel c through d between agents l2
and l3. We would end up with:
[P (l4)]@l4 ‖ [0]@l2 ‖ [Q(c)]@l3
The translation in interaction space semantics is fairly natural. For more
realistic examples taking advantage of these features, see [8].
4.2 Basic operators
We describe in this section the basic semantic rules for the agent calculus.
We develop rather classical LTS-based semantics with the important distinc-
tion that terms here are divided in a contextual part, characterized by an
interaction space, and a language part, using the syntax of table 1. First,
the relation of structural congruence (see table 2) identiﬁes “syntactically”
equivalent terms. Note the speciﬁc rule for spatial composition taking care of
substitution for updated channels and locations (see section 3).⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Δ  P ≡ Δ  P{y/x}with x bound and y fresh in P (SC1)
Δ  [α.P ]@l ≡ α@l.[P ]@l (SC2)
Δ  P ‖ Q ≡ Δ  Q ‖ P, Δ  P ‖ 0 ≡ Δ  P (SC3)
Δ  P ‖ Γ  Q ≡ Δ⊗λ,γ Γ  P ‖ (Q)
⎛
⎝λ−1 ◦ σλ⊗(Δ⊗λ,γ Γ)
◦γ−1 ◦ σγ⊗(Δ⊗λ,γ Γ)
⎞
⎠ (SC4)
Δ  P + Q ≡ Δ  Q + P, Δ  P + 0 ≡ Δ  P (SC5)
Δ  D(y˜) ≡ Δ  P{y˜/x˜} if D(x˜) = P (SC6)
Table 2
The relation of structural congruence
LTS transitions are labelled by observable actions performed by the agents.
Observable actions are those of the syntax (see table 1) with the exception of
init and new that are not observable and coincide with the internal step τ .
By observable we mean observable in the language since new and init modify
the interaction space, and as such possess an observable eﬀect. An action α
located in l is noted α@l. Locations of actions are optional in the syntax but
needed in the semantics [12].
The axioms A1, A2 and A3 describe the basic semantics for all silent
and observable actions. As rule A3 states, the interaction space part of a
term is notably invariant through observations. Only internal actions may
involve contextual transformations. The basic axioms A1, A2 and A3 must be
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Δ  init(l1){Q}@l2.P
τ@l2−→ newloc(Δ)  (P ‖ [Q]@l1){locref (Δ)/l1}
(A1)
Δ  new(c)@l.P
τ@l
−→ newchan(Δ)  P{chanref (Δ)/c}
(A2)
Δ  α.P
α
−→ Δ  P
(A3) for any action α ∈ {init, new}
Δ  P
α
−→ Δ′  P ′
Δ  P ‖ Q
α
−→ Δ′  P ′ ‖ Q
(O1) Δ  P
α
−→ Δ′  P ′
Δ  P + Q
α
−→ Δ′  P ′
(O2)
P ≡ P ′ Δ  P
α
−→ Δ′  Q Q ≡ Q′
Δ  P ′
α
−→ Δ′  Q′
(O3)
Table 3
Operators
combined by the rules for the basic operators of the language: parallel (rule
O1) and choice (rule O2) compositions. We may note the connection to the
structural congruence through the dedicated rule O3. These deﬁnitions are
the classical ones for process algebras.
4.3 Reduction rules
The rules of table 4 tell how silent steps or reductions can be inferred from
the occurrence of observable actions in particular interaction space contexts.
Rules may be decorated with side-conditions. For example, rule S1 states
that docking may not be performed on a linked channel. Undocking (rule
S2) is only allowed is already docked to the same location. Rules S3 and
S4 for linking operate in a similar way. Moreover, an agent may perform an
emission (rule C1) on a given channel only if it is docked to the location.
Rule C2 describes the reception by an agent on a correctly linked channel.
These restrictions enforce a non-interfering discipline in which agents may not
meddle with other agents when communication occur.
Agent and channel state mobility are implemented in the semantics by
rules M1 and M2. The leap action is only available for channels that are
neither docked nor linked to any location. The rationale is that potential
race conditions on leap actions should also not interfere with communication.
The go action does not need such constraints since a fresh location is used as
target.
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Δ  P
dock(c)@l
−→ Δ  P ′ cget(Δ, l, c) = {read}
Δ  P
τ@l
−→ cset(Δ, l, c, write)  P ′
(S1)
Δ  P
undock(c)@l
−→ Δ  P ′ cget(Δ, l, c) = {write}
Δ  P
τ@l
−→ cunset(Δ, l, c, write)  P ′
(S2)
Δ  P
link(c)@l
−→ Δ  P ′ cget(Δ, l, c) = {write}
Δ  P
τ@l
−→ cset(Δ, l, c, read)  P ′
(S3)
Δ  P
unlink(c)@l
−→ Δ  P ′ cget(Δ, l) = {read}
Δ  P
τ@l
−→ cunset(Δ, l, c, read)  P ′
(S4)
Δ  P
c!v@l
−→ Δ  P ′ cget(Δ, l, c) = {write}
Δ  P
τ@l
−→ send(Δ, c, v)  P ′
(C1)
Δ  P
c?(x)@l
−→ Δ  P ′ cget(Δ, l, c) = {read}
Δ  P
τ@l
−→ receive(Δ, l, c)  P ′{fetch(Δ, l, c)/x}
(C2)
Δ  P
go(l2)@l1
−→ Δ  P ′
Δ  P
τ@l1−→move(Δ, l1)  P{locref (Δ)/l2}
(M1)
Δ  P
leap(c,l2)@l1
−→ Δ  P ′ cget(Δ, l2, c) = ∅
Δ  P
τ@l1−→ xfer(Δ, c, l1, l2)  P
′
(M2)
Table 4
Reduction rules
4.4 Behavioral equivalences
The LTS characterization of the agent calculus denotes a behavioral equiva-
lence on terms. Such a mathematical construction is fundamental to compare
and reason about agent behaviors. We ﬁrst relate the common notion of
bisimulation to the particular setting of interaction spaces:
Deﬁnition 4.1 A (strong) bisimulation in interaction spaces is a symmetric
relation between the LTS of two agents Δ  A and Γ  B such that:
• Δ =⊗ Γ, and
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• if Δ  A
α
−→ Δ′  A′ then Γ  B
α
−→ Γ′  B′ and Δ′ =⊗ Γ
′
Strong bisimulation equivalence Δ  A
.
∼ Γ  B is the largest bisimulation
between agents Δ  A and Γ  B.
The intuition is that two agents posses the same behavior iﬀ they: (1)
perform the same sequences of observable and silent actions, (2) possess the
same branching structure, and (3) if put in the same spaces, they produce
the same transformed spaces through reductions up to spatial equivalence. A
well known result is that bisimulation equivalences are not always preserved
by input preﬁxes because of channel mobility. However, the agent calculus we
propose oﬀer a clean separation between parallel composition, only available
at the agent level, and sum composition at the process level. From this we
may introduce separate agent and process contexts and congruences.
Deﬁnition 4.2 An agent context C‖[X] is an agent X put in parallel with
some other agents. The grammar is C‖[X] ::= X | X ‖ S where S is a system
of parallel agents.
A process context C[X] is a context in which X is part of a process. It is
given by the syntax: C[X] ::= X | α@l.X+P where P is a process expression.
We write C[X|A] for the context C[X] inside an agent A. A process congruence
is an equivalence that preserves all process contexts. An agent congruence is
an equivalence that preserves all agent contexts.
It is relatively easy to show that strong bisimulation equivalence is both
agent congruence and a process congruence.
We only outline the part of the proof that speciﬁcally deals with input
preﬁxes. In the pure pi-calculus, it is easy to show the following property
holds:
c!v ‖ d?(x)
.
∼ c!v.d?(x) + d?(x).c!v
However, the results does not holds anymore in the context of an input
preﬁx that binds either c or d, hence :
b?(d).[c!v ‖ d?(x)] 
.
∼ b?(d).[c!v.d?(x) + d?(x).c!v]
In the left-hand side, a communication may occur if, for example, channel
c is received through b. This communication may not occur in the right-
hand side because process may only interact in parallel compositions in the
pi-calculus.
Let us translate this in the framework of interaction spaces by considering
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a space Δ in which we have, for some l2 = l1 :
Δ  [init{d?(x)}.c!v]@l1
.
∼ Δ  τ@l1.
⎡
⎣ d?(x)@l2.c!v@l1
+c!v@l1.d?(x)@l2
⎤
⎦
We may ask if this result is preserved by input preﬁxes, for example by
verifying that the following property holds for some Γ and l2 = l1:
Γ  [b?(d).[init{d?(x)}.c!v]]@l1
.
∼ Γ  b?(d)@l1.τ@l1.
⎡
⎣ d?(x)@l2.c!v@l1
+c!v@l1.d?(x)@l2
⎤
⎦
In fact, this does hold in the framework of interaction spaces because agents
do not interact directly. If, for instance, we consider the following internal
steps:
Γ  [b?(d).[init{d?(x)}.c!v]]@l1
−→ Γ′  [init{c?(x)}.c!v]@l1
−→ Γ′′  [c?(x)]@l2 ‖ [c!v]@l1
−→ Γ3  [c?(x)]@l2 ‖ [0]@l1
−→ Γ4  [0]@l2 ‖ [0]@l1
Then this can be matched by equivalent steps without parallel:
Γ  b?(d)@l1.τ@l1[d?(x)@l2.c!v@l1 + c!v@l1.d?(x)@l2]
−→ Γ′  τ@l1.[c?(x)@l2.c!v@l1 + c!v@l1.c?(x)@l2]
−→ Γ′′  c?(x)@l2.c!v@l1 + c!v@l1.c?(x)@l2
−→ Γ
3
 c?(x)@l2
−→ Γ4  0@l2
These results are of course bisimilar up to structural equivalence.
An issue with strong semantics is that they expose all the details of the
agent behaviors. A useful variant is the weak semantics approach and the
related weak bisimulation equivalence, noted Δ1  P
.
≈ Δ2  Q. The idea is
abstract from purely internal steps in the semantics.
Deﬁnition 4.3 A weak transition
α
=⇒ for an observable action α is the re-
ﬂexive and transitive closure of the silent transition around a transition for
α, i.e.,
α
=⇒ =̂
τ
−→
∗ α
−→
τ
−→
∗
. Weak bisimulation equivalence is the largest
symmetric relation Δ  A
.
≈ Γ  B between agents A and B such as:
• Δ =⊗ Γ, and
• if Δ  A
α
=⇒ Δ′  A′ then Γ  B
α
=⇒ Γ′  B′ and Δ′ =⊗ Γ
′
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It is relatively easy to show that weak equivalence preserve agent preﬁxes.
However, the process context C[X] =̂ X + c!v may be used to show that
.
≈
is not a process congruence. We trivially have Δ  [c!w]@l
.
≈ Δ  [τ.c!w]@l.
However, we have Δ  [C(P )]@l ≡ [c!w + c!v]@l and Δ  [C(τ.P )]@l ≡
[τ.c!w + c!v]@l and as such Δ  [C(P )]@l 
.
≈ Δ  [C(τ.P )]@l.
The weak semantics allow us to derive a weak normal form in which terms
may be rewritten, simplifying the equational theory. We ﬁrst establish the
following lemma:
Δ  [α.new(c)]@l
.
∼ Δ  [new(c).α]@l for any action α with c ∈ α
The proof scheme for this lemma is as follows. Since the new preﬁx infers
silent transitions, it is not observable and thus absent from weak semantics.
However, the eﬀect of the new preﬁx is visible since it is recorded in the con-
text. Since c is not part of α, the subspace in which the expansion is performed
is independent of the subspace potentially aﬀected by the performance of α,
which suﬃces to prove the lemma. 
As a simple corollary of the previous lemma we can prove that terms in
the calculus accept a normal form which we write as follows:
Δ 
∏
i
[
∑
new(x˜).Pi]@li with Pi free of new actions and x˜ fresh names
Such a normal form is interesting at the formal level because it reduces the
number of cases to consider in proofs based on structural induction on process
terms. In practice, this lemma is also interesting since it allows pre-allocation
of channels, an interesting optimization since real distributed channels are
quite a demanding kind of resource.
5 Related work
The agent calculus we propose may be seen as a distributed implementation
of the pi-calculus [10]. From pi we mostly reﬁne the channel mobility feature,
diﬀerentiating the movement of channel ends and channel states. To some
extents, the developed semantics provide a more precise treatment of some
fundamental features of the pi-calculus and variants, most notably the issue
of freshness that is here guaranteed by geometrical construction. This is
also the case for channel mobility that we provide without the need for any
scope extrusion axiom. Finally, there is no room in Interaction Spaces for any
early/open/late semantic variants.
Despite its asynchronous nature, our agent calculus is in its syntax closer
to the standard pi-calculus than most asynchronous variants [2]. For instance,
the asynchronous calculi disallow output preﬁxing which is not our case. The
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immersion of the pi-calculus concepts in a distributed environment is not just
a question of explicit locations. Similarly to actors [1], a clear distinction
between systems (we call them agent contexts) and programs (process con-
texts) is enforced. From this point of view, the interaction spaces may also
be seen as an extension of the actor conﬁgurations. The diﬀerence is that
connections are implicit in actors whereas explicit channels are modeled in
interaction spaces. We think that this provides an easier and more eﬃcient
management of resources. In our opinion, a model for distributed systems
should also diﬀerentiate emitting and receiving capacities on channels. Such
a polarization is discussed in [11] [13] and enforced in most of the applied
semantics for mobile languages. The problem is that it also induces a rather
limiting locality constraint [9] which is not present in interaction spaces.
Mocha-Pi [7] is a coordination language used to describe the external
control of software component. The primary building blocks are commu-
nication channels with various semantics: synchronous/asynchronous, uni-
cast/multicast and so on. In contrast, the language of Interaction Spaces is
used to describe the behavior of mobile agents interacting in a distributed
environment. The two approaches may thus be seen as complementary. An
interesting fact is that both work use the same source of inspiration, namely
the Pi-calculus, to address issues that are largely orthogonal.
The mobility features proposed in interaction spaces are rather advanced
with separate agent, channel and channel state forms of mobility. However,
unlike the mobile ambients [3], we do not yet provide any hierarchical migra-
tion feature. There are relatively short term reasons. First, it is not clear,
yet, how one would build an eﬃcient implementation for the ambient features.
Moreover, the behavioral equivalences in the mobile ambients seem, at least
for the moment, a lot more complex to deal with than for pi-calculus vari-
ants. However, in the long term, we do think the model could be extended
for hierarchical mobility by allowing spaces to nest within locations. What
interaction spaces do oﬀer and may not be found in mobile ambients is the
high-level communication semantics as well as channel state mobility.
Multicast interaction models for channel-passing calculi have been pro-
posed, for example in the broadcast pi-calculus [4]. In such work, multicast
interactions are built using a subtractive scheme, discarding unwanted com-
munications. Interaction spaces, on the other hand, use an additive scheme in
which receptors are selected explicitly and dynamically. The advantage of the
additive case is that the model is not speciﬁc for broadcast systems. Point-
to-point interactions can be modeled by enforcing that a given channel may
only be linked to one agent at a time. This is a simple geometrical constraint.
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6 Conclusion and future work
The model of interaction spaces proposes a geometrical characterization for
mobile agent systems. An advantage of the geometrical point of view is that it
oﬀers an intuitive and self-explicit model, on which a basic denotation is easily
constructed. Despite its conceptual simplicity, the model captures semantics
that are arguably of higher-level than most process calculi. Instead of spe-
cializing in such or such area (e.g. asynchrony, multicast or FIFO semantics),
we think the model is general enough to serve as foundation for full-ﬂedged
implementations. There is an ongoing work by three master’s students in that
direction, along the lines of our previous mobile platform [8].
Above the geometrical foundations, we design an agent calculus allowing
the description and composition of agent behaviors in interaction spaces. The
LTS characterization of the agent speciﬁcations is in our opinion similar in
complexity to other applied calculi [5] [14]. While we do not discuss all the
properties of the LTS characterization, we show at least that it is relatively
simple to deal with, provided that most proofs rely on properties of interaction
spaces. Interestingly, the simple properties we expose, mostly commutative
laws, have a direct impact on the implementation. Normal forms are also a
preliminary step for further meta-theoretic investigations.
The Interaction Spaces were conceived as a reﬁnement, almost a dis-
tributed implementation, of the Pi-calculus. In fact, the Pi-calculus could
be seen as a behavioral type theory for the Interaction Spaces. But we also
think that the Interaction Spaces, with their nice congruence features, could
be abstracted back to a very ﬂexible model. As a matter of fact, changes in the
communication and mobility semantics is mostly a matter of enforcing some
geometrical properties of the model. We thus plan to deﬁne a generalization
of interaction spaces parametrized by geometrical constraints. For instance,
a synchronous model of communication can be simulated with 1-sized spaces.
Publish/subscribe interactions could be provided by releasing the constraint
of uni city for channel owners. With nesting, various space with various geo-
metrical constraints could even cooperate within the same framework.
It is also interesting to investigate properties that may be fully captured in
geometrical terms. To illustrate this point, consider client/server interactions.
These are somewhat diﬃcult to observe directly in process terms because of the
physical and (thus) logical separation between the client and server parts. If
observed in the context of interaction spaces, client/server interactions become
“blinking dots”. A communication deadlock can also be characterized as a
permanent dot. Geometrical invariants may also denote liveness issues, and so
on. Upon the foundations exposed in this paper, we shall study and categorize
these fundamental geometrical interaction patterns.
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