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Abstract 
On-line residual stress assessment in turning of Inconel 718 was carried out through multiple sensor monitoring based on cutting 
force, acoustic emission and vibration signals acquisition and analysis. The detected sensor signals were processed by the wavelet 
packet transform technique to extract statistical features from the packet coefficients for the construction of wavelet feature vectors. 
The latter were used for sensor fusion pattern recognition through neural network data processing grounded on X-ray diffraction 
residual stress measurements on the turned part surface. The scope of the sensory data fusion approach was to achieve a robust 
scheme for multi-sensor monitoring decision making on machined surface integrity in terms of residual stress level acceptability. 
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1. Introduction 
Industries aim to machine parts that satisfy both 
functional and quality requirements. There are several 
factors to take into consideration that may affect the 
functionality and quality of the machined part. These 
factors are directly related to the surface integrity 
(including topological parameters such as surface 
roughness), mechanical properties (residual stress, 
hardness, etc.), and metallurgical states of the work 
material during processing (phase transformation, 
microstructure distortion, and related property 
variations) [1]. 
Residual stress is induced in the work material 
surface by the cutting process and is classified as 
acceptable or unacceptable based on a critical value 
defined by the work material properties and the service 
requirements of the part [2]. The implementation of an 
on-line residual stress assessment system is highly 
desirable as unacceptable residual stress levels 
dramatically affect the fatigue life of the workpiece [3].  
In the aeroengine construction industry, nickel alloys 
are the most widely used superalloys for the 
manufacturing of aircraft engine components (turbine 
blades, discs, seals, rings, casings) due to their ability to 
withstand high stress and high temperature conditions. 
In this research work, an experimental campaign of 
turning tests was performed on Inconel 718 cylindrical 
shafts by varying the cutting conditions and using a 
multiple sensor monitoring system for the detection of 
sensor signals of diverse nature: 
 3 components of cutting force: Fx, Fy, Fz 
 Root mean square of acoustic emission: AERMS 
 3 components of vibration acceleration: Ax, Ay, Az 
The detected signals were processed using the 
wavelet packet transform (WPT) technique to extract 
statistical features from the packet coefficients [4-6] in 
order to construct wavelet packet feature vectors for 
sensor fusion pattern recognition. The latter was realised 
through a neural network approach for multi-sensor 
monitoring decision making on machined surface 
integrity grounded on X-ray diffraction residual stress 
measurements on the turned shaft surface [6]. 
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2. Experimental Tests 
An experimental campaign of turning tests on Inconel 
718 cylindrical shafts was set up (Fig. 1): it was 
subdivided into a set of standard cutting conditions tests 
and a set of severe cutting conditions tests (Table 1). 
Throughout the standard experimental turning tests, 
the cutting parameters were varied as follows: 
 Cutting speed, vc = 45, 50, 55 m/min 
 Feed rate, f = 0.100, 0.125, 0.150 mm/rev 
 Depth of cut, d = 0.3 mm 
 Lubrication: cooled 
Combining these cutting parameters, nine standard 
test conditions were obtained. The selected cutting speed 
values corresponding to the maximum cutting speed 
utilized in industry for the turning of Inconel 718 (vc = 
45 m/min), the maximum cutting speed reported in the 
literature for machining of nickel alloys [7] (vc = 55 
m/min), and the intermediate value between 45 and 55 
m/min (vc = 50 m/min). At least two valid test 
repetitions were performed for each cutting condition. 
The severe cutting conditions included: 
 Cutting speed, vc = 80, 100 m/min 
 Feed rate, f = 0.150, 0.300 mm/rev 
 Depth of cut, d = 0.3 mm 
 Lubrication: cooled, dry 
The severe cutting conditions parameters exceeding 
the maximum practical values for the machining of 
nickel alloys were taken into consideration in order to 
ensure the introduction of high residual stress levels in 
the machined surface in a significant number of test 
cases. By varying the cutting parameters, eight severe 
cutting test conditions were realised with no repetitions. 
Cutting tests were carried out on a step-wise basis 
(duration of each step: 120 s for standard cutting 
conditions and 30 s for severe cutting conditions) to 
allow for flank wear measurement until the maximum 
allowable value of wear land VBmax= 0.3 mm was 
reached (end of test) [3]. 
 
 
Fig. 1. Turning test: acoustic emission sensor visible from the back 
In this work, the sensor signals detected during the 
last step of each turning test were considered for signal 
processing. Overall, 26 cutting test cases were obtained 
(9 standard cutting conditions tests × 2 repetitions + 8 
severe cutting conditions tests = 26 cutting test cases). 
Table 1 summarizes all the cutting conditions of the 
experimental tests carried out on Inconel 718. 
A multiple sensor monitoring system was used 
throughout the experimental campaign for the on-line 
assessment of residual stress level. Three sensing units 
were mounted on the tool holder: a triaxial cutting force 
sensor, a triaxial vibration sensor, and an acoustic 
emission (AE) sensor (Fig. 2) [3, 9, 10]. 
Table 1. Experimental cutting test conditions 
 Test ID vc (m/min) f (mm/rev) Lubrication 
T_1 45 0.100 Cooled 
T_2 45 0.125 Cooled 
T_3 45 0.150 Cooled 
T_4 50 0.100 Cooled 
T_5 50 0.125 Cooled 
T_6 50 0.150 Cooled 
T_7 55 0.100 Cooled 
T_8 55 0.125 Cooled St
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T_9 55 0.150 Cooled 
T_1H 80 0.150 Cooled 
T_2H 80 0.300 Cooled 
T_3H 100 0.150 Cooled 
T_4H 100 0.300 Cooled 
T_5H 80 0.150 Dry 
T_6H 80 0.300 Dry 
T_7H 100 0.150 Dry 
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T_8H 100 0.300 Dry 
 
 
 
Fig. 2. Multiple sensor system: cutting force, vibration and acoustic 
emission sensors 
105 T. Segreto et al. /  Procedia CIRP  9 ( 2013 )  103 – 108 
 
3. Residual Stress Measurement 
Residual stresses were measured on machined 
samples surface using the X-ray diffraction technique 
[8]. The measurements were conducted with reference to 
a 1 mm side square area on the machined surface, along 
two perpendicular surface directions: 
 Direction 1: the cutting speed direction 
 Direction 2: the feed rate direction 
As regards residual stress assessment, only the 
cutting speed direction was taken into consideration. 
Based on industrial requirements related to the 
machining of Inconel 718, the maximum acceptable 
value of residual stress was set at 850 MPa. 
Table 2 reports the residual stress values measured 
on material samples for each cutting test. The values in 
bold exceed the maximum acceptable level and thus are 
considered unacceptable. 
4. Signal Processing and Feature Extraction using 
Wavelet Packet Transform 
4.1. Signal pre-processing 
The sensor signals obtained during the last step of 
every turning test of each of the 26 test cases were 
subjected to sensor signal processing. For each detected 
sensor signal, 5 segments of 3000 samples were 
extracted at regular intervals so that the obtained 5 signal 
specimens were uniformly distributed along the original 
signal. Thus, a total of 130 signal specimens (9 standard 
cutting conditions tests × 2 repetitions × 5 segments + 8 
severe cutting conditions tests × 5 segments = 130 signal 
specimens) were obtained for each sensor signal type 
(Fx, Fy, Fz, AERMS, Ax, Ay, Az). 
To apply the WPT to the sensor signal specimens, a 
3000 × 130 sensorial data table was constructed for each 
of the 7 sensor signal types (Fx, Fy, Fz, AERMS, Ax, Ay, 
Az), where the 3000 rows represent the number of signal 
specimen samplings and the 130 columns contain the 
130 signal specimens of the considered sensor signal 
type (Fig. 3, left table). 
4.2. Wavelet Packet Transform Feature Extraction 
The wavelet decomposition is one of the most 
widespread and powerful methods of signal analysis 
[11]. A variant of this method, the wavelet packet 
transform (WPT) which is a generalization of the 
wavelet decomposition, is used in this work for signal 
processing and feature extraction [12]. 
The WPT of a sensor signal generates packets of 
coefficients calculated by scaling and shifting a chosen 
mother wavelet, which is a prototype function. In this 
way, at the 1st level of WPT the original sensor signal S 
is split into two frequency band packets, called 
approximation A1 and detail D1. 
At the 2nd level, each approximation and detail 
packet are again split into further approximations, AA2 
and AD2, and details, DA2 and DD2, and the process is 
repeated generating a "tree" of decomposition packets 
(Fig. 4) [12]. 
The original signal S can be represented by the 
summation of output packets that cover the full signal 
decomposition "tree". For example (Fig. 4): signal S = 
A1 + AAD3 + DAD3 + DD2 [12], where A1 covers the 
approximation "branch" of the decomposition "tree", 
DD2 covers one of the two detail "branches" of the 
decomposition "tree",  and AAD3 + DAD3 together 
cover the other of the two detail "branches" of the 
decomposition "tree". 
In this work, the employed mother wavelet is a 
Daubechies 3 denoted by “db3” [13]. The decomposition 
was performed up to the 3rd level, yielding 14 packets 
for each of the 7 sensor signal types, for a total of 98 
packets. For each packet, 5 statistical features were 
calculated for each of the 130 signal specimens (see 
section 4.1): Standard Deviation, Skewness, Kurtosis, 
Root Mean Square, and Energy (Table 3) [13]. 
In Fig. 3, an example of WPT feature extraction is 
shown for the construction of the Standard Deviation ( ) 
feature vector for decomposition packet A1 and cutting 
force component Fy, denoted by [A1]Fy. 
Starting from the 3000 × 130 sensorial data table for 
cutting force component Fy (Fig. 3, (a) table), the WPT 
was applied to the 130 Fy signal specimens to obtain the 
corresponding 130 A1 packets, each composed of 1503 
coefficients (Fig. 3, (b) table).  
Table 2. Residual stress measurement results 
 Test ID RS (MPa) Direction 1 
T_1 379 
T_2 182 
T_3 455 
T_4 309 
T_5 644 
T_6 767 
T_7 378 
T_8 662 St
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T_9 1009 
T_1H 1228 
T_2H 1515 
T_3H 1376 
T_4H 1521 
T_5H 1387 
T_6H 1473 
T_7H 1277 
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T_8H 1412 
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Fig. 3. WPT feature extraction to construct the Standard Deviation ( ) feature vector for packet A1 and cutting force component Fy: [A1]Fy 
 
The Standard Deviation values of the coefficients 
of each A1 packet were calculated (Fig. 3, row vector 
under the (b) table). The row vector containing the 130 
Standard Deviation values was transposed to obtain 
the column vector representing the Standard Deviation 
feature vector for packet A1 of cutting force 
component Fy, denoted by [A1]Fy (Fig. 3, (c) column 
vector). This type of 130-elements column vector is 
called shortly “wavelet feature vector”. 
For each packet, the same procedure was applied to 
each sensor signal type, extracting a total of 5 
(statistical features) x 7 (sensor signal types) = 35 
wavelet feature vectors per packet (Table 3). 
Overall, 14 packets × 35 wavelet feature vectors 
per packet = 490 total wavelet feature vectors were 
obtained. These wavelet feature vectors were utilised 
as inputs to a sensor fusion approach based on neural 
network data processing [14]. 
 
 
Fig. 4. Three level WPT decomposition "tree" [12]. 
 
Table 3. Five statistical features for the seven sensor signal types 
calculated from the coefficients of each wavelet packet 
Statistical Features Sensor Signals 
Standard Deviation Fx, Fy, Fz, AE, Ax, Ay, Az 
Skewness Fx, Fy, Fz, AE, Ax, Ay, Az 
Kurtosis Fx, Fy, Fz, AE, Ax, Ay, Az 
Root Mean Square (RMS) Fx, Fy, Fz, AE, Ax, Ay, Az 
Energy Fx, Fy, Fz, AE, Ax, Ay, Az 
5. Sensor Fusion Neural Network Data Processing 
The 130-elements wavelet feature vectors extracted 
from the sensor signal specimens through WPT were 
combined to implement a sensor fusion decision 
making approach via neural network (NN) data 
processing [9-11, 15-17]. For each of the 14 packets, 
the following sensor fusion wavelet feature vectors 
matrices were set up to be utilised in turn as training 
sets for NN learning (Table 4): 
- one 130 x 35 sensor fusion wavelet feature vectors 
matrix, where the rows refer to the 130 signal 
specimens and the columns are the 35 wavelet 
feature vectors for the concerned packet; 
- five 130 x 7 sensor fusion wavelet feature vectors 
matrices, where the rows refer to the 130 signal 
specimens and the columns are, in turn, one of the 
five statistical column feature vectors (Standard 
Deviation, Skewness, Kurtosis, Root Mean Square, 
or Energy) of the 7 sensor signal types (Fx, Fy, Fz, 
AE, Ax, Ay, Az) for the concerned packet. 
The feed-forward (FF) back-propagation (BP) NN 
is the most commonly used family of NN for pattern 
classification tasks [18] and its structure is made of an 
input layer, a hidden layer, and an output layer. 
In this work, the algorithm for FF BP NN learning 
is the Levenberg-Marquardt algorithm [19, 20] which 
is considered one of the fastest methods for learning 
moderate-sized FF BP NN. 
The algorithm’s principal mode of action is to find 
the minimum of a multiple variable function, which is 
expressed in the form of the sum of squares of non-
linear real-valued functions making it an iterative 
procedure and it is mostly used for non-linear 
optimization tasks [20, 21]. 
Two different three-layer FF BP NN architectures 
were implemented (Table 4) by varying the number of 
107 T. Segreto et al. /  Procedia CIRP  9 ( 2013 )  103 – 108 
input nodes (either 35 or 7) and the number of hidden 
layer nodes (105 in the case of 35 input nodes and 21 
in the case of 7 input nodes, i.e. triple the number of 
the input nodes). The output layer had only 1 node, 
yielding a binary value associated with the residual 
stress condition: 0 = acceptable residual stress and 1 = 
unacceptable residual stress. 
For each of the 14 WPT packets, the NN learning 
procedures were carried out by using, in turn, the 
training sets formed by the 130 x 35 and the five 130 x 
7 sensor fusion wavelet feature vectors matrices as NN 
input and, as desired NN output, the corresponding 
130 x 1 matrix composed of the binary values 
identifying the residual stress level (0 = acceptable; 1 
= unacceptable) for each of the 130 signal specimens. 
In the Levenberg-Marquardt algorithm learning 
process, the training set is divided into 3 sub-sets: 
training samples, validation samples, and testing 
samples. In this work, the subdivision was as follows: 
70% of the signal specimens were used as training 
samples, 15% were validation samples, and the last 
15% were testing samples. 
The output of the NN data processing is a set of 
percentages named success rates (SR): training set SR, 
validation set SR, testing set SR, and overall SR. The 
SR of main interest to evaluate the NN performance is 
the overall SR, defined as the percentage of success 
among a number of attempts that the NN has achieved 
in relating the input to the desired output [10]. 
6. Results and Discussions 
In Table 5, the NN overall SR is reported for each 
wavelet packet of the first three WPT levels and each 
sensor fusion wavelet feature vectors matrix (i.e. each 
training data set). 
As regards the behaviour of the 35-elements and 7-
elements sensor fusion wavelet feature vectors, the 
highest average SR is achieved for the Energy 7-
elements wavelet feature vector (SRave = 99.67%), the 
second best performance is verified for the 35-
elements wavelet feature vector (SRave = 98.26%), and 
the Standard Deviation and RMS 7-elements wavelet 
feature vectors both provide average SR values higher 
than 94% (SRave = 95.06% and 94.27%, respectively). 
On the contrary, the Skewness and Kurtosis 7-
elements wavelet feature vectors display an 
unsatisfactory performance both in terms of SRave 
(66.88% and 71.76%, respectively) and single packet 
SR values that are never higher than 88% and can fall 
off as low as 58%. 
Thus, although three 7-elements wavelet feature 
vectors (Energy, Standard Deviations, RMS) provide 
high NN performance degrees in the sensor fusion 
based identification of residual stress acceptability, the 
other two (Skewness, Kurtosis) evidence rather low 
performance values. This calls for the necessity to 
examine the behaviour of all five 7-elements wavelet 
feature vectors in order to determine the best 
performing one (Energy, in the present case). 
Table 4. NN input wavelet feature vector matrices and NN 
configurations 
Statistical 
Feature 
Wavelet Feature Vector 
Matrix 
# Matrix 
Columns 
NN 
Configs. 
All 
Statistical 
Features 
[Stdev of Fx, Fy, Fz, AE, Ax, 
Ay, Az; Skewness of Fx, Fy, 
Fz, AE, Ax, Ay, Az; Kurtosis 
of Fx, Fy, Fz, AE, Ax, Ay, Az; 
RMS of Fx, Fy, Fz, AE, Ax, 
Ay, Az; Energy of Fx, Fy, Fz, 
AE, Ax, Ay, Az] 
35 35-105-1 
Standard 
Deviation 
[Stdev of Fx, Fy, Fz, AE, Ax, 
Ay, Az] 
7 7-21-1 
Skewness [Skewness of Fx, Fy, Fz, AE, Ax, Ay, Az] 
7 7-21-1 
Kurtosis [Kurtosis of Fx, Fy, Fz, AE, Ax, Ay, Az] 
7 7-21-1 
Root Mean 
Square 
(RMS) 
[RMS of Fx, Fy, Fz, AE, Ax, 
Ay, Az] 
7 7-21-1 
Energy [Energy of Fx, Fy, Fz, AE, Ax, Ay, Az] 
7 7-21-1 
 
Table 5. Overall NN SR for all sensor fusion wavelet feature vectors 
matrices and wavelet packets: Stdev = Standard Deviation, Sk = 
Skewness, Ku = Kurtosis, RMS = Root Mean Square, En = Energy 
 130 x 35 130 x 7 matrices 
 
matrix 
(%) 
Stdev
(%) 
Sk 
(%) 
Ku 
(%) 
RMS 
(%) 
En 
(%) 
 
 
Packet 
av. (%) 
A1 99.21 98.75 88.17 84.61 99.29 99.84 94.98 
D1 88.92 92.60 66.38 73.17 94.83 99.60 85.92 
AA2 99.69 97.92 83.29 78.38 95.78 99.76 92.47 
DA2 99.28 97.68 67.84 79.77 97.29 99.76 90.27 
AD2 99.46 94.31 64.70 71.62 92.22 99.53 86.97 
DD2 99.76 93.92 61.99 74.31 97.52 99.30 87.80 
AAA3 99.60 95.37 76.38 69.23 96.52 99.82 89.50 
DAA3 99.15 93.92 61.99 74.31 97.52 99.30 87.70 
ADA3 99.46 98.99 59.05 64.54 96.83 99.68 86.43 
DDA3 99.52 99.29 58.06 67.90 97.82 99.53 87.02 
AAD3 99.07 92.01 58.38 59.69 90.95 99.76 83.31 
DAD3 99.46 89.24 63.93 70.93 91.45 99.76 85.80 
ADD3 99.39 94.37 60.47 68.04 80.24 99.84 83.73 
DDD3 93.61 92.45 65.63 68.13 91.53 99.84 85.20 
Feature 
av. (%) 98.26 95.06 66.88 71.76 94.27 99.67  
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Finally, by examining the overall NN SR values 
obtained for the three wavelet packet levels, it can be 
noticed that the 3rd level packets for each wavelet 
feature vector type never provide higher SR values 
than the corresponding 1st and 2nd levels packets, 
indicating it is unnecessary to proceed to the 3rd level 
of packet decomposition for the identification of the 
highest performing packet, thus shortening the WPT 
feature extraction procedure and related wavelet 
feature vector selection. 
7. Conclusions 
Experimental turning tests were performed on 
Inconel 718 cylindrical shafts by varying the cutting 
conditions and using a multiple sensor monitoring 
system for the on-line assessment of machined surface 
integrity in terms of allowable residual stress value. 
The cutting force, acoustic emission and vibration 
sensor signals were processed using the wavelet 
packet transform technique for the extraction of 
statistical features from the packet coefficients and the 
construction of sensor fusion wavelet feature vectors. 
The latter were selected for feeding into diverse neural 
network architectures for sensor fusion based decision 
making on machined surface integrity grounded on X-
ray diffraction residual stress measurements. 
To facilitate the wavelet feature vector selection, it 
was suggested to limit the wavelet decomposition 
process to the 2nd level of wavelet packet transform. 
The most suitable wavelet feature vector was 
considered to be the 35-elements wavelet feature 
vector capable to take into account the contributions 
from all the extracted features while yielding at the 
same time a very high, though not the highest, neural 
network performance in the sensor fusion based 
classification of residual stress level acceptability. 
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