Diagnosis methods in debugging aim at detecting bugs of a program, either by comparing it with a correct specification or by the help of an oracle (typically, the user herself). Debugging techniques for declarative programs usually exploit the semantical properties of programs (and specifications) and generally try to detect one or more "buggy" rules. In this way, rules are split apart in an absolute way: either they are correct or not. However, in many situations, not every error has the same consequences, an issue that is ignored by classical debugging frameworks. In this paper, we generalise debugging by considering a cost function, i.e. a function that assigns different cost values to each kind of error and different benefit values to each kind of correct response. The problem is now redefined as assigning a real-valued probability and cost to each rule, by considering each rule more or less "guilty" of the overall error and cost of the program. This makes possible to rank rules rather than only separate them between right and wrong. Our debugging method is also different from classical approaches in that it is probabilistic, i.e. we use a set of ground examples to approximate these rankings.
Introduction
Debugging has always been an undesired stage in software development. Much research in the area of software development has been devoted to avoid errors but, in the general framework of programming, the errors are still there and, hence, must be detected and corrected.
The problem of debugging can be presented in several ways. In the worst case, we only know that the program does not work correctly, and little can be done automatically. Sometimes we are given several wrong (and optionally right) computations (e.g. from the profiler). In other situations, we take for granted that we have an oracle (generally the user) whom we can ask about the correct computation of any example. In the best case, we have a formal specification and the program to be corrected.
Even in the best case (we know the specification) the diagnosis of which parts of the program are wrong is not trivial. Successful techniques in the diagnosis of bugs are usually associated with the type of programming language used. Programming languages based on rules and, especially, declarative languages allow the use of powerful (formal) techniques to address the problem. Several approaches have been developed for logic programming [3] , functional programming [8] and logic and functional integrated languages [1, 2] , in order to debug programs according to different observable properties, e.g., correct answers, computed answers, call patterns, finite failure, etc. Furthermore, some of these methods are also able to diagnose lost answers (the completeness problem).
However, many formal techniques derived so far are based on the idea of comparing specification and program, also assuming that all the predicates or functions implemented by the program are also defined by the specification, to which they can be compared, or assuming that auxiliary functions are correct.
So we would like to cope with large programs, where the specification of the auxiliary functions is not known, and taking into account the program usage distribution and the costs of each kind of error.
Let us illustrate the kind of problems we want to address with an example. r8 : taxi(N) → special ⇐ cap(minibus) < N As can be seen, the programmer has made a mistake on the capacity of the van. However, the semantics of the auxiliary function cap measuring the"capacity" of a vehicle is not in the specification and, consequently, classical approaches cannot be applied unless assuming that the auxiliary functions are correct, which in this case it is not true.
Nonetheless, the previous example can also be used to show that even detecting errors is not sufficient for improving the quality of a program.
Example 1.2 Consider the alternative program R
Apparently, this program is more buggy than R 1 since rules r1 and r2 seem to be wrong. However, in the context where this program is going to be used, it is likely that R 2 is better than R 1 . But why?
The issue here is that in most situations, not every error has the same consequences. For instance, a wrong medical diagnosis or treatment can have different costs and dangers depending on which kind of mistake has been done. Obviously, costs of each error are problem dependent, but it is not common the case that they are uniform for a single problem. Note that it might even be cheaper not to correct a limited bug and invest that time in correcting other costlier bugs.
For the previous example, the cost of each error could be represented as a "cost matrix" and its values could have been estimated by the company 3 : Obviously the cost of sending a car when a van is needed is much higher than the contrary situation, since in the first case the vehicle is not big enough to carry all the people. For this particular matrix and a non-biased distribution of examples, the program R 2 is better than the program R 1 , even though apparently it has more buggy rules. Nonetheless a different distribution of examples (e.g. if groups of 4 people are much more common than groups of 9 people) could turn R 1 into a better program. Consequently, in order to know which rules are more problematic or costlier, we need to know:
• The cost of each kind of error given by a cost function.
• The distribution of cases that the program has to work with.
The previous example also shows that if we do not have the specification of the main function and all the auxiliary functions, it is impossible in general to talk about correct and incorrect rules. In these cases, it is only sensible to talk about rules that participate more or less in the program errors or costs, giving a rate rather than a sharp classification between good and bad rules. Another common situation is during the development of the software product when there is not enough time to correct all the errors before the date of the purchase of the product. In this case, it could be very useful to have a rank of errors in order to correct the most important ones first. Taking into account the previous considerations, we are going to devise a new debugging schema (for decreasing programs) with the following requirements:
• It should be able to work with samples of examples, with oracles or with a correct specification, without the need of correct specifications for auxiliary functions.
• It should consider a user-defined or predefined cost function in order to perform cost-sensitive debugging.
• The previously obtained costs will be used to rank the rules from more costly to less costly rather than strictly separating between buggy or non-buggy rules.
• It should be possible to use a tunable trade-off between efficiency of the method and the quality of its ranking.
The paper is organised as follows. In Section 2, we give some notation and we formally introduce the cost-sensitive diagnosis problem. Section 3 deals with an estimation of the rule error probability. Section 4 is mainly devoted to the illustration of the Cost-Sensitive diagnosis framework. Scalability and applicability of the approach are discussed in Section 5. Section 6 concludes the paper.
Notation and Problem Statement
In this work, we will concentrate on declarative languages, although most of the ideas introduced are valid for other rule-based languages. First, let us briefly introduce some notation and next we will state the problem more formally.
Notation
Throughout this paper, V will denote a countably infinite set of variables and Σ is a signature denoting a set of function symbols, each of which has a fixed associated arity. T (Σ ∪ V ) and T (Σ) denote the non-ground term algebra and the term algebra built on Σ ∪ V and Σ, respectively. By V ar(t) we intend the set of variables occurring in term t. Given an equation e, we will denote the left-hand side (resp. the right-hand side) of e by lhs(e) (resp. by rhs(e)).
A conditional term rewriting system (CTRS for short) is a pair (Σ, R), where R is a finite set of rewrite rule schemes of the form (λ → ρ ⇐ C), λ, ρ ∈ T (Σ ∪ V ), λ ∈ V and V ar(ρ) ⊆ V ar(λ). The condition C is a (possibly empty) sequence e 1 , . . . , e n , n ≥ 0, of equations.
We will often write just R instead of (Σ, R). Given a CTRS (Σ, R), we assume that the signature Σ is partitioned into two disjoint sets Σ = C F, where F = {f | (f (t 1 , . . . , t n ) → r ⇐ C) ∈ R} and C = Σ \ F. Symbols in C are called constructors and symbols in F are called defined functions. Elements in T (C) are called values (or ground constructor terms). In the remainder of this paper a program is a CTRS. A term t is a normal form w.r.t. a program R, if there is no term s such that t → R s, where → R denotes the usual conditional rewrite relation [6] . Let nf R (t) denote the set of normal forms of the term t w.r.t. R and cnf R (t) = {s|s ∈ nf R (t) and s ∈ T (C)}. Moreover, let nf R,r (t) = {s|s ∈ nf R (t) and r occurs in t → * R s} and cnf R,r (t) = {s|s ∈ nf R,r (t) and s ∈ T (C)}. A rule (λ → ρ ⇐ t 1 = t 1 , . . . , t n = t n ) is decreasing if, for each substitution σ, terms σ(t i ), σ(t i ), i = 1, . . . , n, are smaller than σ(λ) w.r.t. a termination ordering [5] . A CTRS R is called decreasing, whenever all the rules in R are decreasing.
A CTRS R is confluent if, for each term s such that s → *
there exists a term u such that t 1 → * R u and t 2 → * R u. If R is confluent then the normal form of a term t is unique. A sample S is a set of examples of the form e, n where e is a ground equation and n ∈ IN is a unique identifier. For the sake of simplicity, we will often denote the example e, n by e n or e.
A Cost-Sensitive Debugging Schema
A cost-sensitive debugging problem is defined as follows:
• a program R to be debugged;
• one main function definition f , selected from R;
• a correctness reference, either an intensional specification I or a sample S, or an oracle O;
• a cost function defined from T (C) × T (C) to the set of real numbers;
• a probability distribution function p of ground terms that have f as outermost function symbol.
Let us define more precisely some of the previous components. First of all, the program R is assumed to be decreasing in order to ensure effectiveness of our debugging framework. However, R could be non-confluent. In that case, we assume the following worst-case error situation: if one of all the normal forms computed by R is not correct w.r.t. the correctness reference, we consider program R incorrect. Secondly, f is the main function definition to which the cost measures and errors refer to. In the case that more than one function definition f must be taken into account, we could debug them separately.
Thirdly, our cost-sensitive diagnosis framework exploits a correctness reference representation based on a sample S, which could be generated according to distribution p. Example generation could be done by means of a generative grammar method, which is able to automatically yield a set of ground equations satisfying a given probability distribution requirement, as we will discuss in section 5. However, correctness reference can also be represented by the following alternative forms: an intensional program I (a specification, which at least defines function f ), an oracle O (an entity that can be queried about the correct normal form of any well-constructed term whose outermost symbol is f ). Our framework can deal with all these three representations, since both I and O can be used to randomly generate a sample S, according to a given distribution p. Hereinfater, we will work with S.
Fourthly, we have a function ECF f : T (C) × T (C) → IR , called the Error Cost Function, such that the first argument of this function is intended to be one of the normal forms computed by the program R for a term f (t 1 , . . . , t n ) and the second one is intended to be the correct normal form. In the particular case that the set of computed values is a set of constants (nominal type), the Error Cost Function can be expressed as a bidimensional matrix, which makes its understanding easier, as seen in the introduction.
As we will see, in many cases ECF f and p are not known. We will also discuss reasonable assumptions (symmetric cost function and universal distribution) for these situations later.
Kinds of Error
First of all, we assume that our sample S fulfils the following properties: (i) for each l = r ∈ S, r ∈ T (C), (ii) there are not two equations e and e such that lhs(e) = lhs(e ) and rhs(e) = rhs(e ). The reason why we require (i) concerns the fact that generally programmers are interested in computing values. So, we will rank rules w.r.t. values. Besides, (ii) is needed in order to force a good behaviour of our correctness reference: we do not want that a ground function call can calculate more than one value. In particular, (ii) implies a confluent intensional specification I.
For this work we will only consider correctness errors.
Definition 2.1 [Correctness Error]
The program R has a correctness error on example e, denoted by ✷ e , when there exists a term t ∈ cnf R (lhs(e)) such that t = rhs(e).
For simplicity, the error function ECF f is defined only for values (ground constructor terms) plus the additional element ⊥ representing all the nonconstructor normal forms. More precisely, the first argument of ECF f has to be a value or ⊥, while the second argument is constrained to be a value.
Estimating the Error Probability
Consider a program R that is not correct w.r.t. some specification. In some cases there is clearly one rule that can be modified to give a correct program. In other cases, a program cannot be corrected by changing only one rule and the possibilities of correction (and hence the number of rules that might be altered) become huge.
Consequently, we are interested in a rating of rules that assigns higher values to rules that are more likely to be guilty of program failure. More precisely, we want to derive the probability that given an error, the cause is a particular rule. If we enumerate the rules of a program from r 1 to r n and, as we defined in Section 2.3, we denote by ✷ a mismatch between the normal form computed by R and the correct normal form (correctness error), then we would like to obtain the probability that given a correctness error, a particular rule is involved, i.e. P (r i |✷). This probability could be computed directly or, as will be shown later, it could be obtained by the help of Bayes theorem, i.e.:
So, we only have to obtain the following probabilities: P (r i ), P (✷|r i ) and P (✷). In the sequel, let card(L) be the cardinality of a sample L. The probability of error P (✷) is easy to be estimated by using the sample S. Let us denote by E ⊆ S the sample which gives rise to a correctness error using R. Formally, E = {e ∈ S | ∃ t ∈ cnf R (lhs(e)) and t = rhs(e)}. As we said, if R is not confluent it is sufficient that one normal form is different from the correct value to consider that to be an error. Consequently:
e., the number of cases that are wrongly covered by the program w.r.t. the size of the sample.
The probability that a rule is used, P (r i ), is also easy to be estimated. Let us denote by U i ⊆ S the following sample: U i = {e ∈ S | ∃ t ∈ cnf R,r i (lhs(e))}. If an example uses more than once rule r i , r i is only reckoned once. Then we have:
card(S) Finally, we have to approximate the probability that there is an error whenever a rule r i is used, that is, P (✷|r i ). Let us denote by E i ⊆ U i the sample from U i rising a correctness error w.r.t. R. Then,
If we take a look at the previous formulae, it is straightforward noting that:
card(E) which is consistent with the definition of P (r i |✷) as "probability that given an error, the cause is a particular rule". Moreover, since card(E) is the same for all the rules, we would have that P (r i |✷) only depends on card(E i ).
However, consider the following example:
With this we would have that P (r 6 |✷) = 1. This is so easily detected because f is implemented in a "divide-and-conquer" fashion, and examples are distributed in such a way that even auxiliary functions not given in the specification can be debugged. However, this may not be the case for programs where the recursive clauses are deeply interrelated (we would also need the definition of the auxiliary functions in these cases).
When there are few examples, it could happen that a faulty rule never rises a correctness error, because it might not appear in any example rewrite sequence. Therefore it may not be detected as incorrect. In this situation, the use of some smoothing techniques, such as Laplace smoothing or the mestimate, for correcting error rule probabilities could be helpful.
Smoothing
Whenever a rule has not been used to derive any example, its probability of error is 0. Due to this lack of information, we are not able to evaluate whether that rule is faulty or not. The reason is that the previous probability estimates are based solely on relative frequencies. The usual solution to this problem is to employ a frequency correction method called smoothing.
Laplace correction is the simplest form of smoothing of relative frequencies and is defined as:
where N f is the number of favourable cases, N T is the number of total cases and M is the number of possibilities. Note that if we have not seen any case, P = 1/M , which is quite reasonable.
The probability of error P (✷) does not need smoothing, because it is the same for all the rules, and we can assume it is different from zero (i.e., there is at least an error). But P (r i ) and P (✷|r i ) can be redefined as follows.
First, the probability P (r i ), that a rule is used to prove some examples, becomes
where card(R) represents the number of rules of program R. Note that, without any information, the probability that a rule is used would be 1/card(R).
Finally, the probability that there is an error when a rule is used, P (✷|r i ) is smoothed considering the fact that a rule may be correct or faulty. So, we obtain
The new values computed so far allow to provide a smoothed version of P (r i |✷) as follows:
and, for a sufficient sample size, we might also consider not to smooth P (✷|r i ). and S be the sample
Then, we get P (r 1 |✷) = 1 and P (r 2 |✷) = 1. Now, let us smooth our probabilities.
By looking at Table 1 , P (r i |✷) gives a good result but just contrary to P (r i |✷). This shows that smoothing can alter the orderings and should be employed carefully, since could introduce rough probability approximations.
Advantages and Caveats of using P (r i |✷)
Let us study the kinds of problems where the previous approach works. In some cases the rating is clearly intuitive, for instance, when we have nonrecursive function definitions with a fine granularity of the rules or recursive definitions where the error is in the base case. Consider, e.g., the following wrong program for the function even:
Here r 1 is clearly given the highest P (r i |✷) whenever the sample contains "even(0) = true". r 2 must necessarily be lower.
However, there are some cases where there is a tie between the error probabilities of two or more rules. One can imagine to use P (✷|r i ) in order to untie, but this does not always work properly. For instance, let us consider the following example that computes the product of two natural numbers by the use of an auxiliary function multaux:
In this case, if the sample S just contains examples for mult but not for multaux (probably because we have a specification of mult using add, as usual) then we will have P (✷|r 2 ) = P (✷|r 3 ) = P (✷|r 4 ) = 1. However, P (r 2 |✷) = P (r 3 |✷) = 1. We cannot in general distinguish between r 2 and r 3 , because whenever r 2 is used r 3 is also used and vice versa. If we had examples for multaux, we would have that P (✷|r 2 ) = 1 > P (✷|r 3 ) = P (✷|r 4 ), clarifying that since multaux seems to be correct, the error can only be found in r 2 .
The following result about incorrectness detection can be proven.
Theorem 3.2 Let S be a sample and R be a program not rising correctness error w.r.t. S. Consider a program R which differs from R just by one rule r i .
Then, ∃ e ∈ S such that cnf R (lhs(e )) ⊂ cnf R (lhs(e )). Then, the diagnosis method assigns the greatest P (r i |✷) to rule r i .
Proof.
Since there is (at least) e ∈ S such that cnf R (lhs(e )) ⊂ cnf R (lhs(e )), we have that there exits (at least) a term t ∈ cnf R (lhs(e )) and t ∈ cnf R (lhs(e )). Since R is correct w.r.t. S, then rhs(e ) ∈ cnf R (lhs(e )) and t = rhs(e ). Thus, R rises a correctness error on example e . Clearly, there may be more than one e ∈ S on which R gives rise to a correctness error. So, let E ⊆ S be the sample of such examples. Since R only differs from R by one rule r i and R does not give rise to any correctness error, we have that E i = E. Hence,
Consequently, any other rule of R must have less or equal probability. And this proves the claim. ✷ Finally, the previous measure detects faulty rules and it is able to rank them. However, even though the distribution of examples is taken into account (the probabilities are estimated from this distribution), sometimes we obtain rule rankings containing ties. Therefore we are sometimes not allowed to localise error sources with a sufficient precision degree. In the next section, we will try to refine the ranking process by considering rule costs.
A Cost-Sensitive Diagnosis
In this section, we define a cost-sensitive diagnosis for functional logic programs. For this purpose we require a cost function ECF f : T (C ⊥ )×T (C) → IR defined for the outputs of function f .
By using this function we could compute the cost per example assigned to each rule, i.e. which proportion of the overall cost of the program is blamed to each rule.
Definition 4.1 [Rule Correctness Cost] The rule correctness cost, denoted by
Cost r i is computed in the following way:
(S) where Cost r i (e) is defined as follows:
ECF f (t, rhs(e)) Example 4.2 Consider the following program R and sample S:
And consider the ECF even defined by the following cost matrix. Consequently, using this cost matrix, we have that r 2 is costlier than r 1 .
However, there are two important questions to be answered here. What is the relation between the Cost measure and the error probability? And secondly, which cost matrix should be used in the case we are not given one? The first question is answered by the following proposition, which states that the rule correctness cost method is a "generalisation" of error probability method. 
Proposition 4.3 Let R be a confluent CTRS, r i be a rule belonging to R and

ECF f (t, rhs(e)). (1)
Since R is confluent, the normal form of a given term (whenever it exists) is unique. So, Equation 1 becomes
where t is the unique normal form of lhs(e). By summing each rule correctness cost per example, we get the following relation:
As E ⊆ S, card (S) = card (E) + c, where c ≥ 0 is a natural constant. By exploiting relations above and probability definitions given in Section 3, we finally get the desired result.
So, our claim is proven. ✷
The interesting thing (and the answer to the second question) comes when we use cost functions which do not subsume error probabilities.
As we have seen in the previous example, instead of the cost function that does not take into account hits (i.e. correct constructor normal forms), we prefer the symmetrical cost function ECF f (X, Y ) = 1 if X = Y and −1 otherwise (we assign 0 when X is not a value). The rationale of this choice is based on the idea that not only errors have to be taken into account but also hits. Hence, a very useful part of a program may have participated in an error but should be less blamed for that than a less useful part of a program that has also participated in the error. According to all the machinery we set up, a by-default modus operandi could be as follows.
Generation of Examples, Scalability and Applications
In order to approximate in an appropriate way the ratings introduced before, we need a representative sample of examples. If we are given the sample S we use it directly. However, if we have a specification I or an oracle O then we need to obtain random examples from it. A first idea in these latter cases is to generate terms by using the fix-point of the immediate consequence operator until iteration k, i.e. T R k . However, the problem of this approach is that the number of examples cannot be told in advance with k and, more importantly, the complexity of the T R k procedure highly depends on the size and complexity of the program. Consequently, it seems more reasonable to generate some set or multiset of terms (as lhs of examples) and use them to obtain (jointly with I or O) the rhs of the examples. If we are given a probability distribution over the terms or the examples, this is fairly clear, we only need to generate them with an appropriate generative grammar. However, which distribution should we assume if we are not given one? If the main function for which we want to generate examples is of type or sort U, we have to determine a distribution on all the ground terms of this type. Since there may be infinite possible terms, a uniform distribution is not a good solution for this.
A way to obtain a representative sample with less assumptions but still feasible is the use of a universal distribution over the terms, which is defined as the distribution that gives more probability to short terms and less probability to large terms [7] . This is also beneficial for computing normal forms, since the size of the examples will not be, in general, too large, and for many programs, this would also mean relatively short rewriting chains. Definition A.1. The Universal Distribution over a type or sort U is defined as:
where T ype(s) is the type of term s and Inf (s) is the information needed to code s using a generative grammar for all the possible values of type U. The base b must be a positive real number strictly greater than 1. Usually b = 2.
A generative grammar is any context free or context sensitive grammar with at least one possible rewriting alternative in all the rules. For generating functional terms we just need a context free grammar. The overall information needed to choose between the possible rewrites in this grammar is what is measured by Inf (s). Let us define Inf (s) in a more formal way.
Let us denote first with F U the possible function symbols of type U. Let us denote with head(s) the outermost function symbol of term s and s| i , i = 1..n, the n arguments of the outermost function symbol of s, with n = arity(head(s) ).
If we want to build a ground term of type U, i.e. an element of T (Σ U ), we have to tell from all the possible functors the one to choose for the outer position and then to generate terms for each argument of the function. According
The previous definition takes into account the bits required to select from all the possible functors, the bits required to select/separate all the possible arguments and the bits to code all the arguments.
In order to obtain examples under this distribution, we just need to consider the types of the set of functions F and introduce the function symbols using a specific local distribution. As will be shown below we need a local distribution that assures the generation is finite. For the generation, we use empty positions, that will be subsequently filled with terms. In order to ensure termination of the generation process, after an empty position has been filled by a functor, the number of new open empty positions should be probabilistically lower than 1. For instance, it could be equal to 1/2.
Let us consider that for a term s of type U we have k different functors f i ∈ F U . We have to assign a local probability p (f i ) to each of these functors in such a way that the following equation holds:
which ensures that the number of new open empty positions should be probabilistically equal to 1/b. Let us define k = card({arity(f i ) = 0}). The following assignment of probabilities is designed with this purpose. First we can define the probabilities for the functors with arity different from 0:
and then the probability for the functors with arity equal to 0 (the remainder of probability uniformly distributed):
And from here, we can define the probability of a term as follows:
As a consequence we can state the following theorem:
Theorem 2. A probabilistic generative grammar using probability p(f i ) ensures termination. More formally, it is a probability distribution for the terms of type U, i.e.
Proof. The proof is based on the fact that probability of creating gaps is less than 1. Then,
Finally, the universal distribution can be approximated by the following procedure to generate the terms. We denote an empty position (a gap still to be generated) by the symbol ' '. Using these procedures, each lhs of an example is just obtained by using a call to "Generate(f ( , , ..., ))" where f is the main function. This procedure can be executed as many times as desired. There is a high probability that repeated terms may be generated. These can be simply removed or ignored, depending on whether we want a real distribution (e.g. when costs are taken into account) or just some detection (without ranking) of bugs.
Finally, the rhs of each term t is computed asking to the oracle or,if we have a specification I, just by computing nf I (t).
An interesting thing about the previous method of generating terms is that the base b on p(f i ) can be modified in order to be less steep. Values closer (but still greater) to 1 will give a distribution more similar to a uniform distribution and large terms will be more likely to be generated. Values greater or equal than 2 will give a high probability to short terms.
Let us see a final example. Given the type IN , we want to generate terms for it according to the universal distribution. If we choose b = 2 we have that:
Note that half of the probability is given to term 0, since p(0) = 1/2. On the other hand, if we choose b = 1.1 we would have that:
which shows that this distribution is less steep and the probability of bigger terms is higher. It may be interesting to discuss whether short examples are more likely to include extreme or strange values (as it is usually recommended by techniques such as "Extreme Value Analysis"). We believe that long examples are precisely those which are inside the bulk of "usual" examples, the word "usual" understood as not peculiar. Note that base cases, cases with extreme values, exceptional cases, etc. of a single function are precisely those which can be reached with a few rewriting steps in an overwhelming majority of applications (of course you can make up a very special program that can only have a special behaviour after a thousand calls to the same function, but this is not a good practice or it is not a very common example). In this way we would have that for many programs, if we generate a sufficiently large sample, almost all the small peculiar cases would be considered.
Regarding scalability, the generation of a sample of n terms according to the universal distribution can be considered in O(n). It is the computation of the rhs of each of these terms that may be the most computationally expensive part. As we have said, in many situations, short terms will have (in general) shorter derivations than large terms, and this will affect positively on the possibility of generating large amounts of examples for many applications. It is reasonable to think that larger programs will require more examples, although it is problem-dependent to know if the relation is sublinear, linear or exponential. The good thing of our method is that we can begin to estimate probabilities in an incremental way and we can stop when the cardinalities of each of the rule probabilities and costs are large enough to have good approximations. In other words, for each particular program, we can tune a specific compromise between time complexity and precision of the estimation of probabilities and costs.
With respect to applicability, the first area where our approach is especially beneficial is in those cases where we have a relevant cost function or matrix. For instance, diagnosis programs (medical diagnosis, failure detection, etc.) are clear examples where our approach can take advantage of the cost information. Just as an example, it is more important to detect an error that alerts that a system is not working (when it is) than the reverse situation. A second area of application is the development of programs for which we are given many use cases as a specification or we can generate many of these. There is no need of a full specification in these cases. A third area of application is prototyping, when we want to detect the most evident errors first in order to show some basic functionality. Additionally to these three specific areas, we think that our approach could also be beneficial in general, depending possibly of the kind of program to be debugged.
Finally, an alternative way of generating examples could be to use the universal distribution for the derivations. This would be similar to assigning probabilities to a definitional tree. Hence, terms would be more probable the shorter their program derivation. Nonetheless, we think that this approach would be less efficient (we have to consider both the lhs and the rhs wrt. the program) and more difficult to implement than the previous approach.
Conclusions
In this paper, we have shown that the analysis of rule use depending on the distribution of examples can also be used for detecting bugs and, more importantly, to priorise them. Developing a debugging ranking of rules must also take into account the context and distribution where the program is being used. Some cases handled by a program are much more frequent than others. This means that errors in frequent cases are corrected first than errors in less frequent cases or even cases that almost never occur. This information can be given by a probability distribution and hence used by our diagnosis framework when constructing the sample (instead of the general, by-default universal distribution). Moreover, this information can be complemented with the cost function, because it may also be the case that rare situations may have more cost than common situations.
These considerations are, to the best of our knowledge, quite new in the typical discourse of program debugging, but are well-known in what is called cost-sensitive learning. Other techniques, such as ROC analysis [4] could also be applied for diagnosis.
The efficiency of our method is proportional to the number of examples used. The bigger the sample the more precise the estimation of probabilities and costs but the efficiency decreases (linearly).
Another advantage of this framework, inherited from its simplicity, is that it can also be applied to other declarative and even non-declarative rule-based languages, provided the rules have enough granularity.
One way to advance in some complex cases (especially recursive ones) could be to explore rule dependencies. Another issue to be explored is that the probabilities and costs could be computed exactly and not approximated, when we are given the specification. This would turn this method into a purely semantical one instead of a statistical one. As future work, we also plan to extend our cost analysis in order to deal with completeness errors and nonterminating programs.
Finally, in this work we have only considered detection and ranking of bugs, but not their correction. In many cases, inductive techniques (i.e. learning) should be used for this. Systems that are able to work with cost functions would be more coherent and could be coupled with this approach.
