Abstract. Reliability assessment in the context of rare failure events still suffers from its computational cost despite some available methods widely accepted by researchers and engineers. Monte Carlo simulation methods even in their most efficient version such as subset simulation often require a large number of samples for an acceptable accuracy on the failure probability of interest. For low to moderately high dimensional problems and under the assumption of a rather smooth limit-state function, surrogate models a.k.a. metamodels or response surfaces represent interesting alternative solutions. This paper presents an adaptive method based on SVM surrogates used in regression. The SVM formulation hinges on the -insensitive loss function and a Gaussian RBF kernel. The key idea of the proposed method is to iteratively construct SVM surrogates which become more accurate as they get closer to the limit-state surface. Subset simulation is applied to the constructed SVM surrogates for assessing probabilities with respect to intermediate threshold values of the LSF and more importantly for generating new training points. The efficiency of the method is tested on several examples featuring various challenges: a parallel system, a highly curved limit-state surface at a single most probable failure point and a smooth high-dimensional limit-state surface with equal curvatures. The paper puts an emphasis on the key role of an optimal selection of SVM surrogate hyperparameters. This is achieved in the present work by minimizing an estimate of the leave-one-out error using the cross-entropy method.
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INTRODUCTION
The present paper focuses on the assessment of probabilities of rare events. This problem known as structural reliability in structural engineering has been largely addressed by several researchers for decades. Despite some efficient and widely accepted methods, assessing low to very low failure probabilities is still often too computationally demanding in real applications in which a single call to the physical model may last minutes, hours or even days. We are presently interested in time invariant reliability problems as defined in the structural reliability literature, see e.g. Ditlevsen and Madsen [1] , also known as static simulation problems or models by some other authors, see e.g. Homem-de-Mello and Rubinstein [2] and Cancela et al. [3] and in which time is not an explicit variable. The probability w.r.t. an undesired or unsafe state of the system of interest is expressed in terms of a n-dimensional random vector X of known continuous joint density function f X . Failure is defined in terms of a so-called limit-
, where x represents a realization of the random vector X. We restrict here the analysis to a single function g, but this function may represent a combination of failure modes in more general settings. This LSF divides the space of realizations of the random vector X in a failure domain F x = {x ∈ X : g(x) ≤ 0} and a safety domain F x = {x ∈ X : g(x) > 0}. The failure probability p f therefore reads:
where dx = dx 1 . . . dx n and 1 D is the indicator function over
We will assume here that we can reformulate this problem in the so-called standard space u ∈ R n , where U is a random vector with independent standard normal components and ϕ n (u) is the n-dimensional standard normal joint probability density function (pdf). This could be achieved e.g. by means of the Nataf or Rosenblatt transform, not recalled here for the sake of brevity.
where F u = {u ∈ R n : G(u) = g(x(u)) ≤ 0} and du = du 1 . . . du n . Failure probabilities are usually assessed by means of two main types of methods: sampling methods such as the Monte Carlo method which give an estimate of p f based on samples of the random vector X or approximation methods which consist in constructing a surrogate of the true limit-state function g (or G in the standard space) based on some a priori selected assumptions. Sampling methods do not make any hypothesis on g but they are on a general basis characterized by their high computational cost which may hamper their use in practice with costly-to-evaluate LSF. Even subset simulation [4] which is one of the most efficient technique still requires thousands of calls to the LSF for estimating p f with an acceptable accuracy. In approximation methods, we formulate some hypothesis about the LSF. For instance, FORM and SORM techniques respectively consider the first-and second-order Taylor polynomial of G at the so-called most probable failure point (MPP) u * in the standard space. Several other approximation models have been investigated in the literature for reliability assessment including polynomial response surfaces, artificial neural networks, moving least-squares, Kriging (also known as Gaussian process emulators), support vector machines (SVM), polynomial chaos expansions among others. All these approximations are usually referred to as surrogate models or metamodels. The construction of such surrogate models is most often made adaptively. A common idea is to start from an initial set of training points which is progressively enriched by sequentially adding new training points. The criteria for selecting new training points are based on the information gained from the currently constructed surrogate model. Such adaptive techniques have been developed e.g. with Kriging [5] [6] [7] ), SVM [8] [9] [10] [11] [12] and polynomial chaos expansions [13, 14] . This paper proposes an adaptive technique for assessing low failure probabilities based on SVM surrogates used in regression. The conceptual ideas share some similarities with those of the method developed in [12] in which SVM were used in classification. The SVM model used in the present work is based on the -insensitive loss function as explored in the context of reliability assessment in a few other works [9, [15] [16] [17] . A sequence of adaptive SVR surrogates G s (u), s = 1, . . . , s max , is constructed in the standard space with training points which get closer to the failure domain F u with iteration s. The new training points at each iteration s are generated from the currently constructed SVR surrogate model G s by means of Monte Carlo Markov chains (MCMC). A new SVR surrogate is trained at each iterations s. Optimal values for its hyperparameters are accurately determined by minimization of an estimate of the leaveone-out (LOO) error proposed by Chang and Lin [18] using the cross-entropy (CE) method [19] . The approximation of the failure probability p f is evaluated from the SVR surrogate G smax trained at the final iteration.
The paper is organized as follows. SVM regression by means of L1--SVR is presented in Section 2. This section also describes the efficient stochastic search technique based on an estimate of the generalization error applied for obtaining accurate SVR surrogates. The adaptive strategy for reliability assessment is described in Section 3. Three challenging application problems are treated in Section 4 in order to demonstrate the efficiency of the proposed strategy. A conclusion is given in Section 5 with some perspectives.
SUPPORT VECTOR MACHINE SURROGATES
Support vector machines (SVM) are used as surrogate models of the LSF for reliability assessment in the present work. SVM are parts of statistical learning theory and the reader may refer to [20, 21] for a presentation of their theoretical basis. SVM possess excellent generalization performances and constructing nonlinear surrogate models is convenient thanks to the use of kernels, a property shared with Gaussian process emulators. From a given set of training pairs (x 1 , y 1 ) . . . , (x N , y N ) (training set), we want to predict a scalar output y ∈ Y = R at any new point x ∈ X ⊆ R n . This univariate regression problem is solved by constructing a model f such that y = f (x). The notations in this section are those commonly used by the SVM community. In the present context, x stands for a point of the standard space u, y represents the unknown output of the LSF G at a point of interest u, (x i , y i ) for i = 1, . . . , N are the given data of the training set such that y i = G(u i ) and the SVR model f represents the surrogate model G s which needs to be constructed at current iteration s.
Regression with SVM
The type of SVM selected in this work is based on the -insensitive loss function [22, 23] . The corresponding formulation will referred to as L1--SVR due to the penalty term of degree one used for slack variables. For constructing the SVM model in regression, we need to solve the following optimization problem:
where C ∈ R + is a regularization parameter to avoid overfitting, is a parameter which controls the precision level below which we apply no penalization, ξ i and ξ * i are nonnegative so-called slack variables for i = 1, . . . , N . w ∈ R n and b ∈ R are the usual weight vector and bias term used in SVM formulations.
Φ represents an unkwnown mapping from X to a high (possibly infinite) dimensional space H (referred to as feature space) in which the model f becomes linear:
It is important to mention that this mapping does not require to be explicitly defined. Only the kernel k : X ×X → R, (x, x ) → k (x, x ) = Φ (x) , Φ (x ) H which computes an inner product in the feature space is required [21] . In other words, H is a reproducing kernel Hilbert space (RKHS) with reproducing kernel k. In the the present work, the choice is to work with the Gaussian RBF kernel:
where γ ∈ R * + is a parameter that controls the bandwidth of the kernel. Practically, the optimization problem in Eq. (3) is solved in its dual formulation:
where α i , α * i , i = 1, . . . , N , are the introduced Lagrange multipliers and
The optimization problem in Eq. (5) is a convex and quadratic program, which gives a unique and global minimum when feasible. The constructed SVR model is expressed as follows:
where S S * is the set of support vectors with S = {i : 0 < α i < C} and S * = {i : 0 < α * i < C}, and where the bias term b may be conveniently obtained as a byproduct of interior point optimization.
Selection of the SVR surrogate model parameters
The parameters C and specific to L1--SVR and the unique parameter γ of the Gaussian RBF kernel are gathered in a unique vector denoted by θ known as hyperparameters of the SVR model. For a given training set, we need to find optimal values for these hyperparameters in order to construct the most accurate SVM surrogate model we can. The accuracy is defined here in terms of the generalization ability of the surrogate model, i.e. its ability to predict well over unknown points of X . This generalization ability is inferred in practice by cross-validation (CV) over the training set of known data. The most usual type of CV is the k-fold CV [24] . In the k-fold CV, the training set of data pairs (x 1 , y 1 ) . . . , (x N , y N ) is randomly split into k mutually exclusive subsets (called folds) of equal (or approximately equal) sizes. For a given subset, a SVR model is trained with the data of the (k − 1) remaining subsets and it is tested on the data of the selected subset, considered as validation data. This procedure is repeated for each of the k subsets and the average of the k obtained testing errors gives an estimate of the generalization error. In practice k is often set to 5 or 10.
A limit case is obtained for k = N known as leave-one-out cross validation (LOO-CV). A SVR model f (−i) is trained with (N − 1) pairs (x j , y j ), j ∈ {1, . . . , N } \ {i} and it is tested on the left-out pair (x i , y i ). We consider here the following LOO error measure:
where f (−i) (x i , θ) represents the prediction at point x i of the SVR surrogate model trained on all the data pairs except the i th with given hyperparameters θ. The cost of training for assessing this error could be high for not so large N . For this reason, bounds or approximations of the LOO error are have derived to avoid true LOO-CV with SVM both in classification (see e.g. [25] ) and in regression. The present work is based on the span bound approximations derived for L1-and L2--SVR by Chang and Lin [18] . For L1--SVR, this approximation reads:
where S u = {i : 0 < α i + α * i < C} is the set of unbounded support vectors, and
It is important to note that the computation of this approximation of the LOO error only requires an inversion of a matrix of maximal order (N + 1) × (N + 1) in addition to the computational cost needed for solving the quadratic program in Eq. (5).
Starting from a given training set (x 1 , y 1 ) . . . , (x N , y N ), we want to solve the following optimization problem in order to find optimal values θ * for the SVR model hyperparameters:
The first technique commonly used with SVM for solving such a problem is known as grid selection. A given range is discretized for each hyperparameter most often with equally-spaced values in logscale. The combination of hyperparameter values which gives the lowest CV error (or any approximation of the LOO error) is the one which is selected for training the supposedly best SVM model. Gradient descent algorithms may also be applied as explored by Chapelle et al. [25] for SVM classification. It is however worth noting that the optimization problem in Eq. (9) is not straightforward to solve both in classification and regression. This problem is noisy and multimodal, which makes gradient descent algorithms fail. For these reasons, stochastic search algorithms have been preferred by other researchers: simulated annealing in [15, 26] , particle swarm optimization method in [27, 28] , comprehensive learning particle swarm optimization combined with a BFGS algorithm in [29] ). The present paper is based on the stochastic search algorithm known as the cross-entropy method (CEM) whose efficiency has been observed in several works. The proposed algorithm given in Table 1 is derived from the one proposed for continuous optimization in [19] based on sampling with normal distributions.
T // lower and upper bounds for log 10 C, log 10 and log 10 γ 3 µ 0 = (a + b)/2 , σ 0 = 100(b − a) // initial mean and standard deviation 4 Err LOO, min = +∞ // minimal value found for LOO error approximation 6 N el = ρK // number of elite samples
where µ t−1 and σ t−1 are mean and standard deviation of the untruncated normal distribution
end for 
// static smoothing of mean
// static smoothing of standard deviation 23 while ( σ t, 1 > σ th, C ) or ( σ t, 2 > σ th, ) or ( σ t, 3 > σ th, γ ) 24 θ * = θ best // optimal values for hyperparameters Note: x stands for the nearest integer to x. Table 1 : Pseudo-code of the CE algorithm for optimal hyperparameters selection.
RELIABILITY ASSESSMENT WITH ADAPTIVE SVM SURROGATES
The method proposed in the present paper consists in constructing a sequence of SVR surrogate models G s (u), s = 1, . . . , s max , in the standard space. The objective of such an adaptive strategy is that the accuracy of the SVR surrogate close to the limit-state surface (LSS) increases with iteration s. The main idea is to generate new training points which become closer to the failure domain F u with iteration s by exploiting the information conveyed by the currently constructed SVR surrogate. It is important to note that generating such points a priori with no information about the location of the failure domain is unfeasible which justify the development of adaptive SVR surrogate models.
The choice made here is to work with SVM surrogate model used in regression and based on the -insensitive loss function (L1--SVR). In reliability assessment, we basically want to know whether points u of the standard space are in the failure domain F u or not. This binary classification problem have been for this reason explored in several works by means of SVM used in classification, where the two classes represent the safe and failure domains. Knowing the class of a point requires a call to the LSF and it is the author's belief that the value of the LSF brings more information than juts its sign for an accurate approximation of the LSS.
At current iteration s, a SVR surrogate model needs to be trained. The quadratic program in Eq. (5) is solved by means of an interior point method (see e.g. [30] ). Optimal values for the SVR surrogate hyperparameters are obtained by minimizing the span bound approximation of the LOO error of Chang and Lin [18] with the CE algorithm detailed in Table 1 . The conceptual ideas of the proposed method are depicted in Figure 1 . The algorithm proceeds as follows:
• Starting from an initial training set composed of N points u i sampled from the n-dimensional standard normal joint pdf ϕ n and their corresponding LSF evaluations y i = G(u i ), a first SVR surrogate G 1 is trained. We also define the first intermediate threshold level y th,1 as the median of the (y i ) N i=1 sample and we obtain the SVR-based surface corresponding to this level: {u : G 1 (u) = y th,1 }. See subplot 1a of Figure 1 .
• The p a N points u i of the training set with the largest y i LSF values are withdrawn from the training set and will therefore not be used for the next SVR training. These points will be part of a set called the trailing set. See subplot 1b of Figure • Points of the trailing set are now used for testing. If for any point u i of the trailing set we have G 2 (u i ) < y th,2 , this point becomes again part of the training set.
• The previous process is repeated until we find y th,s < 0. We then impose y th,s = 0 for subsequent iterations s.
• New points are added close to the SVR-based surface {u : G s (u) = 0} in order to increase the accuracy of the constructed SVR surrogate with respect to the true LSS.
• The approximation of the failure probability p f is evaluated from the SVR surrogate G smax trained at the final iteration:
APPLICATION EXAMPLES
The application examples are taken from Bourinet [12] where reference results are also provided. The ratio p a over N of new points to add at each iteration has been set to 1/10. For the first two examples, we consider both N = 30 and N = 50 cases. For the high dimensional problem of example 3, we take N = 50. The algorithm is run 20 times in order to assess the bias of the estimated failure probability with respect to the reference one and also its coefficients of variation. It is worth mentioning that the failure probability assessed with the proposed algorithm is random due to the randomness introduced in the selection of training points and also the one coming from the use of subset simulation which results in statistical variations of the computed failure probability. The evolution of p s with the cumulative number of calls to the LSF N s is plotted for each application example. Blue disks corresponds to the iteration at which y th,s gets negative and red squares to the final iteration.
Example 1: parallel system
The first example is a 5-random variable parallel system reliability problem studied in [31, 32] . All the five random variables have independent standard normal distributions. The LSF is expressed as follows: , with a coefficient of variation of 7.6% and 2.8%, respectively for N = 30 and N = 50. The respective averaged total numbers of calls to the LSF are 306 and 580. The 7-8% bias observed on the failure probabilities come from the selected kernel which appears unable to perfectly fit the geometry of the LSS. The second example was initially proposed in the report by De Stefano and Der Kiureghian [33] and used as a benchmark by Bourinet et al. [11] . We are interested in the reliability assessment of a two-degree-of-freedom primary-secondary system under a white noise base acceleration. The uncertainty is modeled by 8 independent random variables. The reliability problem is characterized by a single MPP, with a strongly curved LSS and a very low failure probability. The mean value of the force capacity of the secondary spring F s is set to 27.5, which results in a reference failure probability p f ref = 3.78 × 10 −7 [11] ). The p s v.s. N s plots are given in Figure 3 . The failure probability estimate averaged over 20 runs of the proposed method is 3.69 × 10 −7 and 3.76 × 10 −7 , with a coefficient of variation of 6.3% and 1.6%, respectively for N = 30 and N = 50. The respective averaged total numbers of calls to the LSF are 503 and 606. The bias observed on the failure probability is negligible, which shows that the Gaussian RBF kernel is able to capture quite well the strong curvatures of the LSS at the MPP. 
Example 3: smooth equally curved high dimensional example
The last example is a 100-random variable reliability problem with a single MPP and moderate (and equal) curvatures at the MPP [34] . The LSF is given by:
where X i , i = 1, . . . , n, are i.i.d. lognormal random variables, with unit means and the same standard deviation σ equal to 0.2. The reference failure probability is p f ref = 1.73 × 10 −3 with a = 3 [11] . The p s v.s. N s plot with N = 50 is given in Figure 4 . The failure probability estimate averaged over 20 runs is 1.69 × 10 −3 with a coefficient of variation of 1.1%. The averaged total numbers of calls to the LSF is 559. The proposed method appears quite efficient and accurate on this high-dimensional but smooth LSS. 
CONCLUSION-PERSPECTIVES
The proposed method is able to estimate low failure probabilities quite efficiently (a few hundreds calls to the LSF) with a high precision (coefficient of variation less than 3% for N = 50 in the treated examples). The limits are those of the kernel assumption. For the Gaussian RBF kernel, the LSF is required to be smooth enough. This performance has a price to pay: the proposed method requires a substantial effort for training the sequentially constructed SVR surrogate models even though this task could be easily parallelized. One choice made here is to learn a surrogate model over a subset of the already known data, which could be viewed as a local kernel regression triggered towards the failure domain. The main advantages are twofold: 1) the training time is lowered due to the reduced size of the training set and 2) we can use the left out points (trailing set) for testing. Another choice made in the proposed method is to pick up random samples as training points. We could of course expect some gains if we were using some distance-based criteria but this advantage would vanish in high dimensional spaces.
Regarding the perspectives, some ongoing works are undertaken in order to evaluate and improve the robustness of the proposed method on reliability assessment problems characterized by multiple MPP of equal or similar importances. More generally future works will investigate the applicability of the method to high dimensional problems involving random fields or random processes as model inputs within the limit of a very few hundreds of random variables.
