Manipulation actions transform objects from an initial state into a final state. In this paper, we report on the use of object state transitions as a mean for recognizing manipulation actions. Our method is inspired by the intuition that object states are visually more apparent than actions from a still frame and thus provide information that is complementary to spatio-temporal action recognition. We start by defining a state transition matrix that maps action labels into a pre-state and a post-state. From each keyframe, we learn appearance models of objects and their states. Manipulation actions can then be recognized from the state transition matrix. We report results on the EPIC kitchen action recognition challenge.
Introduction
Most current approaches to action recognition interpret a frame sequence as a spatio-temporal signal. 3D Convolutional Neural Networks are a direct adaptation of 2D CNN to the spatio-temporal case. However, it results in a substantial increase in the number of parameters that must be learned, greatly increasing the computational cost and the requirements for training data. An alternative approach is to exploit object recognition models and follow 2D spatial kernels by either 1D temporal kernels (2.5D ConvNets) [18] , or a Recurrent Neural module [7] . Researchers have also explored the use of two-stream networks in which one stream is used to analyze image appearance from RGB images and the other represents motion from optical flow maps [17, 13, 10] . These approaches provide spatio-temporal analysis while avoiding the very large increase in learned parameters.
An alternative to learning spatio-temporal models for action recognition from video is to learn relations between entities from a sequence of frames [12, 3] . Baradel et al. [3] proposed a convolutional model that is trained to predict both object classes and action classes in two branches. This model is followed by an object relation network that learns to reason over object interactions.
These analyses are inspired from human ability to develop an understanding of a situation using a limited number of static observations. Human associate these observations with background knowledge in a form of previously seen episodes or past experience [8, 4] . This ability allows a human subject to interpret a complex scene from static images and make hypotheses about unseen actions that may have occurred and could explain changes to the scene. For example, we can understand which action is shown in Figure 1 with 5 keyframes or less from the video clip. Inferring the associated actions in frame sequences is a relatively effortless task for a human, while it remains challenging for machines [15] . We believe that such analysis may provide an effective method for inferring actions from a set of frames which are chronologically ordered and contains semantic relations between objects. Such inference would complement hypotheses from spatio-temporal action recognition.
A manipulation action transforms an object from a preexisting state (pre-state) into a new state (post-state). Thus we can say that the action causes a change in the state of the corresponding object. Alayrac et al. [2] have investigated automatic discovery of both object states and actions from videos. They treat this problem as a discriminative clustering problem by exploiting the ordering of the frames. Their work is promising, even though it has been studied only on a small number of action classes.
In this paper, we propose to train a model to recognize object types and object states from a small number of frames and then use changes in object states to predict actions. Our intuition is that object types and states are visually more apparent from a single frame than an action verb.
Manipulation action as state transformation
An action, as defined in the Cambridge dictionary 1 , is the effect something has on another thing. Therefore, a manipulation action a i ∈ A is composed of: the subject that performs the action, the verb v i ∈ V which describes the effect of the action, and the object n i ∈ N the effect is applied to.
The action recognition problem can be formulated with one class for each possible combination of these attributes. For example, cut tomato and cut cucumber can be considered as two different classes as in [16] . Some recent datasets have considered the decomposition of an action into a verb and one or more objects a = (v, (n 1 , .., n n )) [9, 5, 11] . This makes it possible to study the task of action recognition as a composition of several sub-tasks (e.g. object detection and action verb recognition).
State-changing actions
We are concerned with recognizing manipulation actions that change the state of objects s i ∈ S. The state change can appear in the object's shape, its appearance (color), or its location. Examples of object states include: closed, opened, full, empty, whole, and cut.
We define a state transition function F that transforms the corresponding object from a pre-state s i into a post-state s j . In some cases, this state transition can be defined directly from the type of action verb v i . On the other hand, we have noticed that sometimes a single verb is not enough to distinguish an action. For example, the verb remove can mean open in remove lid and can mean peel in remove the skin of the garlic. Therefore, the state transition must take into account both action verbs and nouns.
Since the state changes happen as we move through time, the transition function F returns a real value of each state depending on the frame position in the video segment. As in Figure 1 the object starts in its initial state that gradually fades out and the post-state starts to appear as we advance in the video. We suppose that the state changing frame is the mid-frame of the video action segment. Therefore, we define the action transition mapping function F (v, n), which takes the action's verb v and a set of objects (nouns) n and returns a continuous value of objects' states for each frame depending on the frame position in the video. For example, the action open fridge changes the fridge state from opened to closed.
Architecture
In previous work [1] , we investigated detection and location of object types as well as object states from images. In this paper, we extend this work to learn changes in object state from keyframes. The architecture of our model is shown in Figure 2 . Given a video segment, we first split it into k sub-segments of equal length and sample a random keyframe from each sub-segment. For each keyframe, we learn two conceptual classes (object types and object states) separately. Then, from the selected sequence of k keyframes, we extract two channels using a point-wise convolution from which we construct the state transition matrix (pre-state, post-state). For object types (nouns), we use a point-wise convolution to extract a vector of nouns that appear in the video segment. Action verbs are then Seen kitchens subset (S1) learned from the state transition matrix. In the end, the action classes are learned directly from the set of object types and action verbs.
Implementation details
EPIC Kitchen dataset. We study state transformations through the action labels in the EPIC Kitchen dataset. The EPIC Kitchen dataset is a large dataset of egocentric videos of people cooking and cleaning. In this dataset, an action label is composed of a tuple of a i = (verb v i , noun n i ) extracted from a narrated text given for each video action segment. The EPIC verb represents the action verb while the EPIC noun is the action object. As the EPIC Kitchen dataset is an egocentric dataset which suggests one subject in the scene, the action subject is always the cook's hands. We group each action verb depending on the type of effect they cause into 3 different groups: those that change the object's shape, color appearance, or location. This study leaves some non-state-changing verbs (like the verb check) out of those groups as it does not change any object states. As a result we define 49 state transitions and 31 different states.
Network Architecture. As shown in Figure 2 , we use a similar setting as in [1] for each keyframe. We start by extracting deep features using a VGG16 network with batch normalization [14] pre-trained on ImageNet dataset [6] . In building our network architecture, we considered to use few trainable parameters. Thus, VGG layers are frozen during the whole training process. VGG features provide the input to a shared 2 3 × 3 convolutional layer. We separate the 2 shared over the two attributes (object types and states) learning of object attributes into two branches: one for object types and the other for object states. Each attribute is learned with an independent loss. For each keyframe, one noun vector and one state vector are extracted using Global Average Pooling over corresponding Class Activation Maps. Afterwards, we perform a point-wise convolution to extract one noun vector and the states transition matrix over keyframes. Verbs are learned directly from the state transition matrix using a fully-connected (FC) layer. Both action attributes (verb, nouns) are fused using at a late stage a FC layer for action classification. All hidden layers use the ReLU (rectified linear unit) activation function. A frame can have one or more states and/or nouns. Therefore, we treat nouns and states as multi-label classification problems that are learned with a Mean Square Error (MSE). On the other hand, verbs and actions are learned with a Cross Entropy (CE) function.
Training. We use EPIC Kitchen video segments for training our model 3 . A clip is a collection of k randomly sampled keyframes from k equal length sub-segements, and it represents the corresponding action video segment. This strategy has been used in multiple works with similar problems [17, 3] .
EPIC challenge evaluation. For evaluation, we aggregate the results of 10 clips as in [3] . We report the same evaluation metrics provided by the EPIC challenge [5] . Provided metrics include class-agnostic and class-aware metrics; Top-1 and Top-5 micro-accuracy in addition to precision and recall over only many shot classes (i.e. classes with more that 100 samples).
Discussion
We report the primary results of the model in Table 1 from frames on the EPIC Kitchen dataset for action recognition task. As the test sets are not publicly available yet, we compared our results to two baseline techniques, 2SCNN model [13] and TSN model [17] , as reported in [5] .
In our model, we only use RGB channels. The model has 20M parameters and only 5M trainable parameters which is significantly lower than both baseline techniques i.e. for each input modality: 2SCNN model [13] uses 170M parameters and TSN model [17] has 11M trainable parameters. Even though, our model outperforms 2SCNN model [13] in most of reported metrics while results of verbs and actions recognition are still comparable to TSN reported results [17] .
Conclusion
In this paper, we investigated a method for recognition of manipulation actions. The method proposes the recognition of changes of objects attributes from a small set of keyframes. We demonstrate that this can provide efficient recognition of manipulation actions. We propose a model of manipulation action recognition from state changes that is conceptually sound and efficient. We reported results of our model on the challenge of EPIC kitchen dataset and compare these to two baseline techniques. For the action recognition task, our model outperforms one of the baseline techniques using 34 times less training parameters, and achieved comparable results with another of the baselines.
