Abstract -The deÞning characteristic of a networked control system (NCS) is having a feedback loop that passes through a local area computer network. Our two-step design approach includes using standard control methodologies and choosing the network protocol and bandwidth in order to ensure important closed-loop properties are preserved when a computer network is inserted into the feedback loop. For sufficiently high data rates, global exponential stability is preserved. Simulations are included to demonstrate the theoretical result.
I. INTRODUCTION Using a (local area) networked control architecture has many advantages over a traditional point-to-point design including low cost of installation, ease of maintenance, lower cost, and greater ßexibility [3] , [4] . For these reasons the networked control architecture is already used in many applications, particularly where weight and volume are of consideration, for example in automobiles [2] and aircraft [5] , [6] . The introduction of a computer network in the feedback loop unfortunately invalidates the traditional analytic stability and performance guarantees that control design typically produces. In this paper we reconnect the analysis of the control design to the networked control context, and provide guarantees of stability and certain levels of asymptotic performance to the control systems employing networked feedback loops.
We focus on a multiple-input, multiple-output nonlinear plant with a nonlinear controller connected by a communication network. A block diagram of this system is presented in Figure 1 .ú xc(t) = fc(t, xc(t),ŷ(t)), up(t) = gc(t, xc(t)). We deÞne the network induced error as e(t) = y(t) −ŷ(t). Between two successive transmission times we have ú e(t) well deÞned as long as gp is continuously differentiable. Note that the network may also be used to transmit the control signal u(t) by augmenting the error vector.
We now combine the controller and plant states into the vector x(t), and we relabel the vector Þelds to obtain the following dynamics for the closed loop system in between two successive transmission times: ú x(t) = f (t, x(t), e(t)) ú e(t) = g(t, x(t), e(t)).
(
At each transmission time the vector e has a discontinuous jump, namely the component corresponding to the transmitting output sensor is set to zero. We assume that the functions f and g are globally Lipschitz with associated Lipschitz constants k f and k g . We then deÞne:
and let k h denote the global Lipschitz constant of the function
Our approach is to model the error e(t) as a perturbation on the system. If e(t) ≡ 0, thenŷ(t) = y(t) and from the control design we have a Lyapunov function V (t, x) and constants c 1 , c 2 , c 3 and c 4 greater than zero with
∂V ∂x¯≤ c4kxk
There exist many models of network traffic. We assume packets can arrive at any time but the amount of time between transmissions obeys a deadline, τ . Even a simple Poisson distribution allows for the possibility of arbitrary long delays between transmissions, making the stability analysis impossible. In the following derivations we assume that there is a bound for the delays between transmission. We will call this deadline the maximum allowable transfer interval (MATI).
II. PERTURBATION BOUNDS
The following stability results are based on ideas from perturbation theory [1] . We consider the error e(t) as a vanishing perturbation and we compute worst case bounds for it as a function of a bound β on its derivative, that is, k ú e(t)k < β for t in some Þxed interval of time. At any given transmission opportunity, only one of the p information sources may transmit its data, and so how the transmission opportunities are scheduled is critical.
Two scheduling algorithms are considered. The simplest is a static scheduler. The transmission order is decided in advance and this order is repeated indeÞnitely. This common method would typically be implemented by polling or by a token ring. The other method uses bit-wise arbitration to dynamically schedule the use of the network at run time. This is the TryOnce-Discard (TOD) protocol introduced in [7] . Some portion of a node's identiÞer (the CAN-II identiÞer is 29 bit long) is used to transmit a local evaluation of the importance of the locally held data. The information source or smart sensor that consider its data the most important wins use of the network and all losing data packets are discarded.
Lemma 1 (Scheduler Error Bound) [7] Consider a static or a dynamic network scheduler starting at time t 0 , visiting each node at least once, with integer periodicity p, maximum allowable transfer interval τ , maximum growth in error e(t) in τ seconds strictly bounded by β ∈ (0, ∞). Then, for any time t ≥ t0 + pτ , the error is bounded as ke(t)k < βp(p − 1)/2.
Proof: For the static scheduler, because the transmission is p-cyclic, every node will transmit at least one time in pτ seconds, and the bound follows.
For the dynamic scheduler, the error of the channels not transmitted is bounded by the error of the channel that did transmit. Consequently, if any channel repeats, it establishes a bound for the remaining channels. If no channel repeats, then the error bound is similar to the static scheduler because in pτ seconds all channels will have transmitted at least one time. Let t 1 , . . . , t p be the last p transmission times (t 1 the most recent) and i1, ..., ip be the channels that were transmitted, respectively. Let im be the Þrst channel that is repeated. If m = p then the lemma is proved, since the error on channel i k at time t1 is bounded by kβ.
Assume m < p. Let 1 ≤ l < m be the index of the time when channel i m was last transmitted. Then e im (t l ) ≤ (m−l)β. Also, since at time t l channel i m was transmitted it must have had the highest error, so all the other channels have error bounded by (m − 1)β. The channels i k with 1 ≤ k ≤ l have the usual bound kβ. Summing up and taking the worst case will give the bound from the lemma statement.
III. STABILITY OF NONLINEAR NETWORKED CONTROL SYSTEMS
In this section we present the main result of this paper: that the stability property of a networked system is preserved if the network is fast enough. There are no assumptions about the initial conditions of the error e(t), and so only BellmanGronwall can bound the growth of z = (x, e) 0 during the Þrst pτ seconds. At t = pτ , however, Lemma 1 provides a bound on ke(t)k. We then prove that for t ≥ pτ , the error remains bounded and kx(t)k decreases exponentially to a ball proportional to the bound on ke(t)k. The previous steps are repeated to show overall exponential decay.
Theorem 1: Consider a NCS whose continuous dynamics are described by equation (1) with the control law designed so that equations (2-4) are satisÞed, with p nodes of sensors operating under TOD or static scheduling, a maximum allowable transfer interval (MATI) that satisÞes
Then the networked system is exponentially stable.
Proof: We Þrst expand the bounds imposed on τ for easy reference. Note that some of the bounds are used for several inequalities.
Let z(t0) be the initial condition at the initial time t0. For any t in [t 0 , t 0 + pτ ], using Bellman-Gronwall and (4) we have:
Then, on the interval [t0, t0 + pτ ] we have:
and the maximum growth of error in a τ interval is bounded by 2k h τ kz(t 0 )k < 2τ k h (1 + p c 2 /c 1 )kz(t 0 )k. We denote β = 2τ k h (1+ p c2/c1)kz(t0)k and we use it to apply Lemma 1. While the smaller bound 2τ khkz(t0)k is acceptable for the interval [t0, t0 +pτ ], the larger bound 2τ k h (1+ p c2/c1)kz(t0)k is needed to extend the result beyond this short transient period, as is shown later.
We can now use Lemma 1 to get that
Next we prove by contradiction that
Suppose this is not true. Then there is a Þrst timet when one of these conditions (or both of them) fails. Consider the case when (9) does not hold:
Note that (11) and Lyapunov condition (2) imply that:
Using the Lyapunov bounds (2, 3) and the Lipschitz condition for the function f we get:
and due to (12) and (10):
By the choice of τ (see (7)), ú V (t, x(t)) < 0. This means that V is decreasing locally aroundt so it cannot cross the bound. The only possible case is, consequently, when (10) does not hold meaning that:
In this caset cannot be a transmission time, because during a transmission the error can only decrease. For any time in the interval [t 0 ,t] that is not a transmission time, we have:
where we used (9) and (2) to get the bound on kxk and (10) for the bound on kek.
The growth of error in any τ interval included in [t0 + pτ,t] is bounded by τ k h (2τ /S + 2 p c 2 /c 1 )kz(t 0 )k, which is less than β, according to (5) . Applying Lemma 1 on [t − pτ,t] we get:
so we obtain the contradiction. Therefore:
At a time t ≥ t0 + pτ , using (13), (14) and (15) we have:
Denote α = c 3 /c 2 and
. Using the Comparison Lemma ( [1] , p. 100), and the fact that V (t0 + pτ, x(t0 + pτ )) < 4c2kz(t0)k 2 , we obtain:
and then
According to the Lyapunov bound (2) and to the bound on τ (8):
Using the bounds (15) and (14) in inequality (16) we get that
and by the bound on τ (6):
By repeating this procedure we can prove that:
Thus the system is exponentially stable. Remark.[Local Exponential Stability] We can prove that local exponential stability is preserved with a networked architecture, but the estimate of the region of attraction is correspondingly reduced. In particular, if the Lyapunov function, its associated constraints and the Lipschitz constants k f , kg and kh are deÞned for kxk < c5 with c5 > 0, one estimate of the region of attraction ( [1] , p. 100) is {x : kxk < c5 p c1/c2} if no network is present.
With the network present, during the Þrst pτ seconds, the proof provides only a Bellman-Gronwall bound on the growth and hence kzk may as much as double. The proof guarantees this is the maximum that kzk will attain; however this limits the region of attraction to half the limit attained without the network to {z :
IV. SIMULATIONS In this section we use a single-link ßexible-joint robot to illustrate the theoretical result from the previous section. This is a nonlinear system that can be globally linearized by feedback. We use it to show how the stability is preserved for small enough maximum allowable transfer interval (MATI) and lost for large MATI.
Consider a link driven by a motor through a torsional spring in the vertical plane as shown in Figure 2 . The equations of motion are as follows:
The system is linearized exactly with the following transformation:
where
cos q1]. The resulting equations are in Brunowski cannonical form, ú z1 = z2, ú z2 = z3, ú z3 = z4, ú z4 = v. We then design a state feedback controller for this linear system in order to stabilize the origin, and then map it back to the original system.
The goal of this example is to show what happens to the stability of the system when the average amount of bandwidth allocated to the control loop is varied. We are going to model this variation by changing the average µ of the Poisson distribution used for the transmission times. Due to the random nature of the transmission times distribution, we run 50 simulations for each value of µ. The system was considered to be stable if the last 40 samples of its output were less than 0.1.
In Figure 3 we show the percent of stable cases versus the average µ of the Poisson distribution used to generate the transmission times. This graph shows that the system loses stability when µ is around 0.015. The theoretical MATI for this system is about 10 −3 , meaning that the bounds that we used in deriving this limit are too conservative.
In Figure 4 we present a typical stable trajectory for µ = 0.01 and an unstable trajectory for µ = 0.05.
V. CONCLUSIONS
In this paper we analyze a fundamental problem: the stability of a nonlinear networked control system, i.e., a nonlinear control system having a feedback loop closed through a communication network. A networked control architecture has many advantage compared to the traditional point-to-point design, but there are also some new problems due to the presence of a communication network. The main complication is the presence of the random time-delays, but there are also undesired effects due to the discrete nature of the messages that can be exchanged over the network.
Our paradigm in this paper is that the controller for the plant is designed regardless of the network, and it exponentially stabilizes the plant (locally or globally) if the network is not present. We study a newly introduced network protocol (TOD) that resolves collisions by transmitting the channel with highest error between its last transmission and its current data.
We prove that if certain assumptions hold, the plant will be stabilized even in the presence of the network, although the region of attraction may be smaller (and we give an estimate for this region). The main assumptions that we make are (i) that the inter-transmission interval is bounded, and the bound is sufficiently small and (ii) that the collision resolution is perfect, meaning that the highest error channel will always be transmitted.
Future research includes taking into account the presence of the communication network when the controller is designed.
