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HO¨LDER CONTINUITY OF THE VALUE FUNCTION FOR
CONTROL-AFFINE SYSTEMS
DARIO PRANDI†‡
Abstract We prove the continuity and we give a Holder estimate for the value function as-
sociated with the L1 cost of the control-affine system q˙ = f0(q) +
∑m
j=1 ujfj(q), satisfying the
strong Ho¨rmander condition. This is done by proving a result in the same spirit as the Ball-Box
theorem for driftless (or sub-Riemannian) systems. The techniques used are based on a reduction
of the control-affine system to a linear but time-dependent one, for which we are able to define a
generalization of the nilpotent approximation. Finally, we also prove the continuity of the value
function associated with the L1 cost of time-dependent systems of the form q˙ =
∑m
j=1 ujf
t
j (q).
Key words: control-affine systems, time-dependent systems, sub-Riemannian geometry, value
function, Ball-Box theorem, nilpotent approximation.
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1. Introduction
A sub-Riemannian control system on a smooth manifold M is a control system in the form
(1) γ˙(t) =
m∑
i=1
ui(t) fi(γ(t)), a.e. t ∈ [0, T ],
where u : [0, T ] → Rm is an integrable control function and {f1, . . . , fm} is a family of smooth
vector fields satisfying the Ho¨rmander condition, i.e., such that its iterated Lie brackets generate
the whole tangent space at any point. The length of a curve γ solving (1), is then defined as the
length(γ) = min
∫ T
0
|u| dt, where the minimum is taken over all the possible u(·) satisfying the
above ODE. Due to the linearity of the system w.r.t. u, this length will be independent of the
parametrization of γ. Finally, we define
dSR(q, q
′) = inf{length(γ) : γ : [0, 1]→M is a solution of (1), γ(0) = q and γ(T ) = q′}.
By the Ho¨rmander condition, dSR is a distance, called Carnot-Carathe´odory distance, endowing
M with a natural metric space structure. A manifold considered together with a sub-Riemannian
control system is called a sub-Riemannian manifold.
Define ∆1 = span{f1, . . . , fm} and ∆
s+1 = ∆s + [∆s,∆1], for every s ∈ N. Under the
hypothesis that {f1, . . . , fm} is equiregular, i.e., that, for each s ∈ N, the dimension of ∆
s(q)
is independent of q ∈ M , the Ho¨rmander condition implies that there exists a (minimal) r ∈ N
such that ∆r(q) = TqM for all q ∈ M . Such r is called the degree of non-holonomy of the
sub-Riemannian control system.
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A fundamental result in the theory of sub-Riemannian manifolds is the celebrated Ball-Box
theorem (see for example [8]). This theorem gives a rough description of the infinitesimal shape
of the sub-Riemannian balls. Namely, at any point q of an equiregular sub-Riemannian manifold,
the sub-Riemannian ball of small radius ε is equivalent, in privileged coordinates, to the box
[−ε, ε]× . . .× [−ε, ε]︸ ︷︷ ︸
dim∆1
× . . .× [−εs, εs]× . . .× [−εs, εs]︸ ︷︷ ︸
dim∆s−dim∆s−1
× . . .× [−εr, εr]× . . .× [−εr, εr]︸ ︷︷ ︸
dim∆r−dim∆r−1
.
By this we mean that, for some constant C > 0, the sub-Riemannian ball is contained in a box
of side Cε, and contains a box of side ε/C.
This fact has a plethora of applications. First, it allows to prove a Ho¨lder regularity estimate
with respect to the Euclidean distance in coordinates, namely that, for q′ sufficiently close to q,
it holds
(2) |q′| . dSR(q, q
′) . |q′|
1/r.
Here we use “.” to denote an inequality up to a multiplicative constant, independent of q′. Then,
among many others, it is a fundamental step in the computation of the Hausdorff dimension of
the manifold (see [21]), and it is used to obtain asymptotic estimates on the heat kernel (see e.g.,
[23, 20, 14, 2]). Moreover, it is the main tool in computing the asymptotic equivalents of the
entropy and the complexity of curves (see e.g., [18, 19, 22, 15, 16]).
In this paper, we focus on a very important generalization of the control system (1), namely
on control-affine systems. These systems are obtained by adding to (1) an uncontrolled vector
field f0, called the drift, and are in the form
(3) γ˙(t) = f0(γ(t)) +
m∑
i=1
ui(t) fi(γ(t)), a.e. t ∈ [0, T ].
These kind of systems appears in plenty of applications. As an example we cite, mechanical
systems with controls on the acceleration (see e.g., [10], [7]), where the drift is the velocity, or
quantum control (see e.g., [12], [9]), where the drift is the free Hamiltonian. We always assume the
strong Ho¨rmander condition, i.e., that the family {f1, . . . , fm} satisfies the Ho¨rmander condition.
The cost of a curve γ solving (3) is cf0(γ) = min
∫ T
0
|u| dt. Unlike the sub-Riemannian length,
due to the presence of the drift, the cost depends on the parametrization of the curve. Finally,
the value function, between q, q′ ∈M , of the control system at time T > 0, is defined as
ρf0T (q, q
′) = inf{cf0(γ) : γ : [0, T
′]→M solves (3), γ(0) = q, γ(T ′) = q′, and T ′ ≤ T }.
Assume now that the drift is regular, in the sense that there exists s ∈ N such that f0(q) ∈
∆s(q) \∆s−1(q), for any q ∈ M , where ∆s is defined through the vector fields {f1, . . . , fm} as
before. Our main result is, then, a generalization of (2) to this context.
Theorem 1.1. Let z = (z1, . . . , zn) be a system of privileged coordinates at q for {f1, . . . , fm},
rectifying f0 as the k-th coordinate vector field ∂zk , for some 1 ≤ k ≤ n. Then, for sufficiently
small T and ε, if ρf0T (q, q
′) ≤ ε then in z coordinates it holds
dist
(
z(q′), z(e[0,T ]f0q)
)
. ρf0T (q, q
′) . dist
(
z(q′), z(e[0,T ]f0q)
)1/r
.
Here for any x ∈ Rn and A ⊂ Rn, dist(x,A) = infy∈A |x − y| denotes the Euclidean distance
between them, etf0 denotes the flow of f0, and r is the degree of non-holonomy of the sub-
Riemannian control system defined by {f1, . . . , fm}.
In this result, instead of the Euclidean distance from the origin that appeared in (2), we have
the distance from the integral curve of the drift. This is due to the fact that moving in this
direction has null cost. As in the sub-Riemannian case, Theorem 1.1 is a consequence of an
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estimate on the shape of the reachable sets, contained in Theorem 4.27. Moreover, although
Theorem 1.1 seems a natural generalization of (2), the shape of the reachable sets described in
Theorem 4.27 is much more complicated than the boxes of the sub-Riemannian case, yielding a
more difficult proof. Theorem 1.1 and 4.27 represent the key step for generalizing the estimates
on the complexity of curves from sub-Riemannian control systems to control-affine systems.
It is worth to mention that these results regarding control-affine systems are obtained by
reducing them, as in [3], to time-dependent control systems in the form
(4) γ˙(t) =
m∑
i=1
ui(t) f
t
i (γ(t)), a.e. t ∈ [0, T ],
where f ti = (e
−tf0)∗fi is the pull-back of fi through the flow of the drift. On these systems, that
are linear in the control, we are able to define a good notion of approximation of the control vector
fields. Namely, in Section 3.3 we will define a generalization of the nilpotent approximation, used
in the sub-Riemannian context, taking into account the fact that in the system (4), exploiting the
time, we can generate the direction of the brackets between f0 and the fjs. This approximation
and an iterated integral method yield the correct estimates on the reachable set, contained in
Theorem 3.19.
The paper is divided in three sections. In Section 2 we recall some generalities and definitions
regarding sub-Riemannian control systems, used in the following sections. In Section 3 we
consider control systems in the form (4), and we prove the continuity of the value function
for general time-dependent vector fields. Then, in Theorem 3.19, restricting then to the case
where the time dependency is explicitly given as f ti = (e
−tf0)∗fi, we establish some estimates
on the reachable sets, in the same spirit as the Ball-Box theorem. Finally, in Section 4 we
consider control-affine systems. After proving the relation between control-affine systems and
time-dependent systems, we prove the continuity of the value function. Then, in Lemma 4.28,
exploiting the affine nature of the control system, we give an upper bound on the time needed to
join two points q and q′ as a function of ρf0T (q, q
′). From this fact and the estimates of Section 3,
Theorems 4.26 and 4.27 follow. Theorem 1.1 is then a particular case of Theorem 4.26, that
holds under slightly milder assumptions on f0 and {f1, . . . , fm}.
2. Sub-Riemannian Geometry
Throughout this paper, M is an n-dimensional connected smooth manifold. In this section
we recall some classical notions and results of sub-Riemannian geometry.
2.1. Sub-Riemannian control systems. A sub-Riemannian (or non-holonomic) control sys-
tem on M is a control system in the form
(SR) q˙ =
m∑
i=1
ui fi(q), q ∈M, u = (u1, . . . , um) ∈ R
m,
where {f1, . . . , fm} is a family of smooth vector fields on M . We let fu =
∑m
i=1 ui fi.
An absolutely continuous curve γ : [0, T ] → M is (SR)-admissible if there exists a control
u ∈ L1([0, T ],Rm) such that γ˙(t) = fu(t)(γ(t)), for a.e. t ∈ [0, T ]. The curve is said to be
associated to any such control. The length of γ is defined as
(5) length(γ) = min ‖u‖L1([0,T ],Rm),
where the minimum is taken over all controls u such that γ is associated with u. It is at-
tained, due to convexity reasons. Notice that, by definition, length(γ) is invariant under time
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reparametrization of the curve. The distance induced by the sub-Riemannian system on M is
then defined as
dSR(q, q
′) = inf{length(γ) : γ (SR)-admissible and γ : q  q′},
where γ : q  q′ stands for γ : [0, T ]→M , for some T > 0, γ(0) = q and γ(T ) = q′.
Let ∆ be the C∞-module generated by the vector fields {f1, . . . , fm} (in particular, it is
closed under multiplication by C∞(M) functions and summation). Let ∆1 = ∆, and define
recursively ∆s+1 = ∆s + [∆s,∆], for every s ∈ N. Due to the Jacobi identity ∆s is the C∞-
module of linear combinations of all commutators of f1, . . . , fm with length ≤ s. For q ∈M , let
∆s(q) = {f(q) : f ∈ ∆s} ⊂ TqM . We say that {f1, . . . , fm} satisfies the Ho¨rmander condition
(or that it is a bracket-generating family of vector fields) if
⋃
s≥1∆
s(q) = TqM for any q ∈ M .
In the following we will always assume this condition to be satisfied.
By the Chow–Rashevsky theorem (see for instance [1]), the hypothesis of connectedness of
M and the Ho¨rmander condition guarantee the finiteness and continuity of dSR with respect to
the topology of M . Hence, the function dSR, called sub-Riemannian or Carnot-Carathe´odory
distance, induces on M a metric space structure. The open balls of radius ε > 0 and centered at
q ∈M , with respect to dSR, are denoted by BSR(q, ε).
We say that a (SR)-admissible curve γ is a minimizer of the sub-Riemannian distance between
q, q′ ∈ M if γ : q  q′ and length(γ) = dSR(q, q
′). Equivalently, γ is a minimizer between
q, q′ ∈M if it is a solution of the free-time optimal control problem, associated with (SR),
(6) ‖u‖L1(0,T ) =
∫ T
0
√√√√ m∑
j=1
u2j(t) dt→ min, γ(0) = q, γ(T ) = q
′, T > 0.
Indeed, the sub-Riemannian distance is the value function associated with this problem. It is a
classical result that, for any couple of points q, q′ ∈M sufficiently close, there exists at least one
minimizer.
Remark 2.2. The optimal control problem (6) is equivalent to the following, with p ≥ 1 and
T > 0 fixed,
(7) ‖u‖Lp(0,T ) =
(∫ T
0
|u|p dt
)1/p
→ min, γ(0) = q, γ(T ) = q′,
In fact, due to the invariance under time reparametrization of system (SR), in (6) we can fix either
T > 0 or the Euclidean norm of u. Moreover, by the Ho¨lder inequality, for any p > 1, letting p′
be the conjugated exponent to p (i.e., 1/p+ 1/p′ = 1), we get ‖u‖L1(0,T ) ≤ T
1/p′‖u‖Lp(0,T ), with
the equality holding if and only if |u| is constant. From these two facts, it is easy to check that
minimizers of the optimal control problem (7) coincide with the minimizers of (6) with constant
norm. Thus the two optimal control problems are equivalent.
Remark 2.3. This control theoretical setting can be stated in purely geometric terms. Indeed,
it is equivalent to a generalized sub-Riemannian structure. Such a structure is defined by a rank-
varying smooth distribution and a Riemannian metric on it (see [1] for a precise definition). In
a sub-Riemannian control system, in fact, the map q 7→ span{f1(q), . . . , fm(q)} ⊂ TqM defines a
rank-varying smooth distribution, which is naturally endowed with the Riemannian norm defined,
for v ∈ ∆(q), by
g(q, v) = inf
{
|u| =
√
u21 + · · ·+ u
2
m : fu(q) = v
}
.
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The pair (∆,g) is thus a generalized sub-Riemannian structure on M . Conversely, every rank-
varying distribution is finitely generated, see [6, 1, 4, 13], and thus a sub-Riemannian distance
can be written, globally, as the value function of a control system of the type (SR).
2.2. Privileged coordinates and nilpotent approximation. We now introduce the equiva-
lent, in the sub-Riemannian context, of the linearization of a vector field. This classical procedure,
called nilpotent approximation, is possible only in a carefully chosen set of coordinates, called
privileged coordinates.
Since {f1, . . . , fm} is bracket-generating, the values of the sets ∆
s at q form a flag of subspaces
of TqM ,
∆1(q) ⊂ ∆2(q) ⊂ . . . ⊂ ∆r(q) = TqM.
The integer r = r(q), which is the minimum number of brackets required to recover the whole
TqM , is called degree of non-holonomy (or step) of the family {f1, . . . , fm} at q. Set ns(q) =
dim∆s(q). The integer list (n1(q), . . . , nr(q)) is called the growth vector at q. From now on we
fix q ∈ M , and denote by r and (n1, . . . , nr) its degree of non-holonomy and its growth vector,
respectively. Finally, let w1 ≤ . . . ≤ wn be the weights associated with the flag, defined by wi = s
if ns−1 < i ≤ ns, setting n0 = 0.
For any smooth vector field f , we denote its action, as a derivation on smooth functions, by
f : a ∈ C∞(M) 7→ fa ∈ C∞(M). For any smooth function a and every vector field f with f 6≡ 0
near q, their (non-holonomic) order at q is
ordq(a) = min{s ∈ N : ∃i1, . . . , is ∈ {1, . . . ,m} s.t. (fi1 . . . fis a)(q) 6= 0},
ordq(f) = max{σ ∈ Z : ordq(fa) ≥ σ + ordq(a) for any a ∈ C
∞(M)}.
In particular it can be proved that ordq(a) ≥ s if and only if a(q
′) = O(dSR(q
′, q))s.
Definition 2.4. A system of privileged coordinates at q for {f1, . . . , fm} is a system of local
coordinates z = (z1, . . . , zn) centered at q and such that ordq(zi) = wi, 1 ≤ i ≤ n.
For any point q ∈M there always exists a system of privileged coordinates around q. Consider
such a system z = (z1, . . . , zn). We now show that this allows to compute the order of functions
or vector fields in a purely algebraic way. Given a multiindex α = (α1, . . . , αn) we define
the weighted degree of the monomial zα = zα11 · · · z
αn
n as w(α) = w1α1 + · · · + wnαn and the
weighted degree of the monomial vector field zα∂zj as w(α)−wj . Then one can prove that, given
a ∈ C∞(M) and a smooth vector field f , with Taylor expansion
a(z) ∼
∑
α
aαz
α and f(z) ∼
∑
α,j
fα,jz
α∂zj ,
their orders at q can be computed as
ordq(a) = min{w(α) : aα 6= 0} and ordq(f) = min{w(α)− wj : fα,j 6= 0}.
A function or a vector field are said to be homogeneous if all the nonzero terms of the expansion
have the same weighted degree.
We recall that, for any a, b ∈ C∞(M) and any smooth vector fields f, g, the order satisfies the
following properties
ordq(a+ b) = min{ordq(a), ordq(b)}, ordq(ab) = ordq(a) + ordq(b),
ordq(f + g) = min{ordq(f), ordq(g)}, ordq([f, g]) ≥ ordq(f) + ordq(g).
(8)
Consider fi, 1 ≤ i ≤ m. By the definition of order, it follows that ordq(fi) ≥ −1. Then we
can express fi in coordinates as
z∗fi =
n∑
j=1
(
hij + rij
)
∂zj ,
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where z∗ is the push-forward operator on vector fields associated with the coordinates, defined
as z∗f = dz ◦ f ◦ z
−1, hij are homogeneous polynomials of weighted degree wj − 1, and rij are
functions of order larger than or equal to wj .
Definition 2.5. The nilpotent approximation at q of fi, 1 ≤ i ≤ m, associated with the
privileged coordinates z is the vector field with coordinate representation
z∗f̂i =
n∑
j=1
hij ∂zj .
The nilpotentized sub-Riemannian control system is then defined as
(NSR) q˙ =
m∑
j=1
uj(t)f̂j(q).
The family of vector fields {f̂1, . . . , f̂m} is bracket-generating and nilpotent of step r (i.e., every
iterated bracket [fi1 , [. . . , [fik−1 , fik ]]] of length larger than r is zero).
The main consequence of the nilpotent approximation is the following (see for example [8,
Proposition 7.29]).
Proposition 2.6. Let z = (z1, . . . , zn) be a system of privileged coordinates at q ∈ M for
{f1, . . . , fm}. For T > 0 and u ∈ L
1([0, T ];Rm), with |u| ≡ 1, let γ(·) and γˆ(·) be the trajectories
associated with u in (SR) and (NSR), respectively, and such that γ(0) = γˆ(0) = q. Then, there
exist C, T0 > 0, independent of u, such that, for any t < T0, it holds
(9) |zi(γ(t))− zi(γˆ(t))| ≤ Ct
wi+1, i = 1, . . . , n.
We recall, finally, the celebrated Ball-Box Theorem, that gives a rough description of the
shape of small sub-Riemannian balls.
Theorem 2.7 (Ball-Box Theorem). Let z = (z1, . . . , zn) be a system of privileged coordinates at
q ∈M for {f1, . . . , fm}. Then there exist C, ε0 > 0 such that for any ε < ε0, it holds
Box
(
1
C
ε
)
⊂ BSR(q, ε) ⊂ Box (Cε) ,
where, BSR(q, ε) is identified with its coordinate representation z(BSR(q, ε)) and, for any η > 0,
we let
(10) Box (η) = {z ∈ Rn : |zi| ≤ η
wi},
Observe that the first inclusion follows directly from the definition of privileged coordinates.
As a corollary of the Ball-Box Theorem, we get the following result on the regularity of the
distance.
Corollary 2.8. Let z = (z1, . . . , zn) be a system of privileged coordinates at q ∈M for {f1, . . . , fm}.
Then there exists C, ε > 0 such that
1
C
|z(q′)| ≤ dSR(q, q
′) ≤ C|z(q′)|
1/r, q′ ∈ BSR(q, ε).
3. Time-dependent systems
3.1. Time-dependent control systems. We now consider a more general situation. Namely,
we consider on M the time-dependent non-holonomic control system
(TD) q˙ =
m∑
i=1
ui f
t
i (q), q ∈M, u = (u1, . . . , um) ∈ R
m, t ∈ I,
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where I = [0, b) for some b ≤ +∞ and {f t1, . . . , f
t
m} is a family of non-autonomous smooth vector
fields, with smooth dependence on the time parameter. We let f tu =
∑m
i=1 ui f
t
i .
In analogy with the autonomous case, we define (TD)-admissible curves as absolutely contin-
uous curves γ : [0, T ] ⊂ I → M such that γ˙(t) = f tu(t)(γ(t)) for a.e. t ∈ [0, T ], for some control
u ∈ L1([0, T ],Rm). Observe, however, that contrary to what happens in the sub-Riemannian
case, the (TD)-admissibility property is not invariant under time reparametrization, e.g., a time
reversal. Thus, we define the cost (and not the length) of γ to be
c(γ) = min ‖u‖L1([0,T ],Rm),
where the minimum is taken over all controls u such that γ is associated with u and is attained
due to convexity. The value function induced by the time-dependent system is then defined as
ρ(q, q′) = inf{c(γ) : γ is (TD)-admissible and γ : q  q′}.
Clearly, the value function is non-negative. It is not a metric since, in general, it fails both to be
symmetric and to satisfy the triangular inequality. Moreover, as the following example shows, ρ
could be degenerate. Namely, it could happen that q 6= q′ but ρ(q, q′) = 0.
Example 3.9. Let M = R, with coordinate x and consider the vector field f t = (1− t)−2∂x
defined on [0, 1). For any x0 ∈ R, x0 6= 0, and for any sequence tn ↑ 1, let un ∈ L
1([0, tn]) be
defined as un ≡ (1 − tn)x0. By definition, each un steers the system from 0 to x0. Hence,
ρ1(0, x0) ≤ inf
n∈N
‖un‖L1([0,tn]) = inf
n∈N
∫ tn
0
(1− tn)x0 dt = x0 inf
n∈N
tn(1− tn) = 0.
This proves that, for any x0 ∈ R, ρ1(0, x0) = 0.
For T > 0, q ∈M and ε > 0, we denote the reachable set from q with cost less than ε by
R(q, ε) = {q′ ∈M : ρ(q, q′) < ε}.
We will also consider the reachable set from q in time less than T > 0 and cost less than ε, and
denote it by RT (q, ε). Clearly RT (q, ε) ⊂ R(q, ε).
In general, the existence of minimizers for the optimal control problem associated with (TD)
is not guaranteed. We conclude this section with an example of this fact.
Example 3.10. Let M = R, with coordinate x, and consider the vector field f t = e−t∂x for
t ∈ [0, 1). Fix x0 ∈ R, x0 6= 0. Observe that, for any T > 0 and any control u ∈ L
1([0, T ])
steering the system from 0 to x0 , it holds
(11) |x0| =
∣∣∣∣∣
∫ T
0
u(t)e−t dt
∣∣∣∣∣ ≤
∫ T
0
|u(t)|e−t dt < ‖u‖L1([0,T ]).
This implies ρ(0, x0) ≥ |x0|. Let now un ∈ L
1([0, 1/n]) be defined as un(t) = x0ne
t. Clearly un
steers the system from 0 to x0. Moreover,
ρ(0, x0) ≤ inf
n∈N
‖un‖L1([0,1/n]) = |x0| inf
n∈N
e
1
n − 1
1
n
= |x0|.
This proves that ρ(0, x0) = |x0|. Hence, the non-existence of minimizers follows from (11).
3.2. Finiteness and continuity of the value function. In this section, we extend the Chow–
Rashevsky Theorem to time-dependent non-holonomic systems, under the strong Ho¨rmander
condition, whose definition follows.
Definition 3.11. We say that a family of time-dependent vector fields {f t1, . . . , f
t
m}t∈I satisfies
the strong Ho¨rmander condition if {f t01 , . . . , f
t0
m} satisfies the Ho¨rmander condition for any t0 ∈ I.
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As we will see later on in Section 4, when considering families of time-dependent vector fields
of the form f ti = (e
−tf0)∗fi this condition is equivalent to the strong Ho¨rmander condition for
the affine control system with drift f0 and control vector fields {f1, . . . , fm}.
From now on we will assume that the following holds.
The family of smooth vector fields {f t1, . . . , f
t
m}t∈I , depends smoothly on t
and satisfies the strong Ho¨rmander condition.
(H0)
This section will be devoted to the proof of the following.
Theorem 3.12. Assume that {f t1, . . . , f
t
m}t∈I satisfies (H0). Then, the function ρ : M ×M →
[0,+∞) is continuous. Moreover, for any t0 ∈ I and any q, q
′ ∈ M , letting dSR be the sub-
Riemannian distance induced by {f t01 , . . . , f
t0
m}, it holds ρ(q, q
′) ≤ dSR(q, q
′).
Now, we need to introduce some notation. Following [5], the flows between times s, t ∈ R of
an autonomous vector field f and of a non-autonomous vector field τ 7→ f τ will be denoted by,
respectively,
e(t−s)f : M →M and −→exp
∫ t
s
f τ dτ : M →M.
Fix q ∈ M and assume, for the moment, that t0 = 0. Let ℓ ∈ N and F = (i1, . . . , iℓ) ∈
{1, . . . ,m}ℓ. For any T ∈ I, T > 0, we define the switching end-point map at time T and
associated with F to be the function ET ,F : R
ℓ →M defined as
ET ,F(ξ) =
−→exp
∫ T
ℓ−1
ℓ
T
1
T
ξℓ f
τ
iℓ
dτ ◦ · · · ◦ −→exp
∫ T
ℓ
0
1
T
ξ1 f
τ
i1 dτ (q)
= −→exp
∫ 1
ℓ−1
ℓ
ξℓ f
τT
iℓ
dτ ◦ · · · ◦ −→exp
∫ 1
ℓ
0
ξ1 f
τT
i1 dτ (q).
(12)
Here we applied a standard change of variables formula for non-autonomous flows. Let then
(13) gτT ,F =

ξ1 f
τT
i1
if 0 ≤ τ < 1/ℓ,
ξ2 f
(τ−1/ℓ)T
i2
if 1/ℓ ≤ τ < 2/ℓ,
...
ξℓ f
(τ−(ℓ−1)/ℓ)T
iℓ
if (ℓ − 1)/ℓ ≤ τ < 1,
so that we can write
ET ,F (ξ) =
−→exp
∫ 1
0
gτT ,F (ξ) dτ (q).
Clearly, t 7→ −→exp
∫ t
0
gτT ,F (ξ) dτ (q), t ∈ [0, 1], is a (TD)-admissible trajectory. Thus, ET ,F (ξ),
T > 0, is the end-point of a piecewise smooth (TD)-admissible curve.
We recall that, by the series expansion of −→exp (see [5]), for any non-autonomous smooth vector
field f τ , it holds −→exp
∫ t
0 f
τ dτ (q) = et f
0
(q) +O(t2). Thus, we can define
E0,F(ξ) = lim
T ↓0
ET ,F(ξ) = e
ξℓ f
0
ℓ ◦ . . . ◦ eξ1 f
0
1 (q) = −→exp
∫ 1
0
gτ0,F(ξ) dτ (q),
where, gτ0,F(ξ) is defined in (13). Then t 7→
−→exp
∫ t
0
gτ0,F(ξ) dτ (q), t ∈ [0, 1], is an (SR)-admissible
curve for the sub-Riemannian structure defined by {f01 , . . . , f
0
m} and E0,F(ξ) is the end-point of
a piecewise smooth trajectory in (SR).
After [24], we say that a point q′ ∈M is (TD)-reachable from q at time t0 = 0, if there exist
ℓ ∈ N, F ∈ {1, . . . ,m}ℓ, T > 0 and ξ ∈ Rℓ, such that ET ,F(ξ) = q
′. In this case it is clear
that ρ(q, q′) ≤
∑
i |ξi|. Moreover, if ξ
′ 7→ ET ,F(ξ
′) has rank n at ξ, the point q′ is said to be
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(TD)-normally reachable at time t0 = 0. Finally, the point q
′ is said to be (SR)-reachable or
(SR)-normally reachable for the vector fields {f01 , . . . , f
0
m}, if these properties holds for T = 0.
In the case t0 > 0, taking T > 0 such that T + t0 ∈ I and changing the interval of integration
in (12) from [0, T ] to [t0, t0 + T ], it is clear how to define (TD)-reachable and (TD)-normally
reachable points from q at time t0, and (SR)-reachable and (SR)-normally reachable points for
the vector fields {f t01 , . . . , f
t0
m}.
The proof of the following lemma is an adaptation of [24, Lemma 3.1].
Lemma 3.13. Let q′ ∈ M be (SR)-normally reachable for the vector fields {f t01 , . . . , f
t0
m} from
q, by some ℓ ∈ N, ξ ∈ Rℓ and F ∈ {1, . . . ,m}ℓ. Then, there exist ε0, T0 > 0 such that, for
any ε < ε0, the point q
′ is (TD)-normally reachable at time t0, by the same ℓ and F , and some
ξ′ ∈ Rℓ, with
∑
j |ξj − ξ
′
j | ≤ ε, and any T < T0.
Proof. Without loss of generality, we assume t0 = 0.
Let U ⊂ Rℓ be a neighborhood of ξ such that E0,F has still rank n when restricted to it.
Then, there exists B = {x :
∑
j |xj − ξj | ≤ ε} ⊂ U such that E0,F maps diffeomorphically
a neighborhood of B in U onto a neighborhood of q. It follows, from standard properties of
differential equations, that, for T > 0 sufficiently small, the map ET ,F is well defined on B and
that ET ,F −→ E0,F as T ↓ 0 in the C
1-topology over B. Thus, there exists T1 > 0 such that,
for T < T1, ET ,F has rank n at every point of B.
Since the map E0,F is an homeomorphism from B onto a neighborhood of q, and ET ,F −→
E0,F uniformly as T ↓ 0, it follows that there exists a fixed neighborhood V of q and T2 > 0 such
that V ⊂ ET ,F(B), for any T < T2. Then, for any T < min{T1, T2}, there exists ξ
′ ∈ B such
that the point q′ = ET ,F(ξ
′) is (TD)-normally reachable. 
We will use the following consequence of Lemma 3.13. We remark that the result holds even
if {f t1, . . . , f
t
m}t∈I satisfies the Ho¨rmander condition only at time t0 ∈ I.
Lemma 3.14. Let dSR be the sub-Riemannian distance induced by {f
t0
1 , . . . , f
t0
m}, then for any
t1 ∈ I, such that t1 − t0 > 0 is sufficiently small, and for any q, q
′ ∈M it holds
inf{c(γ) : γ : [t0, t1]→M is (TD)-admissible, γ(t0) = q and γ(t1) = q
′} ≤ dSR(q, q
′).
In particular, ρ(q, q′) ≤ dSR(q, q
′).
Proof. Fix ε > 0. By Chow’s theorem it is clear that q′ is (SR)-reacheable from q. Moreover, since
there exist (SR)-normally reachable points from q′ arbitrarily close to q′ (see e.g., [1, Lemma
3.21]), follows that q′ is always (SR)-normally reacheable from q by ξ such that
∑
j |ξj | ≤
dSR(q, q
′) + ε/2. Hence, by Lemma 3.13, if ε and η > 0 are sufficiently small, we have that q′ is
(TD)-normally reachable from q at time t0 by ξ
′ such that
∑
j |ξ
′
j | ≤ dSR(q, q
′) + ε and T < t1.
This clearly implies that
inf{c(γ) : γ is (TD)-admissible, γ(t0) = q and γ(t1) = q
′} ≤ dSR(q, q
′) + ε.
Finally, the lemma follows letting ε ↓ 0. 
We now prove the main theorem of the section.
Proof of Theorem 3.12. By Lemma 3.14, we only need to prove the continuity of ρ. We will prove
only the lower semicontinuity, sinche the upper semicontinuity follows by similar arguments.
We start by proving the lower semicontinuity of ρ(q, ·) at q′. Consider a sequence qk → q
′
and let uk ∈ L
1([0, Tk],R
m) be controls such that each one steers system (TD) from q to qk and
lim infn ρ
f0(q, qk) = lim infn ‖uk‖L1 . Then, by Lemma 3.14, for any ε > 0 there exists a sequence
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of T˜k > 0 and a sequence of controls vk ∈ L
1([Tk, T˜k],R
m) all steering system (TD) from qk to
q′ and such that ‖vk‖L1([Tk,T˜k],Rm) ≤ dSR(qk, q
′) + ε. Since dSR(qk, q
′)→ 0, this implies that
ρ(q, q′) ≤ lim
n→∞
(
‖uk‖L1([0,Tk],Rm) + ‖vk‖L1([Tk,T˜k],Rm])
)
= lim inf
n
ρ(q, qk) + ε.
Letting ε ↓ 0 proves that ρ(q, ·) is lower semicontinuous at q′.
In order to prove the lower semicontinuity of ρ(·, q′) at q, let us define
ϕε(p) = inf{c(γ) : γ : [ε, T ] ⊂ I →M is (TD)-admissible and γ : p q
′}.
We claim that for any p ∈ M it holds that ϕε(p) −→ ρ(p, q
′) as ε ↓ 0. Since it is clear that
ϕε(·) ≥ ρ(·, q
′), it suffices to prove that
(14) lim
ε↓0
ϕε(p) ≤ ρ(p, q
′) for any p ∈M.
To this aim, fix p ∈M and η > 0 and let γ : [0, T ]→M be such that c(γ) ≤ ρ(p, q′)+η. It is clear
that γ(2ε) → p as ε ↓ 0, and hence that ρ(p, γ(2ε)) → 0 as ε ↓ 0, by the first part of the proof.
Thus, for any ε > 0 sufficiently small, there exists a (TD)-admissible curve γε : [ε, 2ε]→M such
that γε : p γ(2ε) and c(γε) ≤ ρ(p, γ(2ε)) + η. By concatenating γε with γ|[2ε,T ], we get that
ϕε(p) ≤ c(γε) + c(γ) ≤ ρ(p, γ(2ε)) + ρ(p, q
′) + 2η.
Letting ε ↓ 0 and then η ↓ 0, this proves (14) and thus the claim.
Let now qk → q and fix η > 0. By Lemma 3.14 this implies that ρ(qk, q) → 0 and that for
any ε > 0 sufficiently small, there exists a (TD)-admissible curve γε : [0, ε] → M such that
γε : qk  q and c(γε) ≤ ρ(qk, q) + η. Hence
ρ(qk, q
′) ≤ c(γε) + ϕε(q) ≤ ρ(qk, q) + ϕε(q) + η.
By the previous claim, letting ε, η ↓ 0, this implies that ρ(qk, q
′) ≤ ρ(qk, q) + ρ(q, q
′). Since
ρ(qk, q) → 0, taking the liminf as k → +∞, this proves the lower semicontinuity of ρ(·, q
′) at q,
completing the proof. 
Remark 3.15. From the proof of Theorem 3.12, it follows that hypothesis (H0) is not sharp.
Indeed, the following is sufficient to prove the theorem.
The family of smooth vector fields {f t1, . . . , f
t
m}t∈I , depends smoothly on t,
and satisfies the strong Ho¨rmander condition at t = 0 and in an open
neighborhood of sup I.
(H1)
We will conclude this section by showing that, in our framework, it is necessary to assume
the Ho¨rmander condition on both ends of I. Although outside the scope of the present work,
we remark that stronger assumptions on the regularity of the vector fields, i.e., that they are
uniformly Lipschitz, would allow to prove Theorem 3.12 assuming only that {f t1, . . . , f
t
m}t∈I
satisfies the Ho¨rmander condition at one time t0 ∈ I.
The following example proves that if the family {f t1, . . . , f
t
m}t∈I satisfies the Ho¨rmander con-
dition only near t = 0, then the value function is in general not continuous. Through a slight
modification, the same argument can also be used to prove that the same holds if the Ho¨rmander
condition is satisfied only at a neighborhood of sup I or of any t0 ∈ I.
Example 3.16. Let M = (−2, 2)× (−1,+∞), with coordinates (x, y), and consider the vector
fields
f(x, y) =
((y + 1)(1− x2),−x)√
(y + 1)2(1 − x2)2 + x2
, g(x, y) =
(
x, h(x)(y + 2)
)√
x2 + h(x)2(y + 2)2
,
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Figure 1. The two vector fields of Example 3.16 with h(x) = c e
− 1
1−x2 for x ∈ [−1, 1].
where h : [−2, 2]→ R is a smooth cutoff function such that supph ⊂ [−1, 1], h ≥ 0 and h(0) = 1
(see Figure 1). Fix 0 < ε < 1, C ≥ 16 and let φ, ψ : [0, 1] → R be two smooth functions such
that
φ(t) =
{
1 if 0 ≤ t ≤ ε,
0 if 2ε ≤ t ≤ 1,
ψ(t) =
{
1 if 0 ≤ t ≤ 2ε,
C if 3ε ≤ t ≤ 1,
and such that φ is nonincreasing while ψ is nondecreasing. Finally, consider the time-dependent
system on M specified by the vector fields f t(x, y) = φ(t)f(x, y) and gt(x, y) = ψ(t)g(x, y),
t ∈ [0, 1]. We will show that {f t, gt} satisfies the Ho¨rmander condition for t ∈ [0, ε], but that the
value function associated with the family {f t, gt}t∈[0,1] is not lower semicontinuous.
We start by showing that f(p) and g(p) are transversal for any p = (x, y) ∈M , implying the
Ho¨rmander condition for {f t, gt}, t ∈ [0, ε]. If x ∈ (−2,−1] ∪ [1, 2), then, by definition of h,
g(p) = (1, 0) is clearly transversal to f(p). On the other hand, if x ∈ (−1, 1) \ {0} and g(p) is
parallel to f(p), a simple computation shows that h(x) < 0, which is a contradiction. Finally, for
x = 0, it is clear that g(p) = (0, y + 2) and f(p) = (y + 1, 0) are never parallel. We remark that
this implies also that the value function ρε, induced by controls defined on [0, ε], is a distance
equivalent to the Euclidean one. In particular, |p1 − p2| ≤ 2ρε(p1, p2) for any p1, p2 ∈M .
Fix now q′ = (1, 0). The set of points from which q′ is reachable using only f is exactly Oq′ =
{(1, y) : y > −1}. Let then q0 ∈ (−1, 0)×{0} be such that ρε(q0, (−1, 0)) ≤
1
4 minp∈Oq′ ρε(q0, p).
In order to show that ρ1(q0, ·) is not lower semicontinuous at q
′, consider any sequence {qn}n∈N ⊂
(1/2, 1)×{0} such that qn −→ q
′. By continuity of ρε and the fact that −qn −→ (−1, 0), we can
always assume that, up to subsequences, ρε(q0,−qn) ≤
1
2 minp∈Oq′ ρε(q0, p).
Since gt ≡ 0 for t ≥ 2ε, if u ∈ L1([0, 1],R2) is a control steering the system from q0 to q
′, the
control u|[0,2ε] steers the system from q0 to some p ∈ Oq′ . Exploiting the fact that ρ2ε ≥ ρε by
monotonicity of ψ, this implies that
(15) ρ1(q0, q
′) ≥ min
p∈Oq′
ρε(q0, p) ≥ 2ρε(q0,−qn).
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Let now u ∈ L1([0, 1],Rm) be the control constructed as follows. From time 0 to ε, u|[0,ε] is
the minimizer of ρε steering the system from q0 to −qn. Then, u|(ε,3ε) ≡ 0 and, after this, the
control acts only on f t for time t ∈ [3ε, 1], steering the system from −qn to qn. Hence,
(16) |qn − (−qn)| =
∣∣∣∣∫ 1
3ε
u(t)f t(x(t), y(t)) dt
∣∣∣∣ = C ∫ 1
3ε
|u(t)| dt.
Since |qn − (−qn)| < 2, C ≥ 16/|q0 − q
′| ≥ 8/ρε(q0, q
′), and by (16), it holds that
ρ1(q0, qn) ≤
∫ 1
0
|u(t)| dt = ρε(q0,−qn) +
1
C
|qn − (−qn)| ≤
3
4
ρ1(q0, q
′).
Taking the lim inf as n→∞ shows that ρ1(q0, ·) is not l.s.c. at q
′.
3.3. Estimates on reachable sets. In this section, we concentrate on a particular class of
time-dependent systems. Namely, let {f1, . . . , fm} be a bracket-generating family of smooth
vector fields, f0 be a smooth vector field, and consider the time-dependent system
(17) q˙ =
m∑
i=1
ui f
t
i , f
t
i = (e
−tf0)∗fi(q), q ∈M, u = (u1, . . . , um) ∈ R
m.
Here, (e−tf0)∗ is the push-forward operator associated with the flow of f0.
As we will see in the next section, this class of systems arises naturally when dealing with
control systems that are affine with respect to the control. Observe, in particular, that from the
bracket-generating property of {f1, . . . , fm} it follows immediately that the time-dependent fam-
ily {(e−tf0)∗f1, . . . , (e
−tf0)∗fm} satisfies the strong Ho¨rmander condition, as per Definition 3.11.
Before proceeding with the estimates of the reachable sets, we need to define a suitable approx-
imation of system (17). Namely, fix a system of privileged coordinates (in the sub-Riemannian
sense) at q for {f1, . . . , fm}. Assume that f0(q) 6= 0, and let s ∈ {1, . . . , r} be such that
ordq(f0) = −s. In this case, there exist, in coordinates, an homogeneous vector field f
−s
0 , of
weighted degree −s, and a vector field f>−s0 , of weighted degree ≥ −s+ 1, such that
(18) z∗f0 = f
−s
0 + f
>−s
0 .
In particular, it holds that f−s0 6≡ 0 near z(q) = 0.
Remark 3.17. The fact that ordq(f0) = −s is not equivalent, in general, to f0 ∈ ∆
s near q. In
particular, if the growth vector is non-constant around q, from ordq(f0) ≥ −s it does not follow
that f0 ∈ ∆
s. For example, consider the sub-Riemannian control system on R2 with (privileged)
coordinates (x, y), defined by the vector fields ∂x and x∂y, called the Grushin plane. Outside
{x = 0}, the non-holonomic degree of these vector fields is 1, while, on {x = 0}, we need one
bracket to generate the y direction, and thus it is 2. Hence, if y¯ 6= 0 the vector field y∂y is never
in ∆ near (0, y¯), but ord(0,y¯)(y∂y) = ord(0,y¯)(y) + ord(0,y¯)(∂y) = 0.
However, due to the properties (8) and the fact that ∆s is a module, the converse is always
true. Namely, if f0 ∈ ∆
s, then ordq(f0) ≥ −s.
For any smooth vector field f , let (ad1f0)f = [f0, f ] and (ad
ℓf0)f = [f0, (ad
ℓ−1f0)f ], for any
ℓ ∈ N. We recall (see for example [17]) that the following Taylor expansion holds
(19) (e−tf0)∗f ∼
∞∑
ℓ=0
tℓ
ℓ!
(adℓf0)f.
Since ordq(fj) ≥ −1, by (8) we have that ordq((ad
ℓf0)fj) ≥ −ℓs−1. Then, using the decomposi-
tion (18), for any ℓ ≥ 0, there exists, in coordinates, an homogeneous vector field F ℓj of weighted
HO¨LDER CONTINUITY OF THE VALUE FUNCTION FOR CONTROL-AFFINE SYSTEMS 13
degree −ℓs, and a remainder rℓ of order ≥ −ℓs− 1, such that
(20) z∗
[
(adℓf0)fj
]
= F ℓj + r
ℓ.
Definition 3.18. The homogeneous series approximation at q of f tj , 1 ≤ j ≤ m, associated with
the privileged coordinates z, is the vector field with coordinate representation
(21) f̂ tj =
∑̺
ℓ=0
tℓ
ℓ!
F ℓj ,
where ̺ = ⌊r−1/s⌋ and r is the non-holonomic degree of {f1, . . . , fm} at q. The approximated
time-dependent control system is then defined as
(ATD) q˙ =
m∑
j=1
uj(t)f̂
t
j (q).
If a system, in some system of privileged coordinates, coincides with its homogeneous series
approximation , we will say that it is series homogeneous.
The homogeneous series approximation encodes the idea that the time t is of weight s =
− ordq(f0). This is a consequence of the fact that, due to the expansion (19), t allows to
build brackets of f0 with the fjs. In this sense, the homogeneous series approximation is a
generalization of the nilpotent approximation.
We are now ready to state the main theorem of this section.
Theorem 3.19. Let {f1, . . . , fm} satisfy the Ho¨rmander condition, let z = (z1, . . . , zn) be a
system of privileged coordinates at q ∈ M for {f1, . . . , fm}. Then there exist C, T, ε0 > 0 such
that, for any ε < ε0 and any q
′ ∈ RT (q, ε), setting s = − ordq(f0) it holds
|zi(q
′)| ≤ C
(
εwi + εT
wi
s
)
if wi ≤ s,(22)
|zi(q
′)| ≤ Cε
(
ε+ T
1
s
)wi−1
if wi > s.(23)
Moreover, if the system is series homogeneous, then it holds the stronger estimate
(24) |zi(q
′)| ≤ Cεwi if wi ≤ s.
To prove this theorem we need the following proposition, estimating the difference between
(17) and (ATD).
Proposition 3.20. Let {f1, . . . , fm} satisfy the Ho¨rmander condition, and let z = (z1, . . . , zn) be
a system of privileged coordinates at q ∈M for {f1, . . . , fm}. For T > 0 and u ∈ L
1([0, T ];Rm),
let γ(·) and γˆ(·) be the trajectories associated with u in (17) and (ATD), respectively, and such
that γ(0) = γˆ(0) = q. Then there exist C, ε0, T0 > 0, independent of u, such that, if t < T0 and∫ t
0
|u| ds = ε < ε0, and setting s = − ordq(f0) it holds
(25) |zi(γ(t))− zi(γˆ(t))| ≤ Cε
(
ε+ t
1
s
)wi
, i = 1, . . . , n.
Remark 3.21. This proposition generalizes Proposition 2.6. In fact, in the sub-Riemannian
case, since f0 ≡ 0, if, for t > 0, the curve γ is associated to u ∈ L
1([0, t],Rm), it is associated
also to uτ (·) =
τ
t u(
τ
t ·), for any τ > 0. Thus, since
∫ τ
0 |uτ | ds =
∫ t
0 |u| ds = ε, (25) reduces to
|zi(γ(t))− zi(γˆ(t))| ≤ lim
τ↓0
C(εwi+1 + τεr) = Cεwi+1.
Finally, assuming that u satisfies the hypotheses of Proposition 2.6, i.e., that |u| = 1, we get
t = ε.
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Proof. Let z(γ(·)) = x(·), z(γˆ(·)) = y(·), and ‖z‖ =
∑n
ℓ=1 |zℓ|
1/wi . We mimic the proof of
Proposition 7.29 in [8]. The first step is to prove that there exists a constant C > 0 such that
‖x(t)‖, ‖y(t)‖ ≤ Cε for t and ε =
∫ t
0 |u| ds small enough. We prove this for ‖x(t)‖, the same
argument works also for ‖y(t)‖.
In z coordinates, the equation of the control system (17) is,
x˙i(t) =
m∑
j=1
uj(t)(zi)∗ f
t
j (γ(t)), i = 1, . . . , n.
Due to the fact that z∗f
t
j = z∗fj + O(t), uniformly in a neighborhood of q that ordq(zi) = wi
and that ordq(fj) ≥ −1, we have that there exist T0 and C > 0 such that |(zi)∗f
t
j (q)| ≤
C
2 |(zi)∗fj(q)| ≤ C‖x(t)‖
wi−1, for any t < T0. Thus we get
(26) |x˙i(t)| ≤ C
m∑
j=1
|uj(t)|‖xi(t)‖
wj−1.
As in the proof for the sub-Riemannian case, choosing N sufficiently large, so that all N/wi are
even integers, and setting |||z||| = (
∑n
ℓ=1 |zℓ|
N/wi)
1
N we get a norm equivalent to ‖z‖. Deriving
with respect to time and using (26) we get ddt |||x(t)||| ≤ C
∑n
j=1 |uj(t)|. Finally, by integration,
equivalence of the norms, and the fact that x(0) = z(q) = 0, we conclude that ‖x(t)‖ ≤ Cε.
Now we move to proving (25). By construction of (ATD) and the Taylor expansion of f tj , for
any ℓ ≤ ̺ = ⌊r−1/s⌋, there exist homogeneous polynomials hℓji of order wi−ℓs−1 and remainders
rℓji of order larger than or equal to wi − ℓs, such that we can write
(zi)∗f
t
j =
∑̺
ℓ=0
tℓ
ℓ!
(
hℓji + r
ℓ
ji
)
+O(t̺+1),
(zi)∗f̂
t
j =
∑̺
ℓ=0
tℓ
ℓ!
hℓji.
Here, the O is intended as t ↓ 0 and is uniform in a compact neighborhood of the origin. Then,
x˙i(t)−y˙i(t) =
m∑
j=1
uj(t)
(∑̺
ℓ=0
tℓ
ℓ!
(
hℓji(x) − h
ℓ
ji(y) + r
ℓ
ji(x)
)
+O(t̺+1)
)
=
m∑
j=1
uj(t)
(∑̺
ℓ=0
tℓ
ℓ!
( ∑
wk<wi−ℓs
(
xk(t)− yk(t)
)
Qℓjik(x, y) + r
ℓ
ji(x)
)
+O(t̺+1)
)
,
where Qℓjik are homogeneous polynomial in x and y, of order wi −wk − ℓs− 1. We observe that,
if wi − wk − ℓs− 1 < 0, then Q
ℓ
jik ≡ 0. Thus, for sufficiently small ‖x‖ and ‖y‖, we have
|Qℓjik(x, y)| ≤ C
(
‖x‖(wi−wk−ℓs−1)
+
+ ‖y‖(wi−wk−ℓs−1)
+)
, |rℓji(x)| ≤ C‖x‖
(wi−ℓs)
+
.
Here we let (ξ)+ = max{ξ, 0}, for any ξ ∈ R. Using the inequalities of the first step, taking t < T
sufficiently small, and enlarging the constant C, we get
|x˙i(t)−y˙i(t)|
≤ C|u(t)|
(∑̺
ℓ=0
tℓ
ℓ!
( ∑
wk<wi−ℓs
∣∣xk(t)− yk(t)∣∣εwi−wk−ℓs−1 + ε(wi−ℓs)+)+ t̺+1)
≤ C|u(t)|
(∑̺
ℓ=0
tℓ
( ∑
wh<wi
∣∣xh(t)− yh(t)∣∣εwi−wh−1 + ε(wi−ℓs)+)+ t̺+1).
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In the last inequality we applied the change of variable wk 7→ wh − ℓs in each of the sums.
We can integrate the system by induction, since it is in triangular form. For wi = 1, since
(wi − ℓs)
+ = 0 for any ℓ ≥ 1, the inequality reduces to
|x˙i(t)− y˙i(t)| ≤ C|u(t)|
(∑̺
ℓ=0
tℓε(wi−ℓs)
+
+ t̺+1
)
≤ C|u(t)|(εwi + t).
Here we enlarged the constant C. Thus, integrating the previous inequality, we get |xi(t)−yi(t)| ≤
Cε(εwi + t) ≤ Cε(ε+ t
1
s )wi .
Let, then, wi > 1 and assume that |xh(t) − yh(t)| ≤ Cε(ε + t
1
s )wh for any wh < wi. To
complete the proof it suffices to show that |x˙i(t) − y˙i(t)| ≤ C|u(t)|(ε + t
1
s )wi , since (25) will
follow, as above, by integration. Thus, we have, enlarging again the constant C and taking t
sufficiently small,
|x˙i(t)− y˙i(t)|
≤ C|u(t)|
(∑̺
ℓ=0
tℓ
( ∑
wh<wi
(
ε+ t
1
s
)wh
εwi−wh + ε(wi−ℓs)
+
)
+ t̺+1
)
≤ C|u(t)|
(∑̺
ℓ=0
tℓ
( ∑
wh<wi
t
wh
s εwi−wh + ε(wi−ℓs)
+
)
+ t̺+1
)
.
(27)
If t ≤ εs, from (27) it is clear that |x˙i(t) − y˙i(t)| ≤ C|u(t)|ε
wi . Here we used the fact that
̺+ 1 ≥ wi/s. On the other hand, if ε < t
1/s, it holds
|x˙i(t)− y˙i(t)| ≤ C|u(t)|
(∑̺
ℓ=0
( ∑
wh<wi
t
wh
s
+ℓ+
wi−wh
s + tℓ+
wi−ℓs
s
)
+ t̺+1
)
≤ C|u(t)|t
wi
s .
Putting together these two estimates, we get that |x˙i(t)−y˙i(t)| ≤ C|u(t)|(ε
wi+t
wi
s ) ≤ C|u(t)|(ε+
t
1
s )wi , completing the proof of the proposition. 
Proof of Theorem 3.19. We start by claiming that (24) implies (22). In fact, if γ : q  q′ is the
trajectory associated in (17) to a control u ∈ L1([0, T ],Rm), and γˆ is the trajectory associated
with the same control in the homogeneous series approximation (ATD), with γˆ(0) = q, it holds
|zi(q
′)| ≤ |zi(γˆ(T ))|+ |zi(γˆ(T ))− zi(γ(T ))|.
Thus, by Proposition 3.20, the claim is proved.
Hence, from now on we assume our system to be in the form (ATD). Let us define, for
1 ≤ j ≤ n and 0 ≤ α ≤ r, the vector fields ϕαj as
ϕαj =
α∑
ℓ=0
tℓ
ℓ!
F ℓj ,
where F ℓj are defined in (20). We do not explicitly denote the dependence on time, to lighten
the notation. Observe that, if α = ̺, then, by (21), ϕαj = f̂
t
j .
We claim that, letting x(α)(·) be the trajectory associated with a control u ∈ L1([0, T ],Rm)
in system (TD) with {ϕα1 , . . . , ϕ
α
m} as vector fields, then, for some constant C > 0 and any
i ∈ {1, . . . , n} and α ≥ 1, it holds
(28) |x
(α)
i (T )− x
(α−1)
i (T )| ≤
{
0 if wi ≤ αs,
Cε(ε+ T
1
s )wi−1 if wi > αs.
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In fact, due to the homogeneity of the F ℓj , proceeding as in the proof of Proposition 3.20, we get
that for wi ≤ αs it holds
|x˙
(α)
i (t)− x˙
(α−1)
i (t)| ≤ C|u(t)|
α−1∑
ℓ=0
tℓ
∑
wh<wi
|x
(α)
h (t)− x
(α−1)
h (t)|ε
wi−wh−1.
By induction on 1 ≤ wi ≤ αs, this proves the first part of the claim. On the other hand, if
wi > αs, it holds
|x˙
(α)
i (t)− x˙
(α−1)
i (t)| ≤ C|u(t)|
( α−1∑
ℓ=0
tℓ
∑
wh<wi
|x
(α)
h (t)− x
(α−1)
h (t)|ε
wi−wh−1 + tαεwi−αs−1
)
.
Then, again by induction over wi, we get that |x
(α)
i (T )− x
(α−1)
i (T )| ≤ CT
αεwi−αs. Finally, the
claim follows considering the cases T ≤ εs and T > εs.
Due to the fact that ϕ0j = f̂j , by Theorem 2.7 it holds |x
(0)
i (T )| ≤ Cε
wi . Thus, applying (28)
and enlarging the constant C, we get
|zi(q
′)| = |x
(r)
i (T )| ≤
r∑
ℓ=1
∣∣∣x(ℓ)i (T )− x(ℓ−1)i (T )∣∣∣+ ∣∣∣x(0)i (T )∣∣∣ ≤
{
Cεwi if wi ≤ s,
Cε(ε+ T
1
s )wi−1 if wi > s.
This proves (23) and (24), completing the proof of the theorem. 
We end this section by showing that the estimate (23) is sharp, at least in some directions.
Indeed, for a system which is series homogeneous at q in some privileged coordinates z, and
satisfies the hypotheses of Theorem 3.19, it holds that z∗((ad
kf0)fj) is an homogeneous vector
field of weighted degree −sk − 1. Thus, since εtk ≤ ε(ε+ t
1
s )sk, the following proposition shows
that (23) is sharp in this direction. The proof is an adaption of an argument from [11].
Proposition 3.22. Let {f1, . . . , fm} satisfy the Ho¨rmander condition. Let, moreover q ∈ M ,
i ∈ {1, . . . ,m} and k ≥ 0. Then, for any coordinate system y at q, there exist T, ε0 > 0 such that,
for any ε < ε0 and t < T there exists a (TD)-admissible curve γ : [0, t]→M , with c(γ) ≤ ε, and
such that
y(γ(t)) = εtkdy
(
(adkf0)fj(q)
)
+O(εtk+1) as εt→ 0.
Proof. Let t, η > 0 be fixed, and define u ∈ L1([0, T ],Rm) as ui(τ) ≡ η, uj(τ) ≡ 0 for j 6= i,
τ ∈ [0, t]. Then, fix any Φ ∈ Ck([0, 1]) such that Φ(i)(0) = Φ(i)(1) = 0, for 0 ≤ i < k. Thus, by
integrating by parts and the fact that ddt(e
−tf0)∗ g = (e
−tf0)∗
(
ad(f0)g
)
, we get
∫ t
0
Φ(k)(τ/t)(e−τf0)∗fi(q) dτ = t
k
∫ t
0
Φ(τ/t)(e−τf0)∗
(
(adkf0)fi
)
(q) dτ,
for any t and q. This implies that the flows generated by Φ(k)(τ/t)(e−τf0)∗fi and t
kΦ(τ/t)(e−τf0)∗
(
(adkf0)fi
)
coincide. Using the series expansions of the chronological exponential and (e−tf0)∗, see [5, Section
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2.4], there holds, then,
−→exp
∫ t
0
m∑
j=1
Φ(k)(τ/t)uj(τ)(e
−τf0 )∗fj dτ =
−→exp
∫ t
0
ηΦ(k)(τ/t)(e−τf0)∗fi dτ
= −→exp
∫ t
0
ηtk Φ(τ/t)(e−τf0)∗
(
(adkf0)fi
)
dτ
= −→exp
∫ 1
0
ηtk+1 Φ(s)(e−tsf0)∗
(
(adkf0)fi
)
ds
= −→exp
∫ 1
0
ηtk+1 Φ(s)
(
(adkf0)fi +O(t)
)
ds
= Id + ηtk+1(adkf0)fi +O(ηt
k+2)
Finally, considering any coordinate system and letting ε = ηt, this completes the proof. 
4. Control-affine systems
In this section we apply the results of Section 3 to control-affine systems. Let {f1, . . . , fm}
be a bracket-generating family of vector fields, f0 be a smooth vector field, called the drift, and
consider the control-affine system
(D) q˙ = f0(q) +
m∑
i=1
ui fi(q), q ∈M, u = (u1, . . . , um) ∈ R
m.
The assumption on {f1, . . . , fm} to be bracket-generating, is called strong Ho¨rmander condition
for (D).
An absolutely continuous curve γ : [0, T ]→M is (D)-admissible if γ˙(t) = f0(γ(t))+fu(t)(γ(t))
for some control u ∈ L1([0, T ],Rm). Its cost is defined as
cf0(γ) = min ‖u‖L1([0,T ],Rm),
where the minimum is taken over all controls u such that γ is associated with u. Then, we define
the two value functions we are interested in as
ρf0T (q, q
′) = inf{c(γ) : γ : [0, T ′]→M is (D)-admissible, γ : q  q′, T ′ ≤ T },
ρf0(q, q′) = inf{c(γ) : γ (D)-admissible and γ : q  q′}.
It is clear that ρf0T (q, q
′) ց ρf0(q, q′) as T → +∞, for any q, q′ ∈ M . Moreover, we observe
that, ρf0T (q, e
tf0q) = 0 for any 0 ≤ t ≤ T . Finally, the reachable sets with respect to these value
functions, from any q ∈M and for ε, T > 0, are
Rf0T (q, ε) = {q
′ ∈M : ρf0T (q, q
′) < ε}, Rf0(q, ε) = {q′ ∈M : ρf0(q, q′) < ε}.
4.1. Connection with time-dependent systems. Applying the variations formula (see [5]),
system (D) can be written as a composition of a time-dependent system in the form (17) and of
a translation along the drift. Namely, for any u ∈ L1([0, T ],Rm), it holds
(29) −→exp
∫ T
0
(
f0 +
m∑
i=1
ui(t) fi
)
dt = eTf0 ◦ −→exp
∫ T
0
m∑
i=1
ui(t) (e
−tf0)∗fi dt.
We call time-dependent system associated with (D) the following control system,
(30) q˙ =
m∑
i=1
ui (e
−tf0)∗fi(q), q ∈M, u = (u1, . . . , um) ∈ R
m.
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Observe that, since diffeomorphisms preserve linear independence, the strong Ho¨rmander con-
dition for (D), implies that {(e−tf0)∗f1, . . . , (e
−tf0)∗fm}t∈[0,+∞) satisfies the strong Ho¨rmander
condition, defined in Definition 3.11.
Exploiting these facts, we can prove the following.
Proposition 4.23. Assume that (D) satisfies the strong Ho¨rmander condition. Then, for any
T > 0, the functions ρf0T , ρ
f0 : M ×M → [0,+∞) are continuous. Moreover, letting dSR be the
sub-Riemannian distance induced by {f1, . . . , fm}, for any q, q
′ ∈M it holds
ρf0T (q, q
′) ≤ min
0≤t≤T
dSR(e
tf0q, q′), ρf0(q, q′) ≤ min
t≥0
dSR(e
tf0q, q′).
Proof. The continuity of the two functions, and the fact that ρf0T (q, q
′), ρf0(q, q′) ≤ dSR(q, q
′), for
any q, q′ ∈M , follows from the same arguments used in Theorem 3.12, adapting Lemmata 3.13
and 3.14 to the system (D). In particular, one has to consider (T ,F , ξ) 7→ eT f0 ◦ET ,F (ξ) instead
of (T ,F , ξ) 7→ ET ,F(ξ).
To prove the second part of the statement, we let, for any t ∈ [0, T ),
ϕt(p) = inf{c(γ) : γ : [t, T
′]→M is (D)-admissible, γ : p q′, T ′ ≤ T }.
It is clear that, as above, it holds ϕt(p) ≤ dSR(p, q
′). Moreover, we observe that ρf0T (q, e
tf0q) = 0
for any 0 ≤ t < T , and hence that for any such t it holds
ρf0T (q, q
′) ≤ ϕt(e
tf0q) ≤ dSR(e
tf0q, q′).
Taking the minimum for 0 ≤ t < T , proves the inequality regarding ρf0T . To complete the proof
it suffices to observe that ρf0(q, q′) ≤ ρf0T (q, q
′) for any T > 0. 
We point out that in system (D), as in time-dependent systems, the existence of minimizers
is not assured. Moreover, this lack of minimizers is possible even if they exist for the associated
time-dependent system, as the following example points out.
Example 4.24. Consider the following vector fields on R3, with coordinates (x, y, z),
f1(x, y, z) = ∂x, f2(x, y, z) = ∂y + x∂z .
Since [f1, f2] = ∂z, {f1, f2} is a bracket-generating family of vector fields. The sub-Riemannian
control system associated to {f1, f2} on R
3 corresponds to the Heisenberg group.
Let now f0 = ∂z be the drift. Since [f1, ∂z] = [f2, ∂z ] = 0 it holds that (e
−tf0)∗f1 = f1 and
(e−tf0)∗f2 = f2. Hence, the associated time-dependent system is actually not time-dependent.
Thus, by (29), a curve γ : [0, T ]→ R3 is (SR)-admissible for {f1, f2} if and only if γ˜(·) = e
·f0 ◦γ(·)
is (D)-admissible. As a consequence of this, for any q ∈ R3 and any ε > 0,
Rf0(q, ε) =
⋃
t≥0
etf0 ◦BSR(q, ε).
As pointed out in Section 2, minimizers for the sub-Riemannian system exist between any
pair of points in BSR(q, ε), if ε is sufficiently small. Let us show that, for any point in R
f0(q, ε)
with positive z coordinate, we have an explicit minimizer, while for the others there exists no
minimizer. Without loss of generality we can consider q = 0. Then, since et
′f0(x′, y′, z′) =
(x′, y′, z′ + t′), every point (x, y, z) ∈ Rf0 (0, ε) with z > 0, can be reached optimally considering
the sub-Riemannian minimizing curve between the origin and (x, y, 0) rescaled on time z.
If, instead, z ≤ 0, we cannot construct any sub-Riemannian trajectory from 0 to (x, y, z − t),
t > 0, with cost ≤ dSR(0, (x, y, z)). This is due to the fact that the minimizing trajectories in
Heisenberg group are the lifts of arcs on the plane (x, y), spanning area equal to the z coordinates,
and that |z − t| = −z + t > |z|. Since, by Proposition 4.23, ρf0(0, (x, y, z)) ≤ dSR(0, (x, y, z)),
this implies that there exists no minimizer for ρf0(q, (x, y, z)).
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4.2. Estimates on reachable sets. In this section we apply Theorem 3.19, in order to obtain
results in the spirit of Theorem 2.7 and Corollary 2.8. First, we need the following definition.
Definition 4.25. The point q is said to be regular with respect to the drift f0, if q
′ 7→ ordq′(f0)
is locally constant at q.
The main result of this section are the following local regularity estimates for ρf0 . We cannot
expect anything global, since in general the sets Rf0 (q, ε) are noncompact.
Theorem 4.26. Assume that (D) satisfies the strong Ho¨rmander condition, and let q be regular
with respect to the drift f0. Assume, moreover, that z = (z1, . . . , zn) is a system of privileged
coordinates at q for {f1, . . . , fm}, such that z∗f0 = ∂zk , for some 1 ≤ k ≤ n. Then, there exist
T0, ε0, C > 0 such that
1
C
dist
(
z(q′), z(e[0,T ]f0q)
)
≤ ρf0T (q, q
′) ≤ C dist
(
z(q′), z(e[0,T ]f0q)
)1/r
, q′ ∈ Rf0T (q, ε),
where, for any x ∈ Rn and A ⊂ Rn, dist(x,A) = infy∈A |x− y| is the Euclidean distance between
them and r is the degree of non-holonomy of {f1, . . . , fm} at q.
Let us define the following sets, for parameters η > 0 and T > 0. We remark that Box (η) is
defined as in (10) and that {∂zi}
n
i=1 is the canonical basis in R
n.
ΞT (η) =
⋃
0≤ξ≤T
(
ξ∂zk + Box (η)
)
,
ΠT (η) = Box (η) ∪
⋃
0<ξ≤T
{z ∈ Rn : zk = ξ, |zi| ≤ η
wi + ηξ
wi
s for wi ≤ s, i 6= k,
and |zi| ≤ η(η + ξ
1
s )wi−1 for wi > s},
Π̂T (η) = Box (η) ∪
⋃
0<ξ≤T
{z ∈ Rn : zk = ξ, |zi| ≤ η
wi for wi ≤ s, i 6= k,
and |zi| ≤ η(η + ξ
1
s )wi−1 for wi > s}.
As in the sub-Riemannian case, Theorem 4.26 is a direct consequence of some estimates on
the shape of the accessible sets, contained in the following.
Theorem 4.27. Assume that (D) satisfies the strong Ho¨rmander condition, and let q ∈ M
be regular with respect to the drift f0. Assume, moreover, that z = (z1, . . . , zn) is a system of
privileged coordinates at q for {f1, . . . , fm}, such that z∗f0 = ∂zk , for some 1 ≤ k ≤ n. Then,
there exist C, ε0, T0 > 0 such that
(31) ΞT
(
1
C
ε
)
⊂ Rf0T (q, ε) ⊂ ΠT (Cε), for ε < ε0 and T < T0.
Here, with abuse of notation, we denoted by Rf0T (q, ε) the coordinate representation of the reach-
able set. In particular,
Box
(
1
C
ε
)
∩ {zk ≤ 0} ⊂ R
f0
T (q, ε) ∩ {zk ≤ 0} ⊂ Box (Cε) ∩ {zk ≤ 0}.
Moreover, if the system is nilpotent, it holds
(32) ΞT
(
1
C
ε
)
⊂ Rf0T (q, ε) ⊂ Π̂T (Cε), for ε < ε0 and T < T0.
In order to prove Theorem 4.27, we need the following lemma.
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Lemma 4.28. Let z = (z1, . . . , zn) be a system of privileged coordinates at q ∈ M . Then there
exist C, ε0, T0 > 0 such that, for any q
′ ∈ Rf0T (q, ε0) for ε < ε0 and T < T0, and such that
(i) for any t < ε0, ordq′(t) f0 = −s, where q
′(t) = e−tf0(q′),
(ii) dzk
(
f0(z(q
′))
)
6= 0, for some k with wk = −s,
it holds that, if u ∈ L1([0, T ],Rm) is a control steering the system (D) from q to q′, with ‖u‖1 = ε,
then
T ≤ C
(
εs +max{zk(q
′), 0}
)
.
Proof. For any η > 0, let γ be the trajectory associated with u ∈ L1([0, T ],Rm) in the system
(D), and satisfying γ : q  q′. Let γ˜ be the trajectory associated with u and starting from q, in
the time-dependent system (30). Thus γ(t) = etf0 ◦ γ˜(t) and ρ(q, γ˜(T )) ≤ ε.
Recall that, for any vector field g and point p ∈ M , it holds that zk(e
Tg(p)) − zk(p) =∫ T
0 dzk
(
g(etg(p))
)
. Thus, by the mean value theorem, there exists τ ∈ [0, T ] such that
(33) zk(q
′) = zk(γ(T )) = T dzk
(
f0(e
τf0(γ˜(T )))
)
+ zk(γ˜(T )).
Since eτf0(γ˜(T )) = e−(T−τ)f0(q′), by hypothesis (ii) and the smoothness of f0, there exist
T0, C1 > 0, independent of γ, such that dzk
(
f0(e
τf0(γ˜(T )))
)
≥ C1 for T < T0. Hence, by
Theorem 3.19 (since wk = s), there exist C2, ε¯ > 0 such that, if ε < ε¯ and T < T0,
T ≤
|zk(γ˜(T ))|+max{zk(q
′), 0}
C1
≤
C2
(
εs + Tε
)
+max{zk(q
′), 0}
C1
.
Since the constants are independent of γ, taking C = C2/C1, ε0 ≤ min{T0, ε¯, (C − 1)/C
2}
completes the proof. 
Proof of Theorem 4.27. The first inclusion in (31) follows from Theorem 2.7 and Theorem 4.23.
In fact, combining them, we have that, for any ε < ε0 and any T > 0,
ΞT
(
1
C
ε
)
⊂
⋃
0≤t≤T
BSR(e
tf0q, ε) ⊂ Rf0T (q, ε).
To prove the second inclusion, we let q′ ∈ Rf0T (q, ε). Fix any η > 0 and consider a control
u ∈ L1([0, T ],Rm) such that its associated trajectory γ, in the system (D), satisfies γ : q  q′
and cf0(γ) ≤ ε+ η. We distinguish two cases. First we assume that zk(q
′) ≤ 0. In this case, by
Lemma 4.28 it follows there exists C, ε0, T0 > 0 such that if T < T0 and ε < ε0, then T ≤ Cε
s.
Moreover (29) implies that e−Tf0(q′) ∈ RT (q, ε). Then, enlarging the constant C, Theorem 3.19
yields
|zi(q
′)| =
∣∣zi(e−Tf0(q′))∣∣ ≤ C(εwi + εT wis ) ≤ Cεwi , if wi ≤ s and i 6= k,
|zk(q
′)| ≤ T +
∣∣zk(e−Tf0(q′))∣∣ ≤ T + C(ε+ T 1s )s ≤ Cεs,
|zi(q
′)| =
∣∣zi(e−Tf0(q′))∣∣ ≤ Cε(ε+ T 1s )wi−1 ≤ Cεwi , if wi > s.
Here, we used the fact that, for any p ∈ M , from z∗f0 = ∂zk , it holds zi(p) = zi
(
e−Tf0(p)
)
and
|dzk(f0(p))| ≡ 1. Thus, q
′ ⊂ Box (Cε) ⊂ Π(Cε).
On the other hand, if zk(q
′) > 0, Lemma 4.28 yields that T ≤ C
(
εs+ zk(q
′)
)
. Then, applying
again Theorem 3.19, we get
|zi(q
′)| ≤ C
(
εwi + εzk(q
′)
wi
s
)
, if wi ≤ s and i 6= k,
|zk(q
′)| ≤ T + Cεs,
|zi(q
′)| ≤ Cε
(
ε+ zk(q
′)
1
s
)wi−1
, if wi > s.
This proves that q′ ⊂ Π(Cε), completing the proof of (31).
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To prove (32) it suffices to use the same argument as above, applying the result on nilpotent
systems in Theorem 3.19. 
Remark 4.29. Theorem 4.27 suggests that the behavior of the system (D), when moving in the
direction −f0, is essentially sub-Riemannian. However, although this is true locally in time, it is
false in general. For example, consider the Euclidean plane endowed with a rotational drift, i.e.,
such that {etf0(q)}t∈(0,+∞) is diffeomorphic to S
1 for any q 6= 0. Then, ρf0(q, e−tf0(q)) = 0 for
any t > 0 and thus we can move in the direction −f0 for free.
Proof of Theorem 4.26. Since every norm on Rn is equivalent, dist(z(q′), [0, T ]∂zk) is equivalent
to
a(q′) =
∑
1≤i≤n
i6=k
|zi(q
′)|+ min
t∈[0,T ]
|zk(q
′)− t|.
Thus, to complete the proof it suffices to prove that it holds C−1a(q′) ≤ ρf0T (q, q
′) ≤ Ca(q′)1/r.
By Theorem 3.19, ΞT (C
−1ε) ⊂ Rf0T (q, ε) ⊂ ΠT (Cε) for any ε < ε0. The first inclusion is
equivalent to the fact that, for every ε < ε0 such that Ca(q
′) ≤ εr, one has ρf0T (q, q
′) ≤ ε. From
this follows that ρf0T (q, q
′) ≤ C
1/ra(q′)
1/r. The same reasoning applied to the other inclusion
proves that
|zi(q
′)| ≤ C(ρf0T (q, q
′)wi + ρf0T (q, q
′)T
wi
s ) if wi ≤ s, i 6= k,
min
t∈[0,T ]
|zk(q
′)− t| ≤ Cρf0T (q, q
′)s,
|zi(q
′)| ≤ C(ρf0T (q, q
′)wi + ρf0T (q, q
′)T
wi−1
s ) if wi > s.
Clearly, this implies that a(q′) ≤ Cρf0T (q, q
′), for some larger constant, completing the proof of
the theorem. 
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