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a b s t r a c t
In this paper, we study the existence and multiplicity of solutions to the fourth-order
boundary value problem u(4)(t) + βu′′(t) − αu(t) = f (t, u(t)) for all t ∈ [0, 1] subject
to Dirichlet boundary value condition, where f ∈ C1([0, 1] × R1,R1), α, β ∈ R1. By
using the critical point theory and the infinite dimensionalMorse theory,we establish some
conditions on f which are able to guarantee that this boundary value problem has at least
one nontrivial, two nontrivial, m distinct pairs of solutions, and infinitely many solutions,
respectively. Our results improve some recent works.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we consider the existence and multiplicity of solutions to the following fourth-order boundary value
problem (BVP){
u(4)(t)+ βu′′(t)− αu(t) = f (t, u(t)), t ∈ [0, 1],
u(0) = u(1) = u′′(0) = u′′(1) = 0, (1.1)
where f ∈ C1([0, 1] × R1,R1) with f (t, 0) = 0 for all t ∈ [0, 1], α, β are two real numbers and satisfy α/pi4 + β/pi2 <
1, α > −β2/4, β < 2pi2.
This kind of equations has attracted extensive study owing to its importance in theory and applications. See, for
example, [1–5]. Recall that under superlinear or sublinear conditions Li [1] obtained the existence results of positive
solutions by employing the cone expansion or the cone compression fixed point theorem. Recently, there are also many
authors who studied the BVP (1.1) by using the critical point theory, see [2–5] and references therein. Especially, in [2],
Li et al. established the existence of a unique solution, at least one nonzero solution, and infinitely many solutions to the
BVP (1.1) by using the strongly monotone operator principle and the critical point theory. In the case α = β = 0, using the
infinite dimensional Morse theory, Han and Xu [3] gave that the BVP (1.1) has at least three solutions, and infinitely many
solutions. Motivated by the above results, we naturally conjecture that those results in [3] possibly hold for the BVP (1.1).
In our paper, by applying the critical point theory and the infinite dimensional Morse theory, we establish some conditions
on f which are able to guarantee that the BVP (1.1) has at least one nontrivial, two nontrivial, m distinct pairs of solutions,
and infinitely many solutions, respectively. These results presented here extend those in [3] in some aspects. First, we have
two parameters. Second, we obtain two new results Theorems 1.2 and 1.4. And our approach of proving the nondegenerate
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critical is simpler. In addition, the conditions are very different between Theorem 4.2 in [4] and our Theorem 1.2, though
their results are the same.
The main results of this paper are as follows:
Theorem 1.1. Suppose that
(H1) there exist λ,µ ∈ R1 with λ < pi4 − βpi2 − α such that
F(t, x) :=
∫ x
0
f (t, y)dy 6
1
2
λx2 + µ, (t, x) ∈ [0, 1] × R1;
(H2) there exists m ∈ N := {1, 2, . . .} such that
(mpi)4 − β(mpi)2 − α < f ′x (t, 0) < (m+ 1)4pi4 − β(m+ 1)2pi2 − α, t ∈ [0, 1].
Then the BVP (1.1) has at least three distinct solutions in C4[0, 1].
Theorem 1.2. Suppose that f satisfies all the conditions in Theorem 1.1. If, furthermore, f is odd in x on [0, 1] × R1, then the
BVP (1.1) has at least m distinct pairs of solutions in C4[0, 1].
Theorem 1.3. Suppose that f is odd in x on [0, 1] × R1, and that
(H3) there exist ν > 2 and M > 0 such that 0 < νF(t, x) 6 xf (t, x) for all t ∈ [0, 1] and |x| > M.
Then the BVP (1.1) has infinitely many solutions in C4[0, 1].
Theorem 1.4. Suppose that f satisfies the conditions (H2) and (H3) in Theorems 1.1 and 1.3, respectively. Then the BVP (1.1) has
at least one nontrivial solution in C4[0, 1].
We now present some simple examples. Consider the following (BVP){
u(4)(t)+ u′′(t)− u(t) = f (t, u(t)), t ∈ [0, 1],
u(0) = u(1) = u′′(0) = u′′(1) = 0. (1.2)
Example 1.1. Let f (t, x) = tx+ 1600 sin x for all (t, x) ∈ [0, 1] × R1. It is easy to verify that f satisfies all the conditions of
Theorem 1.2 form = 2. Hence by Theorem 1.2, the BVP (1.2) has at least 2 distinct pairs of solutions in C4[0, 1].
Example 1.2. Let f (t, x) = x3 for all (t, x) ∈ [0, 1] × R1. It is obvious that all the conditions of Theorem 1.3 are satisfied.
Therefore, the BVP (1.2) has infinitely many solutions in C4[0, 1].
Example 1.3. Let f (t, x) = x3 + x2 + 1600x for all (t, x) ∈ [0, 1] × R1. Then the conditions (H2) and (H3) hold for m = 2.
Hence by Theorem 1.4, the BVP (1.2) has at least one nontrivial solution in C4[0, 1].
2. Preliminary
In this section, we list some necessary notations, lemmas and theorems. Let C[0, 1] be the usual real Banach space
with norm ‖u‖0 = maxt∈[0,1] |u(t)| for all u ∈ C[0, 1], and L2[0, 1] be the usual real Hilbert space with inner product
(u, v) = ∫ 10 u(t)v(t)dt for all u, v ∈ L2[0, 1]. The corresponding norm of L2[0, 1] is denoted by ‖ · ‖.
Let λ1, λ2 be the roots of polynomial p(λ) = λ2 + βλ − α. From the basic assumption on α and β , it is easy to see that
λ1 > λ2 > −pi2. Let Gi be the Green’s function of linear boundary value problem −u′′(t) + λiu(t) = 0 for all t ∈ [0, 1]
subject to u(0) = u(1) = 0 for all i = 1, 2. Denote ωi = √|λi|. Then it is well known that
Gi(t, s) =

1
ωi sinhωi
{
sinhωit sinhωi(1− s), 0 6 t 6 s 6 1,
sinhωis sinhωi(1− t), 0 6 s 6 t 6 1, λi > 0,{
t(1− s), 0 6 t 6 s 6 1,
s(1− t), 0 6 s 6 t 6 1, λi = 0,
1
ωi sinωi
{
sinωit sinωi(1− s), 0 6 t 6 s 6 1,
sinωis sinωi(1− t), 0 6 s 6 t 6 1, λi ∈ (−pi
2, 0).
Let
G(t, s) =
∫ 1
0
G1(t, τ )G2(τ , s)dτ , t, s ∈ [0, 1].
From the expressions of G1 and G2, it is easy to get that G : [0, 1] × [0, 1] → R1+ := [0,+∞) is continuous. Moreover,
G(t, s) = G(s, t) for all t, s ∈ [0, 1].
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Define an operator K : C[0, 1] → C[0, 1] by
Ku(t) =
∫ 1
0
G(t, s)u(s)ds, t ∈ [0, 1],∀u ∈ C[0, 1]. (2.1)
Obviously, K : C[0, 1] → C[0, 1] is linear completely continuous.
The following Lemmas 2.1–2.3 see [2].
Lemma 2.1. K : L2[0, 1] → C[0, 1] is a linear completely continuous operator and K : L2[0, 1] → L2[0, 1] is also a linear
completely continuous operator.
Lemma 2.2. (Ku, v) = (u, Kv) for all u, v ∈ L2[0, 1], i.e., K is symmetric.
It is well known that all eigenvalues of K are {λk}∞1 = {1/(k4pi4 − βk2pi2 − α)}∞1 , which have the corresponding
orthonormal eigenfunctions {ek}∞1 = {
√
2 sin kpi t}∞1 in L2[0, 1]. By the basic assumption on α and β , we have λ1 > λ2 >
· · · > λk > · · · > 0. It follows from Lemmas 2.1 and 2.2 that K : L2[0, 1] → L2[0, 1] is positive bounded linear and
symmetric. So the square root operator of K , K 1/2 : L2[0, 1] → L2[0, 1] exists and is unique, and is also bounded linear and
symmetric with ‖K 1/2‖ = ‖K‖1/2 = 1/√pi4 − βpi2 − α.
Lemma 2.3. K 1/2 : L2[0, 1] → C[0, 1] is a linear completely continuous operator, and then K 1/2 : L2[0, 1] → L2[0, 1] is also
linear completely continuous.
Definition 2.1. Let E be a real Banach space, f ∈ C1(E,R1). If any sequence {un} ⊂ E for which {f (un)} is bounded and
f ′(un)→ 0 as n→∞ possesses a convergent subsequence, then we say f satisfies Palais–Smale (PS) condition.
Let H be a real Hilbert space, f ∈ C1(H,R1). Some basic definitions and notations about the infinite dimensional Morse
theory, the reader is referred to [6] for more details. For example, the set K = {p ∈ H : f ′(p) = θ} is called the critical set,
Cq(f , p) = Hq(fc, fc \ {p}) denotes the q-th critical group at isolated critical point p,Mq = Mq(a, b) denotes the q-th Morse
type number, βq = βq(a, b) denotes the q-dimensional Betti number, for all q = 0, 1, 2, . . ., where a, bwith a < b are two
regular values of f . The Morse inequality gives the relationship between the Morse type numbers and Betti numbers.
Theorem 2.1 ([6, p.36, Theorem 4.3]). Assume that f ∈ C1(H,R1) satisfies the (PS) condition, and that K ∩ f −1[a, b] is a finite
set, where a, b are regular values of f . Then we have
q∑
j=0
(−1)q−jMj >
q∑
j=0
(−1)q−jβj, q = 0, 1, 2, . . . ,
and
∞∑
q=0
(−1)qMq =
∞∑
q=0
(−1)qβq,
if Mq and βq for all q = 0, 1, 2, . . ., are finite and the series converge.
Theorem 2.2 ([6, p.100, Theorem 3.2]). Let f ∈ C2(H,R1) be a functional satisfying the (PS) condition. Assume that f ′ = I − T ,
where T is a compact mapping, and that p is an isolated critical point of f . Then we have
ind(f ′, p) =
∞∑
q=0
(−1)q rank Cq(f , p).
Theorem 2.3 ([6, p.34, Theorem 4.1]). Suppose that f ∈ C2(H,R1) and p is a nondegenerate critical point of f with Morse index
j. Then Cq(f , p) = δqjG.
Theorem 2.4 ([6, p.128, Corollary 5.3]). Let f ∈ C1(H,R1) be bounded below with the (PS) condition. Suppose that f ′ = I − T
is a compact vector field, and p0 is an isolated critical point but not the global minimum point with index(f ′, p0) = ±1. Then f
has at least three critical points.
Theorem 2.5 ([7, p.53, Theorem 9.1]). Let f ∈ C1(H,R1) be even, bounded from below with the (PS) condition. Suppose that
f (θ) = 0, there is a set W ⊂ H such that W is homeomorphic to a unit sphere Sn−1 in Rn by an odd map, and supu∈W f (u) < 0.
Then f possesses at least n distinct pairs of critical points.
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3. Proofs of main results
In this section, based on the critical point theory and the infinite dimensional Morse theory, we will prove our main
results. To be convenient, we denote H = L2[0, 1].
Define a functional J : H → R1 by
J(u) = 1
2
‖u‖2 −
∫ 1
0
F(t, K 1/2u(t))dt, u ∈ H, (3.1)
where F(t, x) = ∫ x0 f (t, y)dy for all (t, x) ∈ [0, 1] × R1, and K is defined by (2.1). Then J ∈ C2(H,R1) and
(J ′(u), v) = (u, v)− (K 1/2fK 1/2u, v), (3.2)
(J ′′(u)v,w) = (v,w)− (K 1/2f′(K 1/2u)K 1/2v,w) (3.3)
for all u, v, w ∈ H , where fu(t) = f (t, u(t)) and f′(u)v(t) = f ′x (t, u(t))v(t), t ∈ [0, 1].
Remark 3.1. It is easy to see that
(i) f : C[0, 1] → C[0, 1] is bounded and continuous;
(ii) A = K 1/2fK 1/2 : H → H is a completely continuous operator.
Remark 3.2. Refer to Lemma 3.1 in [2], we have that the solutions of the BVP (1.1) in C4[0, 1] are equivalent to the critical
points of J in H .
Lemma 3.1. Suppose that the condition (H2) holds. Then θ is a nondegenerate critical point of J and the Morse index ind(J, θ)
= m.
Proof. From the assumption f (t, 0) = 0 for all t ∈ [0, 1], we see that θ is a critical point of J and J(θ) = 0. By (3.3), we only
need to show that B = K 1/2f′(θ)K 1/2 has no eigenvalue 1. By the condition (H2), there exists a sufficiently small ε0 > 0 such
that
m4pi4 − βm2pi2 − α + ε0 6 f ′x (t, 0) 6 (m+ 1)4pi4 − β(m+ 1)2pi2 − α − ε0, t ∈ [0, 1]. (3.4)
From (3.4) and (Bv, v) = ∫ 10 f ′x (t, 0)|K 1/2v(t)|2dt for all v ∈ H , we have
am(Kv, v) 6 (Bv, v) 6 bm(Kv, v), v ∈ H,
where am = m4pi4 − βm2pi2 − α + ε0 and bm = (m+ 1)4pi4 − β(m+ 1)2pi2 − α − ε0. Therefore,
am inf
Ek−1
sup
v∈E⊥k−1,‖v‖=1
(Kv, v) 6 inf
Ek−1
sup
v∈E⊥k−1,‖v‖=1
(Bv, v) 6 bm inf
Ek−1
sup
v∈E⊥k−1,‖v‖=1
(Kv, v),
where Ek−1 is any k− 1 dimension subspace of H for all k ∈ N. Let µk be the k-th eigenvalue of B. Then we get
amλk 6 µk 6 bmλk, k ∈ N. (3.5)
If there exists k0 ∈ N such that µk0 = 1, then am 6 k40pi4 − βk20pi2 − α 6 bm. This implies that k0 > m+ 1 and k0 6 m. This
is impossible. Thus, θ is a nondegenerate critical point of J .
It follows from (3.5) that
ind(J, θ) = dim
⊕
1−µk<0
ker(µkI − B) = dim
m⊕
k=1
ker(µkI − B) = m.
The proof is completed. 
Proof of Theorem 1.1. By Remark 3.2, we only need to verify that J satisfies all the conditions in Theorem 2.4.
It follows from (3.1) and the condition (H1) that
J(u) = 1
2
‖u‖2 −
∫ 1
0
F(t, K 1/2u(t))dt
>
1
2
‖u‖2 − λ
2
∫ 1
0
|K 1/2u(t)|2dt − µ
>
1
2
‖u‖2 − λ
2(pi4 − βpi2 − α)‖u‖
2 − µ
= 1
2
(
1− λ
pi4 − βpi2 − α
)
‖u‖2 − µ, u ∈ H.
So J is bounded from below on H .
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Let {uk} ⊂ H such that {J(uk)} is bounded and J ′(uk) = uk− Auk → θ as k→∞. Following the above inequality, we get
that {uk} is bounded in H . Since A : H → H is completely continuous, {uk} has a convergent subsequence. Hence J satisfies
the (PS) condition on H .
By (3.4), there exists δ > 0 such that F(t, x) > 12 (m
4pi4 − βm2pi2 − α + ε0/2)x2 for all (t, x) ∈ [0, 1] × [−δ, δ], where
ε0 is chosen in (3.4). Let Hm = span{e1, e2, . . . , em}. So, for all u ∈ Hm \ {θ}with ‖K 1/2u‖0 6 δ, we have that
J(u) 6
1
2
‖u‖2 − 1
2
(m4pi4 − βm2pi2 − α + ε0/2)‖K 1/2u‖2 < 0 = J(θ). (3.6)
This implies that θ is not a global minimum point.
On the other hand, it follows from Lemma 3.1, Theorems 2.2 and 2.3 that index (J ′, θ) = (−1)m = ±1. Thus, J satisfies
all the conditions of Theorem 2.4. Therefore, J has at least three distinct critical points in H , and then the BVP (1.1) has at
least three distinct solutions in C4[0, 1]. The proof is completed. 
Proof of Theorem 1.2. By Remark 3.2, we only need to prove that the functional J satisfies all the conditions of Theorem 2.5.
In the proof of Theorem 1.1, we have proved that J satisfies the (PS) condition, is bounded from below and J(θ) = 0. By the
assumption f (t,−x) = −f (t, x) for all (t, x) ∈ [0, 1] × R1, it is obvious that J is even. LetW = {v ∈ Hm : ‖v‖ = ρ}, where
ρ is a positive number. Define a map T : W → Sm−1 by
T (v) = 1
ρ
(b1, b2, . . . , bm), v =
m∑
k=1
bkek ∈ W ,
where Sm−1 is the unit sphere ofRm. It is obvious that T is odd, and ahomeomorphismbetweenW and Sm−1. By the continuity
of K 1/2 and the compactness ofW , similar to the proof of (3.6), we can choose ρ > 0 small enough such that J(v) < 0 for all
v ∈ W , and then supu∈W J(u) < 0. According to Theorem 2.5, J has at least m distinct pairs of critical points in H , and then
the BVP (1.1) has at leastm distinct pairs of solutions in C4[0, 1]. The proof is completed. 
Remark 3.3. The conditions of Theorem 4.2 in [4] and the conditions in Theorem 1.2 here are very different. Precisely, for
the equation u(4)(t) + βu′′(t) − αu(t) = λf (t, u(t)), we require α/pi4 + β/pi2 < 1 and λ = 1 in our theorem; but in
Theorem 4.2 in [4], α/pi4 + β/pi2 > 1 and λ < 0.
Proof of Theorem 1.3. First we verify that J satisfies the (PS) condition. Let {uk} ⊂ H such that {J(uk)} is bounded and
J ′(uk) = uk − Auk → θ as k → ∞. By the condition (H3), there exists C1 > 0 such that F(t, x) 6 1ν xf (t, x) + C1 for all
(t, x) ∈ [0, 1] × R1. Then we have
J(uk) >
1
2
‖uk‖2 − 1
ν
∫ 1
0
f (t, K 1/2uk(t))K 1/2uk(t)dt − C1
=
(
1
2
− 1
ν
)
‖uk‖2 + 1
ν
(J ′(uk), uk)− C1
>
(
1
2
− 1
ν
)
‖uk‖2 − 1
ν
‖J ′(uk)‖ ‖uk‖ − C1, k ∈ N.
Since J ′(uk)→ θ as k→∞, there exists k0 ∈ N such that J(uk) > (1/2− 1/ν)‖uk‖2−‖uk‖− C1 for all k > k0. This implies
that {uk} is bounded in H . Since A : H → H is completely continuous and uk − Auk → θ , we get that {uk} has a convergent
subsequence in H . So J satisfies the (PS) condition in H .
It follows from the condition (H3) that there exist C2, C3 > 0 such that
F(t, x) > C2|x|ν − C3, (t, x) ∈ [0, 1] × R1. (3.7)
Since f is odd in x, J is an even functional, and then A is an odd operator. Assume that J has at most finite number of critical
points {θ, u1,−u1, u2,−u2, . . . , um,−um}. Let a < 0 and b > 0 are two regular values of J and satisfy
a < min{J(u1), J(u2), . . . , J(um),−C1}, b > max{J(u1), J(u2), . . . , J(um)}.
Denote S∞ = {u ∈ H : ‖u‖ = 1}. Then for all u ∈ S∞ and τ ∈ R1+, from (3.7) we have
J(τu) 6
1
2
τ 2 − C2τ ν
∫ 1
0
|K 1/2u(t)|νdt + C3.
This implies that limτ→+∞ J(τu) = −∞ for each u ∈ S∞. Since a < 0 = J(θ), there exist δ > 0 and τ = γ (u) such that
J(γ (u))u = a and γ (u) > δ. Notice that
d
dτ
[J(τu)] = (J ′(τu), u)
= τ − (K 1/2fK 1/2(τu), u)
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= τ −
∫ 1
0
f (t, τK 1/2u(t))K 1/2u(t)dt
6 τ − ν
τ
∫ 1
0
F(t, τK 1/2u(t))dt + νC1
τ
6
ν
τ
(
1
2
τ 2 −
∫ 1
0
F(t, τK 1/2u(t))dt
)
+ νC1
τ
= ν
τ
(J(τu)+ C1).
Hence, if J(τu) 6 a, then ddτ [J(τu)] < 0. According to the implicit function theorem, we obtain a unique γ ∈ C(S∞,R1+)
such that
J(γ (u)u) = a, u ∈ S∞.
Choose ε ∈ (0, δ) such that Ja ∩ Bε = ∅, i.e., Ja ⊂ H \ Bε , where Ja = {u ∈ H : J(u) 6 a}, Bε = {u ∈ H : ‖u‖ < ε}. Define
a deformation retract η : [0, 1] × (H \ Bε)→ H \ Bε by
η(s, u) =
(1− s)u+ sγ
(
u
‖u‖
)
u
‖u‖ , u ∈ (H \ Bε) \ Ja,
u, u ∈ Ja.
This proves that H \ Bε ' Ja, and then Ja ' S∞. Since S∞ is contractible, H \ Bε is contractible, too. Hence
βq = βq(a, b) = rankHq(Jb, Ja) = rankHq(H,H \ Bε) ∼= 0, q = 0, 1, 2, . . . .
Thus,
∞∑
q=0
(−1)qβq = 0. (3.8)
On the other hand, we choose r > 0 small enough such that the open balls B(θ, r), B(uk, r) and B(−uk, r) for all k =
1, 2, . . . ,m, are mutually disjoint. Then
Mq = Mq(a, b) =
m∑
k=1
[rank Cq(J, uk)+ rank Cq(J,−uk)] + rank Cq(J, θ), q = 0, 1, 2, . . . .
According to Theorem 2.2 and the Borsuk’s theorem [8, p.58, Theorem 5.3], we have
∞∑
q=0
(−1)qMq =
m∑
k=1
[ ∞∑
q=0
(−1)q rank Cq(J, uk)+
∞∑
q=0
(−1)q rank Cq(J,−uk)
]
+
∞∑
q=0
(−1)q rank Cq(J, θ)
=
m∑
k=1
[deg(I − A, B(uk, r), θ)+ deg(I − A, B(−uk, r), θ)] + deg(I − A, B(θ, r), θ)
= deg
(
I − A,
m⋃
k=1
(B(uk, r) ∪ B(−uk, r)) ∪ B(θ, r), θ
)
= an odd number. (3.9)
It follows from (3.8) and (3.9) that
∞∑
q=0
(−1)qMq 6=
∞∑
q=0
(−1)qβq.
This contradicts with Theorem 2.1. Therefore, J has infinitely many critical points in H , and then the BVP (1.1) has infinitely
many solutions in C4[0, 1]. The proof is completed. 
Proof of Theorem 1.4. From Lemma 3.1, we get that θ is a nondegenerate critical point of J with Morse index m. Suppose
that there are no other critical points of J in H . Then by Theorem 2.3, we have
∞∑
q=0
(−1)qMq = (−1)m 6= 0.
On the other hand, by (3.8) we have
∑∞
q=0(−1)qβq = 0. This contradicts with Theorem 2.1. Therefore, J has at least one
nonzero critical point in H , and then the BVP (1.1) has at least one nonzero solution in C4[0, 1]. The proof is completed. 
Y. Cui / Computers and Mathematics with Applications 57 (2009) 643–649 649
Acknowledgment
The author greatly thanks Professor Fuyi Li for his help and many valuable discussions.
References
[1] Y. Li, Positive solutions of fourth-order boundary value problems with two parameters, J. Math. Anal. Appl. 281 (2003) 477–484.
[2] F. Li, Y. Li, Z. Liang, Existence of solutions to nonlinear Hammerstein integral equations and applications, J. Math. Anal. Appl. 323 (2006) 209–227.
[3] G. Han, Z. Xu, Multiple solutions of some nonlinear fourth-order beam equations, Nonlinear Anal. 68 (2008) 3646–3656.
[4] X. Liu, W. Li, Existence and multiplicity of solutions for fourth-order boundary value problems with three parameters, Math. Comput. Modelling 46
(2007) 525–534.
[5] Y. Yang, J. Zhang, Existence of solutions for some fourth-order boundary value problems with parameters, Nonlinear Anal. (2007)
doi:10.1016/j.na.2007.06.035.
[6] K. Chang, Infinite Dimensional Morse Theory and Multiple Solution Problems, Birkhäuser, Boston, 1993.
[7] P. Rabinowitz, Minimax Methods in Critical Point Theory with Applications for Differential Equations, in: CBMS Reg. Conf. Ser. Math., vol. 65, Amer.
Math. Soc, Providence, 1986.
[8] K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, Berlin, 1985.
