T he global distribution and diversity of Web content creation is in sharp contrast to the more controlled, homogeneous domains that fostered classical information retrieval. The sheer volume of Web data, together with its low signal-to-noise ratio, make it difficult for text-based search engines to locate high-quality pages. Analyzing the links between Web sites has dramatically improved the Web search experience. It has also spawned research into the Web's link structure in its own right. The research includes graph-theoretic studies of connectivity, which have shown the Web to have strong similarities with social networks.
Modern social network theory is built on the work of Stanley Milgram. In 1967, Milgram conducted experiments in which he asked each of several subjects in Omaha, Nebraska, to convey a letter to a Boston associate of Milgram. The subjects could only send the letter to someone they knew on a first-name basis, who in turn could forward the letter only to people they knew on a first-name basis. The objective was to get the letter to Milgram's associate in the fewest number of "hops." Milgram found that the median number of hops along the path of successfully delivered letters was six, leading to the folklore that any two people in the United States are linked in a social network with "six degrees of separation."
Researchers have already exploited the structural similarities between the Web and social networks to develop techniques that enhance Web searches. We believe these similarities will lead to progress in Web knowledge management as well.
LINK ANALYSIS IN WEB SEARCH
Jon Kleinberg 1 and Sergey Brin and Lawrence Page 2 pioneered research using the annotative power of link information to improve Web search algorithms. Specifically, authors who link their Web pages to another page implicitly "endorse" it. From the collective judgment in the set of such endorsements, a search system can distill highly relevant content from the Web.
HITS algorithm
Kleinberg's hyperlinked induced topic search (HITS) algorithm 1 identifies two kinds of Web pages:
• authorities-pages representing authoritative sources of information for the query, and • hubs-resource lists containing pointers on the topic.
This relationship is mutually reinforcing: Good hubs point to good authorities and vice versa. The HITS algorithm formalizes the relationship into a two-phase iterative computation. A sampling phase uses the query terms to collect a root set of pages from a text-based search engine. HITS expands the root set into a base set by adding all the pages that are linked to and from pages in the root set. The idea is to ensure that the base set will contain the best pages for the query, even if the root set does not.
A weight-propagation phase works with the subgraph induced by the base set. "The Web as a Graph" sidebar summarizes the graph terminology we use here. The algorithm assigns a nonnegative authority weight a p and a nonnegative hub weight h p with each page p in the base set, both initialized to 1. An update rule specifies that
• a p is the sum of the hub weights of the pages that point to p, and
Studying the Web as a network reveals the sociology of its content creation. Developers have applied this research to create more precise search engines and more effective data mining algorithms.
• h p is the sum of the authority weights of the pages that p points to.
The algorithm iteratively updates these weights by repeating the computations until the hub and authority weights converge. 4 Chakrabarti uses the tags on a large hub page to break it into smaller hublets so that the links within a hublet stay topically focused. Additionally, if several pages from a single domain participate as hubs, Chakrabarti scales down their weights to prevent a single site from becoming dominant. These heuristics exploit page content while retaining the clean mathematical properties of HITS in terms of convergence and so on.
Krishna Bharat and Monika Henzinger 5 conducted a user study that substantiated the improvements associated with several extensions to the basic HITS algorithm. Some of their heuristic improvements included weighting pages on the basis of their similarity to a given query topic and averaging the contribution of multiple links from any given site to a specific page.
Salsa. The stochastic approach for link-structured analysis (Salsa) 6 
Pagerank algorithm
Brin and Page used link information in a different way. 3 Their approach analyzes links to obtain a pagerank, a query-independent ranking of all pages. For page p, the pagerank is the limiting fraction of the time spent at p by a process that at each step, with probability ε, jumps to a random Web page and, with probability (1 − ε), follows any random outlink from it. Brin and Page choose ε to be around 0.15. A pagerank is given by its page's entry in the principal eigenvector of the matrix (1 − ε)A T + ε1, where 1 is the matrix of all ones.
The main advantage of pagerank comes from its static ordering, which allows the pages that contain a given query term to be retrieved using a traditional text-based indexer and to be displayed in the pagerank order.
Pagerank became the basis of the Google (http:// www.google.com) search engine. It is, however, only one component. Creating a successful commercial search engine requires many other heuristics.
PATTERNS OF COMMUNITY
A Web community is a collection of Web pages that deal with a common topic, presumably created by people with overlapping interests. Many communities are explicit on the Web, such as newsgroups and personal Web pages in portals. Many more communities are implicit, but because they are evolving and-in many cases-short-lived, keeping track of them manually is a formidable task.
HITS' success suggests that communities contain a definitive pattern of dense linkage from hubs to authorities. One method for automatically extracting these implicit communities identifies dense bipartite graphs as signatures of Web communities. 7 We can partition the nodes of such a graph into sets A and B so that most potential links directed from a node in A to a node in B are, in fact, present.
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The Web as a Graph
We view the Web as a directed graph, where the nodes represent pages, and the directed edges between node pairs represent links between pages. The notation q→p denotes that page q links to page p.
In this notation, p is an outlink of q and q is an inlink of p. The adjacency matrix A of a graph of n nodes is an n × n matrix with A(p,q) = 1 if and only if p→q.
The number of pages that point to p is the in-degree of p and is denoted indeg(p), and the number of pages that p points to is called its out-degree, denoted by outdeg(p).
Given this characterization, we can expect many communities to contain cores-smaller, complete bipartite subgraphs in which each node in A has a link to each node in B. Once we enumerate the cores, algorithms similar to HITS can expand each one to the community it represents.
The main challenge is to enumerate the cores efficiently. Naive enumeration is infeasible: Consider examining every set of six Web pages to see whether three of them point to the other three (3 × 3 cores). Even a subset of 100 million Web pages would require examining more than 10 40 pages. The key then is trawling the cores, systematically enumerating their content to prune away most subsets. In 1997, we used an Alexa search engine crawl (http://www.alexa.com) to show that pruning techniques could exhaustively enumerate all cores with up to 20 Web pages on a standard desktop PC in about three days' running time. 7 The experiment yielded approximately 130,000 3 × 3 cores. Manual inspection of a random sample of about 400 communities suggested that these linkage patterns were not coincidental: Fewer than 5 percent of the sample communities lacked a unifying topic. Moreover, about 25 percent of the communities did not appear in Yahoo, even in 1999. Of the communities that did appear in Yahoo, many did not appear until as deep as the sixth level in the Yahoo topic tree.
Some sample communities identified by the study included people interested in Hekiru Shiina, a Japanese pop singer; people concerned with oil spills off the coast of Japan; and Turkish student organizations in the US. The results suggested that trawling a current copy of the Web would always reveal many new communities.
More recently, Gary William Flake, Steve Lawrence, and C. Lee Giles 8 defined a slightly different notion of communities: a collection of Web pages that have more links to community members than to nonmembers. This approach uses maximum flow between a source (known community members) and a sink (known nonmembers) to find community members. Unfortunately, the approach is not fully automatic because the source and sink must be specified explicitly. Moreover, unlike trawling, it is unclear how to scale it for the entire Web.
CONNECTIVITY AND WEB DIAMETER
To understand the Web's connectivity, Andrei Broder and colleagues 9 first studied an AltaVista Web crawl consisting of more than 200 million pages and 1.5 billion links. They subsequently validated their findings on larger crawls.
Degree distributions
Broder's work confirmed on a large scale a power-law behavior that earlier studies had demonstrated on small portions of the Web.
7,10 A 2.1 power-law exponent of the in-degree distribution has remained consistent for more than three years. The out-degree distribution also conforms to a power law, albeit in a less striking manner.
Bowtie structure
Connectivity analysis of the Web graph breaks it into strongly and weakly connected components. A set of Web pages forms a strongly connected component (SCC) if there is a hyperlink path from any page in the set to any other. A set of Web pages is weakly connected under a similar definition, except that the path can follow the hyperlinks in either a forward or backward direction.
Broder's analysis revealed a bowtie structure for the Web graph's strongly and weakly connected components. As Figure 1 shows, the SCC is the largest component. It represents the most valuable resources on the Web. We can presume that it includes most portals, university homepages, corporations, and businesses.
The In component represents pages that can reach the SCC, but not vice versa. This component may consist of fairly new Web sites that point to pages in the SCC but have not yet established their own identity to the rest of the Web.
The Out component includes pages that the SCC can reach, but not vice versa-for example, pages in corporate Web sites that do not point back to the SCC.
Pages that do not fall into these three classifications constitute a fourth piece of the structure. Some of these pages, such as disconnected components, are a consequence of dead links.
In the crawl that Broder examined, these four pieces were roughly the same size. This could very well be a strange coincidence as the sizes are in many ways artifacts of crawling policies. However, the exact relative component size is not the most interesting aspect of Broder's findings. Rather, the important message is that the Web graph structure is neither well connected nor fragmented. That is, given any two pages, you cannot necessarily click from one page and get to the other; on the other hand, the graph does not show internally well-connected portions that are systematically disconnected from each other. Why is the Web's graph structure neither well connected nor fragmented? The decomposition into four pieces means that, given a pair p,q of pages, q can only be reached from p when p is in the In component or SCC and q is in the SCC or Out component. Since the sizes of In and Out are nontrivial, for roughly three-fourths of pairs p,q, page q is not reachable from p. This dispels the possibility of a well-connected graph. Moreover, it contrasts with earlier studies 12 that predicted a well-connected Web on the basis of connectivity results interpolated from a small set of pages collected from a single site.
On the other hand, a large fraction of pagesone-quarter in Broder's study-are in the SCC. Moreover, the second largest strongly connected component is two orders of magnitude smaller than the SCC. This suggests that the Web does not break in regions of well-connected components. Rather, a central SCC holds most of the Web together. This dispels the possibility of fragmentation.
Distance and diameter
As an offshoot of the study, Broder analyzed the Web's diameter. In strict graph-theoretic terms, the diameter is infinite because there are, in fact, many page pairs in which one cannot be reached from the other. Therefore, we need a modified notion of diameter, the average connected distance. This distance is the average length of the path from page p to page q, conditioned upon q being reachable from p.
In Broder's study, the average connected distance of the Web is roughly 16, which means that if there is a path from p to q, then, on average, going from p to q takes 16 clicks. If we ignore the directions of the links, then the average connected distance is only seven. These findings suggest that, under some dramatic simplifications, the Web exhibits a "smallworld" behavior of a social network.
FRACTAL STRUCTURES
Several studies of the Web graph at different scales show remarkable similarities in various graph measurements. 7, 9, 11 These observations led naturally to the question of the extent to which the Web is a fractal. In other words, do Web subgraphs look like "mini Webs"?
Recent work addressing these and related questions studied subgraphs from a large Internet crawl. 12 The various subgraphs included, among others, representative subgraphs of about 10 percent of the original crawl sites; a set of pages containing geographical references, such as phone numbers and city names; and a crawl of the IBM intranet. The graph properties studied included the in-and out-degree distributions, Web bowtie structure, distribution of connected components, and number of Web communities.
The main finding was that self-similarity in the Web is both pervasive and robust. It is pervasive in that we can consider any meaningful slice of the Web as a mini-Web: Its graph-theoretic properties are similar to those of the entire Web. The self-similarity is robust in that the parameters corresponding to various properties do not change significantly with the slice considered. For instance, for many subgraphs, the power-law exponent of the indegree is close to 2.1. Figure 2 shows a log-log plot of the in-degree distribution for five mini-Webs.
This experimental finding supports a graphtheoretic interpretation of the Web's structure as a natural hierarchy. Specifically, collections of Web pages that share a common trait (for example, all the Web pages that deal with golf) appear similar to the Web as a whole. These mini-Webs are connected by a navigational backbone that ties together not only the collections of pages but also the numerous overlapping mini-Webs. The user navigates through the Web by going from one miniWeb to the other using the navigational backbone.
While researchers have observed Web self-similarity in other contexts, like Web traffic and physical Internet topology, finding a fractal structure in a graph-theoretic setting adds further evidence to the Web's small-world social nature. Number of nodes
In-degree Stream1 Golf Geographic IBM intranet Subdomain1 R esearchers are increasingly engaged in work to explain and exploit the human behavior implicit in the evolving structure we see in the Web graph. To what extent is the evolution of Web links similar to the evolution of other social networks? For instance, the power laws observed on the Web arise in other social networks as well. On the other hand, the Web's bowtie structure is in marked contrast to the more tightly knit structure of the network of human acquaintanceships.
Researchers have yet to develop models of Web networks that support these observations and contrasts. As these models emerge, they will support new insights that we can, in turn, exploit in novel paradigms for mining knowledge from the Web. A further interesting question then arises: How can we combine the power of Web networks with those of networks resulting from other human activityacquaintanceship, e-mail exchange, conversation, and so on? Accomplishing this next goal represents both the challenge and the opportunity for knowledge management. I 
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