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horizon. An economic example is included which demonstrates the application and numerical computation of the control algorithm in case of both a finite and infinite planning horizon.
Introduction
We study a problem that originates from the theory of economic stabilization. It concerns the design of a control policy yielding a prescribed behavior of the controlled system. Much research has been done on this problem, which is posed either as a continuous or a discrete-time control problem e.g. Tinbergen (1952) , Aoki (1973) , Pindyck (1973) , Chow (1975) , Turnowsky (1977) , Maybeck (1982 ), Preston et. al. (1982 and Engwerda (1990-a) . 
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used to adjust the control which then remains unchanged until the next sampling instant. So the actual problem deals with the control of a sampled continuous-time system by means of piecewise constant controls. These control problems are generally referred to as sampled-data or digital control problems (Levis et al. 1971 , De Koning 1980 , Van Willigenburg 1990 . Levis et. al. (1971) , Dorato and Levis (1971), De Koning (1980) and Maybeck (1982) demonstrated that the sampled-data regulator problem,
i.e. a problem where the linear continuous-time system has no exogenous component and no references for the output and control Variables appear in the quadratic cost functional, may be transformed into a so called equivalent discrete-time control problem. The equivalent discrete-time control problem is concerned with the minimization of the so called equivalent discrete-time cost functional subject to the so called equivalent discrete-time system. Both the equivalent díscrete-time system and cost functional are obtained from the continuous-time system and cost functional through appropriate transformation. However this transformation is generally only partially used i.e.
only the equivalent discrete-time system is used while a discrete-time cost functional is searched for which results in a satisfactory continuous-time behavior (Franklin and Powell, 1980) . 
where y is an n-dimensional output vector, u an m-dimensional control vector, x a p-dimensional uncontrollable deterministic vector, A(t) is continuous and B(t), C(t), and x(t) are piecewise We assume the initial values of the system y(O) and the trajectory x(. ) to be known before u(. ) is chosen. To formalize our idea of tracking we introduce the quadratic cost functional
where we assume Q(.) and H to be symmetric semi-positive definite weighting matrices and R(.) to be positive definite. 
It is well known ( see e.g. Levis et. al. 1971 ) that the solution of the system (Za,c) is given by
where the transition matrix~(t,tk) is the solution of the matrix differential equation
d~dt~(t,tk) -A(t)~(t,tk)
. tE (Ck, Z, .., (3a) with the initial condition
where I is the identity matrix. Furthermore
t T'(t, tk) -f~(t, s)B(s)ds,
Jt k and finally
Jt k
With t-tkal in (2) we have
where
Yk -y(tkJ,
System (6) is called the equivalent discrete-time system of (1a,b)
since the behavior of both systems coincides at the sampling instances. The cost functional (lc) equals
Using (2) and (6) equation ( 
Qk -
Starting from the sampled-data optimal control problem (1) we have arrived at the equivalent discrete-time version of the problem given by the equivalent discrete-time cost functional (8) and the equivalent discrete-time system (6). Note that the equivalent discrete-tíme cost functional contaíns a cross term which is usually not included in discrete-time linear quadratic optimal control problems. They will therefore never result in an optimal continuous-time behavior! 3. Problem solution system (6).
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Theorem 1
The control sequence minimizing (8) with respect to (6) is given
while KkN and hkN are given by the following recursive equations
Finally we have for the minimum cost over the interval [k,N]
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where akN is given by the recursion
a One way to demonstrate the correctness of this theorem is to use the result of En werdag (1990-a), theorem 1 with u--R 'w , Gk-7, and Maybeck (1982, ppk73-76 In the following we will call a-inf {.l I 32'~O such that I I zk I I E~2'ak I I zo I I E for the decay rate of the closed loop system (10). (6) is given by
Let all assumptions of lemma 2 be satisfied and assumc the growth 
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Summarizing, the solution of the equivalent discrete-time problem (6), (8) 
Y-3' C t I t G f D, e
I-a C-i Í, C~-S (Y -C),
J(G~(. ).O,W) -I e-pt(mlxztmzgz)dtL
Q regulator problem where (22) and (23) observe that the time-varying LQ regulator problem (19), (20) can be reformulated as a standard time-invariant LQ regulator problem (22), (23) We will first assume the state y to be continuously available. 
-~rmz(pllx t pizeX)' (24a)
where pll is the positive solution to the quadratic algebraic Riccati equatioñ zpi l~mz -( 2~v -P)pl l-ml -O,
and p~2 --p~i'(R~-P -p~~Rz~mz)'
Substitution of the optimal control policy (24) into (19) yields the closed loop error equation for consumption; (25) from which the steady state error in consumption is computed (note that Sv -pllsZ~mZ~0)
Ax -((l~-piiRz'mz) Ox f (R~-P) eXr(R~-P -piif~zrmz).
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Ax -(RQ -p) exI((R~-p -piiSZ~m2)(-R~t pii~Z~m2)). ( 26a )
The corresponding steady state error in government expenditure in this case is given by,
The solution (24) of the continuous regulator problem (22), (23) The target values for consumption and government expenditure where chosen to be,C -400, G -100.
Finally we chose for the initial value of consumption
C(O) -380. (27d)
The simulation results may be verified against the formulas (24) and (26 ).
Next we will assume the economy to be quarterly sampled i.e. the state y to be available only at equidistant time instances tk,
If we consider the formulation (22), (23) From the simulation of the sampled and continuous-time control system we observe that the errors for consumption and government expenditure show an equal steady state behavior when time goes to infinity. This is caused by the fact that the problem can be expressed as a standard time-invariant LQ regulator problem with an infinite planning horizon. Obviously in qeneral these errors will defer because the control in case of the sampled system is constrained to be piecewise constant. 
Y~(t) -A(t)Y~(t) t s(t)u~lt) t c(t)x(t) t e(t)
where c( t)-~0 when t~oo. The proof of this lemma follows directly from the observation that (Y(t) 
oY~(t)) -A(t)(Y(t)-Y~(t)) f B(t)(u(t)-u~(t)) t a(t)y~(t) f a(t)u~(t) f c(t)x(t) -y~(t) (so)
Definition 7 All output trajectories of the form (29) According to theorem 3 and 4 the optimal control is given by
The closed loop system therefore reads e rk ( Rk}rkKka 1 rk )-1 ( rkKkr l dk-rkhkr 1}wk )
Since dk, Yk and wk converge to zero for k-~, hk converges to zero too. Consequently the closed loop system matrix is stable! ek
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converges to zero together with Auk when k--x~which completes the proof. 0
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