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Résumé – Dans ce papier, nous nous intéressons à l’indexation d’images texturées dans le contexte des modèles probabilistes multivariés.
En utilisant une transformée en ondelettes, la dépendance entre les coefficients des sous-bandes peut être caractérisée à l’aide d’un modèle
stochastique multivarié. Nous introduisons le modèle multivarié de la Gaussienne généralisée asymétrique à copule Gaussienne (GC-MAGG)
pour la caractérisation de la dépendance spatiale des coefficients d’ondelettes en prenant en compte l’éventuelle asymétrie de leurs distributions
marginales. Le modèle proposé est validé en utilisant un test statistique d’adéquation aux statistiques jointes observées. L’expression analytique
de la divergence de Jeffreys entre deux distributions à copule Gaussienne est calculée afin de mesurer la similarité et utiliser le modèle proposé
dans une application de classification d’images. En comparaison avec d’autres modèles de la littérature, des bonnes performances sont obtenues
en recherche d’images par contenu textural en utilisant le modèle proposé GC-MAGG.
Abstract – This paper presents a new approach for texture image retrieval based on multivariate modeling of wavelet coefficients. Using a
wavelet transform, the intra-band dependence is characterized by Gaussian copula based multivariate asymmetric generalized Gaussian distribu-
tion (GC-MAGG). We use a mutlivariate statistical goodness of fit test to validate the adequation of GC-MAGG distribution to observed data.
The closed form of Jeffreys divergence between Gaussian copula based distributions is derived, which lead to measure similarity and to use the
proposed model in classification applications. Experimental results on VisTex image database show significant improvements in retrieval rate
using GC-MAGG distribution compared to other known state-of-the-art models.
1 Introduction
Depuis l’avènement du numérique et la multiplication des
moyens d’imagerie optique, infrarouge, sonar ou radar, la tex-
ture a toujours été au centre de nombreux travaux scientifiques.
Que ce soit pour traiter des problèmes d’analyse, de compres-
sion ou de synthèse d’images, le thème « texture » a toujours
connu un intérêt soutenu. De ce fait, il est toujours d’actua-
lité de définir des modèles mathématiques suffisamment géné-
riques pour couvrir toute la diversité texturale observable dans
les images naturelles. Dans le contexte d’indexation d’images
texturées, l’enjeu est d’utiliser un bon modèle pour la texture et
une mesure de similarité associée.
Dans un cadre Bayésien, la minimisation de l’erreur de clas-
sification pour l’indexation d’images est asymptotiquement équi-
valente à l’emploi de la divergence de Kullback-Leibler (ou de
Jeffreys qui en est la version symétrique) pour mesurer la simi-
larité entre les distributions des lois de probabilité qui décrivent
les images à indexer [1]. Ces dernières années, il a été montré
que l’analyse des coefficients obtenus en utilisant des transfor-
mées multi-échelles et multi-orientations est adaptée pour re-
présenter les textures. Afin de caractériser ces coefficients, de
nombreux modèles univariés ont été proposés tels que la distri-
bution Gaussienne généralisée (GG) [2] et la loi Gaussienne gé-
néralisée asymétrique (AGG) [3] qui est une généralisation de
la distribution GG caractérisant l’éventuelle asymétrie des dis-
tributions marginales des coefficients d’ondelettes. Cependant,
l’utilisation des modèles univariés pour les lois marginales des
coefficients d’ondelettes considère l’indépendance intra-bande,
inter-orientations et inter-échelles alors que ces coefficients ne
sont pas indépendants [4].
Nous proposons dans ce travail d’utiliser le modèle multiva-
rié de la Gaussienne généralisée asymétrique à copule Gaus-
sienne (GC-MAGG) pour la caractérisation de la dépendance
spatiale des coefficients d’ondelettes. Ce modèle est une exten-
sion au cas multivarié de la distribution AGG que nous avons
déjà proposée pour la modélisation des statistiques marginales
des coefficients d’ondelettes dans [3]. Nous présenterons le mo-
dèle GC-MAGG et nous montrerons son adéquation aux statis-
tiques jointes observées. Ensuite, nous calculerons l’expression
analytique de divergence de Jeffreys entre deux distributions
GC-MAGG afin d’utiliser le modèle proposé dans un cadre
Bayésien de classification d’images. Enfin nous mettrons en
évidence les bonnes performances du modèle proposé en terme
du taux moyen de bonne détection sur la base d’images VisTex
par rapport à d’autres modèles de la littérature.
2 Modèle stochastique multivarié de la
texture
Trois types de dépendances peuvent être prises en consi-
dération pour la modélisation jointe des coefficients d’onde-
lettes : la dépendance intra-bande, inter-orientations et inter-
échelles. Cependant, dans le cas d’une transformée en onde-
lettes orthogonales, des tests montrent la prédominance de la
dépendance intra-bande par rapport à celles inter-orienations
et inter-échelles [5]. Dans cette étude, nous cherchons à mo-
déliser la dépendance intra-bande des coefficients d’ondelettes
en considérant un voisinage glissant de taille p × q = d. Une
sous-bande est alors vue comme une réalisation d’un vecteur
aléatoire ~X = (X1, . . . , Xd) de dimension d. Afin de décrire
la loi multivariée que suit ce vecteur, nous proposons d’utiliser
la loi GC-MAGG.
2.1 Copule Gaussienne
En utilisant le théorème de Sklar [6], la densité de probabilité
jointe d’un vecteur aléatoire ~X s’écrit




où c : [0, 1]d → [0, 1] est la densité de la copule de ~X , fi et
Fi, i = 1, . . . , d sont respectivement les lois marginales et les
fonctions de répartition marginales des composantes de ~X .
Plusieurs copules ont été définies dans la littérature pour dé-
crire les différents types de dépendance entre les composantes
d’un vecteur aléatoire, telles la copule de Clayton, de Gum-
bel, de Franck, de Student-t ou la copule Gaussienne [7]. Pour
la modélisation de la dépendance intra-bande des coefficients
d’ondelettes, nous proposons d’utiliser la copule Gaussienne
et nous validons ce choix en étudiant l’ajustement du modèle
proposé GC-MAGG aux statistiques jointes observées. L’ex-
pression de la distribution GC-MAGG est donnée par :




où c est la densité de la copule Gaussienne [8] définie par :








Id est la matrice identité, et ~y = (y1, . . . , yd)t est le vecteur
normal tel que yi = φ−1(ui), i = 1, . . . , d, φ est la fonction de
répartition de la loi normale N(0, 1).
fi, i = 1, . . . , d sont des distributions AGG [3] et Fi, i =











































tz−1e−t dt est la fonction Gamma usuelle,
γ (a, b) = 1Γ(a)
∫ b
0
ta−1e−tdt est la fonction Gamma incom-
plète.
Les hyperparamètres du modèle GC-MAGG sont donc {Σ;αiL,
αiR, βi i = 1, . . . , d}, où Σ est la matrice de covariance de la
densité de la copule Gaussienne c et {αiL, αiR, βi i = 1 . . . , d}
sont les paramètres des lois marginales AGG. Les hyperpa-
ramètres sont estimés en utilisant la méthode d’inférence des
fonctions marginales (IFM) [9].
2.2 Adéquation aux statistiques jointes
Afin de valider le modèle GC-MAGG, nous proposons d’étu-
dier son adéquation aux statistiques jointes intra-bande des co-
efficients d’ondelettes. Dans le cas particulier des modèles mul-
tivariés à copule Gaussienne, le test statistique d’adéquation se
ramène à tester conjointement l’adéquation des marginales et la
Gaussianité multivariée. Nous proposons d’employer conjoin-
tement le test de Kolmogorov-Smirnov pour tester l’adéquation
de la loi AGG aux distributions marginales et le test de Gaus-
sianité multivariée de Doornik-Hansen [10] pour tester l’adé-
quation de la copule Gaussienne.
Nous considérons la base d’images VisTex composée de 40
classes d’images texturées de taille 512 × 512 qui ont été fré-
quemment utilisées dans des travaux antérieurs (par exemple
dans [2, 11]) ; chaque image est divisée en 16 imagettes de
taille 128 × 128 sans recouvrement, ce qui génère 640 images
de textures. Nous utilisons une décomposition en ondelette de
Daubechies ’db2’ à 3 échelles des 640 images de VisTex, ce
qui génère 5760 sous-bandes sur lesquelles nous testons l’adé-
quation de l’a priori GC-MAGG aux statistiques jointes intra-
bande. En considérant différentes dimensions du voisinage d,
nous calculons le pourcentage du rejet de l’hypothèse d’adé-
quation du modèle GC-MAGG aux statistiques jointes intra-
bande (tableau 1). De bonnes performances ont été obtenues en
terme d’acceptation de l’a priori GC-MAGG (moins que 12%
de rejet de l’a priori pour les cas bi, tri et quadri-variés). On
note qu’en augmentant la dimension, le modèle est de moins
en moins accepté.
2.3 Métrique probabiliste
Dans une approche probabiliste d’indexation d’images, la di-
vergence de Jeffreys JD (version symétrisée de la divergence de
Kullback-Leibler KLD) est utilisée pour mesurer la similarité
entre deux distributions paramétriques.
TABLE 1 – Pourcentages de rejet (avec incertitude = 0.01) de l’hypothèse d’adéquation du modèle GC-MAGG aux statistiques
jointes intra-bande.
d Pourcentage de rejet d Pourcentage de rejet d Pourcentage de rejet
1× 2 6.6 4× 1 10.9 4× 2 15.5
2× 1 6.5 2× 2 10.8 3× 3 16.5
1× 3 9.2 2× 3 13.7 3× 4 18.6
3× 1 9.0 3× 2 13.8 4× 3 18.5
1× 4 11.6 2× 4 15.7 4× 4 20.4
Nous proposons de calculer l’expression analytique de la di-
vergence de Jeffreys entre deux distributions multivariées à co-
pule Gaussienne et nous donnons son expression dans le cas
particulier de la distribution GC-MAGG.
Soient f(~x; θ(1)1 , . . . , θ
(1)
d ,Σ1) et g(~x; θ
(2)
1 , . . . , θ
(2)
d ,Σ2) deux
distributions multivariées à copule Gaussienne et aux lois mar-
ginales fi(xi; θ
(1)
i ) et gi(xi; θ
(2)
i ) respectivement ; Σ1 et Σ2
étant les matrices de covariance de la copule Gaussienne as-
sociée aux distributions f et g respectivement. Nous avons :
f(~x; θ
(1)











































φ−1(G1(x1)), . . . , φ−1(Gd(xd))
)
.
La divergence de Kullback-Leibler entre f et g est
























































































































































N (~y; 0,Σ1) ~y~y
t d~y = Σ1
où N (~y; 0,Σ1) est une distribution normale multivariée
et le vecteur ~y est normal et de covariance Σ1. Par suite,




























































































i ) ‖ gi(xi; θ(2)i )
) (8)
Finalement, en sommant Équation 4, Équation 6, Équation 7
et Équation 8 nous obtenons


















TABLE 2 – Taux moyen de bonne détection (en %) sur la base d’images VisTex.
d GG[2] AGG[3] GC-MAGG MGmix[12] MGG[11]
1× 1 79.0 79.8
2× 2 84.1 80.6 73.5
3× 3 83.5 79.1 61.2
4× 4 82.2 77.8 52.3
Par conséquence, la divergence de Jeffreys entre deux distri-
butions multivariées à copule Gaussienne est
















Cette expression est composée d’un premier terme qui est la
somme des JDs entre les lois marginales et le deuxième terme
est la JD entre deux distributions Gaussiennes multivariées cor-
respondant à la Gaussianisation des lois marginales. C’est une
expression générique et peut être calculée pour différentes lois
marginales ; dans le cas de la GC-MAGG, les lois marginales
sont des AGG dont la JD est donnée dans [3].
3 Résultats
Pour évaluer les performances en recherche d’images par
contenu textural, nous considérons la base d’images VisTex.
Nous rapportons dans le tableau 2 le taux moyen de bonne
détection pour différents modèles stochastiques. Nous compa-
rons les performances obtenues avec le modèle multivarié GC-
MAGG, les modèles univarié GG, AGG et les modèles multi-
variés de mélange de Gaussiennes multivariées (MGmix) [12]
et la Gaussienne généralisée multivariée (MGG) [11]. Nous
employons la divergence de Jeffreys pour mesurer la simila-
rité dans le cas GG, AGG, GC-MAGG et MGmix tandis que
la distance géodésique est considérée pour le modèle MGG.
Nous observons un gain d’environ 5% en utilisant le modèle
multivarié GC-MAGG par à rapport aux modèles univariés GG
et AGG. En considérant différentes dimensions, les meilleures
performances d’indexation des modèles multivariés sont obte-
nues avec le modèle GC-MAGG. Nous observons aussi qu’en
augmentant la dimension, les performances de tous les mo-
dèles multivariés baissent. Cela est dû à la difficulté des mo-
dèles à s’adapter aux statistiques jointes quand la dimension
du vecteur observé est grande. Dans notre étude, la dimension
d = 2 × 2 est un bon compromis pour l’obtention des bonnes
performances en indexation tout en utilisant un modèle adéquat
aux statistiques jointes.
4 Conclusion
Nous avons proposé la distribution GC-MAGG pour modé-
liser la dépendance spatiale des coefficients d’ondelettes. C’est
une extension au cas multivarié de la distribution AGG en uti-
lisant la copule Gaussienne. Le modèle a été validé en utili-
sant un test statistique d’adéquation aux données observées.
Nous avons calculé l’expression analytique de la divergence
de Kullback-Leibler et par conséquence celle de Jeffreys entre
deux distributions multivariées à copule Gaussienne. Les ré-
sultats en recherche d’images par contenu textural sur la base
VisTex ont montré les bonnes performances de la distribution
GC-MAGG pour la caractérisation de la texture dans le do-
maine des ondelettes.
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