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Abstract 
Boissonnat, J.-D. and M. Teillaud, On the randomized construction of the Delaunay tree, Theoret- 
ical Computer Science 112 (1993) 339-354. 
The Delaunay tree is a hierarchical data structure which is defined from the Delaunay triangulation 
and, roughly speaking, represents a triangulation as a hierarchy of balls. It allows a semidynamic 
construction of the Delaunay triangulation of a finite set of n points in any dimension. In this paper, 
we prove that a randomized construction of the Delaunay tree (and, thus, of the Delaunay 
triangulation) can be done in O(nlogn) expected time in the plane and in O(nrP1) expected time in 
d-dimensional space. These results are optimal for fixed d. The algorithm is extremely simple and 
experimental results are given. 
1. Introduction 
Much attention has been paid, in the computational geometry literature, to the 
Voronoi’ diagram of a finite set of points and to its geometric dual, the Delaunay 
triangulation. For general references, we refer the reader to the books by Preparata 
and Shamos [22] and by Edelsbrunner [lo]. Aurenhammer recently wrote a very 
complete survey of this fundamental data structure [Z]. 
In the plane, Shamos [26] established an Q(nlogn) lower bound for the time for 
computing a planar triangulation and provided an algorithm reaching this bound, 
thus optimal in the worst-case sense. Other optimal algorithms have been proposed 
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by Lee and Schachter 1171, Preparata and Hong [2l], Guibas and Stolfi [14] and 
Fortune [ 1 I]. 
In higher-dimensional spaces, Klee [ 151 has shown that the Delaunay triangulation 
may have CI(& 1: [$I! 1 simplices. See also 120, 253. It is well known that the problem 
of computing the Delaunay triangulation of a set of 11 points in d-space reduces to that 
of computing the convex hull of a set of II points, obtained by lifting the initial ones to 
a paraboloid of revolution in d+ l-space. The beneath-beyond algorithm of Seidel 
1241 (see also [IO]) computes the convex hull of a set of n points in d-space in time 
O(nr+ 1) for d > 2. This algorithm is incremental, and the insertion of a new site reduces 
to an intersection problem in the dual space. It can be used to compute the Delaunay 
triangulation of II points in d-space in time O(nLei”), which is optimal for odd 
dimensions. 
The previously mentioned algorithms are rather involved, even in the plane, and 
a much simpler one, proposed by Green and Sibson [I21 in two dimensions, is often 
preferred. This algorithm is incremental and can be generalized to higher-dimensional 
spaces as shown by Bowyer 161. Each point is introduced one after another and the 
triangulation is updated after each insertion. The worst-case complexity of the 
algorithm is 0( II *) in the 2-dimensional case and O(nr i 1+ I) in the d-dimensional case. 
In order to improve the algorithm, the authors perform a walk from neighbor to 
neighbor which yields an estimated complexity of 0( II ’ ’ I’“) for homogeneous distri- 
butions of points. However, no precise analysis can be found in the papers and the 
performances tend to become rather poor with degenerate distributions of points, 
such as points belonging to a subset of lower dimension. The same remarks hold even 
when using sophisticated bucketing techniques such as the ones used by Asano et al. 
Cl]. 
A clear advantage of this algorithm, however, is that it is quite simple and allows 
insertions of new points in a dynamic way. This has motivated further investigations. 
A first idea [S] to improve the time complexity of the incremental algorithm consisted 
of keeping all the incremental versions of the triangulation in a structure called the 
Delaunay tree. In order to do that efficiently, the points were introduced in a random 
way. Other randomized techniques appeared recently [7, 18, 13. 191. A common point 
to all these randomized algorithms is that no distribution assumptions are made as it 
is the case, for example, in Dwyer [9]. Hence, the results remain valid for any set of 
points, provided that the points are inserted at random. 
The algorithms in [7, 18, 191 are incremental in the sense that the points are 
introduced one at a time. But all the points need to be known in advance and 
maintained in an auxiliary data structure, the so-called conflict graph. The algorithms 
in [5, 131 do not impose such a restriction and, thus, are more “on-line”. 
The algorithm used in [I31 has not been generalized to higher dimensions. The 
algorithms in [7, 191 work in any dimensions. However, as already noticed, they are 
static. 
The algorithm based on the Delaunay tree can compute the Delaunay triangulation 
of a set of points in any dimension. In this paper, we prove that a randomized 
construction of the Delaunay tree (and, thus, of the Delaunay triangulation) can be 
done in O(n log n) expected time in the plane and in O(nrg1) expected time in d- 
dimensional space, for fixed d. These bounds are best possible for fixed d. Indeed, in 
the plane, computing the Delaunay triangulation of n points lying on a convex curve 
can be reduced to sorting, which takes Q(n logn) time, even for a randomized 
algorithm. In d-space, for fixed d, the complexity is identical to the size of the 
triangulation in the worst case and, thus, is clearly optimal. 
The algorithm is extremely simple and experimental results are given. 
2. The Delaunay tree 
2. I. Dtlfinition anri,firndurnentcl results about the Delrunay triangulation 
We just recall the definition of the Delaunay triangulation and some general results 
of importance for the sequel. More details can be found in [23, 221. Let Kd be 
a d-dimensional euclidean space and j /?’ a set of n sites MI, . . . , M,j. We will assume 
that no subset of d + 2 sites are cospherical or lie on a same hyperplane. The Voronoi 
diagram associated with c 4’ is a sequence VI, . . . , V, of convex polyhedra covering bd, 
where Vi consists of all the points of Rd that have Mi as a nearest site in the set J?‘: 
K={PER~, Vj, 1 <j<n, 6(P,Mi)~6(P,Mj)i, 
where 6 denotes the euclidean distance. 
The geometrical dual of the Voronoi’ diagram, obtained by linking the sites Mi 
whose Voronoi’ polyhedra are adjacent, is called the Deluunay triunyulation of ~7. The 
joins are taken to be straight line segments and we use them as a framework for 
a simplicial subdivision of space. The Delaunay triangulation is a collection of 
simplices covering the convex hull of .//. The half-spaces, not containing .J?‘, whose 
boundary contains a facet of the convex hull of %N, will be considered as infinite 
simplices (they are defined by d sites of Ill and a site at infinity). Together with the 
infinite simplices, the triangulation is a tesselation of the whole space gd. A funda- 
mental property of the triangulation is related to the balls circumscribing the simpli- 
ces of the triangulation (the DelaunaJl hulls). Note that the balls circumscribing infinite 
simplices are half-spaces. 
Fundamental property: 
No site of .4’ belongs to the interior of a Delaunay ball. 
If a site lies inside the circumscribing ball of a simplex, we say that the site is in 
conflict with the simplex. In these terms, the Delaunay triangulation is the set of 
simplices without conflict. 
2.2. Construction of‘ the Deluunq~ tree 
The Delaunay tree is a hierarchical structure based on the incremental procedure of 
[12, 61. During the incremental algorithm, each site is introduced one after another 
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and the triangulation is updated after each insertion. Let M be a site to be introduced 
in the triangulation. All the simplices in conflict with M can no longer be simplices of 
the triangulation (and are removed in Green and Sibson’s algorithm). The union of 
these simplices is a simply connected region R(M). Let F(M) denote the set of facets 
of the boundary of R( M). The new simplices are obtained by linking M to the facets of 
F(M) (Fig. 1). 
The Delaunay tree is constructed in a similar way. But, instead of removing 
simplices during the different steps of the construction, we store all the simplices which 
have been constructed as nodes of the Delaunay tree and at each step we define 
relationships between simplices of the successive Delaunay triangulations. The aim of 
this structure is to find R(M) efficiently. 
Fig. 1. Inserting a new site. 
On the randomizrd construction of the Delaunay tree 343 
2.2.1. Initialization step 
Let d denote the dimension of the space. For the initialization step we choose d + 1 
sites. They generate one finite simplex and d + 1 infinite ones (see Fig. 2). These d + 2 
simplices will be the sons of the root of the tree. 
2.2.2. Inserting a new site A4 
After the insertion of site M, the simplices in conflict with M are called dead and 
M is their killer. Observe that a killed simplex may not be incident to a facet of F(M). 
Let T be one of the simplices in conflict with M that has a facet F belonging to 
F(M). We construct the new simplex S having vertex M and facet F. Let N be the 
simplex sharing facet F with T. Because the triangulation is a Delaunay one, we have 
the following property (see Fig. 3): 
(9) The circumscribing ball of S is included in the union of the two balls 
circumscribing T and N. 
This property is fundamental for the correctness of the algorithm, as will be seen in the 
sequel. 
The newly created simplex S will be called son of T and stepson of N through facet F. 
If we now insert a new site M’ belonging to the circumscribing ball of S but not to 
that of N, S will be killed in turn, and its son S’ having vertex M’ and facet F will be 
another stepson of N. Thus, a node has at most one son and one list of stepsons 
through each facet, that is, 0-d + 1 sons and O-d + 1 lists of stepsons. 
Remark 2.1. Nevertheless, the total size of the stepson lists in the Delaunay tree is less 
than the number of nodes, since each newly created node (the d + 2 first ones excepted) 
has exactly one stepfather. This is true in any dimension. 
This hierarchical structure is called a Delaunay tree for short, but it is more exactly 
a rooted direct acyclic graph. This graph contains a tree: the tree whose links are the 
links between fathers and sons. 
\ 
‘\A / 
/ 
Fig. 2. Initialization step 
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Fig. 3. Property (./P) 
A simplex of the current triangulation is not dead and, so, corresponds to a node 
having no son, but possibly stepsons. We also maintain adjacency relation- 
ships between the simplices of the current triangulation. This will be developed in 
Section 2.3.2. 
Let M be a site to be introduced in the triangulation. Two steps are performed: first, 
we locate M in order to find the set R(M) of all the simplices in conflict with M and 
then we create the new simplices. 
2.3. I. Lourtirlg M 
If M is in conflict with a simplex, we know, by Property (b), that it is in conflict 
with its father or its stepfather. So, (9) implies that we will be able to find all the 
simplices which are killed by M by exploring the Delaunay tree following Procedure 
location described in Fig. 4. 
Remark 2.2. In fact, it is also possible to find only one simplex of R(M) by searching 
the Delaunay tree, and to deduce the others using neighborhood relationships. 
Remark 2.3. Let us show that all links from a node to its successive stepsons can be 
used to locate a new site. In Fig. 5, sites 1 7 are numbered in insertion order. 
The subtree of the Delaunay tree corresponding to triangles (123), (234) (235) (256) 
and (237) is shown on the right-hand side of the figure. 
If site 8 is now introduced, it is in conflict with (235) and (256), but not with (123). 
We can locate it using the link from (234) to (235) and the link from (235) to (256). 
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Procedure location(M,T) : 
if T has not been visited yet and M is in conflict with T 
for each stepson 5 of T location(M,S) ; 
for each son S of T location(M,S) ; 
if T is not dead then 
mark T killed by M ; 
add T to the list R(M) of the killed simplices 
endif 
endif 
Fig. 4. Location of a site in the Delaunay tree. 
123 234 
256 137 
Fig. 5. All stepsons may be useful 
There exists no way to reach (256) from (234) through (237). If we want to locate 9, 
which is in conflict with (237) but not with (235), we must use the link from (234) to 
(237). Thus, it is necessary to store both stepsons of (234). 
2.3.2. Creating the new simplices 
We go through the list of the killed simplices. The facets of these simplices which 
will remain in the new simplices are those of F(M). Let F be such a facet. We create 
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Procedure creation(M): 
for each simplex T killed by M 
for each neighbor N of T through a facet F 
if M is not in conflict with N 
create the simplex S having vertex M and facet F ; 
replace the adjacency relation between N and T 
by the adjacency relation between N and S ; 
create the relations: S son of T and S stepson of N through facet F 
endif 
endfor 
endfor ; 
create the adjacency relationships between the new simplices. 
Fig. 6. Creating the new simplices. 
the new simplex S =(M, F) and the two relations between S, its father and its 
stepfather. The father of S is the killed simplex T containing facet F. The stepfather of 
S is the neighbor N of T through facet F (recall that we know the adjacency 
relationships in the current triangulation). Procedure creation is described in Fig. 6. 
In order to create the adjacency relationships between the new simplices, we 
proceed as follows. Let F be a (d - I)-face of F(M), and f be a (d -2)-face of F, we 
compute the sequence T, , T2, . , T, of killed simplices, such that 
l F is a facet of T,, 
e Ti is adjacent to Tim1 for i=2, . . ..k. 
l f~Kfor i=l,...,k, 
l Tk has a facet F’ belonging to F(M), such that F’n F=,f 
We declare that the new simplices MF and MF’ are adjacent through facet Mf: By 
repeating this process for each (d- I)-face F of F(M) and each (d-2)-face fof F, we 
obtain all the adjacency relationships between the new simplices. 
Each killed simplex has at most d(d + 1)/2 (d-2)-faces in F(M) and, thus, is 
examined at most d( d + 1)/2 times during this process. 
3. Analysis of the randomized construction of the Delaunay triangulation 
This section proves the main result of this paper, stated in the following theorem. 
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Theorem 3.1. The randomized expected time for inserting the nth site in the Delaunay 
tree is O(logn) in two dimensions and O(nr+l-I) in dimension d>2. The expected 
storage of the Delaunay tree is O(nrs1) in dimension d 3 2. 
(The constants depend on the dimension as a (d+5)!/r$J! factor for the time 
complexity and a l/(rj]- l)! factor for the space complexity. We will omit the 
computations of these constants in this paper.) 
A short proof for the complexity of the whole construction could be given by 
referring to Clarkson and Shor’s [7] theorem for randomized incremental construc- 
tion. Nevertheless, we sketch an alternate proof, which provides a nonamortized 
result. 
We first introduce some additional notations and definitions. We define the width 
of a simplex to be the number of sites of “41’ in conflict with that simplex Yk(&) will 
denote the set of simplices of width k and LYGk(J) the set of simplices of width at 
most k. I,_&’ is the cardinality of a set .d. We define sk(n)=max,,ul=nl~~(~)I, and 
S4k(n)=maxl,//l=nl~~~k(-~)I. 
We also define a bicycie as a pair of simplices sharing a facet. A site is said to be in 
conflict with the bicycle, if it is in conflict with one of the two simplices but is not one 
of their vertices. %?k(&‘) will denote the set of bicycles of width k and B<k(JZ) the set 
of bicycles of width at most k. We define b,(n) and b,k(n) in the same way as for the 
simplices. 
Note that, when a site M is inserted, each new simplex S is the son of a simplex 
T and the stepson of a simplex N; ST and SN (Fig. 3) are bicycles without conflict 
(while NT has one conflict with M). More generally, an edge of the Delaunay tree 
corresponds to a bicycle. 
The first lemma, due to Clarkson and Shor [7, Theorem 3.11, bounds the numbers 
of simplices and bicycles with width at most k defined by a set of n sites. The proof of 
this lemma uses the random sampling technique, and the fact that the number of 
simplices arising in the Delaunay triangulation of n sites is O(nrf1) (see, for example, 
[15]) and, thus, that the number of bicycles of width zero has the same complexity (d 
is fixed). 
Lemma 3.2. The number of simplices having width at most k is, for k>2, at most 
ssk(n)=O(nr+lkL+l+l). 
The number of bicycles having width at most k is, for k>2, at most 
b,k(n)=O(nrflkt4J+2). 
Remark 3.3. For k<2, we can trivially deduce the following bounds: 
s,(n)<sGt(n)<s,~(n)=0(2LQ_i+l nr+l) 
and, similarly, for bicycles. 
Remark 3.4. In the two-dimensional case, from [16], sk( n) and bk( n) are 0( k( n - k)). 
The sequel analyzes the insertion of the last site M of the set .&’ of the n already 
inserted elements. 
We compute the expected number of nodes p(n) visited to locate the nth site M. 
A simplex S is visited during the location of M if S is the son or the stepson of 
a simplex T such that M is in conflict with T. So, we need here to count the number of 
edges of the Delaunay tree traversed during the location of the last site M, which is 
also the number of bicycles in conflict with M. 
Let B=ST be a bicycle of .ak(. N). B is in conflict with M if one of the k sites in 
conflict with B is M, which happens with probability k/n. B appears before the 
insertion of M if the k- 1 other sites in conflict with B have been inserted after 
the d+2 sites defining B; S is the son or the stepson of T if the site that created S 
has been inserted after the d-t 1 vertices of T. This occurs with probability 
(d + l)! (k - l)!/( k + d + I)!. The expected number of edges traversed by Procedure 
location is then obtained in the following way: 
Using Lemma 3.2, we deduce that p(n) is O(nrtl-I) in dimension d, and O(logn) in 
dimension 2. 
3.2. Anull~sis of’ tlw rmtlomixti c~.vprctctl cost of Pmc~durr creation 
We first compute the number of nodes created by the nth site M. A given simplex is 
created by M if its width is zero after the insertion of M, and if M is one of its d+ 1 
vertices. The expected number of created simplices is r(n) = [(Ii + 1)/n] 1 .Y”( c N) 1, 
which is bounded by [(d-t l):n].s,(n)=O(nrel-I). 
The second part of the cost of inserting M is due to the killed simplices, which must 
be examined O(LI’) times to create the adjacency relationships between the new 
simplices. The width of a simplex killed by M is one after the insertion of M; so, the 
expected number of simplices killed by M is (1 In) 1 cU; ( 1 N) I< (1 /n) 1 ‘Yi, ( c M) /, which is 
less than (I/n)s,,(n)=O(nr41~‘). 
The cost of Procedure creation, for the insertion of the nth site is. thus, O(nr+l~‘) in 
dimension d. 
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3.3. Analysis of the expected space used by the Delaunay tree 
The expected number q(n) of nodes in the Delaunay tree is the number of all 
successive simplices arising in the Delaunay triangulation during the construction, 
and can be computed by summing the numbers v(i) of simplices created by the ith site: 
q(n)= E v(i) 
i=l 
=o(nr+l). 
We already know that the total number of edges in the Delaunay tree is linear in the 
number of nodes (Remark 2.1). The expected total storage is, thus, 0(?(n)). 
This achieves the proof of Theorem 3.1. 
Remark 3.5. The results stated in Theorem 3.1 are obtained by using worst-case 
bounds for the size of a Delaunay triangulation (so(n) is used to bound ) Y,( A’) I). 
If we assume that the set of sites to be triangulated is uniformly distributed in the 
space, we know from the results of [9] that IYO(&Z)j (and, thus, IS#~(A%?)[) is O(n). 
Consequently, the random sampling technique used in Lemma 3.2 provides a linear 
complexity for the size of YGJv&) and B<,(A) and our algorithm runs in O(nlog n) 
expected time in any dimension. 
4. Experimental results 
The algorithm has been implemented in both dimensions 2 and 3. It is to be noted 
that the algorithm is extremely simple. 
Moreover, the numerical computations involved are also very simple: When 
a simplex is created, we can compute the coordinates of the center of its circumscri- 
bing sphere, and its squared radius. This is achieved by first writing the equation of 
a sphere in d dimensions, then writing that the d+ 1 sites defining the simplex belong 
to the sphere, and solving the linear system which results from that, with d + 1 
equations and d + 1 unknowns, in 0( d 3, time. 
The center and the squared radius of a simplex is computed once for all and stored 
in the corresponding node. For testing if a site is in conflict with a simplex, we only 
have to compute its squared distance to the center of the simplex, which costs O(d), 
and compare it with the squared radius. The constant announced in Section 3 
has been computed according to this method. 
The algorithm has run on many examples with different kinds of point distribu- 
tions. in two and three dimensions. 
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number of nodes 
in the Delaunay Tree 
number of triangles 
/ I in the Delaunay triangulation 
number of nodes visited 
to find the first conflict 
0 948 sites 
Fig. 7. Random sites in the plane. 
number of nodes 
in the Delaunay Tree 
number of triangles 
in the Delaunay triangulation 
number of nodes visited 
to find the first conflict 
Fig. 8. A nonconvex curve 
number of nodes 
in the Delaunay Tree 
number of triangles 
in the Delaunay triangulation 
number of nodes visited 
to find the first conflict 
Fig. 9. An ellipsis. 
In each case, several orders of insertion of the sites have been tried to analyze the 
running time down to the constants. All randomized orders yielded the same results. 
Some results are presented on Figs. 7-9 for the planar case. 
Figures 10-12 present results in 3-space. Figures 10 and 11 show results in the case 
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23639 
6350 
/ / 
1 9 
number of nodes 
in the Delaunay Tree 
number of tetrahedra 
in the Delaunay triangulation 
- 
number of nodes visited 
to find one conflict 
sites 
Fig. 10. Random sites in 3-space 
number of nodes 
in the Delaunay Tree 
0 1198 sites 
Fig. 11. A closed surface (a heart). 
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66759 A 
number of nodes 
in the Delaunay Tree 
33352 
/ n number of tetrahedra 
Fig. 12. A quadratic example 
where the size of the final Delaunay triangulation is linear in the number of sites, 
whereas Fig. 12 was obtained for a distribution where the number of tetrahedra was 
quadratic (the sites are lying on two noncoplanar line segments). 
4.1. Storage of’ the Delaunq tree 
The number of nodes in the Delaunay tree has been studied with respect to the 
number of inserted sites. This must be compared with the number of simplices in the 
final triangulation, which is the size of the output. 
In the two-dimensional case, the ratio of the number of nodes in the Delaunay tree 
to the size of the output is less than 3, in any example. In the space, this ratio becomes 
4 in the linear case, and only 2 in the quadratic case. 
4.2. Inserting a site in the Deluunuy tree 
The chosen parameter to evaluate the cost of inserting a site is the number of nodes 
visited by Procedure location to find the first conflict. According to Remark 2.2, the 
remainder cost of this procedure consists of an output sensitive search in the 
Delaunay triangulation, and the cost of Procedure creation also depends on the 
number of modifications in the Delaunay triangulation. 
The cost of locating a site in the Delaunay Tree appears to be very small compared 
to the size of the Delaunay triangulation. 
Some empirical investigations have been done to evaluate the constants. In the 
plane, the variations of the number of nodes visited to find the first conflict can be 
roughly (after smoothing) assimilated to the variations of the function x H 3 log, x, in 
all examples. In the space, in the linear case, the function is x H 7 log, x, which has 
been explained in Remark 3.5. 
We have computed in Section 3 the expected number of nodes visited by Procedure 
location to find all the simplices in conflict with a new site M, but no theoretical 
analysis has been done for the number of nodes visited to find the first conflict. We can 
see that, even in the quadratic case, this number remains logarithmic. Moreover, the 
constant appears to be better than in the linear case, since it is about 4. 
5. Conclusion 
We have shown that the Delaunay tree of n points can be constructed in random- 
ized expected time 0( y1 log n) in the plane and O(nrf1) in d-space for d > 2. Its 
randomized expected size is 0( n r f 1) in dimension d 2 2. The Delaunay tree allows to 
compute the Delaunay triangulation of n points within the same bounds, which is 
optimal for fixed d. A byproduct of this result is that the Delaunay tree can be used to 
locate a point inside a Delaunay triangulation in randomized expected time O(log n) 
in the plane and O(nrfl-‘) in d-space. 
An important point is that these results hold whatever the point distribution may 
be. 
The algorithm is extremely simple and, moreover, the numerical computations 
involved are also very simple. 
Experimental results in 2- and 3-dimensional spaces, for uniform as well as degener- 
ate distributions of points, have provided strong evidence that this algorithm is very 
effective in practice. 
In [S], the Delaunay tree has been made fully dynamic in the planar case, with 
a O(log log n) expected complexity for removing a site. 
Further investigations have been done to generalize the Delaunay tree to solve 
other applications efficiently. The k-Delaunay tree can be used to compute higher 
order Voronoi’ diagrams [4], and the IDAG is a more general data structure that can 
be used to design a large class of on-line randomized algorithms [3]. 
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