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Abstract
We review some recent developments in the statistical mechanics of isolated quantum systems.
We provide a brief introduction to quantum thermalization, paying particular attention to the
‘Eigenstate Thermalization Hypothesis’ (ETH), and the resulting ‘single-eigenstate statistical me-
chanics’. We then focus on a class of systems which fail to quantum thermalize and whose eigen-
states violate the ETH: These are the many-body Anderson localized systems; their long-time
properties are not captured by the conventional ensembles of quantum statistical mechanics. These
systems can locally remember forever information about their local initial conditions, and are thus
of interest for possibilities of storing quantum information. We discuss key features of many-body
localization (MBL), and review a phenomenology of the MBL phase. Single-eigenstate statistical
mechanics within the MBL phase reveals dynamically-stable ordered phases, and phase transitions
among them, that are invisible to equilibrium statistical mechanics and can occur at high energy
and low spatial dimensionality where equilibrium ordering is forbidden.
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I. INTRODUCTION
Although many of the fundamentals of quantum statistical mechanics were formulated
together with those of quantum mechanics itself almost a century ago [1], the subject has
had a recent rebirth. This has occurred due to the development of methods and tools in
atomic, molecular, optical and condensed matter physics that allow one to build, control,
and study in the laboratory many new sorts of assemblies of strongly-interacting quantum
degrees of freedom [2]. Such systems extend our abilities to explore and understand many-
body quantum mechanics, and are also of interest due to possibilities of using them as
components of new quantum technologies.
Many formulations of quantum statistical mechanics postulate that the system of interest
is in contact with an ‘external’ reservoir [3], with certain properties of the reservoir often
taken for granted. However, recent experimental progress in well-approximating isolated
many-body quantum systems (such as cold gases of neutral atoms [4]) motivates a fresh
consideration of the statistical mechanics of closed quantum systems, i.e. isolated quantum
systems not coupled to any external reservoirs. [See e.g. [5] for a recent review with some
overlap with the present review.] The statistical mechanics of closed quantum systems is
also important as a point of principle, since if we assume that any external reservoir or
measuring apparatus is itself a quantum system it can then be included as part of the closed
many-body quantum system of interest.
One fundamental question about such a closed quantum many-body system is: What
states does its unitary time evolution bring it to after an arbitrarily long time? To make
the possible answers to this question sharp, one needs to consider the thermodynamic limit
of a large system, as we will discuss below. There appear to be two answers to this question
that are robust under small but arbitrary local perturbations to the system’s Hamiltonian,
namely thermalization and localization. The answer can depend on the nature of the system
and on the initial state being considered, and the system can show quantum phase transitions
between these two possibilities as the system or the initial state is varied. The main goal of
the present paper is to define, discuss and elaborate these two possibilities, reviewing some
of what is either known or (mostly) conjectured about them.
In order for a closed quantum system to thermally equilibrate under its own dynamics,
the system must be able to act as its own reservoir, i.e. the dynamics must be such that
3
for a subsystem that contains only a small fraction of the degrees of freedom of the entire
system, the coupling to the rest of the system mimics a coupling to a reservoir. If the
dynamics satisfy this property, the microcanonical, canonical, and grand canonical ensembles
for the full system all give the correct long-time equilibrium properties of subsystems, the
conventional theory of quantum statistical mechanics thus applies to the long-time steady
states of subsystems, and we say the system thermalizes. However, not all closed quantum
systems do act as reservoirs that thermalize their subsystems.
Localized systems, first identified by Anderson [6], do not act as reservoirs for themselves,
and thus do not thermalize. Instead, the long-time states of subsystems are determined by
(and thus can ‘remember’) some local details of the system’s initial state. This is why
localized systems are of interest as possible quantum memories. The distinction between
localization and thermalization is only dynamical. It is invisible if one examines only ther-
modynamic quantities, which are determined by averaging over an equilibrium ensemble of
states and essentially assume thermalization. However, the distinction is quite apparent
if one looks at the properties of individual exact many-body eigenstates of the system’s
Hamiltonian. Thus we examine the single-eigenstate limits of the microcanonical ensemble,
which are able to detect the quantum phase transition (or transitions) between the localized
and thermalizing phases. This suggests a new ‘eigenstate statistical mechanics’ that is very
useful in investigating localization, and also reveals a whole new world of localized phases,
and quantum phase transitions between them, within the localized regime [7].
The bulk of the existing literature about localization focuses on noninteracting systems
or on the low temperature limit. However, the perturbative arguments of [8–10] and partic-
ularly [11], numerical exact diagonalization studies, e.g. [12, 13], and even a recent mathe-
matical proof [14] have provided strong evidence that localization can occur in highly-excited
states of strongly-interacting many-body quantum systems - a phenomenon that has now
come to be known as ‘many-body localization’, and has been the subject of considerable
recent work [15–39].
Many-body localization (MBL) represents a new frontier of quantum statistical mechan-
ics. Many-body localized systems fail to thermally equilibrate, so their long-time states
are not captured by conventional equilibrium statistical mechanics. At the same time, the
existence of interactions allows for a highly non-trivial statistical mechanics of these local-
ized systems [7]. Indeed, many-body localized systems can exhibit a phenomenology that
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runs counter to theorems of equilibrium statistical mechanics, such as, for example, ordered
phases and phase transitions in one-dimensional systems at energies that correspond to high
temperatures [7, 15, 17, 18, 36]. In this review, we provide a pedagogical introduction to
key features of, implications of, and some open questions in many-body localization. This
review is almost entirely about theoretical questions. Many-body localization as a subject
of experimental research is still in its infancy, so a review of that topic would be premature,
and we have not attempted it.
II. CLOSED-SYSTEM MANY-BODY QUANTUM MECHANICS
We are interested in the properties of closed many-body quantum systems with a short-
range Hamiltonian H. Unless otherwise specified, we consider a time-independent Hamil-
tonian, but below we do occasionally consider the Floquet case of a Hamiltonian that is
periodic in time. By closed we mean that the system is not connected to any ‘external’
environment or to any measuring apparatus. Any environment or measuring apparatus that
is coupled to the system should instead be treated quantum mechanically, and included as
part of the system. We assume, unless otherwise specified, that the Hamiltonian H is local
in real space, meaning all interactions are short-range.
Unlike many treatments of quantum condensed matter, we do not focus on the ground
state and low-lying excited states, but instead on highly-excited states, which have a non-
zero energy density relative to the ground state even in the thermodynamic limit. We also
do not restrict ourselves to pure states since the closed system may in the past have been
coupled to some other degrees of freedom with which it is still entangled. Arbitrary states of
a closed quantum system can be treated using the formalism of probability operators (a.k.a.
density matrices) [1]. We work in the Schro¨dinger representation, where the probability
operator ρ(t) evolves in time according to
ρ(t) = e−
iHt
~ ρ(0)e
iHt
~ ; i~
dρ
dt
= [H, ρ]; Tr {ρ} = 1 . (1)
Meanwhile, all other operators Oˆ are time-independent, and the expectation value at time
t of an observable O with corresponding operator Oˆ is 〈Oˆ〉t = Tr {Oˆρ(t)}.
For specificity, we now specialize to a quantum system of N two-state systems. These
two-state systems need not be spin-1/2’s, but it is convenient to refer to them as spins. Each
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FIG. 1: The system of interest can be represented as a set of spins on a lattice (a). Each spin has
a two dimensional state space, which can be represented on a Bloch sphere (b). The many body
pure state space for the full system consists of the outer product of the pure state spaces of each
spin, as illustrated in (b).
spin is located at a point in real space; we consider one, two or three spatial dimensions. The
spins may be randomly located as in [6], or arrayed on a regular lattice. The locality that
‘localization’ refers to is in real space. Each spin has a local space of pure states consisting
of two states and all of their complex linear combinations. And each spin has four linearly-
independent operators that can act on it. These can be represented as 2× 2 matrices: the
identity matrix Ii and the three Pauli matrices σxi , σ
y
i , σ
z
i for spin i. A general mixed state ρi
of this spin is a linear combination of these operators. More generally, one could consider a
local ‘spin’ with q orthonormal pure states and q2 different operators (including its identity
operator).
The many-body pure-state space of the full system of N spins is the outer product of the
pure-state spaces of each spin, Fig. 1. A convenient (and conventional) basis set for this
space is the 2N simultaneous eigenstates of all of the {σzi }. This basis set has a geometry:
it can be represented as the 2N corners of an N -dimensional hypercube. Nearest-neighbor
points on this hypercube are states that differ by flipping only one spin. Each axis of the
hypercube represents one spin, so in general this hypercube does not have any rotational
symmetry, since each of its axes represents a different point in real space. The Hamiltonian
of the many-body system can be represented as a single quantum particle hopping on this
hypercube, with only short-range hopping. But a many-body state that is localized need
not appear localized on this hypercube: For example, a many-spin product pure state that is
localized so each spin points in its own particular direction on its own Bloch sphere, with the
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directions selected randomly and uniformly on the Bloch spheres, appears quite extended
when represented on this hypercube. Such a state will only look localized on the hypercube
if the basis choice for each spin corresponds to the state in which that spin is localized. Note
that the geometry of this hypercube is not the geometry of the space (the ‘Hilbert space’)
of the full system’s pure states. The latter space is a 2N -dimensional complex vector space,
and each of its 2N ‘axes’ is one of the corners of this hypercube. Thus our system has at
least three ‘spaces’ that can be considered: real space, the hypercube of many-body basis
states, and the Hilbert space.
A convenient complete basis for the full system’s operators is given by outer-product spin
operators of the form, e.g.
σx1 ⊗ σz2 ⊗ I3 ⊗ ...⊗ σyN , (2)
where every spin contributes to the product either its identity operator or one of its Pauli
operators. Thus the system has 4N linearly-independent operators that can operate on its
states and from which one may make its mixed states. Again, if we instead have a local
‘spin’ i with qi > 2 pure states, it contributes a factor of q
2
i to the number of operators.
Introducing some terminology: A ‘k-local’ operator is an operator of the above form
where k of the entries are not identity operators (i.e., a product operator that acts non-
trivially on only k spins). Such an operator can, for example, be a ‘hopping’ of range k on
the hypercube of many-body basis states. Any linear combination of k-local operators is
also termed a k-local operator. A ‘global’ operator is a k-local operator where k is of order
N . In contrast, an operator that is local in real space (henceforth referred to simply as a
local operator) is an operator where k is of order one and the non-identity Pauli operators
act only on spins that are all within distance of order one of each other.
The Hamiltonian H of our system is a sum of local operators. The system may have a
few other extensive conserved quantities that are also sums of local operators. Examples
include spin and particle number. Like the energy, these quantities can be transported by the
system’s dynamics. These extensive conserved operators commute with H in a way that is
not ‘fine-tuned’ to the details of H. We do not consider traditional translationally-invariant
integrable systems that have an infinite sequence of extensive conserved quantities that are
sums of local operators. Such integrable systems are special cases and are presumably not
robust to arbitrary small local changes in H. We note that the ‘generalized thermalization’
of such integrable systems to the ‘generalized Gibbs ensemble’ is an interesting and well-
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studied subject [40–42] that we do not review here.
Any closed many-body quantum system has many conserved quantities that are given
by global operators. A complete linearly-independent set of operators that commute with
H consists of each projection operator on to an exact many-body eigenstate of H. These
projection operators are all global operators. But the Hamiltonian itself is a linear combi-
nation of these projection operators and is, in contrast, a sum of local operators (as is also,
trivially, the identity operator). There is a certain sense in which local operators are physical
and observable, while global operators are not [43]: Another degree of freedom, such as a
measuring apparatus, can realistically couple to a quantity that is represented by a local (or
k-local) operator, while in the thermodynamic limit this is not feasible for a quantity that
is represented by a global operator. Note also that in the thermodynamic limit almost all
of this system’s full set of 4N operators are global and thus are ‘unphysical’ in this sense.
III. QUANTUM THERMALIZATION
A. What is thermalization?
We are now ready to discuss the apparent paradox of quantum thermalization. A quan-
tum system in thermal equilibrium is fully characterized by a small number of parameters
(temperature, chemical potential, etc.: one parameter for each extensive conserved quan-
tity), suggesting that the process of going to thermal equilibrium is associated with the
‘erasure’ of the system’s ‘memory’ of all other details about its initial state. However, uni-
tary time evolution cannot erase information, and thus all quantum information about the
initial state must be preserved within the (closed) system for all times.
The resolution to this apparent paradox is that the memory of the local properties of the
system’s initial state is not erased by unitary time evolution, but is instead ‘hidden’ if the
system thermalizes. Spreading of quantum entanglement moves the information about the
initial state so that at long time it is inaccessible, since recovering that information would
require measuring global operators. This is the process of ‘decoherence’. In particular, if
we restrict to a subsystem which is a small fraction of the full system, then thermalization
means that at long times the state of this subsystem is as if it were in thermal equilibrium
in contact with a reservoir characterized by a temperature T , a chemical potential µ, etc.,
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FIG. 2: (a) Conventional quantum statistical mechanics assumes that the system of interest is
coupled to a reservoir (or bath), with which it can exchange energy and particles. (b) Here we
are interested in the statistical mechanics of a closed quantum system undergoing unitary time
evolution. There is no external reservoir. (c) It can be useful to partition the closed quantum
system into a subsystem (A) and ‘everything else’ (B). If the system quantum thermalizes, then
the region (B) is able to act as a bath for the subsystem (A).
since in fact it is, with the reservoir being the remainder of our closed system (Fig. 2). It
is this ability of quantum systems to act as reservoirs for their subsystems that underpins
equilibrium quantum statistical mechanics.
We now provide a somewhat more precise description of quantum thermalization. To
keep the discussion as simple as possible, we consider a closed system that does not have
any extensive conserved quantities other than energy, so that if it thermalizes, the thermal
state is described by one parameter, the temperature. A generalization to systems with a
few more conserved quantities does not need substantial additional concepts that are not
present in this simpler case. The interactions in the system’s Hamiltonian must ‘connect’ all
of its degrees of freedom, so the system does not contain any subsystems that are themselves
isolated closed subsystems not in contact with the remainder of the system. We partition
the full quantum system into a subsystem A and its ‘environment’ B, which contains all the
degrees of freedom not in A. We will need to take the thermodynamic limit on the number
of degrees of freedom in B, such that in this limit the fraction of the full system’s degrees of
freedom that are in A goes to zero. Any choice of subsystem A is acceptable, as long as the
degrees of freedom within A are defined by k-local operators with finite k. A concrete case
can be that A is a fixed compact subregion (in real space). However, different choices, such
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as a subsystem in momentum space, or a set of degrees of freedom that are well separated
in real space, or even a single degree of freedom also constitute acceptable subsystems. For
clarity, we consider the case where A is a fixed compact subregion of the full system, and B
is taken to infinite volume by adding more degrees of freedom that are in the limit arbitrarily
far from A. Thus as we take the thermodynamic limit on B, we have a sequence of systems
and their Hamiltonians, with the number of degrees of freedom increasing without limit. In
the concrete case mentioned, let the changes to H as the system’s size is increased be only
at the locations far from A where the new degrees of freedom are being added to B.
For each system in this sequence as we take the thermodynamic limit we need to consider
a set of initial states ρ(t = 0). Let’s consider initial states that if they do thermalize will
thermalize to a given temperature T . Each system in our sequence has an equilibrium
expectation value of the total energy 〈H〉T at temperature T . We consider a sequence of
initial states such that the mean-square deviation within each initial state of the total energy
of the system from 〈H〉T grows no faster than the volume of the full system. Although we
thus fix the average energy density to be at its equilibrium value, we do not otherwise
constrain how this energy is initially distributed, and we are particularly interested in initial
states where that initial distribution of energy is far from equilibrium, since these are a type
of initial state that may fail to thermalize. Each system and each initial state is then time-
evolved according to (1). The probability operator ρA(t) (a.k.a. reduced density matrix) of
subsystem A at time t is obtained from ρ(t) of the full system by taking a partial trace over
all of the degrees of freedom in B: ρA(t) = Tr B{ρ(t)}. The same system at equilibrium at
temperature T has Boltzmann probability operator ρ(eq)(T ) = Z−1(T ) exp (−H/kBT ) for the
full system and thus ρ
(eq)
A (T ) = Tr B{ρ(eq)(T )} for the subsystem. The system thermalizes
for this temperature if in the long-time and large-system limit ρA(t) = ρ
(eq)
A (T ) for all
subsystems A [44–47]. These two limits must be taken together: For a finite system the
dynamics is quasiperiodic so ρ(t) does not have a long-time limit, while for finite time the
diffusive transport in a thermalizing system only reaches a finite distance.
Thermalization is of particular interest for initial states that are well out of equilibrium.
These are atypical initial states, since at equilibrium the system is in typical states. Thus
when we say a system thermalizes, for this to be an interesting statement it must certainly
apply to some atypical initial states. The conventional story in equilibrium statistical me-
chanics is that all out-of-equilibrium initial states at this energy will thermalize in the limit
10
of infinite time to equilibrium at the corresponding temperature. Thus it seems reasonable
to assume that if a system does thermalize for a given temperature, this means all initial
states at that energy thermalize. This is a strong statement with some strong consequences.
It seems to be well beyond what can be proved for any generic system, but it seems to be
consistent with what we know so far about systems that do thermalize.
It is interesting to consider a many-body Floquet system, a system with a time-dependent
Hamiltonian that is periodic in time with period τ , so H(t) = H(t + τ). In such systems
energy is only conserved modulo 2pi~/τ , so there is no conserved energy density. Let us con-
sider a Floquet system that has no conserved densities at all, and thus nothing to transport.
A periodically driven system with an unbounded Hilbert space cannot really thermalize,
instead it can absorb energy from the periodic drive without limit. However, when a peri-
odically driven system with a bounded Hilbert space thermalizes, it thermalizes to infinite
temperature [39], at which point all pure states of any small subsystem are equiprobable.
When such a system thermalizes, it still serves as a reservoir for its subsystems. But a
reservoir of what, since there is no conserved quantity that is being exchanged between the
subsystem and the reservoir? This suggests that the essential function of a reservoir is not
as a source and sink of energy, particles, or other such conserved quantities. Instead the
most basic function of the reservoir may be to provide other quantum degrees of freedom
that the subsystem gets so entangled with that no information about the initial state of the
subsystem remains locally observable.
B. The Eigenstate Thermalization Hypothesis
If a system at a given temperature does indeed thermalize for every such initial state
ρ(t = 0), then it is quite instructive to consider initializing the system in a pure state
that is one of the many-body eigenstates of H. The time evolution of the system then
becomes trivial: ρ(t) = ρ(0), so thermalization of all initial states implies that all many-
body eigenstates of H are thermal. This statement is known as the Eigenstate Thermalization
Hypothesis (ETH) [44–47]. Before we discuss the ETH in more detail, we must emphasize
that we are not considering the exact eigenstates of H because these are realistic states of
a many-body system. On the contrary, they are impossible to prepare in the laboratory as
initial states. The initial states of a many-body system that can actually be prepared are
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not even pure states, much less eigenstates. As always, the focus on eigenstates is instead
because they are an essential tool in understanding the dynamics. When written as a ‘density
matrix’ using the eigenbasis {|n〉} of H, the dynamics of ρ(t) is simple: its diagonal terms
ρnn = 〈n|ρ|n〉 are constant, while its off-diagonal terms ρnm = 〈n|ρ|m〉 each simply ‘precess’
in the complex plane at a constant rate given by the difference in energy between the two
eigenstates involved: ρnm(t) = ρnm(0) exp (i(Em − En)t/~).
To define the ETH a little more precisely, consider an eigenstate H|n〉 = En|n〉. Its
energy En is the thermal equilibrium energy at temperature Tn, so En = 〈H〉Tn . If the full
system is in this eigenstate, then ρ = ρ(n) = |n〉〈n|, and thus ρ(n)A = Tr B{|n〉〈n|} is the
state of subsystem A. The ETH asserts that in the thermodynamic limit the subsystem is
at thermal equilibrium: ρ
(n)
A = ρ
(eq)
A (Tn). One noteworthy consequence of this is that the
entropy of entanglement, SAB = −kBTr A{ρ(n)A log ρ(n)A }, between A and B in this eigenstate
of the full system is equal to the equilibrium thermal entropy of the (smaller) subsystem A.
For eigenstates with temperature Tn 6= 0, this entropy is proportional to the volume of A.
Thus the entanglement entropy in thermal eigenstates obeys ‘volume-law’ scaling, as it does
also in any thermal pure state of the full system.
Another requirement of the ETH is that the matrix elements of subsystem operators
between distinct eigenstates vanish strongly enough in the thermodynamic limit [47, 51].
This is needed to ensure that temporal fluctuations of ρA(t) vanish (as opposed to the
weaker scenario in which only the time-average of ρA(t) is thermal).
For many-body Floquet systems the dynamically stable many-body states of the full
system that play the role of the Hamiltonian’s eigenstates are the eigenstates of U(τ), the
unitary operator that takes the full system forward in time by one period τ . Of course these
eigenstates of U(τ) are not completely stationary, they only return to the same state after
a full period of the drive. For a system with no conserved densities, the equilibrium state
of a subsystem has ρ
(eq)
A simply equal to the identity operator on that subsystem (times a
normalizing factor), so all pure states of the subsystem are equally probable. Thus when
the ETH applies to such Floquet systems, it means that in the thermodynamic limit all
eigenstates of the full system give equal probabilities for all possible pure states of any finite
subsystem.
The ETH is an hypothesis. It is not true for one broad class of systems, namely those
that are many-body Anderson localized, as we discuss below. For systems where the ETH
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appears to be true, this is difficult to thoroughly test numerically, since it requires obtaining
the many-body eigenstates of the system’s Hamiltonian from exact diagonalization, and
extrapolating to the thermodynamic limit. In order to have thermalization of all initial
states that can realistically be prepared, it seems that one does not need the ETH to be
true for absolutely all eigenstates; a weaker almost all should suffice. And if we look at the
numerical results, they do strongly support the proposal that there are systems where at
least almost all eigenstates obey the ETH [13, 47–58]. But the simpler and it seems more
plausible scenario is that if the ETH is true for a given system at a given temperature, then
it is true there for all eigenstates. If there were certain rare eigenstates that violate the ETH
even though they are essentially degenerate with the typical eigenstates that obey the ETH,
we would need to understand what is so special about these rare eigenstates.
We note that if the ETH is true and the state ρ of the system is diagonal in the en-
ergy eigenbasis, then all subsystems are at thermal equilibrium. This prompts the question:
when the ETH is true, how does one construct out-of-equilibrium states? The answer is that
out-of-equilibrium states have special structure off the diagonal when ρ is written in the en-
ergy eigenbasis. Thus they have special coherence patterns between eigenstates of different
energies. Quantum thermalization of an out-of-equilibrium initial state requires that the
contributions of this off-diagonal coherence to local observables must vanish at long times.
This happens due to dephasing: while the diagonal terms in ρ (in the energy eigenbasis)
are time-independent, the off-diagonal terms have phase oscillations at frequencies set by
the energy differences between the corresponding eigenstates. Thus unitary time evolution
‘scrambles’ the phases of the off-diagonal terms in ρ, such that at long times and in the ther-
modynamic limit their contributions to any local observables come with effectively random
phases, and thus cancel. In this sense, we see that in the energy eigenbasis equilibration is
‘simply’ dephasing.
The ETH motivates introducing a new set of ensembles to use in quantum statistical
mechanics, namely the single-eigenstate ensembles that each consist of a single eigenstate
of the full system’s Hamiltonian. When the ETH is true, these ensembles all give the
correct thermal equilibrium properties of subsystems, just like the traditional statistical
mechanical ensembles. The single-eigenstate ensembles may be viewed as the limiting case
of the microcanonical ensemble where the energy window has been reduced to the limit
where it contains only one eigenstate. The full payoff of introducing these new ensembles
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and the resulting ‘single-eigenstate statistical mechanics’ becomes clear when one considers
systems that do not obey the ETH, as we will discuss below.
While the ETH and quantum thermalization appear to apply to a large class of closed
quantum systems, not all systems quantum thermalize. One well-known exception is tradi-
tional integrable systems, which possess an infinite set of extensive conserved quantities. It
has, however, been argued that such integrable systems exhibit their own version of quantum
thermalization, to a ‘generalized Gibbs ensemble’ (GGE), and they have their own version of
the ETH [40–42]. The focus of the remainder of this review, however, is on a class of systems
which fail to quantum thermalize in any sense, and where the many-body eigenstates violate
the ETH. These are Anderson-localized systems.
IV. LOCALIZED SYSTEMS
The concept of localization was first introduced by Anderson [6], and applies to sys-
tems with quenched disorder (see, however, Sec.VI A for a discussion of the possibility of
many-body localization in lattice systems with translationally-invariant Hamiltonians). The
label ‘localization’ is used for at least three different situations: Most experimental work on
localization to date is about regimes near ground-state quantum phase transitions (e.g.,
metal-insulator transitions). This is not a topic of this review. Most theory work on local-
ization to date is concerned with non-interacting particles in a random potential (or waves
in random media without nonlinearities). We will briefly review this work in Sec. IV A,
but it is also not a main topic of this review. The focus of this review is on interacting
many-body systems, and we are interested not in ground states or the low-energy limit, but
instead in highly-excited states of such systems at energies that would correspond to nonzero
temperature if the system thermalized. The discussion of many-body localization begins in
Sec. IV B, and occupies the remainder of this review.
A. Single-particle localization
We briefly review single-particle localization (for a more complete discussion, see e.g.
[59]). The essential physics of single-particle localization can be illustrated with a tight-
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binding model of a single quantum particle hopping on an infinite lattice, with Hamiltonian
H = t
∑
〈ij〉
(c†icj + c
†
jci) +
∑
i
Uic
†
ici , (3)
where Ui is a static random onsite potential, t 6= 0 is a nearest-neighbor hopping, and c†i
creates a particle on the site i. Consider the motion of a single particle in this system. In
three or more dimensions, and for weak enough disorder, the eigenstates of this Hamiltonian
can be ‘extended’ with weight on all sites, and diffusive dynamics of a particle initialized in
a wave packet composed of such extended eigenstates. However, in one or two dimensions,
(and in three or more dimensions with strong enough disorder), the eigenstates are all
exponentially localized, with wavefunctions that have the asymptotic long distance form
ψα(~r) ∼ exp
(
− |~r−~Rα|
ξ
)
, where ξ is the localization length, which depends on the disorder
strength and on the energy. This state α is localized near position ~Rα, and a particle remains
localized near the location where it is initially introduced. In three or more dimensions, the
transition between localized and extended states happens via special ‘critical’ states at the
‘mobility edge’, which display power-law localization.
A straightforward basis transformation recasts this Hamiltonian into the simple form
H =
∑
α
Eαc
†
αcα , (4)
where c†α creates a particle in the single-particle eigenstate |α〉, and Eα is the eigenenergy
of a particle occupying this state. We have written this Hamiltonian in second-quantized
form, so it is also a many-particle Hamiltonian, although still without interactions between
the particles. Its many-particle eigenstates are simple product states in terms of the single-
particle eigenstates, and can be labeled by the occupation numbers of all the various single-
particle eigenstates |α〉. For systems where at least some of the single-particle eigenstates are
localized, almost all of these many-particle eigenstates violate the ETH. As an example to
show the lack of quantum thermalization, initialize the system with a spatially non-uniform
density of particles in the localized states over a large length scale: this non-uniform initial
density pattern then survives for all times, since those particles are localized.
While particles hopping in a random potential provide the best known example of single-
particle localization, the phenomenon is more general, and occurs also in systems of spins.
For example, a spin-1/2 version of single-particle localization arises in a system governed by
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the spin Hamiltonian
H =
∑
i
hiσ
z
i +
∑
ij
Jij~σi · ~σj . (5)
The onsite magnetic fields hi are static random variables, e.g. taken from a continuous
probability distribution of width W > 0, and the spin ‘hoppings’ and interactions Jij are
strictly short range in real space (for specificity, take Jij = J 6= 0 for nearest neighbors and
zero otherwise). One then considers an initial condition where there is a single spin ‘up’ (let
us say, on site i) with all other spins down, and asks about the dynamics of this up spin.
If there are any localized single-particle states with weight at site i, there is a non-zero
probability that the site i still hosts an up spin even at infinite time - i.e. that memory of
the initial conditions is preserved in a local observable for infinite times. This manifestly
constitutes a failure of quantum thermalization, and is quite similar to the context in which
single-particle localization was first established in Ref. [6].
B. Many-body localization
We now turn to many-body localization (MBL): localization with interactions. This
physics can be studied in models with mobile particles. Since it occurs at high energies, it
appears that there are no major differences between MBL of bosons and fermions. But the
physics of the MBL phenomenon is most simply exposed in the context of spin models. The
model above (5) is fine to illustrate MBL; we simply consider states where the densities of
up and down spins are both nonzero, instead of considering only one flipped spin. We are
interested in whether or not a system governed by the above Hamiltonian (5) quantum ther-
malizes for arbitrary initial conditions. We therefore ask whether the many-body eigenstates
of the above Hamiltonian obey the ETH, since this is a necessary condition for quantum
thermalization.
At J = 0, the many-body eigenstates of (5) are simply product states of the form |σz1〉 ⊗
|σz2〉 ⊗ ..., and the system is fully localized. For nonzero J , in the regime J  W one
can construct the many-body eigenstates perturbatively in small J [8–11]. Since in this
regime the typical level splittings between nearest-neighbor sites are much larger than the
interactions J , the states on different sites are typically only weakly hybridized. This line
of argument (similar to that employed by Anderson in [6]) leads one to conclude that for
sufficiently strong disorder W  J , DC spin transport and energy transport is absent,
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and quantum thermalization therefore does not occur at any order in perturbation theory
[11]. While this argument is perturbative, and is limited to the weak interaction regime,
extensive numerical evidence (mostly for one-dimensional systems [12, 13, 15]) suggests that
while the high-entropy eigenstates of (5) do obey the ETH for weak disorder (small W ), for
strong enough disorder all of the eigenstates violate ETH. Moreover, the violation of ETH
apparently occurs even for strong interactions, outside the regime where the perturbation
theory can be controlled.
There is a quantum phase transition as one varies the disorder strength or the energy
density between the thermal phase in which we expect all the eigenstates obey the ETH
and the system quantum thermalizes, and the ‘many-body localized’ phase wherein all the
eigenstates do not obey the ETH, and some memory of the local initial conditions can
survive in local observables for arbitrarily long times. Many questions about the nature
of this phase transition remain open (see Sec.VI B). This transition is an eigenstate phase
transition, marked by a sharp change in properties of the many-body eigenstates and thus
in the dynamics of the system, so this transition is visible if one studies the system using
the single-eigenstate ensembles. However, this transition is invisible to equilibrium thermo-
dynamics and to the traditional statistical mechanical ensembles, since they average over
many eigenstates. Indeed, the many-body localization transition marks the breakdown of
the applicability of equilibrium quantum statistical mechanics to the system’s long-time
properties.
Although localization is usually discussed for systems with static randomness, it has
long been known that nonrandom systems with instead quasiperiodicity can support single-
particle localization. This has recently been demonstrated [60] to also remain true for
many-body localization.
While the original idea of localization came from considering spin systems [6], and spin
models provide simple examples in which to explore MBL, important more recent work
about MBL considered also systems of fermions: In [9] it was pointed out that a system
of interacting fermions in zero dimensions (a ‘quantum dot’) can be approximated by a
single-particle localization problem on a Cayley tree. This result was exploited in [10, 11]
to show that single-particle localization in spatial dimensions d ≥ 1 is robust to weak
nonzero interactions, to all orders in perturbation theory. A feature that can occur that
was emphasized in Ref. [11] is a many-body mobility edge at an extensive energy in systems
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where some but not all many-body eigenstates are localized. The usual behavior in the
energy regime that corresponds to positive temperature is that all many-body eigenstates
with energy density above the mobility edge (thus in the thermal phase) obey the ETH,
whereas all eigenstates with energy density below the mobility edge are in the localized
phase. Models with an ‘inverted’ mobility edge can also be constructed, where localization
occurs only for those eigenstates above a critical energy density, by making use of a model
where the single particle level spacing increases with energy [35]. We are not aware of any
models exhibiting multiple mobility edges in the positive temperature range, but there does
not seem to be any obvious reason why such models cannot be constructed. The behavior
of MBL systems with a mobility edge is more complex than that of systems where all
eigenstates are localized. In particular, one may worry about rare regions within a localized
state that have a local energy density close to that of the mobility edge (a new type of
quantum Griffiths phenomenon).
We close this Section by emphasizing one key feature of the MBL phenomenon: Closed
MBL systems do not quantum thermalize, so some memory of the local initial conditions
is preserved in local observables for arbitrarily long times. This implies that the DC con-
ductivity of any conserved densities must be strictly zero in the MBL phase. While the
vanishing of DC transport is a useful diagnostic for MBL in certain systems, it is not the
key distinguishing feature. Indeed, one can consider a many-body Floquet system with no
conserved local densities, so it has no meaningful DC transport properties. But still such
Floquet systems may have a quantum phase transition between thermal and MBL phases
(see e.g. [38, 39]).
C. A phenomenology of many-body localized systems
We begin this Section by tabulating some properties of the thermal (non-localized), single-
particle localized, and many-body localized phases (Table I). The first three lines of this table
follow from the discussion in Sec. IV B. However, explaining the rest of this table requires
a little more discussion, which we now provide.
Let us assume for specificity that we have a system of N local two-state degrees of freedom
{~σi}, which we refer to as the ‘p-bits’ (p=physical). These could be the spins from (5), or
could be e.g. the occupation numbers of localized single-particle orbitals in a system of
18
Thermal phase Single-particle localized Many-body localized
Memory of initial conditions Some memory of local initial Some memory of local initial
‘hidden’ in global operators conditions preserved in local conditions preserved in local
at long times observables at long times observables at long times.
ETH true ETH false ETH false
May have non-zero DC conductivity Zero DC conductivity Zero DC conductivity
Continuous local spectrum Discrete local spectrum Discrete local spectrum
Eigenstates with Eigenstates with Eigenstates with
volume-law entanglement area-law entanglement area-law entanglement
Power-law spreading of entanglement No spreading of entanglement Logarithmic spreading of entanglement
from non-entangled initial condition from non-entangled initial condition
Dephasing and dissipation No dephasing, no dissipation Dephasing but no dissipation
TABLE I: A list of some properties of the many-body-localized phase, contrasted with properties
of the thermal and the single-particle-localized phases. The spreading of entanglement is discussed
further in Sec.IV-C. Local spectra are discussed further in Sec.IV-D.
fermions in a random potential. An analogous argument can be constructed for objects
with more than two states, but we stick to this two-state example for specificity. Let us
further assume that the p-bits are governed by a Hamiltonian with quenched disorder and
strictly short-range interactions. For strong enough disorder, such a Hamiltonian can be
in the fully many-body localized (FMBL) regime, wherein all the many-body eigenstates of
the Hamiltonian are localized. It was argued in [21–24] that in this FMBL regime, one can
define a set of localized two-state degrees of freedom, with Pauli operators {~τi}, henceforth
called ‘l-bits’ (l=localized) such that the Hamiltonian when written in terms of these new
variables takes the form
H = E0 +
∑
i
τ zi +
∑
ij
Jijτ
z
i τ
z
j +
∞∑
n=1
∑
i,j,{k}
K
(n)
i{k}jτ
z
i τ
z
k1
...τ zknτ
z
j , (6)
where the sums are restricted so that each term appears only once, and E0 is some constant
energy offset which may be zero and which has no relevance for the closed system’s dynamics.
The typical magnitudes of the interactions Jij and K
(n)
i{k}j fall off exponentially with distance,
as do their probabilities of being large.
19
The intuition underlying this ‘l-bit Hamiltonian’ (6) is that in the localized phase, since
there is no transport, there should be a set of localized conserved charges which are constants
of motion of the system. For example, for noninteracting particles moving in a disordered
potential, these constants of motion would be the occupation numbers of the localized single-
particle orbitals. For weakly interacting systems, the l-bits ~τi should have substantial overlap
with the ‘bare’ p-bits ~σi, and indeed may be viewed as ‘dressed’ p-bits, with a ‘dressing’ that
falls off exponentially in real space. The existence of long-range interactions between l-bits
follows from the fact that although the Hamiltonian only couples p-bits that are nearby
in real space, each of those p-bits has non-zero (but typically exponentially small in the
distance) weight on distant l-bits.
One appealing approach to constructing l-bits is to start with p-bits, and then add the
appropriate dressing to make operators that commute with each other and with the Hamil-
tonian order by order in perturbation theory in the p-bit interactions. This approach will
fail to give a unique result away from the limit of weak interactions, and also for some l-bits
even in the weakly interacting regime due to the appearance of ‘resonances’ (degeneracies in
the perturbation theory) which make the definition of the l-bits ambiguous. Nevertheless,
it was argued in [21–24] that localized l-bits do exist for FMBL systems, and each such
l-bit has overlap with distant p-bits that is typically exponentially small in the distance.
Something essentially equivalent to this is proven in [14]. No such construction is possible
in the thermal phase. Whether any such construction is possible in the localized phase for
MBL systems with a many-body mobility edge remains an open question.
The l-bit Hamiltonian (6) provides a useful tool for describing various properties of FMBL
systems. The eigenstates of the Hamiltonian (6) are simply the simultaneous eigenstates
of all the {τ zi }. In a generic state the dynamics of a single l-bit are in a certain sense
trivial - each l-bit precesses about its z axis at a rate set by its interactions with all other
{τ zi }. In a generic state where all the {τ zi } are uncertain, this precession of l-bits produces
entanglement and dephasing. Nevertheless, dynamically there are no ‘flips’ of the {τ zi },
and thus no ‘dissipation’. As a result, the dephasing can in principle be reversed by spin
echo procedures, so MBL systems can in principle be used to store and retrieve quantum
information. However, to fully reverse the dephasing of a particular l-bit, we need to be able
to manipulate only that l-bit, whereas in a general experiment all that one has access to are
the p-bits. Recent work [61] suggests that high fidelity spin echo measurements are indeed
20
FIG. 3: An illustration of the dynamical behavior of the l-bits. The l-bits are a set of spins,
whose z component does not change, but which precess about the z axis at a rate determined by
the effective interactions with all other l-bits. This picture can be used to understand e.g. the
logarithmic spreading of entanglement in the fully many body localized phase.
possible even when one has access to only p-bits, at least in the ‘perturbative’ regime where
the typical l-bits are weakly dressed p-bits. How strong a spin echo signal can be obtained
by doing the echo procedure on a bare p-bit away from the perturbative regime remains an
open question.
The structure of the Hamiltonian (6) can also be used to understand [21, 22] the loga-
rithmic spreading of entanglement in the FMBL phase, observed numerically in [25, 62]. It
is useful to first consider how entanglement spreading works in thermalizing and in single-
particle localized systems, and to contrast these with many-body localized systems: In
thermalizing systems, the interaction of two p-bits A and B generically causes them to be-
come entangled with each other. The subsequent interaction of bits B and C generically
produces entanglement not just between B and C, but also between A and C. As a re-
sult, entanglement spreads ballistically in some systems [63, 64], with a speed akin to a
Lieb-Robinson velocity [65]. In contrast, in single-particle localized systems, there are no
interactions between l-bits, so the dynamics does not generate any entanglement between
l-bits.
The entanglement spreading in FMBL systems is intermediate between thermalizing and
non-interacting localized systems. Entanglement spreading does occur, because the system
is interacting. However, two l-bits can get entangled only by their direct interaction, and
not through a mutual interaction with a third l-bit. This is because the interaction of A
with B depends only on the τ z value for l-bit B, and the τ z value for l-bit B is unaffected
by its interaction with a third l-bit C, being a constant of motion. In other words, l-bits
become entangled only through their direct interaction, because the l-bit Hamiltonian (6)
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has no dissipation (no spin flips).
To quantify the interaction between l-bits, we define the effective interaction between
l-bits i and j as
Jeffij = Jij +
∞∑
n=1
∑
{k}
K
(n)
i{k}jτ
z
k1
...τ zkn . (7)
Note that this interaction depends on all the other {τ zk}. In the localized phase we expect
this interaction to typically fall off with the distance L between the two l-bits as Jeff ∼
J0 exp (−L/ξ). If these two l-bits are initially not entangled, this interaction will entangle
them after a time t such that Jeff t ≥ 1. As a result, after a time t, the system’s dynamics
produces entanglement between all l-bits within a distance L ∼ ξ ln(J0t) of each other. This
is the origin of the logarithmic growth of entanglement with time within the MBL phase.
Note that there are exponentially many multispin terms contributing to the effective
interaction (7), and only a single two-spin term. Thus, for long distances the effective
interaction is dominated by the multispin terms, and the individual multispin terms in the
sum (7) typically fall off exponentially with a decay length much less than ξ. The dominant
multispin terms have all the ki near the straight line between sites i and j. Flipping a single
spin between i and j changes the sign of an appreciable fraction of the multispin terms, such
that the effective interactions change dramatically from one many-body eigenstate to the
next - a form of ‘temperature chaos’ analogous to spin glasses [66]. The effective interaction
relevant for a particular experiment is obtained by taking the appropriate average of (7)
over the particular state in which the system is prepared: this is discussed more fully in
[24]. The effective interaction can in principle be measured experimentally through a double
electron-electron resonance type protocol, as discussed in [61].
The l-bit phenomenology introduced above works for systems that are fully many-body
localized, i.e. all the many-body eigenstates of the Hamiltonian are localized. Whether
an analogous construction exists for Hamiltonians that have both extended and localized
eigenstates, separated in energy by a many-body mobility edge, remains an open question.
Naively, one might think that a similar construction, restricted to localized states with
energies below the mobility edge, might have a chance of success. However, the proper
treatment of rare regions where the local energy density approaches the many-body mobility
edge (a new type of Griffiths phenomenon) complicates this line of reasoning, such that the
development of an analogous phenomenology for systems with a many-body mobility edge
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FIG. 4: One can consider an almost perfectly isolated quantum system, i.e. a quantum system
that is coupled to an external bath with a weak but non-zero coupling g that couples (weakly) to
all of the degrees of freedom in the system.
remains an open problem.
D. Open systems, local spectra
While perfectly isolated MBL systems are a useful theoretical idealization, any actual
physical system always has some small coupling to its external environment (a ‘bath’). We
therefore are interested in not just the limit of perfect isolation, but also how this limit is
approached, and what aspects of MBL phenomena survive in the presence of imperfect iso-
lation from the bath (Fig. 4). Provided that the bath is large enough and itself thermalizes,
the exact eigenstates of the coupled system and bath for nonzero coupling will generically
obey the ETH. However, localization of the system is recovered in the limit when the cou-
pling to the bath is taken to zero. This situation was explored in [67], which considered a
MBL system coupled to a bath.
Some quite instructive ‘probes’ of localization behavior are the frequency-dependent spec-
tral functions A(ω) of local operators of the system [67]. If the system is localized and
isolated, and (unrealistically) is in an exact many-body eigenstate of the system’s Hamil-
tonian, then the local spectra consist of discrete delta-functions, each of which arises from
flipping some set of the local l-bits near the location being probed. But the actual state
of a real physical system will not be pure, instead it is a mixed state that populates a set
of eigenstates with extensive entropy. If the system is at equilibrium with a thermal bath
then this mixed state is the Boltzmann-Gibbs distribution. In these latter cases, for an
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interacting MBL system the number of delta functions in a local spectral function of the iso-
lated system is exponentially large in the system’s volume, because the spectral lines change
in frequency between eigenstates due to the interactions between l-bits. The most robust
spectral signature of MBL is a ‘soft gap’ at zero frequency in the spectra of local operators,
due to level repulsion between the local excitations [67, 68]. The local spectral function of
a specific isolated system at a specific location may also show gaps that are peculiar to that
location; gaps that are thus not present in spatially-averaged spectral functions. In isolated
one-dimensional systems with short enough localization length (referred to in [67] as systems
exhibiting ‘strong MBL’), there are spectral gaps at a infinite hierarchy of scales, with the
local spectrum being discrete and having a structure analogous to a Cantor set. In more
than one dimension, or in one-dimensional systems with longer localization length (referred
to in [67] as systems exhibiting ‘weak MBL’), the discrete lines in the local spectrum of a
mixed state fill in to make a piecewise continuous spectrum, which has only a finite number
of gaps (including the ‘soft gap’ at zero frequency which is always present in isolated MBL
systems).
Introducing a non-zero coupling to a thermal bath causes the spectral lines to broaden into
Lorentzians, erasing all structure in the local spectral functions on energy scales smaller than
the Lorentzian width. The Lorentzian width goes continuously to zero in the limit of perfect
isolation, revealing the above-discussed spectral structure. Meanwhile, as the coupling to
the bath is increased, the Lorentzian width increases also, erasing structure on ever larger
energy scales. When all structure due to MBL in the local spectral functions is erased by
coupling to a bath, the system ceases to show any signs of being MBL. This general picture
can be used to consider a wide variety of properties of imperfectly isolated MBL systems,
including transport behavior and properties as a quantum memory.
These ideas were investigated numerically in [68], which used exact diagonalization to
study the behavior of a spin chain (the ‘system’) with Hamiltonian (5) coupled to a ther-
malizing spin chain whose eigenstates obey ETH (the ‘bath’), with a tunable coupling g. For
numerical reasons, the study was restricted to considering eight spins or less in the system
and eight spins or less in the bath. When the system and bath were decoupled, the local
spectrum of a spin flip operator in the system was found to be very different in the thermal
and localized phases (Fig.5, first two panels). On coupling a localized system to the bath, it
was found that the eigenstates of the combined system and bath become effectively thermal,
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FIG. 5: Figure showing the spectrum of a local spin flip operator σxi of a system governed by
Hamiltonian (5) coupled to a thermalizing spin chain (a bath) with a coupling g. Figure taken
from Ref. [68]. The spectra are obtained by exact diagonalization, for a system and bath that
consist of eight spins each. The spectra are averaged over spatial position in the system, and also
over all many body eigenstates (i.e. the spectra are evaluated in an ‘infinite temperature’ Gibbs
mixed state). Here w controls the disorder strength in the system. For small w (low disorder), the
system is in its thermalizing phase (top panel), and the local spectrum is smooth and continuous.
For large w (lower three panels), the system is in its localized phase if isolated. For the coupled
finite-size system and bath, the eigenstates become effectively thermal above a coupling g ≈ 0.15.
The second panel shows the local spectrum in the regime where the eigenstates are non-thermal
- the local spectrum is highly inhomogenous, and contains a hierarchy of gaps, including the soft
gap at zero frequency. The third and fourth panels show the local spectrum at coupling where
the eigenstates of the coupled system and bath are thermal. We see that although spectral line
broadening does smooth out the local spectrum, the local spectrum retains signatures of proximity
to localization.
with the crossover to thermal eigenstates occurring at a coupling that is exponentially small
in the size of the bath. In contrast, the local spectrum was found to remain ‘spiky’ and in-
homogenous even for system-bath couplings where the combined eigenstates were effectively
thermal (Fig.5, lower two panels). The behavior of the spectrum is illustrated by Fig. 5,
taken from [68]. Note the existence of a ‘soft’ gap at zero frequency and also the hierarchy
25
of gaps discussed above, and note too how these gaps are gradually filled in as the coupling
to the bath is increased.
The discussion in [67, 68] assumed that the local bandwidth of the bath was larger than
the characteristic energy scales in the system. The behavior in the opposite limit, when the
local bandwidth of the bath is smaller than the characteristic energy scales of the system, was
investigated in [69]. A qualitatively similar behavior was found, but with a line broadening
that scales as a power law function of the bandwidth of the bath.
V. LOCALIZATION PROTECTED QUANTUM ORDER
If we look at the exact many-body eigenstates of finite systems, we can ask about their
properties as we take the thermodynamic limit. So far, we have focussed on one question:
Are the eigenstates thermal or localized? But we can also ask about whether these eigen-
states exhibit symmetry-breaking or topological order. For eigenstates that are thermal,
the eigenstates will only be ordered when the system is ordered at thermal equilibrium,
since the eigenstates are each individually at thermal equilibrium. But in the many-body
localized phase ordering may be present in individual eigenstates that is absent in ther-
mal equilibrium. This is where the new single-eigenstate statistical mechanics can reveal
new phases and phase transitions. We highlight in particular the possibility of spontaneous
symmetry-breaking even below the equilibrium lower critical dimension, and the existence
of topological order without a bulk gap. In both cases an ordered phase that would be de-
stroyed at thermal equilibrium by thermal fluctuations is dynamically protected when those
fluctuations are localized and thus static. Examples of localization protected quantum order
have been discussed in [7, 15, 17–20].
A. Example: Ising spin chain
One of the simpler examples to illustrate localization protected quantum order is a random
Ising spin chain, with Hamiltonian
H = −
L∑
i=1
hiσ
x
i −
L−1∑
i=1
(Jiσ
z
i σ
z
i+1 + λiσ
x
i σ
x
i+1) , (8)
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where the hi, Ji and λi are nonnegative and are drawn from some probability distributions
(say, log-normal). This Hamiltonian has an Ising Z2 symmetry which is implemented by the
operator Pˆ =
∏L
i=1 σ
x
i , that rotates all spins by angle pi about their x-axes.
When the {Ji} are all much larger than the {hi, λi} the ground state of (8) is ferromagnet-
ically ordered. More precisely, for any finite L, there are two nearly-degenerate Schro¨dinger
cat ground states ≈ (| ↑〉±| ↓〉)/√2 that are linear combinations of macroscopically different
states that are magnetized up (| ↑〉) and down (| ↓〉 = Pˆ | ↑〉). The energy difference between
these two eigenstates is exponentially small in L and is due to the high-order process where
the σx terms in (8) act to flip the global magnetization between up and down. If we start this
system in the initial magnetized (symmetry-broken) state | ↑〉 that is a linear combination of
these two ground states, this state has an exponentially small energy uncertainty, and thus
takes a time that is exponentially long in L to evolve away from the symmetry-broken | ↑〉
initial state under unitary time evolution. The divergence of this timescale exponentially
with system size is diagnostic of spontaneously broken symmetry in the thermodynamic
limit. Alternative diagnostics for spontaneously broken symmetry in a finite-size system in-
clude the spin-spin correlations 〈σzi σzi+r〉, which show long-range order in both of the ground
states, and the system’s susceptibility to magnetic fields along the z axis, which diverges
exponentially with system size in the ground states.
While the ground states of the above system can break symmetry, in the absence of
static randomness there is no symmetry-breaking at energy densities above that of the
ground states. Such an excited state has a nonzero density of domain walls and in the
absence of randomness these domain walls are delocalized and dynamically ‘wander’ over
the entire chain. The presence of such delocalized domain walls means that the equal-time
spin correlations do not exhibit long-range order. Equally, a broken-symmetry initial state
(e.g. a magnetization pattern) dynamically relaxes through motion of the domain walls.
The absence of symmetry breaking in the exact eigenstates can be viewed as following from
the Landau-Peierls theorem. The latter states that in one dimension there is no spontaneous
symmetry breaking at thermal equilibrium at nonzero temperature, and applies here as long
as the system is not many-body localized.
27
B. Symmetry-breaking at nonzero energy density with randomness
Now let’s consider the same system (8) with strong {Ji} so that the ground states remain
ferromagnetic, but now with sufficiently strong randomness so that the domain walls in its
excited states are many-body localized. Let |φ〉 be a particular pattern of σz magnetization,
namely a given pattern of domains and localized domain walls. Pˆ |φ〉 has precisely the same
pattern of localized domain walls, but with the local σz magnetizations all reversed. By
symmetry, the exact eigenstates in this ordered phase in the limit of large L are Schro¨dinger
cat states of the form |n,±〉 ≈ (|φ〉n± Pˆ |φ〉n)/
√
2, just like the ground states, but each such
pair of excited eigenstates has own magnetization pattern. As a result, the broken-symmetry
state |φ〉n has exponentially small energy uncertainty, and a system prepared in this state
is metastable, with the magnetization pattern surviving for times exponentially large in
system size. Equivalently, the spin autocorrelation function in any state 〈σzi (0)σzi (t)〉 only
decays to zero on times exponentially large in system size. In this eigenstate ordered phase
the system spontaneously breaks the Z2 symmetry in each of its many-body eigenstates.
It is evident from the above argument moreover that the symmetry-breaking is protected
by the localization of the domain walls. The fact that the Landau-Peierls theorem forbids
spontaneous symmetry breaking at these energies in one dimension is irrelevant, because the
Landau-Peierls theorem assumes thermal equilibrium, so does not apply in this many-body
localized phase.
To further understand the nature of this broken-symmetry phase, note that the square of
the equal-time spin correlation function 〈σzi σzi+r〉2, when evaluated in any eigenstate, shows
long range order, but 〈σzi σzi+r〉 changes sign every time we cross one of the localized domain
walls. Thus, although these excited eigenstates break the Z2 Ising symmetry, they break
it in a ‘spin glass’ manner, with every excited eigenstate being characterized by its own
particular σz magnetization pattern.
Fig. 6 illustrates the above discussion. Note that as we increase the disorder strength at
high energy densities, we first transition from the paramagnetic thermal phase (with only
short range spin correlations) to a many-body localized paramagnetic phase. Here the x
components of the local magnetizations are frozen in nonthermal patterns in each eigenstate,
but correlations of the {σzi } remain short range. As the disorder strength is further increased,
there occurs a second transition to a phase with localized domain walls and thus broken Z2
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FIG. 6: Schematic eigenstate phase diagrams of random quantum Ising models with ferromagnetic
ground states. (a) One dimensional system where there are no thermodynamic phase transitions.
The thermal phase is labeled ETH, while the localized phases are labeled MBL. Localization
stabilizes eigenstate spin glass (S-G) order at energy densities higher than the ground state, even
though this is forbidden in thermal equilibrium; see Sec.V B. The dashed lines in (a) and (c)
indicate the spectral transitions between the unpaired phase where the energy splittings between
symmetry-related Schro¨dinger cat eigenstates are more than the typical many-body level spacing,
and the paired phase where they are less than the typical many-body level spacing. This spectral
transition is illustrated in (b). The eigenstate phase diagram in two dimensions is illustrated in
(c). The principal difference from one dimension (a) is that ferromagnetic order persists for energy
densities higher than the ground state. See Ref. [7] for more detailed discussion of these figures.
symmetry and long range spin-glass order. Both of these aforementioned transitions are
transitions in the properties of the eigenstates and thus of the system’s dynamics, but
are not thermodynamic transitions. This phase diagram has been demonstrated using exact
diagonalization data for a one-dimensional model in [36]. The symmetry-breaking transition
within the MBL phase has also been studied using the strong-randomness renormalization
group [70] in [16, 17].
Note also the ‘spectral transition’, which occurs within the broken-symmetry MBL phase,
and is indicated by the dashed lines in Fig.6. As one crosses this spectral transition, the
level statistics of the many-body spectrum changes from a Poisson distribution to a ‘paired’
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Poisson distribution of symmetry-related doublets composed of pairs of Schro¨dinger cat
states. For further discussion of this spectral transition, see [7].
C. Localization protected topological order
We now discuss how localization can also protect topological order at finite energy densi-
ties - again even in regimes where such order is forbidden in thermal equilibrium. We begin
by illustrating this in one dimension [7]. In one dimension, a Jordan-Wigner transformation
turns the Ising chain (8) into a fermonic model,
H = −
L−1∑
j=1
iJjbjaj+1 −
L∑
j=1
ihjajbj +
L−1∑
j=1
λajbjaj+1bj+1 , (9)
where the aj and bj are Majorana operators. For λ = 0 and in the absence of disorder hi = h,
Ji = J , this is simply Kitaev’s Majorana chain. It is known [71] that for λ = 0 without
disorder in the regime J > h there is a fermion mode which is bilocalized as two Majorana
modes at the two ends of the chain, and which has energy ∼ exp(−L ln J/h). Thus, all
the eigenstates of the clean Hamiltonian, for λ = 0 and J > h, come in pairs, which differ
only by the occupation of this fermion edge mode. Colloquially, ‘all the eigenstates have
Majorana edge modes’.
In the ground state, these Majorana edge modes survive nonzero (λ 6= 0) interactions,
because they are protected by the bulk gap. However, in the excited states, there is no bulk
gap. Indeed, in the absence of static randomness, the excited states consist of delocalized
bulk excitations, which for λ 6= 0 interact with the edge Majoranas, and thus mediate
interactions between the two Majorana modes at the two ends of the system. As a result,
the edge Majorana modes are not robust to non-zero λ in the excited states.
In contrast, if the Dirac quasiparticles in the bulk are localized on disorder, then they
cannot mediate an interaction between the two ends of the wire. Thus, we expect that in
the many-body localized phase, the excited states of the Hamiltonian (9) can also carry edge
Majoranas for λ 6= 0, and thus exhibit topological order at nonzero energy density above
the ground state. This is simply the dual of the statement that the Ising spin chain has
spin-glass ordered Schro¨dinger cat eigenstates.
A richer manifestation of topological order is found in two dimensions [7, 15]. In two
dimensions the quantum Ising model has a dual description in terms of a Z2 lattice gauge
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theory [72]. The paramagnetic phase of the Ising model is dual to a deconfined phase of
the Z2 lattice gauge theory, with spin flip excitations being dual to ‘visons’ (topological
charges). The localization of spin flips (topological charges) on quenched disorder allows a
‘spin glass’ version of topological order to persist even in highly-excited states of the lattice
gauge theory. This topological order can be diagnosed by now familiar measures, such as
Wilson loops, the Fredenhagen-Marcu order parameter, eigenstate degeneracy on a torus,
and topological entanglement entropy [7].
In addition to symmetry-breaking and topological order, in certain other systems there
can exist ‘symmetry protected topological orders’, which have recently received much atten-
tion in the theory literature [73]. Symmetry protected topological order in ground states
of such nonrandom systems is protected by a bulk gap (as well as by certain symmetries).
It has been pointed out that just as localization can protect topological order in highly-
excited states, localization can also protect symmetry protected topological order. For a
fuller discussion of these issues, see [19, 20].
Fermionic systems with topological bands (such as the integer quantum Hall system)
present an additional complication, because of the well known topological obstruction to
constructing fully localized Wannier orbitals. In such systems, in the non-interacting limit,
the single-particle localization length ξSP diverges near one or more critical single-particle
energies {Ec} with a critical exponent ν, as ξSP ∼ |E−Ec|−ν . The stability of localization in
such systems was recently investigated in [74]. It was established that arbitrarily weak short
range interactions trigger delocalization in partially filled bands at non-zero energy density
if ν > 1/d. Since general arguments [75, 76] constrain ν ≥ 2/d, it appears that many-body
localization can not occur in such systems. For a further discussion of these issues, see [74].
VI. SOME OPEN QUESTIONS
One could argue that the most important open question in many-body localization is:
What are the experimental systems and techniques with which this phenomenon will be
investigated in the laboratory? Some ideas about this are discussed in e.g. [9–11, 34, 61, 77–
79]. But this is a review of theoretical issues, so we now instead consider some of the
interesting open theoretical questions.
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A. Localization in translationally-invariant systems
One interesting class of open questions revolves around the issue of whether many-body
localization or something like it can occur also in systems with translationally-invariant
Hamiltonians. Can randomness in the initial state of the system be enough to ‘localize itself’,
even though the Hamiltonian is translationally-invariant? If so, could quantum localization
thus be relevant for, say, structural glasses, where certain degrees of freedom within a glassy
material are in some sense ‘self-localized’ and do not thermalize?
There are a variety of related types of models that have been considered here. One comes
from considering the motion of 3He ‘impurities’ in solid 4He [80]. If one assumes power-law
long-range interactions between the impurities, then the hop of a single impurity atom to a
neighboring lattice site changes the system’s energy by some amount that depends on the
positions of all other nearby impurities. Random initial locations of all the impurities are
thus argued [80] to localize all the impurity atoms if the hopping is weak enough. Another
variation on this idea uses a generalized Bose-Hubbard model [81], with the randomness in
the initial state being instead the large and random occupation numbers on each site. In this
case the authors proved an upper bound on the transport, demonstrating that the transport
is at most nonperturbative in the hopping; they call this ‘asymptotic localization’ [81].
Another class of models [82, 83] has two species of particles, one light and one heavy.
Given a random initial state of the positions of the heavy particles, one can then consider
a ‘Born-Oppenheimer’ approximation to the states of the light particles, and if the heavy
particles produce enough disorder or enough constraints the light particles are localized by
the (now stationary) heavy particles. For a lattice model, one can then allow hopping of
the heavy particles, and argue that the transport is again at most nonperturbative in this
hopping [83].
An open question here is whether such translationally-invariant systems can have true
many-body localization, with strictly zero DC transport at some nonzero hopping, or are
they always ‘only’ asymptotically localized, with some nonperturbative effect producing
nonzero transport at any nonzero hopping? One possible source of nonperturbative transport
is rare regions where the state is locally much less random and thus has mobile excitations
[84, 85]. If these rare regions themselves are mobile, they could conceivably thermalize the
system. But even if such systems can only have asymptotic localization, they will still have
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a large regime of weak hopping where systems of finite size will in many ways appear to be
localized.
Very recently, a new connection between many-body localization and structural glass has
been drawn by [86]. This work studies a particular stochastic classical dynamics which is
known to have a glass transition, and maps the classical master equation governing this
dynamics to a quantum Hamiltonian at a Rokhsar-Kivelson (RK) point [87]. A numerical
investigation reveals that the many-body eigenstates of the quantum Hamiltonian violate
the ETH both at the RK point, and apparently also for small perturbations away from
it. The connection to other works on many-body localization in translationally-invariant
systems [81–85] is not presently clear.
B. The many-body localization phase transition
Another set of open questions is about the nature (the universality class) of the many-
body localization phase transition between the thermal and localized phases as the random-
ness is increased. The first question is whether there is only one phase transition, or could
there possibly be some sort of intermediate phase that is neither fully localized nor fully
thermal [88]? Studies of this transition so far have mostly been numerical studies based
on exact diagonalization of relatively short one-dimensional systems [12, 13, 36]. Very little
is known about this transition, so how to do a proper finite-size scaling analysis of these
numerical data remains unclear. One of these studies did investigate dynamic scaling and
probability distributions near the transition, suggesting dynamic critical exponent z → ∞
and the possibility that the transition is governed by an infinite-randomness fixed point [13].
This suggests that the transition might be treated with some version of a strong-randomness
renormalization group.
Recently, the strong sub-additivity of entanglement entropy has been used to establish
[88] that if there is a direct continuous phase transition from a thermal phase obeying the
ETH to an MBL phase, then the ETH remains true at the phase transition. This result
constrains the possible theories of the many-body localization transition.
A different approach was taken in [69], which examined the local spectral functions in the
thermal phase in the vicinity of the localization transition. The assumption in [69] was that
since the local spectra are discrete in the localized phase and continuous in the thermal phase,
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the local spectra in a thermal phase that is close to localization should become exceedingly
inhomogenous, and may be characterized by a spectral line width which goes to zero as the
localized phase is approached. The spectral line width, which is proportional to observables
such as the DC conductivity, may then be viewed as an order parameter for the transition.
The scaling of the line width with control parameters such as disorder strength, interaction
strength and temperature was worked out in a self-consistent mean-field approximation.
However, any such mean-field theory is expected to fail in the immediate vicinity of the
critical point, so a description of the critical physics remains an open problem. Progress on
understanding more about this phase transition remains an outstanding challenge.
VII. CONCLUSION
In this review we have surveyed some of the present theoretical understanding of quan-
tum thermalization and many-body Anderson localization. We emphasize that although
significant progress has been made in understanding these phenomena in recent years, there
still remain many open issues, and much of the present ‘understanding’ is really in the form
of conjectures or hypotheses that need to be either verified or replaced with more accurate
ideas. Thus this is a field that is still in its infancy. This particularly applies to possible
experimental investigations of many-body localization, where the field is still so young that
it seemed to us too early to attempt a review of the possibilities. We look forward to new
researchers joining in to work on these topics and thus advancing the future progress of this
field.
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