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FUSION FRAMES AND THE RESTRICTED ISOMETRY
PROPERTY
BERNHARD G. BODMANN, JAMESON CAHILL, AND PETER G. CASAZZA
Abstract. We will show that tight frames satisfying the restricted
isometry property give rise to nearly tight fusion frames which are nearly
orthogonal and hence are nearly equi-isoclinic. We will also show how to
replace parts of the RIP frame with orthonormal sets while maintaining
the RIP property.
1. Introduction
Fusion frames are a generalization of frames. Fusion frames were intro-
duced in [8] under the name frames of subspaces and quickly found ap-
plication to problems in sensor networks, distributed processing and more
[5, 9, 10, 17]. For a comprehensive view of the papers on fusion frames
we refer the reader to www.fusionframes.org. While frames decompose a
vector into scalar coefficients, fusion frames decompose a vector into vec-
tor coefficients which can be locally processed and later combined. Fusion
frames are designed to handle modern techniques for information processing
which today emphasizes distributed processing. They allow data processing
to become a two step process where we first perform local processing at
individual nodes in the system and this is followed by integration of these
results at a central processor. This has application to packet-based network
communications, sensor networks, radar imaging and more [4]. This hier-
archical processing helps to design systems which are robust against noise,
data loss, and erasures [1, 9, 10, 17, 16]. Much of the work on fusion frames
has surrounded the construction of fusion frames with specialized properties
[2, 6, 7, 20].
Our goal here is to use tools from compressed sensing, namely matrices
with the restricted isometry property, to construct fusion frames with very
strong properties. Compressed sensing is a very hot topic today because of
its broad application to problems in sparse signal recovery. There is so much
literature in this area it is not possible to adequately represent it here so we
refer the reader to two recent tutorials on the subject and their references
[13, 19]. A fundamental tool in this area is the restricted isometry property
(RIP) (See section 4 for definitions). This is a very powerful property for a
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family of vectors {ϕi}Mi=1 in HN which yields that subsets of a fixed size are
nearly orthonormal. As such, it is quite difficult to produce such families
of vectors of the needed sizes and they are constructed by probabilistic
methods. It is a fundamental open problem in the area to give a concrete
construction of RIP vectors of the appropriate sizes.
In this paper, we will use tight frames of RIP matrices to construct fusion
frames with some very strong properties. First we will show that we can
construct nearly tight fusion frames which still have the RIP property. Next,
we will construct fusion frames with additional strong properties such as
being nearly equi-isoclinic. Finally, we will see how to replace subsets of our
RIP family with orthonormal sequences while tracking the change in the
RIP constants.
2. Frames and Fusion Frames
Fusion frames are a generalization of frames.
Definition 2.1. A family of vectors {ϕi}i∈I in a Hilbert space H is a frame
for H if there are constants 0 < A ≤ B <∞ so that for all ϕ ∈ H we have
A‖ϕ‖2 ≤
∑
i∈I
|〈ϕ,ϕi〉|2 ≤ B‖ϕ‖2.
The numbers A,B are lower (respectively, upper) frame bounds for the
frame. If A = B it is an A-tight frame and if A = B = 1, it is a Parseval
frame. If ‖ϕi‖ = c for all i ∈ I this is an equal norm frame and if c = 1 it is
a unit norm frame. The analysis operator of the frame is T : HN → ℓ2(M)
given by
T (ϕ) =
M∑
i=1
〈ϕ,ϕi〉ei,
where {ei}Mi=1 is the coordinate orthonormal basis of ℓ2(M). The synthesis
operator is T ∗ and is given by
T ∗
(
M∑
i=1
aiei
)
=
M∑
i=1
aiϕi.
The frame operator is the positive self-adjoint invertible operator S = T ∗T
and satisfies
S(ϕ) =
M∑
i=1
〈ϕ,ϕi〉ϕi.
Reconstruction is given by
ϕ =
M∑
i=1
〈ϕ,ϕi〉S−1ϕi =
M∑
i=1
〈ϕ, S−1/2ϕi〉S−1/2ϕi.
In particular, {S−1/2ϕi}Mi=1 is a Parseval frame for HN .
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Frame theory has application to a wide variety of problems in signal pro-
cessing and much more (see the monographs [14, 11] for a comprehensive
view). Fusion frames are a generalization of frames and were introduced in
[8]. While frames decompose a signal into scalar coefficients, fusion frames
decompose signals into vector coefficients which can then be locally pro-
cessed and later combined to draw global conclusions.
Definition 2.2. Given a Hilbert space H and a family of closed subspaces
{Wi}i∈I with associated positive weights vi, i ∈ I, a collection of weighted
subspaces {(Wi, vi)}i∈I is a fusion frame for H if there exist constants 0 <
A ≤ B <∞ satisfying
A‖ϕ‖2 ≤
∑
i∈I
v2i ‖Piϕ‖2 ≤ B‖ϕ‖2 for any ϕ ∈ H,
where Pi is the orthogonal projection onto Wi.
The constants A and B are called fusion frame bounds. A fusion frame is
called tight if A and B can be chosen to be equal, Parseval if A = B = 1,
and orthonormal if
H = ⊕i∈IWi.
For 0 < ǫ < 1, the fusion frame is ǫ-nearly tight if there is a constant C so
that A = 1
1+ǫC, B = (1 + ǫ)C. The fusion frame is equi-dimensional if all
its subspaces Wi have the same dimension.
Notation 2.3. If {Wi}i∈I are subspaces of HN , we define the space(∑
i∈I
⊕Wi
)
ℓ2
= {{ψi}i∈I | ψi ∈Wi and
∑
i∈I
‖ψi‖2 <∞},
with inner product given by〈
{ψi}i∈I , {ψ˜i}i∈I
〉
=
∑
i∈I
〈ψi, ψ˜i〉.
The analysis operator of the fusion frame is the operator
T : HN →
(∑
i∈I
⊕Wi
)
ℓ2
,
given by
T (ϕ) = {viPiϕ}i∈I .
The synthesis operator of the fusion frame is T ∗ and is given by
T ∗ ({ψi}i∈I) =
∑
i∈I
viψi.
The fusion frame operator is the positive, self-adjoint and invertible op-
erator SW : H → H given by
SWϕ =
∑
i∈I
v2i Piϕ, for all ϕ ∈ H.
4 B.G. BODMANN, J. CAHILL, AND P.G. CASAZZA
It is known [10] that {Wi, vi}i∈I is a fusion frame with fusion frame bounds
A,B if and only if AI ≤ SW ≤ BI. Any signal ϕ ∈ H can be reconstructed
[10] from its fusion frame measurements {viPiϕ}i∈I by performing
ϕ =
∑
i∈I
viS
−1(viPiϕ).
A frame {ϕi}i∈I can be thought of as a fusion frame of one dimensional
subspaces where Wi = span {ϕi} for all i ∈ I. The fusion frame is then
{Wi, ‖ϕi‖}. A difference between frames and fusion frames is that for frames,
an input signal ϕ ∈ H is represented by a collection of scalar coefficients
{〈ϕ,ϕi〉}i∈I that measure the projection of the signal onto each frame vector
ϕi, while for fusion frames, an input signal ϕ ∈ H is represented by a
collection of vector coefficients {ΠWi(ϕ)}i∈I corresponding to projections
onto each subspace Wi.
Much work has been put into the construction of fusion frames with spec-
ified properties [2, 6, 7]. We also have a generalization of fusion frames using
non-orthogonal projections [3].
There is an important connection between fusion frame bounds and bounds
from frames taken from each of the fusion frame’s subspaces [?].
Theorem 2.4. For each i ∈ I, let vi > 0 and Wi be a closed subspace of H,
and let {ϕij}j∈Ji be a frame for Wi with frame bounds Ai, Bi. Assume that
0 < A = infi∈I Ai ≤ supi∈I Bi = B < ∞. Then the following conditions
hold:
(1) {Wi, vi}i∈I is a fusion frame for H.
(2) {viϕij}i∈I,j∈Ji is a frame for H.
In particular, if {Wi, vi}j∈Ji}i∈I is a fusion frame for H with fusion frame
bounds C,D, then {viϕij}i∈I,j∈Ji is a frame for H with frame bounds AC,BD.
Also, if {viϕij}i∈I,j∈Ji is a frame for H with frame bounds C,D, then {Wi, vi, }j∈Ji}i∈I
is a fusion frame for H with fusion frame bounds CB , DA .
Corollary 2.5. For each i ∈ I, let vi > 0 and Wi be a closed subspace of
H. The following are equivalent:
(1) {Wi, vi}i∈I is a fusion frame for H with fusion frame bounds A,B.
(2) For every orthonormal basis {eij}j∈Ki forWi, the family {vieij}i∈I,j∈Ki
is a frame for H with frame bounds A,B.
(3) For every Parseval frame {ϕij}i∈I,j∈Ji forWi, the family {viϕij}i∈I,j∈Ji
is a frame for H with frame bounds A,B.
Corollary 2.6. For each i ∈ I, let vi > 0 and Wi be a closed subspace of
H. The following are equivalent:
(1) {Wi, vi}i∈I is a Parseval fusion frame for H.
(2) For every orthonormal basis {eij}j∈Ki forWi, the family {vieij}i∈I,j∈Ki
is a Parseval frame for H.
(3) For every Parseval frame {ϕij}i∈I,j∈Ji forWi, the family {viϕij}i∈I,j∈Ji
is a Parseval frame for H.
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3. ǫ-Riesz Sequences
For our work we will need some information concerning ǫ-Riesz sequences.
Definition 3.1. A family of vectors {ϕi}Ni=1 in HN is a Riesz basis with
lower (resp. upper) Riesz bounds 0 < A ≤ B < ∞ if for all scalars {ai}Ni=1
we have
A
N∑
i=1
|ai|2 ≤ ‖
N∑
i=1
aiϕi‖2 ≤ B
N∑
i=1
|ai|2.
This family of vectors is an ǫ-Riesz basis for HN if for all scalars {ai}Ni=1
we have
1
1 + ǫ
N∑
i=1
|ai|2 ≤ ‖
N∑
i=1
aiϕi‖2 ≤ (1 + ǫ)
N∑
i=1
|ai|2.
The vectors are an ǫ-Riesz sequence if they are an ǫ-Riesz basis for their
span.
As one can see, ǫ-Riesz sequences are nearly orthonormal. The next few
lemmas will formalize this statement. First we recall that for a linearly
independent set of vectors {ϕi}Ni=1 in HN , the frame bounds of this family
equal the Riesz bounds. It follows that if S is the frame operator for {ϕi}Ni=1
then {S−1/2ϕi}Ni=1 is an orthonormal basis for HN .
Proposition 3.2. Let {ϕi}Mi=1 be a family of unit norm vectors which is a
ǫ-Riesz sequence. Then for every partition {Ij}rj=1 of {1, 2, . . . ,M} we have
for all scalars {ai}Mi=1
1
(1 + ǫ)
r∑
j=1
‖
∑
i∈Ij
aiϕi‖2 ≤
M∑
i=1
|ai|2 ≤ (1 + ǫ)
r∑
j=1
‖
∑
i∈Ij
aiϕi‖2.
Hence,
1
(1 + ǫ)2
r∑
j=1
‖
∑
i∈Ij
aiϕi‖2 ≤ ‖
M∑
i=1
aiϕi‖2 ≤ (1 + ǫ)2
r∑
j=1
‖
∑
i∈Ij
aiϕi‖2.
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Proof. We compute
1
(1 + ǫ)
r∑
j=1
‖
∑
i∈Ij
aiϕi‖2 ≤ 1
(1 + ǫ)
r∑
j=1
(1 + ǫ)
∑
i∈Ij
|ai|2
=
∑
i∈∪r
j=1
Ij
|ai|2
=
r∑
j=1
∑
i∈Ij
|ai|2
≤
r∑
j=1
(1 + ǫ)‖
∑
i∈Ij
aiϕi‖2
= (1 + ǫ)
r∑
j=1
‖
∑
i∈Ij
aiϕi‖2.
For the hence, we combine the first part of the proposition with the fact
that
1
1 + ǫ
M∑
i=1
|ai|2 ≤ ‖
M∑
i=1
aiϕi‖2 ≤ (1 + ǫ)
M∑
i=1
|ai|2.

Lemma 3.3. If {ϕi}Ni=1 is an ǫ-Riesz basis for HN and let S be the frame
operator. Then
1
1 + ǫ
I ≤ S ≤ (1 + ǫ)I.
Hence,
1
1 + ǫ
I ≤ S−1 ≤ (1 + ǫ)I.
In general, if 0 < a then
1
(1 + ǫ)a
I ≤ Sa ≤ (1 + ǫ)aI.
Hence, if a > 0 then
1
(1 + ǫ)a
I ≤ S−a ≤ (1 + ǫ)aI.
Proof. Let T be the analysis operator for the Riesz basis. By the definition,
for any scalars {ai}Ni=1 we have
‖T ∗({ai}Ni=1)‖2 = ‖
N∑
i=1
aiϕi‖2 ≤ (1 + ǫ)‖{ai}Ni=1‖2.
And similarly,
‖T ∗({ai}Ni=1)‖2 ≥
1
1 + ǫ
‖{ai}Ni=1‖2.
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It follows that T satisfies the same inequalities. For any ϕ ∈ HN and any
0 < a we have
〈Saϕ,ϕ〉 = 〈(T ∗T )aϕ,ϕ〉
= 〈(T ∗T )a/2ϕ, (T ∗T )a/2ϕ〉
= ‖(T ∗T )a/2ϕ‖2
≤ ‖(T ∗T )a/2‖2‖ϕ‖2
= ‖T ∗T‖a‖ϕ‖2
≤ (1 + ǫ)a‖ϕ‖2.
This shows that Sa ≤ (1 + ǫ)aI. The lower bound is derived similarly. 
Finally, we need to measure the angle between spaces spanned by disjoint
subsets of a ǫ-Riesz sequence.
Proposition 3.4. Let {ϕi}Mi=1 be an ǫ-Riesz sequence and choose any par-
tition {I1, I2} of {1, 2, . . . ,M}. If ϕ ∈ span {ϕi}i∈I1 and ψ ∈ span {ϕi}i∈I2
are unit vectors, then
|〈ϕ,ψ〉| < 2ǫ
(
1 +
ǫ
2
)
.
Proof. Let ϕ =
∑
i∈I1
aiϕi and ψ =
∑
i∈I2
aiϕi and we compute
1
1 + ǫ
M∑
i=1
|ai|2 ≤ ‖ϕ+ ψ‖2
= ‖ϕ‖2 + ‖ψ‖2 + 2Re〈ϕ,ψ〉
≤ (1 + ǫ)
M∑
i=1
|ai|2.
Hence,
2Re〈ϕ,ψ〉 ≤ (1 + ǫ)
M∑
i=1
|ai|2 − (‖ϕ‖2 + ‖ψ‖2)
≤ (1 + ǫ)
M∑
i=1
|ai|2 − ( 1
1 + ǫ
∑
i∈I1
|ai|2 + 1
1 + ǫ
∑
i∈I2
|ai|2)
= (1 + ǫ− 1
1 + ǫ
M∑
i=1
|ai|2
= ǫ
2 + ǫ
1 + ǫ
M∑
i=1
|ai|2.
8 B.G. BODMANN, J. CAHILL, AND P.G. CASAZZA
Next, we observe that |〈ϕ,ψ〉| = max|λ|=1Re〈ϕ, λψ〉. Thus, we obtain to-
gether with Proposition 3.2,
|〈ϕ,ψ〉| ≤ ǫ(1 + ǫ
2
)
1
1 + ǫ

∑
i∈I1
|ai|2 +
∑
i∈I2
|ai|2


≤ ǫ(1 + ǫ
2
)(‖ϕ‖2 + ‖ψ‖2) = 2ǫ(1 + ǫ
2
).

4. Fusion Frames and the Restricted Isometry Property
In this section we will show how to use tight frames of vectors which have
the ǫ-restricted isometry property to construct ǫ-nearly tight fusion frames.
Definition 4.1. A family of vectors {ϕi}Mi=1 in HN has the restricted isom-
etry property with constant 0 < ǫ < 1 for sets of size s ≤ N if for every
I ⊂ {1, 2, . . . ,M} with |I| ≤ s, the family {ϕi}i∈I is an ǫ-Riesz basis for its
span.
The restricted isometry property is one of the cornerstones of compressed
sensing. Compressed sensing is one of the most active area of research today
and so we refer the reader to the tutorials [13, 19] and their references for
a background in the area. It is known that the optimal ǫ above is on the
order of
ǫ ∼ s
N
log
M
s
.
Now we will see how tight frames of restricted isometry vectors with
constant ǫ will produce nearly tight fusion frames.
Theorem 4.2. Let {ϕi}Mi=1 be a unit norm tight frame for HN which has
RIP with constant ǫ for sets of size s. Then for any partition {Ij}Kj=1 of
{1, 2, . . . ,M} with |Ij | ≤ s if we let
Wj = spani∈Ijϕi,
then {Wj , 1}Kj=1 is a fusion frame with fusion frame bounds
M
(1 + ǫ)N
,
M(1 + ǫ)
N
.
Moreover, if L ⊂ {1, 2, . . . ,K} and for j ∈ L we have Jj ⊂ Ij with∑K
j=1 |Jj | ≤ s then for all scalars we have
1
1 + ǫ
L∑
j=1
‖
∑
i∈Jj
aiϕi‖2 ≤ ‖
L∑
j=1
∑
i∈Jj
aiϕi‖2 ≤ (1 + ǫ)
K∑
j=1
‖
∑
i∈Jj
aiϕi‖2.
To prove the theorem we need a lemma.
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Lemma 4.3. Under the assumptions of the theorem, if Pj is the orthogonal
projection of HN onto Wj , then for any ϕ ∈ HN we have:
1
1 + ǫ
∑
i∈I
|〈ϕ,ϕi〉|2 ≤ ‖Pjϕ‖2 ≤ (1 + ǫ)
∑
i∈I
|〈ϕ,ϕi〉|2.
Hence,
M
(1 + ǫ)N
‖ϕ‖2 ≤
K∑
j=1
‖Pjϕ‖2 ≤ (1 + ǫ)M
N
‖ϕ‖2.
Proof. Let S be the frame operator:
Sϕ =
∑
i∈I
〈ϕ,ϕi〉ϕi, for all ϕ ∈ HN .
Let {ej}Mj=1 be the eigenbasis for S with eigenvalues
(1 + ǫ) ≥ λ1 ≥ · · · ≥ λ|I| ≥
1
1 + ǫ
≥ 0 ≥ 0 ≥ · · · ≥ 0.
Then
Pjϕ =
|I|∑
j=1
〈ϕ, ej〉ej .
So
‖Pjϕ‖2 =
|I|∑
i=1
|〈ϕ, ei〉|2.
On the other hand,
Sϕ =
|I|∑
j=1
λj〈ϕ, ej〉ej ,
and so
〈Sϕ,ϕ〉 =
|I|∑
j=1
λj |〈ϕ, ej〉|2.
That is,
‖Pjϕ‖2 =
|I|∑
j=1
|〈ϕ, ej〉|2
≤ (1 + ǫ)
|I|∑
j=1
λj |〈ϕ, ej〉|2
= (1 + ǫ)〈Sϕ,ϕ〉
= (1 + ǫ)
|I|∑
j=1
|〈ϕ,ϕj〉|2
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The other inequality is similar.
For the hence, we just observe that
M∑
i=1
|〈ϕ,ϕi〉|2 = M
N
‖ϕ‖2.

Proof of Theorem 4.2:
For each j = 1, 2, . . . ,K let Pj be the othogonal projection of HN onto
Wj. Then by the Lemma 4.3, for any ϕ ∈ HN we have:
K∑
j=1
‖Pjϕ‖2 ≤ (1+ǫ)
K∑
j=1
∑
i∈Ij
|〈ϕ,ϕj〉|2 = (1+ǫ)
M∑
i=1
|〈ϕ,ϕi〉|2 = (1+ǫ)M
N
‖ϕ‖2.
Similarly,
K∑
j=1
‖Pjϕ‖2 ≥ 1
(1 + ǫ)
K∑
j=1
∑
i∈Ij
|〈ϕ,ϕj〉|2 = 1
(1 + ǫ)
M∑
i=1
|〈ϕ,ϕi〉|2 = 1
(1 + ǫ)
M
N
‖ϕ‖2.
This completes the proof.
5. Nearly Equi-Isoclinic Fusion Frames and the Restricted
Isometry Property
In this section, we will see how to use tight frames of vectors with the
restricted isometry property to construct nearly equi-isoclinic fusion frames.
Definition 5.1. Given two subspaces W1,W2 of a Hilbert space H with
dim W1 = k ≤ dim W2 = ℓ, the principal angles (θ1, θ2, . . . θk) between the
subspaces are defined as follows: The first principal angle is
θ1 = min{arccos |〈ϕ,ψ〉| : ϕ ∈ SW1 , ψ ∈ SW2}
where SWi = {ϕ ∈ Wi : ‖ϕ‖ = 1}. Two vectors ϕ1, ψ1 are called principal
vectors if they give the minimum above.
The other principal angles and vectors are then defined recursively via
θi = min{arccos |〈ϕ,ψ〉| : ϕ ∈ SW1 , ψ ∈ SW2 , and ϕ ⊥ ϕj , ψ ⊥ ψj, 1 ≤ j ≤ i−1}.
Definition 5.2. Two k-dimensional subspaces W1,W2 of a Hilbert space
are isoclinic with parameter λ, if the angle θ between any ϕ ∈ W1 and its
orthogonal projection Pϕ in W2 is unique with cos
2 θ = λ.
Multiple subspaces are equi-isoclinic if they are pairwise isoclinic with the
same parameter λ.
An alternative definition is given in [12] where two subspaces are called
isoclinic if the stationary values of the angles of two lines, one in each sub-
space, are equal. The geometric characterization given by Lemmens and
Seidel [18] is that when a sphere in one subspace is projected onto the other
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subspace, then it remains a sphere, although the radius may change. This is
all equivalent to the principal angles between the subspaces being identical.
Much work has been done on finding the maximum number of equi-
isoclinic subspaces given the dimensions of the overall space and the sub-
spaces (and often the parameter λ). Specifically, Seidel and Lemmens [18]
give an upper bound on the number of real equi-isoclinic subspaces and
Hoggar [15] generalizes this to vector spaces over R and C.
Definition 5.3. Two K-dimensional subspaces W1,W2 with associated or-
thogonal projections P1 and P2 are isoclinic with parameter λ ≥ 0 if
P1P2P1 = λP1 and P2P1P2 = λP2 .
A family of subspaces {Wj} is ǫ-nearly equi-isoclinic if there exists λ ≥ 0
such that for every two subspaces Pi and Pj , i 6= j,
(λ− ǫ2)P1 ≤ P1P2P1 ≤ (λ+ ǫ2)P1 and (λ− ǫ2)P2 ≤ P2P1P2 ≤ (λ+ ǫ2)P2 .
We will call a equi-dimensional fusion frame {Wi}Ki=1 ǫ-nearly equi-isoclinic
if its subspaces {Wi}Ki=1 are ǫ-nearly equi-isoclinic.
It can be checked that a fusion frame {Wi, 1}Ki=1 is ǫ-nearly equi-isoclinic
if and only if the squared cosines of the principal angles between any two of
its subspaces are within ǫ2 of a fixed λ.
A related property is:
Definition 5.4. A fusion frame {Wi, vi}Ki=1 is ǫ-nearly orthogonal if when-
ever we take unit vectors ϕ ∈ Wi and ψ ∈ Wj for 1 ≤ i 6= j ≤ K we have
|〈ϕ,ψ〉| < ǫ.
An ǫ-nearly orthogonal fusion frame is ǫ-nearly equi-isoclinic by default
in the sense that it satisfies the definition with λ = 0.
Theorem 5.5. Let {ϕi}Mi=1 be a unit norm tight frame for HN which has
the restricted isometry property with constant ǫ for sets of size s. Then for
any partition {Ij}Kj=1 of {1, 2, . . . ,M} with |Ij| ≤ s2 if we let
Wj = spani∈Ijϕi,
then {Wj , 1}Kj=1 is a ǫ-tight fusion frame with fusion frame bounds
M
(1 + ǫ)N
,
M(1 + ǫ)
N
.
Moreover, this is a 2ǫ(1+ ǫ)2-nearly orthogonal fusion frame and hence it is
a 2ǫ(1 + ǫ)2-nearly equi-isoclinic fusion frame.
Proof. The first part of the theorem is immediate by Theorem 4.2 and the
moreover part is immediate by Proposition 3.4. 
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6. The Restricted Isometry Property with Orthonormal
Subsets
A natural problem is the following:
Problem 6.1. Can we construct a family of vectors {ϕi}Mi=1 in HN with the
restricted isometry property with constant 0 < ǫ < 1 for sets of size s our of
orthonormal bases for HN? Or, can they be constructed from orthonormal
sequences each having s elements?
We will now look at how we might try to alter a family of vectors with the
RIP property to a set which contains orthonormal sequences with s vectors
each. We will need a lemma for this proof.
Lemma 6.2. Let W1,W2 be subspaces of HN and let T : W1 → W2 be a
surjection which satisfies
‖ϕ− Tϕ‖2 ≤ ǫ‖ϕ‖2, for all ϕ ∈W1.
Let P1 be the orthogonal projection of HN onto W1. Then
‖ψ − P1ψ‖2 ≤ 4 ǫ
(1− ǫ)2 ‖ψ‖
2, for all ψ ∈W2.
Hence,
‖P1ψ‖2 ≥ (1− 4ǫ
(1− ǫ)2 )‖ψ‖
2.
Proof. First note that for any ϕ ∈W1
(1− ǫ)2‖ϕ‖2 ≤ ‖Tϕ‖2 ≤ (1 + ǫ)2‖ϕ‖2.
Next we have for any ϕ ∈W1
‖ϕ−Tϕ‖2 = ‖ϕ−P1Tϕ‖2 = ‖P1(I−T )ϕ‖2+‖(I −P1)(I −T )ϕ‖2 ≤ ǫ‖ϕ‖2.
Let ψ ∈W2. Choose ϕ ∈W1 so that Tϕ = ψ. Now we compute
‖ψ − P1ψ‖ = ‖ψ − P1Tϕ‖
≤ ‖ψ − ϕ‖+ ‖ϕ− P1Tϕ‖
≤ ‖Tϕ− ϕ‖ + ‖ϕ − P1Tϕ‖
≤ √ǫ‖ϕ‖ +√ǫ‖ϕ‖
≤ 2√ǫ‖T−1ψ‖
≤ 2√ǫ‖T−1‖‖ψ‖
≤ 2
√
ǫ
1− ǫ‖ψ‖.
For the hence, we note that by Pythagoras
‖P1ψ‖2 = ‖ψ‖2 − ‖(I − P1)ψ‖2
≥ (1− 4ǫ
(1− ǫ)2 )‖ψ‖
2 .

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Now we are ready for the construction of RIP families which contain
orthonormal sets.
Theorem 6.3. Let {ϕi}Mi=1 be a family of vectors in HN having the restricted
isometry property with constant 0 < ǫ < 1 for sets of size s. Partition
{1, 2, . . . ,M} into sets {Ij}Kj=1 with |Ij | ≤ s for all j = 1, 2, . . . ,K. For each
j let Sj be the frame operator for {ϕi}i∈Ij . For K1 ≤ K, replace for ach
j ≤ K1 the family {ϕi}i∈Ij by {S−1/2j ϕi}i∈Ij , which is an orthonormal basis
for its span. Then {S−1/2j ϕi}i∈Ij ;j=1,2,...,K1 ∪ {ϕi}i∈Ij :K1+1≤j≤K =: {ψi}Mi=1
has the restricted isometry property and for sets J ⊂ {1, 2, . . . ,M} with
|J | ≤ s we have for all families of scalars {ai}i∈J ,[
1− 4ǫ/(1 − ǫ)2
(1 + ǫ)2
− 4ǫ(1 + ǫ)
√
K1
](∑
i∈J
|ai|2
)1/2
≤ ‖
∑
i∈J
aiψi‖ ≤
[
((1 + ǫ)3/2 + 4ǫ(1 + ǫ)
√
K1
](∑
i∈J
|ai|2
)1/2
.
Proof. Choose a subset J ⊂ {1, 2, . . . ,M with |J | ≤ s and let Jj = J ∩ Ij for
all j = 1, 2, . . . ,K. For each 1 ≤ j ≤ K1 let Pj be the orthogonal projection
of HN onto span {S−1/2j ϕi}i∈Jj . Choose any scalars {ai}i∈Jj :j=1,2...,K . Then
(1) ‖
K1∑
j=1
Pj
∑
i∈Jj
aiS
−1/2
j ϕi+
K∑
j=K1+1
∑
i∈Jj
aiϕi‖−‖
K1∑
j=1
(I−Pj)
∑
i∈Jj
aiS
−1/2
j ϕi‖
≤ ‖
K1∑
j=1
∑
i∈Jj
aiS
−1/2ϕi +
K∑
j=K1+1
∑
i∈Jj
aiϕi‖
≤ ‖
K1∑
j=1
Pj
∑
i∈Jj
aiS
−1/2
j ϕi +
K∑
j=K1+1
∑
i∈Jj
aiϕi‖+ ‖
K1∑
j=1
(I − Pj)
∑
i∈Jj
aiS
−1/2
j ϕi‖
We will consider the above two sums separately. By Lemma 3.3 we have
(I − S−1/2j )2 ≤
(
1− 1√
1 + ǫ
)2
I ≤ ǫ
1 + ǫ
I.
Applying Lemma 3.3 and using T = S−1/2 in Lemma 6.2 we have for all
j = 1, 2, . . . ,K1
‖(I − Pj)
∑
i∈Jj
aiS
−1/2
j ϕi‖ ≤
4 ǫ
1+ǫ
(1− ǫ
1+ǫ)
2

∑
i∈Jj
|ai|2


1/2
= 4ǫ(1 + ǫ)

∑
i∈Jj
|ai|2


1/2
.
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Hence,
‖
K1∑
j=1
(I − Pj)
∑
i∈Jj
aiS
−1/2
j ϕi‖ ≤
K1∑
j=1
‖(I − Pj)
∑
i∈Jj
aiS
−1/2
j ϕi‖(2)
≤ 4ǫ(1 + ǫ)
K1∑
j=1

∑
i∈Jj
|ai|2


1/2
≤ 4ǫ(1 + ǫ)
√
K1

 K1∑
j=1
∑
i∈Jj
|ai|2


1/2
For the second term, since the vector
K1∑
j=1
Pj
∑
i∈Jj
aiS
−1/2
j ϕi +
K∑
j=K1+1
∑
i∈Jj
aiϕi,
is contained in the span of the vectors {ϕi}i∈Jj :j=1,2,...,K and
K∑
j=1
|Jj | = |J | ≤ s,
which is an ǫ-Riesz sequence, we have by Proposition 3.2
1
(1 + ǫ)2

 K1∑
j=1
‖Pj
∑
i∈Jj
aiS
−1/2
j ϕi‖2 +
K∑
j=K1+1
‖
∑
i∈Jj
aiϕi‖2


≤ ‖
K1∑
j=1
Pj
∑
i∈Jj
aiS
−1/2
j ϕi +
K∑
j=K1+1
∑
i∈Jj
aiϕi‖2
≤ (1 + ǫ)2

 K1∑
j=1
‖Pj
∑
i∈Jj
aiS
−1/2
j ϕi‖2 +
K∑
j=K1+1
‖
∑
i∈Jj
aiϕi‖2


Since {S−1/2j ϕi}i∈Jj is an orthonormal set, we have
(3)
K1∑
j=1
‖Pj
∑
i∈Jj
aiS
−1/2
j ϕi‖2 +
K∑
j=K1+1
‖
∑
i∈Jj
aiϕi‖2
≤
K1∑
j=1
‖
∑
i∈Jj
aiS
−1/2
j ϕi‖2 + (1 + ǫ)
K∑
j=K1+1
∑
i∈Jj
|ai|2
=
K1∑
j=1
∑
i∈Jj
|ai|2 + (1 + ǫ)
K∑
j=K1+1
∑
i∈Jj
|ai|2
≤ (1 + ǫ)
∑
i∈J
|ai|2.
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Similarly, applying the hence from Lemma 6.2 we have
(4)
K1∑
j=1
‖Pj
∑
i∈Jj
aiS
−1/2
j ϕi‖2 +
K∑
j=K1+1
‖
∑
i∈Jj
aiϕi‖2
≥ (1− 4ǫ/(1 − ǫ)2)
K1∑
j=1
‖
∑
i∈Jj
aiS
−1/2
j ϕi‖2 +
1
(1 + ǫ)
K∑
j=K1+1
∑
i∈Jj
|ai|2
= (1− 4ǫ/(1 − ǫ)2)
K1∑
j=1
∑
i∈Jj
|ai|2 + 1
(1 + ǫ)
K∑
j=K1+1
∑
i∈Jj
|ai|2
≥ (1− 4ǫ/(1 − ǫ)2)
∑
i∈J
|ai|2.
Putting this second part together we have
‖
K1∑
j=1
Pj
∑
i∈Jj
aiS
−1/2
j ϕi +
K∑
j=K1+1
∑
i∈Jj
aiϕi‖2
≤ (1 + ǫ)2

 K1∑
j=1
‖Pj
∑
i∈Jj
aiS
−1/2
j ϕi‖2 +
K∑
j=K1+1
‖
∑
i∈Jj
aiϕi‖2


≤ (1 + ǫ)3
∑
i∈J
|ai|2.
Similarly,
(5) ‖
K1∑
j=1
Pj
∑
i∈Jj
aiS
−1/2
j ϕi +
K∑
j=K1+1
∑
i∈Jj
aiϕi‖2
≥ 1
(1 + ǫ)2

 K1∑
j=1
‖Pj
∑
i∈Jj
aiS
−1/2
j ϕi‖2 +
K∑
j=K1+1
‖
∑
i∈Jj
aiϕi‖2


And by equation 4 we can continue this inequality to
≥ 1− 4ǫ/(1 − ǫ)
2
(1 + ǫ)2
∑
i∈J
|ai|2.
Finally, combining equations 1, 2, and 3 we have:
‖
K1∑
j=1
∑
i∈Jj
aiS
−1/2ϕi +
K∑
j=K1+1
∑
i∈Jj
aiϕi‖
≤ ‖
K1∑
j=1
Pj
∑
i∈Jj
aiS
−1/2
j ϕi +
K∑
j=K1+1
∑
i∈Jj
aiϕi‖+ ‖
K1∑
j=1
(I − Pj)
∑
i∈Jj
aiS
−1/2
j ϕi‖
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≤ (1 + ǫ)3/2
(∑
i∈J
|ai|2
)1/2
+ 4ǫ(1 + ǫ)
√
K1

 K1∑
j=1
∑
i∈Jj
|ai|2


1/2
≤
[
((1 + ǫ)3/2 + 4ǫ(1 + ǫ)
√
K1
](∑
i∈J
|ai|2
)1/2
.
Similarly, combining equations 1, 4 and 5 we have
‖
K1∑
j=1
∑
i∈Jj
aiS
−1/2ϕi +
K∑
j=K1+1
∑
i∈Jj
aiϕi‖
≥ ‖
K1∑
j=1
Pj
∑
i∈Jj
aiS
−1/2
j ϕi +
K∑
j=K1+1
∑
i∈Jj
aiϕi‖ − ‖
K1∑
j=1
(I − Pj)
∑
i∈Jj
aiS
−1/2
j ϕi‖
≥ 1− 4ǫ/(1 − ǫ)
2
(1 + ǫ)2
(∑
i∈J
|ai|2
)1/2
− 4ǫ(1 + ǫ)
√
K1

 K1∑
j=1
∑
i∈Jj
|ai|2


1/2
≥
[
1− 4ǫ/(1 − ǫ)2
(1 + ǫ)2
− 4ǫ(1 + ǫ)
√
K1
](∑
i∈J
|ai|2
)1/2
.

So we can maintain the restricted isometry property after replacement of
some K1 groups of s vectors in the RIP family by orthonormal sets as long
as
0 <
[
1− 4ǫ/(1 − ǫ)2
(1 + ǫ)2
− 4ǫ(1 + ǫ)
√
K1
]
Solving for K1 we have
K1 <
1
16ǫ2
(1− 4ǫ/(1 − ǫ)2)2
(1 + ǫ)6
.
So for sufficiently small ǫ, the fraction on the right hand side is close to one
and we can let K1 grow like 1/ǫ
2.
References
[1] B.G. Bodmann, Optimal linear transmission by loss-insensitive packet encoding,
Applied and Computational Harmonic Analysis 22 (2007) 274-285.
[2] B.G. Bodmann, P.G. Casazza, J. Peterson, I. Smalyanu and J.C. Tremain, Equi-
isoclinic fusion frames and mutually unbiased basic sequences, Preprint.
[3] J. Cahill, P.G. Casazza and S. Li, Non-orthogonal fusion frames and the sparsity
of fusion frame operators, Preprint.
[4] R. Calderbank, P.G. Casazza, A Heinecke, G. Kutyniok and A. Pezeshki, Sparse fu-
sion frames: existence and construction, Advances in Computational Mathematics,
35 No. 1 (2011) pp. 1-31.
[5] P.G. Casazza and M. Fickus, Minimizing fusion frame potential, Acta. Appl. Math
107 No. 103 (2009) 7–24.
FUSION FRAMES AND THE RESTRICTED ISOMETRY PROPERTY 17
[6] P.G. Casazza, M. Fickus, A. Heinecke, Y. Wang and Z. Zhou, Spectral Tetris fusion
frame constructions, Preprint.
[7] P.G. Casazza, M. Fickus, D. Mixon, Y. Wang and Z. Zhou, Constructing tight
fusion frames, Applied and Computational Harmonic Analysis 30 (2011) 175-187.
[8] P. G. Casazza and G. Kutyniok, Frames of subspaces, Wavelets, frames and oper-
ator theory, Con- temp. Math., vol. 345, Amer. Math. Soc., Providence, RI, 2004,
pp. 87-113.
[9] P. G. Casazza and G. Kutyniok, Robustness of Fusion Frames under Erasures of
Subspaces and of Local Frame Vectors, Radon transforms, geometry, and wavelets
(New Orleans, LA, 2006), 149–160, Contemp. Math. 464, Amer. Math. Soc., Prov-
idence, RI, 2008.
[10] P. G. Casazza, G. Kutyniok, and S. Li, Fusion frames and distributed processing,
Appl. Comput. Harmon. Anal. 25 (2008), no. 1, 114-132.
[11] O. Christensen, An Introductin to Frames and Riesz Bases, Birkha¨user, Boston
(2003).
[12] B. Et-Taoui, Equi-isoclinic planes in Euclidean even dimensional spaces. Adv.
Geom. 7 (2007), no. 3, 379–384.
[13] M. Fornasier and H. Rauhut, Compressive Sensing, In O. Scherzer, Ed.
Handbook of Mathematical Methods in Imaging, Springer (2011) 187-228.
(hppt://rauhut.ins.uni-bonn.de/CSFornasierRauhut.pdf)
[14] K. Gro¨chenig, Foundations of time-frequency analysis, Applied and Numerical Har-
monic Analysis, Birkha¨user, Boston (2001).
[15] S. G. Hoggar, New sets of equi-isoclinic n-planes from old, Proc. Edinburgh Math.
Soc. (2) 20 (1976/77), 287–291.
[16] G. Kutyniok, A. Peszeshki, A.R. Calderbank, Fusion frames and robust dimension
reduction, In: Proc. 42nd Annual Conference on Information Sciences and Systems
(CISS), Princeton University, Princeton, N.J. (2008) 264-268.
[17] G. Kutyniok, A. Pezeshki, A.R. Calderbank, T. Liu, Robust Dimension Reduction,
Fusion Frames, and Grassmannian Packings, Appl. Comput. Harmon. Anal. 26,
64–76 (2009).
[18] P. W. H. Lemmens, J. J. Seidel, Equi-isoclinic subspaces of Euclidean spaces, Ned-
erl. Akad. Wetensch. Proc. Ser. A 76 Indag. Math. 35 (1973), 98–107.
[19] H. Rauhut, Compressive sensing and structured random matrices, In M.
Fornasier, Ed., Theoretical Foundations and Numerical Methods for Sparse
Recovery, 9 of Radon Series Comp. Appl. Math. deGruyter (2010) 1-92.
(http://rauhut.ins.uni-bonn.de/LinzRauhut.pdf)
[20] P.G. Massey, M.A. Ruiz and D. Stojanoff, The structure of minimizers of the frame
potential on fusion frames, Journal of Fourier Analysis and Applications 16 No. 4
(2010) 514-543.
Department of Mathematics, University of Houston, Houston, TX 77204-
3008
E-mail address: bgb@math.uh.edu
Department of Mathematics, University of Missouri, Columbia, MO 65211-
4100
E-mail address: jameson.cahill@gmail.com
Department of Mathematics, University of Missouri, Columbia, MO 65211-
4100
E-mail address: casazzap@missouri.edu
