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Abstrat
The most general admissible boundary onditions are derived for
an idealised Aharonov-Bohm ux interseting the plane at the origin
on the bakground of a homogeneous magneti eld. A standard teh-
nique based on self-adjoint extensions yields a four-parameter family
of boundary onditions; other two parameters of the model are the
Aharonov-Bohm ux and the homogeneous magneti eld. The gen-
eralised boundary onditions may be regarded as a ombination of the
Aharonov-Bohm eet with a point interation. Spetral properties of
the derived Hamiltonians are studied in detail.
1 Introdution
The purpose of this paper is to determine the most general admissible bound-
ary onditions for the Aharonov-Bohm (AB) eet in the plane on the bak-
1
ground of a homogeneous magneti eld, and also to investigate the basi
properties of Hamiltonians obtained this way. The history of the eet goes
four deades bak and starts from the observation of Aharonov and Bohm
[1℄ that the behavior of a harged quantum partile is inuened by a mag-
neti ux even if the eld is zero in the region where the partile is loalized.
A partiularly elegant treatment is possible in ase of an idealized setup in
whih the AB ux is onentrated along a line perpendiularly interseting
the plane, onventionally at the origin [2℄.
The boundary onditions of the last mentioned paper are not the most
general ones; the full family of suh onditions giving the AB eet in the
plane was derived in [7℄, and simultaneously also in [8℄. These generalised
boundary onditions may be interpreted as a ombination of the AB eet
with a point interation supported, too, at the origin, although this is just
one possible point of view. In any ase they an be desribed and investigated
by the tehnique of self-adjoint extensions whih is in priniple the same one
as that used in the paper [6℄ in whih two-dimensional point interations
were introdued.
A natural question is what happens if suh a system is plaed into a bak-
ground homogeneous magneti eld. This problem attrated some attention
reently, even with a ontroversy: the papers [3, 4, 5℄ onsider the pure AB
eet in this setting for the Pauli operator, i.e. a spin 1/2 partile. The last
named property leads to spei behavior related to the Aharonov-Casher
eet, whih we will not disuss here.
Our aim here is dierent: we are going to onsider a spinless partile
with a point ux and a homogeneous bakground, and ask about the most
general lass of boundary onditions analogous to those of [7, 8℄. The basi
dierene between the situations without and with a homogeneous magneti
eld is that in the former ase the spetrum is absolutely ontinuous and
equal to the positive half-line possibly augmented with at most two negative
eigenvalues (depending on the hoie of boundary onditions) while in the
latter ase the spetrum is pure point and the point ux and interation gives
rise to eigenvalues in eah gap between neighboring Landau levels. Our goal
is to disuss these spetral properties in detail.
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2 Formulation of the problem, preliminaries
We onsider the symmetri operator
L = −(∇− A(∇))2, Dom(L) = C∞0 (R2 \ {0}),
where the vetor potential A is a sum of two parts, A = Ahmf+AAB, with the
part Ahmf orresponding to the homogeneous magneti eld in the irular
gauge,
Ahmf = − ıB
2
(−x2dx1 + x1dx2),
and with the part AAB orresponding to the idealised AB eet,
AAB =
ıΦ
2πr2
(−x2dx1 + x1dx2), r2 = x 21 + x 22 .
Without loss of generality we may assume that B > 0. Further, we resale
the Aharonov-Bohm ux,
α = − Φ
2π
,
to have a variable whih expresses the number of ux quanta and, as usual, we
make use of the gauge symmetry allowing us to assume that α ∈ ]0, 1[ . Hene
the ase Φ ∈ 2πZ is exluded sine it is gauge equivalent to the vanishing
AB ux. Our goal is to desribe all the self-adjoint extensions of L as well
as to investigate their basi properties.
It is straightforward to determine the adjoint operator L∗,
ψ ∈ Dom(L∗) ⇐⇒ ψ ∈ L2(R2, d2x) ∩H2,2loc (R2 \ {0})
and (∇− A(∇))2ψ ∈ L2(R2, d2x).
Next we an employ the rotational symmetry when using the polar oordi-
nates (r, θ) and deomposing the Hilbert spae into the orthogonal sum of
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the eigenspaes of the angular momentum,
L2(R2, d2x) =
∑⊕
m∈Z
L2(R+, r dr)⊗ C eımθ. (1)
In the polar oordinates the operator L (and orrespondingly L∗) takes the
form
L = −1
r
∂rr∂r +
1
r2
(
−ı∂θ + α + Br
2
2
)2
.
The operator L∗ ommutes on Dom(L∗) with the projetors Pm onto the
eigenspaes of the angular momentum,
Pmψ(r, θ) =
1
2π
∫ 2π
0
ψ(r, θ′) eım(θ−θ
′) dθ′,
and therefore L∗ deomposes in orrespondene with the orthogonal sum (1),
L∗ =
∑⊕
m∈Z
(L∗)m. (2)
Thus we an redue the problem and work in the setors RanPm, m ∈ Z.
For a given spetral parameter λ ∈ C we hoose two independent solutions
(exept of partiular values of λ) of the dierential equation
(
−1
r
∂rr∂r +
1
r2
(
m+ α+
Br2
2
)2)
g(r) = λ g(r), (3)
namely
g1m(λ; r) = r
|m+α| F
(
β(m, λ), γ(m),
Br2
2
)
exp
(
−Br
2
4
)
,
g2m(λ; r) = r
|m+α|G
(
β(m, λ), γ(m),
Br2
2
)
exp
(
−Br
2
4
)
,
(4)
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where
β(m, λ) =
1
2
(
1 +m+ α+ |m+ α| − λ
B
)
,
γ(m) = 1 + |m+ α| .
(5)
Here F and G are onuent hypergeometri funtions [9, Chp. 13℄,
F (β, γ, z) =
∞∑
n=0
(β)n z
n
(γ)n n!
,
and
G(β, γ, z) =
Γ(1− γ)
Γ(β − γ + 1) F (β, γ, z) +
Γ(γ − 1)
Γ(β)
z1−γF (β − γ + 1, 2− γ, z).
(6)
Notie that F (β, γ, z) and G(β, γ, z) are linearly dependent if and only
if β ∈ −Z+. Moreover, F (β, γ, z) is an entire funtion, partiularly, it is
regular at the origin while G(β, γ, z) has a singularity there provided γ > 1
and β /∈ −Z+, and in that ase it holds true that
lim
z→0+
zγ−1G(β, γ, z) =
Γ(γ − 1)
Γ(β)
.
Thus in the ase when 1 < γ < 2 we have the asymptoti behaviour, as
z → 0+,
G(β, γ, z) =
Γ(γ − 1)
Γ(β)
z1−γ +
Γ(1− γ)
Γ(β − γ + 1) +O(z
2−γ). (7)
We shall also need some information about the asymptoti behaviour at
innity. When z → +∞ it holds true that
F (β, γ, z) =
Γ(γ)
Γ(γ − β) (−z)
−β
(
1 +O
(
z−1
))
+
Γ(γ)
Γ(β)
ezzβ−γ
(
1 +O
(
z−1
))
(8)
5
and
G(β, γ, z) = z−β
(
1 +O
(
z−1
))
.
3 The standard Aharonov-Bohm Hamiltonian
With the above preliminaries it is straightforward to solve the spetral prob-
lem for the standard AB Hamiltonian as we mentioned in the introdution.
This means to solve the eigenvalue problem
L∗ψ = λψ
with the boundary ondition
lim
r→0+
ψ(r, θ) = 0. (9)
By virtue of the deomposition (2) the problem is redued to the ountable
set of equations
(L∗)mf = λf, m ∈ Z,
and hene to the dierential equations (3).
The solution g2m(λ; r) of (3) is ruled out beause it ontradits the on-
dition (9) and the solution g1m(λ; r) belongs to L
2(R+, r dr) if and only if
β(m, λ) = −n, with n ∈ Z+. Sine it holds
F (−n, 1 + σ, z) = n! Γ(σ + 1)
Γ(n+ σ + 1)
Lσn(z), n ∈ Z+,
we get a ountable set of eigenvalues,
λm,n = B (m+ α + |m+ α|+ 2n+ 1), m ∈ Z, n ∈ Z+,
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with the orresponding eigenfuntions
fm,n(r, θ) = Cm,n r
|m+α| L|m+α|n
(
Br2
2
)
exp
(
−Br
2
4
)
eımθ
where
Cm,n =
(
B
2
) 1
2
(|m+α|+1)(
n!
π Γ(n+ |m+ α|+ 1)
)1/2
are the normalisation onstants.
As it is well known if we x m ∈ Z then the funtions {fm,n(r, θ)}∞n=0
form an orthonormal basis in L2(R+, r dr)⊗C eımθ and so the omplete set of
eigenfuntions {fm,n(r, θ)}m∈Z , n∈Z+ is an orthonormal basis in L2(R+, r dr)⊗
L2([ 0, 2π ], dθ). Sine all the eigenvalues λm,n are real we get this way a well
dened self-adjoint operator whih is an extension of L. We onvention-
ally all it the standard AB Hamiltonian and denote it by HAB. Thus the
spetrum of HAB is pure point and an be written as a union of two parts,
σ(HAB) = σpp(H
AB) = {B(2k + 1); k ∈ Z+} ∪ {B(2α + 2k + 1); k ∈ Z+}.
Notie that the eigenvalues belonging to the rst part are nothing but the
Landau levels. All the eigenvalues B(2k+1) have innite multipliities while
the multipliity of the eigenvalue B(2α + 2k + 1) is nite and equals k + 1.
A nal short remark onerning the Hamiltonian HAB is devoted to the
Green funtion. Naturally, the Green funtion is expressible as an innite
series
GAB(z; r1, θ1, r2, θ2) =
1
2π
∞∑
m=−∞
GABm (z; r1, r2) e
ım(θ1−θ2)
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where
GABm (z; r1, r2) = 2
(
B
2
)|m+α|+1
(r1r2)
|m+α| exp
(
−1
4
B(r 21 + r
2
2 )
)
×
∞∑
n=0
n!
Γ(n+ |m+ α|+ 1)
× L
|m+α|
n (12Br
2
1 )L
|m+α|
n (12Br
2
2 )
B(m+ α + |m+ α|+ 2n+ 1)− z .
The radial parts an be rewritten with the aid of the standard onstrution
of the Green funtion for ordinary dierential operators of seond order,
GABm (z; r1, r2) =
(
B
2
)|m+α|+1
(r1r2)
|m+α| exp
(
−1
4
B(r 21 + r
2
2 )
)
× Γ
(− w(m, z))
Γ(|m+ α|+ 1) F (−w(m, z), |m+ α|+ 1, r<)
×G(−w(m, z), |m+ α|+ 1, r>)
where
w(m, z) =
z
2B
− 1
2
(m+ α + |m+ α|+ 1)
and r< = min(r1, r2), r> = max(r1, r2). This amounts to the identity
∞∑
n=0
n!
Γ(n+ σ + 1)
Lσn(y1)L
σ
n(y2)
n− w
=
Γ(−w)
Γ(σ + 1)
F (−w, σ + 1, y<)G(−w, σ + 1, y>).
We do not expet that a simpler form for the Green funtion ould be derived
sine the Hamiltonian HAB enjoys only the rotational symmetry.
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4 Self-adjoint extensions of L
Realling what has been summarised in Setion 2 it is easy to determine the
deieny indies. The solution g1m(±ı; r) diverges exponentially at innity
(f. (8)) while g2m(±ı; r) behaves well at innity but has a singularity at
the origin of the order r−|m+α|. Thus g2m(±ı; r) ∈ L2(R+, r dr) if and only if
m = −1 or m = 0. This means that the deieny indies are (2, 2). For a
basis in the deieny subspaes N±ı we an hoose
{fm,±(r, θ) = 1√
2π
Nm g
2
m(±ı; r) eımθ; m = −1, 0}.
Thus
f−1,±(r, θ) =
1√
2π
N−1 r
1−αG
(
1
2
∓ ı
2B
, 2− α, Br
2
2
)
exp
(
−Br
2
4
)
e−ıθ,
f0,±(r, θ) =
1√
2π
N0 r
αG
(
1
2
+ α∓ ı
2B
, 1 + α,
Br2
2
)
exp
(
−Br
2
4
)
,
where N−1 andN0 are normalisation onstants making the basis orthonormal.
We shall need the expliit values of N−1 and N0. Using the relation
Wυ,τ (z) = z
τ+ 1
2 e−z/2G
(
1
2
− υ + τ, 2τ + 1, z
)
where W is the Whittaker funtion we get
N −2m =
∫ ∞
0
|g2m(±ı; r)|2 rdr
=
1
2
(
2
B
)|m+α|+1 ∫ ∞
0
x−1W̺,σ(x)W ¯̺,σ(x) dx
where
̺ =
1
2
(
−m− α+ ı
B
)
, σ =
1
2
|m+ α|.
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Combining the identities [10, 2.19.24.6℄
∫ ∞
0
x−1W̺,σ(x)Wµ,σ(x) dx =
π
sin(2πσ)
×
(
− 1
Γ
(
1
2
− σ − µ) Γ (3
2
+ σ − ̺) 2F1
(
1
2
+ σ − µ, 1; 3
2
+ σ − ̺; 1
)
+
1
Γ
(
1
2
+ σ − µ) Γ (3
2
− σ − ̺) 2F1
(
1
2
− σ − µ, 1; 3
2
− σ − ̺; 1
))
and
2F1(a, b; c; z) =
Γ(c) Γ(c− a− b)
Γ(c− a) Γ(c− b) 2F1(a, b; a + b− c+ 1; 1− z)
+
Γ(c) Γ(a+ b− c)
Γ(a) Γ(b)
(1− z)c−a−b2F1(c− a, c− b; c− a− b+ 1; 1− z)
we arrive at the relation∫ ∞
0
x−1W̺,σ(x)Wµ,σ(x) dx =
π
sin(2πσ)(µ− ̺)
×
(
− 1
Γ
(
1
2
− µ− σ) Γ (1
2
− ̺+ σ) + 1Γ (1
2
− µ+ σ) Γ (1
2
− ̺− σ)
)
.
Finally we get
N−1 =
(
B
2
) 1
2
(1−α)
√
sin(πα)
2π
(
Im
1
Γ
(−1
2
+ α+ ı
2B
)
Γ
(
1
2
− ı
2B
)
)−1/2
,
N0 =
(
B
2
) 1
2
α
√
sin(πα)
2π
(
Im
1
Γ
(
1
2
+ ı
2B
)
Γ
(
1
2
+ α− ı
2B
)
)−1/2
.
Let us have a look at the asymptoti behaviour at the origin of the basis
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funtions in the deieny subspaes N±ı. By (4) and (7) we have
g2−1(±ı; r) = a−1,± r−1+α + b−1,± r1−α +O(r1+α),
g20(±ı; r) = a0,± r−α + b0,± rα +O(r2−α),
(10)
where
a−1,± =
Γ(1− α)
Γ
(
1
2
∓ ı
2B
) (B
2
)−1+α
, b−1,± =
Γ(−1 + α)
Γ
(−1
2
+ α∓ ı
2B
) ,
a0,± =
Γ(α)
Γ
(
1
2
+ α∓ ı
2B
) (B
2
)−α
, b0,± =
Γ(−α)
Γ
(
1
2
∓ ı
2B
) .
The oeients am,±, bm,± are related to the normalisation onstants Nm for
it holds true that
detM−1 = − ı
1− α (N−1)
−2, detM0 = − ı
α
(N0)
−2. (11)
where
Mm =
(
am,+ bm,+
am,− bm,−
)
.
Partiularly, we shall need the fat that the matriesM−1 andM0 are regular.
Let us now desribe the losure of the operator L. In virtue of the de-
omposition (2) we have
L¯ =
∑⊕
m∈Z
L¯m
where L¯m = (L
∗) ∗m. As it is well known, ψ ∈ Dom(L∗) belongs to Dom(L¯)
if and only if 〈ψ, L∗ϕ〉 = 〈L∗ψ, ϕ〉 for all ϕ ∈ Nı +N−ı. Thus (L∗)m = L¯m
for m 6= {−1, 0}, and if m ∈ {−1, 0} then ϕ(r) eımθ ∈ Dom((L∗)m) belongs
to Dom(L¯m) if and only if
lim
r→0+
rW (ϕ(r), g2m(±ı, r)) = 0
11
where W (f, g) = (∂rf)g − f ∂rg is the Wronskian. Using the asymptoti be-
haviour (10) and the regularity of the matrixMm we arrive at two onditions
limr→0+(−|m+ α| r−|m+α|ϕ(r)− r−|m+α|+1∂rϕ(r)) = 0,
limr→0+(|m+ α| r|m+α|ϕ(r)− r|m+α|+1∂rϕ(r)) = 0,
whih an be rewritten in the equivalent form,
lim
r→0+
r−2|m+α|+1∂r(r
|m+α|ϕ(r)) = 0, lim
r→0+
r|m+α|ϕ(r) = 0.
But sine
r−|m+α||ϕ(r)| ≤ 1
2|m+ α| supx∈ ]0,r[ |x
−2|m+α|+1∂x(x
|m+α|ϕ(x))|
we nally get a suient and neessary ondition for ϕ(r) eımθ ∈ Dom((L∗)m)
to belong to Dom(L¯), namely
lim
r→0+
r−1+αϕ(r) = 0 and lim
r→0+
rαϕ′(r) = 0 if m = −1,
lim
r→0+
r−αϕ(r) = 0 and lim
r→0+
r−α+1ϕ′(r) = 0 if m = 0.
(12)
This shows that if ψ ∈ Dom(L∗) = Dom(L¯) +Nı +N−ı then
ψ(r, θ) =
(
Φ11(ψ)r
−1+α + Φ12(ψ)r
1−α
)
e−ıθ + Φ21(ψ)r
−α + Φ22(ψ)r
α
+ a regular part.
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Let us formally introdue the funtionals Φkj on Dom(L
∗),
Φ−11 (ψ) = lim
r→0+
r1−α
1
2π
∫ 2π
0
ψ(r, θ) eıθdθ,
Φ−12 (ψ) = lim
r→0+
r−1+α
(
1
2π
∫ 2π
0
ψ(r, θ) eıθdθ − Φ11(ψ) r−1+α
)
,
Φ01(ψ) = lim
r→0+
rα
1
2π
∫ 2π
0
ψ(r, θ)dθ,
Φ02(ψ) = lim
r→0+
r−α
(
1
2π
∫ 2π
0
ψ(r, θ)dθ − Φ21(ψ) r−α
)
.
Notie that the upper index refers to the setor of angular momentum while
the lower index refers to the order of the singularity. If ψ ∈ Dom(L¯) then
aording to (12) it atually holds Φkj (ψ) = 0 for j = 1, 2, k = −1, 0. On the
other hand, if ψ ∈ Nı+N−ı and Φkj (ψ) = 0 for all indies j = 1, 2, k = −1, 0,
then ψ = 0 (this is again guaranteed by the regularity of the matries M−1
and M0).
Let us introdue some more notation. It is onvenient to arrange the
funtionals Φkj into olumn vetors as follows,
Φj(ψ) =
(
Φ−1j (ψ)
Φ0j (ψ)
)
, j = 1, 2.
Further, applying the funtionals to the basis funtions inNı+N−ı we obtain
four 2× 2 diagonal matries. More preisely, set
(Φj,±)kℓ =
√
2πΦk−2j (fℓ−2,±), j, k, ℓ = 1, 2.
Then
Φ1,± =
(
N−1a−1,± 0
0 N0 a0,±
)
, Φ2,± =
(
N−1b−1,± 0
0 N0 b0,±
)
.
Now it is straightforward to give a formal denition of a self-adjoint ex-
tension HU of the symmetri operator L determined by a unitary operator
U : Nı → N−ı. We identify U with a unitary 2 × 2 matrix via the hoie
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of the orthonormal bases {f−1,±, f0,±} in N±ı.The self-adjoint operator HU
is unambiguously dened by the ondition: HU ⊂ L∗ and ψ ∈ Dom(L∗)
belongs to Dom(HU) if and only if
(
Φ1(ψ)
Φ2(ψ)
)
∈ Ran
(
Φ1,+ + Φ1,−U
Φ2,+ + Φ2,−U
)
. (13)
However ondition (13) is rather inonvenient and we shall replae it in the
next setion by another one whih is more suitable for pratial purposes.
5 Boundary onditions
To turn (13) into a onvenient requirement whih would involve boundary
onditions we shall need the following proposition. Set
D =
(
1− α 0
0 α
)
.
There is a one-to-one orrespondene between unitary matries U ∈ U(2)
and ouples of matries X1, X2 ∈ Mat(2,C) obeying
rank
(
X1
X2
)
= 2 (14)
and
X ∗1 DX2 = X
∗
2 DX1 (15)
modulo the right ation of the group of regular matries GL(2,C). The one-
to-one orrespondene is given by the equality
Ran
(
X1
X2
)
∈ Ran
(
Φ1,+ + Φ1,−U
Φ2,+ + Φ2,−U
)
.
Let us note that the equivalene lass of a ouple (X1, X2)moduloGL(2,C)
14
orresponds to a two-dimensional subspae in C4 and hene to a point in the
Grassmann manifold G2(C
4). The omplex dimension of G2(C
4) equals 4,
i.e. dimRG2(C
4) = 8. The points of G2(C
4) obeying the (real) ondition
(15) form a real 4-dimensional submanifold whih is dieomorphi, aording
to the proposition, to the unitary group U(2).
To verify the proposition we rst show that to any ouple (X1, X2) with
the properties (14), (15) there are related unique Y ∈ GL(2,C) and U ∈ U(2)
suh that (
X1
X2
)
Y = J
(
I
U
)
(16)
where we have set
J =
(
Φ1,+ Φ1,−
Φ2,+ Φ2,−
)
=


N−1a−1,+ 0 N−1a−1,− 0
0 N0a0,+ 0 N0a0,−
N−1b−1,+ 0 N−1b−1,− 0
0 N0b0,+ 0 N0b0,−

 .
Using (11) one easily nds that J is regular and
J−1 = ı
(
D 0
0 D
)(
Φ2,− −Φ1,−
−Φ2,+ Φ1,+
)
.
Let us introdue another ouple of matries, V+, V− ∈ Mat(2,C), by the
relation (
V−
V+
)
= J−1
(
X1
X2
)
,
thus V± = ∓ ıD(Φ2,±X1 − Φ1,±X2). It follows that
V ∗± V± =
(
X ∗1 X
∗
2
)( Φ ∗2,±D2Φ2,± −Φ ∗2,±D2Φ1,±
−Φ ∗1,±D2Φ2,± Φ ∗1,±D2Φ1,±
)(
X1
X2
)
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and, onsequently,
V ∗− V− − V ∗+ V+ =
(
X ∗1 X
∗
2
)( 0 −ıD
ıD 0
)(
X1
X2
)
= ı(X ∗2 DX1 −X ∗1 DX2)
for Φj,± and D ommute (all of them are diagonal), Φ
∗
j,± = Φj,∓ and
−Φ1,+Φ2,− + Φ1,−Φ2,+ = ıD−1
(f. (11)). Owing to the property (15) we have
V ∗− V− = V
∗
+ V+ (17)
whih jointly with the property (14) implies that
KerV− = Ker V+ = Ker
(
V−
V+
)
= Ker
(
X1
X2
)
= 0.
The only possible hoie of the matries Y and U satisfying (16) is
Y = V −1− , U = V+V
−1
− .
The matrix U is atually unitary beause of (17).
Conversely, we have to show that any ouple of matries X1, X2 related
to a unitary matrix U aording to the rule
(
X1
X2
)
= J
(
I
U
)
obeys (14) and (15). Condition (14) is obvious sine J is regular and ondi-
tion (15) is again a matter of a diret omputation. In more detail, sine it
holds
X ∗1 DX2 −X ∗2 DX1 =
(
I U∗
)
J∗
(
0 D
−D 0
)
J
(
I
U
)
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it sues to verify that
J∗
(
0 D
−D 0
)
J = ı
(
I 0
0 −I
)
.
This onludes the proof of the above proposition.
Using this orrespondene one an relate to a ouple X1, X2 ∈ Mat(2,C)
obeying (14) and (15) a self-adjoint extension H determined by the ondition
ψ ∈ Dom(H)⇐⇒
(
Φ1(ψ)
Φ2(ψ)
)
∈ Ran
(
X1
X2
)
. (18)
Two ouples (X1, X2) and (X
′
1, X
′
2) determine the same self-adjoint exten-
sion if and only if there exists a regular matrix Y suh that (X ′1, X
′
2) =
(X1Y,X2Y ). Moreover, all the self-adjoint extensions an be obtained in this
way.
We shall restrit ourselves to an open dense subset in the spae of all
self-adjoint extensions by requiring the matrix X2 to be regular. In that ase
we an set diretly X2 = I and rename X1 = Λ. Thus Λ is a 2 × 2 omplex
matrix satisfying
DΛ = Λ∗D. (19)
The orresponding self-adjoint extension will be denoted HΛ. The ondition
(18) simplies in an obvious way. We onlude that HΛ ⊂ L∗ and ψ ∈
Dom(L∗) belongs to Dom(HΛ) if and only if
Φ1(ψ) = ΛΦ2(ψ), (20)
and this is in fat the sought boundary ondition.
Matries Λ obeying (19) an be parametrised by four real parameters (or
two real and one omplex). We hoose the parameterisation
Λ =
(
u αw¯
(1− α)w v
)
, u, v ∈ R, w ∈ C.
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The relation between Λ and U reads
Λ = (Φ1,+ + Φ1,−U)(Φ2,+ + Φ2,−U)
−1
(21)
(provided the RHS makes sense).
The most regular among the boundary onditions is Φ1(ψ) = 0, i.e.
the one determined by Λ = 0, and the orresponding self-adjoint extension
is nothing but the standard Aharonov-Bohm Hamiltonian HAB disussed in
Setion 3. Aording to (21) HAB orresponds to the unitary matrix
U = −Φ−11,−Φ1,+ = diag
{
−Γ
(
1
2
+ ı
2B
)
Γ
(
1
2
− ı
2B
) ,−Γ
(
1
2
+ α + ı
2B
)
Γ
(
1
2
+ α− ı
2B
)
}
.
6 The spetrum
Let us now proeed to the disussion of spetral properties of the desribed
self-adjoint extensions. It is lear from what has been explained up to now
that everything interesting is happening in the two ritial setors of the
angular momentum labeled by m = −1 and m = 0. To state it more formally
we deompose the Hilbert spae into an orthogonal sum of the stable and
ritial parts,
H = Hs ⊕Hc
where
Hs =
∑⊕
m∈Z\{−1,0}
L2(R+, r dr)⊗ C eımθ, Hc = L2(R+, r dr)⊗ (C e−ıθ ⊕ C 1).
A self-adjoint extension HΛ deomposes orrespondingly,
HΛ = HΛ|Hs ⊕HΛ|Hc ,
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and we know that on Hs the operator HΛ oinides with the standard AB
Hamiltonian,
HΛ|Hs = HAB|Hs.
Thus
σ(HΛ) = σ(HAB|Hs) ∪ σ(HΛ|Hc)
and, as explained in Setion 3,
σ(HAB|Hs) = {B(2k + 1); k ∈ Z+} ∪ {B(2k + 2α + 1); k ∈ N}
where the multipliity of the eigenvalue B(2k + 1) is innite while the mul-
tipliity of the eigenvalue B(2k + 2α + 1) equals k. On the other hand,
σ(HAB|Hc) = {B(2k + 1); k ∈ Z+} ∪ {B(2k + 2α+ 1); k ∈ Z+}
where all the eigenvalues are simple (the rst set is a ontribution of the
setor m = −1 while the seond one omes from the setor m = 0). Sine the
deieny indies are nite the Krein's formula jointly with Weyl Theorem
[11, Theorem XIII.14℄ tells us that the essential spetrum σess(H
Λ|Hc) is
empty for any Λ. Thus the spetrum of HΛ|Hc is formed by eigenvalues whih
are at most nitely degenerated and have no nite aumulation points.
Let us derive the equation on eigenvalues for the restrition HΛ|Hc . Let
λ ∈ R. In eah of the setors m = −1, 0 there exists exatly one (up to a
multipliative onstant) solution of the equation (L∗)mf = λf whih is L
2
-
integrable at innity (with respet to the measure r dr) and we may take for it
the funtion g2m(λ; r) e
ımθ
(f. (4)). For a seond linearly independent solution
one may take g1m(λ; r) e
ımθ
provided β(m, λ) 6∈ −Z+ (f. (5)). If β(m, λ) ∈
−Z+ then a possible hoie of a seond linearly independent solution is
r|m+α|H
(
β(m, λ), γ(m),
Br2
2
)
exp
(
−Br
2
4
)
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where
H(β, γ, z) = z1−γF (β − γ + 1, 2− γ, z)
(f. (6)).
Thus λ is an eigenvalue of HΛ|Hc if and only if there exists a vetor
(µ, ν) ∈ C2 \ {0} suh that the funtion
ψλ(r, θ) = µ g
2
−1(λ; r) e
−ıθ + ν g20(λ; r)
satises the boundary ondition (20). Using again (4) and (7) one nds that
Φ1(ψλ) =
(
a−1 0
0 a0
)(
µ
ν
)
, Φ2(ψλ) =
(
b−1 0
0 b0
)(
µ
ν
)
,
where
a−1 =
Γ(1− α)
Γ
(
1
2
− λ
2B
) (B
2
)−1+α
, b−1 =
Γ(−1 + α)
Γ
(−1
2
+ α− λ
2B
) ,
a0 =
Γ(α)
Γ
(
1
2
+ α− λ
2B
) (B
2
)−α
, b0 =
Γ(−α)
Γ
(
1
2
− λ
2B
) .
This immediately leads to the desired equation on eigenvalues whih takes
the form detA = 0 where
A =
(
a−1 0
0 a0
)(
µ
ν
)
− Λ
(
b−1 0
0 b0
)
.
After the substitution
z =
1
2
− λ
2B
, i.e. λ = B(1− 2z),
20
we get
Γ(1− α)Γ(α)
Γ(z)Γ(z + α)
2
B
− Γ(α)Γ(α− 1)
Γ(z + α− 1)Γ(z + α)
(
2
B
)α
u
− Γ(1− α)Γ(−α)
Γ(z)2
(
2
B
)1−α
v
+
Γ(α− 1)Γ(−α)
Γ(z)Γ(z + α− 1) (uv − α(1− α)|w|
2) = 0.
To simplify somewhat the form of the equation it is onvenient to resale the
parameters as follows,
ξ =
(
B
2
)1−α
Γ(α)
Γ(2− α) u, η =
(
B
2
)α
Γ(1− α)
Γ(1 + α)
v, ζ =
√
B
2
|w|. (22)
Finally we arrive at an equation depending on three real parameters ξ, η, ζ ,
namely
1
Γ(z) Γ(z + α)
+
ξ
Γ(z + α− 1) Γ(z + α) +
η
Γ(z)2
+
ξ η − ζ2
Γ(z) Γ(z + α− 1) = 0.
(23)
There is no hane to solve equation (23) expliitly apart of some parti-
ular ases. One of them, of ourse, orresponds to the standard AB Hamil-
tonian. This ase is determined by the values of parameters ξ = η = ζ = 0
and the roots of (23) form the set −Z+ ∪ (−α − Z+). Consider also the
ase when when ξ = η = 0 and ζ 6= 0 with the set of roots equal to
−Z+∪(−α−Z+)∪{1−α+ζ−2}. Comparing the latter ase to the former one
we see that there is one additional root, namely 1− α + ζ−2, whih esapes
to innity when ζ → 0.
In the last partiular ase one an also onsider the limit ζ → ∞. More
generally, suppose that det Λ 6= 0, i.e. ξη− ζ2 6= 0, replae Λ with tΛ in (20)
and take the limit t→∞. The limiting boundary ondition reads
Φ2(ψ) = 0
21
and the orresponding self-adjoint extension whih we shall all H∞ is one
of those omitted when we restrited ourselves to an open dense subset in
the spae of all self-adjoint extensions (regarded as a a 4-dimensional real
manifold). Equation (23) redues in this limit to the equation
1
Γ(z) Γ(z + α− 1) = 0 (24)
with the set of roots −Z+ ∪ (1− α− Z+).
Another ase when equation (23) simplies though it is not solvable ex-
pliitly is ζ = 0. This is easy to understand sine if ζ = 0 then the matrix
Λ is diagonal and the two ritial setors of angular momentum do not in-
terfere. This is reeted in the fat that the equation (23) splits into two
independent equations,
1
Γ(z)
+
ξ
Γ(z + α− 1) = 0,
1
Γ(z + α)
+
η
Γ(z)
= 0.
Let us shortly disuss the dependene of roots of equation (23) on the
parameters ξ, η, ζ . Sine the derivative of the LHS of (23) with respet to z
and with the values of parameters (ξ, η, ζ) = (0, 0, 0) equals
(−1)mm!
Γ(−m+ α) 6= 0 for z = −m, and
(−1)mm!
Γ(−m− α) 6= 0 for z = −m− α,
where m ∈ Z+, the standard Impliit Funtion Theorem (analyti ase) is
suient to onlude that the roots are analyti funtions in ξ, η, ζ at least in
some neighbourhood of the origin (depending in general on the root). Let us
denote by z1,m(ξ, η, ζ) and z2,m(ξ, η, ζ) the roots of (23) regarded as analyti
funtions in ξ, η, ζ and suh that z1,m(0, 0, 0) = −m and z2,m(0, 0, 0) = −α−
m, with m ∈ Z+. A straightforward omputation results in the following
power series trunated at degree 4.
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Set
h0m(z) =
m∑
j=1
1
j
− γ − ψ(z),
h1m(z) =
π2
6
+
m∑
j=1
1
j2
− ψ′(z),
h2m(z) = −2 ζ(3) + 2
m∑
j=1
1
j3
− ψ′′(z),
where γ is the Euler onstant, ψ(z) = Γ′(z)/Γ(z) is the digamma funtion
and ζ is the zeta funtion. Then
z1,m(ξ, η, ζ) = −m+ (−1)
m+1
m! Γ(−1 −m+ α) ξ +
h0m(−1−m+ α)
(m!)2 Γ(−1−m+ α)2 ξ
2
+
(−1)m+1 (3 h0m(−1 −m+ α)2 + h1m(−1−m+ α))
2 (m!)3 Γ (−1 −m+ α)3 ξ
3
+
(−1)m (1 +m− α)
m! Γ(−1−m+ α) ξ ζ
2
+
1
6 (m!)4 Γ(−1 −m+ α)4
(
4 h0m(−1 −m+ α) (25)
× (4 h0m(−1−m+ α)2 + 3 h2m(−1 −m+ α))
+ h2m(−1−m+ α)
)
ξ4
+
3− 2 (1 +m− α) h0m(−m+ α)
(m!)2 Γ(−1 −m+ α)2 ξ
2ζ2 + · · · ,
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z2,m(ξ, η, ζ) = −α−m+ (−1)
m+1
m! Γ(−m− α) η +
h0m(−m− α)
(m!)2 Γ(−m− α)2 η
2
+
(−1)m+1 (3 h0m(−m− α)2 + h1m(−m− α))
2 (m!)3 Γ (−m− α)3 η
3
+
(−1)m (m+ 1)
m! Γ(−m− α) η ζ
2
+
1
6 (m!)4 Γ(−m− α)4
(
4 h0m(−m− α) (26)
× (4 h0m(−m− α)2 + 3 h2m(−m− α))
+ h2m(−m− α)
)
η4
+
1− 2 (m+ 1) h0m(−m− α)
(m!)2 Γ(−m− α)2 η
2ζ2 + · · · .
A similar analysis an be arried out to get the asymptoti behaviour of
roots for ξ, η, ζ large. To this end assume that ξη − ζ2 6= 0 and set
ξ′ =
ξ
ξη − ζ2 , η
′ =
η
ξη − ζ2 , ζ
′ =
ζ
ξη − ζ2 .
Notie that ξ′η′ − ζ ′2 = (ξη − ζ2)−1. Equation (23) beomes
ξ′η′ − ζ ′2
Γ(z) Γ(z + α)
+
ξ′
Γ(z + α− 1) Γ(z + α) +
η′
Γ(z)2
+
1
Γ(z) Γ(z + α− 1) = 0.
(27)
Roots of (27) are analyti funtions in ξ′, η′, ζ ′ at least in some neighbourhood
of the origin. Again, it would be possible to ompute the beginning of the
orresponding power series and to derive formulae similar to those of (25),
(26) but we avoid doing it here expliitly.
Instead we prefer to plot two graphs in order to give a reader some im-
pression about how the eigenvalues may depend on the parameters, i.e. on
the boundary onditions. In eah graph we hoose a line in the parameter
spae, {(ξt, ηt, ζt) ∈ R3; t ∈ R}, and we depit the dependene on t of several
rst eigenvalues for the orresponding self-adjoint extension restrited to Hc
(see (22) for the substitution). In the both graphs we have set α = 0.3 and
B = 1.
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Probably the most omplete general information whih is available about
solutions of equation (23) might be a loalisation of roots of this equation
with respet to a suitable splitting of the real line into intervals. Let us
hoose the splitting into intervals with boundary points oiniding with the
roots of equation (24). To get the loalisation let us rewrite equation (23),
equivalently provided z 6= −Z+ ∪ (1− α− Z+), as follows
(
Γ(z − 1 + α)
Γ(z)
+ ξ
)(
Γ(z)
Γ(z + α)
+ η
)
= ζ2. (28)
Put
Fα(z) =
Γ(z − 1 + α)
Γ(z)
so that equation (28) an be rewritten as
(Fα(z) + ξ) (F1−α(z + α) + η) = ζ
2. (29)
It is easy to arry out some basi analysis of the funtion Fα(z). We
have Fα
′(z) = Fα(z) (ψ(z − 1 + α) − ψ(z)). One observes that Fα(z) > 0
for z ∈ ]1− α,+∞[ ∪
(⋃
m∈Z+
]− α−m,−m[
)
, and Fα(z) < 0 for z ∈⋃
m∈Z+
]−m, 1− α−m[ , and in any ase Fα′(z) < 0. In the former ase this
follows from the fat that ψ(z) is stritly inreasing on eah of the intervals
]0,+∞[ and ]−m− 1,−m[ , with m ∈ Z+. In the latter ase this is a
onsequene of the identity
ψ(z − 1 + α)− ψ(z) = π sin(πα)
sin(πz) sin(π(z + α))
+
∫ ∞
0
e−(1−z) t
(
1− e−(1−α) t)
1− e−t dt.
Moreover,
lim
z→+∞
Fα(z) = 0, lim
z→(1−α−m)±
Fα(z) = ±∞ and Fα(−m) = 0 for m ∈ Z+.
This also implies that F1−α(z+α) > 0 for z ∈ ]0,+∞[ ∪
(⋃
m∈Z+
]− 1−m,−α −m[
)
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and F1−α(z) < 0 for z ∈
⋃
m∈Z+
]− α−m,−m[ , in any ase F1−α′(z+α) <
0, and
lim
z→+∞
F1−α(z + α) = 0, lim
z→−m±
F1−α(z + α) = ±∞,
and F1−α(−α −m) = 0 for m ∈ Z+.
With the knowledge of these basi properties of the funtion Fα(z) it
is a matter of an elementary analysis to determine the number of roots of
equation (29) in eah of the intervals ]1− α,+∞[ , ]−m, 1− α−m[ and
]− α−m,−m[ , with m ∈ Z+. The result is summarised in the following
tables.
interval ]1− α,+∞[
onditions number of roots
ξ ≥ 0 η ≥ 0 ζ2 > ξη 1
ξ ≥ 0 η ≥ 0 ζ2 ≤ ξη 0
ξ ≥ 0 −Γ(1− α) < η < 0 no ondition 1
ξ ≥ 0 η ≤ −Γ(1 − α) no ondition 0
ξ < 0 η ≥ 0 no ondition 1
ξ < 0 −Γ(1− α) < η < 0 ζ2 ≥ ξη 1
ξ < 0 −Γ(1− α) < η < 0 ζ2 < ξη 2
ξ < 0 η ≤ −Γ(1 − α) ζ2 ≥ ξη 0
ξ < 0 η ≤ −Γ(1 − α) ζ2 < ξη 1
interval ]0, 1− α[
onditions number of roots
ξ ≤ 0 η ≥ −Γ(1− α) 0
ξ ≤ 0 η < −Γ(1− α) 1
ξ > 0 η ≥ −Γ(1− α) 1
ξ > 0 η < −Γ(1− α) 2
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intervals ]− α−m,−m[ , m ∈ Z+
onditions number of roots
ξ ≥ 0 η ≤ 0 0
ξ ≥ 0 η > 0 1
ξ < 0 η ≤ 0 1
ξ < 0 η > 0 2
intervals ]− 1−m,−α −m[ , m ∈ Z+
onditions number of roots
ξ ≤ 0 η ≥ 0 0
ξ ≤ 0 η < 0 1
ξ > 0 η ≥ 0 1
ξ > 0 η < 0 2
This is to be ompleted with the simple observation that 1 − α is a root of
(23) if and only if η = −Γ(1 − α), and −m, with m ∈ Z+, is a root if and
only if ξ = 0, and nally −α−m, with m ∈ Z+, is a root if and only if η = 0.
Let us note that this loalisation is in agreement with a general result
aording to whih if A and B are two self-adjoint extensions of the same
symmetri operator with nite deieny indies (d, d) then any interval J ⊂
R not interseting the spetrum of A ontains at most d eigenvalues of the
operator B (inluding multipliities) and no other part of the spetrum of B
[12, 8.3℄. Thus in our example if J is an open interval whose boundary points
are either two subsequent eigenvalues of H∞ or the lowest eigenvalue of H∞
and −∞ then any self-adjoint extension HΛ has at most two eigenvalues in
J .
7 Conluding remarks
The above disussion does not exhaust all questions related to the system
under onsideration. One may ask, for instane, how the state of suh a
partile evolves under an adiabati hange of parameters. In partiular,
sine the model exhibits eigenvalue rossings, one may expet that there
are parameter loops exhibiting a nontrivial Berry phase. Another question
27
onerns the physial meaning of our idealized model. More speially, one
is interested in whih sense the model Hamiltonian an be approximated by
those with smeared ux and a regular interation. We leave these problems
to a future publiation.
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Figure 1: The Hamiltonian is determined by the boundary onditions orre-
sponding to the parameters (ξ, η, ζ) = (0.95 t, 0.25 t, 0.25 t), α = 0.3, B = 1.
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Figure 2: The Hamiltonian is determined by the boundary onditions orre-
sponding to the parameters (ξ, η, ζ) = (0.95 t,−0.25 t, 0), α = 0.3, B = 1.
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