Where to Focus: Deep Attention-based Spatially Recurrent Bilinear
  Networks for Fine-Grained Visual Recognition by Wu, Lin & Wang, Yang
Where to Focus: Deep Attention-based Spatially Recurrent Bilinear Networks for
Fine-Grained Visual Recognition
Lin Wu‡, Yang Wang†
‡The University of Queensland, Australia
†The University of New South Wales, Kensington, Sydney, Australia
lin.wu@uq.edu.au; wangy@cse.unsw.edu.au
Abstract
Fine-grained visual recognition typically depends
on modeling subtle difference from object parts.
However, these parts often exhibit dramatic vi-
sual variations such as occlusions, viewpoints, and
spatial transformations, making it hard to detect.
In this paper, we present a novel attention-based
model to automatically, selectively and accurately
focus on critical object regions with higher im-
portance against appearance variations. Given an
image, two different Convolutional Neural Net-
works (CNNs) are constructed, where the outputs
of two CNNs are correlated through bilinear pool-
ing to simultaneously focus on discriminative re-
gions and extract relevant features. To capture spa-
tial distributions among the local regions with vi-
sual attention, soft attention based spatial Long-
Short Term Memory units (LSTMs) are incorpo-
rated to realize spatially recurrent yet visually se-
lective over local input patterns. All the above intu-
itions equip our network with the following novel
model: two-stream CNN layers, bilinear pooling
layer, spatial recurrent layer with location atten-
tion are jointly trained via an end-to-end fashion
to serve as the part detector and feature extrac-
tor, whereby relevant features are localized and ex-
tracted attentively. We show the significance of our
network against two well-known visual recognition
tasks: fine-grained image classification and person
re-identification.
1 Introduction
Fine-grained recognition such as identifying the species of
birds, models of aircrafts, identities of persons, is a challeng-
ing task since the realistic images between categories often
have subtle visual difference, and easily overwhelmed by nui-
sance factors such as the poses, viewpoints or illuminations.
Unlike general object recognition, fine-grained scenario can
be improved by learning critical regions of the objects, to
discriminate different subclasses meanwhile align the objects
from the same class [Huang et al., 2016a; Lin et al., 2015a;
Zhang et al., 2016; Wei et al., 2016].
Input 
image
Two-stream convolutional 
feature extraction + bilinear pooling
lstm
Spatially lstm with attention 
over the image softmax
Figure 1: The attention model with spatially recurrent bilinear
features. The two-stream CNNs detect and extract features
of regions, and spatially LSTMs focus selectively on distinct
parts with visual attention. The white regions show what the
mode is attending to and the brightness indicates the strength
of focus. Best view in color.
1.1 Motivations
The great efforts have been paid for fine-grained recognition.
Motivated by the advances in training deep neural networks,
the recent typical work [Lin et al., 2015b; Wang et al., 2017a;
2015b; Ustinova et al., 2015] has largely improved that by
utilizing a principled bilinear CNNs to localize discrimina-
tive regions and model the appearances conditioned on them.
Specifically, the feature extraction is performed based on the
convolutional layers from two different CNN streams whose
outputs are multiplied using outer product on each region
(a.k.a bilinear pooling), on which sum-pooling over all re-
gions is performed to derive global image descriptor. The
resulting orderless features are normalized, and fed into the
softmax layer for classification. However, such spatial rela-
tionship is disposed in bilinear combination. Essentially, con-
volutional layers are using sliding filters, and their outputs,
known as feature maps, which involve not only the strength of
the responses, but also their spatial positions. This indicates
that the matching of visual objects should follow its spatial
constraints. For instance, the region containing the head of a
bird should be compared with head region rather than feet.
For fine-grained recognition, humans often abstract dis-
criminative features of these objects and then compare the
similarity among them to find the specific one, which can
be repeated many times with relative spatial distributions
(e.g.,multiple glimpses of each person on his/her hair, jacket,
and pants). As indicated [Rensink, 2000], one of the most cu-
rious facets of the human visual system is “attention”. Rather
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than compress an entire image into static representation, “at-
tention” enables salient features to dynamically come to the
forefront as needed. This is especially important when there
are a lot of clutters in an image, and also in the case of visu-
ally similar objects that are difficult to be distinguished.
1.2 Our approach
Inspired by the observations above, we propose a soft at-
tention model with spatial recurrence for fine-grained visual
recognition, and show how our model dynamically pools con-
volutional features. Specifically, we propose a flexible solu-
tion by simulating the process of human visual system and
learning an end-to-end model from raw images to recurrently
localize discriminative parts of visual objects in spatial ma-
nipulations. The network is designed to nontrivially com-
bine the strengths of bilinear CNNs and multi-dimensional
recurrent neural networks (MDRNNs) [Graves et al., 2007]
to produce spatially expressive representations of feature in-
teractions on critical object regions. Hence, the learned deep
features help discriminate different subclasses (see Fig.1).
To this end, we implement a spatial variant of MDRNNs
with long-short term memory units [Graves and Schimidhu-
ber, 2009], i.e.,spatial LSTMs, which naturally render bilinear
pooled features spatially-context aware due to its capacity to
capture long-range correlations. These recurrent connections
are dynamically pooled via our soft attention mechanism to
create flexible internal representations on focused object re-
gions, yet robust to localized distortions along any combina-
tion of the input dimensions.
Contributions The major contributions are three-fold: (1)
We present a novel deep spatially recurrent model with visual
attention. The proposed method is based on spatial LSTMs
that benefits the bilinear features with spatial manipulations
to focus on the most relevant regions but also to render those
regions robust against potential transformations and local dis-
tortions; (2) We delivered an interesting intuitions on our net-
work from visualizing “where” and “what”, the attention fo-
cused on through stochastic back-propagation of classifica-
tion errors in an end-to-end fashion; (3) We show that us-
ing these features for visual recognition delivers better results
compared with spatial pyramid pooling [He et al., 2014]. Our
model is a powerful mechanism to learn to attend at the right
regions to extract relevant information for recognition, which
outperforms the state-of-the-arts throughout the typical visual
recognition tasks.
2 Related work
2.1 Fine-grained visual object recognition
A number of effective fine-grained recognition methods
have been developed in the literature [Branson et al., 2014;
Huang et al., 2016a; Lin et al., 2015a; Zhang et al., 2016;
Wu et al., 2017c; Wu and Wang, 2017b; Wu et al., 2016b;
2016a; 2017a; 2017b; Wei et al., 2016; Lin et al., 2015b;
Jaderberg et al., 2015; Zhang et al., 2014]. One pipeline
is to align the objects to eliminate pose variations and the
influence of camera positions, e.g.,[Branson et al., 2014;
Lin et al., 2015a]. Considering that the subtle difference
between fine-grained images mostly resides in the unique
properties of object parts, some approaches based on part-
based representations [Zhang et al., 2014; Lin et al., 2015a;
Azizpour and Laptev, 2012] use both bounding boxes of the
body and part annotations during training to learn an accu-
rate part localization model. The most related work to us
are bilinear CNNs (B-CNNs) [Lin et al., 2015b] and spatial
transformer network [Jaderberg et al., 2015]. B-CNNs intro-
duce bilinear pooling upon the outputs of two different CNN
streams in order to separate part detector and feature extrac-
tor. Nonetheless, the resulting bilinear features are orderless
in which spatial relationship is disposed. In [Jaderberg et al.,
2015], a module of spatial transformation is embedded into
CNNs such that features from CNNs are invariant against a
variety of spatial transformations. However, the region detec-
tion and feature extraction are not fully studied. By contrast,
we enhance bilinear CNNs with visual attention in spatial re-
currence which inherits the advantage of bilinear models and
learns features not only robust against potential spatial trans-
formations but also useful in salient region modeling.
2.2 Long-short term memory with attention
Attention models add a dimension of interoperability by cap-
turing where the model is focusing its attention when per-
forming a particular task. For example, a recent work of Xu
et al.[Xu et al., 2015] used both soft attention and hard atten-
tion mechanism to generate image descriptions. Their model
actually looks at the respective objects when generating their
description. Building upon this work, Sharma et al.[Sharma
et al., 2016] developed recurrent soft attention based models
for action recognition and analyzed where they focus their
attention. However, that method is limited in learning rep-
resentations in spatial constraints, which turn out to be cru-
cial in visual recognition. In this paper, we propose recurrent
attention model to generate location dependent features by
learning to attend on spatial regions. To our best knowledge,
our work is the first of realizing attention mechanism to fine-
grained visual recognition.
3 Deep spatially recurrent bilinear model
with visual attention
The attention model can be presented in a quadruple M =
([gA, gB ],B,S,C), where gA and gB are feature functions,
B is bilinear pooling, S is a spatial recurrent function with
LSTM units, and C is a classification function. In our archi-
tecture, each image is first processed by two separate CNNs
(gA and gB) to produce features at particular part locations.
Then a bilinear pooling B allows pairwise correlations be-
tween feature channels and part detectors. After that, spatial
LSTMs are used to model the spatial distribution of images
with visual attention and produce hidden states as feature rep-
resentation that can be fed into classification function C. In
the following sections, we will explain each of the compo-
nents in greater details.
3.1 Convolutional features
We consider two CNNs to extract features to produce fea-
tures for bilinear pooling. Specifically, we use CNNs pre-
trained on the ImageNet dataset [Krizhevsky et al., 2012]:
LK K �𝐷𝐷
B
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Figure 2: The soft attention mechanism.
M-Net [Chatfield et al., 2014] and D-Net [Simonyan and Zis-
serman, 2015], truncated at the convolutional layer including
non-linearities as feature functions. The architectures of the
two CNNs are shown in Table 1. For notational simplicity, we
refer to the complete CNNs as a function, conv5 = gA(I),
conv′5 = gB(I) for the two CNNs, that take an imageI as input and produces activations of the last convolution
(conv5/conv5 4) as output.
3.2 Bilinear pooling
In CNNs, a feature function is defined as a mapping that
takes an input image I at location L and outputs the feature
of determined size D, that is, g : I × L → R1×D. Let
gA ∈ Ra×a×DA and gB ∈ RK×K×DB denote the feature
outputs from the last convolution, whereK×K is the feature
dimension, DA and DB denote respective feature channels.
Feature outputs from the two feature extractors are combined
at each location using the outer product, i.e.,bilinear pooling
operation of gA and gB at a location l:
B(l, I, gA, gB) = gA(l, I)T gB(l, I). (1)
Thus, the bilinear formB ∈ RK×K×Dˆ (Dˆ = DADB) allows
the outputs of two feature streams to be conditioned on each
other by considering all their pairwise interactions. Specifi-
cally, in our architecture, the outer product of the deep fea-
tures from two CNN streams are calculated for each spatial
location, resulting in the quadratic number of feature maps.
Our intention here is to fuse two networks such that chan-
nel responses at the same position are put in correspondence.
To motivate this, consider the case of recognizing a bird, if a
filter in a CNN has responses to textures of some spatial loca-
tion (head or wing), and the other network can recognize the
location, and their combination then discriminates this bird
species. To sequentially focus on different parts of the visual
object and extract relevant information, bilinear features are
filtered by location-dependent importance, which takes the
expectation of the whole 2-D features, i.e.,I = EL[B] where
L is a location matrix over K ×K locations, which encodes
the strength of focus (defined in Eq. (3)).
3.3 Spatial LSTM with soft attention mechanism
The resulting bilinear features only allow feature interaction
at every location on the spatial grid of last convolution out-
puts. The statistical correlations among grids should be cap-
tured in order to make the model flexible in local feature
displacement and robust to potential spatial transformations.
Meanwhile, different parts of an object should be assigned
different weights from which more relevant informations can
be retained. To model the distribution of locations, we em-
ploy spatial LSTM [Graves and Schimidhuber, 2009], which
can be modified with location attention mechanism to achieve
adaptive visual attention. For each location (i, j) on a two-
dimensional grid of I, the operations performed by spatial
LSTM are given by
ii,j = σ(WxiI<i,j +W
r
hihi,j−1 +W
l
hihi−1,j)
f li,j = σ(W
l
xfI<i,j +W
l
hfhi−1,j)
fri,j = σ(W
r
xfI<i,j +W
r
hfhi,j−1)
oi,j = σ(WxoI<i,j +W
l
hohi−1,j +W
r
hohi,j−1)
gi,j = tanh(WxcI<i,j +W lhchi−1,j +W
r
hchi,j−1)
ci,j = gi,j  ii,j + ci,j−1  fri,j + ci−1,j  f li,j
hi,j = tanh(ci,j  oi,j)
(2)
where σ is the sigmoid function, indicates an element-wise
product. W are the weights connecting the layers of the neu-
rons. Let Ii,j be the feature at location (i, j), and I<i,j des-
ignate the set of locations Im,n such at m < i or m = i
and n < j. In our model, we limit I<i,j to a smaller neigh-
borhood surrounding the specific location, referred to casual
neighborhood. This is based on the assumption that each lo-
cation is stationary to local displacement or shift invariance.
Deterministic soft attention The feature cube of I is com-
puted by multiplying location attention matrix over bilinear
features B: I = EL[B]. This formulates a deterministic at-
tention model by computing a soft attention weighted bilin-
ear features. Specifically, the location attention is formulated
into a location dependent matrix, L, which is a softmax over
K×K locations. The location softmax is defined as follows,
Lu,v = P (L = (u, v)|hi,j) = exp(U
T
u,vhi,j)∑i
u=1
∑j
v=1(U
T
u,vhi,j)
, (3)
where Uu,v are the weights mapping to the (u, v) element of
the location softmax, and L is a random variable which can
take 1-of-K2 values. This softmax can be thought of as the
probability with which our model deems the corresponding
region in the input frame is important. After calculating these
probabilities, the soft attention mechanism [Bahdanau et al.,
2015; Xu et al., 2015] computes the expected values of the
input by taking expectation over the feature slices at different
regions (see Fig.2):
I = EP (Lu,v|hi,j)[Bi,j ] =
i∑
u=1
j∑
v=1
Lu,vBu,v. (4)
where B is the bilinear pooled feature tube, and Bu,v is the
(u, v) slice of the feature cube within the region Bi,j . This
corresponds to feeding in a soft weighted feature cube into
the system, and the whole model is smooth and differentiable
under the deterministic attention. Thus, learning end-to-end
is trivial by using standard back-propagation.
3.4 Loss function and attention penalty
In the training of our model, we use cross-entropy loss cou-
pled with the doubly stochastic penalty regularization [Xu et
Table 1: CNN architectures. Each architecture contains 5 convolutional layers (conv 1-5). In M-Net, the details of each
convolutional layer are given in three sub-rows: the first specifies the number of convolution filters and their receptive field
size as “num × size × size”; the second indicates the convolution stride (“st.”) and spatial padding (“pad”); the third indicates
if Local Response Normalisation (LRN) is applied, and the max-pooling downsampling factor. In D-Net, each convolutional
layer has additional 1 × 1 convolution filters (e.g.,conv1 2), which can be seen as linear transformation of the input channels.
The convolution stride is fixed to 1 pixel, and padding is 1 pixel for 3× 3 convolution layers.
Arch. conv1 conv2 conv3 conv4 conv5
M-Net
96× 7× 7
st. 2, pad 0
LRN, ×2 pool
256× 5× 5
st. 2, pad 1
LRN, ×2 pool
512× 3× 3
st. 1, pad 1
-
512× 3× 3
st. 1, pad 1
-
512× 3× 3
st. 1, pad 1
-
D-Net
conv1 1(64× 3× 3)
conv1 2(64× 1× 1)
× 2 pool
conv2 1(128× 3× 3)
conv2 2(128× 1× 1)
× 2 pool
conv3 1(256× 3× 3)
conv3 2(256× 1× 1)
conv3 3(256× 1× 1)
conv3 4(256× 1× 1)
conv4 1(512× 3× 3)
conv4 2(512× 1× 1)
conv4 3(512× 1× 1)
conv4 4(512× 1× 1)
conv5 1(512× 3× 3)
conv5 2(512× 1× 1)
conv5 3(512× 1× 1)
conv5 4(512× 1× 1)
al., 2015], which encourages the model to pay equal atten-
tion to every part of the image. We impose an additional con-
straint over the location softmax, so that
∑
Lu,v ≈ τ where
τ ≥ K2/Dˆ. Finally, the loss function is defined as follows:
Loss =
C∑
i=1
yi log yˆi + λ
∑
u,v
(τ − Lu,v)2 + γ
∑
i
∑
j
Θ2i,j , (5)
where y is the one hot label vector, yˆ is the vector of class
probabilities, which is computed via Eq.(6), C is the number
of output classes, λ is the attention penalty coefficient, γ is
the weight decay coefficient, and Θ represents all the model
parameters. The computation of yˆ is
P (yˆ = j|x) = e
x·wj∑C
c=1 e
x·wc
(6)
where x is the feature vector from the network, and P (yˆ =
j|x) is to predict the probability for the j-th class given x
over a combination of C linear functions. The gradients of
classification, recurrent layer of LSTM units, bilinear layer,
and two-stream CNNs with convolution, pooling, and non-
linear activations can be computed using the chain rule. We
use the following initialization strategy [Xu et al., 2015] for
the cell states, and hidden states of spatial LSTM for faster
convergence:
c0 = finit,c
(
1
K2
K∑
u
K∑
v
Bu,v
)
,h0 = finit,h
(
1
K2
K∑
u
K∑
v
Bu,v
)
(7)
where finit,c and finit,h are two multi-layer perceptions and
these values are used to calculate the first location matrix L
which determines the initial input of I. Details about archi-
tecture and hyper-parameters are given in Section 4.2.
4 Experiments
To evaluate the effectiveness of the proposed method, we con-
duct experiments by comparison to a variety of baselines and
state-of-the-arts on two applications: fine-grained image clas-
sification and person re-identification.
Why on fine-grained image categorization and person re-
identification? Fine-grained recognition tasks refer to test
Figure 3: Examples from birds dataset (left), cars dataset
(middle), aircraft dataset (right), and examples from per-
son re-identification dataset: VIPeR (left), CUHK03 dataset
(middle), and Market1501 (right).
the property of the proposed method in localizing object parts
and modeling the appearance conditioned on detected loca-
tions while being robust against a range of spatial transfor-
mations. Person re-identification shares much similar to fine-
grained categorizations where the matching process often re-
sorts to the analysis of texture details and body parts to be
localized. Also, the spatial distribution among distinguished
parts is a helpful prior in recognizing identities.
4.1 Baselines
The following baselines are used in our experiments: (1)
CNN with fully-connected layers (FC-CNN): The input im-
age is resized to 224× 224 and mean-subtracted before prop-
agating it through the CNN. For fine-tuning, we replace the
1000-way classification layer trained on the ImageNet with
a k-way softmax layer where k is the number of classes in
target dataset. The layer before the softmax layer is used to
extract features. (2) Fisher vectors with CNN features (FV-
CNN): Following [Cimpoi et al., 2015], we construct a de-
scriptor using FV pooling of CNN filter bank responses with
64 GMM components. FV is computed on the output of the
last convolution layer. Following [Lin et al., 2015b], the input
images are resized to 448× 448 and pool features in a single-
scale. (3) Fisher vectors with SIFT features (FV-SIFT): It
is implemented by using dense SIFT features over 14 dense
overlapping 32 × 32 pixels regions with a step stride of 16
pixels in both direction. The features are PCA projected be-
fore learning a GMM with 256 components. (4) Bilinear
CNN classification model (B-CNN) [Lin et al., 2015b]: This
method is to perform bilinear pooling on the output features
Table 2: Fine-grained categorization results. We report per-
image accuracy on three datasets: CUB-200-2011, without
bounding-boxes on birds body part, aircrafts and cars.
Method Birds Aircrafts Cars
FV-SIFT 18.8 61.0 59.2
FC-CNN [M] 58.8 57.3 58.6
FC-CNN [D] 70.4 74.1 79.8
FV-CNN [M] 64.1 70.1 77.2
FV-CNN [D] 74.7 77.6 85.7
B-CNN [D,M] 84.1 83.9 91.3
B-CNN + SPP [D,M] 86.9 86.7 92.5
Krause et al. 82.0 - 92.6
Part-based R-CNN 73.9 - -
Pose-normalized CNN 75.7 - -
Spatial transformer 84.1 - -
Chai et al. - 72.5 78.0
Gosselin et al. - 80.7 82.7
Ours [D,M] 89.7 88.4 93.4
from two CNN streams. Then, orderless sum-pooling is em-
ployed to aggregate the bilinear features across the image. We
use the model initialized with a D-Net and a M-Net (B-CNN
[D,M]). The input images are resized to 448 × 448 and fea-
tures are extracted using two networks before bilinear combi-
nation, sum-pooling and normalization. The D-Net produces
output 28 × 28 while M-Net has 27 × 27. Thus, a down-
sampling is conducted by dropping a row and a column from
D-Net outputs. (5) Bilinear CNN model with spatial pyramid
pooling [He et al., 2014] (B-CNN+SPP): To have fair com-
parison, we perform a 2-level pyramid [He et al., 2014]: 2×2
and 1×1 subdivisions. (6) The proposed method: Identical to
B-CNN, features are extracted using two CNNs with outputs
from the last convolutional layer (conv5+relu for M-Net and
conv54+relu for D-Net), followed by bilinear pooling, spatial
recurrence with visual attention, and flattening.
4.2 Implementations
In all of our experiments, model architecture and hyper-
parameters are set using cross-validation. In particular, we
train a 2-layer spatial LSTM model for all datasets, where the
dimensionality of the hidden state and cell state are set to 512.
The attention penalty coefficient λ is set to be 1, weight de-
cay γ = 10−5, and use dropout rate of 0.5 at all non-recurrent
connections. In fact, the training of proposed model is fine-
tuning the components of of pre-trained two CNNs, and spa-
tial recurrence. To this end, we add a k-way softmax layer.
We adopt the two-step training procedure [Branson et al.,
2014] where we first train the last layer using logistic regres-
sion, followed by a fine-tuning the entire model using back-
propagation for a number of epochs at a small learning rate
(η = 0.001). Once the fine-tuning is done, training and val-
idation sets are combined to train one-vs-all linear SVMs on
the extracted features. In experiments, we employ two kinds
of data augmentation: flipping and shifting. For flipping, we
flip each sample horizontally to allow the model observe mir-
ror images of the original images during training. For shift-
ing, we shift each image by 5 pixels to the left, 5 pixels to
the right, and then further shift it by 3 pixels to the top, and 3
pixels to the bottom. This procedure makes the model more
robust to slight shifting of an object in an image. The shifting
was done without padding the borders of the images.
4.3 Results on fine-grained image classification
We conduct experiments on three fine-grained datasets: bird
species [Wah et al., 2011], aircrafts [Maji et al., 2013], and
cars [Krause et al., 2013]. Examples selected from the three
datasets are shown in Fig.3.
Birds species classification
The CUB-200-2011 dataset [Wah et al., 2011] contains
11,788 images of 200 bird species. All methods are evalu-
ated in a protocol where the object bounding-boxes are not
provided in both training and testing phase. The comparison
results without bounding boxes are shown in Table 2. We can
see that FV-CNN[D] 74.7% and FV-CNN[M] 64.1% achieves
better results than FC-CNN [D] 70.4% and FC-CNN [M]
58.8%. This is mainly because FV-CNN pools local features
densely within the described regions, and therefore more apt
at describing local patch textures. Our method achieves the
best results compared with B-CNN and B-CNN+SPP in all
corresponding variants. More recent results are reported by
Krause et al.[Krause et al., 2015] where 82% accuracy is
achieved by leveraging more accurate CNN models to train
part detectors in a weakly supervised manner. Part based R-
CNN [Zhang et al., 2014] and pose-normalized CNN [Bran-
son et al., 2014] also perform well on this dataset with ac-
curacy of 73.9% and 75.7%, respectively. However, the two
methods are performing a two-step procedure on part detec-
tion and CNN based classifier. A competing accuracy of
84.1% is achieved by spatial transformer networks [Jaderberg
et al., 2015] while this method only models the spatial trans-
formation locally.
Aircraft classification
The Fine-Grained Visual Classification of Aircraft (FGVC-
Aircraft) dataset [Maji et al., 2013] consists of 10,000 im-
ages of 100 aircraft variants. The task involves discriminating
variants such as Boeing 737-300 from Boeing 737-400, and
thus the difference are very subtle, where sometimes one may
be able to distinguish them by counting the number of win-
dows in the model. In this dataset, airplanes tend to occupy
a large portion of the whole image and appear in a relatively
clear background. Comparison results are reported in Table
2, from which it can be seen that the results of trends are sim-
ilar to those in birds dataset. It is notable that FV-SIFT per-
forms remarkably better (61.0%) and outperforms FC-CNN
[M] (57.3%). In comparison to state-of-the-art approaches,
the two best performing methods [Gosselin et al., 2014] and
[Chai et al., 2013] achieve 80.7% and 72.5%, respectively.
Our method outperforms these approaches by a significant
margin. It indicates that spatial pooling is vital to image cate-
gorization due to its robustness to local feature displacement.
Car model classification
The cars dataset [Krause et al., 2013] contains 16,185 im-
ages of 196 classes. The data is split into 8,144 training im-
ages and 8,041 testing images, where each class has been split
roughly in a 50-50 split. Classes are typically at the level of
Table 3: Rank-1, -5, -10, -20 recognition rate of different methods on the VIPeR, CUHK03 dataset, and mAP on Market1501.
VIPeR CUHK03 Market1501
Method R = 1 R = 5 R = 10 R = 20 R = 1 R = 5 R = 10 R = 20 R = 1 mAP
JointRe-id [Ahmed et al., 2015] 34.80 63.32 74.79 82.45 54.74 86.42 91.50 97.31 - -
SDALF [Farenzena et al., 2010] 19.87 38.89 49.37 65.73 5.60 23.45 36.09 51.96 20.53 8.20
SalMatch [Zhao et al., 2013] 30.16 52.00 62.50 75.60 - - - - - -
PatchStructure [Shen et al., 2015] 34.80 68.70 82.30 91.80 - - - - - -
SCSP [Chen et al., 2016] 53.54 82.59 91.49 96.65 - - - - 51.90 26.35
LocalMetric [Huang et al., 2016b] 42.30 70.99 85.23 94.25 - - - - - -
FPNN [Li et al., 2014] - - - - 20.65 51.32 68.74 83.06 - -
Multi-region [Ustinova et al., 2015] - - - - 63.87 89.25 94.33 97.05 45.58 -
Ours [D,M] 56.11 87.29 93.66 96.97 65.23 90.95 95.73 98.52 54.67 34.33
Make, Model, Year, e.g.,2012 Tesla Model S or 2012 BMW
M3 coupe. Cars in the dataset are smaller and appear in a
more cluttered background, and thus, challenging object and
part localization. Once again the proposed method consis-
tently outperforms all baselines with [D, D] model achieving
93.4% accuracy. Krause et al.[Krause et al., 2015] achieves
92.6%, and methods of [Gosselin et al., 2014] and [Chai et
al., 2013] achieve 82.7% and 78.0%. Our spatial bilinear
model has a clear advantage over these models by attentively
selecting features from regions for matching.
4.4 Results on person re-identification
We perform experiments on three benchmarks: VIPeR [Gray
et al., 2007], and CUHK03 [Li et al., 2014]. The VIPeR
data set contains 632 individuals taken from two cameras
with arbitrary viewpoints and varying illumination condi-
tions. The 632 person’s images are randomly divided into two
equal halves, one for training and the other for testing. The
CUHK03 data set includes 13,164 images of 1360 pedestri-
ans. This dataset provides both manually labeled and detected
pedestrian bounding boxes, and we report results on labeled
data set. The dataset is randomly partitioned into training,
validation, and test with 1160, 100, and 100 identities, respec-
tively. The Market-1501 data set contains 32,643 fully anno-
tated boxes of 1501 pedestrians, making it the largest person
re-id dataset to date. Each identity is captured by at most six
cameras. The dataset is randomly divided into training and
testing sets, containing 750 and 751 identities, respectively.
The evaluation metric we use is Cumulative Matching Char-
acteristic (CMC). This evaluation is performed ten times, and
the average results are reported.
Comparison to state-of-the-art approaches
Comparative experiments with state-of-the-art methods are
conducted, and results are reported in Table 3. It can be seen
that our approach outperforms all competitors consistently on
the two benchmarks on rank-1 recognition accuracy. Com-
pared with some approaches that consider pre-defined spatial
distribution among body parts to improve matching such as
SCSP [Chen et al., 2016], PatchStructure [Shen et al., 2015],
SDALF [Farenzena et al., 2010], and SalMatch [Zhao et al.,
2013], our model is more beneficial to person re-identification
by jointly performing feature extraction and spatial manipula-
tion. Compared with deep learning approaches with compu-
tation on local patch region difference i.e.,JointRe-id [Ahmed
Figure 4: Attending to distinct regions. Best view in color.
et al., 2015], FPNN [Li et al., 2014], and LocalMetric [Huang
et al., 2016b], our method learns features from critical parts,
which helps discriminate different persons with subtle dif-
ferences. Also, our method achieves performance gain over
multi-region based bilinear models [Ustinova et al., 2015]
which manually partition body parts on which bilinear fea-
tures are computed, whereas the proposed network can local-
ize distinct patches with spatial attention and select features
automatically for matching.
Learning to attend Visualizing the attention learned by the
model allows us to interpret the output of the model. In this
sense, our model is more flexible by attending salient regions.
The input to two CNNs is resized to 448× 448, and with five
convolution with max pooling layers and bilinear pooling, we
get an output dimension of 28× 28. In order to visualize the
attention weights for the soft model, we upsample the weights
by a factor of 25 = 32 and apply a Gaussian filter emulate
the large receptive field size. Fig. 4 shows the model learns
alignments that agree very strongly with human intuition.
5 Conclusion
In this paper, we present a deep recurrent soft attention based
model for fine grained visual recognition and analyzed where
they focus their attention. The proposed model tends to rec-
ognize important elements in visual objects that have sub-
tle appearance difference, and thus achieve performance im-
provement. The impressive soft attention models are found
to be computationally expensive since they require all the
features to perform dynamic pooling. In future, we plan
to explore some hard attention solution to sample locations
over input image, as well as kernel approximation to bilin-
ear features and multi-view features [Wang et al., 2015d;
2016b; Wu and Wang, 2017a; Wu et al., 2013b; 2015;
2013a; Wang et al., 2017b; Wang and Wu, 2017a; 2017b;
Wang et al., 2016a; 2015a; 2014a; 2015c; 2014b; 2014c],
which can reduce the computational cost of our model.
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