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Abstract
While fundamental physically realistic Hamiltonians should be invariant under
time reversal, time asymmetric Hamiltonians can occur as mathematical possi-
bilities or effective Hamiltonians. Here, we study conditions under which non-
relativistic Hamiltonians involving particle creation and annihilation, as come up
in quantum field theory (QFT), are time asymmetric. It turns out that the time re-
versal operator T can be more complicated than just complex conjugation, which
leads to the question which criteria determine the correct action of time rever-
sal. We use Bohmian trajectories for this purpose and show that time reversal
symmetry can be broken when charges are permitted to be complex numbers,
where “charge” means the coupling constant in a QFT that governs the strength
with which a fermion emits and absorbs bosons. We pay particular attention to
the technique for defining Hamiltonians with particle creation based on interior-
boundary conditions, and we find them to generically be time asymmetric. Specif-
ically, we show that time asymmetry for complex charges occurs whenever not all
charges have equal or opposite phase. We further show that, in this case, the corre-
sponding ground states can have non-zero probability currents, and we determine
the effective potential between fermions of complex charge.
Key words: anti-unitary operator; time asymmetric Hamiltonian; particle cre-
ation; Bohmian mechanics.
1 Introduction
It is well known that macroscopic irreversibility (i.e., the thermodynamic arrow of time)
is due to special initial conditions while the fundamental laws of physics are time sym-
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metric (i.e., symmetric against time reversal); see, e.g., [16]. In this paper, however, we
also consider time asymmetric Hamiltonians. We explore how non-relativistic Hamilto-
nians involving particle creation and annihilation can be or fail to be time symmetric.
This question comes up naturally when studying Hamiltonians implemented using the
technique of interior-boundary conditions (IBCs), as generic coefficients in an IBC will
lead to time asymmetry. However, the issue is not limited to IBC Hamiltonians but can
arise, as we show, in any situation with particle creation provided that the charges, i.e.,
the coupling constants in front of creation and annihilation terms in the Hamiltonian,
are allowed to be complex rather than real.
We also make the observation that the time reversal operator T in non-relativistic
quantum theories with particle creation is not necessarily given by complex conjugation,
but more generally by complex conjugation followed by multiplication with a phase
factor depending on the particle number. We use Bohmian trajectories to identify
the right representation of time reversal, which is still an anti-unitary operator T , as
one would expect from general and abstract considerations [26, 17]. This Bohmian
approach then makes it possible to prove or disprove the time symmetry of a Hamiltonian
under consideration. Specifically, we show of a Hamiltonian involving the emission and
absorption of bosons by fermions with complex charges that it is time symmetric if and
only if all charges have equal or opposite phases.
Time asymmetric Hamiltonians are rather unfamiliar. For example, usual Hamilto-
nians of non-relativistic quantum mechanics without particle creation, i.e.,
H = −∆ + V (1)
with time-independent real-valued potential V are always time symmetric. As we will
discuss in Section 7, also Hamiltonians with point interactions (Dirac delta potentials)
and those defined by (1) using ordinary local boundary conditions such as Dirichlet and
Neumann boundary conditions are always time symmetric.
Cases of time asymmetric Hamiltonians are known to occur in the presence of an
external magnetic field, as magnetic fields change sign under time reversal; the situation
is parallel to the fact that the space translation invariance of the Hamiltonian is broken
by any non-uniform external field, so that one would perhaps not regard the situation as
a serious violation of time symmetry, as one may have in mind that external fields should
be appropriately transformed as well. Likewise, when V in (1) is time-dependent, then
technically speaking time reversal invariance is broken as (ψ∗)−t 6= (ψt)∗, but it gets
restored if we also transform V (t) 7→ V (−t), as we should for a V including external
fields. Another known case of a time asymmetric Hamiltonian [3] involves the Dirac
equation in 2d with matrix-valued potential (a case with mathematical parallels to
magnetic fields).
The QFTs we consider here are variants of the following basic scheme: N fermions
are fixed at the (pairwise distinct) locations x1, . . . ,xN ∈ R3 and emit and absorb non-
relativistic, spinless bosons of mass m > 0. That is, the Hilbert space is the bosonic
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Fock space over L2(R3),
H =
∞⊕
n=0
Sym(L2(R3)⊗n) , (2)
and wave functions ψ ∈H can be regarded as complex-valued functions on the config-
uration space Q of a variable number of particles,
Q =
∞⋃
n=0
(R3)n , (3)
such that each sector of ψ is invariant under permutations of the particles. The Hamil-
tonian is, formally,
H = Hfree +
N∑
j=1
(
gj a(xj) + g
∗
j a
†(xj)
)
. (4)
Here, Hfree is the second quantization of the 1-particle operator − 12m∆+E0 where E0 ≥ 0
is the energy that must be expended for creating a boson; we set ~ = 1; gj ∈ C \ {0}
is a coupling constant that we will call the charge of fermion number j, and a(x) and
a†(x) are the annihilation and creation operators at the location x ∈ R3,(
a(x)ψ
)
(y1...yn) =
√
n+ 1 ψ
(
y1...yn,x
)
(5)(
a†(x)ψ
)
(y1...yn) =
1√
n
n∑
k=1
δ3(yk − x)ψ
(
y \ yk
)
(6)
with the notation y \ yk meaning (y1...yk−1,yk+1...yn) leaving out yk.
One of our results is that this Hamiltonian is time symmetric if and only if any two
gj, gi have either equal or opposite phase, i.e.,
time symmetry ⇔ g∗i gj ∈ R for all i, j = 1...N . (7)
Since the Hamiltonian (4) is ultraviolet (UV) divergent, one may want to introduce
an UV cutoff by smearing out the fermions using a square-integrable approximation
ϕ : R3 → R to the Dirac delta function, which amounts to replacing the a and a†
operators by (
aϕ(x)ψ
)
(y1...yn) =
√
n+ 1
∫
R3
dy ϕ(y − x)ψ(y1...yn,y) (8)(
a†ϕ(x)ψ
)
(y1...yn) =
1√
n
n∑
k=1
ϕ(yk − x)ψ
(
y \ yk
)
. (9)
Also for the cut-off Hamiltonian Hϕ, (7) applies.
Alternatively, one can obtain a well-defined version of H by means of an IBC, which
is a condition on a wave function ψ defined on a configuration space Q with boundaries
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that relates the values (or derivatives) of ψ on the boundary of Q to the values of ψ
at suitable interior points of Q. For particle creation, one takes Q as in (3) and the
IBC to relate boundary points of the n-particle sector to interior points in the (n− 1)-
particle sector, where the boundary configurations are those with two particles at the
same location (“collision configurations”). We focus here on the spinless non-relativistic
case based on the negative Laplacian operator as the free Hamiltonian of the bosons;
for this case, IBCs were discussed in [20, 21, 10, 13, 12, 11, 25] after previous work in
[14, 15, 22, 27, 23]. Bohmian trajectories associated with IBCs are defined in [6]. We
find that (7) applies again and more generally that, in many situations with IBCs, a
generic choice of coefficients creates a time asymmetry. While it is true that for every
such IBC, there is a “time reversed IBC,” the situation is perhaps not analogous to that
of external fields because IBCs do not represent external fields that could be expected
to transform in a non-trivial way. Be that as it may, IBCs lead to a novel type of
time asymmetric Hamiltonians that seem worth studying, although we expect the true
Hamiltonian of the universe to be time symmetric.
The remainder of this paper is organized as follows. In Section 2 we present the main
reasoning and results: that the action of time reversal on wave functions can be more
than complex conjugation, that the action can be determined using Bohmian mechanics,
that Hamiltonians with complex charges are time asymmetric if not all charges have
equal or opposite phase, and that in the time asymmetric case, the probability current
in the ground state can be nonzero. In Section 3, we ask whether there are IBCs that
exclusively absorb particles, or ones that exclusively emit, and answer in the negative.
In Section 4, we show that general IBCs are generically time asymmetric. In Section 5,
we show that changing all charges by eiθ yields a physically equivalent Hamiltonian;
up to physical equivalence, time reversal conjugates the wave function, and conjugates
charges. In Section 6, we characterize the behavior of complex charges by determining
the effective potential with which they interact. In Section 7 we turn to “ordinary”
boundary conditions (as opposed to IBCs), explain why such conditions, when local, are
always time symmetric, and illustrate by means of an example how non-local boundary
conditions can fail to be time symmetric. In Section 8, we conclude.
2 Action of T
In this section, we develop the basic questions, methods, and results step by step.
2.1 Time Symmetry
Although the expression (4) for the Hamiltonian is UV divergent, let us ignore the
divergence for a moment and work with (4) pretending it was a self-adjoint operator.
We first claim that if all gj are real, then H is time symmetric. In fact, we claim
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that in this case, the time reversal operator T is nothing but complex conjugation,
T (ψ)(y1...yn) = ψ
∗(y1...yn) , (10)
and one easily verifies (on the non-rigorous level) that
TH = HT , (11)
which then implies that
T
(
e−iHtT (ψ)
)
= eiHtψ , (12)
expressing that T (ψ) evolves backwards, proving time symmetry.
For g = (g1...gN) /∈ RN , H = Hg does not commute with conjugation. In fact,
(Hgψ)
∗ = Hg∗(ψ∗) (13)
with g∗ = (g∗1...g
∗
N), and (
e−iHgt(ψ∗)
)∗
= eiHg∗ tψ , (14)
so Hg∗ takes the place of Hg, which is a different operator. This suggests that Hg is
time asymmetric; however, this does not necessarily follow, for the following reason. We
might re-define T by
T (ψ)(y1...yn) = e
−i2θnψ∗(y1...yn) (15)
for a real constant θ. This means that in addition to complex conjugation, we multiply
by a function on configuration space Q = ∪nQn that is constant on each sector but
depends on the particle number n. Now, if
gj = e
iθg˜j with g˜j ∈ R (16)
(so that any gi, gj have either equal or opposite phases depending on whether g˜i, g˜j have
equal or opposite signs), then
THg = HgT , (17)
as
(THgψ)(y) = e
−i2θnHfreeψ∗(y) + e−iθ(2n+1)
√
n+ 1
N∑
j=1
g˜j ψ
∗(y,xj)
+ e−iθ(2n−1)
1√
n
N∑
j=1
n∑
k=1
g˜j δ
3(yk − xj)ψ∗(y \ yk) (18)
= (HgTψ)(y) . (19)
Now (17) implies that
Te−iHgtTψ = eiHgtψ , (20)
5
so Hg is time symmetric if T given by (15) represents time reversal. Note that T is
anti-unitary (as it is the composition of the anti-unitary conjugation and the unitary
multiplication operator e−i2θn), and that
T 2 = T . (21)
So the question arises, how do we know whether (10) or (15) or something else is the
correct action of time reversal for Hg?
We will answer this question using Bohmian mechanics [9] as follows. Bohmian me-
chanics provides, for a given ψ and H, a stochastic process (Qt)t∈R in configuration space
with the Markov property and the property that for every t ∈ R, Qt has distribution
|ψt|2. In the Bohmian theory, one can ask whether the process for ψ∗, or that for Tψ,
is the time reverse of that for ψ. If that is so, then that justifies the statement that
ψ → ψ∗, or ψ → Tψ, represents time reversal. For example, one finds that this is so for
ψ∗ if the Hamiltonian is of the form −∆ + V on Rn. In order to define the Bohmian
process for our QFT, we first need a well-defined Hamiltonian, for which we consider
two options: UV cut-off and IBC.
2.2 Well-Defined Hamiltonian
We have already defined the HamiltonianHϕg with cut-off function ϕ, which we assume to
be real-valued. We remark that for Hϕg , (13) is still correct (which yields time symmetry
for real charges), and so is the commutation relation (17) with T given by (15) and g
by (16), as follows from a calculation analogous to (18).
The IBC technique rigorously defines a Hamiltonian HIBC without the need for a UV
cut-off. The Hamiltonian is defined [13] on a domain of wave functions in H satisfying
the following IBC: For y = (y1...yn) ∈ (R3 \ {x1...xN})n, k ≤ n, and j ∈ {1...N},
lim
yk→xj
|yk − xj|ψ(y) = − mg
∗
j
2pi
√
n
ψ(y \ yk) . (22)
The corresponding Hamiltonian is
(HIBCg ψ)(y) = − 12m
n∑
k=1
∇2ykψ
+
√
n+ 1
4pi
N∑
j=1
gj
∫
S2
d2ω lim
r↘0
∂r
[
rψ
(
y,xj + rω
)]
+
1√
n
N∑
j=1
g∗j
n∑
k=1
δ3(yk − xj)ψ
(
y \ yk
)
. (23)
The self-adjointness of this Hamiltonian is proved in [13] (see [12, 11, 18] for further
developments of similar proofs). Let us check (13): If ψ satisfies the IBC (22) with
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given g = (g1...gN), then ψ
∗ satisfies it with g∗ instead of g. In fact (as becomes clear
from [13]), if ψ lies in the domain of HIBCg , then ψ
∗ lies in that of HIBCg∗ , and, as visible
from the explicit form (23) of HIBCg , (13) holds. Likewise for (17): If ψ satisfies the
IBC (22), g satisfies (16), and T is given by (15), then Tψ satisfies the IBC (22) as well
(because Tψ(y) = e−i2θnψ∗(y) while g∗jTψ(y \ yk) = e−iθg˜je−i2θ(n−1)ψ∗(y \ yk), so e−i2θn
times the conjugate of (22) yields (22) for Tψ). Then, both HIBCg T and TH
IBC
g yield
the right-hand side of (23) with ψ replaced by ψ∗ and each term multiplied by the same
phase factor as the corresponding term in (18), thus proving (17) for (23).
2.3 Bohmian Trajectories
Now we can introduce Bohmian trajectories for Hϕg [7, 8] and H
IBC
g [6]. Except for
particle creation and annihilation, the actual configuration Qt ∈ Q moves according to
Bohm’s equation of motion,
dQt
dt
= vψt(Qt) =
1
m
Im
∇ψt
ψt
(Qt) (24)
with ψt = e
−iHtψ. Particle creation and annihilation corresponds to a jump of Qt to the
next higher or lower sector.
In the version of the theory with UV cut-off ϕ, all of these jumps occur stochas-
tically. During any time interval of length dt, a particle gets created in the vol-
ume d3y′ around Y ′ ∈ R3, i.e., the configuration Qt = Y = (Y 1...Y n) jumps to
Y ′ = (Y 1...Y k,Y ′,Y k+1...Y n), with probability
σ(Y → Y ′, t) d3y′ dt = 2√
n+1
max
{
0, Im
[
ψ∗t (Y
′)
∑N
j=1 g
∗
jϕ(Y
′ − xj)ψt(Y )
]}
|ψt(Y )|2 d
3y′ dt .
(25)
(That is, this is the conditional probability, given Qt.) Likewise, during any time interval
of length dt, particle k gets annihilated, i.e., the configuration Qt = Y = (Y 1...Y n)
jumps to Y ′ = Y \ Y k, with probability
σ(Y → Y ′, t) dt = 2√
n
max
{
0, Im
[
ψ∗t (Y
′)
∑N
j=1 gjϕ(Y k − xj)ψt(Y )
]}
|ψt(Y )|2 dt . (26)
In the version of the theory with IBC, as soon as one of the y-particles reaches one of
the x-particles, it gets annihilated. Conversely, during any time interval of length dt, a
particle gets emitted at xj in the direction ω, i.e., Qt = Y jumps to Y
′ = (Y 1...Y k,xj +
0ω,Y k+1...Y n) (see [6] for more detail), with probability
σ(Y → Y ′, t) d2ω dt = 1
m
lim
r→0
max
{
0, Im
[
r2 ψ∗t (Y
′
r ) ∂rψt(Y
′
r )
]}
|ψt(Y )|2 d
2ω dt , (27)
where Y ′r := (Y 1...Y k,xj + rω,Y k+1...Y n). From the point Y
′ on the boundary of the
(n+ 1)-particle sector of Q, Qt moves into the interior according to (24) [21, 6].
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In both versions of the theory, with cut-off or with IBC, it follows from the defining
laws that if Qt is |ψ(t)|2 distributed for t = 0, then Qt is |ψ(t)|2 distributed also for t > 0
[8, 6]. One thus obtains a stochastic process (Qψt )t≥0 associated with every (normalized)
initial wave function ψ. This process can naturally be defined also for negative times t
as follows. For any τ ∈ R, a process (Qψt )t≥τ starting at time τ with a |ψτ |2-distributed
configuration can be defined correspondingly and has, as its marginal for t ≥ τ ′ > τ , a
process that is equal in distribution to the process (Qψt )t≥τ ′ associated with τ
′. Thus,
all of these processes for any τ ∈ R fit together to form a single process (Qψt )t∈R.
2.4 Proof of Time Symmetry
Let us apply the Bohmian criterion to the question of how to represent time reversal.
Suppose that all gj have equal or opposite phases, g
∗
i gj ∈ R. It turns out that in both
versions, the Bohmian theory is actually time symmetric if T as in (15) represents time
reversal, but not for mere conjugation. We conclude that (15) is the correct representa-
tion of time reversal for g as in (16), and ψ → ψ∗ is not.
Indeed, in order to verify the symmetry of the Bohmian process, we begin by noting
that the reverse Qˆt = Q−t of a Markovian jump process is again a Markovian jump
process. Its velocities are reversed, vˆ(q, t) = −v(q,−t); its distribution at time t equals
that of Q at time −t, ρˆ(dq, t) = ρ(dq, t); in our case, ρ(dq, t) = |ψt(q)|2dq. And its jump
rates can be computed as follows: the amount of probability moved from the infinitesimal
volume dq to dq′ during [t, t+ dt] in the process Q is σ(q → dq′, t) ρ(dq, t) dt. The same
amount is moved in the reversed process Qˆ from dq′ to dq during [−t − dt,−t], so its
jump rate σˆ obeys
σˆ(q → dq′, t) ρˆ(dq, t) dt = σ(q′ → dq,−t) ρ(dq′,−t) dt . (28)
Hence, since equivariance takes care of the right ρˆ, the condition for the time symmetry
of a Bohmian theory with jumps, given a proposed action T of time reversal, is that
firstly (17) holds, secondly
vTψ(q) = −vψ(q) , (29)
and thirdly,
σTψ(q → dq′) = σ
ψ(q′ → dq) |ψ(q′)|2 dq′
|Tψ(q)|2 dq . (30)
Concerning (17), we have already seen that it holds for T as in (15) but not in general
for conjugation.
Concerning (29), both conjugation and T as in (15) will reverse velocities according
to Bohm’s equation of motion (24) because the the imaginary part changes sign under
conjugation, while the factor e−i2θn is locally constant and thus does not affect the
gradient of ψ except for a phase factor that cancels out of (24).
Concerning (30) in the case with cut-off ϕ, note first that for particle creation,
dY ′ = dY dy′; note also that for any q, q′, only one of the jumps q → q′ and q′ → q
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is allowed at any time, that is, the other has rate 0. Thus, to obtain (30), it suffices
that under time reversal and exchange q ↔ q′, Im[...] in (25) and (26) changes sign and
hence that the square bracket gets conjugated. Mere conjugation of ψ does not achieve
that because it does not affect gj, whereas conjugation of the square bracket in (25) or
(26) also conjugates g. But T as in (15) does achieve that because the additional phases
introduced by T into ψ(Y ) and ψ(Y ′) differ by e±i2θ which, assuming g as in (16), will
interchange gj and g
∗
j . Thus, (30) is satisfied.
Concerning (30) in the case with IBC, it is easiest to go back to (28) and compare
the amounts of probability transported from q to q′. The amount of probability flowing
per time into the surface element d2ω dY with the (k+ 1)-st y-particle hitting xj is the
flux of the probability current into that surface element, which is
lim
r→0
max
{
0,− 1
m
Im
[
r2 ψ∗(Y ′r ) ∂rψ(Y
′
r )
]}
. (31)
So, we need that this quantity coincides with ρˆ(Y ) σˆ(Y → Y ′), which it does for both
conjugation and T as in (15) because both will conjugate the square bracket as the
factor of e−i2θ(n+1) cancels out. 
2.5 Time Asymmetry
The Bohmian criterion also allows us to prove that whenever the charges do not have
equal or opposite phases, the theory violates time reversal symmetry. Without the
Bohmian criterion, it would remain unclear how to prove such a violation because it
would be unclear which anti-unitary operator T is the correct representation of time
reversal. In the Bohmian framework, we can simply prove that there is no operator for
the role of T that would make the theory time symmetric.
Indeed, assuming that none of the gj vanishes and that they do not have equal
or opposite phases, we will identify restrictions on which kind of operator T˜ might
represent time reversal, and then to show that Hϕg and H
IBC
g commute with none of
these operators. We take for granted that T˜ is real-linear and norm-preserving. So
suppose that for every (normalized) wave function ψ there is another one, T˜ψ, such
that QT˜ψt = Q
ψ
−t in distribution. Since the Bohmian velocity field v
ψ is the gradient of
the phase of ψ, T˜ψ must have the opposite phase of ψ up to addition of a function θ(q)
on Q that has gradient 0 and thus is locally constant (i.e., constant on every sector).
Since the probability distribution of Q0 is simultaneously given by |ψ|2 and by |T˜ψ|2, ψ
and T˜ψ must have equal modulus. So,
(T˜ψ)(y1...yn) = e
iθ(n)ψ∗(y1...yn) . (32)
We now show that if Hϕg commutes with one such T˜ , then the gj have equal or
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opposite phases. We find that
(Hϕg T˜ψ)(y) = e
iθ(n)Hfreeψ
∗(y) +
√
n+ 1
N∑
j=1
gj
∫
dy ϕ(y − xj) eiθ(n+1) ψ∗(y,y)
+
1√
n
N∑
j=1
n∑
k=1
g∗j ϕ(yk − xj)eiθ(n−1) ψ∗(y \ yk) (33)
(T˜Hϕg ψ)(y) = e
iθ(n)Hfreeψ
∗(y) + eiθ(n)
√
n+ 1
N∑
j=1
g∗j
∫
dy ϕ(y − xj)ψ∗(y,y)
+ eiθ(n)
1√
n
N∑
j=1
n∑
k=1
gj ϕ(yk − xj)ψ∗(y \ yk) (34)
Let us compare the second term in each equation, as well as the third. If these are to
be equal for all ψ, we need that
gje
iθ(n+1) = eiθ(n)g∗j and (35)
g∗j e
iθ(n−1) = eiθ(n)gj (36)
for all j and all n, which is equivalent to
gj
g∗j
= eiθ(n)−θ(n+1) (37)
for all j and all n, so gi/g
∗
i = gj/g
∗
j or gig
∗
j = g
∗
i gj or g
∗
i gj ∈ R. This completes the
proof. 
We now show that if HIBCg commutes with one such T˜ , then the gj have equal or
opposite phases. In order to obtain (20), the commutation relation THg = HgT must be
understood as including that for ψ in the domain of Hg, also Tψ lies in the domain. We
show that if the IBC (22) for ψ implies that for T˜ψ, then the gj have equal or opposite
phases. Comparing the conjugate of (22),
lim
yk→xj
|yk − xj|ψ∗(y) = − mgj2pi√n ψ∗(y \ yk) , (38)
to the IBC for T˜ψ,
lim
yk→xj
|yk − xj| eiθ(n)ψ∗(y) = − mg
∗
j
2pi
√
n
eiθ(n−1)ψ∗(y \ yk) , (39)
shows that, for all j and all n,
gj e
iθ(n) = g∗j e
iθ(n−1) , (40)
which is the same as (36) and thus implies g∗i gj ∈ R. This completes the proof. 
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2.6 Nonzero Current in the Ground State
It is a situation familiar from many examples that the ground state of a quantum sys-
tem has vanishing current (so that the Bohmian particles do not move). This situation
is, in fact, related to time symmetry: If a Hamiltonian is time symmetric then any
non-degenerate eigenstate must be invariant under time reversal. In particular, if time
reversal is given by complex conjugation, then any non-degenerate eigenstate must be
real up to a global phase factor. Since currents change sign under time reversal, but are
the same because the time-reversed state is the same up to a global phase, the currents
must vanish. Correspondingly, we should expect this property to fail for time asym-
metric Hamiltonians. In this section, we confirm for an example of a time asymmetric
Hamiltonian that the ground state is non-real and exhibits non-zero current.
Figure 1: Plot of two components of the current vector field j(y) in the 1-particle sector
of configuration space for the ground state (41) of HIBCg with N = 2 charges located at
the origin and (1, 0, 0); the charges have phases that are neither equal nor opposite, and√
2mE0/~ is taken to be 1/10|x1 − x2|.
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For HIBCg with E0 > 0, the ground state is (with factors of ~ made explicit)
ψmin(y1, . . . ,yn) = N
(−m)n
(2pi~2)n
√
n!
n∏
k=1
ψ1(yk) , (41)
where N is a normalizing constant and ψ1 an abbreviation for
ψ1(y) =
N∑
j=1
g∗j
e−
√
2mE0|y−xj |/~
|y − xj| . (42)
This formula agrees with what we found in [20, 21] for the case gi = gj ∈ R.
In ψmin, each sector is a tensor power of ψ1, so each boson has the same wave function
ψ1, and if (and only if) the charges gj do not have equal or opposite phases, then ψ1
does not have constant phase (since the phase of ψ1(y) is close to that of g
∗
j when y is
close to xj). As a consequence, ψmin does not have constant phase, and since the current
is m−1|ψ|2 times the gradient of the phase, the current is nonzero.
Figure 2: A selection of 10 integral curves (Bohmian trajectories) of the vector field
shown in Figure 1.
Here is the explicit expression for the current. In the n-sector, the current has 3n
components, of which those for particle k are just
jψmink (y1...yn) ∝ jψ1(yk)
∏
` 6=k
|ψ1(y`)|2 , (43)
so each y-particle moves along an integral curve of jψ1 . The vector field jψ1 for N = 2
charges is depicted in Figure 1, and some of its integral curves in Figure 2. Its explicit
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form is
jψ1(y) = ~
m
N∑
i,j=1
i 6=j
Im[g∗i gj]
e−αrie−αrj
rirj
(
α +
1
rj
)
ej (44)
with the abbreviations α =
√
2mE0/~, ri = |y − xi|, and ej = (y − xi)/ri the unit
vector pointing from xi towards y.
In the case of two charges, if Im[g∗1g2] > 0, then j
ψ1 is pointing away from charge 2
and pointing towards charge 1, and the Bohmian process looks as follows: At random
times (in fact, at a constant rate), bosons get created at charge 2 and emitted in a
random direction, move along a flow line of jψ1 , and finally hit charge 1, where they
get annihilated. Each y-particle follows the Bohmian 1-particle velocity field jψ1/|ψ1|2,
independently of the other y-particles; likewise, the initial direction of any one y-particle
is independent of the others. If the last y-particle gets annihilated, then the process will
wait in the vacuum configuration until the next y-particle gets created.
This concludes the presentation of our basic results. The next three sections provide
a deeper investigation of some aspects of the topic, the most remarkable of which is
perhaps the observation in Section 5.1 that the HamiltonianHeiθg is physically equivalent
to Hg.
3 Every IBC Involves Both, Emission and Absorp-
tion
The last example inspires us to ask: Could there be IBCs that enable exclusively emission
(i.e., jumps from the n-sector to the n+ 1-sector), or exclusively absorption (i.e., jumps
from the n + 1-sector to the n-sector)? After all, in the last example, only emissions
occured at x2, and only absorptions at x1. Of course, this was for a special wave
function, the ground state, and our question in this section is whether an IBC could be
set up in such a way that this happens for every wave function. For time symmetric
H, of course, this cannot happen because the time reverse of an emission process is an
absorption, and that would occur with the same H and a different wave function Tψ.
For a time asymmetric H, however, one could perhaps imagine that a purely emitting
boundary is the time reverse of a purely absorbing boundary and corresponds to a
different Hamiltonian. Yet, we now show that the answer to our question is negative.
For simplicity, we focus on boundaries of codimension 1.1 A general IBC will be of
the form
(α + β∂n)ψ(q
′) = ψ(q) , (45)
1The boundary at which one of the y-particles meets xj is in a sense not so different because in
spherical coordinates centered at xj , the boundary corresponds to r = 0, which looks like a codimension-
1 surface in these coordinates.
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where α and β are complex constants, q′ is a point on the boundary (in, say, the n+ 1-
sector), q is the associated interior point (in the n-sector), and ∂n is the derivative in
the direction normal to the boundary. The current into the boundary is
jn(q
′) = ~
m
Im
[
ψ∗(q′)∂nψ(q′)
]
. (46)
The question is whether the IBC (45) could be designed in such a way that jn is always
6= 0 (or perhaps always ≤ 0). We will show that the answer is “no”; more precisely,
that for given α, β, and ψ(q) with (α, β) 6= (0, 0) and ψ(q) 6= 0, there exist values u and
v for ψ(q′) and ∂nψ(q′) that make jn(q′) positive and others u˜ and v˜ that make jn(q′)
negative.
Indeed, if β = 0, then the IBC (45) is equivalent to u = ψ(q)/α, so
jn(q
′) = ~
m
Im[ψ
∗(q)
α∗ v] , (47)
which can be made positive or negative by varying v. If, however, β 6= 0, then the IBC
(45) is equivalent to v = (ψ(q)−αu)/β, so, writing u = reiϕ and ψ(q)/β = seiχ in polar
coordinates (with r, s ≥ 0 and ϕ, χ ∈ R),
m
~ jn(q
′) = Im[u∗ ψ(q)
β
]− |u|2 Im[α
β
] (48)
= rs sin(χ− ϕ)− r2Im[α
β
] =: f(r, ϕ) . (49)
Since f(0, ϕ) = 0 and ∂f
∂r
(0, ϕ) = s sin(χ−ϕ), it is clear that ∂f
∂r
(0, ϕ) (and thus, for small
values of r, f(r, ϕ)) can be made positive (negative) by choosing ϕ so that sin(χ−ϕ) is
positive (negative). 
Readers may wonder how this result can be compatible with the existence of absorb-
ing boundary conditions such as ∂nψ = iκψ with κ > 0 [24]. The answer is that this
absorbing boundary condition is included in (45) for ψ(q) = 0, which leads to ∂f
∂r
= 0,
whereas our argument assumed that ψ(q) 6= 0, which of course will happen for some
wave functions.
4 General IBCs Are Generically Time-Asymmetric
We have already seen that a generic choice of g ∈ CN makes the IBC (22) time asym-
metric. However, the IBC (22) is not the most general one possible for particle creation,
as discussed in [20, 21, 13] (see also [25]). In this section, we consider general IBCs and
show that they, too, are generically time asymmetric.
With the abbreviations [13]
(Bjψ)(y) = −
√
n+1
2m
∫
S2
d2ω lim
r↘0
r ψ(y,xj + rω) (50)
(Ajψ)(y) =
√
n+1
4pi
∫
S2
d2ω lim
r↘0
∂r
[
rψ
(
y,xj + rω
)]
, (51)
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the IBC (22) reads
1
g∗j
Bjψ(y) = ψ(y) , (52)
and the Hamiltonian (23), when acting on the set of configurations y with yk 6= xj for
all j, k, has the form
Hψ(y) = Hfreeψ(y) +
N∑
j=1
gj Ajψ(y) . (53)
The most general IBC is obtained by replacing
1
g∗j
Bj → Bˆj := eiθj(αjBj + βjAj) (54)
gj Aj → Aˆj := eiθj(γjBj + δjAj) (55)
with real αj, βj, γj, δj obeying
αjδj − γjβj = 1 , (56)
which yields
Bˆjψ(y) = ψ(y) (57)
as the IBC and
Hψ(y) = Hfreeψ(y) +
N∑
j=1
Aˆjψ (58)
as the Hamiltonian on the set of configurations y with yk 6= xj for all j, k.
For T˜ as in (32), one finds that each of the relations T˜ BˆjT˜ = Bˆj and T˜ AˆjT˜ = Aˆj
holds iff eiθ(n+1)−iθ(n) = e−i2θj or, equivalently,
θ(n+ 1)− θ(n) = −2θj mod 2pi . (59)
If the phases eiθj are mutually either equal or opposite (i.e., θi = θj mod pi), then this
condition can be satisfied by choosing θ(n) = −2nθj. Conversely, the condition (59)
cannot be satisfied for all j simultaneously if the θj are different mod pi, i.e., if the
phases eiθj are neither equal nor opposite.
To sum up, the general IBC (57) is time symmetric iff all phases eiθj are equal or
opposite; thus, for generic θj they are time asymmetric.
5 Time-Reversed Hamiltonian
For any given Hamiltonian H and any given action T of time reversal, one can define
the time-reversed Hamiltonian by
Hrev = THT . (60)
Then H is time symmetric if and only if H = Hrev. In our case, the situation is a bit
more complicated for two reasons, first because of the several possibilities for what T
could be and second because some Hamiltonians are physically equivalent to others, as
we explain now.
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5.1 Physically Equivalent Hamiltonians
It is widely accepted that adding a constant (i.e., a multiple of the identity) to the
Hamiltonian, H+E, does not correspond to a physical change. We will now argue that,
for g ∈ CN and θ ∈ R, replacing Hg by Heiθg is no physical change either. In orthodox
quantum mechanics, one could argue that there is no physical difference between two
situations if the distributions of outcomes for measurements of arbitrary observables are
the same (although such an argument does not seem fully convincing as there might
be limitations to knowledge [5]). In Bohmian mechanics, one can argue that there
is no physical difference between two situations if the possible trajectories and their
probabilities are the same. We will verify this Bohmian criterion. (It then follows that
also the distributions of outcomes of arbitrary experiments are the same.)
We will proceed as follows, carrying out the reasoning for both Hg = H
ϕ
g and Hg =
HIBCg . We define the unitary operator U by
(Uψ)(y1...yn) = e
−iθnψ(y1...yn) , (61)
then we show that if ψ evolves with Hg, ψt = e
−iHgtψ, then Uψ evolves with Heiθg,
Uψt = e
−iH
eiθg
tUψ. Finally, we show that the Bohmian process (Qt)t∈R is the same for
ψ and Uψ.
Indeed, the statement about the time evolution follows from
Hg = U
−1HeiθgU . (62)
For Hϕg , this easily follows from the facts that U commutes with Hfree, that aϕ(x)U =
e−iθUaϕ(x) (as one sees easily from the definition (8) of aϕ), and that a†ϕ(x)U =
eiθUa†ϕ(x).
For HIBCg , one reads off of the IBC (22) that if ψ satisfies the IBC with g then Uψ
satisfies it with eiθg. Likewise, from the definition (23) of HIBCg one reads off that (62)
holds.
Concerning the Bohmian process, the factor e−iθn cancels out of Bohm’s equation of
motion; in the Im[...] expression in the jump rate formula (25) with ψ replaced by Uψ
and g replaced by eiθ, the ψ∗t (Y
′) contributes a factor eiθ(n+1), the g∗j a factor e
−iθ, and
the ψt(Y ) a factor e
−iθn, so that these phase factors cancel. The same happens in the
other jump rate formulas (26) and (27). 
To put things differently, we define that pairs (g, ψ) and (g′, ψ′) are equivalent iff
there is θ ∈ R such that g′ = eiθg and ψ′ = Uψ. Then equivalent pairs have the
same Bohmian process. We therefore regard them as representing the same physical
reality. This equivalence relation is similar to a change of gauge, where one considers
a pair (Aµ, ψ) of a gauge connection and a wave functions gauge equivalent to the pair
(Aµ + ∂µf(x, t), e
ifψ).
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5.2 Time Reversal as Conjugating the Charge
If we tacitly understand that the appropriate change U has been applied to ψ when
changing g, we can also talk about equivalence between Hamiltonians, which would
appropriately be called physical equivalence. Thus, we can say that Hg is time symmetric
iff it is physically equivalent to an Hg˜ with real g˜j.
More generally, if we consider Hamiltonians only up to physical equivalence, then
time reversal for g with equal or opposite phases can be regarded as conjugation com-
bined with the appropriate equivalence. After all, if gj = e
iθg˜j with g˜j ∈ R for all j, then
U−1ψ evolves with Hg˜, which is time symmetric with time reversal given by conjugation.
Put differently, (Hg)
rev = Hg∗ as noted already in (13), and Hg∗ is (in this case of equal
or opposite phases) physically equivalent to Hg. So, one can say that up to equivalence,
T is conjugation, and that up to equivalence, time reversal conjugates the charges.
6 Effective Potential
The exchange of bosons constitutes an interaction between the fermions. If the fermions
move slowly, and if the bosons are in the ground state, then the bosons tend to remain
in the ground state even though the ground state changes slowly as it depends on the
locations of the fermions. Moreover, the ground state energy as a function of the fermion
coordinates acts as an effective potential for the motion of the fermions (see, e.g., [19]).
We now compute this effective potential for N complex charges.
The eigenvalue (i.e., ground state energy) of the ground state (41) is
Emin =
m
pi~2
(√
2mE0
2~
N∑
i=1
|gi|2 −
∑
1≤i<j≤N
Re(g∗i gj)
e−
√
2mE0|xi−xj |/~
|xi − xj|
)
. (63)
Regarding this energy function of x1, . . . ,xN as an effective potential for the x-particles,
we see that the x-particles effectively interact through Yukawa pair potentials,
V (R) = const.− κe
−λR
R
(64)
with R the distance between two x-particles, 1/λ the range of the interaction, and κ
the strength of the interaction. We find that λ =
√
2mE0/~, as originally obtained
by Yukawa [28] considering the effective interaction of nucleons by exchange of pions
(except for a factor
√
2 presumably due to the non-relativistic nature of our model). We
further find that
κij =
m
pi~2Re(g
∗
i gj) , (65)
so that, for fixed |gi| and |gj|, the interaction strength is maximal when the complex
charges gi, gj have equal or opposite phases and vanishes for a phase difference of ±pi/2.
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7 Ordinary Boundary Conditions
While IBCs generically lead to time asymmetry, we show in this section that ordinary
boundary conditions, such as Dirichlet or Neumann conditions, do not.
In contrast to IBCs, which relate values and derivatives of ψ on the boundary to
values of ψ at interior points, ordinary boundary conditions involve only the values and
derivatives of ψ on the boundary. A local boundary condition involves the value and
derivatives of ψ at only one boundary point ; a periodic boundary condition is an example
of a non-local boundary condition.
7.1 Local Boundary Conditions
As perhaps the simplest example of a space with boundaries, we consider the unit
interval Q = [0, 1]; the associated Hilbert space H = L2(Q); and the Hamiltonian H
given by − ~2
2m
∂2x with general local boundary conditions
(α0 + β0∂x)ψ(0) = 0 (66a)
(α1 + β1∂x)ψ(1) = 0 (66b)
with complex constants α0, α1, β0, β1 such that (α0, β0) 6= (0, 0) 6= (α1, β1). The Dirichlet
condition is included in this scheme for βi = 0, the Neumann condition for αi = 0.
Not every boundary condition makes H self-adjoint and thus the time evolution
unitary. Since unitarity is connected to the conservation of probability, it is not surpris-
ing that exactly those boundary conditions make H self-adjoint that imply vanishing
probability current into the boundary. The current into boundary point 1 is j(1) with
j(x) = ~
m
Im[ψ∗(x)∂xψ(x)] . (67)
If β1 6= 0 then, by (66b),
j(1) = ~
m
Im
[
ψ∗(1)(−α1
β1
)ψ(1)
]
= − ~
m
|ψ(1)|2 Imα1
β1
. (68)
To ensure conservation of probability, we need to choose α1, β1 so that j(1) = 0; so,
we need that α1/β1 ∈ R. If, however, β1 = 0, then (66b) entails that ψ(1) = 0 and
automatically j(1) = 0. That is, the boundary condition is either a Dirichlet condition
ψ(1) = 0 (69)
or of the form
∂xψ(1) = γ1ψ (70)
with real coefficient γ1. Likewise, conservation of probabilities requires j(0) = 0 and
thus that the boundary condition is either of Dirichlet type,
ψ(0) = 0 (71)
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or of the form
∂xψ(0) = γ0ψ (72)
with real coefficient γ0. It follows that both boundary conditions are invariant under
complex conjugation, and thus that H is time symmetric. The same happens in higher
dimension: a Hamiltonian given by −∆ + V with real-valued potential V and local
boundary conditions is always time symmetric when it is self-adjoint.
7.2 Point Interactions
Points interactions (e.g., [2]) are, roughly speaking, Hamiltonians H = −∆ + V with
potentials of the form V (x) = g δ3(x − x0), g = g∗. It is not surprising that they are
time symmetric, given that H = −∆ + V with real-valued functions V are.
On a more precise level, point interactions in 3 dimensions are defined by the Bethe–
Peierls boundary condition [4],
lim
r→0+
(∂r − γ)
(
rψ(rω)
)
= 0 (73)
for all ω ∈ R3 with |ω| = 1 (then g = η + γη2/4pi with infinitesimal η). Since the
constant γ is real, we see directly that ψ∗ satisfies (73) if ψ does, and so we see, in very
much the same way as for (70), that point interactions are time symmetric.
7.3 Non-Local Boundary Conditions
Time symmetry properties are different for non-local boundary conditions, such as (still
for Hψ = − ~2
2m
∂2xψ)
ψ(1) = eiθψ(0) (74a)
ψ′(1) = eiθψ′(0) (74b)
with θ ∈ R, which is a periodic boundary condition with a phase shift of eiθ. Self-
adjointness and conservation of probability are related to the fact that (74) implies
j(1) = j(0), so any amount of probability lost at x = 1 returns at x = 0. (In Bohmian
terms, a particle reaching x = 1 jumps to x = 0, while its velocity is continuous.)
This model is equivalent to the following one which can be regarded as a simplified
version of the Aharonov–Bohm effect [1], thus linking its time asymmetry (see below) to
external magnetic fields, which, as mentioned, change sign under time reversal. Consider
a circle of perimeter 1, let the wave function ψ be a cross-section of a Hermitian rank-1
vector bundle E over the circle, ∇x the covariant derivative relative to a connection on E
that preserves the inner products in the fibers of E, and H = − ~2
2m
∇2x. The connection is
uniquely determined, up to isomorphisms of E, by its holonomy, which must be a unitary
endomorphism of a fiber space, that is, since fiber spaces are 1-dimensional, a complex
number of modulus 1. This number can be identified with eiθ, and the equivalence with
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(74) arises by choosing an orthonormal basis (i.e., a unit vector) in some fiber and then
transporting it around the circle using the parallel transport defined by the connection;
the basis permits, at every point on the circle, an identification between the fiber space
and C.
The Hamiltonian with boundary conditions (74) is time asymmetric whenever θ is
not an integer multiple of pi. Indeed, by (32) the time reverse of ψ must be eiθ(q)ψ∗
with locally constant (and thus, in this case, constant) θ(q). Since a global phase factor
does not affect the Bohmian trajectories, it can be dropped, so there is no alternative
to representing time reversal by ψ → ψ∗. Since conjugation replaces eiθ in (74) by e−iθ,
time symmetry requires e−iθ = eiθ or θ ∈ piZ.
And again, we find a non-zero current in the ground state for a time asymmetric H.
Indeed, the eigenfunctions are, for −pi < θ < pi with θ 6= 0, ψ = eikx with k = θ + 2pin,
n ∈ Z, and (non-degenerate) eigenvalues E = ~2k2/2m. Thus, the ground state occurs
for k = θ, it is non-real and has non-zero current j = ~k/m = ~θ/m; the Bohmian
particle is moving along the circle at constant speed ~θ/m.
8 Conclusions
We have shown for certain interior–boundary conditions (IBCs) that a generic choice of
parameters leads to a violation of time reversal symmetry. While this means that such
choices are unphysical for fundamental physical theories, they may well arise as effective
models, and they are of interest precisely because time asymmetric Hamiltonians are
rather unfamiliar. We have discussed how time reversal needs to be represented in
such theories, and have identified the time reversal operator T by means of Bohmian
trajectories also in cases in which T is more than mere complex conjugation. While
other kinds of arguments [26, 17] also yield information about T , the Bohmian theory
allows for a particularly obvious, clear-cut, and direct approach to determining T . A
Hamiltonian involving particle emission and absorption by sources with complex charges
is time asymmetric iff not all charges have equal or opposite phases. We have also
explored properties of the time asymmetric models, in particular the possibility of a
non-vanishing current in the ground state.
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