Abstract. We present a generalization of Warning's Second Theorem to polynomial systems over a finite local principal ring with suitably restricted input and output variables. This generalizes a recent result with Forrow and Schmitt (and gives a new proof of that result). Applications to additive group theory, graph theory and polynomial interpolation are pursued in detail.
1. Introduction
Notation and Terminology.
Let n, a 1 , . . . , a n ∈ Z + and let 1 ≤ N ≤ n i=1 a i . As in [CFS14, §2.1], we put m(a 1 , . . . , a n ; N ) = 1 N < n min
the minimum is over (y 1 , . . . , y n ) ∈ Z n with y i ∈ [1, a i ] for all i and n i=1 y i = N .
Let R be a ring, B ⊂ R a subset, I an ideal of R, and x ∈ R. We write "x ∈ B 1 (mod I)" to mean that there is b ∈ B such that x − b ∈ I.
Let R be a ring. As in [Cl14] , we say a subset A ⊂ R satisfies Condition (F) (resp. Condition (D)) if A is nonempty, finite and for any distinct elements x, y ∈ A, x − y is a unit in R (resp. is not a zero-divisor in R).
Prior Results.
We begin with the results of Chevalley and Warning. (Chevalley' s Theorem [Ch35] ) We have #Z = 0 or #Z ≥ 2. b) (Warning' s Theorem [Wa35] ) We have #Z ≡ 0 (mod p). c) (Warning' s Second Theorem [Wa35] ) We have #Z = 0 or #Z ≥ q n−d .
Chevalley's proof of Theorem 1.1a) can be easily modified to yield Theorem 1.1b).
Warning's real contribution was Theorem 1.1c), a result which has, I feel, been too little appreciated. It is sharp in the following strong sense: for any d 1 , . . . , d r ∈ N with d := d 1 + . . . + d r < n, there are f 1 , . . . , f r ∈ F q [t] with deg f i = d i for all 1 ≤ i ≤ r such that #Z(f 1 , . . . , f r ) = q n−d . One can build such examples by combining norm forms associated to field extensions F q a /F q and linear polynomials. On the other hand, although in these examples the equations are generally nonlinear, the solution sets are still affine subspaces. In [HB11] , Heath-Brown showed that under the hypotheses of Theorem 1.1c), when Z is nonempty and is not an affine subspace of F n q one always has #Z > q n−d , and in fact #Z ≥ 2q n−d for all q ≥ 4.
Apart from [HB11] there had been little further exploration of Theorem 1.1c) until [CFS14] , in which A. Forrow, J.R. Schmitt and I established the following result. [CFS14] ) Let K be a number field with ring of integers R, let p be a nonzero prime ideal of R, and let q = p ℓ be the prime power such that R/p ∼ = F q . Let A 1 , . . . , A n be nonempty subsets of R such that for each i, the elements of A i are pairwise incongruent modulo p, and put A = n i=1 A i . Let r, v 1 , . . . , v r ∈ Z + . Let P 1 , . . . , P r ∈ R[t 1 , . . . , t n ]. Let
Theorem 1.2. (Restricted Variable Warning's Second Theorem
Then z A = 0 or z A ≥ m #A 1 , . . . , #A n ; #A 1 + . . . + #A n − r j=1 (q vj − 1) deg(P j ) .
This generalizes Theorem 1.1c) in two directions: first, instead of working over finite fields, we work modulo powers of a prime ideal in the ring of integers of a number field. In the case K = Q we are studying systems of congruence modulo (varying) powers of a (fixed) prime p. Second, we study solutions in which each variable is independently restricted to a finite subset of Z K satisfying the condition that no two distinct elements are congruent modulo p. These extensions appear already in work of Schanuel [Sc74] , Baker-Schmidt [BS80] , Schauz [Sc08] , Wilson [Wi06] and Brink [Br11] . They are largely motivated by applications to combinatorics. For combinatorial applications we work over K = Q and get congruences modulo powers of p. The most classical applications concern the case in which each variable is restricted to take values 0 and 1. More recently there has been a surge of interest in more general subsets A i : this yields weighted analogues of the more classical combinatorial problems.
The previous works used either ad hoc methods or Alon's Combinatorial Nullstellensatz and yielded nonuniqueness theorems: results with conclusion "there cannot be exactly one solution". To prove Theorem 1.2 we instead applied the Alon-Füredi Theorem, which yields a lower bound on the number of solutions in terms of the quantity m(a 1 , . . . , a n ; N ). To collapse this type of result to a nonuniqueness theorem one simply uses the Pigeonhole Principle (1) m(a 1 , . . . , a n ; N ) ≥ 2 ⇐⇒ N > n.
Applying (1) to Theorem 1.2, one recovers a result of Brink.
) Let K be a number field with ring of integers R, let p be a nonzero prime ideal of R, and let q = p ℓ be the prime power such that R/p ∼ = F q . Let P 1 (t 1 , . . . , t n ), . . . , P r (t 1 , . . . , t n ) ∈ R[t 1 , . . . , t n ], let v 1 , . . . , v r ∈ Z + , and let A 1 , . . . , A n be nonempty subsets of R such that for each i, the elements of A i are pairwise incongruent modulo p, and put
, then z A = 1. The case of K = Q was independently (in fact, earlier) established by U. Schauz and R. Wilson, so we call this result the Schauz-Wilson-Brink Theorem. If we further specialize to A i = {0, 1} for all i we recover Schanuel's Theorem.
The Main Theorem.
For the convenience of readers who are primarily interested in combinatorial applications, we state the main result of this paper first in a special case. Theorem 1.4. Let p be a prime, let n, r, v ∈ Z + , and for
v Z be nonempty subsets each having the property that no two distinct elements are congruent modulo
Proof. Applying Theorem 1.4 in the case A 1 = . . . = A n = {0, 1} and using the fact that for any 0 ≤ k ≤ n, we have m(2, . . . , 2; 2n − k) = 2 n−k [CFS14, Lemma 2.2c)], we get part a). Combining with (1) we get part b).
If in Corollary 1.5b) we further require that all the polynomials are linear, we recover a result of Alon-Friedland-Kalai [AFK84, Thm. A.1]. For some (not all) combinatorial applications linear polynomials are sufficient, and A i = {0, 1} corresponds to the "unweighted" combinatorial setup. In this setting we see that the advantage of Corollary 1.5a) over part b) is directly analogous to that of Theorem 1.2 over Brink's Theorem, namely a quantitative refinement of Alon-Füredi type. In fact this gives an accurate glimpse of our method of proof of the Main Theorem: we will establish and apply suitably generalized versions of a valuation-theoretic lemma of Alon-Friedland-Kalai and of the Alon-Füredi Theorem.
To state the full version of the Main Theorem we need some algebraic preliminaries. A principal ring is a commutative ring in which every ideal is principal. A ring is local if it has exactly one maximal ideal. Let (r, p) be a local principal ring with maximal ideal p = (π). By Nakayama's Lemma, i≥0 p i = (0), so for every nonzero x ∈ r, there is a unique i ∈ N such that x ∈ p i \ p i+1 , so x = π i y and y is a unit in r, so (x) = (π i ) = p i . Thus every nonzero ideal of r is of the form p i for some i ∈ N. There are two possibilities: Theorem 1.6. Let (r, p) be a finite local ring of length v and with residue field r/p ∼ = F q . Let n, r ∈ Z + , and for 1 ≤ j ≤ r, let 1 ≤ v j ≤ v. Let a 1 , . . . , a n , b 1 , . . . , b r ⊂ r be nonempty subsets each having the property that no two distinct elements are congruent modulo
Consider the following variant of Theorem 1.6. Proof. Theorem 1.6 =⇒ Theorem 1.7: let r = R/p v and let q : R → r be the quotient map. For 1 ≤ i ≤ n, let a i = q(A i ); for 1 ≤ j ≤ r, let f j = q(f j ) and
The hypothesis that no two distinct elements of any one of these sets are congruent modulo p ensures #a i = #A i and #b j = #B j . Applying Theorem 1.6 to r,a 1 , . . . , a n , b 1 , . . . , b r ,v 1 , . . . , v r ,f 1 , . . . , f r gives
Theorem 1.7 =⇒ Theorem 1.6: the Cohen structure theorems imply that an Artinian local principal ring is a quotient of a Dedekind domain (equivalently, of a DVR) [Hu68, Cor. 11 ]. Thus we may write r = R/p v for a Dedekind domain R. We may lift A 1 , . . . , A n ,B 1 , . . . , B r ,f 1 , . . . , f r from r to R so as to preserve the sizes of the sets and the degrees of the polynomials. Apply Theorem 1.7. 
Suppose first that d j ≥ 1 for all j. Then for each y ∈ r, the polynomial f j − y also has degree d j , and because
∈ B j and thus Theorem 1.2 is the special case of Theorem 1.7 obtained by taking R = Z K and B j = {0} for all j. Thus on the face of it Theorem 1.7 is a twofold generalization of Theorem 1.2: in place of Z K we may take any pair (R, p) with R a Dedekind domain and p a prime ideal such that R/p is a finite field; and in place of polynomial congruences we are studying polynomial systems with restricted output sets B j .
The first generalization turns out not to be an essential one. Theorem 1.6 shows that the result can be phrased in terms of finite, local principal rings. But every finite local principal ring is isomorphic to Z K /p v for some prime ideal p in the ring of integers of a number field K. This is due to A.A. Nečaev [Ne71] . A more streamlined proof appears in [BC15] .
it is a finite, local principal ring with residue cardinality p and length 2. Further, it is a commutative F p -algebra of dimension 2 which is not reduced: i.e., it has nonzero nilpotent elements, and this latter description characterizes r up to isomorphism. So let K = Q( √ p) and let p be the unique prime ideal of
Nevertheless it is natural to think in terms of Dedekind domains, and switching from one Dedekind domain to another seems artificial. The proof of Theorem 1.2 uses the fact that Z K has characteristic zero in an essential way: a key technical tool was the use of Schanuel-Brink operators to replace a congruence modulo p v in Z K with a system of congruences modulo p. As Schanuel pointed out, this construction is morally about Witt vectors and thus particular to unequal characteristic. Our proof of Theorem 1.7 does not reduce to the number field case but works directly in any Dedekind domain. Applied to R = Z K with B j = {0} for all j, it gives a new proof of Theorem 1.2. This new approach feels more transparent and more fundamental, and we hope that it will be more amenable to further generalization.
Applications of the Main Theorem.
The generalization from polynomial congruences to polynomial congruences with restricted outputs allows a wide range of applications. As we mentioned in [CFS14] , whenever one has a combinatorial existence theorem proved via the Schauz-WilsonBrink Theorem (or an argument that can be viewed as a special case theroef) one can apply instead Theorem 1.2 to get a lower bound on the number of solutions. Moreover, most applications of the Schauz-Wilson-Brink Theorem include a "homogeneity" condition which ensures the existence of a trivial solution. Theorem 1.2 applies also in the "inhomogeneous case".
All of these applications can be generalized by allowing restricted outputs. In [CFS14] we gave three combinatorial applications of Theorem 1.2: to hypergraphs, to generalizations of the Erdős-Ginzburg-Ziv Theorem, and to weighted Davenport constants. In the former two cases, we can (and shall) immediately apply the Main Theorem to get stronger results. We include the proof of the hypergraph theorem to showcase the use of nonlinear polynomials. We omit the proof of the EGZ-type theorem: the proof given in [CFS14] of the special case adapts immediately.
Our Main Theorem leads to a generalization of the weighted Davenport constant that we call the fat Davenport constant. This seems to be an interesting object of study in its own right and we include some general discussion. The fat Davenport constant can also be used to extend results of Alon-Friedland-Kalai on divisible subgraphs. This is a privileged application: the restricted output aspect of the Main Theorem was directly inspired by [AFK84] .
One reason that the combinatorial applications are interesting is that the upper bounds they give are -in the unweighted, zero-output case -accompanied by lower bounds coming from elementary combinatorial constructions, which has the effect of showing sharpness in Schanuel's Theorem in certain cases. It is an interesting challenge, not met here, to find other types of restricted input sets A i and restricted output sets B j illustrating sharpness in our generalized theorems.
Finally, we give an application of the Main Theorem to polynomial interpolation with fat targets. As a special case we will deduce a generalization of a Theorem of Troi-Zannier [TZ97] which was proved by them via more combinatorial means.
1.6. Acknowledgments. 
Then we have:
Proof.
Step 1: Suppose T = {y 0 } and ord p (x − y 0 ) ≥ v. As y runs through S(v) \ T , x − y runs through a set of representatives of the nonzero cosets of p v in R, and since if
Step 2: Suppose T = {y 0 } and ord p (x − y 0 ) < v. Then there is a unique y 1 ∈ S(v) with x ≡ y 1 (mod p v ), and y 1 = y 0 . Then we have P(x, v, T ) = P 0
x−y0 , so
Step 3: Suppose #T > 1. Then P(x, v, T ) is obtained from omitting factors from a product considered in Step 1 or Step 2. Because no two elements of T are congruent modulo p, the number of y ∈ T such that ord p (x − y) ≥ 1 is either 0 or 1, and thus P(x, v, T ) can be obtained from the product in Step 1 or Step 2 by omitting only factors of zero p-adic valuation. So ord p P(x, v, T ) ≥ c(v), and strict inequality holds precisely when there is some y ∈ S(v) \ T with ord p (x − y) ≥ v.
Alon-Füredi Over a Ring.
The aim of this section is to prove the following result.
Then either u A = 0 or u A ≥ m(a 1 , . . . , a n ; a 1 + . . . + a n − deg P ).
When R is a field, this is the Alon-Füredi Theorem [AF93, Thm. 4]. The key observation that the Combinatorial Nullstellensatz works over an arbitrary ring provided we impose Condition (D) is due to U. Schauz. It was further developed in [Cl14, §3] . The relevance of Condition (D) is shown in the following result.
The above conditions hold when R is a domain.
With Theorem 2.3 in hand, Theorem 2.2 can be established following the original argument of [AF93] . However, I find this argument a bit mysterious. Theorem 2.2 is the backbone of this work and a key barrier to further generalizations of Theorem 1.7. Because of this I feel the need to give the most conceptually transparent argument possible. For this we adapt a proof of Alon-Füredi due to Ball and Serra.
Proof.
Step 1: We establish a variant of the Punctured Combinatorial Nullstellensatz of Ball-Serra [BS09, Thm. 4.1].
1 Let R be a ring, let A 1 , . . . , A n ⊂ R satisfying Condition (D), and put
proof of claim: We perform polynomial division on f by the monic polynomial ϕ 1 , then divide the remainder by the monic polynomial ϕ 2 , and so forth, finally dividing by
whereas for all i = 1,
Since s 1 vanishes identically on A and A satisfies Condition (D), Theorem 2.3 applies to show s 1 = 0: that is, we may write r = ϕ1 ψ1 r 1 . Continuing this process with respect to t 2 , . . . , t n , we get r = n i=1 ϕi ψi u with
Step 2: Put A = n i=1 A i , and let f ∈ R[t 1 , . . . , t n ]. We may assume that f does not vanish identically on A. We go by induction on n, the case n = 1 following from Theorem 2.3. Suppose n ≥ 2 and the result holds for n − 1. Define
By our hypothesis on f , Y n = ∅. Let y ∈ Y n . We apply Step 1 to f , getting
The result established here is obtained from the Punctured Combinatorial Nullstellensatz by (i) working over an arbitrary ring under Condition (D) and (ii) neglecting multiplicities.
and put w(t 1 , . . . , t n−1 ) = u(t 1 , . . . , t n−1 , y). Then
and for all x ′ = (x 1 , . . . , x n−1 ) ∈ n−1 i=1 A i , we have f (x ′ , y) = 0 ⇐⇒ w(x ′ ) = 0. By induction there are a 1 , . . . , a n−1 ∈ Z + with 1 ≤ a i ≤ #A i for all i and
such that w is nonvanishing at at least
. . , a n−1 depend on y, but if we choose a 1 , . . . , a n−1 so as to minimize n−1 i=1 a i , then we find ( n−1 i=1 a i )(#Y n ) points of X at which f is nonvanishing, hence 
In fact something stronger holds: let y = (y 1 , . . . , y n ) ∈ Z n with 1
Remark 2.5. Both of the main results of [BS09] -namely Theorems 3.1 and 4.1 -can be generalized by replacing the arbitrary field F by an arbitrary ring R under the assumption that the sets satisfy Condition (D). In the former case the argument adapts immediately; in the latter case it requires some mild modifications.

Proof of the Main Theorem.
Proof. We will prove Theorem 1.7. As in Remark 1.8, we may assume R is a DVR, and thus our assumption on A 1 , . . . , A n , B 1 , . . . , B r becomes Condition (F). Let A = n i=1 A i . For 1 ≤ j ≤ r, let B j be the image of B j in R/p vj . For a ∈ Z + , let S(a) be a set of coset representatives for p a in R. Put
For 1 ≤ j ≤ s put
and put c = r j=1 c j .
Let R = R/p c+1 . Let Q be the image of Q in R and A the image of A in R n . Then
Because of Condition (F), the natural map A → A is a bijection. Let
Let x ∈ A. Using Lemma (2.1), we get
A . Thus #U = z B A . Applying Theorem 2.2 to R, Q and A, we get that #Z
3. Applications
Hypergraphs.
A hypergraph is a finite sequence F = (F 1 , . . . , F n ) of finite subsets of some fixed set X. We say that n is the length of F . The maximal degree of F is
the minimum ranging over set systems of length n and maximal degree at most d. Let f d (m) be the least n ∈ Z + such that for any degree d set system F of length n, there is a nonempty subset J ⊂ {1, . . . , n} such that m | #( i∈J F i ). Thus 
. , n} such that
Proof. Put
Then deg h ≤ d and h(0) = 0. For any x ∈ {0, 1} n , let J x = {1 ≤ j ≤ n | x j = 1}. The Inclusion-Exclusion Principle implies 
Fat Davenport Constants.
Let (G, +) be a nontrivial finite commutative group. The Davenport constant D(G) is the least number n such that for any sequence {g i } n i=1 in G, there is a nonempty subset J ⊂ {1, . . . , n} such that i∈J g i = 0. There are unique integers 1 < n 1 | n 2 . . . | n r such that
let us call r the rank of G. The pigeonhole principle implies 
It is now clear that d(G) = D(G) when G has rank 1 (i.e., is cyclic). Olson showed that this equality also holds when G has rank 2 and when G is a p-group of arbitrary rank. There are infinitely groups of rank 4 with
for all groups of rank 3, or for all groups G with n 1 = . . . = n r , are major open questions. Olson used group ring methods (which, by the way, are used to prove the best known upper bound for D(G) for a general group G, see [AGP94] ) to prove d(G) = D(G) for p-groups, but in fact for a p-group G the Davenport constant can be expressed in terms of systems of congruences modulo powers of p with solutions in A i = {0, 1}. This was first observed by Schanuel [Sc74] .
Let G be a finite commutative group of exponent e, and let
be a sequence of finite, nonempty subsets of Z. Then given a sequence g = {g i } n i=1 in G we may associate an A-weighted subsequence {a i g i } n i=1 by selecting a i ∈ A i . We say an A-weighted subsequence is empty if a i = 0 ∈ A i for each i.
When each A i contains 0 and at least one other element not divisible by exp G, we define the weighted Davenport constant D A (G) as the least n such that every sequence {g i } n i=1 in G has a nonempty A-weighted zero-sum subsequence: i.e., there are a 1 ∈ A 1 , . . . , a n ∈ A n , not all 0, such that n i=1 a i g i = 0. As in the classical case, an immediate pigeonhole argument shows For recent work giving lower bounds and some equalities for D ± (G) see [MOS14] .
Thus certain choices of A ⊂ Z lead to a behavior of D A (G) which is much different from the extremal case (attained for A = {0, 1}). It would be interesting to further understand this phenomenon.
Here is a further generalization of the Davenport constant. We give ourselves:
of nonempty finite subsets of Z.
• A nonempty subset B ⊂ G.
i.e., the number of A-weighted subsequences of g with sum in B.
that is, we range over all sequences of length n in G and take the least positive number of A-weighted subsequences with sum in B.
If every A i contains 0 and also at least one element not divisible by exp G, and 0 ∈ B then we define the fat Davenport constant D B A (G) to be the least n ∈ Z + such that every length n sequence in G has a nonzero A-weighted subsequence with sum in B. We have
. It would be interesting to give upper bounds on N B (g) depending only on #B and the length of g.
For a sequence g, let
be the set of all subsequence sums of g. 
Corollary 3.5. Let g be a sequence of length n in G, and let {0} B ⊂ G. Then:
Proof. a) By Theorem 3.4b), b ∈ B which occurs as a subsequential sum of g must occur at least 2 n+1−D(G) times. b) We have N B (g) = 0 iff (g) ∩ B = ∅. We may assume this is not the case: there is y ∈ (g) ∩ B, and then part a) gives
Remark 3.6. Suppose 0 ∈ B and B is a large subset of G. When (g) ∩ B is large, Corollary 3.5a) gives a good lower bound on N B (g). When (g)∩B is small, then there ought to be significantly more than 2 n+1−D(G) zero-sum subsequences.
. However, when G is a p-group, our Main Theorem can be applied. 
be the number of (a 1 , . . . , a n ) ∈ A such that a 1 x 1 + . . . + a n x n ∈ r j=1 B j and
3.3. Divisible Subgraphs.
Here, a graph is a relation ∼ -called incidence -between two finite sets V and E such that every e ∈ E is incident to exactly two elements of V . If #V = r we will identify V with {1, . . . , r}. A subgraph is induced by restricting the incidence relation to a subset E ′ ⊂ E. We say a graph is empty if
. An empty graph is q-divisible for all q. We say a graph is q-atomic if it admits no nonempty q-divisible subgraph.
For r ≥ 2 and q ∈ Z + , let E(r, q) be the least n ∈ Z + such that every graph with r vertices and n edges admits a nonempty q-divisible subgraph. we have E(2, q) = q for all q; henceforth we suppose r ≥ 3. The proof of part a) is by a simple direct construction of q-atomic graphs which we do not revisit here. The proof of part b) is by connection with the Davenport constant. Or at least essentially: the term "Davenport constant" does not appear in [AFK84] . By making this connection explicit we can slightly sharpen their results.
Theorem 3.12. For r ≥ 3, q ∈ Z + , we define
b) A graph with r vertices and n edges has at least 2 n+1−D(r,q) q-divisible subgraphs. c) [AFK84, Thm. 3 .5] If q is a prime power, then E(r, q) = E(r, q) and a graph with r vertices and n edges has at least 2 n+1−E(r,q) q-divisible subgraphs.
Proof. a) The equality d(G(r, q)) = E(r, q) is immediate, and E(r, q) ≤ E(r, q) is Theorem 3.11a). Let G be a graph with r vertices and n edges, and let A = (a (i) j ) 1≤i≤n, 1≤j≤r be its incidence matrix. Put
induces a bijection between the q-divisible subgraphs of G and the solutions x ∈ {0, 1} n to the system of linear congruences
and thus to zero-sum subsequences of a = {a
When q is odd, D(r, q) = D(G(r, q)). When q is even, the fact that every edge is incident to precisely two vertices can be exploited to improve the bound:
In group-theoretic terms, (8) means that the terms of a lie in the subgroup
Thus again we find E(r, q) ≤ D(r, q). b) We have seen that q-divisible subgraphs correspond bijectively to zero-sum subsequences of a sequence a in a group isomorphic to G(r, q). Apply Theorem 3.4b). c) Since q is a prime power, G(r, q) is a p-group and thus D(G(r, q)) = d(G(r, q)) = E(r, q). The result now follows from parts a) and b). • If we take the topologist's convention that placing a loop at a vertex increases its degree by 2, then Theorem 3.12 holds verbatim for graphs with loops.
• If we take the algebraist's convention that placing a loop at a vertex increases its degree by 1, then the parity phenomenon of (8) is lost, and for even q as well as odd we get E(r, q) ≤ D( r i=1 Z/qZ). In this case, the graph with q − 1 loops placed at every vertex is q-atomic and shows
When q is a prime power we get E(r, q) = (q − 1)r + 1 whether q is even or odd.
The connection with Davenport constants motivates us to explore a more general graph-theoretic setup. We first present a generalization which gives a graphtheoretic interpretation to the Davenport constant of any finite commutative group. The proofs are quite similar to those given above and are left to the reader.
Let q = (q 1 , . . . , q r ) ∈ (Z + ) r with 1 < q 1 | q 2 | . . . q r and put
When q 1 is even, there is a surjective group homomorphism
(mod 2).
Thus G ′ (q) := Ker Φ is an index 2 subgroup of G(q). In this case we set q ′ = ( q1 2 , q 2 , . . . , q r ). Lemma 3.15. If q 1 is even, then
If q 1 is odd, we put G ′ (q) = G(q).
(mod q j ).
We then get the following generalization of Theorem 3.12.
Theorem 3.16. Let q ∈ (Z + ) n , and let G be a finite graph with vertex set V = {1, . . . , r} and n edges, and let g ∈ G(q). Let a be the incidence matrix of G, regarded as a sequence of length n in G ′ (q). Then the number of subgraphs of G of
3.4. Divisibility in Weighted Graphs.
of finite nonempty subsets of Z. For 1 ≤ j ≤ r, let B j ⊂ Z/q j Z be nonempty subsets, and put B = r i=1 B j , viewed as a subset of G. We will give a graph theoretic application of the quantities D Let G be a finite graph with vertex set V = {1, . . . , r} and edge set E = {1, . . . , n}. Put A = n i=1 A i . An element a ∈ A may be viewed as giving an integer weight a i to each edge i of G: we call this data an A-weighted subgraph of G. (The case A i = {0, 1} for all i recovers the usual notion of a subgraph.) For a weighted subgraph (G, a) and a vertex j ∈ V , the weighted degree of j is
that is, the sum of the weights of the edges incident to j. A weighted subgraph
This setup is designed so that the number of A-weighted B-divisible subgraphs is equal to the number of A-weighted B-sum subsequences of the sequence a in G ′ (q) corresponding to the incidence matrix. Thus we may apply the results of §3.2 to deduce the following result. Our final application of the Main Theorem lies not in combinatorics but in algebra, specifically the problem of polynomial interpolation in commutative rings.
Theorem 3.19. Let (r, p) be a finite, local principal ring with residue field F q = r/p and length v. Let f 1 , . . . , f n ∈ r[t 1 , . . . , t N ] be an r-linearly independent subset, and let V = f 1 , . . . , f n be the r-module spanned by f 1 , . . . , f n , so that every f ∈ V may be uniquely written as
Let X = {x j } r j=1 ⊂ r N be finite of cardinality r. Let A 1 , . . . , A n , B 1 , . . . , B r ⊂ r satisfy Condition (F). For 1 ≤ j ≤ r, let 1 ≤ v j ≤ v. a) Let S be the set of f ∈ V such that (i) c i (f ) ∈ A i for all 1 ≤ i ≤ n and (ii) f (x j ) ∈ B j (mod p vj ) for all 1 ≤ j ≤ n. Then #S = 0 or #S ≥ m(#A 1 , . . . , #A n ; (q vj − #B j ) > n.
Then there is 0 = f ∈ S.
Proof. a) Evaluation at x ∈ X is a linear functional L i : r X → r. Restricting each L i to V gives a linear functional on V . The basis f 1 , . . . , f n gives us an identification of V with r n under which f = n i=1 c i (f )f i corresponds to (c 1 (f ), . . . , c n (f )) ∈ r n . In this way we may view each L j as a linear polynomial on r n . For f = (c 1 (f ), . . . , c n (f )) ∈ r n the condition L j (f ) ∈ B j (mod p vj ) corresponds to f (x j ) ∈ B j (mod p vj ). So the Main Theorem applies. b) The hypotheses imply that 0 ∈ S and m(#A 1 , . . . , #A n ; Their proof is quite different: it uses Theorem 3.3 and an auxiliary result using integer-valued polynomials. Their argument seems not to carry over even to F q .
