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Abstract
Systematic and repeatable measurement of information systems via test collections, the Cranfield model, has been the
mainstay of Information Retrieval since the 1960s. However, this may not be appropriate for newer, more interactive
systems, such as Conversational Search agents. Such systems rely on Machine Learning technologies, which are not yet
sufficiently advanced to permit true human-like dialogues, and so research can be enabled by simulation via human agents.
In this work we compare dialogues obtained from two studies with the same context, assistance in the kitchen, but with
different experimental setups, allowing us to learn about and evaluate conversational IR systems. We discover that users
adapt their behaviour when they think they are interacting with a system and that human-like conversations in one of the
studies were unpredictable to an extent we did not expect. Our results have implications for the development of new studies
in this area and, ultimately, the design of future conversational agents.
Keywords Conversational search · Evaluation
1 Introduction
The field of Information Retrieval (IR) has a long and proud
tradition of empirical scientific evaluation. The Cranfield
paradigm, developed by Cleverdon and colleagues in the
1960s, permits systematic and repeatable measurement of
retrieval system performance [6] and has served the com-
munity well for over half a century. Over time this approach
has been adapted to fit different types of search problem [8],
however, as IR systems have become increasingly interac-
tive in nature, in some cases it is now reaching its lim-
its. One such modern approach to search that may test the
Cranfield paradigm to its breaking point is that of Con-
versational Search. Recent progress in Machine Learning
technologies has permitted advances in automated natural
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language comprehension to the extent that many tasks can
now be achieved by entering into a two-way dialogue, in
either text or spoken form, with a virtual agent.
Cranfield-based IR evaluations typically have only few
queries per topic, while in conversational search queries
are free-form and vary from typical system-like queries to
long and rich, human like descriptions. Another challenge
is that, although considerable progress has been made in re-
cent years, many of the technologies that would be required
to fulfil the vision of true conversational search, such as ac-
curate speech recognition or dialogue modelling, do not yet
work sufficiently [4]. As such, if IR researchers wish to
study an aspect such as search result utility in a conversa-
tional context, much of the experience must be simulated.
One means to achieve such simulations is to apply a so-
called Wizard of Oz (WoZ) study where test participants
interact with a system that they believe to be automated but
that is, unbeknown to them, actually remotely operated by
a human. The approach itself can vary from so-called “slot-
filling”, which is highly procedural, to fully conversational
systems that react spontaneously without restriction, like
a human would [2]. This can be taken further still by placing
the human wizard in full view of the participant (in-situ).
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Fig. 1 Conversational framework
Such observational studies have been used in conversational
search research in IR and typically involve using pairs of
human participants who converse with each other [7].
Although substantial literature exists describing individ-
ual studies of these different kinds individually, typically
it is difficult to compare and contrast the methods as the
contexts studied are so different. Here, we share our ex-
periences of performing two comparable studies: one with
a tightly-controlled Wizard and a second with an assistant
present in-situ. Both relate to a conversational assistant in
the kitchen. By annotating and analysing the utterances col-
lected in the different setups, we can establish not only the
similarities and differences that occur, but also learn lessons
of when different types of study should be performed and
derive insights to inform future design of such systems.
2 Data Collection Approaches
2.1 Study 1: Wizard of Oz
The first study employed a Wizard of Oz (WoZ) methodol-
ogy, meaning that participants were unaware that the system
used was being controlled by another human. Participants
were told they were interacting with a bot and the style
of interaction – what the bot communicated to the partici-
pant, how and when – supported this assumption. Although
the Wizard did not employ a fully-scripted, slot-filling ap-
proach, the conversation flow and Wizard responses were
tightly controlled.
We developed a conversational framework in the form
of a flowchart (see Fig. 1) describing how an idealised dia-
logue between a human user and the virtual agent (named
Telefood) should proceed to provide recipe recommenda-
tions. Nodes in the flowchart represent user utterances (pre-
ceded by U) and system responses and queries (preceded by
S). If the user asked a question or made a statement that did
not adhere to the framework at the point in the dialogue that
had been reached, the wizard either generated an error mes-
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sage (S0), such as “I didn’t understand that” and requested
the user try again or, if the request was relevant to another
part of the framework, the Wizard jumped to the appropriate
node and proceeded from there. Expressions of sentiment
by the user, either to a recipe suggestion (e.g. “super, thank
you”) or task completion (e.g.“thank you, Telefood”) were
assigned to U4].
Conversations were designed to flow in what we believed
to be a plausible fashion. The participant has the opportu-
nity to first describe the need for the recipe and the context
(U2.1) with the system prompting for context if little is
provided. If the Wizard has sufficient information a rec-
ommendation is made, otherwise the user is prompted for
ingredient preferences (U2.2). After a suggestion has been
made, the participant can respond to control the flow of the
process (U3.1). Note that while the framework does not al-
low all user input to be handled as an actual human would,
there is no restriction with respect to what participants can
say.
To motivate conversations, participants were provided
with recipe finding tasks. Each completed 3 such tasks,
interacting with the Wizard either with spoken or typed
utterances depending on the condition they were assigned to
using a between-groups design. 28 participants (15 females;
exage = 22years, minage = 18years, maxage = 33years)
provided 999 utterances, 514 of which were from the audio
condition.1
2.2 Study 2: In-situ Study
The second study, which was performed independently by
a researcher who was not involved in the first, established
a somewhat comparable corpus of conversational data by
means of an in-situ user study. Here we simulated a nat-
uralistic cooking situation by gifting a box of ingredients
to participants in their own kitchen at meal time. Partici-
pants were tasked with cooking a meal they had not cooked
before using the contained ingredients, which could be sup-
plemented with the contents of their own pantry. To assist
the process they could converse with the experimenter, who
would answer questions and needs using any resource avail-
able to him via the Web. The experimenter provided the best
answer he could and communicated this orally in a natural
human fashion (arguably the optimal behaviour for a con-
versational system). Although many of the utterances re-
lated to user needs beyond those captured in the WoZ study
(e.g. queries relating to cooking steps or techniques), every
participant conversed with the researcher in order to estab-
lish a suitable recipe to cook, making these utterances a fair
point of comparison.
1 Due to space limitations, we cannot provide full details of the study.
These can be found in [1].
45 participants (22 females, xage = 24years, minage =
19years, maxage = 71years) provided 38.75 hours of spo-
ken dialogue, which was subsequently transcribed and anal-
ysed qualitatively.2 The process resulted in 1,662 participant
utterances. To allow fair comparison we remove any ut-
terance after a recipe has been selected (i.e. which relate
to actually preparing the dish). In cases where an addi-
tional recipe is subsequently sought (e.g. a side-salad), we
again remove utterances labelled as U5, which by defini-
tion could not occur in the WoZ study. 5 participants in the
in-situ study did not actually require a recipe. These were
removed from the dataset. In sum, 464 in-situ utterances
were analysed.
2.3 Annotating both Corpora
To establish whether the corpora are comparable, the WoZ
Framework was used as a means to annotate the utterances
from both studies. We focused on the stages U2.1,U2.2
and U3.1. Out of context utterances were marked with U5.
In the in-situ data this meant that most utterances after the
selection of recipes were labelled as U5. In some cases, par-
ticipants were required to return to the recipe recommenda-
tion stage when they realised that the selected recipe could
not be achieved due to, for example, missing ingredients
or equipment. For the WoZ corpus, coding was performed
by two researchers, who first worked together to code 25%
of the data set, resolving any disagreements through dis-
cussion. They then worked separately, each coding half of
the remaining data. A random sample of 100 rows of these
was selected and re-coded by the other researcher in order
to assess inter-rater reliability. Cohen’s kappa values were
obtained indicate almost perfect agreement ( = 0.836,
z = 20.7, p-value  0.01). A similar process was under-
taken for the in-situ corpus. First, three researchers coded
the utterances for four test participants, chosen at random.
On average all three coders achieved 90.02% agreement, in
100% cases at least two coders agreed ( = 0.76, z = 27.1,
p-value  0.01).
3 Results & Discussion
The first result of note is that the inter-rater agreement
statistics evidence that the corpora are indeed compara-
ble. Table 1, which shows the distribution of codes, how-
ever, reveals differences in the conversations in these dif-
ferent studies that had comparable aims (i.e. find a recipe to
cook). Clearly, the in-situ conversations are heavily skewed
towards code U5 in the framework, with over half of all
2 Space limitations mean we cannot provide full details of the study.
These can be found in [3].
K
40 Datenbank Spektrum (2020) 20:37–41
Table 1 Distribution of codes
by experimental source U2.1 U2.2 U3.1 U5
n % n % n % n %
In-Situ 36 7.7 64 13.7 123 26.5 241 51.9
WoZ 283 32.5 141 16.2 187 21.5 259 29.8
utterances being assigned to this code, while the early in-
formation-providing code U2.1 is hardly ever visited. This
contrasts with the WoZ results, where the distribution over
framework codes is much more uniform and where a large
number of utterances provide information about the wished-
for recipe (U2.1. There does not seem to be a large differ-
ence in the percentage of U3.1 visits meaning participants
responded to roughly the same number of recommendations
in both conditions.
The in-situ utterances were longer, with a median of 10
words per utterance, compared with a median of only 2
words for the WoZ study utterances. They also contained
more turns per task (in-situ:  = 11.6; WoZ:  = 10.36)
and had much less of a clearly defined order – 25% started
with 2.1 in the in-situ experiments, 85,7% were on second
position in the WoZ corpus (after “Hey Telefood”, which
was code U1).
These statistics endorse the researchers’ impression of
more human-like conversation in the in-situ study. Users
seem to adapt their behaviour when they think they are in-
teracting with a system. There were examples of human-like
conversation in the WoZ corpus, such as use of politeness
markers (e.g. “please” and “thank you”, function words (i.e.
non-content carrying) and indirect request strategies using
modal verbs. Often, however, WoZ utterances were stripped
down to query-like utterances – text adapted to what a sys-
tem needs3. A further observation was that, even though
the WoZ framework was designed to be representative of
a typical conversational pattern, in the naturalistic in-situ
setting this pattern almost never occurred.
One reason for the bias toward state U2.2 as a starting
state in the in-situ study was likely to be an artefact of
providing ingredient boxes. An interpretation for the lack
of U2.1 utterances in the in-situ study could be that par-
ticipants may not have felt the need to communicate the
context because they had a human user who was experienc-
ing it along with them and implicitly knew the details of
why the recipe was being cooked, who for, etc.. This does
not account for the fact that when conversations are free,
participants provide very little context for their preferences
when they are not explicitly pressed for these. There were
very few examples such as “I really like Chinese food”
or “I’m not a fan of spicy stuff” in the in-situ data. Due
to the use of the framework – where users were explicitly
3 More detailed explanations, examples and count information can be
found in [1].
asked for their preferences – these sorts of utterances were
very common in the WoZ study data and participants of-
ten provided data as simple ordered lists of ingredients or
requirements, much like they would when writing queries.
Lots of the in-situ utterances rely on a human being in the
room being able to use their senses (e.g. “What can I do
with these ingredients?” TP13); or require a lot of interpre-
tation, i.e. implicit intentions: “a little bit too hot for a bake”
TP13.
The lack of structure in conversations highlights just
how challenging supporting a completely free-form con-
versational bot would be. As people do not provide helpful
information by default, a passive agent such as in the in-
situ study is less helpful. As Radlinski and Craswell sug-
gest, conversational assistants should be mixed initiative
systems, where information is exchanged [5]. This was true
in both studies, although the balance offered by the WoZ
study, where the initiative lay primarily with the Wizard,
provided the system with more information and structured
dialogue, which would be easier to support technologically.
4 Conclusions
By performing two variant experiments where human users
interact with an agent (either a human in the room or a hu-
man disguised as a system) we were able to compare such
methods as a means to learn about and evaluate conver-
sational IR systems. We discovered that users seemed to
adapt their behaviour when they thought they were inter-
acting with a system and that human-like conversations in
the in-situ study were unpredictable to an extent we did not
expect.
All this builds towards the conclusion that, while in-
situ studies provide interesting insights to human interac-
tion, they do not – at least in our case – lead to utterances
that you would get with an actual system. Our WoZ study
offered much more standardised interaction patterns that
would be much easier to support from a technical perspec-
tive. There was no evidence that this was detrimental to the
user experience.
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