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Abstrat
This work addresses a spetral orretion for the Gauss-Newton model in the solu-
tion of nonlinear least-squares problems within a globally onvergent algorithmi
framework. The nonmonotone line searh of Zhang and Hager is the hosen glob-
alization tool. We show that the searh diretions obtained from the orreted
Gauss-Newton model satisfy the onditions that ensure the global onvergene un-
der suh a line searh sheme. A numerial study assesses the impat of using the
spetral orretion for solving two sets of test problems from the literature.
Keywords: Nonlinear least squares, spetral parameter, Gauss-Newton method,
global onvergene, numerial tests.
1 Introdution
Nonlinear least-squares (NLS) problems are a lass of strutured unon-
strained minimization problems that has a pratial importane in several
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senarios. From data tting [1℄, parameter identiation [2℄, and data assim-
ilation [3℄ to regularization of ill-posed problems [4℄, to name a few, many
appliations may be addressed within the NLS framework.
Conerning the iterative numerial tehniques employed to solve NLS
problems, the Gauss-Newton (GN) is very popular. The assoiated linear
system that must be solved at eah iteration may not be safely positive
denite, so a salar and positive orretion is adopted, giving rise to the
Levenberg-Morrison-Marquardt approah [57℄. Reent works have proposed
adaptive strategies to update the regularizing parameter. See [811℄ and
referenes therein. Newton's method is also a possibility, as long as the
seond order derivatives are available [12, 13℄.
The aforementioned salar orretion, however, might be sign-free in ase
it plays the role of the seond-order derivative matrix. This is preisely the
room where the spetral orretion ts in. Suh a orretion was exploited
for NLS with quadrati residues, and upon the loal perspetive [14℄. The
spetral orretion for the Gauss-Newton method was motivated by the spe-
tral step size to the gradient method, proposed by Barzilai and Borwein [15℄
and Raydan [16℄. In the former work, the authors presented a onvergene
analysis to bidimensional quadratis, whereas in the latter, the onvergene
was extended to n-dimensional stritly onvex quadrati problems. Gen-
eral unonstrained minimization problems were addressed by means of the
spetral perspetive by Raydan in [17℄. Adding upon these ideas, Spetral
Projeted Gradient (SPG) methods were proposed by Birgin, Martínez and
Raydan [18℄, appliable to large-sale onvex onstrained problems in whih
the projetion onto the feasible set an be inexpensively omputed. The sur-
veys [19, 20℄ provide a broad perspetive of the spetral projeted gradient
methods. Conerning the solution of nonlinear systems of equations, La Cruz
and Raydan [21℄ used the spetral approah for suh a goal, further analyzed
by La Cruz, Martínez and Raydan [22℄ in a gradient-free senario.
This work addresses the general NLS problem by means of the GNmethod
with the spetral orretion. Notation and basi denitions are given in Se-
tion 2, inluding the spetral orretion. Setion 3 presents the algorithmi
framework, disussing some implementation details and the global onver-
gene analysis. The numerial performane is investigated along with two
distint globalization strategies, based on monotone and nonmonotone line
searhes, as well as with a benhmark. The numerial results for two sets of
test problems from the literature are shown and analyzed in Setion 4. Final
remarks are stated in Setion 5.
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2 Preliminaries and the spetral orretion
Given the residual funtion F : Rn → Rm, m ≥ n, with Fi twie ontinuously
dierentiable funtions for i = 1, . . . , m, the NLS problem is stated as
min
x∈Rn
f(x) (1)
where f(x) := 1
2
‖F (x)‖2 and ‖ · ‖ is the Eulidean vetor norm and the
indued matrix operator norm. Denoting the Jaobian of the residual fun-
tion F omputed at x as the matrix J(x) ∈ Rm×n, the derivatives of the
objetive funtion f omputed at x are given by ∇f(x) = J(x)TF (x) and
∇2f(x) = J(x)TJ(x) + S(x), where S(x) = ∑mi=1 Fi(x)∇2Fi(x). We also
adopt the redued notation Fk ≡ F (xk), Jk ≡ J(xk) and Sk ≡ S(xk).
The iterative sheme of Newton's method applied to the nonlinear equa-
tions ∇f(x) = J(x)TF (x) = 0 in its pure loal form is written as
xk+1 = xk − (JTk Jk + Sk)−1JTk Fk. (2)
The Gauss-Newton and the Levenberg-Morrison-Marquardt are popular
alternatives to irumvent the need of omputing the matrix Sk. In the
former, this matrix is just dropped from (2), whereas in the latter a salar
matrix (i.e. diagonal with idential elements) of the form µkI is added to
JTk Jk, leading to the globalized iteration
xk+1 = xk − tk(JTk Jk + µkI)−1JTk Fk, (3)
where µk ≥ 0 is interpreted as a regularization parameter and tk ∈ (0, 1] is
the step size, omputed to aomplish a suient derease ondition upon f .
In this work we address the usage of a spetral hoie for the parameter µk,
whih leads to a simple seond order orretion for the Gauss-Newton (GN)
model based on the urvature information ontained in approximations for
the residual Hessians at the urrent iterate. Notie that µk may be negative
in ertain iterations, aording with the residual values and Hessians. Thus,
the seond term of the matrix ∇2f(xk) is approximated by
Sk ≈
m∑
i=1
Fi(xk)σi,kI.
The salar σi,k is a spetral parameter (f. [1517℄), updated by
σi,k =
yTi,k−1sk−1
sTk−1sk−1
, i = 1, . . . , m
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where yi,k−1 = ∇Fi(xk)−∇Fi(xk−1) and sk−1 = xk − xk−1.
Therefore, Sk ≈ µkI, and the spetral parameter µk is dened by
µk :=
m∑
i=1
Fi(xk)
(∇Fi(xk)−∇Fi(xk−1))T sk−1
sTk−1sk−1
, (4)
whih may be alternatively stated in matrix form as
µk =
F Tk (Jk − Jk−1)sk−1
sTk−1sk−1
. (5)
By applying the Taylor expansion with integral remainder to (4), we
obtain
µk =
m∑
i=1
Fi(xk)
sTk−1
(∫ 1
0
∇2Fi(xk−1 + tsk−1)dt
)
sk−1
sTk−1sk−1
, (6)
so that the parameter µk may be interpreted as well as a weighted sum of
the Rayleigh quotients of average residual Hessians, for whih the weights
are the orresponding omponents of the residual funtions omputed at the
urrent iterate.
From a somewhat dierent perspetive, due to the relationship
Sk(xk − xk−1) ≈ (Jk − Jk−1)TFk, under the assumption that the eet a
quasi-Newton approximation Bk on the vetor sk−1 should be similar to the
one of the matrix Sk (f. [23℄), one must impose thatBksk−1 = (Jk−Jk−1)TFk.
Relaxing suh a ondition we have sTk−1Bksk−1 = s
T
k−1(Jk−Jk−1)TFk, so that,
with the salar approximation Bk = µkI, the expression µk as dened in (5)
is also obtained. Hene, a weak seant ondition is veried [12℄, whih means
that the matrix µkI arries some information on how the matrix Sk on-
tributes to the urvature of the model along the segment that joins xk−1 and
xk−1 + sk−1.
3 A globally onvergent algorithmi framework
Next we present the main algorithm of this work. We all the iteration
sheme (3) with the spetral hoie for the parameter µk as the Gauss-Newton
iteration with spetral orretion (GN+SC).
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Algorithm 1. Global framework for the GN+SC method
Input : x0 ∈ Rn, µ0 ∈ R, µmax > 0, β > 1, ∆max > 0, γ ∈ (0, 1), Q0 = 1,
0 ≤ ηmin ≤ ηmax ≤ 1
1. Set k = 0, evaluate Fk, Jk and set Ck =
1
2
‖Fk‖2
2. while the stopping riteria are not satised do
3. if µk ≥ 0 then
4. Solve (JTk Jk + µkI)d = −JTk Fk, and set dk = d, αk = 0
5. else
6. Choose ∆k ∈
[
1
β
‖JTk Fk‖,min
{
β‖JTk Fk‖,∆max
}]
.
7. Compute (dk, αk) as a primal-dual solution of
min 1
2
‖Jkd+ Fk‖2 + µk2 ‖d‖2
s.t. ‖d‖ ≤ ∆k.
8. end if
9. Set t = 1
10. while
1
2
‖F (xk + tdk)‖2 > Ck + γtdTk JTk Fk do
11. t = t/2
12. end while
13. tk = t
14. xk+1 = xk + tkdk, sk = xk+1 − xk
15. Evaluate Fk+1, Jk+1 and ompute
µk+1 = max
{
min
{
sTk (Jk+1 − Jk)TFk+1
sTk sk
, µmax
}
,−µmax
}
16. Choose ηk ∈ [ηmin, ηmax] and set Qk+1 = ηkQk + 1,
Ck+1 =
(
ηkQkCk +
1
2
‖Fk+1‖2
)
/Qk+1
17. Set k = k + 1
18. end while
Remarks about the Algorithm 1.
1. The algorithm may start with the pure Gauss-Newton step, i.e. µ0 = 0.
2. The veriation at line 3 immediately implies in the positive denite-
ness of JTk Jk +µkI whenever µk > 0, and in suh a ase, the linear sys-
tem of the normal equations at line 4 might be solved by the Cholesky
fatorization. We have adopted the more stable alternative proposed by
Moré in [24℄, despite its higher omputational ost, whih onstitutes
in solving the linear least-squares problem
min
d∈Rn
1
2
∥∥∥∥
[
Jk√
µkI
]
d+
[
Fk
0
]∥∥∥∥
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by a QR fatorization of the augmented matrix.
Besides, as the urrent Jaobian might not have full rank, whenever
µk = 0, rst we ompute a QR fatorization of Jk, to verify if the GN
step is an option, i.e. if the fator R is safely full-rank. In ase it is not,
or if the sign-free spetral parameter is negative, then the trust-region
subproblem of line 7 is solved to produe a desent diretion.
3. The quadrati norm onstrained subproblem of line 7 is solved by the
Moré-Sorensen strategy [25℄, so that the pair (dk, αk) ∈ Rn×R+ veries
(
JTk Jk + (µk + αk)I
)
dk = −JTk Fk (7)
with
αk ≥ max
{
0,−λmin(JTk Jk + µkI)
}
(8)
(λmin(A) denotes the smallest eigenvalue of the symmetri matrix A),
‖dk‖2 ≤ ∆2k, αk(‖dk‖2 −∆2k) = 0, and the matrix JTk Jk + (µk + αk)I is
positive semidenite.
The safeguarding sheme that denes the radius ∆k takes into a-
ount the stationarity measure at the urrent iterate. It aims to al-
low the Newton's step for the subproblem, namely dk = −(JTk Jk +
µkI)
−1(JTk Fk), to be feasible in ase it is a desent diretion.
4. The line searh proedure of lines 9  13 is based on the work of Zhang
and Hager [26℄, with the updating sheme of line 16. The hoie
ηk = 0 provides a monotone linesearh, whereas any hoie ηk ∈
(0, 1] generates a nonmonotone line searh. Conerning the sequenes
Qk and Ck, from the updating expressions at line 16, it is easy to
see that Ck+1 is a onvex ombination of Ck and
1
2
‖Fk+1‖2. Sine
C0 =
1
2
‖F0‖2, it follows that Ck is a onvex ombination of the funtion
values
1
2
‖F0‖2, 12‖F1‖2, . . . , 12‖Fk‖2. For further details and properties
of the (non)monotone line searh we refer the reader to [26℄.
5. From the previous reasoning about the omputation of the (desent)
step sk, we stress that the Algorithm 1 is well dened, that is, it always
omputes a desent diretion dk and the line searh (lines 9  13) nishes
after a nite number of steps.
The global onvergene of Algorithm 1 is analyzed in the following, based
upon the development of Zhang and Hager [26℄. In a preliminary result we
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prove that their fundamental assumptions upon the diretions are satised.
Lemma 1. If ‖J(x)‖ ≤ ζ, ζ > 0, for any x ∈ Rn, then the diretions
generated by the Algorithm 1 satisfy the onditions
a) gTk dk ≤ −c1‖gk‖2,
b) ‖dk‖ ≤ c2‖gk‖,
for all k, where gk := J
T
k Fk, and c1 and c2 are positive onstants.
Proof. For a given threshold µ+ > 0, and a xed iteration k, let us split the
analysis in two ases.
Case 1. The spetral parameter is safely positive, that is, µk is suh that
µ+ ≤ µk ≤ µmax.
It is lear that
λmin(J
T
k Jk + µkI) ≥ µ+.
Thus
‖dk‖ = ‖(JTk Jk + µkI)−1gk‖ ≤ ‖(JTk Jk + µkI)−1‖‖gk‖ ≤
1
µ+
‖gk‖.
Additionally
gTk dk = −gTk (JTk Jk + µkI)−1gk ≤
−1
ζ2 + µmax
‖gk‖2,
where the last inequality follows from
λmax(J
T
k Jk) + µk = ‖JTk Jk‖+ µk ≤ ‖Jk‖2 + µmax ≤ ζ2 + µmax,
where λmax(A) denotes the largest eigenvalue of the symmetri matrix A.
Therefore (a) and (b) hold with c1 = 1/(ζ
2 + µmax) and c2 = 1/µ+.
Case 2. The spetral parameter is below the threshold, i.e., −µmax ≤ µk < µ+
In this seond ase, the following trust-region subproblem is solved
min
d
‖Jkd+ Fk‖2 + µk2 ‖d‖2
s.t. ‖d‖ ≤ ∆k.
(9)
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Let (dk, αk) be a primal-dual solution of (9), and onsider the SVD deom-
position
(JTk Jk + µkI + αkI) = QkΣkQ
T
k ,
where Qk = [q
1
k · · · qnk ] ∈ Rn×n is orthogonal, Σk := |Λk + µkI + αkI| with
Λk = diag(λ
1
k, . . . , λ
n
k), λ
1
k ≥ . . . ≥ λnk ≥ 0, so that σik := |λik + µk + αk|, and
σ1k ≥ · · · ≥ σrk > 0 = σr+1k = · · · = σnk . Notie that (dk, αk) is a solution
of (9), and due to (8),
λik + µk + αk ≥ 0, ∀i.
Hene, for all i it holds |λik + µk + αk| = λik + µk + αk.
The diretion dk may be expressed as
dk = −(JTk Jk + µkI + αkI)+gk + vk = −
∑
σi
k
6=0
(qik)
Tgk
λik + µk + αk
qik + vk,
where A+ denotes the generalized inverse of the matrix A and vk is a vetor
in the null spae of
Bk := (J
T
k Jk + µkI + αkI),
so that vk ∈ span{qr+1k · · · qnk}, whereas, due to (7), gk ∈ span{q1k · · · qrk}.
Therefore vTk gk = 0 and we obtain
gTk dk = −
∑
σi
k
6=0
((qik)
Tgk)
2
λik + µk + αk
.
If ‖dk‖ < ∆k, then αk = 0 and sine λik ≤ λmax(JTk Jk) = ‖JTk Jk‖ ≤ ζ2,
we have
gTk dk = −
∑
σi
k
6=0
((qik)
Tgk)
2
λik + µk
≤ −1
ζ2 + µ+
∑
σi
k
6=0
((qik)
Tgk)
2 =
−1
ζ2 + µ+
‖gk‖2.
Now, if ‖dk‖ = ∆k, from (7), reasoning as in the proof of Lemma 2.3 of
Noedal and Yuan [27℄, and due to the onditions
1
β
‖gk‖ ≤ ∆k and −µmax ≤
µk it follows that
‖Bkdk‖ = ‖gk‖ ⇒ λmin(Bk)‖dk‖ ≤ ‖gk‖ ⇒ λmin(Bk) ≤
‖gk‖
∆k
⇒ min
i
(
λik + µk + αk
)
= min
i
(
λik + µk
)
+ αk ≤
‖gk‖
∆k
⇒ αk ≤
‖gk‖
∆k
−min
i
(
λik + µk
)
≤ β + µmax.
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Consequently,
λik + µk + αk ≤ ζ2 + µ+ + β + µmax.
Therefore
gTk dk = −
∑
σi
k
6=0
(qTi gk)
2
λik + µk + αk
≤ −‖gk‖
2
ζ2 + µ+ + β + µmax
.
Moreover, beause ∆k ≤ β‖gk‖, we have
‖dk‖ = ∆k ≤ β‖gk‖,
and thus the onditions (a) and (b) hold in this ase for
c1 = 1/(ζ
2 + µ+ + β + µmax) and c2 = β.
Finally, observing that
max
{
1
ζ2 + µ+
,
1
ζ2 + µmax
,
1
ζ2 + µ+ + β + µmax
}
=
1
ζ2 + µ+
,
setting
c1 =
1
ζ2 + µ+
and c2 = min
{
1
µ+
, β
}
ompletes the proof. ✷
As in [26℄, when the onditions (a) and (b) of Lemma 1 are satised
by a set of searh diretions, we say that the Diretion Assumption holds.
Next, for the reader's onveniene, we restate the result of Zhang and Hager
[26, Theorem 2.2℄ that assures the global onvergene of Algorithm 1.
Theorem 1. Suppose f(x) is bounded from below and the Diretion
Assumption holds. Assume that the gradient of the objetive funtion is
Lipshitz ontinuous on an open onvex set Ω that ontains the level set
L(x0) = {x ∈ Rn | f(x) ≤ f(x0)}, being x0 ∈ Rn a given initial iterate. Then
the iterates xk generated by the nonmonotone line searh of Algorithm 1 have
the property that
lim infk→∞‖∇f(xk)‖ = 0.
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Moreover, if ηmax < 1 then
lim
k→∞
‖∇f(xk)‖ = 0.
Hene, every onvergent subsequene of the iterates approahes a point x∗,
where ∇f(x∗) = 0.
Proof. We remark that the boundedness from below for the objetive fun-
tion learly holds for problem (1) and, by Lemma 1, the searh diretions
generated by Algorithm 1 satisfy the Diretion Assumption. The remainder
of the proof follows as in Theorem 2.2 of [26℄. ✷
It is worthwhile notiing that the previous analysis is valid for any hoie
of a bounded sequene {µk}. Nevertheless, the spetral orretion provided at
line 15 of the Algorithm 1 is a legitimate hoie, whose pratial performane
is enlightened next.
4 Numerial results
To investigate the eieny and the robustness of the Algorithm 1, we have
implemented it in Fortran and solved two olletions of problems from the
literature: (i) the rst 18 nonlinear least squares problems listed in Table 1
were presented by Moré, Garbow and Hillstrom [28℄; (ii) the last 22 problems
were proposed by Luk²an [29℄. Table 1 also brings the number of variables
n, number of residual funtions (equations) m and a lassiation aording
with the residual size at the solution.
Although the test set is omposed by small-sale problems (n ≤ 100
and m ≤ 500), it is important to stress the wide variety of suh problems:
zero (47.5%), small (22.5%) and large (30%) residual problems; bad saled
problems and problems with rank deient Jaobian.
The tests were performed using the GNU-Fortran ompiler (64-bits), ver-
sion 5.3.0, in an Intel MaBook Pro, with 2.4 GHz, RAM of 8 Gb and Cahe
L2: 256Kb (per ore) and Cahe L3: 6Mb.
The parametri and algorithmi hoies were
β =



100, if ‖JT0 F0‖‖F0‖ ≤ 103
10, if 103 < ‖JT0 F0‖‖F0‖ ≤ 106
4, otherwise,
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Tab. 1: Nonlinear least squares test problems
# Problem n m Residual-size
1 Rosenbrok 2 2 zero
2 Powel singular 4 4 zero
3 Bard 3 15 small
4 Chebyquad 9 9 zero
5 Brown and Dennis 4 20 large
6 Watson 12 31 zero
7 Jenrih and Sampson 2 10 large
8 Kowalik and Osborne 4 11 small
9 Freudenstein and Roth 2 2 large
10 Box 3D 3 10 zero
11 Helial valley 3 3 zero
12 Brown almost linear 10 10 zero
13 Osborne 1 5 33 small
14 Osborne 2 11 65 small
15 Meyer 3 16 large
16 Linear full rank 10 10 zero
17 Linear rank one 10 10 small
18 Linear rank one with zeros 3 3 small
19 Chained Rosenbrok 100 198 zero
20 Chained Wood 100 294 zero
21 Chained Powell 100 196 zero
22 Chained Cragg and Levy 100 245 small
23 Generalized Broyden tridiagonal 100 100 zero
24 Chained Broyden Banded 100 100 zero
25 Extended Freudensein and Roth 100 198 large
26 Wright and Holt zero residual 100 500 zero
27 Toint quadrati merging 100 294 large
28 Chained exponential 100 199 large
29 Chained serpentine 100 198 zero
30 Chained and modied HS-47 98 192 large
31 Chained and modied HS-48 98 224 large
32 Chained and modied HS-53 98 224 large
33 Sparse sigmoidal 100 196 small
34 Sparse exponential 100 196 small
35 Sparse trigonometri 100 196 zero
36 Counterurrent reators problem 1 100 100 zero
37 Tridiagonal system 100 100 zero
38 Strutured Jaobian problem 100 100 zero
39 Modied disrete boundary-value problem 100 100 large
40 Attrating-repelling problem 100 198 large
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γ = 10−4, µ0 = 0, µmax = 10
6
, ∆max = min
{
100, 2‖JT0 F0‖
}
, ∆0 = β‖JT0 F0‖,
∆k = max{(1/β)‖JTk Fk‖,min{β‖JTk Fk‖, β‖sk−1‖,∆max}} and ηk ∈ {0, 1}.
The starting points were seleted as in the referenes [28, 29℄ and the
trust-region subproblems were solved by the routine GQTPAR of MINPACK-2
(see http://ftp.ms.anl.gov/pub/MINPACK-2/).
Setting ε
mah
as the mahine preision, the implemented stopping riteria
were as follows.
• Convergene to a stationary point was reahed
flag 2: ‖JTk Fk‖ ≤ gtol (= 10−8);
• The omputed searh diretion is too small
flag 3: ‖dk‖ ≤ xtol (= 10−14);
• The variation between two onseutive iterates is too small
flag 4: ‖sk‖ = ‖tkdk‖ ≤ xtol
[√
ε
mah
+ ‖xk‖
]
;
• The line searh failed
flag 5: tk ≤ tolstep (= 10−15);
• The variation of the objetive funtion is too small
flag 6: |‖Fk+1‖2 − ‖Fk‖2| ≤ tolres ‖Fk‖2, (i) tolres=10−12 for the
rst set of problems; (ii) tolres=10−8 for the seond set, due to prob-
lems with very large residual;
• The maximum allowed number of iterations was reahed
flag 99: itmax = 400.
Table 2 presents a omparison between the monotone and nonmonotone
line-searh strategies for Algorithm 1 when applied to the 40 problems listed
in Table 1. It ontains the number of iterations (IT) and funtion evaluations
(FE) required for eah variant of Algorithm 1 to reah one of the oded
stopping riteria, indiated in the olumn ag. The squared residual norm
‖Fk‖2 and the gradient norm ‖JTk Fk‖ at the last iterate are also presented.
As we an see from the gures of Table 2, Algorithm 1 integrated with
both line-searh strategies ould solve almost all of problems, stopping by the
tolerane in the gradient norm, whih happens for most part of the zero and
small residual problems, whereas the ag 6 (too small variation in the obje-
tive funtion) predominates among the large residual problems. Algorithm 1
with the monotone line searh fails to solve only one problem: problem 36
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Tab. 2: Numerial results for the monotone and nonmonotone strategies
monotone nonmonotone
# IT FE ‖Fk‖2 ‖JTk Fk‖ ag IT FE ‖Fk‖2 ‖JTk Fk‖ ag
1 22 32 0.00000E+00 0.00E+00 2 18 25 1.34353E30 2.45E14 2
2 19 20 2.60254E12 4.11E09 2 19 20 2.60254E12 4.11E09 2
3 9 10 8.21488E03 2.55E10 2 9 10 8.21488E03 2.55E10 2
4 12 25 1.92146E22 5.50E11 2 16 33 7.32440E23 2.29E11 2
5 24 30 8.58222E+04 3.13E03 6 21 24 8.58222E+04 1.25E02 6
6 15 16 4.72527E10 1.70E10 2 15 16 4.72527E10 1.70E10 2
7 8 11 1.24362E+02 6.30E08 6 8 11 1.24362E+02 6.30E08 6
8 14 16 3.07506E04 7.09E10 2 14 16 3.07506E04 7.09E10 2
9 25 27 4.89843E+01 2.22E05 6 26 27 4.89843E+01 1.35E05 6
10 8 9 2.25414E19 1.10E10 2 8 9 2.25414E19 1.10E10 2
11 13 19 2.39151E19 3.29E09 2 15 22 6.91772E33 3.66E16 2
12 9 19 4.11690E21 6.92E11 2 9 19 4.11690E21 6.92E11 2
13 31 42 5.46489E05 1.12E10 2 23 24 5.46489E05 2.39E10 2
14 14 17 4.01377E02 3.15E09 2 18 22 4.01377E02 4.10E09 2
15 158 261 8.79459E+01 1.28E04 6 35 53 8.79459E+01 5.46E04 6
16 1 2 7.14905E30 2.67E15 2 1 2 7.14905E30 2.67E15 2
17 2 3 2.14286E+00 1.01E06 6 2 3 2.14286E+00 1.01E06 6
18 1 2 2.00000E+00 0.00E+00 2 1 2 2.00000E+00 0.00E+00 2
19 180 207 9.23929E19 2.19E09 2 169 170 4.80886E20 1.36E09 2
20 45 60 4.44440E19 4.60E09 2 39 40 4.38771E20 1.17E09 2
21 18 19 4.40338E12 8.60E09 2 18 19 4.40338E12 8.60E09 2
22 20 21 2.52061E+01 5.91E04 6 20 21 2.52061E+01 5.91E04 6
23 5 6 1.08621E22 3.13E11 2 5 6 1.08621E22 3.13E11 2
24 6 7 7.39953E20 1.27E09 2 6 7 7.39953E20 1.27E09 2
25 18 23 1.19646E+04 2.25E02 6 25 26 1.19646E+04 1.59E02 6
26 23 31 1.21017E09 9.77E09 2 23 31 1.21017E09 9.77E09 2
27 58 75 4.41616E+02 5.04E03 6 63 65 4.41616E+02 1.11E02 6
28 10 12 3.87395E+01 1.71E05 6 10 12 3.87395E+01 1.71E05 6
29 381 477 4.93038E32 2.22E16 2 323 343 2.95274E20 1.67E09 2
30 13 31 4.29220E+03 7.64E03 6 17 26 4.29220E+03 8.51E03 6
31 24 39 2.51889E+04 7.41E02 6 23 30 2.51889E+04 6.81E02 6
32 7 13 2.13121E+01 2.21E05 6 9 11 2.13121E+01 1.26E03 6
33 6 7 3.56970E+00 7.36E07 6 6 7 3.56970E+00 7.36E07 6
34 11 12 4.93161E01 1.14E06 6 11 12 4.93161E01 1.14E06 6
35 15 16 1.64116E21 2.40E11 2 15 16 1.64116E21 2.40E11 2
36 401 569 8.70870E01 3.27E+00 99 53 54 1.10351E25 3.64E12 2
37 13 14 3.82880E19 2.80E09 2 13 14 3.82880E19 2.80E09 2
38 11 18 8.30418E19 9.93E11 2 7 13 7.87067E16 3.06E09 2
39 17 48 1.23924E+02 1.94E02 6 18 20 1.23924E+02 1.05E03 6
40 110 289 8.73951E+02 2.10E01 6 131 134 8.73915E+02 3.17E02 6
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(Counter urrent reators problem 1), for whih the maximum number of
iterations was reahed. Besides the fat that the nonmonotone strategy in-
reases a bit (less than 8) the number of iterations in 9 out of 40 problems, it
redues onsiderably the number of iterations in the harder problems when
ompared with the monotone line searh (espeially problems 15 and 36).
To ontextualize our results, we have also solved both sets of test prob-
lems using the routine LMDER of MINPACK, with the aforementioned stopping
riteria and the saling option inhibited. LMDER is an implementation of the
Levenberg-Marquardt algorithm due to Moré [24℄, within the trust-region
philosophy, based on the model
min 1
2
‖Jkd+ Fk‖2
s.t. ‖d‖ ≤ ∆k.
The results are shown in Table 3, whih has the same struture of presenta-
tion of the Table 2.
Both robustness and eieny may be better appreiated from the perfor-
mane proles [30℄ of Figure 1. We have onsidered the number of iterations
(left) and the number of funtion evaluations (right) demanded by the al-
gorithm GN+SC with eah variant of the line searh, together with LMDER.
Conerning the rst performane measure, both variants of the line searh
are omparable in terms of eieny: 37% and 40% of the problems were
solved with the fewest number of iterations by GN+SC with the monotone
and the nonmonotone line searh, respetively. LMDER is the most eient
one, solving 62.5% of the problems with the fewest number of iterations.
When it omes to robustness, however, only the nonmonotone variant of
GN+SC managed to solve the whole set of test problems. Both the mono-
tone GN+SC and LMDER did not manage to solve just one problem within
the 400 iterations budget, reahing 97.5% of suess. With respet to the ef-
ieny of the seond performane measure, the dierene between the three
analyzed strategies is more signiant: 30%, 45% and 62.5% of the problems
were solved with the fewest number of funtion evaluations by the monotone
GN+SC, the nonmonotone GN+SC and LMDER, respetively. In terms of ro-
bustness, the outome is similar to the one of the rst performane measure.
Conerning the ratio FE/IT, whih assesses the efetiveness of the om-
puted step, the box plots of Figure 2 depits a omparative overview of the
strategies under analysis. Considering the two variants of GN+SC, the more
onentrated and thus more favourable data distribution assoiated with the
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Tab. 3: Numerial results for the LMDER routine
LMDER (MINPACK)
# IT FE ‖Fk‖2 ‖JTk Fk‖ ag
1 16 21 0.00000E+00 0.00E+00 2
2 13 13 5.71987E13 3.29E09 2
3 6 6 8.21488E03 3.04E09 2
4 9 12 6.63760E26 6.31E13 2
5 23 35 8.58222E+04 1.87E02 6
6 6 6 1.70822E09 1.07E10 2
7 13 22 1.24362E+02 3.82E04 6
8 25 28 3.07506E04 6.95E09 2
9 20 32 4.89843E+01 8.49E05 6
10 6 6 1.13586E19 4.88E10 2
11 11 15 9.54175E29 1.84E13 2
12 7 8 2.28724E25 1.42E12 2
13 18 21 5.46489E05 3.23E08 6
14 11 15 4.01377E02 1.15E07 6
15 114 128 8.79459E+01 3.59E05 6
16 2 2 1.14385E29 3.38E15 2
17 2 2 2.14286E+00 1.10E09 2
18 2 2 2.00000E+00 0.00E+00 2
19 133 136 6.51223E22 3.72E10 2
20 102 122 9.52118E29 3.00E13 2
21 13 13 1.27500E12 4.49E09 2
22 29 32 2.52061E+01 2.36E03 6
23 6 6 1.67941E30 6.92E15 2
24 7 7 9.08124E31 3.30E15 2
25 18 25 1.19646E+04 5.33E02 6
26 13 15 3.05290E11 1.39E09 2
27 26 27 4.34919E+02 4.49E03 6
28 9 19 3.87395E+01 3.94E04 6
29 265 276 0.00000E+00 0.00E+00 2
30 13 22 4.29220E+03 5.58E01 6
31 19 31 2.51889E+04 4.82E02 6
32 6 13 2.13121E+01 1.93E02 6
33 6 6 3.56970E+00 5.33E04 6
34 11 20 4.93161E01 8.38E04 6
35 12 15 1.60010E22 1.45E11 2
36 401 412 8.99843E01 1.06E+01 99
37 15 15 4.48088E19 3.02E09 2
38 10 12 4.68425E22 3.27E12 2
39 20 22 1.23924E+02 1.90E03 6
40 117 127 8.73941E+02 2.20E02 6
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Fig. 1: Performane proles (log saled) of the number of iterations (left) and
the number of funtion evaluations (right).
nonmonotone line searh suggests that this variant is preferable to the mono-
tone one. Furthermore, one an see that GN+SC nonmonotone and LMDER
behave quite similarly for this measure.
5 Final remarks
We have proposed a spetral orretion for the Gauss-Newton method as an
option for solving general nonlinear least-squares for whih the residual Hes-
sians are not easily available. We have adopted the nonmonotone line-searh
framework of Zhang and Hager [26℄ as the globalization tool. The diretions
omputed by our algorithm were proved to satisfy the desent ondition as-
sumed by Zhang and Hager, so that their global onvergene result applies. A
numerial study with problems from the literature orroborates the reliabil-
ity of adopting the spetral orretion for the Gauss-Newton model within a
nonmonotone line-searh framework. This approah turned out to be robust
and ompetitive with the benhmark LMDER.
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Fig. 2: Box plots of the ratios FE/IT for the results of GN+SC with the
monotone and the nonmonotone line-searh strategies (Table 2) as
well as the results of LMDER (Table 3). The orresponding medians
are 1.285, 1.143 and 1.121.
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