A cubature Kalman filter is considered to be one of the most useful methods for nonlinear systems. However, when the statistical characteristics of noise are unknown, the estimation accuracy is degraded. Therefore, an adaptive square-root cubature Kalman filter (ASCKF) is designed to handle the unknown noise. The maximum likelihood criterion and expectation-maximization algorithm are employed to adaptively estimate the parameters of unknown noise, thus restraining the disturbance resulting from unknown noise and improving the estimation accuracy. The stability of the proposed algorithm is theoretically analyzed. Finally, simulations are carried out to illustrate that the performance of the ASCKF algorithm is much more reliable than that of a standard square-root cubature Kalman filter.
I. INTRODUCTION
The accurate and reliable state estimation of nonlinear systems plays a crucial role in numerous practical engineering systems such as navigation, environment monitoring, intelligent manufacturing, and target tracking [1] - [5] . Recently, an increasing number of researchers have been interested in the state estimation of nonlinear systems, and several nonlinear filtering algorithms have been developed [6] - [8] , including extended Kalman filter (EKF) algorithms [9] - [11] , unscented Kalman filter (UKF) algorithms [12] - [14] , and cubature Kalman filter (CKF) algorithms [15] - [17] . The EKF based on the first-order linearization of a nonlinear system is a classical nonlinear filtering method. However, the performance of this method is often significantly degraded (in particular, for highly nonlinear systems) because the second-and higherorder terms from Taylor expansion are ignored [17] . Considering the degradation of the estimation accuracy, the UKF is introduced based on an unscented transform. This algorithm provides a higher-order approximation by propagating a set of deterministically chosen sigma points, and it can achieve a higher estimation accuracy than the EKF [2] . Moreover, the CKF, which uses the third-degree spherical-radical cubature rule to approximate the Gaussian weighted integrals for high-dimensional systems [18] , has attracted considerable The associate editor coordinating the review of this manuscript and approving it for publication was Liang Hu . attention. By utilizing the cubature points, the state estimation of the CKF is much more accurate and stable than that of the UKF, and the computational burden of the CKF is smaller than that of the UKF [1] , [18] . In addition, the traditional CKF depends on the prior statistical information of the noise in practical engineering systems [16] . However, the statistical characteristics of noise are always indeterminate due to the complexity of the external environment [19] . With the unknown statistical characteristics of noise, it is intractable to obtain an accurate estimation. Consequently, the development and application of the CKF algorithm have been limited.
To improve the performance of the CKF, considerable attention has been paid to reducing the influence of unknown noise. In [16] , a hybrid adaptive CKF algorithm that employs a novel weighted fusion estimation method of different variance estimators is proposed to estimate the variance of the measurement noise so that the stability and accuracy is guaranteed. To address the sensitivity of the CKF method to system noise, an adaptive random weighting CKF based on random weighting theory is used to estimate the noise statistics with improved prediction accuracy [17] . In [19] , Huber's M-estimation-based robust CKF is derived to revise the measurement noise variance matrix by combining Huber's M-estimation theory with the standard CKF. The method in [20] addresses process uncertainty by using a hypothesis testing method. To compensate for the estimation error caused by the unknown colored noise of the sensors, a novel adaptive square-root CKF with integral correction fusion, in which a damping item and zero-point-reset method are applied, is proposed in [18] . The methods mentioned above are designed under different criteria; however, the CKF with unknown statistical characteristics of noise remains an open issue.
The maximum likelihood (ML) method is a classical method for parameter estimation, but it is very complicated to directly estimate the parameters by maximizing the likelihood function [21] - [23] . Fortunately, the expectationmaximization (EM) algorithm is a suitable method [24] , [25] . By utilizing the EM algorithm to calculate unknown parameters, the derivation is simple, and the calculation is convenient [26] - [29] . However, we found that there is very limited research that employs the ML criterion and EM algorithm with the CKF to estimate unknown noise.
In this paper, a new algorithm, referred to as the adaptive square-root cubature Kalman filter (ASCKF), is designed to handle unknown noise. The proposed algorithm adaptively updates the parameters of the unknown noise, including the mean and covariance, by combining the ML criterion and EM algorithm with the square-root cubature Kalman filter (SCKF) algorithm. Furthermore, the stability of the ASCKF is analyzed. Thus, the estimation accuracy is improved based on the statistical characteristics of the unknown noise that can be obtained by the online estimation.
II. THE SQUARE-ROOT CUBATURE KALMAN FILTER
Since the CKF often encounters the problem of filter divergence and the loss of positive definiteness caused by the computational errors of arithmetic operations in practical applications [16] , the SCKF, originally proposed by Ienkaram and Haykin, propagates the square root of the error covariance matrix to improve stability and accuracy [2] , [18] , [30] . As a result, the SCKF, as an improvement to the CKF, has shown promise in nonlinear systems and has been used for state estimation with unknown noise.
Considering nonlinear discrete systems with additive Gaussian noise, the state space model is expressed as
where x k ∈ R n describes the state estimation at time step k, and z k ∈ R n denotes the measurement. f (•) and h (•) are the state function and the measurement function, respectively. The relationships ω k ∈ R n and ν k ∈ R n represent the process noise and measurement noise, respectively. The statistical characteristics of the noise are expressed as
Since the mean values q and r are generally nonzero, the statistical characteristics of the noise can be described as
where µ k and η k are uncorrelated zero-mean Gaussian white noise. Based on the above formulation, (1) and (2) are denoted as [14] x k = f (x k−1 ) + q + µ k−1 (5) 
According to (5) and (6), the modified SCKF algorithm based on a third-degree cubature rule is established as follows [2] , [18] :
(1) Assume thatx k−1 and P k−1 are known. By Cholesky decomposition, P k−1 is decomposed as
A. TIME UPDATE
(2) Estimate the cubature points
where i = 1 · · · 2n and n denotes the dimension of the system state.
(3) Estimate the propagated cubature points
(4) Estimate the predicted state and the square root of the corresponding error covariancê
where B = Tria (A) describes a triangularization algorithm and
B. MEASUREMENT UPDATE (5) Estimate the cubature points
(6) Estimate the propagated cubature points
(7) Estimate the predicted measurement and the square root of the corresponding error covariancê
where R k = S R,k S T R,k and ζ k/k−1 is calculated as follows
where χ k/k−1 is calculated as follows
(9) Estimate the Kalman gain
(10) Estimate the updated state and the square root of the corresponding error covariancê
Notably, the statistical characteristics of process noise and measurement noise are essential to the SCKF in the above process. However, when the statistical characteristics of noise are difficult to accurately obtain in engineering practice, the error of filtering will be increased, and the estimation accuracy will be seriously degraded. Therefore, a novel algorithm that can estimate the unknown parameters of noise and improve the performance of the estimation should be design.
III. THE ESTIMATION OF THE NOISE STATISTICS
To mitigate the adverse effect of unknown noise on the estimation accuracy, the ML criterion and EM algorithm are applied to estimate the noise statistics online.
The ML criterion, which has asymptotic normality, strong consistency, and asymptotic efficiency [11] , estimates parameters by maximizing the likelihood function. The unknown parameters caused by unknown noise, including the process noise and measurement noise, can be considered special cases with incomplete data by ML estimation. It is assumed that the unknown parameters of process noise and measurement noise are θ = {r, R, q, Q}. Based on the ML criterion, we havê
whereθ ML is the ML estimation of θ, L (·) denotes the likelihood function, and z 1:k = z j k j=1 . Nevertheless, it is intractable to directly calculate an optimal value because the unavailable state x k is essential to the measurement z 1:k [11] . Fortunately, the EM algorithm, which has a simple and clear iterative process, is applied for ML estimation in the paper. Instead of solving the optimization problem in (23), the mathematical expectation of the loglikelihood function is employed by the EM algorithm.
The EM algorithm consists of two iterative steps, namely, the expectation step (E-step) and the maximization (M-step).
A. E-STEP
According to the definition of the likelihood function and the properties of the conditional probability, we have
where x 1:k = x j k j=1 , and p (·) represents the probability density function.
The initial state of the system is approximated as x 0 ∼ N x 0 , P 0 , and we have
where N (µ, ) describes the Gaussian distribution with mean µ and variance , |•| denotes the determinant of a matrix, and u 2 A = u T Au is the quadratic form. As the SCKF is one of the Gaussian filters, the conditional probability of one-step prediction is given by
According to the measurement model formulated in (2), we have
where m is the dimension of the measurement. Then, the log-likelihood function of state estimation and measurement is expressed as
where x 0 and P 0 are related only to the initial state and C = − k(n+m)+m
By calculating the mathematical expectation of (28), we have
where E {•} denotes the mathematical expectation.
B. M-STEP
In the paper, the gradient descent algorithm [31] is employed to estimate the parameters that maximize the target function, as follows ∂J ∂q = 0,
According to (30) , we havê
where f x j−1 is calculated by the cubature points X i,j−1 and propagated by f (•). If smooth estimation [27] is used to calculate the unknown parameters of noise, then the optimal unbiased estimation will be given. In this method, all the estimated values, the error covariance matrixes and the measurements need to be stored. However, the computational burden is so large that online estimation cannot be accomplished. As a result, filtering is substituted for smoothing, and the true means of the noise q, r are replaced by the estimated values of the noiseq k ,r k [14] . Thus, we obtain the suboptimal online estimation of the noise as followŝ
where diag{•} denotes the matrix in diagonal form.
IV. THE ASCKF ALGORITHM A. DESIGN OF THE ASCKF
In this section, the ASCKF is proposed to address the problem of unknown noise. Using this method, the unknown parameters of process noise and measurement noise are adaptively estimated online, and the estimation accuracy of the system state is improved. Furthermore, the flow chart of the ASCKF algorithm is summarized in Fig. 1 . It is assumed that the state estimation x k−1 , the corresponding error covariance p k−1 , and the statistical characteristics of unknown noise θ k−1 = {r k−1 , R k−1 , q k−1 , Q k−1 } are already obtained. Moreover, the initial values are determined based on experience. According to (5) and (6), the state estimation x k and the corresponding error covariance p k are estimated by the SCKF, in which the mean values of noise r and q are given by r k−1 and q k−1 . Subsequently, the unknown parameters of process noise and measurement noise θ k = {r k , R k , q k , Q k } are calculated based on (35)-(38). Finally, the state estimation and the unknown parameters of the noise are adaptively obtained online by the ASCKF algorithm in the paper.
B. STABILITY ANALYSIS OF THE ASCKF
The standard CKF bounded convergence theorem proposed in [32] is employed to analyze the algorithm's performance as follows:
Lemma 1 [32] : Consider the system given by (1) and (2) and the standard CKF algorithm. If ∀k ≥ 0, then the following two assumptions are satisfied: (1) Real numbers a min , a max , b max , c max , g min , g max = 0 exist such that
(2) Real numbers p min , p max , q max , r max , min , max ,
where F k = ∂f /∂x x=x k−1/k−1 , H k = ∂h/∂x x=x k/k−1 , and α k , β k , and γ k are auxiliary diagonal matrixes [33] . P k/k−1 andP zz,k/k−1 are the true error covariance matrixes, and
Then, the estimation error is mean square bounded. In other words, the standard CKF algorithm is stable and convergent.
Obviously, the stability and convergence are related to the statistical characteristics of the noise according to Lemma 1 [16] . Since the theoretical framework of the SCKF is consistent with that of the CKF [16] , Lemma 1 can be extended to analyze the stability of the standard SCKF. That is, when the conditions of Lemma 1 are satisfied, the standard SCKF is also stable and convergent. The following theorem, which is constructed by using Lemma 1, is expressed as follows.
Theorem 1: When the standard SCKF with known noise is stable and convergent, the stability and convergence of the ASCKF can also be guaranteed by the estimation of the noise statistics.
Proof: Assuming that the true statistical characteristics of the noise ω k and υ k are N (q k , Q k ) and N (r k , R k ), respectively, we havê
where q k = q k −q k and r k = r k −r k . According to (42) and (43), ( q k ) 2 and ( r k ) 2 are nonnegative definite. In addition, the stability of the algorithm is retained, whereas the estimation accuracy is reduced [34] . In the process of the ASCFK,q k andr k become increasingly closed to the true value so that q k → 0 and r k → 0. That is, the stability and convergence of the proposed ASCKF are retained, and the estimation accuracy is improved.
According to Lemma 1, we find that k and k are related to the covariance of the noise. When the statistical characteristics of the noise are unknown, other conditions can always be fulfilled, but (40) will be changed.
Assuming
If Q k−1 ≥ 0, then k will become larger. It is obvious that (40) is still satisfied and that the ASCKF is still stable and convergent. If Q k−1 < 0, then k will decrease. (40) may not be fulfilled, which can even cause filtering divergence. Nevertheless, the estimation of noise statistics, which uses the ML criterion and EM algorithm to update unknown parameters online, gradually approaches the true value so that Q k−1 → 0; then, k increasingly satisfies to (40). In this manner, the stability and convergence of the proposed algorithm are guaranteed. A similar analysis can also be done for k , which is not included here for the sake of simplicity.
V. SIMULATIONS
To illustrate the feasibility of the proposed algorithm, two simulations are conducted by MATLAB. First, a benchmark example for nonlinear filters, called the univariate nonstationary growth model (UNGM) [2] , is employed to evaluate the performance of the ASCKF algorithm. Second, a simulation of tracking a 'snake-like' maneuvering anti-ship missile is carried out to compare the ASCKF and standard SCKF. The root mean square error (RMSE) is applied to investigate the estimation accuracy and is defined as
whereX k denotes the estimation of the system state, and X k represents the true state. M describes the number of Monte Carlo simulations.
A. EXAMPLE 1
Considering the following discrete dynamic system
where ω k−1 and υ k are mutually independent Gaussian noise and ω ∼ N (1.0, 1.0), υ ∼ N (1.0, 0.8).
We suppose that the statistical characteristics of the process noise are unavailable and that the statistical characteristics of the measurement noise are obtained. The initial values of the process noise areq 0 = 0.5,Q 0 = 0.8. Moreover, the initial value of the system state and the error variance matrix are determined as x 0 = 0.1, P 0 = 0.1. In this section, the simulation time is t = 100 s, and 100 Monte Carlo simulations for the ASCKF algorithm and standard SCKF are conducted.
As shown in Fig. 2 , the overall estimation with 100 independent Monte Carlo simulations is illustrated to investigate the effectiveness of the proposed algorithm. We can observe that, compared with the standard SCKF, the ASCKF can more reliably estimate the system state because it can adaptively update the unknown mean and covariance caused by the process noise. The RMSE is indicated in Fig. 3 , in which the RMSE of the ASCKF is much smaller than that of the SCKF with unknown process noise and slightly larger than that of the SCKF with known process noise. The mean of the RMSE is shown in Table. 1. When process noise is unknown, the estimation accuracy of the ASCKF exhibits no significant decline compared with that of the SCKF with known process noise. Moreover, the parameters of process noise are also estimated in Fig. 4 , and the estimated values are infinitely converged to the true value in a short time and exhibit stable performance. That is, the proposed ASCKF has the ability to cope with the disturbance resulting from the unknown process noise.
B. EXAMPLE 2
The state equation is expressed as 
where F denotes the state transition matrix, G describes the transfer matrix, the process noise ω k−1 ∼ N (q k−1 , Q k−1 ) is Gaussian noise, and = 0.2π represents the maneuvering frequency. X k = [x k , y k , z k ,ẋ k ,ẏ k ,ż k ,ẍ k ,ÿ k ,z k ] T ; x k , y k , and z k are the position components;ẋ k ,ẏ k , andż k are the corresponding velocity components; andẍ k ,ÿ k , andz k are the corresponding acceleration components. The measurement equation is
where the measurement noise ν k ∼ N (r k , R k ) is Gaussian noise, and the measurement function is calculated by
In this section, we have assumed that the parameters of the process noise are obtained and that the parameters of the measurement noise are unknown. The mean and covariance matrixes of the process noise are q k−1 = [0 0 0] T and Q k−1 = diag {[1 1 1]}, respectively. In addition, the initial values of measurement noise arer 0 = [000] T andR 0 = diag 10 2 0.01 2 0.01 2 . Moreover, the initial state of the system and the error variance matrix are determined as X (0) = 300000, 2000, 50, −1450, 0, 0, 0, 0, −50 * 2 T The sampling period is T = 0.1 s, and the simulation time is t = 100 s. The radar is located at (0, 0), and 100 Monte Carlo simulations are performed to compare the ASCKF and standard SCKF. Fig. 5 shows the estimation trace of the standard SCKF and ASCKF algorithms. Clearly, the standard SCKF and ASCKF all can track anti-ship missiles in a 'snake-like' maneuver, but the ASCKF obtains much better tracking accuracy than does the standard SCKF. Additionally, compared with those of the standard SCKF, the estimation traces of the ASCKF spend less time converging to the true trace. The successful application of the ASCKF is dependent on the online estimation of the unknown measurement noise.
To further evaluate our method, the RMSEs of position, velocity and acceleration calculated from 100 Monte Carlo simulations are shown in Fig. 6, Fig. 7, and Fig. 8 , respectively. Obviously, the results indicate that the RMSE of the ASCKF is much smaller than that of the standard SCKF and demonstrate stable behavior. Additionally, the estimation accuracy of the ASCKF algorithm is superior to that of the standard SCKF. The findings illustrate that the ASCKF is efficient enough to adapt to the unknown measurement noise by updating the mean and variance of the measurement noise with the EM algorithm. Meanwhile, the accelerations in the x direction and y direction are resulted from the process noise and have little impact on the simulations.
From the above simulations, we can observe that, when the statistical characteristics of noise are unknown, the SCKF is sensitive to the noise and its performance is clearly poor, while the ASCKF can still maintain good performance.
VI. CONCLUSION
In the paper, the ASCKF algorithm is proposed to handle unknown process noise and measurement noise. In the proposed algorithm, the EM algorithm is applied to calculate the parameters of the noise so that the ASCKF algorithm can adaptively complete state estimation while maintaining stability and convergence. The simulation results illustrate that, compared with the existing SCKF, the ASCKF algorithm achieves better performance in terms of estimation accuracy and convergence. Meanwhile, the unknown parameters of noise are effectively estimated with the proposed algorithm.
