A class invariant is a CM value of a modular function that lies in a certain unramified class field. We show that Siegel modular functions over Q for Γ 0 (N ) ⊆ Sp 4 (Z) yield class invariants under some splitting conditions on N . Small class invariants speed up constructions in explicit class field theory and public-key cryptography. Our results generalise results of Schertz's from elliptic curves to abelian varieties and from classical modular functions to Siegel modular functions.
Introduction
The values of Siegel modular functions in a CM period matrix τ ∈ H g lie in an abelian extension of the reflex field K r . Of special interest is the extension H O,Φ (1) generated by τ -values of modular functions of level 1. For a Siegel modular function f of any level, the value f (τ ) is called a class invariant if it satisfies f (τ ) ∈ H O,Φ (1) .
In the case of dimension g 2, the field of Siegel modular functions for Sp 2g (Z) on H g is generated by the j-invariant (g = 1) or absolute Igusa invariants i 1 , i 2 , i 3 (g = 2), whose values are essential to CM constructions in cryptography and explicit class field theory. If f is a function such that for many τ the value f (τ ) is a class invariant of smaller height than j(τ ) or i k (τ ), then f can replace j or i k in applications, which significantly increases the range of feasible fields for CM constructions.
Schertz [22] shows in the case g = 1 that modular functions for Γ 0 (N ) often give class invariants when the primes dividing N split or ramify in Q(τ ). We generalise Schertz's results as follows, relying on CM theory and the explicit version of Shimura's reciprocity law of [26] as recalled in §2.
Let f be a Siegel modular function for Γ 0 (N ) defined over Q in the sense that it is a quotient of Siegel modular forms with Fourier expansion coefficients in Q.
Our first main result, Theorem 3.15, states that if τ is a period matrix of a certain special form, then f (τ ) is a class invariant.
The special form is given in §3, where the following existence statement is proved. In the case g 2, let O ⊆ K be an order containing the maximal order O K0 of the maximal totally real subfield K 0 ⊆ K and such that the conductor of O is coprime to N , and suppose that a principally polarised abelian variety with CM by O exists. Then Theorem 3.18 shows that a period matrix of the special form with CM by O exists if and only if all primes dividing N O K0 are either split in K/K 0 or are ramified in K/K 0 and divide N exactly once.
Next, §4 shows how to express the Galois conjugates of f (τ ) in terms of Nsystems in Theorems 4.5 and 4.6. Complex conjugation is studied in §5, and conditions for the minimal polynomial of f (τ ) over K r to have coefficients in the smaller, totally real field K r 0 are given in Theorems 5.1 and 5.2. Finally, §6 is concerned with giving some functions for Γ 0 (N ), which are used to derive explicit examples in §7.
Future work of the authors will provide analogous results for Hilbert modular forms, the grounds for which are already laid in the present article.
Explicit Shimura reciprocity 2.1 CM theory
We use the notations and definitions of [26] . Let K/Q be a CM field of degree 2g, K 0 its totally real subfield, Φ = (ϕ 1 , . . . , ϕ g ) : K → C g a CM type, K r ⊆ C the reflex field associated to Φ and K In the situation of the definition, the bilinear form E ξ : K × K → Q, (x, y) → Tr(ξxy) satisfies E ξ (b, b) = Z. Identifying b via Φ with a 2g-dimensional lattice in C g and extending E ξ to an R-bilinear form on C g ×C g gives a principal polarisation on the complex torus C g /Φ(b), which has endomorphism ring O. We say that the resulting principally polarised abelian variety has CM by (O, Φ). If Φ is a primitive CM type, then it turns out that such polarised abelian varieties are isomorphic if and only if the associated principally polarised ideals are equivalent.
For any n ∈ Z >0 , the CM type Φ induces a Q-linear map Φ : K n → Mat g×n (C), given by Φ : (x 1 , . . . , x n ) →    ϕ 1 (x 1 ) · · · ϕ 1 (x n ) . . . . . . is called a CM point in the Siegel space H g , the set of symmetric complex g × g matrices with positive definite imaginary part.
Modular functions and matrix actions
For a commutative ring R, let GSp 2g (R) = M ∈ Mat 2g (R) : Denote by F N the set of Siegel modular functions of level N that can be written as quotients of modular forms with q-coefficients a T ∈ Q(ζ N ). Then M ∈ GSp + 2g (Q) acts on ∪ N F N by f M (z) = f (M z). We define an action of GSp 2g (Z/N Z) on F N as follows:
• The action of a matrix in Sp 2g (Z/N Z) is given by that of an arbitrary lift to Sp 2g (Z).
• For t ∈ (Z/N Z) × , the matrix 1 0 0 t acts on the q-coefficients of f as the Galois group element of Q(ζ N )/Q sending ζ N to ζ t N .
Class fields and class invariants
Dealing with non-maximal orders requires a few precautions, but in a class field theoretic context, we may avoid the finitely many prime ideals that pose problems.
The monoid of integral ideals of O coprime to f is isomorphic to the monoid of integral ideals of O K coprime to f via the map a → a K := aO K and its inverse a K → a = a K ∩ O, see the proof of [6, Proposition 7.22] , which is formulated for imaginary-quadratic fields, but carries over immediately to arbitrary number fields. An integral ideal a of O coprime to f is invertible, cf. [20, Propositions (12.4) (1) The principal fractional ideal xO is coprime to m in the sense of Definition 2.2.
that is, such that
If m = mO with m ∈ Z, then we may furthermore assume x ∞ ∈ Z in (2). Let n be an integral ideal of O containing m. Then we write
if x is a unit mod × (m, O) and x 0 ≡ 1 (mod n) in (2); note that we also have x ∞ ≡ 1 (mod n) as n ⊇ m.
We use shorthand notation mod
In what follows, we will mainly be interested in the case n = N O and m = N F O for some N ∈ Z.
Proof. It is evident that (2) implies (1) with a = x 0 O and b = x ∞ O. Now assume that (1) holds. Then xb = a since b is coprime to f and thus invertible. Choose some x ∞ ∈ b ⊆ O with µ := x ∞ − 1 ∈ m, which is possible by the Chinese remainder theorem (valid in any commutative ring) since b and m are coprime. Let x 0 = xx ∞ ∈ a ⊆ O. Then by definition of µ and x 0 and using b −1 ⊇ O, we get
So x 0 is also coprime to m. This shows that (2) follows from (1) . If m = mO with m ∈ Z, then we multiply x 0 and x ∞ by N(x ∞ )/x ∞ . Now it remains to show that N(x ∞ )/x ∞ ∈ O and that N(x ∞ ) ≡ 1 (mod m). For the first property, let n be the degree of K and let χ be (−1)
[K:Q] times the characteristic polynomial of x ∞ with respect to the field extension K/Q. Then
Concerning the second property, choose a Z-basis of O, and for a non-zero α ∈ O, let M α ∈ GL n (Z) denote the matrix of multiplication by α with respect to this basis.
Definition 2.4. Let m ⊆ n ⊆ O be as in Definition 2.3. For x ∈ K, we write x ≡ 0 mod × (n, m, O) if x can be written as x = x 0 /x ∞ with x ∞ ∈ O coprime to m and x 0 ∈ n. Now let us return to our specific situation of a quartic CM-field K and an order O of K with O = O and such that O contains O K0 . Denote by I(N F ) the group of fractional ideals of O K r that are coprime to N F O K r . To a CM type Φ of K one may associate a reflex CM type Φ r of K r . Then the reflex type norm is the multiplicative map K r → K given by N Φ r (α) = ϕ r ∈Φ r ϕ r (α). It extends naturally to a map on ideals, which sends ideals of O K r that are coprime to N F to ideals of O K that are coprime to N F . Intersecting with O leads to ideals of O coprime to F , and we denote the resulting map by N Φ r ,O . Extending multiplicatively, we get a homomorphism N Φ r ,O from the group I(N F ) of fractional O K r -ideals coprime to N F to the group of fractional O-ideals coprime to N F .
For a fixed CM point τ with respect to the order O and CM type Φ, let H O,Φ (N ) ⊆ C be the field generated over K r by all values f (τ ) for the f ∈ F N that are regular at τ . Let
and let
Then H O,Φ (N ) is, independently of τ , the abelian class field of K r with Galois group C O,Φ (N ), see [26, Theorem 2.2] or [23, Main theorem 3 on page 142]. We denote the Artin map, which realises the isomorphism between the class group and the Galois group, by
As S O,Φ (N ) contains the principal ray of modulus N F , the field H O,Φ (N ) is a subfield of the ray class field of modulus N F of K r . Of special interest are values of functions in F N that lie in H O,Φ (1), which in the case g = 1 is the ring class field of O, generated over K r ∼ = K by the jinvariant of an elliptic curve with CM by O. In the case g = 2, the field H O,Φ (1) is generated over K r by the Igusa invariants of principally polarised abelian varieties of dimension 2 with CM by (O, Φ) (here one can take "the Igusa invariants" to mean either the complete set of eight invariants on page 642 of Igusa [16] or the set of three invariants j 1 , j 2 , j 3 of Cardona-Quer [4] 
for the field extension H O,Φ (1)/K r .
Shimura reciprocity
The main tool in the study of which functions yield class invariants is Shimura's reciprocity law, which describes the action of the Galois group of H O,Φ (N )/K r on CM values f (τ ) by matrix actions on the function f . The following explicit result is Theorem 2.4 of [26] . Theorem 2.6. Let τ be a CM point coming from a symplectic basis
For any a ∈ I(N F ) representing an element of 
with V mod N ∈ Sp 2g (Z/N Z), and let V be an arbitrary lift of V mod N to Sp 2g (Z). Then for any f ∈ F N , we have 
Ideal bases and quadratic polynomials
To get an explicit handle on ideals and polarised ideal classes, we would like to mimick the situation for g = 1, where ideals are represented as zZ + Z with z ∈ K a root of a quadratic polynomial with coefficients in Z and of discriminant ∆. Such a representation is not possible in arbitrary CM fields, where ideals are projective modules over the Dedekind ring O K0 , which leads to the notion of pseudo-bases, see [5, §1] . But if the different D K0 is principal, generated by some λ ∈ K 0 , which we will assume from now on, then it turns out that the existence of a principal polarisation forces all principally polarised ideals to actually be free O K0 -modules. This condition holds, for instance, when g = 1 with λ = 1 and when g = 2 with 
Proof. The first two assertions are [25, Theorems I.5.9 and I.5.8], after correcting a sign in the proof and extending it to non-maximal orders. It remains to prove the final statement about equivalence. Given any
one easily computes
Now suppose we have two pairs (b, ξ) and (b ′ , ξ ′ ) associated to z and z ′ . Assume first that there exists M ∈ SL 2 (O K0 ) with z ′ = M z. Then one has
are indeed equivalent, and ξ ′ belongs to the same CM type Φ as ξ since µµ is totally positive. Conversely, if the two pairs are equivalent for the same Φ, then b ′ = µb and
as the transformation is invertible. Now the definition of ξ and ξ and (3.1) yield
We may then write down an explicit symplectic basis and period matrix. and a period matrix by τ = Φ(B 2 ) −1 Φ(zB 1 ).
Proof. Note first that the trace-dual is a Z-basis of D
Next note that since ξ is purely imaginary, that is, ξ = −ξ, we have Tr(ξα) = Tr K0/Q ξ(α − α) for any α ∈ K. Since for (u, v) = (zb 1,i , zb 1,j ) and for (u, v) = (b 2,i , b 2,j ) we have uv ∈ K 0 , this implies E ξ (u, v) = Tr(ξuv) = 0. Finally,
hence the basis is symplectic. The formula for the period matrix is (2.1).
Corollary 3.3. Let g = 2 and λ = √ ∆ 0 . In the situation of Proposition 3.1, let the CM type be Φ = (ϕ 1 , ϕ 2 ), and to simplify the notation, write z i = ϕ i (z), λ i = ϕ i (λ) and ω i = ϕ i (ω) for ω defined below. A symplectic basis B of b with respect to E ξ and an associated period matrix τ are given as follows:
; then B = (zω, z, −1, −ω). In both cases,
Proof. Take B 1 = (ω, 1), b 2,1 = −1 and b 2,2 = −ω if ∆ 0 is even and b 2,2 = 1 − ω if ∆ 0 is odd. It is easy to check that (−λ
is the trace dual basis of B 1 , so the result follows from Proposition 3.2 using λ 2 = −λ 1 .
It will be convenient to represent the generator z occurring in Proposition 3.1 as the root of a quadratic polynomial over K 0 with integral coefficients. For g = 1, one usually assumes the polynomial to be primitive, that is, with coprime integral coefficients and A > 0. Unless the narrow class number of K 0 is 1, we cannot hope to achieve this in general, so we need to adopt a weaker convention, allowing us at least to avoid any finite set of primes. 
with z as a root. After scaling, we get A, B, C ∈ O K0 . Write d = gcd(A, B, C). By the strong approximation theorem, for instance [5 
0 for all other prime ideals, and the signs of d under the two real embeddings of K 0 coincide with those of A. Then we may multiply A, B and C by d to obtain new coefficients with gcd(A, B, C) coprime to m and A totally positive. The discriminant is totally negative as 
Now for any z ∈ K\K 0 , the elements z and 1 generate an O K0 -submodule of K of rank 2. This module is a fractional ideal for an order in K that can easily be derived from the coefficients of the polynomial as follows. 
In other words, b is a proper fractional O-ideal.
Proof. Given any µ ∈ K, we write µ = xAz + y with x, y ∈ K 0 . By definition of the ring of multipliers, we have µ ∈ O if and only if xAz+y and (xAz+y)z = (y−xB)z− xC are both in b = zO K0 +O K0 . But this is equivalent to xA, y, y −xB, −xC ∈ O K0 , i.e., to y ∈ O K0 and xd ⊆ O K0 .
Conversely, for a fixed order O and given CM type Φ, Proposition 3.1 implies that any polarised ideal class in the sense of Definition 2.1 may be represented as a root of a quadratic form that is semiprimitive modulo an arbitrarily fixed ideal m of O K0 . Definition 3.7. Let m ⊆ O K0 be a non-zero ideal, and assume that D K0 = λO K0 . Let O be an order of a CM-field K and let Φ be a CM-type. By Propositions 3.1 and 3.5, every principally polarised ideal class T for (O, Φ) in the sense of Definition 2.1 admits a representative (b, ξ) as in Proposition 3.1, where z is the root of a polynomial AX 2 + BX + C that is semiprimitive modulo m. We then say that the quadratic polynomial represents T .
Notice that the quadratic polynomial and Φ define z, and thus (b, ξ), uniquely since only one choice of root leads to a ξ as in Proposition 3.1 that is totally positive imaginary under Φ. This root is meant when in the following we speak of "the root" of a quadratic polynomial, and often the CM type Φ will be tacitly understood.
Propositions 3.1 also shows that there is an additional degree of freedom via the action of unimodular matrices over O K0 ; we will use it to obtain a bit more than just gcd(A, B, C, m) = 1, namely, gcd(A, m) = 1.
where gcd(A ′ , B ′ , C ′ ) = gcd(A, B, C). If ξ and ξ ′ are obtained from z and z ′ as in Proposition 3.1, then
Proof. The shape of A ′ , B ′ and C ′ follows from a direct computation using also det M = 1. By Proposition 3.1 we have
using zz = 
In all cases, we have p ∤ A ′ . By Chinese remaindering, we obtain a matrix M mod rad m ∈ SL 2 (O K0 / rad(m)), which can be lifted to a matrix M ∈ SL 2 (O K0 ), e.g. by strong approximation [14, Appendix A.3] . Replace z by M z, so A gets replaced by A ′ , which is coprime to m. If in the process we lost the total positivity of A, we may use strong approximation again as in the proof of Proposition 3.5 and multiply A, B and C by an element coprime to m and with the same signs of embeddings as A without modifying z.
Permitting unimodular transformations of the quadratic forms, we also need to examine how they act on our standard choice of symplectic bases. Fix
where B 1 and B 2 are seen as 1 × g matrices. 
Proof. Let B and B ′ be the symplectic bases of Proposition 3.2. Then we have
It follows that we have
Corollary 3.11. The matrix S :
is symmetric. If α, β, γ, δ ∈ Q in the situation of Proposition 3.10, then we have
Proof. Notice that S is the base change matrix between the bases B 1 and B 2 of O K0 and as such an element of GL g (Z). We next prove that it is symmetric. Let T : K 0 × K 0 → Q be the bilinear form T : (x, y) → Tr K0/Q (−λ −1 xy), which is obviously symmetric. Note that B 1 and B 2 are dual bases for T . In particular, the matrix S = [1] Using S = S T , the formulae for M ′ and τ ′ follow from Propositions 3.8 and 3.10. The period matrix corresponding to −z −1 is not always −τ −1 , but it is close. Indeed, taking α = δ = 0, β = −1 and γ = 1 in Corollary 3.11 shows the following. Example 3.13. If the period matrix corresponding to z is τ , then the period matrix corresponding to −1/z is
for every N ∈ Z, where S is as in Corollary 3.11.
Proposition 3.14. In the situation of Proposition 3.1 and Proposition 3.5, consider the root
defines a principal polarisation on b, and the (as in Proposition 3.2) associated period matrix is
Proof. The assertion on the polarisation defined by ξ is clear, and the expression for τ ′ is a consequence of the shape of the symplectic basis given in Proposition 3.2.
Class invariants
From now on, we assume D K0 = λO K0 , which, as said before, is automatic for g 2.
We first provide a sufficient criterion for a CM value to be a class invariant. We will use the following lemmata in the proof. 
Let B be the symplectic basis of Proposition 3.2, and let M µ ∈ Mat 2g (Q) be the matrix of multiplication by µ with respect to the Q-basis B of K, that is, µB = BM µ . Then
using the notation (3.4) after Proposition 3.5.
Proof. The entries of M ′ µ are computed directly using the minimal polynomial of z; they are elements of
. Next, we need to deal with the bases B i = (b i,1 , . . . , b i,g ) of K 0 as a Q-vector space that play a role in the symplectic basis B = (zB 1 |B 2 ) of Proposition 3.2. We compute, using also (3.4): Lemma 3.17. With f and τ as in Theorem 3.15, let µ ∈ K be a unit mod × (N F, O) (cf. Definition 2.3) with µµ ∈ Q, and let M µ be as in Lemma 3.16. Then its reduction (M µ ) mod N modulo N exists and is an element of GSp 2g (Z/N Z), and f
Proof. The matrix of E ξ with respect to the basis B is Tr K/Q (ξB T B), where Tr K/Q is applied entry-wise to the matrix. Since B is a symplectic basis, we get
Using µµ ∈ Q, we get
In particular, M µ is an element of GSp 2g (Q) with the t of (2.2) equal to µµ. We write µ = αAz+β d
as in Lemma 3.16 with furthermore d coprime to N F since µ is a unit mod × (N F, O). Then M µ is given by (3.8). Since both d and αAz + β are coprime to N and M µ ∈ GSp 2g (Q), its reduction (M µ ) mod N is defined and an element of GSp 2g (Z/N Z).
Since αA ∈ O K0 and A is coprime to N , the element α has non-negative valuation in all primes of
This shows that all entries in the top right g × g-block of M The assumptions on f guarantee that both these types of matrices fix f .
Proof of Theorem 3.15.
We use Theorem 2.6 to show that f (τ ) is invariant under
, there is some µ ∈ K such that N Φ r ,O (a) = µO and N(a) = µµ. As we took a coprime to N F , we have that 
To finish the proof, it suffices to show that M τ = τ . Lemma 4.6 of [26] states that if τ ′ is the period matrix associated to BM T , then τ ′ = M τ holds. In our case, we have BM T = µ −1 B, and the period matrix τ ′ associated to µ −1 B equals the period matrix τ associated to B, which completes the proof.
To make the argument self-contained, we give the proof of Lemma 4.6 of [26] . Letting B = (B 1 |B 2 ) and
, we obtain
where we have used the Z-linearity of Φ and the well-known (but not obvious from the above) symmetry of τ and τ ′ .
Existence of quadratic polynomials with n | C
We would like to apply Theorem 3.15 to arbitrary orders O and moduli n. The requirements of the theorem are twofold: On the one hand, the function needs to be invariant under some Γ 0 (N ). Such functions are plentyful, and we provide some interesting examples in §6. On the other hand, we need the existence of a suitable quadratic polynomial; using the terminology of Definitions 2.1 and 3.7, we need the existence of a polarised ideal class T for (O, Φ) that is represented by a quadratic polynomial AX 2 + BX + C satisfying n | C and furthermore gcd(A, n) = 1 and A ≫ 0. (3.9)
The following theorem gives a necessary and sufficient criterion for the existence of such a polynomial in the case that n is prime to the conductor, which includes the particularly important case O = O K . The result assumes the technical condition that a polarised ideal class exists for (O, Φ), without which the question of computing a class polynomial is moot. (1) Every prime ideal of O K0 dividing n is either split in O K , or it is ramified and divides n with multiplicity 1.
(2) Every principally polarised ideal class for (O, Φ) is represented by a polynomial satisfying (3.9) with gcd(n, n −1 C) = 1. 3") the assertion of (3) holds with C = ν, where n = νO K0 .
We will use the following special case of the Kummer-Dedekind theorem in the proof. 
Proof. Notice that since p is coprime to f, its splitting in O is the same as in O K . By Proposition 3.6, we have ϑ = Az ∈ O and As the first reference does not include the final statement and the second reference states the results only for O K0 = Z, we carry out the proof of the final statement. Write U (X) = q(X)U 1 (X) + r with q ∈ O K0 [X] monic and linear and r ∈ O K0 . From v P1 (U 1 (ϑ)) = 1 and U (ϑ) = 0 we deduce P 1 | r, which is equivalent to p | r since r ∈ O K0 . This implies q = U 1 , so that v P1 (q(ϑ)) = 1 and v p (r) =
2 , then we could choose without loss of generality U 1 such that it would have this root modulo p 2 , which would imply the contradiction p 2 | r. (3) is trivial under the assumption that some polarised ideal class exists for (O, Φ). We start with (3)⇒(1). Assume that z is the root of a polynomial satisfying (3.9) and that (b, ξ) is the associated principally polarised ideal as in Proposition 3.1. Every prime p | n satisfies p | C. In particular, using the notation of Lemma 3.19, U is reducible, so the prime p is not inert. If p is ramified, then we have
Proof of Theorem 3.18. The implication (2)⇒
Now we prove (1)⇒(2). Let T be a principally polarised ideal class for (O, Φ); by Proposition 3.9, it can be represented by a quadratic polynomial AX 2 + BX + C with A ≫ 0 and gcd(A, n) = 1. We show how to modify z such that furthermore n | C. Let p be a prime dividing n. As it is coprime to fd with d = gcd(A, B, C) and split or ramified, the polynomial U of Lemma 3.19 has a root in O K0 /p. If p is split, this root is simple, so we may Hensel lift it to a root modulo an arbitrary power of p. The Chinese remainder theorem allows us to combine the roots into a root β ∈ O K0 modulo n. As A is coprime to n, we may furthermore assume that A | β. Let We may refine this argument so as to obtain gcd(n, n −1 C) = 1, that is, all primes p dividing n satisfy v p (n) = v p (C). Given a prime p | n, let e = v p (n). A is divisible by p e , but not by p e+1 . If p ramifies in K/K 0 , then e = 1 and by Lemma 3.19 the quadratic polynomial has no root modulo p 2 , so that v p (n) = v p (C) is automatically true. Assume now that K 0 has narrow class number 1 and that (3) holds. It remains to prove that (3') and (3") hold. We start with the proof of (3"). Write n = νO K0 with C/ν totally positive. We have already reached ν | C and gcd(A, ν) = gcd(C/ν, ν) = 1. Also without loss of generality we can assume d = gcd(A, B, C) = 1, even with A ≫ 0, by the requirement on the narrow class number and gcd(d, n) = 1.
Then
has the same endomorphism ring O as zO K0 + O K0 by Proposition 3.6, and since ν/C ≫ 0 we find that it has the same CM-type. This finishes the proof of (3").
The proof of (3') is exactly the same, but with z ′ = Az, A ′ = 1 and C ′ = AC.
N -systems
Next, we wish to explicitly describe the Galois conjugates of f (τ ) in Theorem 3. . We state everything in terms of an arbitrary non-zero ideal n ⊆ O K0 because this will be useful in future work using Hilbert modular forms, while presently we only use the case n = N O K0 with N ∈ Z >0 . Given z as above, take a quadratic polynomial AX 2 + BX + C ∈ O K0 [X] of which it is the root. In the case g = 1, there is a unique primitive choice, that is, a choice with A > 0 and gcd(A, B, C) = 1. For g 2, the real subfield K 0 may have narrow class number larger than 1 and a primitive quadratic polynomial with root z may not exist. Instead, we used the weaker notion of semiprimitivity modulo an ideal m so far, see Definition 3.4 and Proposition 3.5. It turns out that even this is not enough for our purposes and that we need a stronger notion of compatibility between quadratic polynomials. 
If the two quadratic polynomials are semiprimitive modulo m, then ε is coprime to m in the sense of Definition 2.2 and totally positive. If the two quadratic polynomials are equiprimitive modulo m, then ε = 1, that is, δ 1 = δ 2 , and
−1 , which are purely imaginary; so ε is an element of K 0 .
From Proposition 3.6 we have the two expressions for
Since O K0 and the d i are real and the δ i are purely imaginary, we may "compare real and imaginary parts" and find the desired equality (4.2).
In the semiprimitive case, by definition the d i are coprime to m and the A i are totally positive. So
2 is also coprime to m. Moreover, the signs of the two real embeddings of ε are those of the embeddings of ξ 2 ξ −1 1 under the CM type, and since the ξ i have positive purely imaginary embeddings, their quotient is totally positive.
In the equiprimitive case, the element ε is a totally positive square root of D 1 /D 2 = 1, so ε = 1, which means δ 1 = δ 2 , so that also
If the d i were principal, then the quadratic polynomials could be scaled to become primitive. The previous lemma states that even if this is not the case, then at least the ideal
is principal and generated (in the case Φ 1 = Φ 2 we are interested in) by the totally positive ε. So the "measure of nonprimitivity" d i , while it cannot necessarily be eleminated, can be made the same for all polynomials. Moreover, the effect of scaling by units of O K0 is eliminated by the notion of equiprimitivity.
Lemma 4.3. Let
[X] be semiprimitive quadratic polynomials modulo some ideal m of O K0 , with respective roots z i corresponding to principally polarised ideals for the same (O, Φ). Then there is a (unique) ε ∈ K × 0 such that
Proof. With the notation of Lemma 4.2, let ε = δ 1 δ −1 2 ; then the second polynomial, scaled by ε, has the same discriminant as the first polynomial. But ε is in general not an algebraic integer, so it is a priori not clear that the scaled polynomial still has integral coefficients. However, we have d If n = N O K0 for some N ∈ Z >0 , then we call {Q 1 , . . . , Q h } an N -system.
In the case g = 1, the action is transitive and every N -system as in [22, p. 329] is also an N -system in our definition.
We first show that an n-system always exists; in fact, we give an algorithm to transform any system of representatives into an n-system. The following is a generalisation of Schertz [ Proof. Start with any set of representatives z 1 , . . . , z h of the orbit containing (b 1 , ξ 1 ) for the given z 1 . Let z = z i be any other element of this set; by Proposition 3.9 it can be chosen as a root of AX 2 + BX + C with gcd(A, 2F n) = 1 and A ≫ 0. We scale the quadratic polynomial using Lemma 4.3 to make it equiprimitive modulo 2F n, while preserving the other properties of A.
Now (1) is satisfied, and we look for β ∈ O K0 such that z ′ = z + β satisfies (2). Note that we then have A ′ = A, B ′ = B − 2Aβ and 2A ′ z ′ + B ′ = 2Az + B, so the system remains equiprimitive and (1) remains satisfied.
Since by equiprimitivity the discriminants satisfy B 2 − 4AC = B (mod n), which is possible since gcd(A, n) = 1. This proves the first paragraph of the theorem.
For the final statement, given z = z i , construct M as follows. Write F O K0 = f 1 f 2 with f 1 coprime to n and f 2 dividing a power of n. As in the proof of Proposition 3.9 we can find a matrix M mod f1 such that, using the notation of (3.2), gcd(A ′ , f 1 ) = 1; and we let M mod n be the identity matrix. Again, strong approximation [14, Appendix A.3] allows us to lift to a matrix M ∈ SL 2 (O K0 ) with the given reductions modulo f 1 and n. Then by (3.2) we have gcd(A ′ , f 1 n) = gcd(A ′ , F n) = 1 and B ≡ B ′ (mod 2n). Moreover, A ′ is totally positive, since the total positivity of A and of 4AC − B 2 (see Proposition 3.5) implies that the quadratic form AX 2 − BXY + CY 2 , of which A ′ is a value, is positive definite. Then semiprimitivity is preserved since gcd(A ′ , B ′ , C ′ ) = gcd(A, B, C) and equiprimitivity follows from a direct computation, or using ε = 
, and hence by (3.5) in Proposition 3.10 we get τ
. In particular, we can assume without loss of generality z i = z 
The action of σ(a i ) is computed using Theorem 2.6. With the notations of Theorem 2.6 and Proposition 3.2, we have c = N Φ r ,O (a i )
By equiprimitivity of an N -system and Lemma 4.2,
Let M ′ µi be the matrix of multiplication by µ i with respect to the K 0 -basis (z 1 , 1) of K. Then
1 .
and notice that by Proposition 3.6 the ideals mod N = f , whence by Theorem 2.6 we get
Finally, we have M τ 1 = τ i because τ 1 is computed from the basis B and τ i from the basis C = BM T , see the last paragraph of the proof of Theorem 3.15.
Complex conjugation
Next, we examine conditions under which class polynomials obtained from f (τ ), which are a priori defined over K r , are in fact invariant under complex conjugation and thus defined over K r 0 . Note that this happens if and only if the complex conjugate f (τ ) is a root of the same class polynomial; in the setting of Theorem 4.6, this is equivalent to f (τ ) = f (τ ′ ) for some τ ′ obtained from the same N -system. Given a principally polarised ideal (b, ξ) with b = zO K0 +O K0 and ξ = ξ(z), consider its associated abelian variety A = C g /Φ(b). As complex conjugation commutes with the embeddings forming the CM type Φ, it is no surprise that the complex conjugate variety A is induced by (b ′ , ξ ′ ), where
], see also Proposition 3.14. It becomes natural to determine conditions under which z and −z are roots of quadratic polynomials in a common N -system.
The following result is the analog of [9, Theorems 4.4 and 6.1]; it works for any function f , but imposes severe restrictions on N . The hypotheses of the theorem include (via Theorem 3.15) that we have N | C, hence by Theorem 3.18 the ideal N O K0 is square-free.
Proof. Let Q = AX 2 + BX + C with root z be an element of an N -system for (O, Φ) as in Theorem 4.6 such that f (τ ) is not already real. Then z ′ = −z is a root of Q ′ = AX 2 + B ′ X + C with B ′ = −B. By Proposition 3.14, one has τ ′ = −τ for the period matrices belonging to z and z ′ , respectively. We now consider the
we associate the values q k = e 2πiτ k . Then
f is a quotient of modular forms with rational q-expansions by the hypothesis of Theorem 3.15.
We need to verify whether Q ′ can be assumed to belong to the same N -system as Q. Notice that the two polynomials are equiprimitive and satisfy gcd(A ′ , N ) = gcd(A, N ) = O K0 as they have the same A and discriminant. The condition B ≡ B ′ = −B (mod 2N O K0 ) is equivalent to N | B, which follows from Lemma 3.19 since N is a product of distinct primes that ramify in K/K 0 and are coprime to the conductor.
The assertion follows if we can show that (b, ξ) and (b, ξ) belong to the same orbit under C O,Φ (1), that is, there is µ ∈ K × as in Definition 2.1 and an ideal a ∈ I(F ) as in (4.1), such that N Φ r ,O (a) = µb/b. This is the case by [25, Lemma I.8.4] with µ = N(b) and a the image of b under the type norm map from K to K r . As in the proof of Theorem 4.6, using the last point of Theorem 4.5, we may assume without loss of generality that A is coprime to F . Then the discussion following (4.4) shows that the fractional ideal b is coprime to F in the sense of Definition 2.2, so that indeed a ∈ I(F ) as the image of b under a type norm map.
This proof is constructive in the sense that it allows to immediately identify pairs of elements of the N -system that yield complex conjugate values, which almost halves the time needed to compute floating point approximations of the values of f . This also holds for the following result, which is a generalisation of [10, Theorem 3.4] ; it makes stronger assumptions on the function than Theorem 5.1, but does not require the primes dividing N to ramify.
Theorem 5.2. Let f be a function satisfying the conditions of Theorem 3.15, and assume furthermore that f is invariant under the Fricke involution
. In fact, for any i, we obtain the complex conjugate of f (τ i ) as follows. Let O K r = a 1 , . . . , a h ∈ I(F ) and 1 = µ 1 , . . . , µ h ∈ K × be as in the proof of Theorem 4.6, that is, for all i we have
Before we prove the theorem, we have a look at the Fricke involution ι and its relation to the involution z → −N z −1 .
Lemma 5.3. There is an involution ι ′ : H g → H g with the following properties.
(1) If τ and τ ′ correspond to respectively z and 
As the latter matrix is in Γ 0 (N ), we find that f is invariant under ι if and only if it is invariant under ι ′ .
Proof of Theorem 5.2. We first consider the case i = 1 with a 1 = O K r and j = 2.
As in the proof of Theorem 5.1 we have f (τ 1 ) = f (−τ 1 ) because f is a quotient of modular forms with rational q-expansions. By Proposition 3.14, −τ 1 corresponds to −z 1 . We have 
Besides the condition on the invariance of f under the involution, Theorem 5.2 also adds a condition on the existence of the quadratic polynomial Q 2 in the same N -system, which needs not hold for arbitrary quartic CM fields. We will consider the setting of Theorem 3.18. Then Q 1 can be taken as a semiprimitive polynomial modulo N satisfying (3.9) and gcd(C 1 /N, N ) = O K0 . Notice that C 1 is automatically totally positive, since A 1 is totally positive and the discriminant B The only non-trivial point to check is whether (b 1 , ξ 1 ) and (b 2 , ξ 2 ) belong to the same orbit under C O,Φ (1). In dimension 1, there is only one orbit. In dimension 2 for a primitive CM field, the number of orbits is a power of 2 by [25 
Functions obtained from Igusa invariants
Igusa defines modular forms h 4 , h 6 , h 10 and h 12 with rational q-expansions that generate the graded ring of modular forms for Sp 4 (Z) [17] ; so for M = a b c d ∈
Taking quotients of forms of the same weight yields modular functions for Sp 4 (Z) such as 
The latter function is also invariant under the Fricke involution ι : τ → −N τ −1 of Theorem 5.2:
where we have used
As for simple and double eta quotients in dimension 1, the process may be generalized to obtain multiple quotients of h k , cf. Enge and Schertz [11] .
For k = 10, similar functions and their square roots have also been studied by de Shalit and Goren [7] .
Theta products
The theta constant of characteristic (α, β) ∈ (Q g ) 2 is given by
for τ ∈ H g . For α, β ∈ {0, 1/2} g , it is a modular form of weight From now on, we consider only the case g = 2, and we also use the abbreviated notation
Ibukiyama has shown in [15, Theorem A] that the graded ring of modular forms for Γ 0 (2) is generated by the four forms with rational q-expansions given by
of respective weights 2, 4, 4 and 6; notice that 2 12 yk = h 10 . Evalutating these forms in τ /2, we obtain generators for the graded ring of modular forms for Γ 0 (2) as X(τ ) = x(τ /2), Y (τ ) = y(τ /2), Z(τ ) = z(τ /2) and K(τ ) = k(τ /2). The smallest weight for which the vector space of forms has dimension at least 2 is 4, with a basis given by X 2 , Y and Z. By taking a quotient of two such forms, we obtain a function for Γ 0 (2), which we expect to yield small class invariants. In fact, the second part of the theorem by Ibukiyama shows that the field of Siegel modular functions for Γ 0 (2) is rational of transcendence degree 3 and generated by Y /X 2 , Z/X 2 and K/X 3 . We may also fix F as one of X, Y , Z or K and consider simple quotients
, which are functions for Γ 0 (2N ), and double quotients
F (τ )F (τ /(N1N2)) , which are functions for Γ 0 (2N 1 N 2 ). Due to its lowest possible weight of 2, the form F = X is most promising in this context.
Numerical examples 7.1 Detailed example for a Hilbert class field
To illustrate the approach, we provide an example of a class polynomial where the underlying parameters have been chosen so as to simplify the computations, and where the N -system can be obtained by hand instead of using the algorithm behind the proof of Theorem 4.5. In particular, we choose K primitive such that K r has odd class number and K r 0 has class number 1, so that by [ 
which implies
where all square roots of real numbers are taken positive. The reflex field of K is given by K r = Q(t) ⊆ C with t ≈ 10.41248483930371i a root of X 4 + 114X 2 + 605; it contains the real quadratic number ω r =
, where the positive real square root has been taken. The class group C OK ,Φ (1) has order 3, which indeed equals the class number of K r . For reference, we computed the Igusa class polynomial associated to the invariant j 1 of §6 using two different implementations: On one hand, the software cmh [12] developed by the first author and Thomé, described in [13] , which relies on PARI/GP [1] for the number theoretic computations and C code for multiprecision floating point operations, in particular asymptotically fast evaluations of Siegel modular forms. On the other hand, the second author's RECIP [27] code developed for SageMath [21] ; the class_polynomial command of this package returns a result proved to be correct by the approaches of Bouyer-Streng [2] and Lauter-Viray [19] . We find that the class polynomial is
841X
3 + (−5611098752ω r − 17741044214880)X 2 + (3232391784287232ω r − 68899837678801920)X + (7331944332391841792ω r − 131969791422849515520).
The prime 3 is inert in K 0 and splits in K/K 0 , so by Theorem 3.18 we may choose N = 3 and are assured of the existence of a z 1 ∈ K\K 0 representing a principally polarised abelian surface, such that z 1 is the root of a quadratic polynomial [A 1 , B 1 , C 1 ] (which we use from now on as a short-hand notation for
To construct an N -system, we use the class group Cl(O K ) of K, which is justified by the following observations. Let
where the equivalence relation ∼ is given by the subgroup {(µ −1 O K , µµ) : µ ∈ K * }. As our CM field K is quartic non-cyclic over Q, the sequence 
, which is also often trivial. In our example, both vanish, so D is isomorphic to Cl(O K ), which is of order 3. Moreover, the action (4.1) of C O,Φ on principally polarised ideal classes suggests to define the following map, which can easily be shown to be a group monomorphism:
In our example, C OK ,Φ (1) and D are both of order 3, so the groups are isomorphic, and the reflex type norm map defines an isomorphism between C OK ,Φ (1) and Cl(O K ). So if we can choose b 1 as a principal fractional ideal, then the ideals b i derived from the N -system are a system of representatives of Cl(O K ).
To do so, we let A 1 = 1 to obtain an algebraic integer z 1 , let B 1 = 1 and, by trial and error, C 1 = 3ω + 6, which is clearly divisible by N = 3. The discriminant of this quadratic form is D = −12ω − 23, and it has the root z 1 = −x 3 −34x− 11 22 , which can readily be verified to lead to a ξ 1 as in Proposition 3.1 which is positive imaginary under the two embeddings ϕ 1 and ϕ 2 . Following Corollary 3.3, we obtain for z 1 the period matrix
We compute
which is a class invariant by Theorem 3.15.
For the other two elements of Cl(K), of order 3 and inverses of each other, it is enough to choose a principal prime ideal of O K0 that splits in O K into two nonprincipal ideals, and set A 2 = A 3 as the generator of the ideal of O K0 . We use the ramified ideal of K 0 above 5, which is coprime to F N = 3, with generator λ = √ 5, twisted by a unit to make it totally positive. Suitable B i are found by trial and error in the congruence class of B 1 modulo 2N , and such that the resulting C i for a quadratic form with discriminant D is integral: so that f (τ 1 ) and f (τ 4 ) are real and f (τ 2 ) and f (τ 3 ) are complex conjugates whenever f is a function for Γ 0 (2) obtained as a quotient of two forms with rational q-expansions. For f = j 1 = h 4 h 6 /h 10 , we get exactly the polynomial above. For the function f = X 2 /Y of §6.2, we obtain to high precision the following class polynomial: which is noticeably smaller than the Igusa class polynomial. Its writing could be shortened further by factoring out a common rational numerator of 72 occurring in all coefficients except for the denominator in front of X 4 .
Real example with a double Igusa quotient
The following example illustrates Theorem 5.2. Let O be the maximal order of K = Q(x), the primitive non-cyclic CM field with x a root of X 4 + 53X 2 + 601 over the real subfield K 0 = Q( √ 5). The class group of O K is cyclic of order 5 and isomorphic to C OK ,Φ (1). The real subfield of the reflex field is K We fix N = 6, the product of two primes that are inert in K 0 /Q and split in K/K 0 . By Theorem 3.18, there is thus a quadratic polynomial A 1 X 2 + B 1 X + C 1 representing a polarised ideal class with 6 | C 1 ; for instance, A 1 = 1, B 1 = ω − 7 and C 1 = 18, where ω = 1+ √ 5
2 . Let z 1 be a root of this polynomial, and choose the CM type in a compatible way; finally let τ 1 be the associated period matrix as in Corollary 3.3. We consider the double Igusa quotient f = h 10 (τ /2)h 10 (τ /3) h 10 (τ )h 10 (τ /6) .
Then by Theorem 3.15, f (τ 1 ) is a class invariant, and by Theorem 5.2, its minimal polynomial is real. To determine the class polynomial, we need a 6-system. In a first step, we compute an orbit of the polarised ideal class with which we started under the action of C OK,Φ (1); by the above, this amounts to enumerating the class group of K. It turns out that the group, of order 5, admits as representatives O K and the four ideals of O K of relative norm 2 or 3, so that an orbit is given by the quadratic polynomials A i X 2 + B i X + C i with These polynomials trivially have the same discriminant and are thus equiprimitive in the sense of Definition 4.1, and their roots define polarised ideals for the same CM type. Next, we need to modify the polynomials such that the A i become coprime to 6. By applying suitable matrices M i ∈ SL 2 (O K0 ), we modify the ideals, while keeping their classes fixed; Proposition 3.9 suggests a systematic way of finding these matrices, but almost any matrix will work. We choose M i = 1 0 −γ i 1 , which keeps the C i , replaces B i by B i + 2γ i C i and A i by A i + γ i B i + γ Letting τ i denote the associated period matrices obtained by Corollary 3.3, the conjugate f (τ 2 ) of the class invariant is real, while f (τ 1 ) and f (τ 4 ) on one hand and f (τ 2 ) and f (τ 5 ) on the other hand are complex conjugate pairs. The final class polynomial is given by which is considerably smaller than the classical Igusa polynomial.
