

















































































































































































i	 programes	 que	 tracten	 aquestes	 dades.	 Tècniques	 englobades	 dins	 el	 que	 és	 conegut	 com	 a	 High	
Perfomrance	 Computing,	 al	 qual	 ens	 referirem	 com	 a	 HPC,	 i	 que	 són	 un	 conjunt	 de	 tècniques	 que	 ens	
permetrà	 analitzar	 aquests	 grans	 conjunts	 de	dades.	 Per	 tal	 d’utilitzar	 les	 tècniques	 d’HPC,	 és	 necessari	
disposar	d’una	infraestructura	física	molt	potent	i	costosa.	És	aquí	on	va	nàixer	el	que	avui	en	dia	coneixem	
com	a	Cloud	Computing.	Aquesta	és	una	metodologia	que	permet	a	clients	usar	màquines	similars	a	les	que	








































recerca	 treballessin	 amb	 grans	 magnituds	 de	 dades,	 sinó	 que	 també	 o	 necessitaven	 les	 més	 petites	
empreses,	 va	 sortir	 el	 que	 avui	 en	 dia	 anomenem	 com	 a	 Cloud	 Computing.	 Fa	 una	 dècada,	 proveïdors	
d’Internet,	 Google	 [	 5	 ]	 o	 Amazon	 amb	 el	 seu	 Amazon	Web	 Services	 [	 6	 ]	 van	 començar	 aquest	 servei.	
Bàsicament	el	que	oferien		era	que	els	clients	poguessin	usar	un	proveïdor	extern	per	tal	d’executar	aquests	
algoritmes	d’alt	cos,	sense	necessitat	de	ser	propietaris	de	la	infraestructura	d’aquestes	màquines.	Tant	sols	

















Per	 fer-ho	 tindrem	 accés	 a	màquines	 de	 la	 Facultat	 d’Informàtica	 de	 Barcelona,	 i	 no	 ens	 serà	 necessari	








































































































• K-means:	 El	 següent	 algoritme	 funciona	 de	 forma	 molt	 similar	 al	 k-centers	 però	 de	 forma	 més	
elaborada	i	complexa.	Cosa	que	ens	donarà	millors	resultats.	Inicialment	calcula	k	clústers	de	forma	
amb	 els	 centres	 aleatoris.	 Després	 calcularà	 la	mitjana	 de	 tots	 els	 punts	 de	 cada	 clúster	 i,	 cada	
mitjana,	serà	un	nou	centre	de	cada	clúster.	Un	cop	fet	aquest	pas,	el	k-means	assigna	de	nou	els	




















Després	 d’una	 recerca	 acurada	 i	 rigorosa	 es	 va	 trobar,	 a	 través	 de	 la	 plataforma	Campaign,	 alguns	 dels	
algoritmes	 de	 Clustering	 més	 importants	 ja	 fets	 i	 preparats	 per	 executar	 [	 9	 ].	 Aquesta	 plataforma	 és	
suportada	pels	professors:	Kai	J.	Kolhlhoff,	Marc	Sosnick,	Bill	Hsu;	de	les	Universitats	de	Stanford	i	de	San	
Francisco.	Els	algoritmes	trobats	a	la	plataforma		també	havien	estat	provats	d’accelerar	a	través	de	la	GPU		
i	 la	CPU	 i	es	podien	utilitzar.	S’ha	decidit	 treballar,	en	aquest	projecte,	amb	aquesta	plataforma	 i	provar	















































memòria	 és	 de	 molt	 més	 ràpid	 accés	 que	 la	 memòria	 global	 (la	 qual	 és	 visible	 per	 tots	 els	 threads).	
L’inconvenient	que	té,	és	que	només	és	visible	pels	threads	d’un	mateix	bloc	i,	la	mateixa	memòria,	només	















































































int a[N], b[N], c[N]; 
int *dev_a, *dev_b, *dev_c; 
 
// reservem espai a la GPU 
HANDLE_ERROR( cudaMalloc( (void**)&dev_a, N * sizeof(int) ) ); 
HANDLE_ERROR( cudaMalloc( (void**)&dev_b, N * sizeof(int) ) ); 
HANDLE_ERROR( cudaMalloc( (void**)&dev_c, N * sizeof(int) ) ); 
 
/* aquí inicialitzaríem els vector a i b */ 
 
HANDLE_ERROR( cudaMemcpy( dev_a, 
                         a, 
                         N * sizeof(int), 
                         cudaMemcpyHostToDevice)); 
HANDLE_ERROR( cudaMemcpy( dev_b, 
                         a, 
                         N * sizeof(int), 
                         cudaMemcpyHostToDevice)); 
HANDLE_ERROR( cudaMemcpy( dev_c, 
                         a, 
                         N * sizeof(int), 
                         cudaMemcpyHostToDevice)); 
 
/* invoquem al kernel de CUDA que suma a i b */ 
add<<<128,128>>>(dev_a, dev_b, dev_c); 
 
// copiem el vector resultant c cap a la CPU 
HANDLE_ERROR( cudaMemcpy( dev_c, 
                         a, 
                         N * sizeof(int), 





















Com	 a	 conclusió,	 podem	 dir	 que:	 si	 s’aconsegueix	 comprendre	 i	 entendre	 els	 algoritmes,	 a	 més	
d’implementar	els	canvis	necessaris	en	els	algoritmes	k-means	i	k-centers	de	la	plataforma	Campaign,	per	



























































tractar,	 el	 número	de	 clústers	 i	 les	dimensions	que	 cada	un	dels	punts	 tindrà.	Amb	aquests	paràmetres	
l’algoritme,	inicialment,	començarà	assignant	un	centre	a	cada	clúster	de	forma	aleatòria.	La	idea	principal	
de	l’algoritme	és,	per	cada	punt	i	de	forma	paral·lela,	assignar-lo	al	centre	del	clúster	que	tingui	més	a	prop.	




























































Podem	 veure	 això	 en	 el	 tros	 de	 codi	 del	mateix	 kernel	 a	 la	 figura	 4.	 Veiem	 que	 a	 dins	 hi	 ha	 un	





while (offset < N) 
{ 
    // thread divergence likely 
    if (ASSIGN[offset] == k) 
    { 
        // update centroid parts 
        s_centerParts[tid] += X[d * N + offset]; 
        // increment number of elements in cluster 
        if (d == 0) s_numElements[tid]++; 
    } 
    // move on to next segment 


























template <unsigned int BLOCKSIZE, class T> 
__device__ static void reduceOne(int tid, T *s_A) 
{ 
    if (BLOCKSIZE >= 1024) { if (tid < 512) { s_A[tid] += s_A[tid + 512]; }       
__syncthreads(); } 
    if (BLOCKSIZE >=  512) { if (tid < 256) { s_A[tid] += s_A[tid + 256]; } 
__syncthreads(); } 
    if (BLOCKSIZE >=  256) { if (tid < 128) { s_A[tid] += s_A[tid + 128]; } 
__syncthreads(); } 
    if (BLOCKSIZE >=  128) { if (tid <  64) { s_A[tid] += s_A[tid +  64]; } 
__syncthreads(); } 
     
    if (tid < 32) 
    { 
        if (BLOCKSIZE >= 64) { s_A[tid] += s_A[tid + 32]; } 
        if (BLOCKSIZE >= 32) { s_A[tid] += s_A[tid + 16]; } 
        if (BLOCKSIZE >= 16) { s_A[tid] += s_A[tid +  8]; } 
        if (BLOCKSIZE >=  8) { s_A[tid] += s_A[tid +  4]; } 
        if (BLOCKSIZE >=  4) { s_A[tid] += s_A[tid +  2]; } 
        if (BLOCKSIZE >=  2) { s_A[tid] += s_A[tid +  1]; } 


















Així	 l’algoritme	pot	anar	comparant	 l’score	de	 la	 iteració	actual	amb	l’anterior,	de	manera	que,	si	
pràcticament	no	varia,	pot	considerar	que	la	solució	ja	és	prou	bona	i	parar	de	fer	crides	als	kernels.	
















for (unsigned int d = offsetD; d < min(offsetD + blockDim.x, D); d++) 
{ 
    // broadcast centroid position and compute distance to data 
    // point along dimension; reading of X is coalesced 








Un	altre	dels	possibles	obstacles	amb	que	es	pot	 trobar	el	desenvolupador	serà	a	 l’hora	d’emprar	 l’eina	
CUDA.	En	el	cas	del	desenvolupador,	l’eina	no	ha	estat	utilitzada	amb	anterioritat	i	això	requerirà,	com	s’ha	
dit	anteriorment,	a	un	estudi	acurat	i	rigorós	per	part	seva.	Per	tal	de	solucionar-ho	es	recorrerà	a	la	web	de	
















































Per	 tal	 de	 portar	 una	 bona	 organització	 del	 projecte	 i	 de	 les	 diferents	 tasques	 d’aquests,	 s’utilitzarà	 la	
metodologia	 de	 treball	 Kanban.	 Aquesta	metodologia	 ens	 permetrà,	 tant	 organitzar	 bé	 les	 tasques	 del	
























Aquesta	 classe,	 donades	 les	 variables	 N	 (nombre	 de	 punts),	 K	 (nombre	 de	 clústers)	 i	 D	 (nombre	 de	
dimensions),	 és	 capaç	 de	 generar-nos	 K	 clústers	 amb	 N/K	 punts	 en	 cada	 clúster	 i,	 cada	 un	 dels	 punts	



























 * Generates a set of points with contiguous dimensions. 




    for (int actualPoint = 0; actualPoint < this->totalPoints/D; actualPoint++) { 
        int iniPositionPoint = actualPoint * D; 
        for (int dimension = 0; dimension < D; dimension++){ 
            this->pointsContiguous[actualPoint + dimension * (this->totalPoints/D)] =  
   this->points[iniPositionPoint + dimension]; 
        } 








    for (int numCluster = 0; numCluster < this->K; numCluster++) { 
        for (int actualPointOfCluster = 0; actualPointOfCluster < this->totalPointsPerCluster; 
actualPointOfCluster++) { 
            for (int dimensions = 0; dimensions < this->D; dimensions++) { 
                 
                int memory = (numCluster * this->totalPointsPerCluster + actualPointOfCluster) * 
this->D + dimensions; 
                 
                actualPointOfCluster % 2 == 0 ? 
                points[memory] = this->centers[numCluster] + (float) ((rand() % RADIUS)/(float)100): 
                points[memory] = this->centers[numCluster] - (float) ((rand() % RADIUS)/(float)100); 
            } 
        } 








data-sets	 de	 grans	 dimensions.	 Les	 dos	 crides	 seran	 invocades	 des	 de	 la	 plataforma	 Campaign,	 abans	













per	 setmana	 a	 la	 universitat.	 En	 aquestes	 reunions	 s’avaluarà	 si	 el	 projecte	 s’està	 desenvolupant	 en	 la	






















! = 	 $%&'$()* 	
Amb	aquesta	fórmula	es	podrà	garantir	quina	ha	estat	la	pèrdua	al	treure	cada	una	de	les	millores.	A	més,	
per	tal	de	calcular	el	guany	en	percentatge	utilitzarem	la	fórmula:	
!	+,	% = 	 ./01 2.345./01 	×	100		
	













Gold	 File.	 	 L’úlitm	 pas	 que	 ens	 quedarà,	 per	 tal	 de	 validar	 l’algoritme,	 serà	 executar-lo	 amb	 les	 nostres	




































#define MEMBARRIER() __syncthreads() 
#define WARPMEMBARRIER() 
#else 
#define MEMBARRIER() {__threadfence();__syncthreads();} 



























en	 paral·lel,	 hi	 haurem	 d’afegir	 els	 WARPMEMBARRIER()	 i	 MEMBARRIER()	 que	 hem	 pogut	 observar	





extern __shared__ FLOAT_TYPE array[];                    // shared memory 
FLOAT_TYPE *s_dist    = (FLOAT_TYPE*) array;             // tpb distances 
int   *s_ID      = (int*)   &s_dist[blockDim.x];         // tpb IDs 
FLOAT_TYPE *s_ctr     = (FLOAT_TYPE*) &s_ID[blockDim.x]; // tpb centroid components 
#else                                                    // GLOBAL memory is defined 
FLOAT_TYPE *s_dist; 
int   *s_ID; 
extern __shared__ FLOAT_TYPE array[];                    // shared memory 















que	és	de	 les	més	 importants	 en	CUDA,	 són	els	 accessos	 coalesced	 (veure	 capítol	 3.3).	Abans	de	 res	 és	
important	 explicar	 com	 quedaran	 els	 punt	 ordenats	 en	 memòria	 en	 el	 cas	 que	 explotem	 els	 accessos	
coalesced	i	en	el	cas	que	no	ho	fem.	Per	això	podem	veure	la	figura		13.	Recordem	que,	tal	i	com	hem	vist	en	






template <class T, class U> 
__device__ static void parallelMax(int BLOCKSIZE, int tid, T *s_A, U *s_B) 
{ 
    if (BLOCKSIZE >= 1024) { if (tid < 512 && s_A[tid + 512] > s_A[tid]) { s_A[tid] = s_A[tid + 512]; 
s_B[tid] = s_B[tid + 512]; } MEMBARRIER(); } 
    if (BLOCKSIZE >=  512) { if (tid < 256 && s_A[tid + 256] > s_A[tid]) { s_A[tid] = s_A[tid + 256]; 
s_B[tid] = s_B[tid + 256]; } MEMBARRIER(); } 
    if (BLOCKSIZE >=  256) { if (tid < 128 && s_A[tid + 128] > s_A[tid]) { s_A[tid] = s_A[tid + 128]; 
s_B[tid] = s_B[tid + 128]; } MEMBARRIER(); } 
    if (BLOCKSIZE >=  128) { if (tid <  64 && s_A[tid +  64] > s_A[tid]) { s_A[tid] = s_A[tid +  64]; 
s_B[tid] = s_B[tid +  64]; } MEMBARRIER(); } 
     
    if (tid < 32) 
    { 
        volatile T *vs_A = s_A; 
        volatile U *vs_B = s_B; 
        if (BLOCKSIZE >= 64) { if (vs_A[tid + 32] > vs_A[tid]) { vs_A[tid] = vs_A[tid + 32]; vs_B[tid] = 
vs_B[tid + 32]; } WARPMEMBARRIER();} 
        if (BLOCKSIZE >= 32) { if (vs_A[tid + 16] > vs_A[tid]) { vs_A[tid] = vs_A[tid + 16]; vs_B[tid] = 
vs_B[tid + 16]; } WARPMEMBARRIER();} 
        if (BLOCKSIZE >= 16) { if (vs_A[tid +  8] > vs_A[tid]) { vs_A[tid] = vs_A[tid +  8]; vs_B[tid] = 
vs_B[tid +  8]; } WARPMEMBARRIER();} 
        if (BLOCKSIZE >=  8) { if (vs_A[tid +  4] > vs_A[tid]) { vs_A[tid] = vs_A[tid +  4]; vs_B[tid] = 
vs_B[tid +  4]; } WARPMEMBARRIER();} 
        if (BLOCKSIZE >=  4) { if (vs_A[tid +  2] > vs_A[tid]) { vs_A[tid] = vs_A[tid +  2]; vs_B[tid] = 
vs_B[tid +  2]; } WARPMEMBARRIER();} 
        if (BLOCKSIZE >=  2) { if (vs_A[tid +  1] > vs_A[tid]) { vs_A[tid] = vs_A[tid +  1]; vs_B[tid] = 
vs_B[tid +  1]; } WARPMEMBARRIER();} 








Per	 contra	 en	 l’accés	 anomenat	 coalesced	 a	 la	 figura	 13,	 l’ordre	 en	 memòria	 que	 preval	 és	 el	 de	 les	























				 	 	 	 	 	 	 	 	 	 	 		 	 	 	 	 	 	 	 	 	 	 	
				 	 	 	 	 	 	 	 	 	 	 		 	 	 	 	 	 	 	 	 	 	 	
Figura	14.	Accessos	non-coalesced	i	coalesced	
		d	=	0	 	d	=	1	 		d	=	2	 		d	=	N/D	-	3	 		d	=	N/D	-	2	 	d	=	N/D	-	1	
		n	=	0	 	n	=	1	 	n	=	2	 		n	=	N	-	3	 		n	=	N	-	2	 		n	=	N	-	1	
ACCESSOS	COALESCED	
ACCESSOS	INTERCLATS	
for (int d = 0; d < min(blockDim.x, D - offsetD); d++) 
{ 
#ifdef INTERCALATED_DATA 
    dist += distanceComponentGPU(s_ctr + d, X +  t*D + offsetD + d); 
#else 











































































































































































































En	 aquest	 apartat	 ens	 disposem	a	 explicar	 i	 analitzar	 els	 resultats	 obtinguts	 com	a	 conseqüència	 de	 les	

















































    extern __shared__ FLOAT_TYPE array[];           // shared memory 
    FLOAT_TYPE *s_center = (FLOAT_TYPE*) array;     // tpb centroid components 
#else 
    extern __shared__ FLOAT_TYPE array[];           // shared memory 




    #ifdef INTERCALATED_DATA 
        dist += distanceComponentGPU(s_center + (d - offsetD), X + t*D + d); 
    #else 
        dist += distanceComponentGPU(s_center + (d - offsetD), X + (d * N + t)); 
    #endif 
#else 
    #ifdef INTERCALATED_DATA 
        dist += distanceComponentGPU(s_center + (k*D + d), X + t*D + d); 
    #else 
        dist += distanceComponentGPU(s_center + (k*D + d), X + (d * N + t)); 









Aquest	 kernel,	 com	 també	 hem	 vist	 anteriorment,	 és	 l’encarregat	 de	 calcular	 la	 qualitat	 de	 la	 solució	
obtinguda.	És	 important	 tenir	en	compte	que	aquest	kernel,	 a	diferència	del	assignToClusters_KMCUDA,	
utilitza	 reduccions,	 cosa	 que	 haurem	 de	 tenir	 en	 compte	 a	 l’hora	 de	 dur	 a	 terme	 les	 implementacions	
d’aquest	kernel,	especialment	les	de	memòria	compartida	en	aquest	cas	de	les	reduccions.	
El	calcScore_CUDA	calcula	la	distància	de	forma	molt	similar	al	kernel	d’assignació	dels	clústers;	per	fer-ho,	










    #ifdef INTERCALATED_DATA 
        dist += distanceComponentGPU(s_center + (d - offsetD), X + (offsetN) * D + d); 
    #else 
        dist += distanceComponentGPU(s_center + (d - offsetD), X + (d * N + offsetN)); 
    #endif 
#else 
    #ifdef INTERCALATED_DATA 
        dist += distanceComponentGPU(s_center + (k*D + d), X + offsetN*D + d); 
    #else 
        dist += distanceComponentGPU(s_center + (k*D + d), X + (d * N + offsetN)); 



























__device__ static void reduceOne(int BLOCKSIZE, int tid, T *s_A) 
{ 
    if (BLOCKSIZE >= 1024) { if (tid < 512) { s_A[tid] += s_A[tid + 512]; } MEMBARRIER(); } 
    if (BLOCKSIZE >=  512) { if (tid < 256) { s_A[tid] += s_A[tid + 256]; } MEMBARRIER(); } 
    if (BLOCKSIZE >=  256) { if (tid < 128) { s_A[tid] += s_A[tid + 128]; } MEMBARRIER(); } 
    if (BLOCKSIZE >=  128) { if (tid <  64) { s_A[tid] += s_A[tid +  64]; } MEMBARRIER(); } 
     
    if (tid < 32) 
    { 
        volatile T *vs_A=s_A; 
        if (BLOCKSIZE >= 64) { vs_A[tid] += vs_A[tid + 32]; } 
        if (BLOCKSIZE >= 32) { vs_A[tid] += vs_A[tid + 16]; } 
        if (BLOCKSIZE >= 16) { vs_A[tid] += vs_A[tid +  8]; } 
        if (BLOCKSIZE >=  8) { vs_A[tid] += vs_A[tid +  4]; } 
        if (BLOCKSIZE >=  4) { vs_A[tid] += vs_A[tid +  2]; } 
        if (BLOCKSIZE >=  2) { vs_A[tid] += vs_A[tid +  1]; } 




    s_centerParts[tid] += X[offset*D + d]; 
#else 

































3302,74 3294,93 3099,83 3066,47 3014,65




























Amb	 aquest	 fórmula	 veiem	 que,	 en	 el	 	 cas	 d’aquest	 kernel,	 el	 guany	 quan	 s’utilitza	 accessos	 coalesced	
respecte	de	quan	no	s’utilitzen,	és	de	5,41.	Si	fem,	amb	la	fórmula	del	guany	den	percentatge	obtenim	que:	








resultat	 impensable	 a	 l’inici	 del	 projecte	 i	 és	 un	 cas	 que	 no	 hem	 tractat	 en	 aquest	 projecte	 i	 que	 seria	
interessant	d’estudiar	en	projectes	futurs.	A	més	en	general	el	kernel	va	més	ràpid	amb	memòria	compartida	





















































i	 lluny	de	 les	hipòtesis	de	 les	que	aquest	projecte	partia.	Si	que	és	cert	que	quan	utilitzem	64,	128	 i	256	












































Això,	 tenint	en	 compte	 com	s’ha	estudiat	 la	memòria	 compartida	 i	 els	 accessos	coalesced,	 no	hauria	de	
passar	mai.	I	menys	en	el	cas	d’aquest	kernel	que,	recordant-ne	la	implementació,	utilitza	tan	les	reduccions;	











































































































































































































































































































































Campaign,	 recolzada	per	 la	Universitat	d’Stanford.	Aquesta	ve	amb	un	manual	d’instal·lació	que	 s’haurà	
d’entendre	i	estudiar	per	tal	de	poder-la	dur	a	terme.	
Un	cop	s’hagi	aconseguit	 instal·lar	 la	plataforma	serà	hora	de	 fer	 les	primeres	execucions	dels	codis	que	
aquesta	ens	subministra.	Això	s’hauria	d’aconseguir	fer	amb	dades	de	gran	magnitud	per	tal	de	garantir-ne	























































Arribats	 en	 aquest	 punt	 s’hauran	 d’haver	 finalitzat	 totes	 les	 tasques	 anteriors.	 En	 aquesta	 tasca	 ens	



























































d’Informàtica	 de	 Barcelona	 ens	 ha	 ofert	 per	 treballar	 no	 funcioni	 correctament,	 ja	 sigui	 per	 un	
problema	del	hardware	o	per	problemes	externs.	En	aquest	cas	tindrem	alternatives	com	la	de	fer	
servir	 altres	màquines	 de	 la	 pròpia	 universitat	 o,	 demanar	 ajuda	 al	 BSC,	 centre	molt	 arrelat	 a	 la	
universitat	i	que	probablement	ens	oferirà	alternatives.	
	
• Instal·lació	 de	 la	 plataforma	 Campaign	no	 assolida:	 Podria	 ser	 que	 no	 s’aconseguís	 instal·lar	 la	
plataforma	 Campaign	 per	 falta	 de	 compatibilitat	 amb	 les	 nostres	 màquines	 o,	 perquè	 fa	 servir	





• Dificultats	 en	 la	 implementació	 del	 codi:	 És	 possible,	 i	 pràcticament	 segur,	 que	 al	 llarg	 d’anar	
implementant	el	codi	ens	trobem	amb	diferents	dificultats	que	ens	encallin	i	no	ens	causin	diversos	
alentiments	en	el	desenvolupament	d’aquest	projecte.	Per	tal	de	solucionar-los	el	desenvolupador	i	














Saber	 quins	 recursos	 materials	 i	 humans	 necessitarem	 per	 el	 nostre	 projecte,	 és	 un	 altre	 dels	 punts	











Un	cop	analitzats	els	 recursos	humans	hem	analitzar	 també	els	 recursos	de	 tipus	materials.	Aquests	són	



























humans	necessaris	 seran,	 com	hem	vist	 amb	anterioritat:	 un	Project	Manager,	 cap	de	projecte	 i	màxim	
responsable	del	mateix;	un	analista,	encarregat	d’analitzar	el	codi	i	cercar	en	quins	punts	és	aquest	més	lent;	








Posició	 Cost	per	hora	(€/h)	 Hores	dedicades	(h)	 Cost	(€)	
Project	manager	 40	 110	 4400	
Analista	 25	 90	 2250	
Enginyer	de	computadors	 25	 190	 4750	
Tester	 10	 50	 500	





















Recurs	hardware	 Cost	(€)	 Vida	útil	(anys)	 Ús	(h)	 Amortització	(€)	
Ordinador	macbook	pro	 1500	 7	 445	 10,5	
Màquina	hulk	FIB	 10000	 10	 390	 44,5	















Costos	indirectes	 Cost	(€/h)	 Ús	(h)	 Cost	total	(€)	
Internet	 0,12	 445	 53,4	
Electricitat	 0,56	 445	 249,2	
Local	de	treball	 0,30	 445	 133,5	















Per	 últim,	 un	 cop	 calculat	 el	 pressupost	 en	 els	 apartats	 anteriors,	 només	 ens	 faltarà	 pensar	 i	 analitzar	
possibles	 imprevistos	que	puguem	tenir	 i	que	 facin	augmentar	el	pressupost.	Creiem	que	si	 s’ha	 fet	una	
gestió	econòmica	acurada	i	rigorosa,	l’augment	en	el	pressupost	degut	a	possibles	imprevistos,	no	hauria	de	












veiem	 la	exposició	al	 risc;	aquest	ha	sigut	calculat	amb	el	producte	de	 la	ocurrència	de	que	el	propi	 risc	
succeeixi	pel	cost	estimat	d’aquest	risc.	
Risc	acceptat	 %	Ocurrència	 Cost	estimat	(€)	 Exposició	al	risc	(€)	
Augment	hores	enginyer	computadors	 50%	 500	 250	
Augment	hores	analista	 50%	 200	 100	
Augment	hores	tester	 30%	 100	 30	
Augment	cost	electricitat	 15%	 20	 3	
Augment	cost	internet		 15%	 20	 3	






• Augment	 en	 hores	 invertides	 respecte	 les	 esperades:	 Si	 fos	 necessari	 invertir	més	 hores	 de	 les	
esperades,	s’hauria	de	remunerar	als	diferents	treballadors	del	projecte.	Això	podria	incrementar	en	
un	sobre	cost	de	380€.	
• Augment	 costos	 indirectes:	 Podria	 passar	 que	 ens	 incrementessin	 les	 factures	 de	 llum	 o	 línia	
d’internet,	més	de	l’esperat.	Això	podria	suposar	un	sobre	cost	de,	com	a	molt,	6€.	
Per	tal	de	mantenir-nos	dins	el	pressupost	esperat	 i	calculat	a	 l’apartat	de	gestió	econòmica,	es	reuniran	

















Per	 tal	 d’analitzar	 la	 matriu	 s’utilitzarà	 els	 mètode	 socràtic	 vist	 a	 l’assignatura	 de	 GEP,	 responent	 les	
preguntes	adients	per	tal	de	justificar	la	pròpia	matriu.	











































Rang	sostenibilitat	 22/30	 48/60	 -14/0	

























tant,	 les	 màquines	 que	 els	 executin,	 consumeixin	 menys	 energia.	 Caldrà	 estar	 atent	 a	 possibles	
actualitzacions	de	CUDA	que	ens	poden	fer	augmentar	el	cost	del	projecte.	
Per	 últim	 els	 riscos	 que	 puguin	 alterar	 la	 viabilitat	 del	 projecte	 són	 mínims	 i,	 pràcticament,	 es	 poden	
menysprear.	
	
9.3	Sostenibilitat	social	
Tot	bon	projecte	ha	de	tenir	un	impacte	social	positiu,	tant	per	la	societat	com	per	els	desenvolupadors	del	
projecte.	En	primer	lloc	suposarà	un	gran	aprenentatge	per	part	del	desenvolupador	pel	que	fa	a	CUDA	i	a	la	
programació	en	paral·lel.	Això	permetrà	que	aquest	desenvolupador	creixi	com	a	programador	i	enginyer.	
A	més,	tindrà	un	impacte	social	per	aquelles	persones	que	utilitzin	els	algoritmes	de	clustering,	ja	sigui	de	
forma	indirecta	com	els	enginyers	del	software	en	molts	dels	àmbits	relacionats	amb	la	intel·ligència	artificial	
o,	enginyers	de	computadors	que	tractin	directament	amb	aquests	algoritmes.	
Per	últim	cal	afegir	que		no	s’han	detectat	possibles	àmbits	on	la	realització	del	projecte	pugui	ser	negativa	
per	algun	sector	de	la	societat.	 	
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