Abstract. The initial-boundary value problems for linear non-autonomous first order evolution equations are examined. Our assumptions provide a unified treatment which is applicable to many situations, where the domains of the operators may change with time. We study existence, uniqueness and maximal regularity of solutions in Sobolev spaces. In contrast to the previous results we use only the continuity assumption on the operators in the main part of the equation.
Introduction
Let {A(t)} t∈[0,T ] be a family of closed linear operators in a Banach space X. We consider the Cauchy problem L(t)u = u t − A(t)u − B(t)u = f, (1.1) 2) where the family of operators B(t) : X → X, t ∈ [0, T ] is subordinate in a certain sense to the family A(t). The most known approach to the study of this problem is proposed in the articles by Acquistapace P. and Terreni B. [1, 2] . Their approach goes back to the operator sum method of Da Prato and Grisvard [9] . The main assumptions on the operator family A(t) in these articles are the so-called Acquistapace-Terreni conditions (see [1, 2] ) connected with the behavior of the resolvent and the Hölder continuity of the family {A(t)}. Further developments of this method are exposed in [22, 23, 13] . Some results are also presented in [34, Sect. 6.8] . Similar results under other weaker conditions also with the use of the Hölder continuity of the family {A(t)} (in a certain sense) and the property that the space (D(A(t)), X) θ,p obtained by the real interpolation method (see [35] ) is independent of t for some θ ∈ (0, 1) are presented in [38, Ch. 3] . A series of articles is connected with the minimal conditions on the family {A(t)} when only continuity of this family is required. In this case it is assumed that the domains of A(t) are independent of t. We can refer, for instance, to [3, 4, 25, 30, 8, 7] . Some of these results are exposed in [27, Ch.6] . We also refer to the book [5, Ch.4] , where the reader can find relevant results as well as the bibliography. The Hilbert space results devoted to the problem (1.1), (1.2) are often based on the Lax-Milgram theorem and the study of the corresponding sesquilinear forms (see [26, 6, 29, 16] ). Our approach is similar to that described in [5, Ch.4, Sect. 3] in which the problem is reduced to an abstract initial-boundary value problem. This approach (see, for instance, [18] ) is often used in the study of abstract boundary control problems (see [14, 15] and the bibliography therein). We present conditions on the operators A, B, and the boundary operator below which ensure solvability of the corresponding initial-boundary value problem and the problem (1.1)-(1.2) as well under the minimal smoothness assumptions on A, B and the boundary operator. We do not require any Hölder continuity assumptions for the operator A.
Preliminaries
Let X, Y be Banach spaces. The symbol L(X, Y ) stands for the space of linear continuous operators defined on X with values in Y . If X = Y then we use the notation L(X). Let A : X → X be a closed linear operator in X with a dense domain D(A). The symbol R(A) stands for the range of A. Denote by σ(A), ρ(A) the spectrum and the resolvent set of A. Let C − = {z ∈ C : Re z < 0} (C + = {z ∈ C : Re z > 0}) and let Σ θ = {z ∈ C : | arg z| < θ}.
In what follows, we employ the operators A : X → X (X is a Banach space) being the generators of analytic semigroups (see [27] ), in this case we will assume that ρ(A) ⊃ Σ θ for some θ ≥ π/2 and
where M > 0 is some constant and I is the identity.
Let A : X → X be a generator of an analytic semigroup. Put H k = D(A k ) (the latter space is endowed with the graph norm). We can also define the spaces H k for (see [19, Sect.5] , [21, Ch.6 ]) for k < 0. The norm in H k agrees with (A − λI) −k u , where λ ∈ ρ(A). By the real interpolation method (see [35, 21] ) we can construct B s q = (H m , H k ) θ,q , with 1 < q < ∞, k < s < m, and θ = m−s m+k (see the properties of these spaces in [19, Sect. 5] , Sect. 1.14, Sect. 1.15.4 in [35] , Prop. 1 in [32] ).
Define the space L p (0, T ; X) (X is a Banach space) as the space of strongly measurable functions, defined on [0, T ] with values in X such that
We use also the Sobolev spaces W s p (0, T ; X) (see the definition, for instance, in [20, 36] ). The space of continuous functions defined on [0, T ] with values in X is denoted by C([0, T ]; X).
A Banach space X is called a UMD space (the other names are ζ −convex and HT -spaces) if the Hilbert transform P f = lim ε→0 |t−y|>ε f (t) t−y dt extends to bounded operator on L p (R, X) for some (or equivalently, for each) p ∈ (1, ∞). All subspaces and quotient spaces of L q (G, µ) for 1 < q < ∞ have the UMD property. We can say that Sobolev spaces, Hardy spaces and other well known spaces of analysis are UMD if they are reflexive.
A collection of operators τ ⊂ L(X, Y ) (X, Y are Banach spaces) is called R-bounded if there exists a constant C p such that (see [12] )
for all N, T 1 , T 2 , . . . , T N ∈ τ and x 1 , x 2 , . . . , x N ∈ X. The least constant C p in this inequality is denoted by R(τ ) and is called the R-bound of the family τ (see equivalent definitions in [24, 10, 11, 31] ). Note that this definition is independent of p.
Next, we present some conventional results concerning with the solvability of the Cauchy problem.
Consider the Cauchy problem
We assume that L is a generator of analytic semigroup and that (A) a family τ = {λ(L − λI)
Denote the R-bound of this family by M L .
Theorem 2.1 Let X be a UMD space and let the condition (A) hold. Then, for every f ∈ L q (0, T ; X) and u 0 ∈ B 1−1/, there exits a unique solution to In the following theorems we replace the problem (2.1) with the problem
where γ > 0 is a parameter and L : X → X is a generator of an analytic semigroup.
Theorem 2.2 Let X be a UMD space and let the condition (A) hold. Then, for every f ∈ L q (0, T ; X), there exits a unique solution to the problem
holds, where the constant C is independent of γ. It depends of the constant M L , q, and the space X.
We consider the operator L − γI rather than L. In order to prove the claim, we should estimate the quantity R{λ(L − λ − γ) −1 , λ ∈ Σ θ 0 } and employ Theorem 2.1). First, we can say that [12] and Lemma 3.5 in [11] ) and the definition of R-boundedness. Next, we refer to the inequality
3 Conditions on the data and auxiliary results
Now we can state the main conditions on the data of the problem (1.1), (1.2).
First, we assume that there exists a Banach spaces D ⊂ X and Y and a family of linear operators
the operators A t = A(t)| ker Q(t) ) : X → X are the generators of analytic semigroups for every t ∈ [0, T ]; (3) X is a UMD space and the family τ = {λ(−A t +λI)
. Endow this space with the norm
The space H q (a, T ) (a ∈ [0, T )) consists of functions u ∈ H 
. Given a function u ∈ H 0 (a, b), define its extension to the segment [0, T ] as follows:
There is the obvious inequality
which allows to say that the norms u Hq(a,b) and inf ũ Hq(a,T ) , where the infimum is taken over the set {ũ ∈ H q (a, T ) :ũ = u a.e. on (a, b)}, are equivalent. Moreover, the constants in the corresponding inequalities are independent of a, b. In what follows we use the latter norm as the norm in the space H q (a, b).
The following conditions on the perturbations B(t) are similar to those in [3] :
) and there exists a continuous function β(ξ) :
where ε ∈ (0, T ). Next, we expose some additional conditions on the mapping Q. We assume that there exists a Banach space
are uniformly bounded and the mapping Q τ is surjective for every τ ∈ [0, T ]; (6) for every ε > 0, there exists δ > 0 such that
The conditions (6) is new in contrast to the conditions (1), (2) for the mapping Q(t) which were used, for instance, in [14] . They characterize the continuity of the mappings Q, Q τ .
Next, we specify some additional function spaces and describe their properties. Let g(t) ∈ Z. Fix ε ∈ (0, T ) and define the space Z q (0, T ) as the subspace of functions g ∈ Z such that there exists ε > 0 such that g ε ∈ Z. Below we demonstrate that if g ε ∈ Z for some ε > 0 then g ε ∈ Z for all ε > 0. So it is natural to fix ε 0 > 0 and introduce the norm g(t) Zq(0,T ) = g(t) Z + g ε 0 (t) Z . By Z q (a, T ) (a > 0) we mean the subspace of Z comprising the functions vanishing for t < a which is endowed with the norm of Z. At last we denote by Z q (a, b) (0 ≤ a < b ≤ T ) the space of functions g(t) such that there exist a functiong ∈ Z q (a, T ) agreeing with g on (a, b) almost everywhere (a.e.). We put
It is possible to define the operator Q τ and Q on the space H q (a, b) putting
from the class H q (a, b). This operator is well-defined due to Theorem 2.1 and the conditions (1)- (3). Similarly, we can define the operator L
The space H q (a, b) endowed with this norm is denoted by H q,γ (a, b).
are uniformly bounded by some constant C independent of τ ∈ [0, T ], 0 ≤ a < b ≤ T , and γ.
The first norms are bounded due to the condition (1). Given f ∈ L q (a, b; X), letf = f for t ∈ (a, b) andf = 0 for t ∈ (a, b). By Theorem 2.1 we can find a function u ∈ H q (0, T ) such that L τ u(t) =f , u(0) = 0, and u(t) ∈ D(A τ ) for almost all t. Due to uniqueness of solutions to the Cauchy problem u = 0 for t ≤ a and u satisfies the estimate
where the constant C is independent of τ (see Theorem 2.1). So the norms L 
, g ε 0 (t) ∈ Z then g ε 1 (t) ∈ Z for every ε 1 > 0, and, for a given a > 0, there exists a constant C independent of τ, c, b
The proof of a) is almost obvious. Examine, for example, the case of a = 0, b = T . Let g n ∈ Z q (0, T ) be a Cauchy sequence in Z q (0, T ) endowed with the norm g(t) Zq(0,T ) = g(t) Z + g ε 0 (t) Z . Since Z is a Banach space, there exist functions g(t) ∈ Z,g ε 0 (t) ∈ Z such that g n → g, g nε 0 →g ε 0 as n → ∞ in Z. In the space L q (0, T ; Y ) this convergence also takes place. Extracting a subsequence if necessary we can assume that g nε 0 (t) →g ε 0 a.e. in Y . Since g nε 0 = 0 a.e. for t < ε 0 , we have thatg ε 0 (t) = 0 a.e. for t < ε 0 . Extracting one more subsequence if necessary we can assume that
.e. and thus g ∈ Z q (0, T ). The remaining proofs in the case a) employ the same arguments.
Fix
. There exists an extensionũ ∈ H q (a, T ) of this function. If a > 0 then Q τũ = 0 a.e. on (0, a) and Q τũ ∈ Z. By definition, Q τũ ∈ Z q (a, T ). If a = 0 thenũ ε 0 ∈ H q (ε 0 , T ) and thus Q τũε 0 ∈ Z, i. e., Q τũ ∈ Z q (0, T ) and Q τ u ∈ Z q (0, b). Proceed with c). Let a > 0. In view of the condition (5), we infer Q τũ Z ≤ C ũ Hq(a,T ) , whereũ ∈ H q (a, T ) is an extension of u. Taking the infimum over allũ, we obtain the estimate Q τ L (Hq(a,b) ,Zq(a,b)) ≤ C, where the constant C is independent of τ and a, b. Let a = 0. In this case we have the inequality
where the constant C 1 is independent of ε 0 , b, and τ . As above we arrive at the estimate Q τ L(Hq(0,b),Zq(0,b)) ≤ C 1 . We have proven c).
Demonstrate that the mapping
with a > 0. In this case there exists an extensiong ∈ Z q (a, T ) such thatg = g a.e. on (a, b). In view of (5), there exists a function u ∈ H 1,1
In view of the condition (3), Theorem 2.1 implies that there exists a unique solution to this problem such that v ∈ H 1,1 q (a, T ) and v ∈ D(A τ ) a.e. on (a, T ). Thus, v(t) ∈ ker Q τ for almost all t. By construction, we have that Q τ (u − v) = Q τ (u) =g(t). Define the functionũ(t) = (u − v)(t) for t ≥ a andũ(t) = 0 for t < a. Obviously,ũ ∈ H q (a, T ). Thus, we have found a functionũ ∈ H q (a, T ) such that Q τ (ũ) = g(t) and have proven that
Consider the case of a = 0. Let g ∈ Z q (0, b). There exists a functioñ g(t) ∈ Z such that g(t) =g(t) on (0, b) a.e. In view of (5), there exist u(t) ∈ H 1,1 q (0, T ) such that Q τũ (t) =g. As in the previous case, we can find a functionṽ ε 0 ∈ H q (ε 0 , T ) such that Q τṽε 0 =g ε 0 . In particular, we have that v ε (ε 0 ) = 0. Find a constant δ > 0 such that δ < T − ε 0 and construct a scalar function
Thus, we have found a function u ∈ H q (0, T ) such that Q τ u =g and, therefore, the mapping Q τ is surjective for a = 0 as well. Moreover, since u(0) = 0, u ε 1 ∈ H q (ε 1 , T ) and Q τ u ε 1 (t) =g ε 1 (t) ∈ Z for every ε 1 > 0. The latter (together with the closed graph theorem) means that the definition of the space Z q (0, T ) (and Z q (0, b) as well) is independent of ε 0 and different norms depending on the parameter ε are equivalent, i. e., we have proven g).
Consider the case d). First, we note that the mapping Q τ :
τ L τ are bounded and they are projections onto the respective subspaces H τ d (a, b), H τ k (a, b) . , b) , where the sum is direct.
To prove e), it suffices to consider the case of b = T . The general case follows from this one in view of the definitions of the norms in H q (a, b) and Z q (a, b). Fix a > 0 and show that the family of norms Q
is bounded on the set (τ, c), 
In view of the property (6), for every ε > 0, there exists δ > 0 such that
We can choose ε so that εc τ 0 ≤ 1/2. In this case the equation ( The definition yields Q
. By Lemma 3.1 the norms L τ 1 L(Hq(a,T ),Lq(a,T ;X) and L Next, we consider the case of a = 0. We fix 0 < ε 0 < T and endow the spaces Z q (0, T ) with the norm g Z + g ε 0 Z = g Zq(0,T ) . The difference with the previous case is that we use this new norm and the parameter τ = 0 is fixed. The remaining arguments are the same. Repeating the above arguments, we can establish that there exists a constant C > 0 such that
Next, we fix a > 0 and demonstrate that there exists a constant c such that
In this case the function u ε ∈ H q (b + ε, T ) if b + ε < T and u ε = 0 otherwise. In any case g ε = Q τ u ε ∈ Z and g ε Zq(b,T ) ≤ c u ε Hq(b,T ) ≤ c u Hq(b,T ) ≤ c 1 g Z . In the last inequality we use the equality u = Q , d) ) and there exists a constant c independent of a, d with
Lemma 3.3 Assume that the conditions
Let u ∈ H q (a, d) and a > 0. There exists an extensionũ ∈ H q (a, T ). In view of (5) Qũ ∈ Z and Qũ = 0 for t < a. By definition, Qũ ∈ Z q (a, T ). Moreover, the condition (5) implies that Qũ Zq(a,T ) ≤ c ũ Hq(a,T ) , where the constant c > 0 is independent of a > 0. Taking the infimum over allũ we obtain the claim. Let a = 0. By Lemma 3.2 b), Q 0ũ ∈ Z q (0, T ). We have that (Q − Q 0 )ũ ∈ Z and ((Q − Q 0 )ũ) ε 0 ∈ Z in view of (6) . Thereby, (Q − Q 0 )ũ ∈ Z q (0, T ) and thus Qũ ∈ Z q (0, T ). Show the estimate from the claim of the lemma. First, in view of (5)
Next, we employ (6). Given ε = 1, find δ > 0 such that
In view of (3 .7), for the first summand on the right-hand side we have the estimate
The second summand belongs to Z q (b/2, T ) and in view of Lemma 3.2 f)
Lemma 3.2 e) implies that
The estimates (3.6)-(3.11) and the definition of the norm in Z q (0, T ) yield
Next, taking the infimum over all extensionsũ (in the case of d < T ) we obtain the claim. In the case of d = T , we have thatũ = u and the arguments are the same. 
The first statement is obvious due to the uniform continuity of the family A(t) and the conditions (1), (4) . In view of (6), for a given ε > 0, there exists a parameter δ > 0 such that
The last statement is also obvious due to the condition (6).
Main results
First, we consider an initial-boundary value problem.
Clearly, the problem has no solutions for arbitrary data g, u 0 . So we have the natural consistency condition q (0, T ) be one more function such that v 1 (0) = u 0 . In this case g(t) − Qv 1 (t) = g(t) − Qv − Q (v 1 − v) . The first summand belongs to Z q (0, T ) in view of (4.3) and Lemma 3.3 ensures that Q(v 1 − v) ∈ Z q (0, T ). Thus, g(t) − Qv 1 (t) ∈ Z q (0, T ). Moreover, note that the condition (4.3) is equivalent to the condition (6) 
6) where the constant c is independent of g, u 0 , and f , and v ∈ H 
We first prove solvability of this problem on a small time interval [0, γ 0 ] and then extend a solution to the whole segment [0, T ]. We look for a solution ω ∈ H q (0, γ) to the problem (4.6), (4.7) in the form
Rewrite (4.9), (4.10) in the form
(4.12)
These equalities are a system of equation for recovering the unknownsf ∈ L q (0, γ; X),g ∈ Z q (0, γ). Study the properties of operators on the righthand side of these equations. By Lemma 3.4, for a given ε > 0, there exists a parameter δ > 0 such that
0g . In this case we arrive at the inequality (see Lemmas 3.1, 3.2) 13) where the constant C 1 is independent of γ and γ < δ. Next, we consider the operator S(f ,g). Similarly, by Lemma 3.4, for a given ε 1 > 0, there exists a parameter δ 1 > 0 such that
for γ < δ 1 . The definition of the operator S yields S(f ,g) Lq(0,γ;X) ≤ ε 1 C 2 ( f Lq(0,γ;X) + g Zq(0,γ) ), (4.14)
In view of (4.13), (4.14) the operator
Thus, if we choose ε, ε 1 so that ε = 1/4C 1 , ε 1 = 1/4C 2 then, for γ < min(δ, δ 1 ), the operator R : X γ → X γ is a contraction and thereby there exists a unique solution (f ,g) to the system (4.11), (4.12) from the space X γ . In this case the corresponding function
0f is a solution to the problem (4.7), (4.8) defined on the segment [0, γ]. Fix this parameter γ and denote it by γ 0 .
Next, we prove that there exists a number τ > 0 such that if the problem (4.7), (4.8) is solvable on the segment on [0, γ] (γ ≥ γ 0 ) then it is solvable on [0, min(T, γ + τ )]. Indeed, let ω ∈ H q (0, γ) be a solution to the problem (4.7), (4.8) . Define a function ω 0 = P γ 0 ω ∈ H q (0, T ) and make the change of variables ω = ω 1 + ω 0 . In this case the function ω 1 is a solution to the problem
We now repeat the previous arguments. We look for a solution ω 1 ∈ H q (γ, γ 1 ) to the problem (4.16), (4.17) in the form
Rewrite (4.18), (4.19) in the form
By Lemma 3.4, for a given ε > 0, there exists a parameter δ > 0 such that
γg . In this case we arrive at the inequality (see Lemmas 3.1, 3.2) (4.22) where the constant C 1 is independent of γ ≥ γ 0 and γ 1 < δ + γ. Next, we consider the operator S(f ,g). Similarly, by Lemma 3.4, for a given ε 1 > 0, there exists a parameter δ 1 > 0 such that
The definition of the operator S yields
In view of (4.22), (4.23) the operator
Thus, if we choose ε, ε 1 so that ε = 1/4C 1 , ε 1 = 1/4C 2 then, for 
Inserting it into (4.7), (4.8), we arrive at the system (4.9), (4.10). Repeating the above arguments we obtain thatf = 0,g = 0 on some segment [0, γ] (the segment on which a solution to the problem exists). Next, repeating the arguments on the segments of the form [γ, γ + kτ ] with τ the above parameter and k a positive integer we prove that ω ≡ 0. + f Lq(0,T ;X) ), (4.25) where the constant c is independent of g, u 0 .
We consider the problem (4.1), (4.2), where g(t) = 0. By Theorem 2.1, there exists a solution to the problem L 0 v = 0, v(0) = u 0 from the class H 
The remaining summands are estimated with the use of (4.26) and (4.27) and thus the estimate (4.25) is proven. Remark. It is possible that condition (3) is not fulfilled but the claims of Theorems 4.1-4.2 remain valid (possibly in some other spaces). We need the maximal regularity property of the family {A(t)} t∈[0,T ] (i. e., the claim of Theorem 2.1) holds for every of the operators A(t)). Under the conditions (3 ′ ), we can reformulate the conditions (1), (2), (4)-(6) with the spaceX s 0 rather than X.
Some applications
The results of this section are very close to those in [11] . They are not new.
We consider vector-valued parabolic initial-boundary value problems of the form
Here G is a bounded domain in R n with boundary
, where a α and b jα are L(E)-valued variable coefficients and m j < 2m. Denote S = (0, T ) × Γ and
Here and in what follows, we use the conventional multiindex notation
. We assume the following conditions on the data:
(i) f ∈ L q (0, T ; L q (G; E)) (q ∈ (1, ∞)), (ii) g j ∈ W We start with the ellipticity assumptions. To this end, we denote the principal part of A by A 0 , A 0 (x, t, D) = |α|=2m a α (x, t)D α . The unit outer normal to Γ at x ∈ Γ is denoted by ν(x). We use the following conditions:
(v) for all t ∈ [0, T ], x ∈ G, and ξ ∈ R n , |ξ| = 1, and some θ 0 > π/2 we have σ(A 0 (x, t, ξ)) ⊂ C \ Σ θ 0 ;
(vi) for all t ∈ [0, T ], x ∈ Γ, all ξ ∈ R n with ν(x) · ξ = 0, all λ ∈ Σ θ 0 and h ∈ E m , the ordinary differential equation system in R + = (0, +∞) λv(y) − A 0 (t, x, ξ + ν(x)∂ y )v = 0, y > 0, B j (t, x, ξ + ν(x)∂ y )v(0) = h j , where j = 1, 2, . . . , , m, admits a unique solution v ∈ C([0, ∞); E) decreasing at infinity. Now we turn to smoothness assumptions on the coefficients of A and B j . We assume that (vii) there are r k , s k ≥ q with 1/s k + n/2mr k < 1 − k/2m such that a α ∈ L s k (0, T ; L r k (G; L(E)) for |α| = k < 2m, and a α ∈ C(Q; L(E)) for |α| = 2m, b jβ ∈ C 1−m j /2m,2m−m j (S; L(E)) for |β| ≤ m j . The following theorem holds. (2) is fulfilled, otherwise we make the change u = e λ 0 t v to reduce the problem to this case. The boundedness of the constant R(λ(λ − A(t)), λ ∈ C + ) in dependence on t ∈ [0, T ] results from the continuity of the property R-boundedness (see Proposition 4.2 in [10] ). The idea of the proof is presented in Sect. 7.3 in [10] . To justify the condition (4), we can use Lemma 3.10 in [11] . The function β in (4) is just a function of the form β(ξ) = cξ δ with c some constant and δ is small parameter. Actually, the condition (4) is justified in [11] . However, the proof there is not detailed. To prove, the condition (4), we should use the Lemma 3.5 in [10] and more or less conventional arguments. To prove (5), we can also use Lemma 3.5 in [10] . All conditions in (6) result from the continuity properties of the mapping Q and the definition of the norm in Z. The most difficult condition is the condition (4.3). Demonstrate that the condition (4.3) is fulfilled. Let v ∈ W 1,2m q (Q) be such that v(0, x) = u 0 (x). Letg = (g 1 ,g 1 , . . . ,g m ),g i = g i − B i (t, x)v| S . By Prop. 5.11 in [20] for n = 1,g(t) ∈ Z q (0, T ) if and only ifg j (0, x) = 0 if k j > 1/q and δ 0 0 g j (t, x) q Lq(Γ;E) dt t < ∞ for some δ 0 > 0 if k j = 1/q.
