One of the key remaining problems in face recognition is that of handling the variability in appearance due to changes in pose. The authors present a simple and computationally efficient 3-D pose recovery methodology. It addresses the computationally expensive problem of current generic 3-D model pose recovery methods and thus is able to be applied in real-time applications. Compared with the virtual view methods, the face identification system with the proposed pose recovery method demands much less storage space as it transforms the 2-D rotated face to the 2-D fronto-parallel view for subsequent identification rather than generating multiple virtual views for a single input face. Experiments evaluating the effectiveness of the technique are reported. The systems are compared with human performances and existing techniques.
Introduction
Computerised human face recognition has been an active research area for the last twenty years. It has many practical applications, such as bank card identification, access control, mug shots searching, security monitoring and surveillance systems. Much progress has been made toward recognising faces under controlled conditions. Baron [2] , Turk and Pentland [3] , Bichsel [4] , Bruneli and Poggio [5] , and Gilbert and Yang [6] have achieved satisfactory recognition rate on frontal faces with neutral expression and controlled pose and lighting. One of the key remaining problems in face recognition is the need to handle the variability in appearance due to change in pose.
To create a pose-invariant face recogniser, one strategy is to employ the view based matching approach, which uses a set of example views at different poses as models of a specific person [%lo] . The existing work shows that the view-based approach performs well with real example views. But can we still identify faces under different poses when only one example view per person is available? For example, suppose we have just a passport or identity card photograph available for each person in the database. If we wish to identify new input images of these people under different poses, the new image will differ from the single view in the database by a rotation in depth. The orientation, that is the rotation on the image plane, will not be considered here as it is rectified in the scale and orientation normalisation process by aligning the locations of two eyes.
Generic 3-D models of the human face can be used to predict the appearance of a face under different pose, expression and lighting parameters. The authors are with the School of Computer Engineering, Nanyang Technological University, Singapore 639798 248 facial images, 3-D facial models have been explored in computer graphics, computer vision and model-based image coding [l l-141. In the 3-D technique, face shape is represented either by a polygonal model or by a more complicated multilayer mesh that simulates tissue. Once a 2-D face image is texture mapped onto the 3-D model, the face can be treated as a traditional 3-D object in computer graphics, undergoing 3-D rotations or changes in light source position. Faces are texture mapped onto the 3-D model either by specifying corresponding facial features in both the image and 3-D model or by recording both 3-D depth and colour image data simultaneously by using specialised equipment like the Cybenvare scanner. Prior knowledge for expression has been added to the 3-D model by embedding muscle forces that deform the 3-D model in a way that mimics human facial muscles. In the work of Essa and Pentland [ 121, a physically-based dynamic model of a face was used, which required use of finite element methods. Their method provided the facial model and anatomically-based facial structure by modeling facial tissue/skin, and muscle actuators, with a geometric model to describe force-based deformations and control parameters. The current generic 3-D head models [l l-141 are of sophisticated representation and computationally very expensive, so they cannot meet the needs of realtime face identification applications.
Recently, attention has been focused on the technique of synthesising images that are different from the viewing positions of the sample model images using only 2-D views and information of a prototype face [E-181. The motivation for using the example-based approach is its potential for being a simple alternative to the more complicated 3-D model-based approach [ 151. This was first explored in the linear combinations approach to recognition [19, 201. In linear combinations, a 2-D view of an object under a rigid 3-D transformation can be written as a linear combination of a small set of 2-D example views, where the 2-D view representation is a vector of (x, y ) locations of a set of feature points. This is valid for a range of viewpoints in which a number of feature points are visible in all views and thus can be brought into correspondence for the view representation.
This suggests an object may be represented using a set of 2-D views instead of a 3-D model. Poggio and Vetter [ 151 introduced the idea using prior knowledge of object class to generate virtual views. Two types of prior knowledge were explored, namely knowledge of the 3-D object symmetry and example images of prototypical objects of the same class. Given one real example view per person, they synthesised a set of rotated virtual views by manually selecting the corresponding symmetric points in face images. The combined set of one real and multiple virtual views was used as example views in a view-based face recogniser. It was reported that the recognition rate using virtual views ranged from 85% for parallel deformation to 73% for linear classes, while the rate for 15 real model views was 98%. These results also indicate that face recognition under varying pose from a single 2-D model view is a much more difficult task than multiple viewbased recognition due to less/insufficient information. It is still an open question how to automatically establish the corresponding symmetric points on faces. In addition, the system demands several times more storage space for the generated virtual images.
Lanitis et al.
[l 11 introduced a compact parameterised model for facial appearance. The model represents both shape and grey-level appearance, and is created by performing a statistical analysis over a training set of face images. They deform each face image to the mean shape in such a way that changes in grey-level intensities are kept to a minimum. The image is allowed to deform in such a way that a set of landmarks are moved to coincide with a set of target landmarks on the mean face. They used the restriction that changes in the grey-level environment around each landmark are kept to a minimum. Fourteen landmarks were used to deform the face image. Kjeldsen and Aner [29] used a planar face model to pre-distort the training image in their face tracking system. Image metrology and rectification have been successfully achieved by Criminisi, Reid and Zisserman [30,  311 mostly on architectural scenes with many known straight lines in the image. The work using projective geometry might be able to be extended to pose rectification for human faces.
Normally, with just one view, 3-D recovery is not possible. It is clear that one single view of a generic 3-D object (if shading is neglected) does not provide sufficient 3-D information. If, however, the object belongs to a class of similar objects, it seems possible to infer appropriate transformations for the class and use them to generate other views of the specific object from just one 2-D view of it. The fact that humans can recognise a face from just one view is an example. Humans certainly are able to recognise faces that are slightly rotated in depth from just one frontoparallel view, presumably because we exploit our extensive knowledge of the typical 3-D structure of faces [16] .
Here, we attempt to identify a rotated face from a single 2-D model view by exploiting prior knowledge of the human head and the head's symmetry. A computationally efficient pose recovery approach is proposed by introducing a generic 3-D head model. A 2-D rotated face image can be transformed into the 2-D fronto-parallel view by using prior knowledge of head symmetry. The proposed method solves the following two problems: (a) it overcomes the computationally expensive problem of current generic 3-D head model techniques, and thus is suitable for real-time face identification applications; (b) it transforms the 2-D rotated face to the 2-D fronto-parallel view for subsequent identification rather than generating multiple virtual views for a single input face. Therefore, the storagedemanding problem for virtual view methods is avoided.
Furthermore, the experimental results show that the system performance is comparable to both sophisticated techniques and human performance.
3-D pose recovery
A simplified 3-D head model is employed to recover 3-D pose variation by using prior knowledge of head symmetry ( Figs. 1 and 2) . Given a single view of a face at a certain pose, we wish to transform the face to the fronto-parallel view. Suppose that the head turns right by 0 degrees (i.e. the viewing point moves left around the viewing sphere), and the distances from left and right eyes to the symmetric 
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where k = sin CI = 2do/2r, which is the mean ratio of interpupil distance to head breadth. This average human anthropometric value can be obtained by a training process on a fronto-parallel face image set. do is the distance fiom one eye to the symmetric axis while r is the radius of the head model (see Fig. 2) .
Consequently, the rotated pose can be restored to the fronto-parallel pose (up and down rotations are neglected here) according to the head model shape and angle H. The recovery transformation corresponds to a proper rotation of the rigid 3-D model, which is a texture-mapped cylinder, followed by its orthographic projection on the image plane, as shown below. The proposed 3-D recovery method is based on the symmetric property of the human head. It is a reasonable assumption since a picture of a human face is considered highly symmetric by a human observer. To detect the locations of eyes, mouth and the facial axis of symmetry, one can refer to the technique described by Yow [21] . One example of the detected features is illustrated in Fig. 3. a b Fig. 3 
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Detection of face features [21] Reisfeld and Yeshurun [32] discussed the facial symmetry and proposed a context-free generalised symmetry transform for the automatic detection of symmetries.
Face identification systems
To evaluate the effectiveness of the proposed pose recovery method, three face identification systems using the face edge map, the line edge map and the eigenface were implemented. Each system was tested with and without the proposed pose recovery method. Psychological studies indicated that humans recognise line drawings as quickly and almost as accurately as grey level pictures [I] . These results implicate that edge images of faces could be used for face recognition and achieve similar accuracy as grey level face images. The Hausdorff distance is a shape comparison metric based on binary images. It is a distance defined between two point sets. The first system was implemented using a modified Hausdorff distance (MHD) face recognition technique to measure the similarity of two face edge maps [22, 231 . Each face image was processed by an edge detection and thinning algorithm to generate one pixel width face edge map. Given two face edge map point sets M p = { m y , m$, . . . , m f } (representing a model in the database) and T p = { t7, t<, . . . , t z } (representing an input), the MHD is defined as
H(M/', T p ) = max(h(MP, P), h(Tp, M p ) )
(6) where a n d p is the number of points in M p .
The second system employs a line segment Hausdorff distance (LHD) face recognition technique to measure the similarity of two face line edge maps (LEM) [23] . After thinning of the edge map, a polygonal line fitting process is applied to generate the LEM of a face. This representation harnesses the structural and spatial information and further reduces the storage requirement of the face edge map. Given two face LEM line segment sets M'= {mi, mi,. . . , mi,} (representing a model in the database) and T'= { t : , tk, . . . , t i } (representing an input), LHD is built on the vector a(m! t:) that represents the distance between two line segments mf (in the model) and t: (in the input LEM). The vector is defined as where do(mf, $), dli(mi, 0, dL(mj, $) are the angle distance, parallel distance and perpendicular distance, respectively. All these three entries come from orthogonal vectors and are defined as where d (mf, 4) = 2/[( W, . de(mf, 4) )' + di, (mi, 4) + dT(mi, $1 and I , , ! is the length of line segment mf.
The third system was implemented using the well-known eigenface face recognition technique [3, 241.
Experimental results
The face database from the University of Bern [25] was used to test the effectiveness of the proposed 3-D pose recovery approach. The database contains frontal views of 30 people. Each person has grey level images with different head pose variations. Two example sets of the poses are shown in Fig. 4 . The clipfaces, which are the facial area used for recognition, are generated with scale normalisation (Fig. 5) . The face images were first processed by the proposed 3-D pose recovery method to convert the 2-D rotated view to the 2-D fronto-parallel view, then the faces were scale and orientation normalized by aligning the locations of two eyes.
In the experiments, one fronto-parallel clipface per person was used as the single model, and the systems were tested using the 4 face images with poses looking to the right and left for each person. There were 120 test images in total. The recognition rates with and without the 3-D pose recovery are summarised in Table 1. In the top1 classification, the correct match is counted when the best matched face from models is the identical face (of the same person) of the input. In the top3 or top5 classification, the correct match is counted when the identical face (of the same person) of the input is among the best 3 or 5 matched faces from models respectively. With the proposed pose recovery, the recognition rates increased by 10% or higher for all the three face identification systems.
From the experimental disparity data (Table 2) , it can be se9n that the average distances of the correct matches recovery process has effectively increased the similarity between the rotated faces and the fronto-parallel face of the same person (Table 2) . Though the average distances of all matches decreased accordingly because of the decrease of I li""'], the disparity (ID 1 = I ZUlr I -I li""' I) between the correct matches and all matches increased 14.63% and 6.83% for MHD and Eigenface systems respectively.
Discussion and conclusions
Exploiting prior knowledge about the symmetry of the human head, recognition of rotated frontal faces is possible from a single view. Poggio and Vetter first introduced the concept using prior knowledge of 3-D object symmetry of a 2-D view to synthesise virtual views. They established symmetry by identifying pairs of symmetric points in one 2-D view. Here, we integrate the symmetric prior knowledge with a proposed 3-D head model to recover 3-D pose variations by estimating the degree of head rotation. This method has the advantage of fewer demands on storage requirement and computation time for any subsequent face matching since it only recovers pose variation instead of generating a set of virtual views of different poses to be used in the following recognition phase. Furthermore, the recovery algorithm itself costs very little computation time. Actually, it is integrated in the scale normalisation stage by adding eqn. 4 in the transformation process of each pixel. One way to evaluate these experimental results is to use human performance on face recognition as a benchmark. Moses et al. [26] provided subjects with a set of training images of previously unknown people, using only one image per person. After studying the training images, the subjects were asked to identify new images of the people under a variety of poses and lighting conditions. A high recognition rate of 97% was observed. However, the subjects were only asked to distinguish between three different people. Bruce [27] conducted a similar experiment where the subject was asked whether a face had appeared in the training stage. The correct identification rates were 76% or 60% depending on the amount of pose/expression difference between the training and testing views. Lando et al. [28] have performed computational experiments to replicate earlier psychophysical results of Moses, Ullman and Edelman [26] . A recognition rate of 76% was reported, and the authors suggested that the performance might be improved by using a two-stage classifier instead of a single-stage one. It is interesting to note that the eigenface system with the proposed pose recovery performed better than the human performance benchmark (80.0% vs. 76%) though the system without the pose recovery performed worse than the benchmark It is difficult to compare directly our results to related face recognition systems because of differences in example and testing views. Beymer and Poggio [15] successfully synthesised the virtual views from an off-centre view. The recognition rates using 15 virtual views of each person were as high as 85% for parallel deformation and 73% for linear classes. Maurer et al. [7] used a set of Gabor filters at a variety of scales and rotations, and transformed these Gabor jet features by approximating the facial surface at each feature point as a plane and then estimating how the Gabor jet changed as the plane rotated in 3-D. They applied this technique to rotated faces about 45" between frontoparallel and half-profile views. 53% correct recognition was reported using a subset of 90 people from the FERET database. The proposed pose recovery approach achieved at least a 10% accuracy increment for all the three systems. These consistent improvements indicate that the proposed pose recovery is appropriate and effective. The perfor-(70.0% VS. 76%). 252 mance of the third system is comparable to the above reported works with sophisticated techniques. This paper presents a simple and computationally efficient 3-D pose recovery methodology. It addresses the computationally expensive problem of current generic 3-D model pose recovery methods and thus is able to be applied in real-time applications. Compared with the virtual view methods, the face identification system with the proposed pose recovery method demands much less storage space as it transforms the 2-D rotated face to the 2-D fronto-parallel view for any subsequent identification, rather than generating multiple virtual views for a single input face. Currently, the method cannot recover varying poses looking upwards and downwards since such moves do not make changes to the symmetry about the vertical axis of the image plane. It would be interesting to investigate pose recovery with respect to longitudinal pose variations in future research. 
