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a b s t r a c t
In 1980, Bondy generalized known Ore’s theorem by proving that a k-connected graph of
order n is hamiltonian if a degree sum of any k + 1 independent vertices is greater than
(k + 1)(n − 1)/2. In this work, we generalize this result replacing the degree sum by
the implicit degree sum. A concept of the implicit degree was introduced by Zhu et al. in
1989 [5].
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
All graphs considered here are undirected and simple. We use [2] for terminology and notation not defined here.
Throughout this paper, G is a graph with vertex set V (G) and edge set E(G), where |V (G)| = n. For v ∈ V (G), we denote
by N(v) the neighborhood of v in G, and d(v) = |N(v)| is the degree of v in G. Let M be a subgraph of G. Then NM(v) =
N(v) ∩ V (M). Let
σk(G) = min

k
i=1
d(xi) : x1, x2, . . . , xk are k independent vertices of G

.
If S ⊆ V (G),G− S means the graph obtained from G by deleting all the vertices of S and all the edges with an endpoint
in S. For two vertex disjoint graphs H and Q , the union H ∪Q of H and Q is the graph with vertex set V (H)∪ V (Q ) and edge
set E(H) ∪ E(Q ). We use mQ instead ofmi=1 Qi, where each Qi is isomorphic to Q . The join H + Q of H and Q is the graph
obtained from H ∪ Q by joining each vertex of H to each vertex of Q .
A graph G is Hamiltonian if G has a cycle containing all vertices of G. This cycle is called a Hamiltonian cycle. The following
theorem due to Dirac is a basic result of the extremal Hamiltonian graph theory.
Theorem 1.1 (Dirac [3]). Let G be a graph on n ≥ 3 vertices. If σ1(G) ≥ n/2, then G is Hamiltonian.
This result was generalized by Orewho studied a degree sum condition instead of aminimumdegree condition in Dirac’s
theorem.
Theorem 1.2 (Ore [4]). Let G be a graph on n ≥ 3 vertices. If σ2(G) ≥ n, then G is Hamiltonian.
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More general, Bondy extended these results by considering a degree sum condition of more independent vertices.
Theorem 1.3 (Bondy [1]). Let G be a k-connected graph of order n ≥ 3. If σk+1(G) > (k+ 1)(n− 1)/2, then G is Hamiltonian.
The above results refer to classical degrees of vertices of a graph. In this paper, we are interested in, so called, implicit
degrees. Define Ni(v) = {u ∈ V (G) : d(u, v) = i}, where i = 1, 2 and d(u, v) is the distance between u and v.
Definition 1.1 (Zhu et al. [5]). Let v ∈ V (G).
(a) IfN2(v) ≠ ∅ and d(v) ≥ 2, denote byM2 = max{d(u) : u ∈ N2(v)} and bym2 = min{d(u) : u ∈ N2(v)}. Let d(v) = l+1
and d1 ≤ d2 ≤ d3 ≤ · · · ≤ dl ≤ dl+1 ≤ · · · be the degree sequence of the vertices of N1(v) ∪ N2(v). Put
d∗(v) =
m2, if dl < m2;
dl+1, if dl+1 > M2;
dl, if dl ≥ m2 and dl+1 ≤ M2.
Then the implicit degree id(v) of v is defined as max{d(v), d∗(v)}.
(b) If N2(v) = ∅ or d(v) < 2, then id(v) = d(v).
It is clear from the definition that id(v) ≥ d(v) for every vertex v.
Let
σ ∗k (G) = min

k
i=1
id(xi) : x1, x2, . . . , xk are k independent vertices of G

.
In this paper, we show the following new result which is a Bondy type condition (see Theorem 1.3) with implicit degrees.
Theorem 1.4. Let G be a k-connected graph of order n ≥ 3. If σ ∗k+1(G) > (k+ 1)(n− 1)/2, then G is Hamiltonian.
The proof of Theorem 1.4 will be given in the next section. Now we present the following examples. One shows the
sharpness of Theorem 1.4 and the other shows a graph which does not satisfy the conditions of Theorem 1.3 but it can be
easily verified to be Hamiltonian by using Theorem 1.4.
Example 1.1. Let k be a nonnegative integer. Let G = G[X, Y ] be a complete bipartite graph with color classes such that
|X | = m, |Y | = m+ 1 andm ≥ k. Then |V (G)| = n = 2m+ 1. Obviously G is not Hamiltonian. For any u ∈ X and v ∈ Y , we
have id(u) = m+ 1 and id(v) = m. Hence σ ∗k+1(G) = (k+ 1)m = (k+ 1)((m+m+ 1)− 1)/2 = (k+ 1)(n− 1)/2, which
implies that the lower bound of Theorem 1.4 is best possible.
Example 1.2. Let k be a nonnegative integer. For any m ≥ k + 1, let G := K2m + (K4 ∪ mK2). We can easily verify that G is
Hamiltonian. The order of G is n = 4m+4 and G is 2m-connected.We have d(u) = 2m+1 and id(u) = 2m+3 for any vertex
u in mK2, d(v) = id(v) = 4m + 3 for any vertex v in K2m, and d(w) = id(w) = 2m + 3 for any vertex w in K4. It follows
that for any k+ 1 independent vertices x1, x2, . . . , xk+1 inmK2,k+1i=1 d(xi) = (k+ 1)(2m+ 1) < (k+ 1)(n− 1)/2. Hence
we cannot obtain the hamiltonicity of G from Theorem 1.3. However, for any k + 1 independent vertices x1, x2, . . . , xk, y
with x1, x2, . . . , xk in mK2 and y in K4 or mK2, id(y) + ki=1 id(xi) = (k + 1)(2m + 3) > (k + 1)(n − 1)/2. It gives
σ ∗k+1(G) > (k+ 1)(n− 1)/2 and we can apply Theorem 1.4 to the graph G.
2. Proof of the main theorem
Let C = v1v2 . . . vkv1 be a cycle of G with a fixed orientation. We denote by v+i and v−i the successor and predecessor
of vi on C , respectively. Let x and y be two vertices of C , the subpath xx+ · · · y−y of C is denoted by C(x, y) (or xCy). The
same path, in reverse order, is denoted by C¯(y, x) (or yC¯x). Let P1 = u1u2 . . . uk and P2 = v1v2 . . . vd be two paths. If
V (P1) ∩ V (P2) = {uk} = {v1}, set P1 ∪ P2 = u1u2 . . . ukv2v3 . . . vd. If V (P1) ∩ V (P2) = ∅ and ukv1 ∈ E(G), set P1 ∪ P2 =
u1u2 . . . ukv1v2v3 . . . vd. We also regard a vertex as a path.
Let P(a, b) = v0v1v2 . . . vl, with v0 = a and vl = b, be a path connecting a and b in G. For 0 ≤ i ≤ j ≤ l, the subpath of P
from vi to vj is denoted by P(vi, vj). Similarly, the same path, in reverse order, is denoted by P¯(vj, vi). Let
lP(a) = max{i : vi ∈ V (P) and via ∈ E(G)},
and
lP(b) = min{i : vi ∈ V (P) and vib ∈ E(G)}.
Denote LP(a) = vlP (a) and LP(b) = vlP (b). For a vertex vi ∈ V (P), we define
N−P (vi) = {vj : vj+1vi ∈ E(G)} and N+P (vi) = {vj : vj−1vi ∈ E(G)}.
Proof of Theorem 1.4. Suppose that G is a graph satisfying the conditions of Theorem 1.4 and G is not Hamiltonian. Let C be
a longest cycle of G. Then |V (C)| < n and letH be a component of G−V (C). Take a vertex u0 ∈ V (H). Since G is k-connected,
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there are k paths P1(u0, x1), P2(u0, x2), . . . , Pk(u0, xk) from u0 to C such that V (Pi) ∩ V (C) = {xi} for each i with 1 ≤ i ≤ k
and V (Pi) ∩ V (Pj) = {u0} for each i and jwith 1 ≤ i ≠ j ≤ k. We may assume x1, x2, . . . , xk occur on C in the order of their
indices. Let ui = x+i for i ∈ {1, 2, . . . , k}. Throughout the proof, the indices will be taken modulo k+ 1.
The following claim is a simple consequence of the choice of the cycle C .
Claim 2.1. For any i and j with 0 ≤ i < j ≤ k, there is no path in G−(V (C)\{ui, uj}) connecting ui and uj. Hence {u0, u1, . . . , uk}
is an independent set. 
Put
F0(u0, u1) = P1(u0, x1) ∪ C¯(x1, u1) and Fk(uk, u0) = C(uk, xk) ∪ P¯k(xk, u0),
and for any iwith 1 ≤ i ≤ k− 1,
Fi(ui, ui+1) = C(ui, xi+1) ∪ P¯i+1(xi+1, u0) ∪ Pi(u0, xi) ∪ C¯(xi, ui+1).
Note that, for any iwith 0 ≤ i ≤ k, V (C) ∪ {u0} ⊆ V (Fi) and then |V (Fi)| ≥ |V (C)| + 1.
For j ∈ {1, 2, . . . , k}, let F ′j (u′j, uj+1) be a path containing Fj(uj, uj+1) as a subpath such that
(i) F ′j (u
′
j, uj+1) is as long as possible,
(ii) lF ′j (u
′
j) is as large as possible, subject to (i).
For j ∈ {1, 2, . . . , k− 1}, take
Qj(u′j, u
′
j+1) = F ′j (u′j, uj+1) ∪ F¯ ′j+1(uj+1, u′j+1) = vj0vj1vj2 . . . vjjp .
For j = 0, let u′0 be the predecessor of x2 on the path P2(u0, x2). Set
Q0(u′0, u
′
1) = P¯2(u′0, u0) ∪ F0(u0, u1) ∪ F¯ ′1(u1, u′1) = v00v01v02 . . . v00p .
For j = k, let v′0 be the predecessor of x1 on the path P1(u0, x1). Set
Qk(u′k, v
′
0) = F ′k(u′k, u0) ∪ P1(u0, v′0) = vk0vk1vk2 . . . vkkp .
Hence for any jwith 0 ≤ j ≤ k, we have |V (Qj)| ≥ |V (C)| + 1.
Claim 2.2. {u′0, u′1, . . . , u′k} is an independent set.
Proof. Suppose to the contrary that u′iu
′
j ∈ E(G) for some i and jwith 0 ≤ i < j ≤ k.
If j ≠ i + 1, since Fi(ui, ui+1) is a subpath of Qi(u′i, u′i+1) and Fj(uj, uj+1) is a subpath of Qj(u′j, u′j+1), we have a path
Q¯i(ui, u′i) ∪ Qj(u′j, uj) in G− (V (C) \ {ui, uj}), contrary to Claim 2.1.
Suppose now j = i+ 1. Then Qi(u′i, u′i+1) ∪ u′i is a cycle longer than C , a contradiction. 
By a similar argument as in Claim 2.2, we can get the following claim.
Claim 2.3. {v′0, u′1, . . . , u′k} is an independent set. 
For the path Q0(u′0, u
′
1), we have the following claim.
Claim 2.4. For the path Q0, let R0 = G − V (Q0). If d(u) < id(u′0) for every u ∈ NR0(u′0) ∪ {u′0}, then there exists some vertex
v0b ∈ N−Q0(u′0) \ {u′0} such that d(v0b ) ≥ id(u′0).
Proof. Let d(u′0) = l + 1 and d1 ≤ d2 ≤ · · · ≤ dl ≤ dl+1 ≤ · · · be the degree sequence of the vertices of N1(u′0) ∪ N2(u′0).
Denote m2 = min{d(x) : x ∈ N2(u′0)},M2 = max{d(x) : x ∈ N2(u′0)}. Since id(u′0) > d(u′0), id(u′0) is equal to m2 or dl+1 or
dl by the definition of implicit degrees.
Suppose that id(u′0) = m2. We have u′0x2 ∈ E(G) and x2u2 ∈ E(G). Thus, by the choice of C , we have u′0u2 ∉ E(G). Hence
u2 ∈ N−Q0(u′0) \ {u′0} and u2 ∈ N2(u′0). Therefore d(u2) ≥ m2 = id(u′0). Take v0b = u2.
If id(u′0) = dl+1, then dl+1 > M2. We also have the following two facts:
N−Q0(u
′
0) ∪ NR0(u′0) ⊆ N1(u′0) ∪ N2(u′0) ∪ {u′0},
|N−Q0(u′0) \ {u′0}| + |NR0(u′0)| ≥ d(u′0)− 1 = l.
Since u′0u
′
1 ∉ E(G), vlQ0 (u′0)+1 ∈ N2(u′0). Nowwe consider the l+ 1 vertices in (N
−
Q0
(u′0) \ {u′0})∪NR0(u′0)∪ {vlQ0 (u′0)+1}. These
l+ 1 vertices belong to N1(u′0) ∪ N2(u′0). Hence there exists among them a vertex v0b such that d(v0b ) ≥ dl+1 = id(u′0). Since
dl+1 > M2, v0b ≠ vlQ0 (u′0)+1. Noting that v0b ∉ NR0(u′0), so v0b ∈ N
−
Q0
(u′0) \ {u′0}.
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If id(u′0) = dl, we only need to consider the l vertices in (N−Q0(u′0) \ {u′0})∪NR0(u′0). Since they belong to N1(u′0)∪N2(u′0),
there exists a vertex v0b in these l vertices such that d(v
0
b ) ≥ dl = id(u′0). By the assumption, v0b ∉ NR0(u′0). Hence
v0b ∈ N−Q0(u′0) \ {u′0}. 
For the path Qk, we can get a claim similar to Claim 2.4.
Claim 2.5. For the path Qk, let Rk = G − V (Qk). If d(v) < id(v′0) for any v ∈ NRk(v′0) ∪ {v′0}, then there exists some vertex
vka ∈ N+Qk(v′0) \ {v′0} such that d(vka) ≥ id(v′0). 
The following lemma is a generalization of a lemma obtained in [5].
Lemma 2.1. Let G be a 2-connected graph and P = v0v1v2 . . . vp be a path of G such that NG−V (P)(v0) = ∅. If d(v0) < id(v0)
and v0vp ∉ E(G), then either
(1) there is some vj ∈ N−P (v0) such that d(vj) ≥ id(v0); or
(2) N−P (v0) = NP(v0) ∪ {v0} \ {LP(v0)}, and for any vj ∈ N−P (v0), d(vj) < id(v0) and for any vi ∈ N2(v0), d(vi) ≥ id(v0).
Proof. This proof is very similar to the proof of Claim 2.4. Let d(v0) = l + 1 and d1 ≤ d2 ≤ · · · ≤ dl ≤ dl+1 ≤ · · · be the
degree sequence of the vertices of N1(v0) ∪ N2(v0). Letm2 = min{d(u) : u ∈ N2(v0)},M2 = max{d(u) : u ∈ N2(v0)}. Since
id(v0) > d(v0), id(v0) is equal tom2 or dl+1 or dl by the definition of an implicit degree.
If id(v0) = dl+1, then dl+1 > M2. We also have the following two facts:
N−P (v0) ⊆ N1(v0) ∪ N2(v0) ∪ {v0},
|N−P (v0) \ {v0}| ≥ d(v0)− 1 = l.
Since v0vp ∉ E(G), vlP (v0)+1 ∈ N2(v0). Now we consider the l + 1 vertices in (N−P (v0) \ {v0}) ∪ {vlP (v0)+1}. We can verify
that these l + 1 vertices belong to N1(v0) ∪ N2(v0). Hence there exists a vertex vj such that d(vj) ≥ dl+1 = id(v0). Since
dl+1 > M2, vj ≠ vlP (v0)+1. Hence vj ∈ N−P (v0) \ {v0}.
If id(v0) = dl, we only need to consider the l vertices in (N−P (v0)\{v0}). Since they belong to N1(v0)∪N2(v0), there exists
a vertex vj in these l vertices such that d(vj) ≥ dl = id(v0).
If id(v0) = m2, suppose that (1) is false. If there is some vertex vi ∈ N−P (v0) \ {v0} which is not adjacent to v0, then
d(vi) ≥ m2 = id(v0), a contradiction. Hence every vertex in N−P (v0) \ {v0} is adjacent to v0. We have also d(x) < id(v0) for
every x ∈ N−P (v0). Obviously, d(vj) ≥ id(v0) for each vj ∈ N2(v0). Now (2) holds. 
We also have the following claim.
Claim 2.6. For the path Qj defined as before, we have
(a) N−Qj (u
′
j) ≠ NQj(u′j) ∪ {u′j} \ {LQj(u′j)} for each j ∈ {1, 2, . . . , k},
(b) N+Qj (u
′
j+1) ≠ NQj(u′j+1) ∪ {u′j+1} \ {LQj(u′j+1)} for each j ∈ {0, 1, . . . , k− 1}.
Proof. For each j ∈ {1, 2, . . . , k}, let u+j is the successor of uj on C .
We first prove (a). Consider a case that u′j = uj. When j ≠ k, since uju0 ∉ E(G) and ujxj ∈ E(G), and xj lies after u0 on the
path Qj,N−Qj (uj) ≠ NQj(uj) ∪ {uj} \ {LQj(uj)}. When j = k, since uku1 ∉ E(G) and ukxk ∈ E(G), and xk lies after u1 on the path
Qk,N−Qk(uk) ≠ NQk(uk) ∪ {uk} \ {LQk(uk)}.
Now consider the case that u′j ≠ uj. Suppose to the contrary that there exists some j ∈ {1, 2, . . . , k} such that
N−Qj (u
′
j) = NQj(u′j) ∪ {u′j} \ {LQj(u′j)}. Since C is a longest cycle of G, u′ju+j ∉ E(G). Then the only possibility of the situation
N−Qj (u
′
j) = NQj(u′j) ∪ {u′j} \ {LQj(u′j)} is that LQj(u′j) lies before u+j on the path Qj. By the 2-connectivity of G and by the choice
of Qj, we know that there exist some v
j
s ∈ N−Qj (u′j) \ {u′j} and some vjt ∈ Qj(vlQj (u′j)+1, uj+1) such that v
j
sv
j
t ∈ E(G). Now we
consider the path
F˜j(vjs, uj+1) = vjsvjs−1 . . . vj0vjs+1vjs+2 . . . uj+1.
Since lF˜j(v
j
s) ≥ t > lF ′j (u′j) and F˜j contains Fj as a subpath, it is contrary to the choice of F ′j . Hence N−Qj (u′j) ≠ NQj(u′j) ∪ {u′j} \
{LQj(u′j)}.
Now we prove (b). Consider a case that u′j+1 = uj+1. When j ≠ 0, then uj+1u0 ∉ E(G) and uj+1xj+1 ∈ E(G) and xj+1 lies
before u0 on the path Qj. Therefore N+Qj (uj+1) ≠ NQj(uj+1) ∪ {uj+1} \ {LQj(uj+1)}. If j = 0, then u1u2 ∉ E(G) and u1x1 ∈ E(G)
and x1 lies before u2 on the path Q0, which implies that N+Q0(u1) ≠ NQ0(u1) ∪ {u1} \ {LQ0(u1)}.
Now consider the case that u′j+1 ≠ uj+1. Suppose to the contrary that there exists some j ∈ {0, 1, . . . , k − 1} such that
N+Qj (u
′
j+1) = NQj(u′j+1)∪ {u′j+1} \ {LQj(u′j+1)}. Since C is a longest cycle of G, u′j+1u+j+1 ∉ E(G). Hence the only possibility of the
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situation N+Qj (u
′
j+1) = NQj(u′j+1) ∪ {u′j+1} \ {LQj(u′j+1)} is that LQj(u′j+1) lies after u+j+1 on the path Qj. By the 2-connectivity of
G and by the choice of Qj, we know that there exist some v
j
c ∈ N+Qj (u′j+1) \ {u′j+1} and some vjd ∈ Qj(u′j, vlQj (u′j+1)−1) such that
v
j
cv
j
d ∈ E(G).
Since C is a longest cycle, if j ≠ 0, then vjd ∉ V (Pj+1)∪(V (Pj)\{xj})∪V (Qj(u′j, uj)). If j = 0, then v0d ∉ V (P2(u0, u′0))∪V (P1).
By the definition of Qj, we know that v
j
d ∈ V (C) ∪ V (Qj+1(u′j+1, uj+1)). Hence vjd lies on Qj+1. We also know that vjc ∈
V (Qj+1(u′j+1, uj+1)). Now we consider the path Qj+1. Without loss of generality, we let the corresponding vertices of v
j
c and
v
j
d on the path Qj+1 are v
j+1
c′ and v
j+1
d′ . Here we can get a new path
Fˆj+1(vj+1c′ , uj+2) = vj+1c′ vj+1c′−1 . . . vj+10 vj+1c′+1vj+1c′+2 . . . uj+2.
Since lFˆj+1(v
j+1
c′ ) ≥ d′ > lF ′j+1(u′j+1) and Fˆj+1 contains Fj+1 as a subpath, it is contrary to the choice of F ′j+1. 
In the next part of the proof we will look for a new pathWj(w
j
1, w
j
2) corresponding to Qj(u
′
j, u
′
j+1) for each 0 ≤ j ≤ k− 1
such that V (Qj) ⊆ V (Wj) and d(wj1) ≥ id(u′j) and d(wj2) ≥ id(u′j+1). For j = k, we will look for a new path Wk(wk1, wk2)
corresponding to Qk(u′k, v
′
0) such that V (Qk) ⊆ V (Wk) and d(wk1) ≥ id(u′k) and d(wk2) ≥ id(v′0).
Fix j ∈ {0, . . . , k}. Consider the path Qj(u′j, u′j+1).
Case 1. d(u′j) = id(u′j).
Subcase 1.1. j ≠ k.
If d(u′j+1) = id(u′j+1), take
Wj(w
j
1, w
j
2) = Qj(u′j, u′j+1), (wj1 = u′j, wj2 = u′j+1).
Suppose d(u′j+1) < id(u
′
j+1). By Claim 2.6, we can know N
+
Qj
(u′j+1) ≠ NQj(u′j+1) ∪ {u′j+1} \ {LQj(u′j+1)}. Then there exists
some vertex vjm ∈ N+Qj (u′j+1) \ {u′j+1} such that d(vjm) ≥ id(u′j+1) by Lemma 2.1 applied to the path Q¯j(u′j+1, u′j). Now take
Wj(w
j
1, w
j
2) = vj0vj1 . . . vjm−1vjjpvjjp−1 . . . vjm, (wj1 = u′j, wj2 = vjm).
Subcase 1.2. j = k.
If there exists some vertex v in NG−V (Qk)(v
′
0) ∪ {v′0} such that d(v) ≥ id(v′0), take
Wk(wk1, w
k
2) = Qk(u′k, v′0) ∪ v, (wk1 = u′k, wk2 = v).
Suppose d(v) < id(v′0) for every vertex v in NG−V (Qk)(v
′
0)∪ {v′0}. By Claim 2.5, there exists some vka in N+Qk(v′0) \ {v′0} such
that d(vka) ≥ id(v′0). Take
Wk(wk1, w
k
2) = vk0vk1 . . . vka−1vkkpvkkp−1 . . . vka, (wk1 = u′k, wk2 = vka).
Case 2. d(u′j) < id(u
′
j).
Subcase 2.1. j = 0 and there is some vertex u in NG−V (Q0)(u′0) such that d(u) ≥ id(u′0).
If d(u′1) = id(u′1), take
W0(w01, w
0
2) = u ∪ Q0(u′0, u′1), (w01 = u, w02 = u′1).
Suppose d(u′1) < id(u
′
1). By Claim 2.6, we know that N
+
Q0
(u′1) ≠ NQ0(u′1) ∪ {u′1} \ {LQ0(u′1)}. Using Lemma 2.1, there is
some vertex v0m in N
+
Q0
(u′1) \ {u′1} such that d(v0m) ≥ id(u′1). Take
W0(w01, w
0
2) = uv00v01 . . . v0m−1v00pv00p−1 . . . v0m, (w01 = u, w02 = v0m).
Subcase 2.2. j = 0 and d(u) < id(u′0) for each u in NG−V (Q0)(u′0).
By Claim 2.4, there exists some vertex v0b ∈ N−Q0(u′0) \ {u′0} such that d(v0b ) ≥ id(u′0).
If d(u′1) = id(u′1), take
W0(w01, w
0
2) = v0bv0b−1 . . . v00v0b+1v0b+2 . . . v00p , (w01 = v0b , w02 = u′1).
Suppose d(u′1) < id(u
′
1). If b + 1 ≤ lQ0(u′1) (where b is the index of the vertex v0b on the path Q0), by Lemma 2.1 and
Claim 2.6, there exists some vertex v0m in N
+
Q0
(u′1) \ {u′1} such that d(v0m) ≥ id(u′1). Take
W0(w01, w
0
2) = v0bv0b−1 . . . v00v0b+1v0b+2 . . . v0m−1v00pv00p−1 . . . v0m, (w01 = v0b , w02 = v0m).
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If b+ 1 > lQ0(u′1), let
A0 = {v0x : v0x ∈ N−Q0(u′1) and x < b}, B0 = {v0y : v0y ∈ N+Q0(u′1) and y > b+ 1},
and
C0 = {v0z : v0z ∈ N+Q0(u′1), z < b+ 1 and z is as large as possible}.
Then |A0| + |B0| + |C0| − |{u′1}| ≥ d(u′1) and vlQ0 (u′1)−1 ∈ A0 ∩ N2(u′1), and v0z ∈ N2(u′1). By the definition of implicit degrees
and a similar proof of Claim 2.4, we can get that there exists a vertex v0h ∈ (A0 ∪ B0) \ {u′1} such that d(v0h) ≥ id(u′1). When
v0h ∈ B0 \ {u′1}, take
W0(w01, w
0
2) = v0bv0b−1 . . . v00v0b+1v0b+2 . . . v0h−1v00pv00p−1 . . . v0h , (w01 = v0b , w02 = v0h).
When v0h ∈ A0, take
W0(w01, w
0
2) = v0bv0b−1 . . . v0h+1v00pv00p−1 . . . v0b+1v00v01 . . . v0h , (w01 = v0b , w02 = v0h).
Subcase 2.3. j ≠ 0.
By Lemma 2.1 and Claim 2.6, we know that there exists a vertex vjb ∈ N−Qj (u′j) \ {u′j} such that d(vjb) ≥ id(u′j). We also
have the following two cases.
a. j ≠ k.
If d(u′j+1) = id(u′j+1), take
Wj(w
j
1, w
j
2) = vjbvjb−1 . . . vj0vjb+1vjb+2 . . . vjjp , (wj1 = vjb, wj2 = u′j+1).
Suppose d(u′j+1) < id(u
′
j+1). If b + 1 ≤ lQj(u′j+1) (where b is the index of vertex vjb on the path Qj), by Lemma 2.1 and
Claim 2.6, we can obtain that there has some vertex vjm in N+Qj (u
′
j+1) \ {u′j+1} such that d(vjm) ≥ id(u′j+1). Take
Wj(w
j
1, w
j
2) = vjbvjb−1 . . . vj0vjb+1vjb+2 . . . vjm−1vjjpvjjp−1 . . . vjm, (wj1 = vjb, wj2 = vjm).
If b + 1 > lQj(u′j+1), similar to the proof of Subcase 2.2, we know that there exists some vertex vjh ∈ (Aj ∪ Bj) \ {u′j+1} such
that d(vjh) ≥ id(u′j+1). When vjh ∈ Bj \ {u′j+1}, take
Wj(w
j
1, w
j
2) = vjbvjb−1 . . . vj0vjb+1vjb+2 . . . vjh−1vjjpvjjp−1 . . . vjh, (wj1 = vjb, wj2 = vjh).
When vjh ∈ Aj, take
Wj(w
j
1, w
j
2) = vjbvjb−1 . . . vjh+1vjjpvjjp−1 . . . vjb+1vj0vj1 . . . vjh, (wj1 = vjb, wj2 = vjh).
b. j = k.
If there exists some vertex v ∈ NG−V (Qk)(v′0) ∪ {v′0} such that d(v) ≥ id(v′0), take
Wk(wk1, w
k
2) = vkbvkb−1 . . . vk0vkb+1vkb+2 . . . vkkpv, (wk1 = vkb, wk2 = v).
Suppose d(v) < id(v′0) for each v in NG−V (Qk)(v
′
0)∪ {v′0}. If b+ 1 ≤ lQk(v′0) (where b is the index of vertex vkb on the path Qk),
by Claim 2.5, there has some vertex vka in N
+
Qk
(v′0) \ {v′0} such that d(vka) ≥ id(v′0). Take
Wk(wk1, w
k
2) = vkbvkb−1 . . . vk0vkb+1vkb+2 . . . vka−1vkkpvkkp−1 . . . vka, (wk1 = vkb, wk2 = vka).
If b+ 1 > lQk(v′0), let
Ak = {vkx : vkx ∈ N−Qk(v′0) and x < b}, Bk = {vky : vky ∈ N+Qk(v′0) and y > b+ 1},
and
Ck = {vkz : vkz ∈ N+Qk(v′0), z < b+ 1 and z is as large as possible}.
Then |Ak| + |Bk| + |Ck| + |NG−V (Qk)(v′0)| − |{v′0}| ≥ d(v′0) and vlQk (v′0)−1 ∈ Ak ∩ N2(v′0) and vkz ∈ N2(v′0). By the definition
of implicit degrees and a similar proof of Claim 2.4, we know that there is some vertex vkh ∈ (Ak ∪ Bk) \ {v′0} such that
d(vkh) ≥ id(v′0). When vkh ∈ Bk \ {v′0}, take
Wk(wk1, w
k
2) = vkbvkb−1 . . . vk0vkb+1vkb+2 . . . vkh−1vkkpvkkp−1 . . . vkh, (wk1 = vkb, wk2 = vkh).
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When vkh ∈ Ak, take
Wk(wk1, w
k
2) = vkbvkb−1 . . . vkh+1vkkpvkkp−1 . . . vkb+1vk0vk1 . . . vkh, (wk1 = vkb, wk2 = vkh).
By the above discussion, we know thatWj(w
j
1, w
j
2) contains at least |V (C)| + 1 vertices for each j with 0 ≤ j ≤ k. Since
C is a longest cycle of G, wj1w
j
2 ∉ E(G), and
N(wj1) ∩ N(wj2) ∩ (V (G) \ V (Wj)) = ∅ and N−Wj(wj1) ∩ NWj(wj2) = ∅.
Hence
d(wj1)+ d(wj2) ≤ |V (G) \ V (Wj)| + (|V (Wj)| − 1) = n− 1.
Therefore
k
j=0
(d(wj1)+ d(wj2)) ≤ (k+ 1)(n− 1).
On the other hand, by the above discussion, we have
k
j=0
(d(wj1)+ d(wj2)) ≥
k−1
j=0
(id(u′j)+ id(u′j+1))+ id(u′k)+ id(v′0)
≥ 2
k
j=1
id(u′j)+ 2min{id(u′0), id(v′0)}
≥ 2σ ∗k+1(G) > (k+ 1)(n− 1),
which is a contradiction.
The proof is completed. 
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