We prove Gaussian estimates from above of the fundamental solutions to a class of ultraparabolic equations. These estimates are independent of the modulus of continuity of the coefficients and generalize the classical upper bounds by Aronson for uniformly parabolic equations.
Introduction
We consider the second-order partial differential equation in divergence form
Lu(x, t) ≡ m i,j =1

∂ x i a ij (x, t)∂ x j u(x, t) +
b ij x i ∂ x j u(x, t) − ∂ t u(x, t) = 0, (1.1) where (x, t) = (x 1 , . . . , x N , t) = z denotes the point in R N+1 , and 1 m N .
In this paper, under some structural conditions which ensure the existence of a fundamental solution Γ of (1.1), we aim to prove a global upper bound for Γ independent of the regularity of the coefficients. This bound is given in terms of the fundamental solution of the "constant coefficients" operator This justifies the word "Gaussian" in the title. Indeed, we recall that an explicit fundamental solution of Gaussian type for (1.2) has been constructed by Hörmander in [6] assuming the classical rank condition that, in our setting, reads rank Lie(∂ x it is not difficult to see that the Hörmander's condition is satisfied if and only if C(t) > 0 for any t > 0 (cf. Proposition A.1 in [10] , see also [8] ). In that case, the fundamental solution Γ 1 of L 1 , with pole at the origin, is defined as follows:
In the case of Hölder continuous coefficients, Eq. (1.1) has been studied by many authors assuming the following basic conditions: (H1) a ij = a ji , 1 i, j m, and there exists a positive constant λ such that
for every z ∈ R N+1 and ξ ∈ R m . The matrix B is constant; (H2) The "constant coefficients" operator L 1 in (1.2) verifies the Hörmander's rank condition and it is homogeneous of degree two with respect to some dilations group in R N+1 .
We remark that (H2) is a requirement only on the coefficients b ij 's of (1.1). Indeed, by Propositions 2.1 and 2.2 of [10] , hypothesis (H2) is equivalent to assume that for some basis on R N , the matrix B has the form  Assuming (H1), (H2), and the Hölder continuity of the coefficients a ij 's, the Levi parametrix method has been used to prove the existence of a fundamental solution Γ in the papers by Il'in [7] , Weber [26] , Sonin [25] , Polidoro [21] , Eidelman et al. [4] . In [21] the following upper bound has been given:
where Γ µ (·, ·, ξ, τ ) denotes the fundamental solution, with pole at (ξ, τ ), of the "constant coefficients" operator 8) and µ is any positive number greater than λ appearing in (H1). The constant C in (1.7) depends upon the Hölder norms of the coefficients and on µ.
Other known results concerning the case of continuous coefficients are the Harnack inequality and mean value formulas for the solutions to (1.1) by Polidoro [21] , a lower bound for the fundamental solution by Polidoro [22] , Schauder type estimates by Šatyro [24] , Manfredini [15] , Lunardi [14] and Pascucci [19] , a theory for the Dirichlet problem for linear equations by Manfredini [15] and for quasilinear equations Lanconelli and Lascialfari [9] , Lascialfari and Morbidelli [11] .
In this note we prove an upper bound analogous to (1.7), with the constant C independent of the moduli of continuity of the coefficients. It is well known that, in the case of classical parabolic operators in divergence form, uniform global upper (and lower) bounds for the fundamental solution have been proved by Nash [18] , Aronson [1] , and Davies [2] . The proofs of the lower bound by Aronson and Davies rely on the Moser's parabolic Harnack inequality [16, 17] . However, as Fabes and Stroock emphasized in [5] , the upper bound is an important tool for using the ideas of Nash in order to directly obtain the lower bound and then to derive the Harnack inequality and the local Hölder continuity of weak solutions. The main motivation of our work is to follow the same procedure and prove analogous results for (1.1).
The interest in the study of Eq. (1.1) is motivated by the kinetic theory and by the theory of stochastic processes. For instance, (1.1) contains the family of kinetic equations of the form
where f is a density function and Q(f ) is a quadratic operator which describes some kind of collisions. Meaningful examples are the linear Fokker-Planck operator (cf. [3, 23] )
the Boltzmann-Landau operator (cf. [12, 13] )
where the coefficients a ij depend on the unknown function through some integral expressions. Our main result is the following 
Here Γ µ is the fundamental solution of the operator in (1.8).
We remark that if (1.1) is an uniformly parabolic equation (i.e., m = N and B ≡ 0), then (H2) is clearly satisfied. Indeed, (1.2) simply becomes the heat operator which is hypoelliptic and homogeneous with respect to the parabolic dilations δ r (x, t) = (rx, r 2 t). Then our result recovers Aronson's upper bound proved in [1] .
This note is organized as follows. In Section 2 we set the notations and we describe the natural geometry underlying operator L, which is determined by a suitable homogeneous Lie group structure on R N+1 . In Section 3 we recall the main results on L that are needed in the sequel and we prove a Nash type upper bound. Section 4 is devoted to the proof of Theorem 1.1.
The geometric framework
In this section we set the notations and recall some known facts about Eq. (1.1). We denote by ∇ = (∂ x 1 , . . . , ∂ x N ), ·, · , respectively, the gradient and the inner product in R N and we recall notation (1.3). For greater convenience, we rewrite operator L in (1.1) in the compact form
where
The constant coefficients operator L µ in (1.8) has the remarkable property of being invariant with respect to a Lie product in R N+1 . More precisely, we let
and we denote by ζ , ζ ∈ R N+1 , the left translation ζ (z) = ζ • z in the group law
then we have
Let us explicitly note that the Lie product "•" does not depend on µ > 0. If L satisfies hypothesis (H2), it is not restrictive to assume that the matrix B has the form (1.6). Then the dilations associated to L µ are given by
and I m k denotes the m k × m k identity matrix. In the sequel we shall need the following simple identity:
By reader's convenience, we write more explicitly the second assertion in hypothesis (H2):
Remark 2.1. A transformation of the form 8) preserves the class of differential equations considered. More precisely, if u is a weak solution of L then the function
is a solution of LÃ whereÃ(ζ ) = A(z 0 • δ r (ζ )). Note that LÃ satisfies hypothesis (H1) and (H2) with the same constant λ of L and it has the same first-order part Y .
We next give the explicit expression of the fundamental solution Γ µ of L µ with pole at the origin. By using notation (1.4) we have
for every z ∈ R N+1 \ {0}, r, µ > 0, where
The natural number Q + 2 is usually called the homogeneous dimension of R N+1 with respect to (δ r ) r>0 . This denomination is proper since the Jacobian J δ r equals r Q+2 . We next show that any Gaussian function which is homogeneous with respect to the dilation group (δ r ) r>0 can be bounded by a suitable fundamental solution Γ µ .
Remark 2.2.
A simple consequence of the (δ r ) r>0 -invariance of Γ µ is the following identity (see Eq. (1.22) in [10] ):
Then, since C(1) is a strictly positive symmetric matrix, we find that for every positive k there exist two positive constants C and µ, only dependent on k and B, such that
We finally introduce a norm which is homogeneous of degree one with respect to (δ r ) r>0 . Let α 1 , . . . , α N be the positive integers such that
with D(·) defined in (2.5). We set z = if z = 0 and is the unique positive solution to the equation
It is clear that z = 1 if and only if |z| = 1, moreover δ r (z) = r z , r >0, z ∈ R N+1 .
Some known results
In this section we recall the main known results concerning the operator L, with variable coefficients, that are needed in the sequel. We also prove an upper bound for Γ analogous to the one by Nash [18] .
The first result, proved in [21] , concerns the case of Hölder continuous coefficients. 
Moreover Γ has the following properties:
The function
and it satisfies the dual statements of (i), (ii), (3.1), and (3.2).
The second result was proved in [20] and it is a L ∞ bound for the solutions to Lu = 0. For the next statement, we have to introduce a family of cylinders defined in terms of the Lie product (2.3) and the dilations (2.4) on R N+1 naturally associated to L. Consider the Euclidean cylinder
For every z 0 = (x 0 , t 0 ) ∈ R N+1 and r > 0, we set
We recall that a weak solution of (1.1) is a function u such that u,
In this note we only need to consider classical solutions which are, obviously, solutions also in the weak sense. 
As a straightforward application of Theorem 3.2, we get the following 
Proof. We simply rely on Theorem 3.2 and on (3.1) of Theorem 3.1. Indeed,
Γ (x, t, ξ, τ ) sup
This completes the proof. ✷
Corollary 3.4. There exists a positive constant C, dependent only on λ and B, such that
for any x, ξ ∈ R N , t > τ .
The Aronson type bound
In this section we adapt the Aronson's method to prove Theorem 1.1. In the sequel, the letter C denotes a positive constant, dependent only on λ and on the matrix B, which is not always the same. Then, to avoid confusion, we use the symbols (respectively, ) instead of = (respectively, ), to warn the reader of the change of value of C in subsequent expressions.
We first give some preliminary results. 
where the constant C > 0 depends only upon λ and B.
Proof. We first prove the thesis in the case (y, η) = (0, 0). Proceeding as in the proof of Theorem 2 in paper [1] by Aronson, our first goal is to show that
where the function h is defined as follows (recall notation (2.11)):
and ϕ(t) = 2s − t. To prove (4.2), we consider, for R 2, a function
≡ 0 for |x| R, and |∇γ R | is bounded by a constant independent of R. Then we multiply both sides of (1.1) by γ R e 2h u and we integrate over R N × ]0, τ [, 0 < τ s. After some standard computations, we get
We next let R go to infinity in the above equation. Since u is bounded and e 2h(x,t ) e −|x| 2 /(2ks) , the last integral tends to zero and we get (4.2). We now claim that, by a suitable choice of k > 0 only dependent on λ and B, we have
Indeed, since α 1 = · · · = α m = 1 and
we have
kϕ(t) h(x, t) .
On the other hand,
By (2.6), we have
Consequently, we get
and therefore (4.3) obviously follows with k = k(λ, B). From (4.3) and (4.2), we derive the inequality
As a consequence, we obtain the following L 2 loc estimate which is a weak version of (4.1):
To prove (4.5) we observe that, if |D(2/ √ s )x| 1, then
On the other hand, if |x| σ , we have Plugging (4.6) and (4.7) in (4.4), we easily obtain (4.5). We next rely on Theorem 3.2 in order to get the desired estimate (4.1):
where the constant C = C(λ, B). This yields (4.1) in the case (y, η) = (0, 0). For the general case, fixed u and u 0 as in the statement and (y, η), we set
We observe that v 0 (x) = 0 for |x − y| σ . Moreover, by Remark 2.1, ifÃ = A • (y,η) , we have
Thus, as in the preceding case, we get
and this yields the thesis. ✷ Theorem 4.1 has the following dual version. The proof follows exactly the same lines and, for this reason, will be omitted. 8) where the constant C > 0 depends only upon λ and B.
As a simple consequence of the above Theorems 4.1 and 4.2 we obtain the following
Proof. We only give the proof of (4.9), since the one of (4.10) is analogous. Setting
We consider the function
which is a non-negative solution to (1.1) in the set {t > η}, with initial condition u(x , η) = 0 for |x − y| < σ and
and by Theorem 4.1, we obtain
, and we get the thesis by Corollary 3.4. ✷
We are now in position to give the Proof of Theorem 1.1. We start by proving that
for every x ∈ R N with C = C(λ, B) > 0. As noticed in Remark 2.2, it follows that there exist two positive constant C and µ such that
Here, Γ µ denotes the fundamental solution to L µ in (1.8) with pole at the origin. We first prove (4.12), then we will conclude the proof of Theorem 1.1 by using the invariance of L µ and Γ µ with respect to the dilations and the translations groups. Fixed x ∈ R N , we set
where E(·) is defined in (2.2) and we assume that σ 1. By the reproduction property (3.2) we have 
