Abstract. A full automatic technique and a user-friendly toolbox are developed to assist physicians in early clinical detection of breast cancer. The database contains di erent degrees of thermal images obtained from normal or cancerous mammary tissues of patients with mean age of 42.3 years (SD: 10:50), whose sympathetic nervous systems were activated with a cold stimulus on hands. First, ROI was determined using full automatic operation and the quality of image was improved. Then, some features, including statistical, morphological, frequency-domain, histogram, and GLCM, were extracted from segmented right and left breasts. Subsequently, to achieve the best feature space for decreasing complexity and increasing accuracy, feature selectors such as mRMR, SFS, SBS, SFFS, SFBS, and GA were used. Finally, for classi cation and TH labeling, supervised learning techniques such as AdaBoost, SVM, kNN, NB, and PNN, were applied and compared with each other to nd the most suitable one. The experimental results obtained on native database showed the mean accuracy of 88.03% for 0-degree images using combination of mRMR and AdaBoost and for combined 3 degrees using combination of GA and AdaBoost. The maximum accuracy obtained from all degrees and their combinations before and after ice test was nearly 100%.
Introduction
Breast cancer is the most common type of cancer among women. The important key to treat is early detection of it, because, according to many pathological studies, most abnormalities are still benign at primary stages; thus, in recent years, many studies and extensive research have been done for early detection of breast cancer with higher precision and accuracy [1, 2] . There are a number of techniques such as mammography, ultrasound, and MRI for diagnosing the breast cancer. Each of these has well-known advantages and disadvantages. Mammography has been considered as the gold standard for detection of breast cancer, but still su ers from limited sensitivity, speci city, and several other limitations as a screening tool. Ultrasound is used as an adjunctive tool in coordination with mammography in screening women with dense breasts. The limitations of MRI are weak performance in detection of ductal carcinoma in situ, slowness, expensiveness, and inability to show all calci cations [3] . However, all these modalities su er from one or more common disadvantages related to radiation exposure, breast compression, only structural imaging, and breast density [3] [4] [5] . In order to resolve the disadvantages of current methods, infrared thermography can be used as a complementary method for detecting breast abnormalities in thermal images. Infrared thermography uses a highly sensitive infrared camera to obtain the image of the temperature distribution in the human body. This imaging technique, due to the use of non-ionizing radiation (passiveness), non-contrast enhanced injection, non-contact, and noninvasiveness, is very valuable in many biological and medical applications in comparison or in combination with other imaging modalities. Moreover, recording temperature distribution patterns in thermography leads to the physiological interpretation of tissues (temperature change based on interaction patterns), which could reveal suspected areas of cancer tissue even when there is no anatomical abnormalities on the tissue surface and it seems quite healthy [6] [7] [8] [9] . Also, some research on the temperature dynamic variation of the body surface after cold stimulation of patients has been done that may have advantages in helping physicians, especially in early disease diagnosis. Stimulation of the sympathetic nervous system causes a constriction of the normal blood vessels in the breast. The blood vessels supplying a cancerous tumor will resist constriction or fail to constrict. Consequently, dynamic digital thermal subtraction gives us the possibility of isolating the vessels that supply nutrients to the tumor. This test ultimately raises the suspicion that a cancerous tumor might be present [10] . Thus, this study is an e ort to diagnose breast cancer by processing the information obtained from medical infrared imaging. Table 1 shows the related studies done on breast cancer detection using thermography techniques [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
In the present study, due to a lot of attractions of breast thermography, a method with a very noticeable accuracy, sensitivity, and verity has been proposed and a user friendly toolbox is developed to assist physicians in early clinical detection of breast cancer based on di erent degrees of thermal images. First, the Region Of Interest (ROI) is determined using full automatic operation and the quality of image is improved. Then, some features, including statistical, morphological, frequency-domain, histogram, and Gray Level Co-occurrence Matrix (GLCM), are extracted from segmented right and left breasts. Subsequently, to achieve the best features and increase the accuracy of the proposed method, feature selectors such as minimum Redundancy and Maximum Relevance (mRMR), Sequential Forward Selection (SFS), Sequential Backward Selection (SBS), Sequential Floating Forward Selection (SFFS), Sequential Floating Backward Selection (SFBS), and Genetic Algorithm (GA) have been used. Finally, for classi cation and TH labeling procedures, supervised learning techniques such as AdaBoost, Support Vector Machine (SVM), k-Nearest Neighbors (kNN), Naive Bayes (NB), and Probabilistic Neural Network (PNN) are applied and compared with each other to nd the most suitable one. The results obtained on native database show the signi cant performance of the proposed algorithm in comparison with similar studies.
Patients and methods
In this research, to evaluate the performance of the proposed method, the native database has been used. The thermography images are obtained by Fanavaran Madoon Ghermez (FMG) Co., Ltd [23] . infrared camera (Thermoteknix VisIR 640, Resolution: 480 640) from the patients with mean age of 42.3 years (SD: 10.50), who were suspicious to have breast cancer, referred to Imam Khomeini hospital [24] by their physicians and labeled as TH 1 -TH 5 depending on the stage of cancer by an oncologist observing all ethical issues. This database contains images with di erent angles of 0 , 45 , and 90 before and after ice test (Ice Test: Putting hands in a mixture of ice and water for about 20 min) with a total of 10 images for each individual. The total number of people participating until writing this paper was 67 (total 670 images). In this paper, 3 views, i.e. 0 , + 45 , and + 90 , of images after the ice test for all 67 participants have been used and compared with images before the ice test that were obtained before [25] .
The camera has been designed in a way that always reduces/eliminates technical errors in the imaging process. For medical applications, a controlled environment helps to increase accuracy. Infrared camera should be placed at certain distance from the patient. Some of the pixels are considered as foreground. Thus, there are parameters that can be completely useful and e ective in testing/diagnosis or treatment and instructions that should be observed during data collecting procedures [26] . In the previous paper [25] , these parameters and instructions were mentioned. During the experiments, we asked the patients to put their hands on their heads in rest state. Images in ve di erent angles (0, 45, and 90) were obtained (before ice test). Then, the patients were asked to put their hands into the mixture of water and ice for about 20 minutes and another images in the ve di erent angles (0, 45, and 90) were obtained (after the ice test). Table 2 shows the distribution of patients whose cancer stages (Standard Level: TH) are labeled by the oncologist according to a paper by Gautherine et al. [27] for both right and left breasts separately. The proposed method includes four stages: (1) preprocessing and segmentation, (2) feature extraction, (3) feature selection, and (4) classi cation and TH Williams et al. [11] They showed the possibility of detecting breast cancer from increased temperature at breast tissue acquired by infrared thermography, (Temperature sensitivity was about 2 C in the image acquired during a few minutes.)
Parisky et al. [12] Clinical trial on 769 patients was performed for four years; they reported that infrared thermal imaging was a noninvasive and safe technique, and could be very valuable in determination of the benign or malignant breast abnormalities combined with mammography Arora et al. [13] and Kennedy et al. [14] They showed that the combination of thermotherapy and other diagnostic techniques could improve the accuracy of breast abnormality detection.
Tang et al. [15] A new criterion for breast cancer detection and the method of its realization were proposed as follows:
1) Surface temperature distribution of healthy breast usually exhibits a gentle variation, which is background. 2) Localized surface temperature of a carcinomatous breast will increase on the basis of the above background, which is LTI (Localized Temperature Increases.) 3) The carcinomatous possibility is proportional to the LTI maximum (amplitude) of the suspicious focus region. 4) The LTI amplitude can be measured through morphological signal processing.
Schaefer et al. [16] The breast cancer analysis based on thermography was performed using a series of statistical features extracted from the thermograms, quantifying the bilateral di erences between left and right breast areas, coupled with a fuzzy rule-based classi cation system for diagnosis.
Acharya et al. [17] Texture features were extracted from co-occurrence matrix and run length matrix. Subsequently, these features were fed to the Support Vector Machine (SVM) classi er for automatic classi cation of normal and malignant breast conditions. Satoto et al. [18] Wiener lter was used to eliminate the noise. By using histogram equalization, image contrast improved. The last step of the preprocessing procedure used region growing method. Then, statistical features such as mean, standard deviation, entropy, skewness, and kurtosis of the images were extracted and, nally, the fuzzy algorithm was used for classi cation.
Kapoor et al. [19, 20] Background and additional areas of the image were removed rst. Breast boundaries were extracted using \canny" edge detection and gradient operator was used to determine the boundary curves of the left and right breasts. Lower bounds of breast were determined using two elliptical curves and the area under the curve was eliminated. Then, a separator for separating the right and left breasts was used. In the feature extraction stage, the features of skewness, kurtosis, and entropy as well as features based on co-occurrence matrix such as energy, homogeneity, and correlation were extracted. Finally, the MLP neural network was used for classi cation of features.
Nicandro et al. [21] Information such as the temperature di erence between the left and right breasts, hot spots in the breast, the temperature di erence between the hot spots, and the center of the hot zone as well as features based on the histogram, patient age, etc. were used to determine the suspected areas.
To evaluate the performance, Naive Bayes classi er, hill climbing, iterative hill climbing, arti cial neural networks, and the ID3 and C4.5 decision trees were used. The iterative hill climbing algorithm had the best performance with the accuracy of 76.12% among all classi ers. [22] First, using CLAHF (Contrast Limited Adaptive Histogram Equalization), the quality of thermal images was improved and the noise was eliminated using a non-linear lter. To achieve strong edges, Gaussian lter with weighting coe cients corresponding to pixel intensities was developed. Segmentation was performed using both k-means and FCM (Fuzzy C Means) algorithms and features based on co-occurrence matrix separately. Finally, SVM (Support Vector Machine) and Bayesian classi ers were used in feature space. labeling. Figure 1 shows structure of the presented method. Finally, a toolbox is developed for clinical applications (Figures 2 and 3 ).
Pre-processing and segmentation
Pre-processing, especially in data driven studies, is a very important stage. To distinguish between normal and abnormal tissues, pre-processing and segmentation are performed in three stages: 1. Detection of Regions Of Interest (ROI s ) and enhancement of thermal images;
2. Breast tissue segmentation;
3. Detection of suspicious regions and image matrix normalization.
Feature extraction
In the feature extraction stage, some information from right and left breast images should be extracted to distinguish between normal and abnormal tissues, correctly. The extracted features are same as those in the previous paper [25] and are based on statistics such as median, mod, skewness, kurtosis, central moment, and entropy; histograms such as mean, standard deviation, max-value, min-value, and norm; GLCMs such as contrast, homogeneity, energy, and correlation; morphology of suspicious regions such as Euler number, area, perimeter, shape factor, and Hurst coe cient; and frequency domain such as max value of fast Fourier transform and mean value of fast Fourier transform. Dark blue: max accuracy, light blue: mean accuracy.
Feature selection
Various information causes high dimensionality of the obtained feature matrix that reduces accuracy and increases computation burden. Therefore, to attain more accurate selection and further reduction in the number of extracted features, di erent feature selection methods are used. In this paper, the minimalRedundancy and Maximal-Relevance (mRMR) [28] , Sequential Forward Selection (SFS) [29] , Sequential Backward Selection (SBS) [29] , Sequential Floating Forward Selection (SFFS) [30] , Sequential Floating Backward Selection (SFBS) [30] , and Genetic Algorithm (GA) [31] are applied and, then, compared with each other.
Classi cation and TH labeling
Classi cation is the nal stage in the proposed approach. Thus, the selected feature matrix is fed into the classi cation algorithm to detect TH. TH is a standard measure for thermovasculars analysis of the breast that was proposed in 1980s. Physicians classify thermal images into ve categories based on the combined vascular and temperature patterns across the two breasts as: TH 1 : normal nonvascular, TH 2 : normal vascular, TH 3 : equivocal, TH 4 : abnormal, TH 5 : Severely abnormal [27] . In this research, to show the performance of the proposed method, di erent classi cation algorithms have been applied and their results have been evaluated and compared with each other to obtain the best results. These algorithms are AdaBoost, [32, 33] Support Vector Machine (SVM) [34] , kNearest Neighbors (k-NN) [35] , Na ve Bayes (NB) [35] , and Probabilistic Neural Network (PNN) [36] . The description of each method is accessible in [25] .
Developing clinical user friendly toolbox
As showed in Figures 2 and 3 , all the stages are implemented and developed in compatible User Friendly Toolbox to assist the physicians in using the proposed algorithm for all clinical breast cancer detection applications.
Results
In this research, to evaluate the performance of the proposed method, the native database with 67 thermography images from 10 people (total 670 images) has been used. In the proposed approach, after determining ROIs and enhancing thermal images, right and left breast tissues were separated by edge detection operators. To detect suspicious regions in each breast, \Erosion" morphological was used. Also, to evaluate the suspicious regions in thermogram images, di erent degrees of breast images were used based upon which performance of the proposed algorithm was validated [25] . Then, the mentioned features were extracted from right and left breast images. To obtain optimal features, di erent feature selection methods were applied. Finally, the selected feature matrix was fed to di erent classi ers for determining TH; AdaBoost showed the best result among the other classi ers. Experiments show that the best result was obtained when k, the number of neighbors in k-NN classi er, was equal to 3; the smoothing parameter in PNN classi er was equal to 0.35; Gaussian kernel of degree 6 was used for the SVM classi er; and value of parameter C was considered equal to 1. To evaluate the performance of the proposed technique, di erent folds were studied. According to the diagrams in Figure 3(a) and (b) , the best result has been obtained with 20 and 22 fold cross validations for the left and right breast images, respectively. In these gure, the mean and maximum accuracy obtained for di erent folds can be seen [25] . In addition, to show the performance of the provided method, some measures such as sensitivity, speci city, Area Under Curve (AUC), Equal Error Rate (EER), precision, recall, F-measure, and FPR were also calculated.
Evaluation of extracted features based on feature selectors
To obtain optimal feature space, 6 feature selection methods, namely, mRMR, SFS, SBS, SFFS, SFBS, and GA are used in the two situations before and after ice test. The feature space obtained before ice test has been studied in the previous paper [25] and after ice test is studied in this paper. In the proposed algorithm, each feature selected by several feature selection methods for several times on the right and left breasts can be introduced as an e ective feature.
To better understand the approach, it is necessary to note that:
Each of the feature selection methods is evaluated with di erent classi ers;
In SFS, SBS, SFFS, and SFBS, the features are selected for one time; then, they are evaluated by di erent classi ers;
In mRMR and GA, the optimal number of features should be obtained; Thus, the numbers and types of the selected features by these 2 methods will be di erent by applying di erent classi ers. Also, as the outcome of the combination of mRMR and GA methods with 5 classi ers, each feature may be selected once or more. 
Evaluation of di erent feature selection methods for right and left breasts in di erent degrees
In the proposed method, to obtain optimal features, di erent feature selection methods have been used. The probability of selecting each feature is speci ed by one of the feature selection methods after ice test situation. The results for the before-ice-test situation have been reported before [25] . As before, the numbers and types of the selected features in mRMR and GA methods will be di erent by applying di erent classi ers. Thus, in this experiment, to attain the highest accuracy of the AdaBoost classi er, it is used in combination with mRMR and GA to select the features.
Performance assessment of the proposed method
In this section, the performance of the proposed method has been evaluated with combinations of di erent feature selection methods and classi ers. 5 classication methods, namely, AdaBoost, SVM, KNN, NB, and PNN, combined with 6 feature selection methods, namely, mRMR, SFS, SBS, SFFS, SFBS, and GA, have been used. The results are expressed by using boxwhisker plots in Figures 4-6 for 0, 45, and 90 degrees, respectively and in Figure 7 for the combination of 0, 45, and 90 degrees before and after ice test. Horizontal axis shows di erent classi ers and vertical axis shows measures for evaluating the performance of the method. Box-plot can also show average and median. On each box, the horizontal line denotes median, the circle denotes mean, the horizontal lines outside each box identify the upper and lower whiskers, and points denote the outliers. The dotted line in each gure shows the highest mean accuracy for combination of one feature selection method with one classi cation method among the other combinations in left and right breast images. The best combination obtained is noted in these gures. As can be seen in Figures 4-6 , AdaBoost has the best performance compared with the other classi ers. Thus, the combinations of AdaBoost with 6 feature selection methods have been studied in ROC curves in Figures 8-11 to evaluate di erent feature selectors. Moreover, AdaBoost without feature selector has been shown in these ROC curves. The best combination obtained is shown in the box-whisker plots, which is also evident in ROC curves, and the performance proximity of the feature selectors can also be seen in ROC curves. It should be noted that the placement of some curves might be di erent from their situations in box-whisker plots, because two-class classi cation has been used to plot ROC curves.
Evaluation of the proposed method in
di erent degrees of breast images before and after ice test
As mentioned in the previous sections, to evaluate the proposed algorithm, di erent degrees of breast images are considered in both situations before and after ice test. Now, the best accuracies obtained by the best combinations in di erent conditions have been studied in this section and the obtained results are compared with each other in Table 3 . The following results can be obtained from Table 3 . In these experiments, we expected the accuracy of the proposed method to increase in the combination of 3 degrees of 0, 45, and 90 after ice test, but we witnessed di erences in the obtained results. Thus, according to the results mentioned above, the following reasons can be suggested to justify the di erence in accuracy of di erent degrees before and after ice test in the proposed method.
Challenges of existing the mass or lesion in breast: For example, it is possible that the placement of the mass in the image with 0 degree is better than that in images with other degrees and, consequently, the extracted features will be more suitable. These suitable features may not be suitable and e ective in combination with other extracted features from images with 45 and 90 degrees and reduce the accuracy of the proposed method.
The segmentation fault: For example, it is possible that segmentation of the images with 0 degree is done correctly, but, due to problems in the segmentation of images with 45 and 90 degrees, their segmentation is done slightly incorrectly and the accuracy of the proposed method is decreased. Thus, the incorrect segmentation a ects the results of the combination of 3 degrees and the accuracy of the proposed algorithm will be reduced.
Unstable environment: These experiments are very sensitive to the environment; therefore, all conditions, such as the room temperature, the necessary time for doing experiments on the patients, waiting time for cold stimulation of patients, and the time for putting the patients' hands in ice should be stable.
Non-uniform temperature distribution: After cold stimulation, because the cold is entered into the breast by the patients' hands, temperature distribution is not uniform in all areas of the breast and the tissue of the breast will not be cold equally. Also, due to distribution of temperature from hand to breast, temperature distribution in images of breast with di erent degrees will be variable and various accuracy will be obtained. Change in contrast of breast images: The contrast of images changes by applying the cold stimulation and, as a result, the accuracy of the system may be reduced.
Therefore, due to the existing problems in ice test and little di erences in accuracy for di erent situations, cold stimulation can be omitted. However, this experiment can be used for observing the temperature diagram and thermal changes of everybody before and after ice test and for partly realizing the presence or absence of masses, same as the recent study [10] .
Conclusion
In the proposed method, an imaging technique based on thermography was used to detect early changes occurring in the breast tissue and cancer cells. In this paper, an automatic method was developed for breast cancer detection based on thermography to detect suspicious areas and label the related TH. To obtain the ve categories, i.e. TH 1 -TH 5 , four main stages in 3 degrees of 0, 45, and 90 were implemented with or without considering ice test: pre-processing and segmentation, feature extraction, feature selection, and classi cation. Pre-processing and segmentation stage included detection of region of interest and enhancement of thermal images, segmentation of breast tissues, detection of suspicious areas, and normalization of the image matrix. Some features with di erent types were extracted from right and left breast images and the e ective features were selected by di erent feature selectors. Area, MOMent4, Skewness, Kurtosis, and Norm value could be marked as the best features in the breast images with 3 degrees of 0, 45, and 90 before ice test and Energy, Perimeter, Kurtosis, and Hurst coe cient could be marked as the best features in the breast images with 3 degrees of 0, 45, and 90 after ice test. The selected features were evaluated by di erent classi ers. Finally, to evaluate the proposed algorithm, 20-fold cross validation for left breast images and 22-fold cross validation for right breast images were used. The best combination obtained before ice test for right breast images was of AdaBoost and GA for the combination of 3 degrees of 0, 45, and 90 with mean accuracy of 88.03%; and, for left breast images, it was again of AdaBoost and GA for 0 degree with mean accuracy of 85.33%. The best combination obtained after ice test for right breast images was of AdaBoost and mRMR in 0 degree with mean accuracy of 88.03%; and, for left breast images, it was of GA and AdaBoost for the combination of 3 degrees of 0, 45, and 90 with mean accuracy of 85%. These combinations attained the maximum accuracy near 100%. Also, FPRs for the mentioned combina- tions were equal to 0.0748, 0.0917, 0.0748, and 0.0938, respectively. The minimum FPR in these combinations was reduced to near zero. It should be noted that the important reasons for the di erence in results among di erent degrees of breast images are the challenges in existing the mass or lesion in breast and unstable environment; considering the existing problems in ice test and little di erences in the obtained accuracy in di erent situations, the cold stimulation can be omitted. But, the temperature diagram and thermal changes of each person can be used for detecting the presence or absence of masses. Thus, plotting the temperature diagram can be a way to help early detection, not necessarily to increase accuracy. Moreover, one of the reasons to justify the di erence between the results for left and right breasts can be inequality in TH 1 -TH 5 . 
