Abstract
Introduction
The multicollinearity, missing values and small sample size are common problems in behavioural researches. In ordinary least square (OLS) regression, high multicollinearity (VIF 10) increases risk of theoretically sound predictor to be rejected from regression model as non-significant variable ( Neas & Martens ,1986) .In the other words, in this case , OLS regression yields unstable results , because of increasing standard error of their estimated coefficients (field ,2003) .Common possible solutions to severe multicollinearity are (1) stepwise OLS regression with raw data ( 2) OLS regression using transformed data , (3) useing partial least square regression (PLS) or principal components analysis. This method reduce the number of predictors to a smaller set of uncorrelated component (Campbell & Ntobedzi , 2007) .
Ordinary Least Square (OLS) Regression
In OLS regression, the estimated equation is calculated by determining the equation that minimizes the sum of the squared distances between the sample`s data points and the values predicted by the equation. In OLS regression some assumptions should be met including : (1) the linearity of regression coefficients , (2) all predictors must be uncorrelated with the residuals , (3) residuals not to be correlated with each other (serial correlation ) , (4) residuals have a constant variance , (5) Not predictor variables is perfectly correlated with another predictor variable ( avoidance of multicolinarity ) , (6) residual are normally distributed . OLS regression will provide the best estimates only when all of these assumptions are met (Todman & Dugard , 2007 , Tabchinik & Fidell , 2003 .
Partial Least Square Regression (PLS)
PLS is a multivariate statistical technique and is one of a number of covariance -based statistical methods which that allows comparison between multiple response variables and multiple explanatory variables ( Tennenhaus, 1998) . The goal of PLS is to predict y from x and to describe the common structure underlying the two variables (Abdi , 2003) . PLS is a regression methods allow for the identification of underling factors, which are a linear combination of the explanatory variables or X (also known as latent variables) which best model the response or Y variables (Tobias, 1997) .In PLS optimal linear relationships are computed between latent variables and can be interpreted as the best set of predictions variable for a study gives all the limitations (Falk & miller, 1992) .The goal of this study is to compare two regression models (PLS & OLS) in order to determine which one is more robust (more accurate) in predicting couples , mental health based on 5 communicational patterns .
Method
Data used in this study are those driven from the study conducted by Immannezhad (2009) .in that study mental health and 5 communicational patterns have been measured by general health questionnaire (GHQ-28) and communicational patterns ( CPQ), respectively . Total sample size was 100, the missing data were 10% of whole data and multicollinearity of prediction was high (VIF 10 and low tolerance). In this study dataset for studying the multicollinearity 5 quantitative variables having high correlation with each other, were chosen as predictors of couple's mental health. Adjusted R² = 0.044 R² = 0.097
As table 1 shows the amount of collinear ties between the predictors in terms of VIF (12-62) are very high. Consequently error variance increases that it in turn leads to decrease of the number of real significant predictors.
The findings of OLS regression with logarithmic transformation data and centralized data (in parentheses) are presented in Table 2 . The finding of table 2 indicated that transformation and centralization of data lead to decreasing of standard of standard error of coefficient and improving of model stability. Due to table 3 five predictors are combined in two components. The model with two component which was selected by cross-validation, has R² of 70% and a predicted R² of 49% . three -component model has a higher R² ( 70.1%) and a slightly lower predicted R² ( 31%) become the predicted R² decrease measurably with one another component , the Three -component model is over fit and could not be used instead of the two -component model.
By comparing the predicted R² of the two-component PLS model to predicted R² of five-component least square model, we can find that the PLS model predicts couple's mental health much more accurately than the OLS model dose (Table 3 ) .The predicated R² of the two -component model is 49.4% which the predicated R² of fivecomponent model is only 16.2% (Table 3) . The x-variance indicates the amount of variance in the predictor that is explained by the model. In this model, the two-component model explained 43.5% of the variance in predictors.
Conclusion
When the given assumptions are not met, OLS model will not provide the best estimates.
In this case, standard error of coefficients is inflective. So, some of significant predictors are non significant OLS. An appropriate and robust method for OLS and PLS regression relieved that in specific conditions -small sample size, missing values and multicollinearity PLS provide estimated much more accurately than OLS does . Although transformation of data improves stability of OLS model but corporation of R² PLS and OLS indicated that PLS regression model is much more robust than OLS .The application of PLS in these conditions recommended.
