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ON THE STRUCTURE OF GRADED COMMUTATIVE
EXPONENTIAL FUNTORS
ANTOINE TOUZE´
Abstract. We investigate the structure of graded commutative expo-
nential functors. We give applications of these structure results, in-
cluding computations of the homology of the symmetric groups and of
extensions in the category of strict polynomial functors.
1. Introduction
Let V be an additive category, and let Mod∗k be the category of graded
modules over a commutative ring k. An exponential functor is a strong
monoidal functor from E : (V,⊕, 0) → (Mod∗k,⊗,k). The name ‘expo-
nential functor’ comes from the analogy between the so-called ‘exponential
isomorphism’
E(V ⊕W ) ≃ E(V )⊗ E(W )
and the fundamental property of exponential functions. Such functors ap-
pear in many places in algebra and topology.
For example, if V = Mod∗k, there are exponential functors E(V ) given
by classical universal constructions, such as the free graded commutative
algebra on V or the free divided power algebra on V , see section 2.6. As
these first examples suggest, any exponential functor has a canonical algebra
structure. To be more explicit, the product on E(V ) is the composite map:
E(V )⊗ E(V ) ≃ E(V ⊕ V )
E(+)
−−−→ E(V ) .
There is also a canonical coalgebra structure on E(V ). Thus exponential
functors are tightly connected to Hopf algebras. As explained in section 5,
bicommutative Hopf algebras and commutative affine group schemes natu-
rally yield examples of exponential functors. Other examples of exponential
functors come from constructions of homological algebra and topology. As
a typical example, the Hochschild Homology of an exponential functor is an
exponential functor, see section 7.1. Another typical example is provided
by applying a generalized homology theory with Ku¨nneth isomorphisms to
Eilenberg-Mac Lane spaces, see example 5.8. Sometimes, the exponential
structure is slightly less obvious, as in the case of the homology of symmetric
groups explained in section 4. Finally, let us mention that the name ‘expo-
nential functor’ comes from functor homology. To the author’s knowledge,
the name first appeared in [25]. Hence, the notion of exponential functor
plays a role in homological algebra computations related to unstable modules
over the Steenrod algebra, to the cohomology of finite groups GLn(Fq), and
to the cohomology of algebraic groups schemes GLn, see e.g. [26, 11, 49, 18].
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Although they appear in many places, and although they play an impor-
tant role in some fundamental computations, exponential functors do not
seem to have been studied on their own, and their use seems to have es-
sentially been limited to a few computational tricks. The purpose of this
paper is to write down the basic theory of exponential functors, in order
to place these tricks into a wider perspective, and to allow for further and
more powerful applications. As already explained, an exponential functor E
yields a family of graded algebras and also of coalgebras E(V ), depending
functorially on the variable V . In general, the whole structure is overdeter-
mined. The main problem that we investigate in this article is the following
one.
Problem 1.1. Which part of the structure on the graded vector spaces E(V )
is sufficient to completely determine an exponential functor E?
We are interested in problem 1.1 because it has practical implications. It
is often the case in practice that only a part of the whole structure can be
easily described or computed, while the rest of the structure is interesting as
well - sometimes it is even the most interesting part. An archetypal example
is given by the article [12], in which Cohen, Hemmer and Nakano need to de-
termine the homology of symmetric groups Hi(Sd, V
⊗d) as representations
of GL(V ). As we explain it in section 4, these cohomology groups are part of
an exponential functor E, whose algebra structure is well-known. Elemen-
tary results on exponential functors then allows an effortless reconstruction
of the sought-after representations of GL(V ).
Let us describe in more details the content of the article. As mentioned in
the title, we essentially restrict ourselves to graded commutative exponential
functors, i.e. the exponential functors whose product is graded commuta-
tive1. In view of applications, we also consider the variant of strict exponen-
tial functors. They are algebro-geometric analogues of exponential functors.
In order to define them, one simply replaces ordinary functors E : V → Mod∗k
in the definition by some highly structured functors E : Pk → Mod
∗
k, namely
the strict polynomial functors of [27] (here Pk is the category of finitely gen-
erated projective k-modules, see the standard notations given at the end of
the introduction), or rather the immediate generalization of strict analytic
functors which are simply infinite direct sums of strict polynomial functors.
All the relevant definitions and basic examples are given in section 2.
Problem 1.1 has two main directions. Given an exponential functor E, one
can forget functoriality but still remember some other structures, such as the
algebra or coalgebra structures on E(V ), for some V in the domain category
V. On the other extreme, one may forget everything but functoriality. This
is depicted by the following diagram: k-modules +extra structure
(µ, ∆. . . )
 (I)←−−
{
exponential
functors
}
(II)
−−−→
{
functors
V → Mod∗k
}
.
1As specified in section 2.5, from section 3 until the end of the article, all exponential
functors are implicitly graded commutative and we drop the words ‘graded commutative’
for the sake of concision.
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Knowing how much information is preserved (or lost) by the forgetful
functor (I) is the main concern of sections 3, 5 and 6. In these sections
we prove some reconstruction theorems, which allow in certain situations
to reconstruct an exponential functor from the description of some algebra,
coalgebra or Hopf algebra structures. As an elementary example, we quote
theorem 5.3.
Theorem. Let Expc denote the category of graded commutative exponential
functors with domain V = PR and codomain graded k-modules, where R a
ring and k a is commutative ring. Let H be the category of graded bicom-
mutative Hopf k-algebras, and let R − H denote the category of R-modules
in H. Evaluation on R yields an equivalence of categories:
Expc
≃
−→ R−H
E 7→ E(R)
.
In theorem 6.2, we give an analogue of theorem 5.3 for strict exponential
functors. However, the proof is technically more involved in the case of
strict exponential functors, and we need to assume that k is a perfect field
(although we suspect that theorem 6.2 is at least valid over an arbitrary
field). Other reconstruction results which are useful in applications are
given in theorems 3.8 and 3.10. The latter only consider algebra or coalgebra
structures.
Knowing how much information is preserved (or lost) by the forgetful
functor (II) is the main concern of sections 9 to 13. The study of the for-
getful functor (II) is naturally connected to representation theory, since a
functor E : V → Mod∗k can be thought of as a family E(V ) of representa-
tions of the rings EndV(V ), satisfying some compatibility conditions. The
forgetful functor (II) is better understood for strict exponential functors.
Theorem 10.1 gives the following strong rigidity result.
Theorem. Let E and E′ be strict exponential functors over a perfect field k.
Assume that E is virtually reflexive. If the underlying strict analytic functors
of E,E′ : Pk → Mod
∗
k are isomorphic then E and E
′ are isomorphic as strict
exponential functors.
Being virtually reflexive is a mild finiteness assumption on E which is
explained in section 10.1. For example, if the graded algebra E(k) is finitely
generated then E is virtually reflexive. We have not been able to an ana-
logue result for ordinary (i.e. non strict) exponential functors. However
the results of section 11 and theorem 12.4 show that much of the structure
of an exponential functor E can be determined from the structure of the
underlying functor E : V → Mod∗k.
In order to illustrate the interest of problem 1.1 and of our results, we
have included various examples and applications all along the article. In
particular,
• in section 4 we give an approach to the computations of [12] which
does not use Dyer-Lashof operations.
• In section 7 we generalize the functor homology computations of
[49], thereby computing many extension groups in the category of
rational representations of GLn.
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• In section 8 we investigate the exponential variant of the problem2
of understanding the forgetful functor Pd,k → Fct(Pk,Modk) when k
is a finite field. We obtain surprisingly simple and exhaustive results
for the exponential variant of this problem.
• In examples 5.8 and 11.12 we obtain in a simple way some basic
properties of the functor V 7→ K(n)∗BV (the cyclically graded n-th
Morava K-theory of a classifying space BV , viewed as an endofunc-
tor of finite Fp-vector spaces). These results are analogues for p odd
of some results of [42].
These are only a sample of applications of the idea of an exponential functor.
For example, a variant of theorem 5.3 appears in [41] where the idea of
exponential functor plays a key role to analyze Higher Hochschild Homology.
The article ends with three appendices which recall the basics of three
theories which are heavily used in the article: Frobenius twists, Dieudonne´
modules (in the graded setting, as in [46]), and polynomial functors (as
defined by Eilenberg and Mac Lane [20]).
Some notations used in the article.
k: is a commutative ring (often a field, sometimes a perfect field). Un-
adorned tensor products are taken over k. If it is a prime, the char-
acteristic of k is denoted by p.
V: is a small additive category (often V is PR, the category of projective
finitely generated right modules over a ring R). An object of V is
typically denoted by V .
N: is the set of nonnegative integers, Q is the set of rational numbers.
Alg: is the category of graded k-algebras. Similarly Coalg is the cat-
egory of graded k-coalgebras, Hopf is the category of graded Hopf
k-algebras, and H is the category of bicommutative graded Hopf al-
gebras. In all the article, graded means ‘nonnegatively graded’, see
section 2.2.
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2. Definitions
2.1. The functor category F. All the constructions of this article involve
a certain functor category F . We will consider two possibilities for F .
(1) Either V is a small additive category, k is a commutative ring and
F = Fct(V,Modk) is the category of functors with domain V and
codomain Modk, and natural transformations.
(2) Or k is a commutative ring and F = Pω,k is the category of strict
analytic functors over k. That is,
Pω,k =
∏
d≥0
Pd,k ,
where Pd,k is the category of homogeneous strict polynomial func-
tors of weight3 d. If Pk denotes the category of finitely generated
projective k-modules, there is a (faithful) forgetful functor:
Ud : Pd,k → Fct(Pk,Modk) ,
hence strict polynomial functors can be thought of as functors with
domain Pk and codomain Modk, equiped with some additional struc-
ture. Strict polynomial functors were initially defined by Friedlander
and Suslin [27, 45], here we make a slight change by allowing functors
with arbitrary k-modules as codomain. Thus Pd,k is equivalent to
the category of all modules over the Schur algebra S(n, d) if n ≥ d.
Our category Pd,k is denoted by RepΓ
d
k in [31].
An object of F is called an ‘ordinary functor’ in the first case, a ‘strict
analytic functor’ in the second case, or simply a ‘functor’ if we don’t need
to distinguish between the two settings. A functor is typically denoted by F
or by F (V ) if we want to make the variable explicit. Similarly, a morphism
of functors is be denoted by f : F → G or fV : F (V )→ G(V ).
By definition, a strict analytic functor F decomposes as a (possibly infi-
nite) direct sum of homogeneous strict polynomial functors of weight d, for
d ≥ 0. These are the homogeneous summands of weight d of F , and we
denote them by wdF :
F =
⊕
d≥0
wdF .
3Here we follow the terminology adopted in [49, 50] and we use the term ‘weight’ instead
of the more commonly used term ‘degree’ for the integer d. We do this because we already
use the term degree for two other notions, namely for homological gradings, as well as for
Eilenberg-Mac Lane degree of functors.
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Morphisms of strict analytic functors preserve the weight decomposition.
Appart from this weight decomposition (which is specific to strict analytic
functors) we will mainly use the following basic constructions and properties
which hold for the two possible choices for F .
2.1.1. Abelian and symmetric monoidal category. The category F is abelian,
complete and cocomplete (limits and colimits are defined objectwise, e.g.
(ker f)(V ) = ker fV for a morphism of functors f : F → G), with ex-
act filtrant colimits. There is a symmetric monoidal category structure
(F ,⊗,k, τ), whose tensor product is defined objectwise:
(F ⊗G)(V ) = F (V )⊗G(V ),
whose unit is the constant functor k, and whose symmetry operator τ is:
τ F (V )⊗G(V ) → G(V )⊗ F (V )
v ⊗w 7→ w ⊗ v
.
2.1.2. Additive functors. A functor F is additive if the canonical morphisms
F (V )⊕F (W )→ F (V⊕W ) are isomorphisms for all V,W . We let Fadd be the
full subcategory of F supported by the additive functors. This is a localizing
subcategory of F (stable by subobjects, quotients, extensions and colimits).
In many cases of interest, the objects of Fadd are classified and under control.
In good cases, Fadd has homological dimension zero, which means that all
epimorphisms are split, or equivalently that all monomorphisms are split.
To be more specific, if F = Fct(PR,Modk) where PR denotes the category
of finitely generated projective right modules over a ring R, the Eilenberg-
Watts theorem (see fact C.9) yields an equivalence of categories:
Fadd
≃
−→ RModk
F 7→ F (R)
.
(Its inverse sends a bimodule M to the functor − ⊗R M .) In particular,
Fadd has homological dimension zero when k is a field with prime subfield
F and R⊗Z F is a finite dimensional semisimple algebra over F (see e.g. [14,
Lm (7.2) and Prop (7.13)]).
Example 2.1. If R = k = Fq is a field with q = p
ℓ elements (p is a
prime), then Fadd has homological dimension zero. As Fq ⊗Z Fq has finite
dimension and is absolutely semisimple, one can even say more. Any object
of Fadd decomposes as a direct sum of Frobenius twists functors I
(i), 0 ≤
i < ℓ defined in appendix A.1 (note that I(i) ≃ I(j) is and only if j = i
mod ℓ because xq = x in Fq). Moreover, the Frobenius twist functors have
endomorphism rings isomorphic to Fq.
If F = Pω,k, the additive functors are classified in [50, Section 3.1]. In
particular, if k is a field, Fadd has homological dimension zero. If k has
positive characterictic p, let I(r) be the r-th Frobenius twist functor for
r ≥ 0. It is the unique additive functor of weight pr such that I(r)(k) has
dimension 1 (see appendix A.2 for a more explicit definition). Then all
additive strict analytic functors decompose as a direct sum of Frobenius
twists. Moreover, the Frobenius twist functors have endomorphism rings
isomorphic to k, hence the situation is very close to that of example 2.1
(this similarity will be exploited in section 8).
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2.2. Notations for graded objects, Hopf monoids, etc. Let (A,⊗,k, τ)
be a symmetric monoidal category, such that A is additive with all colimits
and ⊗ commute with colimits in each argument. Our two main examples
are (Modk,⊗,k, τ) and the functor category (F ,⊗,k, τ).
A graded object in A is an object of A equipped with a decomposition
A ≃
⊕
i∈NA
i, and a morphism of graded objects f : A→ B is a morphism
of A preserving the decompositions. We let A∗ be the category of graded
objects of A and their morphisms. The monoidal product ⊗ induces a
symmetric monoidal product on A∗ as usual: a summand Ai⊗Bj of A⊗B
is placed in degree i+ j, and the graded symmetry morphism:
τ∗ : Ai ⊗Bj → Bj ⊗Ai
is defined by the Koszul rule, i.e. it equals the symmetry morphism of A up
to a (−1)ij sign. We can define monoids, comonoids, bimonoids and Hopf
monoids in A∗ as usual [1, Chap. 1]. We use the following notations:
• A −Alg is the category of monoids in A∗,
• A − Coalg is the category of comonoids in A∗,
• A −Hopf is the category of Hopf monoids in A∗,
• A −H is the category of bicommutative Hopf monoids in A∗.
The notations are suggested by the case A = Modk, where these categories
are the categories of graded k-algebras, graded k-coagebras, graded Hopf
k-algebras, and graded bicommutative Hopf k-algebras. In order to avoid
cumbersome notations, we will simply denote these categories by Alg, Coalg,
Hopf and H when A = Modk.
If A = F , we often refer to these categories as the categories of functorial
graded k-algebras, functorial graded k-coalgebras and so on. This terminol-
ogy is reminiscent of the fact that when F = Fct(V,Modk), (co)monoids in
F can be equivalently described as functors from V to graded k-(co)algebras.
We usually don’t indicate the grading in the notation, because unless ex-
plicitly specified, we consider graded objects. Instead, if we need to consider
ungraded objects, we use a ‘0’ superscript (ungraded objects are identified
with objects concentrated in degree zero). For example, the category of Hopf
monoids in A is denoted by A−Hopf0. More generally, we use a variety of
superscripts to indicate conditions on degrees:
• ‘0’ is the full subcategory of objects concentrated in degree zero,
• ‘ev’ is the full subcategory of objects concentrated in even degrees,
• ‘conn’ is the full subcategory of connected objects, i.e. which are
equal to k in degree zero,
• ‘+’ is the full subcategory of objects which are connected and con-
centrated in even degrees.
2.3. Exponential functors and functorial (co)algebras. Let F be ei-
ther Fct(V,Modk) or Pω,k, as specified in section 2.1.
Definition 2.2. An exponential functor is a graded functor E, equipped
with an isomorphism φ of graded bifunctors and an isomorphism u of graded
k-modules (k is placed in degree zero):
φV,W : E(V )⊗ E(W )
≃
−→ E(V ⊕W ) , u : k
≃
−→ E(0) ,
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such that φ and η are associative and unital in the obvious sense. A mor-
phism of exponential functors (E,φ, u)→ (E′, φ, u) is a morphism of graded
functors f : E → E′ commuting with φ and u. We denote by F − Exp the
category of exponential functors.
Remark 2.3. An ordinary exponential functor is nothing but a strong
monoidal functor from (V,⊕, 0) to (Mod∗k,⊗,k). All the results of section 2
except lemmas 2.6 and 2.13 remain valid if the target category is replaced
by an arbitrary symmetric monoidal category. However we have chosen to
stick to (Mod∗k,⊗,k) in order to treat at the same time the case of strict
exponential functors. Indeed, the latter are some kind of enriched strong
monoidal functors, and a uniform treatment of the two cases with a general
target category would require to introduce a heavier categorical framework,
unnecessary for the applications we have in mind in this article.
Given an exponential functor (E,φ, η), we contruct morphisms of graded
functors µ, η, ∆, ǫ, χ as follows. If δV : V → V ⊕ V is the diagonal map
and σV : V ⊕ V → V is the fold map, then we let
µV := E(V )⊗ E(V )
φV,V
−−−→ E(V ⊕ V )
E(δV )
−−−−→ E(V ) ,
∆V := E(V )
E(δV )
−−−−→ E(V ⊕ V )
φ−1
V,V
−−−→ E(V )⊗E(V ) ,
ηV := k
u
−→ E(0)
E(0)
−−−→ E(V ) ,
ǫV := E(V )
E(0)
−−−→ E(0)
u−1
−−→ k ,
χV := E(V )
E(−IdV )
−−−−−→ E(V ) .
It is immediate to check that (E,µ, η) is a functorial graded algebra and
sending an exponential functor (E,φ, u) to (E,µ, η) yields a functor
ΘAlg : F − Exp→ F −Alg .
Lemma 2.4. The functor ΘAlg is fully faithful. Moreover (A,µ, η) lies in
the image of ΘAlg if and only if the following conditions are satisfied.
(A1) The k-linear map η0 : k→ A(0) is an isomorphism.
(A2) For all V , W the following composite is an isomorphism (where ιV
and ιW are the canonical inclusions of V and W into V ⊕W )
A(V )⊗A(W )
A(ιV )⊗A(ιW )
−−−−−−−−−→ A(V ⊕W )⊗2
µV⊕W
−−−−→ A(V ⊕W ) .
Proof. Let C be the full subcategory of F − Alg supported by the functo-
rial algebras satisfying (A1) and (A2). If (A,µ, η) is an object of C, let φ
be the composite map appearing in condition (A2). Then (A,φ, η0) is an
exponential functor, and we have a functor:
Φ : C → F − Exp
(A,µ, η) 7→ (A,φ, η0)
.
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If (E,φ, u) is an exponential functor, we have a commutative diagram:
E(V )⊗ E(W )
φV,W

E(ιV )⊗E(ιW ) // E(V ⊕W )⊗2
φV⊕W,V⊕W

µ
**❯❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
E(V ⊕W )
E(ιV ⊕ιW ) //
Id
11E(V ⊕W ⊕ V ⊕W )
E(∇V⊕W ) // E(V ⊕W )
.
Let (E,µ, η) = ΘAlg(E,φ, u). Then the commutativity of the outer diagram
means that for (E,µ, η) the composition of condition (A2) equals φV,W ,
hence it is an isomorphism. Thus the image of ΘAlg is contained in C and
Φ ◦ΘAlg = Id. Conversely, given (E,µ, η) in C, the diagram
E(V ⊕ V )
E(∇V ) // E(V )
E(V )⊗2
φV,V
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦ E(ιV )⊗2 //
Id
22E(V ⊕ V )⊗2
µ
OO
E(∇V )
⊗2
// E(V )⊗2
µ
OO
commutes. The commutativity of the outer diagram means that the com-
posite ΘAlg ◦ Φ is the identity. 
Similarly (E,∆, ǫ) is a functorial graded coalgebra and sending an expo-
nential functor (E,φ, u) to (E,∆, ǫ) yields a functor:
ΘCoalg : F − Exp→ F − Coalg .
The proof of the next lemma is similar to the proof of lemma 2.4 and is
omitted.
Lemma 2.5. The functor ΘCoalg is fully faithful. Moreover (C,∆, ǫ) lies in
the image of ΘCoalg if and only if the following conditions are satisfied.
(C1) The k-linear map ǫ0 : C(0)→ k is an isomorphism.
(C2) For all V , W the following composite is an isomorphism (where pV
and pW are the canonical projections of V ⊕W onto V and W )
C(V ⊕W )
∆V⊕W
−−−−→ C(V ⊕W )⊗2
C(pV )⊗C(pW )
−−−−−−−−−→ C(V )⊗ C(W ) .
We can actually weaken the conditions apearing in lemmas 2.4 and 2.5.
Lemma 2.6. Condition (A1) in lemma 2.4 can be replaced by the weaker
condition (A1’): the k-linear map η0 : k → A(0) has a retract. Similarly,
condition (C1) in lemma 2.5 can be replaced by the weaker condition (C1’):
the k-linear map ǫ0 : C(0) → k has a section. In particular, if k is a field,
conditions (A1) and (C1) are superfluous.
Proof. We prove that (A1’) implies (A1), the proof that (C1’) implies (C1)
is similar. The map η0 and its retract induce an isomorphism k⊕S ≃ A(0).
Since η0 is a unit for A(0) the composite map
k⊗A(0) →֒ (k⊕ S)⊗A(0) ≃ A(0)⊗A(0)
µ0
−→ A(0)
10 A. TOUZE´
is an isomorphism. But condition (A2) implies that µ0 is an isomorphism,
so we must have S ⊗ A(0) = 0. As k is a direct summand of A(0), this
implies that S = 0, hence that η0 is an isomorphism. 
We define a tensor product on F − Alg and F − Coalg by the usual
formulas [1, 1.2.2], [32, VI.4]. Thus, the tensor product of two functorial
graded algebras (A1, µ1, η1) and (A2, µ2, η2) is the functorial graded algebra
(A1 ⊗A2, (µ1 ⊗ µ2) ◦ (Id⊗ τ
∗ ⊗ Id), η1 ⊗ η2) .
Similarly, we define the tensor product of two exponential functors (E1, φ1, u1)
and (E2, φ2, u2) as the triple:
(E1 ⊗ E2, (φ1 ⊗ φ2) ◦ (Id⊗ τ
∗ ⊗ Id), u1 ⊗ u2) .
The next lemma is an immediate check.
Lemma 2.7. The functors ΘAlg and ΘCoalg preserve tensor products.
2.4. Commutativity and functorial Hopf algebras.
Definition 2.8. An exponential functor (E,φ, u) is graded commutative if
for all V , W the following diagram of graded k-modules commutes (here
τ∗ is the usual symmetry operator on graded vector spaces τ∗(v ⊗ w) =
(−1)deg v degww ⊗ v and τ is the symmetry operator in V obtained from the
universal property of the direct sum).
E(V )⊗ E(W )
τ∗

φV,W // E(V ⊕W )
E(τ)

E(W )⊗ E(V )
φW,V // E(W ⊕ V )
.
We denote by F − Expc the full subcategory of F − Exp supported by the
graded commutative exponential functors.
Lemma 2.9. Given an exponential functor (E,φ, u), the following condi-
tions are equivalent:
(1) (E,φ, u) is a graded commutative exponential functor,
(2) (E,µ, η) is a functorial graded commutative algebra,
(3) (E,∆, η) is a functorial graded cocommutative coalgebra,
(4) (E,µ, η,∆, ǫ, χ) is a functorial graded bicommutative Hopf algebra,
(5) (E,µ, η,∆, ǫ, χ) is a functorial graded Hopf algebra,
(6) (E,µ, η,∆, ǫ) is a functorial graded bialgebra.
Proof. Condition (1), resp. (2), resp. (3) is equivalent to the morphism of
functors τ : E⊗E → E⊗E being a morphism of exponential functors, resp.
functorial algebras, resp. functorial coalgebras. So the first three conditions
are equivalent by lemmas 2.4, 2.5 and 2.7.
Let us prove (1)⇒(4). Since the first three conditions are equivalent,
we need to prove (i) χ : E → E is an antipode (ii) ∆ : E → E ⊗ E is a
morphism of algebras. Property (i) follows from the fact that µ◦(χ⊗ Id)◦∆
equals E(f) where f = ∇V ◦ (IdV ,−IdV ) ◦ δV = 0. Property (ii) follows
from the fact that (µ ⊗ µ) ◦ (Id⊗ τ ⊗ Id) ◦ (∆ ⊗∆) equals E(g) where g =
(∇V ,∇V )◦(IdV , τ, IdV )◦(δV , δV ), that ∆◦µ equals E(h) where h = δV ◦∇V
and that h = g.
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The implications (4)⇒(5)⇒(6) are obvious. It remains to prove (6)⇒(2).
Since µ : E ⊗ E → E is a morphism of functorial graded coalgebras, and
since φ−1 can be reconstructed from ∆ as the composite map appearing in
condition (C2) of lemma 2.4, we have a commutative diagram
E(V ⊕W )⊗2
µ // E(V ⊕W )
(E(V )⊗ E(W ))⊗2
φ⊗2
OO
Id⊗τ⊗Id // E(V )⊗2 ⊗ E(W )⊗2
µ⊗µ // E(V )⊗ E(W )
φ
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙
.
Assume that V = W , and let t, resp. d be the composite map provided by
the top left corner of the diagram, resp. bottom right corner of the diagram.
Then E(∇V ) ◦ t ◦ (ηV ⊗ Id⊗ Id) = µ while E(∇V ) ◦ d ◦ (ηV ⊗ Id⊗ Id) equals
µ ◦ τ , thus these two morphisms are equal, which proves (2). 
One way to obtain exponential functors which are not graded commu-
tative is to take a graded commutative exponential functor which is not
concentrated in even degrees, and to forget the gradings. We are grate-
ful to Aure´lien Djament for communicating to us the following interesting
example.
Example 2.10. Assume that k is a field. Let E be a connected exponential
functor, and let M be a vector space of dimension greater or equal to 2. We
define a functorial graded algebra A by letting An(V ) = En(V )⊗M⊗n with
product given by
(e⊗m1⊗· · ·⊗mk)·(e
′⊗m′1⊗· · ·⊗m
′
ℓ) = (ee
′)⊗m1⊗· · ·⊗mk⊗m
′
1⊗· · ·⊗m
′
ℓ .
Then A is an exponential functor, which is not graded commutative.
In the remainder of the paper, we shall consider only graded commutative
exponential functors (and from section 3, all exponential functors are graded
commutative without further notice, see the conventions of section 2.5). By
lemma 2.9, sending a graded commutative exponential functor (E,φ, u) to
the tuple (E,µ, η,∆, ǫ, χ) yields a functor:
ΘHopf : F − Expc → F −Hopf .
If we define a tensor product of functorial Hopf algebras by the usual for-
mulas [32, VI.4] or [1, 1.2.7], then ΘHopf commutes with tensor products.
Lemma 2.11. The functor ΘHopf is fully faithful, and its image is contained
in F−H. A (a priori not necessarily graded commutative or cocommutative)
functorial graded Hopf algebra H lies in the image of ΘHopf if and only if it
satisfies one of the following equivalent conditions.
(a) For all V , W the following composition yields an isomorphism
H(V )⊗H(W )
H(ιV )⊗H(ιW )
−−−−−−−−−→ H(V ⊕W )⊗2
µV⊕W
−−−−→ H(V ⊕W ) ,
(b) For all V , W the following composition yields an isomorphism
H(V ⊕W )
∆V⊕W
−−−−→ H(V ⊕W )⊗2
H(pV )⊗H(pW )
−−−−−−−−−→ H(V )⊗H(W ) .
12 A. TOUZE´
Proof. That the image of ΘHopf is contained in F −H follows from lemma
2.9. To prove that ΘHopf is fully faithful, we observe that the composition:
F − Expc
ΘHopf
−−−−→ F −Hopf
Forget
−−−−→ F −Alg (∗)
equals ΘAlg, hence it is fully faithful by lemma 2.4. Since the forgetful
functor F −Hopf → F −Alg is faithful, ΘHopf must be fully faithful.
Next we show that an object of F −Hopf is in the image of ΘHopf if and
only if if satisfies condition (a) (we leave the analogous proof for condition
(b) to the reader). Since the composition (∗) equals ΘAlg, condition (a) is
necessary by lemma 2.4. Conversely, let (H,µ, η,∆, ǫ, χ) be an object of
F − Hopf satisfying condition (a). Then (H,µ, η) is an object of F − Alg
satisfying condition (A1’) and (A2) of lemma 2.6 (the retract of η0 is ǫ0),
hence there is an exponential functor (H,φ′, u′) such that ΘAlg(H,φ
′, u′) =
(H,µ, η). Let ∆′, ǫ′, χ′ be the structural morphisms built from φ′ and u′.
To prove that (H,µ, η,∆, ǫ, χ) is in the image of ΘHopf , it remains to prove
that ∆ = ∆′, ǫ = ǫ′ and χ = χ′. First, ǫV , ǫ
′
V : H(V )→ k factor as H(0)◦ ǫ0
and H(0) ◦ ǫ′0 and the axioms of the Hopf algebra H(0) = k imply that
ǫ0 = η
−1
0 = ǫ
′
0, hence ǫ = ǫ
′. Second, ∆ : H → H ⊗ H is a morphism of
algebras, hence a morphism of exponential functors (by lemma 2.4), hence a
morphism of coalgebras between (H,∆′, ǫ′) and (H,∆′, ǫ′)⊗2. Thus ∆ = ∆′
by the Eckman-Hilton argument. Third, the antipode of a Hopf algebra is
uniquely determined, so χ = χ′. Thus, satisfying condition (a) implies being
in the image of ΘHopf . 
Remark 2.12. Lemma 2.11 (or its proof) shows a uniqueness statement.
Namely, if A is a graded commutative functorial algebra which is exponen-
tial, then the comultiplication ∆ produced from the exponential structure
is the unique one such that A is a functorial Hopf algebra.
The next lemma complements lemma 2.11 by giving an elementary sta-
bility property of the image of ΘHopf .
Lemma 2.13. Let f : H → H ′ be a morphism of functorial graded Hopf
algebras. The following holds.
(i) If H lies in the image of ΘHopf and for all V , fV : H(V ) → H
′(V )
is an epimorphism of k-modules, then H ′ lies in the image of ΘHopf .
(ii) If H ′ lies in the image of ΘHopf and for all V , fV : H(V )→ H
′(V )
is a monomorphism of k-modules and H(V ) and H ′(V ) are k-flat,
then H lies in the image of ΘHopf .
Proof. We only prove (i), the proof of (ii) being similar. For all H we let aH
be the composite morphism of lemma 2.11(a), and we let bH be the compos-
ite morphism of lemma 2.11(b). Since f is a morphism of functorial Hopf
algebras, for all V and W we have a commutative diagram of k-modules:
H(V )⊗H(W )
aH //
fV ⊗fW

H(V ⊕W )
bH //
fV⊕W

H(V )⊗H(W )
aH //
fV ⊗fW

H(V ⊕W )
fV⊕W

H ′(V )⊗H ′(W )
aH′ // H ′(V ⊕W )
bH′ // H ′(V )⊗H ′(W )
aH′ // H ′(V ⊕W )
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If H = ΘHopf(E,φ, u), then aH = φ and bH = φ
−1, so aH ◦ bH and bH ◦ aH
are identity maps. If moreover f is objectiwise surjective then all the vertical
maps of the diagram are surjective, so that aH′ ◦ bH′ and bH′ ◦ aH′ must be
identity maps too. Hence H ′ is in the image of ΘHopf by lemma 2.11. 
2.5. Conventions and notations for exponential functors. In the rest
of the article, we only consider graded commutative exponential functors.
We therefore systematically drop the terms ‘graded commutative’ and sim-
ply write ‘exponential functor’. There are four equivalent definitions of an
exponential functor, namely
• a triple (E,φ, u) as in definition 2.2,
• a functorial graded algebra (E,µ, η) satisfying the two conditions of
lemma 2.4,
• a functorial graded coalgebra (E,∆, ǫ) satisfying the two conditions
of lemma 2.5,
• a functorial graded Hopf algebra (E,µ, η,∆, ǫ, χ) satisfying an addi-
tional condition as in lemma 2.11.
Thus an exponential functor will be denoted by (E,φ, u), (E,µ, η), (E,∆, ǫ)
or (E,µ, η,∆, ǫ, χ) according to which point of view is more convenient. If
no confusion is possible, it will simply be denoted by E. The morphisms
φ, u, µ, η,∆, ǫ, χ attached to an exponential functor E will often be loosely
called ‘the exponential structure’ of E, or ‘the structure morphisms’ of E.
Although we try to treat in parallel the setting of strict analytic func-
tors (i.e. when F = Pω,k) and the setting of ordinary functors (i.e. when
F = Fct(V,Modk)), we will sometimes have to distinguish between the
two settings. In such a situation, we will use the terms ‘strict exponen-
tial functors (over k)’ or ‘ordinary exponential functors (with domain V and
codomain k-modules)’ to indicate in which setting the proof or the statement
is valid.
2.6. Basic examples of exponential functors. Let M be a graded k-
module over a commutative ring k. We let S±(M) be the free graded com-
mutative algebra on M [23, 3(c), ex 5 and 6]. If S(M) and Λ(M) be the
symmetric and the exterior algebras onM [21, A.2.3]. Thus S±(M) = S(M)
if 2 = 0 in k, and S±(M) = S(M
even)⊗ Λ(Modd) if 2 is invertible in k.
Dually, if k is a field and V is a graded vector space, we let Γ±(V ) be
the cofree graded cocommutative connected coalgebra on V . Thus, Γ±(V )
is the subcoalgebra of the tensor coalgebra T c(V ), supported by the vec-
tor space
⊕
d≥0 Γ
d
±(V ) where Γ
d
±(V ) = (V
⊗d)Sd is the space of invariants
under the canonical action of the symmetric group Sd (with Koszul signs
coming from the signs of the graded symmetry operator τ∗). We let Γ(V )
and Λ(V ) be the cofree cocommutative connected coalgebra on V and the
exterior coalgebra on V . In characteristic 2, one has Γ±(V ) = Γ(V ) while
Γ±(V ) = Γ(V
even) ⊗ Λ(V odd) in characteristic different from 2. If V has
finite dimension, the graded coalgebra Γ±(V ) is the restricted dual of the
graded algebra S±(Homk(V,k)).
Finally we denote by kG the k-algebra of a group G.
Let A : V → Mod∗k, and G : V → Ab be additive functors, it is easy to
prove from their universal properties that the following functorial algebras
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or coalgebras are ordinary exponential functors:
S±(A) := S± ◦A , Γ±(A) := Γ± ◦ A , kG .
Remark 2.14. The letter ‘Γ’ is supposed to remind the reader that if V is a
graded vector space, then Γ±(V ) equipped with its canonical algebra struc-
ture (coming from the exponential structure) coincides with the universal
divided power algebra on V , see [44, Chap III] or [9, Exp. 7].
If A is a graded additive strict analytic functor, then S±(A) and Γ±(A)
have a canonical structure of a strict exponential functor. If A is homoge-
neous of weight pr, then each summand Si(Aeven)⊗Λj(Aodd) or Γi(Aeven)⊗
Λj(Aodd) are homogeneous of weight pr(i+ j).
3. Elementary structure over a field
In this section, k is a field and F = Pω,k or Fct(V,Modk). We give basic
structure results for exponential functors. The main results are theorems
3.7, 3.8 and 3.10. An application of these results is given in section 4.
3.1. The abelian category F − Expc. It is well-known [15, 37, 48] that
graded bicommutative Hopf algebras over a field k yield a cocomplete abelian
category H. To be more specific, the coproduct is the tensor product. The
sum of two morphisms f, g : H → H ′ is the convolution product:
f ⋆ g := H
∆
−→ H ⊗H
f⊗g
−−→ H ′ ⊗H ′
µ′
−→ H ′ .
The zero morphism H → H ′ is the composition η′ǫ, while the inverse of
f is the composition fχ. The cokernel of a morphism f : H → H ′ is the
canonical map π : H ′ → H ′ ⊗H k. The kernel of f : H → H
′ is supported
by the kernel in the category of graded k-vector spaces of the morphism
(f ⊗ IdH)∆ − η
′ ⊗ IdH : H → H
′ ⊗H .
For cocompleteness, one needs in addition arbitrary coproducts
⊗
α∈AHα.
Such coproducts are supported by the colimit (union) in the category of
graded k-vector spaces of the finite tensor products
⊗
α∈B Eα indexed by
the finite subsets B ⊂ A, and the various inclusions of subsets B ⊂ B′.
All these constructions can be performed in the category F−H of functo-
rial graded bicommutative Hopf algebras, which is abelian and cocomplete
as well. Now by lemma 2.11, the category F −Expc of exponential functors
identifies with a full subcategory of F −H.
Lemma 3.1. The category F − Expc is stable under colimits and finite
limits calculated in F − H. Thus, it is abelian and cocomplete. Moreover,
the tensor product induces an equivalence of categories:
F − Exp0c × F − Exp
conn
c
≃
−→ F − Expc
(E,E′) 7→ E ⊗E′
.
Proof. Any (infinite) tensor product of exponential functors is clearly an
exponential functor. Stability of exponential functors by (co)kernels follows
from lemma 2.13. Moreover, for all exponential functors E, the composition
e : E → E0 → E of the projection onto the degree zero component of E
and the inclusion of this degree zero component in E
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E, hence there is a natural isomorphism E ≃ E0 ⊗ E′ where E′ = ker e is
connected, which provides the asserted categorical decomposition. 
An exponential functor E can be seen as a functorial graded Hopf algebra,
thus standard constructions of graded Hopf algebras make sense for E. In
particular, E has an augmentation ideal E = ker ǫ a graded subfunctor of
primitives PE, (defined as the kernel of the map E → E
⊗2
induced by
∆), and a graded quotient functor of indecomposables QE (defined as the
cokernel of the map E
⊗2
→ E induced by µ). The next lemma is a direct
consequence of [34, Prop 7.21].
Lemma 3.2 (The splitting principle). If k is a field of characteristic dif-
ferent from 2 let F − Exp+c , resp. F − Exp
−
c , be the full subcategory of
F −Expconnc supported by the exponential functors which are concentrated in
even degrees, resp. whose primitives are concentrated in odd degrees. The
tensor product induces an equivalence of categories:
F − Exp+c × F − Exp
−
c
≃
−→ F − Expconnc
(E,E′) 7→ E ⊗ E′
.
Moreover, for all objects E and E′ of F − Exp−c there are isomorphisms
E ≃ Λ(PE) ≃ Λ(QE) , HomF−Exp−c (E,E
′) ≃ HomF∗(PE,PE
′) .
As a direct consequence of [34, Cor 4.18 and Thm 5.18], one also has that
connected exponential functors are quite boring in characteristic zero:
Lemma 3.3. If k is a field of characteristic zero, for all connected expo-
nential functors E there are isomorphisms E ≃ S±(PE) ≃ S±(QE).
Remark 3.4. For strict exponential functors, lemma 3.3 is true without any
connectedness hypothesis. Indeed, define a new grading on E by placing each
summand wkE
i in degree i + 2k. Let E be the resulting strict exponential
functor. Since E is connected, E ≃ S±(PE) ≃ S±(QE) by lemma 3.3.
Coming back to the original grading (by placing each summand wkE
i in
degree i− 2k) we get isomorphisms E ≃ S±(PE) ≃ S±(QE).
Let C be an additive category. We define the characteristic of C as the
minimal nonnegative integer k such that such that for all morphisms f in C:
k · f := f + · · ·+ f︸ ︷︷ ︸
k times
= 0 .
For example, the category PR of finitely generated projective right R-modules
has the same characteristic as the ring R. Also, C has prime characteristic
p if and only if its Hom groups are Fp-vector spaces.
Lemma 3.5. If F = Fct(V,Modk) with V of characteristic n, or if F = Pω,k
with k of characteristic n, then F − Expc has characteristic n.
Proof. Let k· denote the multiplication by k in the category V. By definition
of the structure morphisms of E we have for all integers k:
(IdE)
⋆k = E(k·) (∗)
Thus (IdE)
⋆n = E(n·) = E(0·) = ηǫ, so that the characteristic of F −
Exp∗c divides n. In the case of strict exponential functors, (∗) implies that
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the endomorphism ring of the symmetric algebra functor S has the same
characteritic as k, whence the result. In the case of ordinary exponential
functors (∗) implies that the endomorphism ring of the exponential functor
EV (−) := kHomV(V,−) has the same characteristic as the endomorphism
ring of V . Thus the characteristic of F − Exp∗c must be a multiple of that
of V, whence the result. 
3.2. Some connections with additive functors. The structure of expo-
nential functors is tightly connected with additive functors. The next lemma
is a first explanation of this fact.
Lemma 3.6. Let E be an exponential functor. The functor of primitives
PE is the largest aditive subfunctor of E, and the functor of indecomposables
QE is the largest additive quotient of E.
Proof. Given two augmented coalgebras C1 and C2 we have P (C1 ⊗ C2) =
PC1 ⊕ PC2. By taking C1 = E(V ) and C2 = E(W ), one obtains that
PE is additive. Moreover, if A is a graded additive functor there is no
nonzero morphism A→ E
⊗2
by Pirashvili’s vanishing lemma C.4. Thus all
morphisms A→ E factor through PE. The proof for QE is similar. 
Let E be a strict exponential functor over a field k of positive char-
acteristic p. Since Frobenius twist functors are additive, the composition
E(r) := E ◦ I(r) (with all structure morphisms precomposed by I(r)) is again
an exponential functor. Thus, for all nonnegative integer r we have a functor
− ◦ I(r) : Pω,k − Expc → Pω,k − Expc
E 7→ E(r)
.
The degrees and weights of E(r) are related to the ones of E by:
wk(E
(r))i =
{
0 if k is not divisible by pr,
(wℓE
i)(r) if k = prℓ.
In particular, wk(E
(r)) = 0 for 0 < k < pr.
Theorem 3.7. The functor −◦I(r) is fully faithful. An exponential functor
E lies in its image if and only if wkE = 0 for 0 < k < p
r.
Proof. That −◦ I(r) is fully faithful is a formal consequence of fact A.5. We
have already seen that if E is in the image of − ◦ I(r), then wkE = 0 for
0 < k < pr. Conversely, let E be a strict exponential functor such that
wkE = 0 for 0 < k < p
r. The powers of E yield the augmentation filtration
of E, with associated object:
grE =
⊕
n≥0
E
n
/E
n+1
.
Since E is graded, each E
n
/E
n+1
is a graded strict analytic functor, so grE
is a graded strict analytic functor (we don’t consider the filtration grading
on grE). Then grE inherits an algebra structure from E, and the canonical
morphism yields an epimorphism of functorial graded algebras
S±(QE) = S±(E/E
2
)→ grE . (∗)
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By lemma 3.6 and the classification of additive strict analytic functors (re-
called in section 2.1.2) QE is a direct sum of Frobenius twist functors, and
the hypothesis that wkE = 0 for 0 < k < p
r implies that only Frobenius
twist I(k) with k ≥ r appear as summands of QE. Since I(i) ◦ I(r) = I(r+i),
we have QE = A(r) for some graded additive functor A. Thus (∗) reinter-
prets as an epimorphism of graded strict analytic functors:
S±(A
(r)) = S±(A)
(r) → grE . (∗∗)
By lemma A.5, the epimorphism (∗∗) implies that each graded strict analytic
functor E
n
/E
n+1
is of the form Gn(r) for some graded strict analytic functor
Fn. By lemma A.5 again, this implies in turn that each quotient E/E
n
is of
the form Gn(r) for some graded strict analytic functor Gn. Now w0E = 0,
and the multiplication preserves weights, hence wkE
n
= 0 for k < n. Thus
wkE = wk(E/E
k
). Hence the graded strict analytic functor E equals the
precomposition by I(r) of the graded strict analytic functor E′ =
⊕
i≥0 wiG
i.
To finish the proof, we observe that precomposition by the Frobenius twist
functor I(r) being fully faithful by fact A.5, the structure morphisms of the
exponential functor E are obtained by precomposition by I(r) from uniquely
determined structure morphisms for E′. 
We have seen in lemma 3.3 that when k is a field of characteritic zero
all connected exponential functors have the form E ≃ S±(QE). The next
theorem gives a characterization of exponential functors of this form in pos-
itive characteristic. This characterization is useful in practice because it is
stated in terms of graded k-algebras, i.e. it does not require any information
regarding comultiplication or functoriality.
Theorem 3.8. Let k be a field of positive characteristic p and let F be
either Pω,k or Fct(PR,Modk) for some ring R of characteristic p. Assume
that Fadd has homological dimension zero. If E is a connected exponential
functor and if there is a V such that E(V ) is a free graded commutative k-
algebra, then there is an isomorphism of exponential functors E ≃ S±(QE).
Remark 3.9. The assumption on the homological dimension of Fadd is al-
ways satisfied in the strict setting, see section 2.1.2. We show in section 5
that theorem 3.8 becomes false if we remove this assumption or the assump-
tion on the characteristic of R.
Proof of theorem 3.8. If k has odd characteristic then E ≃ E′ ⊗ Λ(QEodd)
by the splitting principle of lemma 3.2. If k has characteristic 2, we let
E = E′. In both cases E′ is a commutative in the ungraded sense, and in
order to prove theorem 3.8 it suffices to prove that E′ ≃ S(QE′).
We first prove that E′ is primitively generated, i.e. for all W the Hopf
algebra E′(W ) is primitively generated. We use the Frobenius FH :
(1)H →
H and the Verschiebung VH : H →
(1)H recalled in appendix A. We have
FHVH = Id
⋆p
H [15, IV §3 4.10] and H is primitively generated if and only if
VH is trivial [15, IV §3 Thm 6.6]. Since the endomorphism ring of E
′(W ) has
characteristic p by lemma 3.5, it therefore suffices to prove that the Frobenius
of E′(W ) is injective. The latter follows from the fact that the algebra E′(W )
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is a direct summand of the free commutative algebra E′(V ⊕k) ≃ E′(V )⊗k
for k sufficiently big.
Since E′ is primitively generated and connected, the canonical morphism
PE′ → QE′ is an epimorphism. But PE′ and QE′ are additive by lemma
3.6 and the category of additive functors has homological dimension zero, so
PE′ → QE′ has a section s. The composite morphism: QE′
s
−→ PE′ →֒ E′
induces a morphism of connected functorial graded algebras: f : S(QE′) −→
E′. By construction, Qf : QE′ → QE′ is an isomorphism. Since Qf is epi
and E′ connected, f is epi [34, Prop 3.8]. Since Qf is mono and both the
source and the target of f are free graded commutative algebras, f must be
mono. Indeed, this follows from the fact that S(Qf) = grf : grS(QE′) →
grE (where gr refers to the graded object associated to the augmentation
filtration) is mono, and the fact that the augmentation filtration on S(QE′)
is Hausdorff and complete in the category of connected graded algebras. 
We also have a dual theorem of 3.8, whose proof is similar.
Theorem 3.10. Let k be a field of positive characteristic p and let F be
either Pω,k or Fct(PR,Modk) for some ring R of characteristic p. Assume
that Fadd has homological dimension zero. If E is a connected exponential
functor and if there is a V such that E(V ) is a cofree connected graded co-
commutative k-coalgebra, then there is an isomorphism of exponential func-
tors E ≃ Γ±(PE).
4. Application to the homology of symmetric groups
In this section k is a field. We apply the results of section 3 to the deter-
mination of the homology groups H∗(Sd, V
⊗d) of the symmetric groups as
representations of GLk(V ). These representations where first described by
Cohen-Hemmer-Nakano [12], relying on classical algebraic topology compu-
tations. Our purpose here is to simplify their study by using simple facts
regarding exponential functors instead of Dyer-Lashof operations. Let us
consider the homogically graded functor of the vector space V :
E(V ) =
⊕
i≥0
Ei(V ) where Ei(V ) =
⊕
d≥0
Hi(Sd, V
⊗d) .
By convention, H∗(S0, V
⊗0) is a graded vector space of dimension one, con-
centrated in degree zero. We make E(V ) into a functorial graded algebra by
letting the unit be the isomorphism η : k ≃ H0(S0, V
⊗0), and the multipli-
cation be the following composition (the first map is induced by the tensor
product and the second one by the canonical inclusion Sd ×Se ⊂ Sd+e):
Hi(Sd, V
⊗d)⊗Hj(Se, V
⊗e)→ Hi+j(Sd×Se, V
⊗d+e)→ Hi+j(Sd+e, V
⊗d+e) .
Lemma 4.1. The functorial algebra E(V ) is canonically a strict exponential
functor of the variable V , such that wdE
i(V ) = Hi(Sd, V
⊗d).
Proof. Since V ⊗d is a degree d homogeneous strict polynomial functor of the
variable V and the category Pd,k of homogeneous strict polynomial functors
of degree d is abelian, theHi(Sd, V
⊗d) are objects of Pd,k andE(V ) is a strict
analytic functorial graded algebra. Given two vector spaces V and W , the
subspace of (V ⊕W )⊗d+e spanned by the elementary tensors v1⊗ · · ·⊗ vd+e
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such that d vectors vi belong to V and e vectors vi belong toW identifies with
the induced module ind
Sd+e
Sd×Se
(V ⊗d⊗W⊗e). Thus the following composition
(the first isomorphism is given by the Ku¨nneth formula and the second one
by the induction) defines an exponential structure on E:⊕
d+e=k
H∗(Sd, V
⊗d)⊗H∗(Se,W
⊗e)
≃
−→
⊕
d+e=k
H∗(Sd ×Se, V
⊗d ⊗W⊗e)
≃
−→
⊕
d+e=k
H∗(Sk, ind
Sk
Sd×Se
(V ⊗d ⊗W⊗e))
= H∗(Sk, (V ⊕W )
⊗k) .
If V = W , the following composition (where the first map is the unit of
adjunction and σV : V ⊕ V → V is the fold map) is the identity map:
V ⊗d ⊗ V ⊗e →֒ indSk
Sd×Se
(V ⊗d ⊗ V ⊗e) ⊂ (V ⊕ V )⊗k
(σV )
⊗k
−−−−→ V ⊗k .
So the multiplication associated to the exponential structure on E coincides
with the multiplication defined before lemma 4.1, whence the result. 
We first prove a structure result, for which we do not need any computa-
tion at all, whereas this result is obtained in [12] as a consequence of a full
computation of E. As observed in [12, Remark 8.2.2], several of the results
of [12] depend on theorem 4.2 rather than on the full computation of E.
Theorem 4.2. There is an isomorphism of strict exponential functors,
where S is the symmetric algebra concentrated in degree zero and F is a
connected strict exponential functor:
E ≃ S ⊗ F (1) .
Proof. By lemma 3.1, E decomposes as a tensor product E0 ⊗E′ where E′
is connected. By definition of symmetric powers E0 = S. Moreover, the
symmetric groups Sd have no cohomology for d < p by Maschke’s theorem,
hence E′ is zero in weights d < p, so that E′ ≃ F (1) by theorem 3.7. 
Now we compute E explicitly. By theorem 4.2, it suffices to compute the
connected strict exponential functor F (1). We use the following method.
(1) We prove an isomorphism of graded k-algebras F (1)(k) ≃ H∗(S∞,k).
(2) The homology of the infinite symmetric group is well-known [36].
Since it is a free graded commutative algebra, theorem 3.8 yields an
isomorphism of strict exponential functors F (1) ≃ S±(QF
(1)).
(3) Finally, we use the explicit computation of [36] and the classification
of additive strict analytic functors to compute QF (1).
We obtain the following result.
Theorem 4.3. There is an isomorphism of strict exponential functors
F (1) ≃
⊗
k≥1
S±(Nk ⊗ I
(k))
where the graded vector spaces Nk have a basis given by the homogeneous
elements a(j1,...,jk) of degree j1+ · · ·+ jk, indexed by the k-tuples (j1, . . . , jk)
of positive integers satisfying the following three conditions:
20 A. TOUZE´
(1) the jℓ are congruent to 0 or −1 modulo 2(p − 1),
(2) j1 ≤ pj2, . . . , jk−1 ≤ pjk,
(3) j1 > (p− 1)(j2 + · · ·+ jk).
Proof. First, we notice that the Sd-module k
⊗d is isomorphic to the trivial
Sd-module k. Hence the graded k-algebra E(k) is nothing but the homol-
ogy of symmetric groups with trivial coefficients. Theorem 4.2 yields an
isomorphism of graded k-algebras, where t is placed in degree zero:
E(k) ≃ k[t]⊗ F (1)(k) .
Thus if we quotient by the ideal generated by 1−t we obtain an isomorphism
of graded k-algebras
E(k)/〈1 − t〉 ≃ F (1)(k) . (∗)
On the other hand, t is the basis of S1(k) = H0(S1,k), hence multiplication
by t, considered as a morphism from H∗(Sd,k) to H∗(Sd+1,k) equals the
morphism induced by the standard inclusion Sd = Sd ×S1 ⊂ Sd+1. so we
have another isomorphism of graded k-algebras
E(k)/〈1 − t〉 ≃ colim
d
H∗(Sd,k) = H∗(S∞,k) (∗∗)
where the product on H∗(S∞,k) is induced by the products Hi(Sd,k) ⊗
Hj(Se,k) → Hi+j(Sd+e,k). Now [36, Thm 7.1] asserts that H∗(S∞,k) is
a connected free graded commutative algebra (the results of [36] are stated
for k = Fp, but they hold for all k by the universal coefficient theorem).
Hence F (1)(k) is also free by the isomorphisms (∗) and (∗∗), hence theorem
3.8 yields an isomorphism of strict exponential functors:
F (1) ≃ S±(Q(F
(1))) = S±(QF )
(1) .
It remains to identify the additive graded strict polynomial functor QF (1).
By lemma 3.6, QE is the biggest additive quotient of E, and by the classi-
fication of additive strict analytic functors (section 2.1.2), it has the form
QE =
⊕
k≥0
Mk ⊗ I
(k)
where theMk are the graded vector spaces such thatMk⊗I
(k) is the biggest
additive quotient of wpkE(V ) = H∗(Spk , V
⊗pk). Since E ≃ S ⊗ F (1) we get
QF (1) =
⊕
k≥1
Mk ⊗ I
(k) .
Thus, to finish the proof, we have to show that each Mk is isomorphic to the
Nk described in theorem 4.3. Since the Mk are finite dimensional in each
degree (they are quotients of H∗(Spk ,k)), this is equivalent to find for each
positive k an isomorphism of graded vector spaces:⊕
1≤i≤k
Ni ≃
⊕
1≤i≤k
Mi . (†)
Let Fd be the image of the canonical mapH∗(Sd,k)→ H∗(S∞,k) (by [36,
Prop 7.3] this map is injective, so Fd is actually isomorphic to H∗(Sd,k)).
The Fd, d ≥ 0, yield an exhaustive filtration of H∗(S∞,k). Similarly, we
define an exhaustive filtration F ′d, d ≥ 0 of E(k)/〈1− t〉 by letting F
′
d be the
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image of the composite map (the first map is the inclusion provided by the
definition of E, the second map is the projection onto the quotient):
H∗(Sd,k) →֒ E(k)։ E(k)/〈1 − t〉 .
Then the isomorphism (∗∗) sends F ′d isomorphically onto Fd (in particular
the composite map H∗(Sd,k)→ E(k) is injective). Thus, the isomorphisms
(†) will be induced by the isomorphism (∗∗), provided we can prove that
(i) the graded vector space
⊕
1≤i≤kNi is isomorphic to the image of Fpk
by the canonical map H∗(S∞,k)→ QH∗(S∞,k), and
(ii) the graded vector space
⊕
1≤i≤kMi is isomorphic to the image of
F ′
pk
by the canonical map E(k)/〈1 − t〉 → Q (E(k)/〈1 − t〉).
By [36, Thm 7.1], there is an isomorphism of graded k-algebras
H∗(S∞,k) ≃
⊗
k≥1
S±(Nk) .
Moreover, if we define a bigrading on H∗(S∞,k) by letting the elements of
Nk have a second degree p
k, then each Fd identifies with the vector space
spanned by the homogeneous elements of second degree less or equal to d.
Statement (i) easily follows from this description. In order to prove (ii), we
choose sections of the defining maps H∗(Spk ,k) ։ Mk, i.e. we view each
Mk as a subspace of H∗(Spk ,k) ⊂ E(k). Now the subspace t ·H∗(Spk−1,k)
of E(k) consists of decomposable elements, hence it intersects Mk trivially.
Thus, in the quotient E(k)/〈1 − t〉, Mk is a subspace of F
′
pk
intersecting
trivially F ′
pk−1
. Statement (ii) follows. 
5. Ordinary exponential functors and Hopf algebras
We now return to the general setting for ordinary functors: k is a com-
mutative ring, V is a small additive category and F = Fct(V,Modk).
Since k is not a field, the category of graded bicommutative Hopf algebras
over k is not abelian anymore. However, it is still an additive category (the
categorical (co)product is the tensor product) with all colimits (the formulas
for (infinite) coproducts and cokernels hold over an arbitrary commutative
ring k). Just as in lemma 3.1, the structure of graded bicommutative Hopf
k-algebras has the following consequence.
Lemma 5.1. The category F −Expc is additive and cocomplete. In partic-
ular, it has split idempotents. Hence any exponential functor E decomposes
as a tensor product E ≃ E0 ⊗ E′ where E′ is connected.
The category F −H of functorial graded bicommutative Hopf k-algebras
identifies with the category Fct(V,H) of functors with domain V and codomain
H. ButH is an additive category whose categorical (co)product is the tensor
product. Thus, lemma 2.11 can be reformulated by saying that an ordinary
exponential functor E is a functorial Hopf algebra such that the canonical
morphism E(V ) ⊗ E(W ) → E(V ⊕W ) is an isomorphism. Note that this
morphism is a isomorphism of graded bicommutative Hopf algebras, since
E(V ⊕W ) is a graded bicommutative. So we obtain the following result.
Lemma 5.2. The category F − Expc is equivalent to Fctadd(V,H).
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Recall that if R is a ring, R−H stands for the category of R-modules inH,
whose objects are graded bicommutative Hopf k-algebras H equiped with a
ring morphism φ : R→ EndH(H), and whose morphisms are morphisms of
Hopf algebras commuting with the actions of R. If V = PR, the classification
of additive functors given by the Eilenberg-Watts theorem (fact C.9) yields
the following result.
Theorem 5.3. Let R be a ring, let k be a commutative ring, and let F =
Fct(PR,Modk). Then evaluation on R yields an equivalence of categories
ordΘ : F − Expc
≃
−−→ R−H
E 7→ E(R)
.
Example 5.4 (Algebraic groups). If R = Z, theorem 5.3 says that the
category of ungraded exponential functors with source PR and target Modk
is antiequivalent to the category of affine commutative group schemes over
k. If R = Fq, then it is antiequivalent to the category of affine commutative
group schemes over k, equipped with an action of Fq. Such objects naturally
appear in algebraic geometry, they include affine Shtukas, see e.g. [40].
Though the proof of theorem 5.3 is elementary, it has many concrete
applications. In the rest of the section, we give a few immediate applications,
others will be given in sections 5 and 9. The first corollary shows that the
hypothesis in theorem 3.8 that R has characteristic p is necessary.
Corollary 5.5. Assume that R = Z, and k is a field of positive charac-
teristic p. There exists an ordinary exponential functor E with domain PZ
and codomain Modk which is connected and such that E(V ) is a free graded
commutative algebra, but which is not isomorphic to S±(QE).
Proof. It suffices to find a Hopf algebra which is connected, free as a graded
k-algebra, but not primitively generated. A well known example is the Hopf
algebra representing the group scheme of Witt vectors, see e.g. [46, 3.1]. 
Next corollary shows that the hypothesis on the homological dimension
of Fadd in theorem 3.8 is necessary.
Corollary 5.6. Let R = Fp[t]/〈t
p − 1〉, and let k be a field of positive
characteristic p. There exists a connected ordinary exponential functor E
with domain PR and codomain Modk which is not of the form S±(A) for
any additive functor A, but such that the graded Hopf k-algebra E(R) is a
polynomial algebra on primitive generators (hence the graded Hopf k-algebra
E(V ) is a polynomial algebra on primitive generators for all V ).
Proof. We first claim that if (E,E′) is a pair of ordinary exponential functors
satisfying the following three conditions, there is no graded additive functor
B such that E′ ≃ S±(B).
(i) E(R) and E′(R) are not isomorphic as R-Hopf modules,
(ii) QE(R) and QE′(R) are isomorphic as R− k-bimodules,
(iii) E is isomorphic to S±(A) for some graded additive functor A.
Indeed, by (ii) and the Eilenberg-Watts classification of additive functors,
QE and QE′ are isomorphic. If E′ was of the form S±(B), then by (iii) E
and E′ would be isomorphic, which would contradict (i) by theorem 5.3.
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We are now ready to construct our counter-example. Let H = k[x, y]
with x and y primitive of degrees 2 and 2p. We are going to construct a pair
(E,E′) satisfying the three conditions above and such that E(R) = H =
E′(R). Then by the claim above, E′ will be the sought-after counterexample.
Construction of E: there is a unique ring morphismR→ k, and we con-
sider the ordinary exponential functor (here the brackets indicate in which
degree the copies of the additive functor V 7→ V ⊗R k are placed):
E(V ) = S(V ⊗R k[2]⊕ V ⊗R k[2p]) .
Then E(R) = H, and the R-module structure on H is the unique ring
morphism φ : R→ EndH(H) which factors through Fp. The ring morphism
ψ : R→ Endk(QH) is the unique ring map factoring through Fp.
Construction of E′: let α : H → H be the unique morphism of graded
Hopf algebras such that α(x) = x and α(y) = y+xp. We note that α◦· · ·◦α
(p-times) is equal to the identity. Thus the ring map Fp[t] → EndH(H)
sending t to α induces an injective ring map
φ′ : R →֒ EndH(H) .
Note that Qα = IdQH , hence Q ◦ φ
′ = ψ′ is the unique ring map factoring
through Fp, that is ψ
′ = ψ. 
Finally we mention an elementary application to self-duality. For all R-
modules V , we let V ◦ := HomR(R,R). Similarly we let W
∗ = Homk(W,k).
If E is an exponential functor with source PR values in finitely generated
projective k-modules, we define its dual E♯ by
E♯(V ) := E(V ◦)∗ .
We say that E is self-dual if there is an isomorphism of exponential functors
E ≃ E♯. If R = Z/nZ, then R−H identifies with the full subcategory of H
supported by the Hopf algebras whose endomorphism ring has characteristic
n. Thus, to check that E is self-dual, it suffices to check that the Hopf
algebra E(k) ∈ H is self-dual. We illustrate this by two examples.
Example 5.7. Let k be an algebraically closed field and let R = Z/ℓZ
with ℓ invertible in k. Then the group ring kZ/ℓZ is self-dual. Thus the
exponential functor E(V ) = kV is self-dual, as well as its tensor powers.
Hence the standard projectives Pn(V ) = k(V ⊕n) of the functor category
Fct(PZ/ℓZ,k) are also injective.
Example 5.8 (Morava K-theory of classifying spaces). Let k = Fp, p an
odd prime. Let K(n)∗ be the Z/2(p
n − 1)Z-graded n-th Morava K-theory
at p [43, Def 4.2]. For all spaces X and Y we have a canonical isomorphism
K(n)∗X ⊗K(n)∗Y → K(n)∗(X × Y ) .
Thus, if X is a symmetric monoidal functor from (V,⊕, 0) to the category
of spaces up to homotopy (hTop,×,pt), then E(V ) = K(n)∗X(V ) is an
exponential functor of the variable V ∈ V, with codomain Fp-vector spaces.
Let us take n = 2, V = PFp and X(V ) = BV , the classifying space of the
finite Fp-vector space V . The Hopf algebra E(Fp) is computed in [43, Thm
5.7]. It is the Hopf algebra of lemma 5.9 below, in particular it is self-dual.
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Thus E is self-dual. Such self-duality phenomena were first observed in [42].
Our proof has the advantage of being rather short.
Lemma 5.9. Let H be a Z/2(pn − 1)Z-graded bicommutative Hopf Fp-
algebra. Assume that the graded vector space H has a homogeneous basis
(a0, . . . , ap2−1), with deg ai = 2i, such that: ap generates the algebra H,
(ap)
p = a1, (a1)
p = 0, and for all m
∆(am) =
∑
0≤k≤m
ak ⊗ am−k .
Then there is an isomorphism of Hopf algebras H ≃ H∗ which multiplies
the degrees by p.
Proof. First, H is uniquely determined up to isomorphism. Indeed, a0 is the
only grouplike element of H so a0 = 1. Let y = ap. The surjective morphism
of algebras k[y]/yp
2
→ H is an isomorphism for dimension reasons. By
comparing ∆(ak) and ∆(a1)
k we prove by induction on k that ypk = ak1 =
k!ak, hence the comultiplication of H is given by:
∆(y) = y ⊗ 1 + 1⊗ y +
∑
1≤k≤p−1
1
k!(p − k)!
ypk ⊗ yp(p−k) .
Now we prove self-duality. By uniqueness of H, it suffices to find a basis
(bi) of H
∗ with deg bi = 2pi and such that the bi satisfy the same conditions
as the ai. Take (bi), 0 ≤ i ≤ p
2 − 1 be dual basis of the (yi), 0 ≤ i ≤ p2 − 1.
We have ∆(bm) =
∑
k,ℓ λk,ℓbk ⊗ bℓ with
λk,ℓ = 〈∆(bm), y
k ⊗ yℓ〉 = 〈bm, y
k+ℓ〉 = δm,k+ℓ .
Thus it remains to prove that (bp)
p = b1, (b1)
p = 0 and (bp)
p2−1 6= 0. For
degree reasons (bp)
p = λb1 with
λ = 〈(bp)
p, y〉 = 〈b⊗pp ,∆
p(y)〉 ,
hence λ is the coefficient of (yp)⊗k = a⊗k1 in ∆
p(y) = ∆p(ap), that is λ = 1.
Similarly, (b1)
p = 0bp = 0. Finally the coefficient of bp2−1 in (bp)
p2−1 is
(up to a nonzero scalar) the coefficient of a⊗p
2−1
1 in ∆
p2−1(ap2−1) hence it
is nonzero. 
6. Strict exponential functors and Hopf algebras
In this section F = Pω,k with k a field of positive characteristic p (strict
exponential functors are completely understood in characteristic zero by
lemma 3.3 and remark 3.4).
Our purpose is to establish a comparison theorem between the strict ex-
ponential functors E and the Hopf algebras E(k) with the same flavour as
theorem 5.3. If E is a strict exponential functor, then it has a weight decom-
position, hence E(k) is canonically equipped with a weight decomposition.
Moreover, by lemma 3.6 and the classification of additive strict analytic
functors, the primitives and the indecomposables of E, hence of E(k) are
concentrated in weights pr, r ≥ 0. Finally, the endomorphism ring of E,
hence of E(k) is an Fp-algebra by lemma 3.5. That is, E(k) is a strict Hopf
algebras according to the following definition.
ON THE STRUCTURE OF GRADED COMMUTATIVE EXPONENTIAL FUNTORS 25
Definition 6.1. Let k be a field of characteristic p > 0. A strict Hopf
algebra is a graded bicommutative Hopf k-algebra H, whose endomorphism
ring is an Fp-algebra, equipped with a weight decomposition in each degree:
H i =
⊕
k≥0
wkH
i
satisfying the following conditions.
(1) All the Hopf algebra operations preserve the weights, e.g. the mul-
tiplication restricts to maps wkH
i ⊗ wℓH
j → wk+ℓH
i+j .
(2) The unit and counit induce an isomorphism k ≃ w0H
0.
(3) The primitives and the indecomposables of H are concentrated in
weights pr, r ≥ 0.
We denote by strictH the category whose objects are the strict Hopf algebras,
and whose morphisms are the morphisms of graded Hopf algebras which
preserve the weight decompositions.
The main result of the section is the following analogue of theorem 5.3.
Theorem 6.2. Assume that k is a perfect field of positive characteristic.
Evaluation on k yields an equivalence of categories
strictΘ : Pω,k − Expc
≃
−−→ strictH
E 7→ E(k)
.
The remainder of the section is devoted to the proof of theorem 6.2. In
sections 6.1 and 6.2 the field k is an arbitrary field of positive characteristic
p. For section 6.3 we need to assume that k is perfect because we rely on the
theory of Dieudonne´ modules from [46] (recalled in appendix B) at exactly
one place, namely in the proof of lemma 6.15.
6.1. A categorical decomposition. Let k be an arbitrary field of positive
characteristic p. We let C be either Pω,k − Expc or
strictH. Thus C is an
abelian category with all colimits, by lemma 3.1 (the proof adapts without
change for strict Hopf algebras).
We use the following notations and terminology within section 6.1. If
C = Pω,k−Expc we let Fr,i be a copy of the Frobenius functor I
(r) placed in
degree i, and if C = strictH we let Fr,i be a k-vector space of dimension one,
placed in weight pr and in degree i. We denote by Sr,i, resp. Λr,i, resp. Tr,i,
the primitively generated symmetric algebra, resp. exterior algebra, resp.
p-th truncated polynomial algebra, on Fr,i:
Sr,i = S(Fr,i),
Λr,i = Λ(Fr,i),
Tr,i = coker
[
(1)S(Fr,i)
F
−→ S(Fr,i)
]
.
Here F is the Frobenius map, thus Ti,r is simply the quotient of S(Fr,i)
modulo the ideal generated by p-th powers. The objects Tr,i and Λr,i are
the only simple objects of C. Note that Tr,i = Λr,i in characteristic 2. If
p 6= 2 then for graded commutativity reasons Sr,i and Tr,i only make sense
when i is even, while Λr,i only makes sense when i is odd. Note also that for
X = S, T or Λ, we have (1)Xr,i ≃ Xr+1,pi. We say that an object of
strictH is
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finitely generated if its underlying k-algebra is finitely generated, and that
an object of Pω,k−Expc is finitely generated if the k-algebra E(V ) is finitely
generated for all V . (Since E(kn) ≃ E(k)⊗n, E is finitely generated if and
only if the algebra E(k) is finitely generated.)
The next lemma is a variant of the well-known fact that connected graded
bicommutative Hopf algebras over k yield a locally noetherian category [28].
Lemma 6.3. The category C is locally noetherian. Given an object E of C,
the following assertions are equivalent:
(1) E is noetherian,
(2) E is finitely generated,
(3) E has a finite composition series whose factors are Sr,i, Λr,i or Tr,i.
Proof. The proof is the same as in the classical case of the category H. Since
we know no reference for the classical proof, we provide some details.
We already know that C is a cocomplete abelian category. Filtrant colimits
are exact (use e.g. criterion given in [28, I.6, Prop. 6 c] and that this
criterion can be checked in the underlying category of k-vector spaces or of
strict analytic functors, where filtrant colimits are known to be exact).
Next we examine the noetherian objects of C. We first observe that any
object E of C has an exhaustive increasing filtration k = F0 ⊂ F1 ⊂ . . .
whose factors Fi/Fi−1 are primitively generated. (Take Fi the subobject
generated by the part of weight ≤ i of E, so that Fi/Fi−1 is generated by
the homogeneous part of weight i of QE). Now (1) holds if and only if the
filtration is finite and the Fi/Fi−1 are finitely generated. Similarly, (2) holds
if and only if the filtration is finite and the Fi/Fi−1 are noetherian. Similarly,
(3) holds if and only if the filtration is finite and the Fi/Fi−1 satisfy (3).
Thus it suffices to prove (1)⇒(2)⇒(3) when E is primitively generated, the
latter being easy.
It remains to prove that the objects of C are the union of their finitely
generated subobjects. First, any object of C is the union of its reflexive
subobjects (an object E is reflexive if for all k and i, wkE
i is finite. In the
case of H finite means a finite dimensional vector space, while in the case of
Pω,k−Expc, this means that wkE
i(V ) is a finite dimensional vector space for
all V ). This follows from [34, Prop 4.13], whose proof can be adapted to the
case of strict exponential functors (replace ‘an element x of least degree in
B−A’ by ‘a finite functor of least degree which is not contained in A’, and use
that a functorial Hopf subalgebra of a strict exponential functor is a strict
exponential functor by lemma 2.13). Now by considering indecomposables,
it is easy to see that any reflexive object E is the union of finitely generated
subobjects. 
Let N[p−1] ⊂ Q be the set of nonnegative rational numbers n/pr with
r ≥ 0 and n ∈ N. For all a ∈ N[p−1] we let C(a) be the full subcategory of
C supported by the objects E whose weight decomposition satisfy:
wkE
i = 0 if i 6= ak .
Thus, the weight decomposition of an object of C(a) is determined by its
grading and vice-versa. The categories C(a) are localizing subcategories of C,
ON THE STRUCTURE OF GRADED COMMUTATIVE EXPONENTIAL FUNTORS 27
i.e. stable under subobjects, quotients, extensions and colimits. Each object
Sr,i, Λr,i, or Tr,i belongs to only one of these categories, namely C(ip
−r).
The next proposition is an analogue in our context of the categorical
decomposition of [46, Section 2].
Proposition 6.4. Tensor products induce an equivalence of categories:∏
a∈N[p−1]
C(a) ≃ C .
Proof. Since C is locally noetherian, it suffices to prove that
i) there is no nontrivial homomorphism between a noetherian object
of C(a) and a noetherian object of C(b) if a 6= b, and
ii) any noetherian object of C can be uniquely written as a tensor prod-
uct of objects of C(a), for a finite number of a.
Condition i) is satisfied for weight and degree reasons. It remains to prove
ii). The description of noetherian objects in lemma 6.3 shows that ii) is
equivalent to:
iii) we have Ext1C(A,B) = 0 if A = Xr,i and B = Ys,j for i = ap
r, j = bps
and a 6= b, and X and Y stand for S, T or Λ.
Let us prove iii). Let B be an object of C(b) and let A be a primitively
generated object of C(a) with a 6= b. We observe that an extension
k→ B
ι
−→ E
π
−→ A→ k (∗)
splits as soon as the canonical map E → QA has a section s. Indeed, this
section s induces a morphism s : S±(QA) → E and we can consider the
commutative square (in which proj denotes the canonical projection):
B ⊗ S±(QA)
proj // //
ι⊗s

S±(QA)
π◦s

E
π // // A
.
The morphism ι⊗ s restricts to an identity map between B = ker proj and
B = ker π. Thus by the snake lemma the morphism proj restricts to an
isomorphism between ker(ι⊗s) and ker(π ◦s). Hence, ker(ι⊗s) is an object
of C(a), so the component of the map ker(ι⊗ s)→ B⊗S±(QA) with target
B is trivial. Thus E is isomorphic to B ⊗A.
If A = Λr,i, Sr,i or Tr,i, the homogeneous summand of weight p
r of (∗) is
a short exact sequence (of graded k-vector spaces or of graded functors):
0→
⊕
d≥0
wprB
d wpr ι−−−→
⊕
d≥0
wprE
d wprπ−−−→ Fr,i → 0 .
Since Fr,i = QA the canonical map E → QA has a section if and only if wprπ
has a section. But b 6= a, hence wprB
i = 0, hence wprπ is an isomorphism
between wprE
i and Fr,i. Thus the existence of the section is obvious. 
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6.2. Reduction of theorem 6.2 to the ungraded case. Evaluation on
k preserves the categorical decompositions of proposition 6.4, that is, the
functor strictΘ can be written as the product of its restrictions
strictΘ(a) : Pω,k − Expc(a)→
strictH(a) .
Lemma 6.5. If p is odd and a = np−r for an odd integer n, then strictΘ(a)
is an equivalence of categories.
Proof. The primitives of objects of Pω,k − Expc(a) and
strictH(a) are con-
centrated in odd degrees. Hence by lemma 3.2, strictΘ(a) is an equivalence
of categories if and only if P (strictΘ(a)) is an equivalence of categories. By
lemma 3.6, primitives are additive, thus, P (strictΘ(a)) is an equivalence of
categories by the classification of additive strict analytic functors. 
Let a ∈ N[p−1]. Then a can be written in a unique way as a = np−r with
r ∈ N, n ∈ N and n is prime to p if r > 0. If p is odd, we assume furthermore
that n is even. We define a regrading functor Ra as the composition where
µn multiplies all the degrees of an exponential functor by n:
Pω,k − Exp
0
c
−◦I(r)
−−−−→ Pω,k − Expc(p
−r)
µn
−→ Pω,k − Expc(a) .
Thus RaE = E
(r) as ungraded exponential functors, and the grading on
RaE is defined by placing each summand (wkE)
(r) in degree nk.
Lemma 6.6. The functor Ra is an equivalence of categories.
Proof. The functor −◦I(r) is an equivalence by theorem 3.7, and the functor
µn is an equivalence (whose inverse multiplies the degrees by
1
n). 
Similarly, if H is a strict Hopf algebra concentrated in degree zero, one
defines RaH as the same ungraded Hopf algebras as H, but in which the
weights and degrees are defined by wkpr(RaH)
nk = wkH. Then Ra clearly
defines an equivalence of categories:
strictH0
≃
−→ strictH(a) .
Moreover, we have a commutative diagram of categories:
Pω,k − Expc(a)
strictΘ(a) // strictH(a)
Pω,k − Exp
0
c
strictΘ0 //
≃ Ra
OO
strictH0
≃ Ra
OO
.
As a consequence:
Proposition 6.7. Theorem 6.2 holds if and only if strictΘ0 is an equivalence
of categories.
6.3. Proof of theorem 6.2. In this section we assume that k is perfect.
By proposition 6.7 we may restrict our attention to the category Pω,k −
Exp0c of strict exponential concentrated in degree zero, or equivalently of
ungraded strict exponential functors. So all our exponential functors are
commutative in the ungraded sense, and implicitly graded by the weight.
Since strictΘ0 commutes with colimits, it is an equivalence of categories as a
straightforward formal consequence of the following statement.
ON THE STRUCTURE OF GRADED COMMUTATIVE EXPONENTIAL FUNTORS 29
Proposition 6.8. There is a family of strict exponential functors Gn, n ≥ 0,
satisfying the following properties.
(1) For all strict exponential functors E and all n ≥ 0, evaluation on k
induces an isomorphism:
HomPω,k−Exp0c (Gn, E)
≃
−→ HomstrictH0(Gn(k), E(k)) .
(2) The Gn(k), n ≥ 0 form a generator of
strictH0.
(3) The Gn, n ≥ 0 form a generator of Pω,k − Exp
0
c .
The remainder of section 6.3 is devoted to the proof of proposition 6.8.
The first statement of proposition 6.8 is proved in lemma 6.14, the second
one in lemma 6.15 and the last one in lemma 6.16.
For n ≥ 0, we let Γn be the ungraded strict exponential functor obtained
as the kernel of the iterated Verschiebung Vn : Γ → (n)Γ. Equivalently Γn
is the functorial subalgebra of Γ generated by the subfunctor
⊕
d<pn Γ
d. In
particular, QΓn =
⊕
0≤r<n I
(r). If πn : Γ
pn → I(n) denotes the quotient
morphism (up to scalar multiplication πn is the unique nonzero-morphism
between these functors), then:
wiΓn = Γ
i for i < pn , and wpnΓn = kerπn .
We are now ready to construct the exponential functors Gn. We first
define a functorial commutative algebra An:
An(V ) = Γn(V )⊗ S(Γ
pn(V )) .
Thus wpnAn = wpnΓn ⊕ Γ
pn . We let Kp
n
be the kernel of the morphism
ιn + IdΓpn : wnΓn ⊕ Γ
pn −→ Γp
n
.
where ιn refers to the inclusion of wpnΓn into wpnΓ = Γ
pn . Thus Kp
n
is a subfunctor of wpnAn, abstractly isomorphic to wpnΓn. We define the
functorial algebra Gn as the quotient of An by the ideal generated by K
pn .
Lemma 6.9. For all n ≥ 0, Gn is an exponential functor.
Proof. Given a functorial algebra A, we let ψA : A(V ) ⊗ A(W ) → A(V ⊕
W ) be the composite map of lemma 2.4(A2). We have to show ψA is an
isomorphism if A = Gn. The exponential isomorphisms of S, Γn and Γ
induce an isomorphism of algebras, natural with respect to V and W ,
φ : An(V ⊕W ) ≃ An(V )⊗An(W )⊗ S(F (V,W )) ,
where F (V,W ) =
⊕
0<i<pn Γ
i(V )⊗ Γp
n−i(W ). One readily checks that the
ideal generated by Kp
n
(V ⊕W ) is sent by φ onto the ideal generated by
(Kp
n
(V )⊗ k⊗ k) ⊕ (k⊗Kp
n
(W )⊗ k) ⊕ (k⊗ k⊗ F (V,W )) .
Moreover φ◦ψAn = IdAn(V )⊗IdAn(W )⊗η, where η is the unit of S(F (V,W ).
Thus, ψAn induces an isomorphism ψGn on the quotient algebras. 
The next lemma is trivial, but it is interesting since it shows that checking
exactness of sequences of exponential functors can be done from the algebra
structure of E′(k), E(k) and E′′(k) only.
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Lemma 6.10. Let f : E′ → E and g : E → E′′ be two morphisms of
exponential functors. Then
k→ E′
f
−→ E
g
−→ E′′ → k
is a short exact sequence of exponential functors if and only if fk : E
′(k)→
E(k) is injective, gk : E(k) → E
′′(k) is surjective, gk ◦ fk = ηǫ, and the
canonical map k⊗E′(k) E(k)→ E
′′(k) is an isomorphism.
Lemma 6.11. For all n ≥ 0, there is a non-split exact sequence:
k→ Γn → Gn → S
(n) → k .
Proof. Note that wnGn = Γ
pn and wnS
(n) = I(n). But
HomPω,k(I
(n),Γp
n
) ⊂ HomPω,k(I
(n),⊗p
n
) ⊂ HomFct(Pk,Modk)(I
(n),⊗p
n
)
and the latter is zero by Pirshvili’s vanishing lemma C.4. So there is no
injective morphism S(n) → Gn, hence an exact sequence as in lemma 6.11
cannot be split. Now we construct the exact sequence. From the definition
of the functorial algebra An as a tensor product, we have a morphism of
functorial algebras Γn → An. Similarly, by using the morphisms of functorial
algebras Γn → k and S(πn) : S(Γ
pn) → S(n), we define a morphism of
functorial algebras An → S
(n). These two morphisms induce morphisms of
functorial algebras (hence of exponential functors by lemma 2.11) f : Γn →
Gn and g : Gn → S
(n). Since Kp
r
(k) = 0, the quotient map An(k)→ Gn(k)
is an isomorphism. Thus, we have an isomorphism of algebras Gn(k) =
Γn(k) ⊗ S(Γ
pr(k)) = Γn(k) ⊗ S
(n)(k). In particular, one easily sees that f
and g satisfy the conditions of lemma 6.10. 
Lemma 6.12. For all n ≥ 0, there is a short exact sequence:
k→ S(n+1) → Gn → Γn+1 → k .
Proof. By tensoring the inclusion of functorial algebras Γn →֒ Γn+1 and the
morphism of functorial algebras S(Γp
n
)→ Γn+1 induced by the identity map
Γp
n =
−→ wnΓn+1, we obtain a morphism of functorial algebras An → Γn+1,
which induces a morphism g : Gn → Γn+1. By tensoring the inclusion
of functorial algebras S(1)(Γp
n
) →֒ S(Γp
n
) (induced by the monomorphism
I(1)(Γp
n
) →֒ Sp(Γp
n
)) and the unit of Γn, we get an inclusion of functorial
algebras S(1)(Γp
n
)→ An. Since S
(1)(Γp
n
) is the symmetric algebra on the p-
th powers of Γp
n
, The quotient map An → Gn sends I
(1)(ker πn) ⊂ I
(1)(Γp
n
)
to zero. Hence we obtain a morphism of functorial algebras f : S(n+1) → Gn.
But Gn(k) = Γn(k) ⊗ S(n)(k), fk is induced by the canonical inclusion of
S(n+1)(k) into S(n)(k), and gk is the quotient Γn(k) ⊗ S
(n)(k) → Γn(k) ⊗
T (n)(k) ≃ Γn+1(k), where T denotes the p-truncated symmetric powers.
Thus f and g clearly satisfy the conditions of lemma 6.10. 
Lemma 6.13. For all ungraded strict exponential functors E, and for all
n ≥ 0, the map induced by evaluation on k:
Exti
Pω,k−Exp
0
c
(S(n), E)→ ExtistrictH0(S
(n)(k), E(k))
is an isomorphism if i = 0 and is injective if i = 1.
ON THE STRUCTURE OF GRADED COMMUTATIVE EXPONENTIAL FUNTORS 31
Proof. We have commutative diagram in which the two horizontal isomor-
phisms are provided by the universal property of the symmetric algebra and
thetwo vertical morphisms are given by evaluation on k. By lemma 3.6, PE
is additive. Hence by the classification of additive strict analytic functors
(see section 2.1.2) the vertical map on the right is an isomorphism (the cat-
egory Vectω,k refers to the category of vector spaces graded by the weights
and concentrated in degrees pr for r ≥ 0).
HomPω,k−Exp0c (S
(n), E)

≃ // HomPω,k(I
(n), PE)
≃

HomstrictH0(S
(n)(k), E(k))
≃ // HomVectω,k(I
(n)(k), PE(k))
.
For the injectivity in degree one, we have to prove that if an exact sequence
k → E → E′
π
−→ S(n) → k is split after evaluation on k, then it is split.
But a splitting after evaluation on k is equivalent to the existence of a map
f : S(n)(k) → E′(k) such that πkf = Id. By the isomorphism statement in
degree i = 0, f must be of the form f = gk for some g : S
(n) → E′ and we
must have π ◦ g = Id. 
Lemma 6.14. For all strict exponential functors E and all n ≥ 0, evalua-
tion on k induces an isomorphism:
HomPω,k−Exp0c (Gn, E)
≃
−→ HomstrictH0(Gn(k), E(k)) .
Proof. We proceed by induction on n. For n = 0, G0 = S and the iso-
morphism is given by lemma 6.13. We now assume that the isomorphism
holds for Gn for a given n. For all exact sequences of strict exponential
functors F := k → F ′ → F → F ′′ → k, there is a comparison ladder
from the Ext∗
Pω,k−Exp
0
c
(−, E)-long exact sequence associated to F and the
Ext∗strictH0(−, E(k))-long exact sequence associated to F(k), in which the
vertical morphisms are given by evaluation on k. By inspecting the lad-
der associated to the exact sequence of lemma 6.12, we obtain (using the
induction hypothesis and lemma 6.13) an isomorphism
HomPω,k−Exp0c (Γn+1, E) ≃ HomstrictH0(Γn+1(k), E(k)) .
Then by inspecting the ladder associated to the exact sequence of lemma
6.11 (using the isomorphism for Γn+1 just obtained and lemma 6.13) we
obtain that the isomorphism of lemma 6.14 holds for Gn+1. 
Lemma 6.15. The Gn(k), n ≥ 0, form a generator of
strictH0.
Proof. We first make the elementary observation that there is an equiva-
lence of categories between strictH0 and the category H′1 of appendix B: the
equivalence is given by doubling the weights of strict Hopf algebras and call-
ing them degrees. In particular, by fact B.9 for all n ≥ 0, there is (up to
isomorphism) a unique strict Hopf algebra Hn which fits into a non-split
short exact sequence of strict Hopf algebras
k→ Γn(k)→ Hn → S
(n)(k)→ k ,
and the Hn, n ≥ 0, generate
strictH0. Now the non-split exact sequence of
lemma 6.11, together with lemma 6.13, imply that Gn(k) = Hn. 
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Lemma 6.16. The Gn, n ≥ 0, form a generator of Pω,k − Exp
0
c .
Proof. By lemma 6.16, for all objects E of F − Exp0c we can find a strict
exponential functor G which is a tensor product of the Gn, and an epimor-
phism of Hopf algebras g : G(k)→ E(k). By lemma 6.14 there is a (unique)
morphism of strict exponential functors f : G→ E such that fk = g. Since
fkn = (fk)
⊗n, f is an epimorphism. 
7. Application to functor homology and higher torsion groups
In this section, we apply our results on strict exponential functors to
obtain somefunctor homology computations, which generalize the computa-
tions of [49] over a field k. Let us first recall the context of these computa-
tions. Given two strict analytic functors F and G, homogeneous of weight
d, we denote by Ext∗(F,G) the Ext with parameter:
Ext∗(F,G)(V ) = Ext∗Pd,k(F,GV )
where GV (U) = G(V ⊗ U). The internal Ext is a strict analytic functor
homogeneous of weight d [49, section 4]. An important motivation for com-
puting such Ext with parameters is that they come an imput in a formula
computing Ext∗Pdpr,k(F
(r), G(r)). The latter Ext-groups appear in several
fundamental problems related to the cohomology of algebraic groups and
finite groups of Lie type, see [52] for a survey of the subject.
Let E be a strict exponential functor concentrated in degree zero. We
define4 a functorial graded commutative algebras E(S,E), E(Λ, E) by
wkE(S,E)
i = Exti(Sk, wkE) , wkE(Λ, E)
i = Exti−k(Λk, wkE)
and by letting the product • be the convolution product, up to a sign for
E(Λ, E). To be more specific, if X = S or Λ, we require that the following
diagram (in which the vertical map is the cross product of extensions, defined
by deriving the tensor product)
Exti(Xk, wkE)⊗ Ext
j(Xℓ, wℓE)
⊗

• // Exti+j(Xk+ℓ, wk+ℓE)
Exti+j(Xk ⊗Xℓ, wkE ⊗ wℓE)
Exti+j(∆X ,µE)
66
commutes if X = S, and that is commutes up to a sign (−1)iℓ+kℓ if X = Λ.
By [49, Prop 5.8], E(X,E) is a strict exponential functor. These strict
exponential functors were computed in [49] for E = Γ, they were the com-
putations which could not be achieved in [26]. In the next results, we go
far beyond: we compute them for an arbitary E. Let S(r) be the symmet-
ric algebra on a copy of I(r), placed in degree zero, and we let S
(r)
n be the
quotient of S(r) by the ideal of pn-th powers.
Theorem 7.1. Let k be a perfect field of positive characteristic. Let X be
either S or Λ. Let E be a strict exponential functor over k. Assume that E
4The definition of E(Λ, E) is not the same as in [49]: the grading and the signs in
the product have been modified. This new definition ensures that the resulting algebra is
graded commutative, and that the results of the computations are easier to read.
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is concentrated in degree zero, and that for all k and all V , the vector space
wkE(V ) has finite dimension. The following holds.
(1) (Borel Theorem) There is a family of strict exponential functors Eα
of the form S(rα) or S
(rα)
nα , and an isomorphism of algebras preserving
the weights E(k) ≃
⊗
αEα(k).
(2) There is an isomorphism of strict exponential functors:
E(X,E) ≃
⊗
α
E(X,Eα) .
In view of theorem 7.1, a large number of explicit Ext-computations can
now be deduced from the following small number of computations.
Theorem 7.2. Let k be a (non necessaily perfect) field of positive charac-
teristic p, let r be a nonnegative integer and let n be a positive integer. If
p = 2, there are isomorphisms of strict exponential functors:
E(Λ, S(r)) ≃ Λ(Gr,2pr−1) ,
E(Λ, S(r)n ) ≃
{
Γ(Gr,2pr−1) if n = 1,
Λ(Gr,2pr−1)⊗ Γ(Gr+n,2pr+n−2) if n > 1,
E(S, S(r)) ≃ Γ(Gr,2pr−2) ,
E(S, S(r)n ) ≃

⊗
k≥0
Γ(Gr+k,2pr+k−pk) if n = 1,
Γ(Gr,2pr−2)⊗
⊗
k≥0
Γ(Gr+k,2pr+n+k−2pk) if n > 1.
If p > 2 there are isomorphisms of strict exponential functors:
E(Λ, S(r)) ≃ Λ(Gr,2pr−1) ,
E(Λ, S(r)n ) ≃ Λ(Gr,2pr−1)⊗ Γ(Gr+n,2pr+n−2) ,
E(S, S(r)) ≃ Γ(Gr,2pr−2) ,
E(S, S(r)n ) ≃ Γ(Gr,2pr−2)⊗
⊗
k≥0
Λ(Gr+n+k,2pr+n+k−2pk−1)
⊗
⊗
k≥0
Γ(Gr+n+k+1,2pr+n+k+1−2pk−2) .
In these formulas, each Gs,i refers to a copy of I
(s) placed in degree i. Thus
if we let ǫ = 0 for X = Γ and ǫ = 1 for X = Λ, we have:
Gs,i ⊂ wpsE(X,E
(r))i = Exti−ǫp
s
(Xp
s
, Ep
s−r (r)) .
The remainder of section 7 is devoted to the proof of theorems 7.1 and
7.2. In section 7.1, we first show that (higher) torsion groups of (strict)
exponential functors yield examples of (strict) exponential functors. Then
in section 7.2 we explain how to combine theorem 6.2 with classical compu-
tations in order to compute these higher torsion groups. We then translate
these higher Tor computations into functor homology computations by using
a result of [49].
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7.1. Higher torsion groups and exponential functors. Let k be a field,
and F = Fct(V,k) or Pω,k. If A and B are two graded k-algebras and MA,
MB , AN and BN are graded modules over A and B (the index indicates
which algebra acts on which side), there is a canonical isomorphism of graded
k-vector spaces (as usual, unadorned tensor products are taken over k):
φ : TorA(MA,AN)⊗ Tor
B(MB ,BN)
≃
−→ TorA⊗B(MA ⊗MB,AN ⊗ BN) .
Here we use the definition of Tor as in the theory of DGAs, see e.g. [35] or
[24, Chap 20]. If A, MA and AN are ungraded (equivalently concentrated
in degree zero) this is just the usual Tor. If A1 ← A→ A2 are morphisms of
graded commutative k-algebras, then TorA(A1, A2) is a graded commutative
algebra, with product given by the composition
TorA(A1, A2)
⊗2 φ−→
≃
TorA
⊗2
(A⊗21 , A
⊗2
2 )→ Tor
A(A1, A2) ,
the last morphism being induced by the morphisms of graded algebras
A⊗2 → A, A⊗21 → A1 and A
⊗2
2 → A2 given by the multiplications. Ap-
plying this construction to exponential functors, we get the next result.
Proposition 7.3. Let E1 ← E → E2 be two morphisms of exponential func-
tors. Then TorE(V )(E1(V ), E2(V )) is an exponential functor of the variable
V .
Proof. Let T (V ) = TorE(V )(E1(V ), E2(V )). By functoriality of Tor and of
the canonical morphism φ, the composition
T (V )⊗ T (W )
T (ιV )⊗T (ιW )
−−−−−−−−→ T (V ⊕W )⊗2
mult
−−−→ T (V ⊕W )
equals the composition:
T (V )⊗ T (W )
φ
−→ TorE(V )⊗E(W )(E1(V )⊗ E1(W ), E2(V )⊗ E2(W )
→ TorE(V⊕W )(E1(V ⊕W ), E2(V ⊕W ))
where the last map is induced by the exponential isomorphisms of E, E1
and E2. Hence the graded commutative algebra T is an exponential functor
by lemma 2.4. 
The graded commutative algebras TorA(k,k) can be computed by reduced
bar constructions. We refer the reader to [24, Chap 19] and [32, X.12] for
full details on reduced bar constructions, we simply recall here the main
properties. Given a commutative differential graded augmented (CDGA)
algebra A, the reduced bar construction BA is a commutative differential
graded Hopf (CDGH) algebra. The product on BA is constructed in a way
similar to the product on Tor, namely there is a canonical comparison map
(which is a morphism lifting φ to the chain level)
φ : B(A1)⊗B(A2)→ B(A1 ⊗A2)
and the product is induced by φ and the morphism of CDGA-algebras
A⊗2 → A given by the multiplication of A. The coproduct is the decon-
catenation product. (To see that the product and coproduct yield a Hopf
algebra structure, use that as a graded k-module BA is the tensor alge-
bra on the augmentation ideal of A. The product is also described as the
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shuffle product [32, X Thm 12.2], hence if we ignore its differential, BA is
simply the shuffle Hopf algebra). Now since BA is itself a CDGA-algebra,
this construction can be iterated: we let B
0
A = A and for j ≥ 1 we let
B
j
A = B(B
j−1
A). We denote the homology of B
j
A by TorA[j](k,k). This
is a graded commutative Hopf algebra, natural with respect to the CDGA-
algebra A. We have the following higher version proposition 7.3.
Proposition 7.4. Let E be an exponential functor. For all i > 0, the graded
Hopf algebra Tor
E(V )
[j] (k,k) is an exponential functor of the variable V .
Proof. Condition (a) of lemma 2.11 is satisfied. The proof is the similar to
that of proposition 7.3, but relies on (iterated) uses of φ instead of φ. 
Propositions 7.3 and 7.4 have many variants. For example, in Tor can
be replaced by Cotor and reduced bar constructions by cobar constructions.
There are also analogues for Ext, for cyclic bar constructions, etc, with
analogous proofs. We leave this to the reader. Our focus on reduced bar
constructions is motivated by the application to functor homology. In view
of this application, we need an additional property of bar constructions
relative to (possibliy infinite) tensor products of CDGA-algebras.
Lemma 7.5. If there is a decomposition of a CDGA-algebra A as a tensor
product A =
⊗
αAα then for all positive j, there is a quasi-isomorphism of
CDGH-algebras ⊗
α
B
j
Aα → B
j
A .
If A and the Aα have an additional grading by weights (such that products
and differentials preserve the weights), and if the tensor product decomposi-
tion preserves the weights, then the bar constructions have a canonical addi-
tional grading by weights, and the quasi-isomorphism preserves the weights.
Proof. It suffices to prove the result for j = 1, the general result then follows
by an easy induction on j. If j = 1 and A = A1⊗A2, then a suitable quasi-
isomorphism is provided by the comparison map. Indeed by functoriality,
the comparison map equals the composition
BA1 ⊗BA2 → B(A1 ⊗A2)
⊗2 mult−−−→ B(A1 ⊗A2)
where the first map is provided by inclusions of A1 and A2 in A1 ⊗ A2.
Both maps are morphisms of CDGH-algebras, hence the comparison map
is a morphism of CDGH-algebras. It preserves the weights if all algebras
have an additional grading by weights. Furthermore the comparison map
is known to be a quasi-isomorphism. By iterating this, we obtain suitable
quasi-isomorphism for finite tensor products. Taking colimits with respect to
finite tensor subproducts yield the result for arbitrary tensor products. 
7.2. Some explicit higher Tor computations. Now we specialize to F =
Pω,k and k is a perfect field of positive characteristic p.
Theorem 7.6. Let E,Eα be strict exponential functors over a perfect field
k of positive characteristic. Each isomorphism of graded algebras E(k) ≃
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αEα(k) preserving the weights induces isomorphisms of strict exponential
functors for j > 0:
TorE[j](k,k) ≃
⊗
α
TorEα[j] (k,k) .
Proof. Lemma 7.5 shows that the two sides of the asserted isomorphism
are are isomorphic as strict Hopf algebras after evaluation on k. Hence the
result follows from theorem 6.2. 
In the next statements, for all nonnegative integers i, r, we let Fr,i be
a copy of I(r) placed in degree i, and for all positive n we let Sn(Fr,i) be
the quotient of S(Fr,i) by the ideal of p
n-th powers. In order that our
exponential functors are graded commutative as usual, we always implicitly
impose that i is even if p is odd in the sequel. Similarly, when considering
Λ(Fr,i) we implicitly impose that i is odd if p is odd.
Proposition 7.7. Let E be a strict exponential functor over a field per-
fect k of positive characteristic p such that each homogeneous component
wkE
i(k) is finite dimensional. Then there is an isomorphism of graded al-
gebras E(k) ≃
⊗
αEα(k) preserving the weights, where each Eα is a strict
exponential functor of the form S(Fr,i), Sn(Fr,i) or Λ(Fr,i) for some non-
negative integers r, i depending on α.
Proof. By proposition 6.4, we reduce ourselves to the case where there is
an a such wkE
i(k) = 0 for i 6= ak. Thus we may simply consider E(k)
as a connected graded algebra, with grading given by the weights. The
decomposition is then provided by the theorem of Borel [34, Thm 7.11]. 
Proposition 7.7 and theorem 7.6 essentially reduce higher Tor computa-
tions of strict exponential functors to those of Sn(Fr,i), S(Fr,i), and Λ(Fi,r)
over a perfect field of characteristic p. In the rest of section 7.2, we explain
how to compute them. The approach is as follows. The results as graded
algebras are classical computations. Our task is to compute the weights in
addition. Then theorem 6.2 yields computations of strict exponential func-
tors. As we use theorem 6.2 to recover functoriality, we need to assume that
k is perfect when doing the computations. However, the computations will
hold over any field by base change (see remark 7.12).
Proposition 7.8. Let r, i be nonnegative integers, and let n be a positive
integer. Then
TorS(Fr,i)(k,k) = Λ(Fr,i+1),
TorΛ(Fr,i)(k,k) = Γ(Fr,i+1),
TorSn(Fr,i)(k,k) = Λ(Fr,i+1)⊗ Γ(Fr+n,pn−1i+2) if p is odd or if n > 2.
Proof. It sufices to do the computations for r = 0, the case r > 0 fol-
lows directly by precomposing by I(r) the equalities obtained for r = 0.
The first two computations are already explained in [49, Section 7.2], they
are simple consequences of the theory of Koszul duality of algebras, so
we concentrate on the last computation, which is the difficult part. Let
Tn,i = Tor
Sn(F0,i)(k,k).
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We first compute Tn,0. Recall [22, 3.2] the computation of the cohomology
algebra of G = Z/pnZ with coefficients in k. If p is odd, or if n ≥ 2:
H∗(G) ≃ S(H2(G)) ⊗ Λ(H1(G)) .
This is actually an isomorphism of primitively generated Hopf algebras (the
comultiplication on on H∗(G) is the map H∗(+G) : H
∗(G)→ H∗(G×G) ≃
H∗(G)⊗2). Dually, there is an isomorphism of graded Hopf algebras:
TorkG(k,k) = H∗(G) ≃ Λ(H1(G))⊗ Γ(H2(G)) .
The isomorphism of algebras kG ≃ k[x]/xp
n
then implies that there is an
isomorphism of graded Hopf algebras:
Tn,0(k) ≃ Λ(k[1]) ⊗ Γ(k[2]) . (∗)
By theorem 6.2, in order to compute Tn,0 it remains to show that the
homogeneous summand of degree 1, resp. 2, of Tn,0(k) has weight 1, resp.
pn. Let In be the augmentation ideal of Sn(k) = k[x]/x
pn . The complex
Cn = B(Sn(k)) has the form
· · · → I⊗j+1n → I
⊗j
n → · · · → I
⊗2
n
mult
−−−→ In
0
−→ k
with each I⊗jn placed in degree j. Note that In is graded by the weight (x
k
is homogeneous of weight k). The differentials of Cn are defined from the
multiplication of k[x]/xp
n
, so they preserve the weights. So Cn splits as a
direct sum of complexes wkCn, for k ∈ N, each wkCn being homogeneous of
weight k. Since wkI
⊗j
n = 0 for k < j, each wkCn with k positive is a finite
complex of the form:
0→ wkI
⊗k
n → wkI
⊗k−1
n → · · · → wkI
⊗2
n
mult
−−−→ wkIn → 0 .
In particular w1(Cn) is equal to k concentrated in degree 1, hence H1(Cn)
has weight 1. Also, Hi(Cn) contains no element of weight 1 if i 6= 1, thus
H2(Cn) must have weight p
r with r > 0. We deduce from this and the
isomorphism (∗) that for all k ≥ 0 and all n ≥ 1:∑
i≥0
dimkwkHi(Cn) ≤ 1 . (∗∗)
Now we determine H2(Cn) by induction on n. Note that I
⊗2
1 has no element
of weight less than 2 or greater than 2p − 2. Since H2(C1) must be homo-
geneous of weight pr for some r, the only possibility is r = 1. Assume that
we have proved that H2(Cn) has weight p
n for a given value of n. Because
of the isomorphism (∗), we then have
χ(wprCn) =
{
0 if 0 < r < n,
1 if r=n.
Observe that I⊗2n+1 has no element of weight less than 2 or greater than
2pn+1 − 2, thus the possible weight for H2(Cn+1) is p
r with 0 < r ≤ n+ 1.
Since wkI
⊗j
n = wkI
⊗j
n+1 for k < p
n and all j, we have
χ(wprCn+1) = χ(wprCn) = 0
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for 0 < r < n. Similarly, we have:
χ(wpnCn+1) = χ(wpnCn)− 1 = 0 .
Thus (∗∗) implies that wprH∗(Cn+1) is zero for 0 < r ≤ n. Hence the weight
of H2(Cn+1) must be p
n+1. This finishes the computation of Tn,0.
To finish the proof, we must compute Tn,i for i > 0. Note that Tn,i must
be isomorphic to Tn,0 up to regrading. Hence, one must have
Tn,i ≃ Λ(F0,a)⊗ Γ(Fn,b)
and it remains to determine the two integers a and b. Let A be the graded
algebra Sn(F0,i(k)), and let x be a generator of A (thus x is homogeneous of
degree i). By using the usual projective resolution of k in graded A-modules
(the brackets indicate a copy of A shifted in degrees):
. . .
x
−→ A[pn−1i]
xp
n−1
−−−−→ A[i]
x
−→ A
we easily compute the graded vector space Tn,i(k) and we see that a = i+1
and b = pn−1i+ 2, which finishes the proof. 
The following explicit computation was already obtained in [49] by dif-
ferent methods.
Proposition 7.9. Let r, i be nonnegative integers with i even. Then
TorΓ(Fr,i)(k,k) =
{⊗
k≥0
(
Λ(Fr+k,pki+1)⊗ Γ(Fr+k+1,pki+2)
)
if p is odd,⊗
k≥0 Γ(Fr+k,pki+1) if p = 2.
Proof. Let E = Γ(Fr,i) and Ek = S1(Fr+k,pki). Then E(k) ≃
⊗
k≥0Ek(k)
as graded algebras with weights. The result follows from theorem 7.6 (Note
that S1 = Λ if p = 2) 
The next proposition follows from a standard argument [10, Lm 1].
Proposition 7.10. Let E be a strict exponential functor, and let j ≥ 2.
Assume that TorE[j−1](k,k) is a cofree graded coalgebra. There is an isomor-
phism of strict exponential functors
TorE[j](k,k) ≃ Tor
TorE
[j−1]
(k,k)
(k,k) .
Proof. Let T = TorE[j−1](k,k) and B = B
j−1
E. Since B(B(k)) is a CDGA-
algebra with divided powers (see [8, V.6]), the equality T (k) = Tor
E(k)
[j−1]
(k,k)
can be lifted to a quasi-isomorphism of CDGA-algebras T (k)→ B(k), pre-
serving the weights. Bar constructions preserve quasi-isomorphisms [32, X
Thm 11.2], so Tor
E(k)
[j] (k,k) is isomorphic to Tor
T (k)(k,k) as a graded Hopf
algebras with weights. The isomorphism now follows from theorem 6.2. 
Notice that proposition 7.10 together with propositions 7.8 and 7.9 can be
used to compute inductively TorE[j](k,k) for all j when E = S(Fr,i), Λ(Fr,i)
or Sn(Fr,i). We only write down explicitly the case j = 2 and leave the
combinatorics of higher computations to the reader (this combinatorics can
be encoded by the combinatorics of words as in [9]).
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Example 7.11. We have:
Tor
S(Fr,i)
[2] (k,k) = Γ(Fr,i+2) ,
Tor
Λ(Fr,i)
[2] (k,k) = Tor
Γ(Fr,i+1)(k,k) ,
Tor
Sn(Fr,i)
[2] (k,k) = Γ(Fr,i+2)⊗ Tor
Γ(F
r+n,pn−1i+2)(k,k) if p is odd or if n > 1 .
Remark 7.12 (Imperfect fields). If E is an exponential functor defined over
Fp and if k is a field of characteristic p, then we have a exact base change
functor Pω,Fp → Pω,k which preserves tensor products [45, Section 2]. In
particular any exponential functor E yields an exponential functor Ek after
base change and by exactness, TorEk[j] (k,k) is isomorphic to the exponential
functor obtained by applying base change to TorE[j](Fp,Fp). In particular,
the explicit computations of propositions 7.8, 7.9 and example 7.11 are valid
over imperfect fields as well.
Now we turn to the proof of theorems theorems 7.1 and 7.2. It is proved
in [49, Prop 7.1] that the strict exponential functors E(Λ, E) and E(S,E)
are isomorphic to TorE(k,k) and TorE[2](k,k) up to changing the gradings.
To be more specific, we have isomorphisms:
wkHi(BE) ≃ wkE(Λ, E)
2k−i and wkHi(B
2
E) ≃ wkE(S,E)
2k−i .
Thus theorem 7.1 follows from theorem 7.6 and proposition 7.7, and theorem
7.2 follows from the computations of proposition 7.8 and example 7.11 (the
computations are valid over an arbitrary field, as explained in remark 7.12).
8. Application: strict versus ordinary exponential functors
over finite fields
Strict analytic functors can be thought of as ordinary functors with do-
main Pk and codomain Modk, equipped with an additional structure. To be
more specific, there is a forgetful functor commuting with colimits:
U : Pω,k → Fct(Pk,Modk) .
The restriction of this functor to Pd,k was denoted by Ud in section 2.1. If k
is an infinite field, U is fully faithful. If k is a finite field, U is only faithful.
Throughout section 8, we fix a finite field Fq with q = p
ℓ elements, we let
Pq := Pω,Fq , and Fq := Fct(PFq ,ModFq) .
The following lemma summarizes the properties of additive objects of Fq
and Pq given in section 2.1.2 and shows that the forgetful functor is well-
understood on the level of these additive objects.
Lemma 8.1. The objects of Pq add or Fq add are direct sums of simple ob-
jects, and the simple objects have endomorphism ring of dimension one. The
simple objects in Pq (resp. in Fq) are the Frobenius twists I
(i), for i ≥ 0
(resp. for i ∈ Z/ℓZ). The forgetful functor sends I(i) (in Pq) to I
(i) (in Fq).
However the forgetful functor U is not as simple as lemma 8.1 might
suggest. To illustrate this, we mention three basic open problems.
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Problems 8.2. (1) Find workable conditions for an object of Fq to be
in the image of U . (2) Describe the antecedents of an object of Fq. (3)
Find conditions on an indecomposable object of Pq such that it remains
indecomposable in Fq.
In this section we show that although U may be quite complicated over a
finite field, the induced forgetful functor
U : Pq − Expc → Fq − Expc
is surprisingly simpler. The main result of the section is theorem 8.5 below,
which solves the three problems above in the context of exponential functors.
It generalizes the results of [49, Section 9], which were motivated by Ext-
computations for strict polynomial functors.
Definition 8.3. Let E be an exponential functor of Fq − Expc. A weight
decomposition of E is a decomposition of each homogeneous functor Ei
Ei =
⊕
k≥0
wkE
i
such that (1) the multiplication restricts to wkE
i ⊗ wℓE
j → wk+ℓE
i+j , (2)
the unit and counit induce an isomorphism k ≃ w0E
0 and (3) the primitives
and the indecomposables of E are concentrated in weights pk, k ≥ 0. The
weight decomposition is called consistent if in addition each summand I(i) of
QE or PE is homogeneous of weight pk for some k such that k = i mod ℓ.
Fundamental example 8.4. If E = U(E′) for some strict exponential
functor E′, a consistent weight decomposition of E is given by letting
wkE
i := U(wkE
′i) .
Theorem 8.5. Let E be an ordinary exponential functor with domain PFq
and codomain ModFq . The following assertions are equivalent.
(1) The exponential functor E lies in the image of the forgetful functor
U : Pq − Expc → Fq − Expc .
(2) The exponential functor E admits a consistent weight decomposition.
(3) The exponential functor E admits a weight decomposition.
(4) The exponential functor E0 can be equipped with a grading, such that
E0 is a connected exponential functor with respect to this grading.
Moreover, there is a one-to-one correspondence between the isomorphism
classes of strict exponential functors E′ such that U(E′) ≃ E on the one
hand, and the consistent weight decompositions of E on the other hand.
Finally, the forgetful functor preserves indecomposability. If E is an in-
decomposable ordinary exponential functor in the image of U , then there
is a strict exponential functor E′ such that the antecedent of E are up to
isomorphism exactly the strict exponential functors (E′)(jℓ), j ≥ 0.
Remark 8.6. In the last part of theorem 8.5, indecomposability is in the
abelian category of exponential functors. Thus, an exponential functor is
indecomposable if and only if it cannot be written as the tensor product of
two nontrivial exponential functors.
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The remainder of section 8 is devoted to the proof of theorem 8.5. The
following statement easily follows from lemma 3.2 and 8.1.
Lemma 8.7. Assume that p is odd. If E = Λ(A) then E lies in the im-
age of U . Moreover, there is a one-to-one correspondence between (i) the
isomorphism classes of strict exponential functors E′ such that U(E′) ≃ E,
(ii) the isomorphism classes of graded strict analytic functors A′ such that
U(A′) ≃ A, and (iii) the consistent weight decompositions of E.
Thus in order to prove theorem 8.5 when p is odd, we may assume that E is
concentrated in even degrees by the splitting principle (lemma 3.2). If p = 2,
we may also assume that E is concentrated in even degrees (by doubling the
degrees). In section 8.1 we prove the equivalence between (1)-(4) as well as
the last part of theorem 8.5. In section 8.2 we prove that it is equivalent
to give a consistent weight decomposition of E and an antecedent of E by
U . In both cases, we consider functors concentrated in even degrees, and we
obtain the result from more precise descriptions of the forgetful functor U .
8.1. A refined decomposition of ordinary exponential functors. Let
k be a field of characteristic p. If n is prime to p, we let Hn be the full
subcategory of H supported by the connected Hopf algebras whose inde-
composables (or equivalently whose primitives) are concentrated in degrees
2npk, k ≥ 0. For all additive categories V, we let Fct(V,Modk)− Expc〈2n〉
be the full subcategory of Fct(V,Modk)−Expc supported by the exponential
functors E such that for all V , the Hopf algebra E(V ) lies in Hn.
Lemma 8.8. Let k be a field of positive characteristic p and let V be an
additive category. There is a categorical decomposition
Fct(V,Modk)− Exp
+
c ≃
∏
n prime to p
Fct(V,Modk)− Expc〈2n〉 .
Proof. By lemma 5.2 the category of ordinary exponential functors identifies
with Fctadd(V,H). The categorical decomposition is induced by the one
recalled in fact B.1. 
We now refine the categorical decomposition of lemma 8.8 in the special
case k = Fq and V = PFq with q = p
ℓ. For all i ∈ Z/ℓZ, we let
E〈2n, s〉 ⊂ Fq − Expc〈2n〉
be the full subcategory of supported by the exponential functors E such
that for all k ≥ 0, QEk and PEk are direct sums of Frobenius twists I(j)
for integers j satisfying j = k + s mod ℓ.
Proposition 8.9. For all positive integers n prime to p, there is a categor-
ical decomposition:
Fq − Expc〈2n〉 ≃
∏
s∈Z/ℓZ
E〈2n, s〉 .
Moreover, let H′n be the full subcategory of Hn supported by the Hopf algebras
whose endomorphism ring has characteristic p. Evaluation on Fq induces
an equivalence of categories:
E〈2n, s〉
≃
−→ H′n .
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The proof of proposition 8.9 relies on lemma 8.11 below, which follows
from the classical theory of graded Dieudonne´ modules recalled in appendix
B. We first state a definition which will be also useful in section 9.
Definition 8.10. Let A be an abelian category. The category D′A of graded
Dieudonne´ modules in A is defined as follows. The objects of D′A are the
nonnegatively graded objects in A: M =
⊕
i≥0M
i, equipped with mor-
phisms Fi : M
i
⇆ M i+1 : Vi such that FiVi = 0 = ViFi for all i ≥ 0. The
morphisms of D′A are the (degree preserving) morphisms of graded objects
which commute with the operators Fi and Vi.
If A = Modk then D
′
A is the category denoted by D
′
k in appendix B.
Lemma 8.11. Let k be a perfect field of positive characteristic p, and let V
be a small additive category of characteristic p. Let n be a positive integer
prime to p. There is an equivalence of categories:
M : Fct(V,Modk)− Expc〈2n〉
≃
−→ D′Fctadd(V ,Modk) .
If E is an exponential functor and M(E) = (M∗, V∗, F∗) then we have:
PE2np
i
= (i)(KerVi−1) , QE
2nps = (i)(CokerFi−1) .
Proof. By lemma 5.2, the category Fct(V,Modk)− Expc identifies with the
category Fctadd(V,Hn). Moreover, since V has characteristic p, the latter is
equivalent to Fctadd(V,H
′
n) (the equivalence being induced by the inclusion
H′n ⊂ Hn). Now by fact B.7 there is an equivalence of categories
Fctadd(V,H
′
n) ≃ Fctadd(V,D
′
k) .
Finally Fctadd(V,D
′
k) readily identifies with D
′
Fctadd(V ,Modk)
. The formulas
for primitives and indecomposables follow from facts B.4 and B.5. 
Proof of proposition 8.9. Since Fq is semisimple with simple objects I
(s),
0 ≤ s < ℓ, and since each of these simples has an endomorphism ring
isomorphic to Fq, we have a decomposition
D′Fq ≃
∏
s∈Z/ℓZ
D′k ⊗ I
(s) (∗)
where D′Fq ⊗ I
(s) is the full subcategory of D′Fq supported by the functors
of the form M ⊗ I(s) for some object M of D′Fq . The formulas describing
primitives and indecomposables in lemma 8.11 show that an exponential
functor E of Fq − Expc〈2n〉 lies in E〈2n, s〉 if and only if M(E) lies in
D′Fq ⊗ I
(s). ThusM−1 transforms the categorical decomposition (∗) into the
categorical decomposition of proposition 8.9.
Moreover, there is a commutative diagram, in which the horizontal arrows
are induced by evaluation on Fq:
E〈2n, s〉
evFq //
M

H′n
M

D′Fq ⊗ I
(s)
evFq // D′Fq
.
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Since the vertical arrows and the bottom horizontal arrow are equivalences of
categories, the top horizontal arrow is also an equivalence of categories. 
Recall from proposition 6.4 the categorical decomposition:
Pq − Exp
+
c ≃
∏
a∈N[p−1] , a6=0
Pq − Expc(2a) ,
where Pq −Expc(2a) is the full subcategory of Pq −Exp
+
c supported by the
exponential functors E such that wkE
i = 0 if 2ak 6= i. In particular, any
direct summand I(j) of the primitives (or the indecomposables) of E must
be placed in degrees 2apj. Thus, if a = np−s with s ∈ Z and n ∈ N is prime
to p, the forgetful functor restricts to a functor:
U : Pq − Expc(2a)→ E〈2n, s〉 .
Proposition 8.12. Let a = np−s with s ∈ Z and n ∈ N is prime to p. Then
U : Pq − Expc(2a)→ E〈2n, s〉
is fully faithful. It is an equivalence of categories if and only if s ≥ 0. If
s < 0, then its image is the full subcategory supported by the exponential
functors E in E〈2n, s〉 such that Ek = 0 if k is not divisible by 2np−s.
Proof. We have a commutative diagram in which the vertical arrows are
given by evaluation on Fq (they are equivalences of categories by theorem 6.2
and proposition 8.9), and the bottom horizontal arrow forgets the weights:
Pq − Expc(2a)
≃

U // E〈2n, i〉
≃

strictH(2a)
U // H′n
.
Thus it suffices to prove that the bottom horizontal arrow is fully faithful,
and that it is essentially surjective if and only if s ≥ 0. The weights of an
object of strictH(2a) are determined by the degrees because wkH
i = 0 for
i 6= 2ak. Thus, the bottom horizontal arrow is fully faithful (any morphism
of graded Hopf algebras automatically preserves the weight decomposition).
If s ≥ 0 and H is an object of H′n, then we can define weights on H by
placing each summand H2nj in weight jps, hence U is essentially surjective.
If s < 0, the equation wkH
i = 0 for i 6= 2ak shows that all objects of
strictH(2a) are zero in degrees different from 2np−sk, k ≥ 0. Conversely, if
H is an object of H′n such that H
j = 0 if j is not divisible by 2np−s, then we
can define a weight decomposition on H by placing each summand Hk2np
−s
in weight k. This gives the image of U , and proves in particular that U is
not essentially surjective. 
Corollary 8.13. Assertions (1), (2), (3), (4) in theorem 8.5 are equivalent.
Proof. We clearly have (1)⇒(2)⇒(3)⇒(4). Now assume that assertion (4)
holds. Write E ≃ E′ ⊗ E0 with E′ connected. In order to prove that E is
in the image of U , it suffices to prove that E′ and E0 lie in the image of U .
Moreover, let E˜0 denote E0 with its new grading. If E˜0 lies in the image of
U then E0 lies in the image of U (take an antecedent of E˜0 and forget its
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degree grading). Thus we have reduced ourselves to proving that connected
ordinary exponential functors lie in the image of U . But any connected
ordinary exponential functor can be written as a tensor product of objects
of the categories E〈2n, s〉, which lie in the image of U by proposition 8.12. 
Corollary 8.14. The forgetful functor preserves indecomposability.
Proof. If E is an indecomposable strict exponential functor then E belongs
to some Pq − Expc(2a). But the restriction of U to these categories is fully
faithful, hence UE is indecomposable. 
Corollary 8.15. Let E be an indecomposable ordinary exponential functor.
There exists a unique (up to isomorphism) strict exponential functor E′ such
that (i) U(E′) ≃ E and (ii) if E′′ is a strict exponential functor such that
U(E′′) ≃ E then there exists j ≥ 0 such that E′′ ≃ E′(jℓ).
Proof. By lemma 8.7, we may assume that E is concentrated in even degrees.
By indecomposability, E lies in one of the categories E〈2n, s〉 with 0 ≤ s < ℓ,
and by proposition 8.12 the antecedents of E by U lies in the categories
Pq −Exp
∗
c(2a) for a = np
−s−kℓ with k ∈ Z. To be more specific, if E is zero
in degrees not divisible by 2nt and nonzero in degree 2nt, then E has exactly
one antecedent in Pq−Expc(2a) if s+kℓ ≤ t, and no antecedent if s+kℓ > t.
Let k0 be maximal among the integers k such that s + kℓ ≤ t and let
a0 = np
−s−k0ℓ. Let E′ be the antecedent of E in Pq−Expc(2a). For all j ≥ 0,
E′(jℓ) is an antecedent (hence the unique one) of E in Pq − Expc(2ap
−jℓ),
and we have constructed in this way all the antecedents of E. 
8.2. Weight decompositions. We let wExpevc be the category whose ob-
jects are the ordinary exponential functors with domain PFq and codomain
ModFq which are concentrated in even degrees (but not necessarily con-
nected) and equipped with a weight decomposition, and whose morphisms
are the morphisms of ordinary exponential functors preserving the weights.
We observe that if E is an object of wExpevc , then for all V , E(V ) is a strict
Hopf algebra in the sense of definition 6.1. Hence by reasoning is the same
way as for lemma 5.2, we obtain an equivalence of categories:
wExpevc ≃ Fctadd(V,
strictHev) . (∗)
We also let cwExpevc be the full subcategory of
wExpevc supported by the
exponential functors whose weight decomposition is consistent.
Let a ∈ N[p−1] and let x stand for ‘cw’ or ‘w’. We let xExpc(2a) be the
full subcategory of xExpevc supported by the exponential functors E such
that wkE
i = 0 if i 6= 2ak. Thus, E is an object of xExpc(2a) if and only if
E(V ) belons to the category strictH(2a) (defined in section 6.1) for all V .
Lemma 8.16. If x = w or cw, there is an equivalence of categories:
xExpevc ≃
∏
a∈N[p−1]
xExpc(2a) .
Proof. If x = w, the result follows from the equivalence of categories (∗)
and the categorical decomposition of strictHev given in proposition 6.4. The
result for x = cw is obtained by restriction of the equivalence of categories
for x = w. 
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Lemma 8.17. Evaluation on Fq yields an equivalence of categories:
cwExpevc (2a)
≃
−→ strictH(2a) .
Proof. Let a = np−s with n prime to p and s ∈ Z, let r = max{−s, 0}. We
have a commutative diagram, in which the vertical arrows are induced by
evaluation on Fq, the arrows U are the forgetful functors, which forget the
weights, and the arrows µr modify the degrees by multiplying them by p
r:
cwExpevc (2a)

cwExpevc (2a/p
r)
µroo U //

E〈2n, s〉

strictH(2a) strictH(2a/pr)
µroo U // H′n
.
The functors µr are equivalences (with inverse µ1/r), the forgetful functors
U are equivalences (because in their domain categories, the weights are de-
termined by the degrees). The vertical arrow on the right is an equivalence
of categories by proposition 8.12. Whence the result. 
We can factor the forgetful functor U as the composition
Pq − Exp
+
c
U1−→ cwExp+c
U2−→ Fq − Exp
+
c
where U1 sends a strict exponential functor E to the ordinary exponential
functor U(E) equipped with the weight decomposition of example 8.4, and
U2 forgets the weight decomposition. Giving a consistent weight decomposi-
tion of an ordinary exponential functor E amounts to giving an antecedent
of E by U2. Thus, proposition 8.18 proves the second part of theorem 8.5.
Proposition 8.18. The forgetful functor U1 is an equivalence of categories.
Proof. The equivalence of categories Pω,Fq − Exp
+
c
≃
−→ strictH+ given by
evaluation on Fq (see theorem 6.2) factors as the composition
Pq − Exp
+
c
U1−→ cwExp+c
Ev
−→ strictH+
where Ev is given by evaluation on Fq. But the functor Ev decomposes as
the product of the functors cwExpc(2a) →
strictH(2a) given by evaluation
on Fq, for all a ∈ N[p
−1] \ {0}. Thus it follows from lemma 8.17 that Ev
is an equivalence of categories. Since Ev and Ev ◦ U1 are equivalences of
categories, U1 is an equivalence of categories. 
9. Indecomposable exponential functors
In this section, k is a perfect field of positive characteristic p, and F
denotes Pω,k or Fct(V,Modk), where V is a small additive category of char-
acteristic p (i.e. the morphisms of V are Fp-vector spaces). Our purpose
is to study the connected indecomposable exponential functors, i.e. those
which are not isomorphic to a tensor product E′⊗E′′ where E′ and E′′ are
nontrivial exponential functors.
Definition 9.1. An FV -word is either the empty word ǫ, a finite word
w = w1 · · ·wn or an infinite word w = w1w2 · · · , with wi ∈ {F, V } for all i.
The following result will be proved below.
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Proposition 9.2. Let A[d] be a simple additive functor placed in degree d.
If p is odd, assume furthermore that d is even. For all FV -words w, there
is a unique indecomposable exponential functor E such that:
PEd = QEd = Ed = A ,
PEdp
r
= (r)A if r ≥ 1 and wr = F ,
QEdp
r
= (r)A if r ≥ 1 and wr = V ,
and PEi and QEi are zero otherwise. Moreover, the endomorphism ring of
E is isomorphic to EndF (A).
Notation 9.3. We let Σ(A[d], w) be the indecomposable functor associated
to the simple graded functor A[d] and the FV -word w as in proposition 9.2.
Remark 9.4. The family of exponential functors of the form Σ(A[d], w)
contains many exponential functors used in the previous sections of this
article. For example, by the uniqueness in proposition 9.2, we see that
S(A[d]) ≃ Σ(A[d], F∞) and Γ(A[d]) ≃ Σ(A[d], V ∞). (Here A is simple, d is
even if p is odd, and x∞ denotes the infinite word built only with the letter
x). If p = 2, we also have Λ(A[d]) ≃ Σ(A[d], ǫ).
For all exponential functors E, we let PQE be the image of the canonical
map PE → QE. For example, PQΣ(A[d], w) = A[d]. Since PQ(E ⊗ E′) =
PQE ⊕PQE′, an exponential functor E such that PQE is an indecompos-
able functor must be an indecomposable exponential functor. We will see in
theorem 9.7 that the converse holds for a large class of exponential functors,
namely the reflexive ones (provided Fadd has homological dimension zero).
Definition 9.5. An exponential functor E is called reflexive if it is con-
nected and for all i, the additive functor QEi has a finite composition series.
We prove in lemma 9.12 below a characterization of reflexivity in terms of
primitives. The term ‘reflexive’ is sometimes used for the connected graded
Hopf k-algebras H such that dimkH
i <∞ for all i, see e.g. [46]. The next
lemma explains the relation between the two notions.
Lemma 9.6. Assume that F = Pω,k or that F = Fct(PR,Modk) for some
finite dimensional Fp-algebra R. Then an exponential functor E is reflexive
if and only if for all V the Hopf algebra E(V ) is reflexive.
Proof. The hypothesis on F implies that an additive functor A has a finite
composition series if and only if dimkA(V ) < ∞ for all V . Thus E is
reflexive if and only if for all V , dimQEi(V ) <∞. Now if E(V ) is reflexive,
then dimkQE
i(V ) < dimk E
i(V ) < ∞, hence E is reflexive. Conversely, if
E is reflexive, then as an algebra E(V ) is a quotient of S(QE(V )) which
has finite dimension in each degree, hence E(V ) is reflexive. 
The main result of the section is the following theorem.
Theorem 9.7. Let k be a perfect field of positive characteristic p, and let
F be Pω,k or Fct(V,Modk), where V is a small additive category of charac-
teristic p. Assume that Fadd has homological dimension zero. Let E be a
reflexive exponential functor.
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(1) The exponential functor E is indecomposable if and only if the func-
tor PQE is simple.
(2) Assume that E is indecomposable. If p is odd and PQE is con-
centrated in odd degrees, then E ≃ Λ(PQE). If p = 2 or if E is
concentrated in even degrees, then there is an FV -word w such that
E ≃ Σ(PQE,w).
Corollary 9.8. Two reflexive indecomposable functors E1 and E2 are iso-
morphic if and only if there are isomorphisms of graded functors PE1 ≃ PE2
and QE1 ≃ QE2.
Corollary 9.9 (Krull-Remak-Schmidt property). If E is a reflexive expo-
nential functor, then E admits a unique decomposition as a tensor product
of an at most countable family of indecomposable exponential fuctors:
E ≃
⊗
i∈I
Ei .
Proof. Existence of the decomposition follows from the fact that QEi is a
finite direct sum of simple functors, that Q(E′ ⊗ E′′)i = (QE′)i ⊕ (QE′′)i
and that a connected exponential functor E functor is trivial if and only
if QE = 0. By [28, Chap. I.6 Thm 1], uniqueness follows from the fact
that EndF−Exp∗c (Ei) is a division algebra. Indeed, theorem 9.7 gives an
explicit form for Ei, and thus the endomorphism algebra of Ei is isomorphic
to EndF∗(PQEi). The latter is a division algebra since PQEi is a simple
functor. 
In the rest of the section, we prove proposition 9.2 and theorem 9.7.
9.1. Preliminary reductions. If p is odd, then lemma 3.2 implies theo-
rem 9.7 for exponential functors E such that QE is concentrated in odd
degrees, hence it suffices to prove theorem 9.7 when E is concentrated in
even degrees. If p = 2, we can also restrict our attention to indecomposable
exponential functors concentrated in even degrees, since one can always dou-
ble the degrees of an exponential functor to obtain an exponential functor
concentrated in even degrees. Furthermore, recall the categorical decompo-
sitions of proposition 6.4 and lemma 8.8:
Fct(V,Modk)− Exp
+
c ≃
∏
n prime to p
Fct(V,Modk)− Expc〈2n〉 ,
Pω,k − Exp
+
c ≃
∏
a∈N[p−1], a6=0
Pω,k − Expc(2a) .
If E is indecomposable, then it lies in one the categories Fct(V,Modk) −
Expc〈2n〉 or Pω,k − Exp
+
c (2a). But all these categories are equivalent to
one another by regrading (see lemma 6.6 for the case of strict exponential
functors). Moreover, the operation of regrading transforms an exponential
functor satisfying the conditions of proposition 9.2 into another exponential
functor satisfying the conditions of proposition 9.2, so we have the following
consequence.
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Lemma 9.10. Proposition 9.2 and theorem 9.7 hold if and only if they hold
for all exponential functors E in the subcategories Fct(V,Modk) − Expc〈2〉
and Pω,k − Expc(2).
9.2. Graded Dieudonne´ modules. In order to treat the case of strict
exponential functors and the case of ordinary exponential functors simulta-
neously, we use the following notations until the end of section 9.
• We let C stand for Fct(V,Modk) − Expc〈2〉 or for Pω,k − Exp
+
c (2)
(where V is a small additive category of caracteristic p and k is a
perfect field of characteristic p).
• We let AC stand for Fctadd(V,Modk) in the ordinary case or for P1,k
in the strict case. The objects of P1,k are direct sums of copies of the
functor I = I(0) (in particular all its objects are additive), and there
is an equivalence of categories Modk ≃ P1,k which sends a vector
space V to the functor V ⊗ I.
The category C can be described in terms of the category of graded Dieudonne´
modules D′AC from definition 8.10.
Lemma 9.11. There is an equivalence of categories M : C ≃ D′AC. If E is
an exponential functor in C such that M(E) = (M∗, F∗, V∗) then
PE2p
s
= (s)(KerVs−1) , QE
2ps = (s)(CokerFs−1) .
Proof. In the case of ordinary exponential functors, the statement is already
proved in lemma 8.11. In the case of strict exponential functors, we define
a similar functor M as the composition of the equivalences of categories:
Pω,k − Expc(2) ≃
strictH(2) ≃ H1 ≃ Dk ≃ DP1,k .
To be more specific, the first equivalence is given by theorem 6.2, the second
one forgets the weights (in strictH(2) the weights are a can be retrieved from
the degrees by dividing them by 2), the third one is provided by fact B.7,
and the last is induced by the equivalence P1,k ≃ Modk, namely, it sends
a graded Dieudonne´ module M in Modk to the graded Dieudonne´ module
M ⊗ I in P1,k. The classification of additive strict analytic functors and the
relation between weights and degrees in Pω,k − Expc(2) imply that PE
2ps
and QE2p
s
are direct sums of copies of I(s). Hence PE2p
s
≃ PE2p
s
(k)⊗ I(s)
and QE2p
s
≃ QE2p
s
(k)⊗ I(s), and the formula for primitives and indecom-
posables follows from facts B.4 and B.5. 
We can characterize reflexivity by using graded Dieudonne´ modules.
Lemma 9.12. If E is an object of C, the following assertions are equivalent.
(i) For all integers i, QEi has a finite composition series.
(ii) For all integers i, M(E)i has a finite composition series.
(iii) For all integers i, PEi has a finite composition series.
Proof. Proof of (i)⇒(ii): since E is an object of C, QEi = 0 if i 6= 2ps.
By lemma 9.11, QE2p
s
is a quotient of M(E)s, thus if M(E)s has a fi-
nite composition series for all s, then E is reflexive. Proof of (ii)⇒(i): let
M(E) = (M∗, F∗, V∗) and let E
′ be such that M(E′) = (M∗, F∗, 0). By
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lemma 9.11 QE = QE′. Since the Verschiebung of E′ is trivial, it is primi-
tively generated, hence it is a quotient of S(QE). Thus for all i, M(E)i is
a quotient of M(S(QE))i.
By the description of indecomposables in lemma 9.11, for all additive A
of homogeneous degree 2ps, M(S(A))i quotient of (−s)A for i ≥ s and is
zero for i < s. Note that (−s)A has a finite composition series if and only if
A has a finite composition series (by fact A.2(3) in the ordinary case, and
by the classification of additive functors in the strict case). Hence M(E)i is
a quotient of
M(S(QE))i =
⊕
0≤s
M(S(QE2p
s
))i =
⊕
0≤s≤i
(−s)QE2p
s
.
This proves that (i)⇒(ii). The proof of (ii)⇔(iii) is similar. 
9.3. String modules. Let A be an abelian category.
Definition 9.13. A string module is an object M = (M∗, F∗, V∗) of D
′
A
which is indecomposable, and such that in each degree i, M i is either zero
or a simple object of A.
Let A be a simple object of A, let r be a nonnegative integer and let w be
a FV -word with ℓ letters, ℓ ∈ N∪{+∞}. We define a string module MA,r,w
by letting for X ∈ {F, V }:
M iA,r,w =
{
A if r ≤ i ≤ ℓ+ 1,
0 otherwise.
Xi =
{
IdA if wi−r+1 = X,
0 otherwise.
For example, if we represent Dieudonne´ modules by diagrams with nonzero
objects M i as vertices and with nonzero operators Fi and Vi as rightwards
and leftwards arrows respectively, then MA,2,FV V can be depicted as
A︸︷︷︸
deg 2
IdA−−→ A
IdA←−− A
IdA←−− A .
The following elementary lemma is left to the reader.
Lemma 9.14. A graded Dieudonne´ module M is a string module if and
only if there is a triple (A, r,w) and an isomorphism M ≃ MA,r,w. In this
case the triple (A, r,w) is unique and EndDA(M) is isomorphic to EndA(A).
The next theorem is a result of combinatorial representation theory, which
will be fundamental for us.
Theorem 9.15. Let M be an indecomposable object of D′A such that for all
i ≥ 0, M i is a finite direct sum of simple objects of A. Then M is a string
module.
Theorem 9.15 can be proved directly with the classical functorial filtration
method introduced by Gelfand and Ponomarev [29], see also [6]. We rather
explain now that theorem 9.15 is a consequence of the results of [13].
For all simple objects A, let M(A) be the submodule of M supported
in each degree by the isotopic component of M i corresponding to A. Then
M splits as a direct sum M =
⊕
M(A). Thus, we may assume that M =
M(A) for some simple A, that is, each M i is a finite direct sum of copies
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of a fixed simple object A. In other terms, we may replace A by its full
subcategory Add(A) supported by finite direct sums of copies of A. Now
let K = EndA(A). Since A is simple, K is a (possibly skew) field, and
Add(A) is equivalent to the category of finitely generated K-modules. Thus
it suffices to prove theorem 9.7 when A = modK . In the latter case, D
′
A
identifies with the representations of the string algebra Λ generated by the
quiver
•0
F0
))
•1
V0
ii
F1
))
•2
V1
ii
F2 ,,
· · · .
V2
jj
with relations FiVi = 0 = ViFi, which are pointwise finite dimensional,
hence pointwise artinian in the sense of [13]. Since the string algebra Λ has
no periodic words, there is no band module to consider. Hence, theorem
9.15 is a special case of [13, Thm 1.2] (there is no need that the field K is
commutative in the proof of that theorem).
9.4. Proof of theorem 9.7 and proposition 9.2. By lemma 9.10, we can
assume that E is an object of C. By lemma 9.12 the fact that E is reflexive
is equivalent to the fact that the graded Dieudonne´ moduleM(E) is a direct
sum of finitely many simple objects of AC in each degree. By theorem 9.15,
M(E) is then indecomposable if and only if it is a string module. Thus,
theorem 9.7 and proposition 9.2 both follow from the following statement.
Lemma 9.16. Let E be an object of C. Then E satisfies the conditions of
proposition 9.2 relatively to a triple (A, d,w) if and only if d = 2pr for some
r ≥ 0 and M(E) is the string module associated to the triple ((−r)A, r,w).
Proof. If E is an object of C then its primitives and indecomposables are
concentrated in degrees 2ps, s ≥ 0. The equivalence then follows from the
formulas for primitives and indecomposables given in lemma 9.11. 
10. Strict exponential functors versus strict analytic
functors
In this section, we restrict our attention to strict exponential functors
over a field k. We consider the forgetful functor:
O : Pω,k − Expc → P
∗
ω,k
which forgets the structural morphisms of an exponential functor, and just
retains the underlying strict analytic functor. This functor is faithful but
not full. The main result of the section is the following theorem.
Theorem 10.1. Let E and E′ be two strict exponential functors over a
perfect field k. Assume that for all nonnegative integers k and j, the vector
space wkQE
j(k) is finite dimensional. If the strict analytic functors OE
and OE′ are isomorphic in P∗ω,k, then E and E
′ are isomorphic as strict
exponential functors.
Remark 10.2. The finite dimension assumption in theorem 10.1 is satisfied
if the algebra E(k) is finitely generated, or if E is reflexive in the sense of
definition 9.5 (see lemma 10.6 below).
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Observe that we are not claiming thatO reflects isomorphisms. In general,
there are lots of isomorphisms of the graded strict analytic functors OE and
OE′ which are not compatible with the exponential structure.
Example 10.3. Let k be a field of cardinal greater than 2, and λ ∈ k\{0, 1},
and let E be a strict exponential functor over k and let i be such that
wiE 6= 0. Define fi,λ ∈ EndP∗
ω,k
(OE) by letting fi,λ : wkE → wkE be
the identity if k 6= i and multiplication by λ if k = i. Then fi,λ is an
isomorphism of graded strict analytic functors, but it is not a morphism of
strict exponential functors.
We will prove in section 13 that theorem 10.1 does not hold without
the assumption that k is perfect. Also, the following example shows that
theorem 10.1 does not hold without the finiteness condition.
Example 10.4. Let Ei be the quotient of the symmetric algebra S by the
ideal generated by the pi-th powers. Let E =
⊗
i≥1Ei and let E
′ = E ⊗ S.
Then E and E′ are not isomorphic (since E has non nilpotent elements).
However, for all r > 0 and all k < pr we have isomorphisms:
wkE ≃
⊕
1≤i≤r
wi(E1 ⊗ · · · ⊗ Er)⊗ wk−i
(⊗
r<j Ej
)
≃
⊕
1≤i≤r
wi(E1 ⊗ · · · ⊗ Er)⊗ wk−i(S
⊗N)
≃
⊕
1≤i≤r
wi(E1 ⊗ · · · ⊗ Er)⊗ wk−i
(
S ⊗
⊗
r<j Ej
)
≃ wkE
′ .
We don’t know if an analogue of theorem 10.1 holds for ordinary expo-
nential functors. However, some (weaker) results in this direction will be
proved later in section 12.
The remainder of the section is devoted to the proof of theorem 10.1. We
first observe that theorem 10.1 is a straightforward consequence of lemma
3.3 and remark 3.4 if k is a field of characteristic zero. Therefore, we assume
that k is a perfect field of positive characteristic p. The proof goes as follows.
(1) In section 10.1 we observe that it suffices to prove theorem 10.1 when
E is reflexive (i.e. dimE(V )i is finite for all i ≥ 0, see lemma 9.6).
(2) By the results of section 9 any reflexive E decomposes uniquely as
a tensor product of graded exponential functors Ei, each of these
being characterized by its primitives and indecomposables. Group-
ing these graded additive functors together gives the signature σ(E),
which characterizes the exponential functor E up to isomorphism,
see section 10.2.
(3) In section 10.3 we establish a fundamental property of the indecom-
posable reflexive exponential functors E, namely their summands of
homogeneous degree n are either zero or indecomposable.
(4) Finally in section 10.4 we achieve the proof of theorem 10.1 by show-
ing that the signature of E can be recovered from the graded functor
OE. This relies on the results of section 10.3.
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The obstruction for proving an analogue of theorem 10.1 in the case of
connected ordinary exponential functors is that we don’t know how to prove
the indecomposablity property of proposition 10.18 in the ordinary case.
10.1. Virtually reflexive exponential functors. Let E be a strict expo-
nential functor. Let E be the strict exponential functor such that wkE
i =
wkE
i−2k and the exponential structure of E is given by that of E, e.g. the
multiplication µ : wkE
i ⊗ wℓE
j → wk+ℓE
i+j is equal to the multiplication
µ : wkE
i−2k ⊗ wℓE
j−2ℓ → wk+ℓE
i+j−2k−2ℓ.
Definition 10.5. We call a strict exponential functor E virtually reflexive
if E is reflexive.
The next lemma gives a clearer portrayal of virtually reflexive exponen-
tial functors. It shows in particular that reflexive exponential functors are
virtually reflexive.
Lemma 10.6. Let E be a strict exponential functor. The following asser-
tions are equivalent.
(i) The strict exponential functor E is virtually reflexive.
(ii) For all nonnegative integers k and i and all V , dimk wkE
i(V ) <∞.
(iii) For all nonnegative integers k and i, dimk wkE
i(k) <∞.
(iv) For all nonnegative integers k and i, dimk wkQE
i(k) <∞.
(v) For all nonnegative integers k and i, dimk wkPE
i(k) <∞.
Proof. For all d, the exponential formula yields an decomposition, in which
the direct sum is taken over all pairs of d-tuples (k1, . . . , kd) and (i1, . . . , id)
such that
∑
ki = k and
∑
di = d.
wkE
i(kd) ≃
⊕
wk1E
i1(k)⊗ · · · ⊗wkdE
id(k) .
Since the direct sum is finite, this proves that (iii)⇒(ii). (ii)⇒(iii) is obvious.
Next we prove that (i)⇔ (iii’)⇔ (iv’). Since wkE
i(k) = wkE
i−2k, we can
replace E by E in assertions (iii), (iv) without changing their meaning. We
also observe that by construction, for all i, we have a finite decomposition:
E˜i =
⊕
0≤k≤i/2
wkE
i .
Therefore assertions (iii) and (iv) are respectively equivalent to:
(iii’) For all nonnegative integer i, dimk E
i(k) <∞.
(iv’) For all nonnegative integers i, dimk QE
i(k) <∞.
Since additive strict analytic functors are direct sums of Frobenius twist
functors I(r), and since I(r)(k) has dimension one, QEi has a finite compo-
sition series if and only if dimkQE
i(k) < ∞. Thus (i)⇔ (iii’) by definition
of ‘reflexive’, and (i)⇔ (iv’) by lemma 9.6.
Finally we prove (i)⇔ (v) by duality. Namely, let E♯ be the restricted
dual of E, i.e. wkE
♯ i(V ) = (wkE
i(V ∗)∗) where ∗ is k linear duality (and the
structure maps of E♯ are obtained from the ones of E by dualizing). Then E♯
satisfies (iii) if and only if E satisfies (iii). Since wkPE
i(k) = wkQE
♯ i(k∗)∗,
the fact that equivalence (iii)⇔ (iv) holds forE♯ proves that the equivalence
(iii)⇔ (v) holds for E. 
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Lemma 10.7. Theorem 10.1 holds if and only if it holds for all reflexive
strict exponential functors E.
Proof. Lemma 10.6 shows that reflexive functors are virtually reflexive. Con-
versely, if OE ≃ OE′ then both E and E′ are virtually reflexive, hence by
changing the gradings OE ≃ OE′, hence E ≃ E′ since E is reflexive, hence
E ≃ E′ by coming back to the original gradings. 
10.2. The signature of a strict exponential functor. Let k be a perfect
field of positive characteristic p. By theorem 9.7 and corollary 9.9, any
nontrivial reflexive E has a unique decomposition as an at most countable
tensor product of indecomposable strict exponential functors:
E ≃
⊗
i∈I
Ei .
Moreover, it follows from proposition 9.2 that each Ei is determined up to
isomorphism by the pair of graded additive functors (PEi, QEi). Thus the
virtually reflexive exponential functor E is determined up to isomorphism
by its signature σ(E) defined as follows.
Definition 10.8. The signature of a virtually reflexive E is the multiset
(i.e. non ordered, possibly with some elements repeated) σ(E) defined by:
σ(E) = {(PEi, QEi), i ∈ I} .
Thus, in order to prove theorem 10.1, it suffices to show that one may
compute σ(E) from the graded strict analytic functor OE. However, in
practice, we won’t have a direct way to compute σ(E) from OE, but we will
rather be able to compute some kinds of truncations of σ(E). To explain
this in detail, we need to introduce further notations.
Convention 10.9. In the sequel of section 10, the term ‘multiset’ will al-
ways refer to a multiset of pairs (A,B) in which A and B are graded additive
strict analytic functors.
Let (A,B) be a pair such that A and B are additive strict analytic func-
tors. For all k ≥ 0, the truncation τk(A,B) is given by
τk(A,B) =
( ⊕
0≤i≤k
Ai ,
⊕
0≤i≤k
Bi
)
.
If σ is a multiset, we define its k-th fake truncation φk(σ) as the multiset
φk(σ) =
{
τk(A,B)
∣∣∣ (A,B) ∈ σ , (Ak, Bk) 6= (0, 0)} .
Example 10.10. If σ = {(I ⊕ I(1), I) , (I(3), I ⊕ I(3))} where each I(k) is
placed in degree k, then we have:
φ0(σ) = {(I, I) , (0, I)} ,
φ1(σ) = {(I ⊕ I
(1), I)} ,
φ2(σ) = ∅ ,
φ3(σ) = {(I
(3), I ⊕ I(3)}) ,
φk(σ) = ∅ if k ≥ 4.
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The next example shows that in general the sequence of all the fake trun-
cations φk(σ) is not sufficient to reconstruct σ.
Example 10.11. (compare example 10.4) For all i ∈ N ∪ {∞}, we let:
Ai =
⊕
0≤j<i+1
I(j) ,
where each I(j) is placed in degree j. We consider the two distinct multisets
σ and σ′ defined by
σ = {(Ai, I) , i ∈ N} σ
′ = {(Ai, I) , i ∈ N ∪ {∞}} .
Then for all k ≥ 0, φk(σ) = φk(σ
′) is the multiset which contains the pair
(Ak, I) with countable multiplicity and nothing else.
Now we observe that if E is reflexive, then the multiset σ(E) is almost
finite in the following sense.
Definition 10.12. We say that a multiset is almost finite if for all i it
contains only a finite number of pairs (A,B) (counted with multiplicities)
such that (Ai, Bi) 6= (0, 0).
We let S (like ‘signature’) be the set of almost finite multisets. Thus, if
E is reflexive, then σ(E) ∈ S, whereas the multisets of example 10.11 are
not elements of S. The fake truncations induce a map:
φ : S → SN
σ 7→ (φk(σ))k≥0
.
Proposition 10.13. The map φ is injective.
Proof. Let σ = {(Ai, Bi), i ∈ I} ∈ S. Given a pair (A,B) we let m(A,B, k)
be the multiplicity of τk(A,B) in the multiset τk(σ) = {τk(Ai, Bi), i ∈ I}.
Since σ is almost finite, the multiplicity m(A,B) of (A,B) in σ is finite, the
sequence of multiplicities m(A,B, k) is nonincreasing with respect to k, and
m(A,B) = lim
k→∞
m(A,B, k) .
Thus two almost finite multisets σ1 and σ2 are equal if and only if τk(σ1) =
τk(σ2) for all k ≥ 0. Now one easily determines τk(σi) from φk(σi) and
τk−1(σi), hence τk(σ1) = τk(σ2) for all k ≥ 0 if and only if φ(σ1) = φ(σ2). 
Corollary 10.14. Let E be a reflexive strict exponential functor over a
perfect field k. The multisets φk(σ(E)), k ≥ 0, uniquely determine E up to
isomorphism (among the class of reflexive strict exponential functors).
10.3. Special exponential functors and indecomposability. We first
need a combinatorial lemma of independent interest. This lemma has an
obvious dual for commutative algebras (involving multiplication and inde-
composables), whose formulation and proof is left to the reader.
Lemma 10.15. Let C be a cocommutative coalgebra over an arbitrary field
k. Assume that C is nonnegatively graded, in such a way that the comultipli-
cation preserves the degrees and the augmentation induces an isomorphism
C0 ≃ k. Let ρ be an integer greater or equal to 2 such that the primi-
tives of C are concentrated in degrees ρr, r ≥ 0. For all positive integers k
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with ρ-adic decomposition k = α0+α1ρ+ · · ·+αnρ
n, the iterated coproduct
∆ : C → C⊗
∑
i αi induces an injective morphism of vector spaces:
∆α : C
k → (C1)⊗α0 ⊗ · · · ⊗ (Cρ
n
)⊗αn .
Moreover, for all n ≥ 1 there is an exact sequence of vector spaces:
0→ PCρ
n
→ Cρ
n ∆
−→ (Cρ
n−1
)⊗ρ .
Proof. For all k, the definition of the primitives yield an exact sequence:
0→ PCk → Ck
∆
−→
⊕
0<i<k
Ci ⊗ Ck−1 (∗)
Since the primitives are concentrated in weights ρr, r ≥ 0, using the exact
sequences (∗) for smaller indices, we can embed all the terms Cj appearing
on the right hand side and such that j is not a power of ρ into sums of tensor
products Cℓ ⊗ Cj−ℓ. Doing this repeatedly, and using cocommutativity to
reorder the factors of the tensor products, we obtain an exact sequence:
0→ PCk → Ck
∆
−→
⊕
β
(C1)⊗β0 ⊗ · · · ⊗ (Cρ
n
)⊗βn (∗∗)
where the sum is taken over all the (n + 1)-tuples of nonnegative integers
(β0, . . . , βn) such that
∑
βiρ
i = k and
∑
βi > 1. (If an (n + 1)-tuple
appears more than once, we can remove the extra occurences in the sum
without changing the exactness of the sequence).
We can now prove the first assertion. This assertion is trivial if k is a
power of ρ, so we assume that k is not a power of ρ. Let β be an (n + 1)
tuple such that
∑
βiρ
i = k and
∑
βi > 1. Elementary arithmetics shows
that it is possible to decompose each βi as a sum of nonnegative integers
βi = βi,i + · · ·+ βi,n such that for 0 ≤ i ≤ n we have
αiρ
i =
∑
0≤j≤i
βj,iρ
j .
The coproduct of C induces a commutative diagram, in which the bottom
horizontal map is any permutation which puts the terms of the tensor prod-
uct in the right order:
Ck
∆α //
∆β

⊗
0≤i≤n(C
ρi)⊗αi
⊗
0≤i≤n∆

(C1)⊗β0 ⊗ · · · ⊗ (Cρ
n
)⊗βn
≃ //
⊗
0≤i≤n
(⊗
0≤j≤i(C
ρj )⊗βj,i
)
Thus, the morphism ∆ appearing in the exact sequence (∗∗) is injective
(indeed k is not a power of p, hence PCk = 0) and it factors through ∆α.
Thus, ∆α must be injective.
Next we prove the second assertion. So k = pn, and by a similar reason-
ning the morphism ∆ appearing in the exact sequence (∗∗) factors through
∆ : Cρ
n
→ (Cρ
n−1
)⊗ρ .
Thus, the kernel of the latter is contained in PCρ
n
. Finally, an easy explicit
computation shows that this kernel is exactly PCρ
n
. 
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Definition 10.16. We call a connected exponential functor E special if
PQE is simple.
Recall that PQE is the image of the canonical map PE → QE. By theo-
rem 9.7 the indecomposable reflexive strict exponential functors are special
if k is a perfect field.
Lemma 10.17. If k is an arbitrary field. If E is special with PQE concen-
trated in degree d, then E is indecomposable, Ed = PQE and Ei 6= 0 if and
only if i is a multiple of d.
Proof. If an arbitrary nontrivial E is connected then let m(E) be the min-
imal positive degree such that Em(E) 6= 0. Then Em(E) is additive and
nonzero. As a first consequence, any nontrivial connected E has PQE 6= 0.
Since PQ(E1 ⊗ E2) = PQE1 ⊕ PQE2, this shows that special exponential
functors are indecomposable. As a second consequence, if E is special then
Em(E) = PQE. Thus for all k, Ed(V )⊗k is a nontrivial direct summand
of Ekd(V ⊕k, hence Ekd 6= 0. Conversely, we prove by induction on k that
Ei = 0 for kd < i < (k + 1)d. This holds for i = 0 since d = m(E).
If this holds for all ℓ < k, then the degree i part of the isomorphism
E(V ⊕W ) ≃ E(V )⊗ E(W ) shows that Ei is additive, so Ei ⊂ PQEi = 0,
and the property holds for k. 
Proposition 10.18. Let E be a connected strict exponential functor over
an arbitrary field k. Assume that E is special, with PQE concentrated in
degree d. Then for all k ≥ 0, EndPω,k(E
kd) = k.
Proof. We prove the statement by induction on k. Lemma 10.17 describes
Ek in degrees k ≤ 1 hence we see directly that the statement holds (simple
additive functors have endormorphism rings of dimension one). Let k > 1
and assume that EndPω,k(E
id) is computed for all i < k. By our assumptions
on E, PEkd = 0 or QEkd = 0. We assume that PEkd = 0 (the proof for
QEkd = 0 is similar, using a dual form of lemma 10.15). We claim that there
is a tuple (α1, . . . , αn) with n > 1 and
∑
αi = kd and a monomorphism
ι : Ekd → Eα1 ⊗ · · · ⊗ Eαn .
If d is odd and p 6= 2 then E is an exterior algebra, and we let ι be the
inclusion Ekd ⊂ (Ed)⊗k. If d is even or if p = 2, then E is commutative
in the ungraded sense, and ι is given by lemma 10.15. Thus there is a
monomorphism:
EndPω,k(E
dk)→ HomPω,k(E
dk, Eα1 ⊗ · · · ⊗ Eαn) . (∗)
By [26, Thm 1.7] the vector space on the right hand side of (∗) is isomorphic
to the following direct sum, indexed by all n-tuples of nonnegative integers
β = (β1, . . . , βn) such that
∑
βi = dk:⊕
β
n⊗
i=1
HomP∗
ω,k
(Eβi , Eαi) (∗∗)
Now by lemma 10.17 E is indecomposable. Hence by proposition 6.4, there
is an integer a ∈ N[p−1] such that the degrees of E are a times its weights.
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Since there are no nontrivial morphisms between homogeneous strict ana-
lytic functors of different weights, all the terms of the sum (∗∗) are zero
except the term indexed by β = α. Now by the induction hypothesis, the
term of the sum indexed by β = α has dimension 0 or 1. Thus by injectivity
of (∗) the endomorphism space of Edk has dimension 0 or 1. But it cannot
have dimension zero since Ekd 6= 0 by lemma 10.17. 
Corollary 10.19. Assume that E1 and E2 are special. Let n be such that
En1 6= 0. If there is an isomorphism of functors E
n
1 ≃ E
n
2 then if 0 ≤ i ≤ n
there is an isomorphism Ei1 ≃ E
i
2. In particular, we have QE
i
1 ≃ QE
i
2 and
PEi1 ≃ PE
i
2.
Proof. Assume that PQEi is concentrated in degree di. Then n = nidi by
lemma 10.17. We have:
Eni (V ⊕ k) ≃
⊕
0≤k≤ni
Ediki (V )⊗ E
n−dik
i (k) .
The functors Edik are indecomposable, thus this isomorphism is a decompo-
sition into indecomposable summands. If f : En1 → E
n
2 is an isomorphism,
then it induces an isomorphism between En1 (V ⊕k) and E
n
2 (V ⊕k). But the
Edik have local endomorphism rings (of dimension one!), hence the Krull-
Remak-Schmidt theorem [28, Chap I.6 Thm 1] applies: there are isomor-
phisms between the Ed1k1 and the E
d2ℓ
2 .
But an isomorphism of strict analytic functors must preserve the weights.
Since the exponential functors Ei are indecomposable, the weights are pro-
portional to the degrees: each Ediki has weight aidik for some ai ∈ N[p
−1]
by proposition 6.4. In particular the Ediki , 0 ≤ k ≤ ni are ni + 1 paiwise
distinct indecomposables. The uniqueness in the Krull schmidt theorem im-
plies that n1 = n2, hence d1 = d2 =: d. Moreover, since E
n
1 is isomorphic
to En2 , one must have a1 = a2. Thus E
d1k
1 and E
d2ℓ
2 have the same weight if
and only if k = ℓ. Thus the Krull-Remak-Schmidt theorem actually implies
that Edk1 ≃ E
dk
2 for all k such that 0 ≤ kd ≤ n. Moreover, if i is not divisible
by d then Ei1 = 0 = E
i
2 by lemma 10.17. 
10.4. Proof of theorem 10.1. By lemma 10.7 it suffices to prove theorem
10.1 when E is reflexive. By corollary 10.14, it suffices to prove that we can
compute all the fake truncations φk(σ(E)), k ≥ 0 from the graded strict
analytic functor OE.
Let F be a graded analytic functor, such that dimk F
k(V ) < +∞ for all V .
We now describe how to extract a multiset αk(F ) of pairs of graded additive
functors from F . We first decompose F k into a direct sum of indecomposable
functors F ki .
F k =
⊕
i∈I
F ki .
Such a decomposition exists and is unique by the next proposition.
Proposition 10.20 (Krull-Remak-Schmidt property). Let G be a strict an-
alytic functor, such that for all k and all vector spaces V , dimk wkG(V ) <∞.
Then G admits a unique decomposition into a direct sum of indecomposable
graded strict analytic functors.
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Proof. For all k, evaluation on kk induces an equivalence of categories Pk,k ≃
S(k, k) − Mod, where S(k, k) is a Schur algebra. As a consequence, any
functor G of Pk,k with finite dimensional values has a unique decomposition
as a finite direct sum of indecomposable functors, whose endomorphism
ring is a local ring (see e.g. [3, Chap 1, 1.4]). Applying this result for each
summand wkG of G, we obtain the result. 
We let J ⊂ I the subset of indices i such that F ki contains an additive
functor or has an additive functor as a quotient. Now we let K ⊂ J be
the subset of the indices i ∈ J such that F ki is isomorphic to E
k for some
reflexive indecomposable strict exponential functor E. For all i ∈ K we let
πk(F
k
i ) =
 ⊕
0≤i≤k
PEi,
⊕
0≤i≤k
QEi
 .
Observe that this is well-defined (it does not depend on the choice of E such
that Ek ≃ F ki ) by corollary 10.19. We let αk(F ) be the multiset
αk(F ) = {πk(F
k
i ) , i ∈ K } .
In particular, αk(F ) is empty if K is empty. The following proposition
finishes the proof of theorem 10.1.
Proposition 10.21. For all reflexive strict exponential functor E and all
k ≥ 0 we have φk(σ(E)) = αk(OE).
Proof. We decompose E as a tensor product of indecomposable functors:
E ≃
⊗
i∈I Ei. Then E
k decomposes as
Ek ≃
⊕
i∈I
Eki ⊕ other summands.
The other summands in this decomposition are direct summands of ten-
sor products Ek1i1 ⊗ · · · ⊗ E
kn
in
with at least two nonconstant factors. By
Pirashvili’s vanishing lemma (fact C.4), such functors (hence their inde-
composable summands) cannot have nontrivial additive subfunctors or quo-
tients. Hence:
αk(OE) = αk(
⊗
i∈I
OEi) = αk(
⊕
i∈I
OEi) =
⋃
i∈I
αk(OEi) .
On the other hand
φk(σ(E)) =
⋃
i∈I
φk(σ(Ei)) .
Thus it remains to check that for all i, αk(OEi) = φk(σ(Ei)), which follows
from the definition of αk. 
11. Filtrations of exponential functors
In this section, we return to the general setting, i.e. k is a commutative
ring and F denotes either Pω,k or Fct(V,Modk), where V is a small additive
category. In this section we give give basic results regarding filtrations of
exponential functors, and two fundamental examples, namely (a variant of)
the coradical filtration, and the augmentation filtration. Theorems 11.7
and 11.10 show that these two filtrations do not depend on the exponential
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structure of E, but only on the underlying functor. We use these results
to establish some properties of graded functors which admit an exponential
structure in section 11.3. Throughout section 11, we rely on the notion of
Eilenberg-Mac Lane degree of a functor, recalled in appendix C. The terms
‘Eilenberg-Mac Lane degree’ will often be shortened into ‘EML-degree’, and
the EML-degree of a functor F will be denoted by degEML F .
11.1. Filtered exponential functors. Let V1, V2 be two graded k-modules,
equipped with filtrations by graded submodules · · · ⊂ FkVi ⊂ Fk+1Vi ⊂ · · · .
A morphism f : V1 → V2 preserves the filtrations if f(FkV1) ⊂ FkV2 for all
k. The tensor product filtration on V1 ⊗ V2 is defined as usual by
Fk(V1 ⊗ V2) =
∑
i+j=k
FiV1⊗FjV2 ,
where the symbol ‘⊗’ indicates that we are considering the image of FiV1⊗
FjV2 in V1 ⊗ V2. An algebra filtration of a graded k-algebra A is a filtration
by graded k-submodules such that the multiplication µ : A ⊗ A → A and
the unit η : k→ A preserve the filtrations (k is endowed with the filtration
such that F0k = k, F−1k = 0). Similarly a coalgebra filtration of a graded
k-coalgebra C is a filtration by graded k-submodules such that the comulti-
plication and the counit preserve the filtrations. Finally a Hopf filtration of
a graded Hopf k-algebra is a filtration which is both an algebra and a coal-
gebra filtration, and such that the antipode preserves the filtration. These
notions evidently generalize to functorial graded algebras, coalgebras and
Hopf algebras, e.g. an algebra filtration of a functorial graded k-algebra A
is a filtration by graded subfunctors FiA, such that for all V , the FiA(V )
yield an algebra filtration of A(V ).
Proposition 11.1. Let E be an exponential functor, filtered by a family of
graded subfunctors FkE, k ∈ Z. The following assertions are equivalent:
(F1) The FkE, k ∈ Z, yield a Hopf filtration.
(F2) The FkE, k ∈ Z, yield an algebra filtration and a coalgebra filtration.
(F3) The isomorphisms φ : E(V )⊗E(W )
≃
−→ E(V ⊕W ) and u : k
≃
−→ E(0)
are isomorphisms of filtered modules for all V,W .
Proof. To see that (F1)⇔(F2), we simply observe that χV = E(−IdV ) being
defined using the functoriality of E, χ automatically preserves all subfunc-
tors of E, in particular it preserves any filtration of E. Now we prove
(F2)⇔(F3). By lemma 2.4 the isomorphisms φ and u can be reconstructed
from the multiplication and the unit of E and vice-versa. Hence the FiE
form an algebra filtration if and only if φ and u preserve the filtrations.
Similarly, the FiE form a coalgebra filtration if and only if φ
−1 and u−1
preserve the filtrations. Thus (F2) is equivalent to (F3). 
Given a filtered graded k-module, we let grV =
⊕
k∈Z FkV/Fk−1V . This
is a bigraded object with grkV
i = FkV
i/Fk−1V
i, but we only consider it as
a graded object with grading homogeneous summand of degree i given by
grV i =
⊕
k∈Z grkV
i. If V1 and V2 are two filtered graded k-modules, there is
a canonical surjective map grV1⊗ gr V2 → gr (V1⊗ V2). Thus for all filtered
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graded algebras A, grA is again a graded algebra, with multiplication (µ
denotes the multiplication of A):
grA⊗ grA
can
−−→ gr (A⊗A)
gr(µ)
−−−→ grA .
All this holds for functorial graded algebras as well. Thus, for all exponen-
tial functors E equipped with a Hopf filtration, grE is a functorial graded
algebra.
Lemma 11.2. Let E be an exponential functor equipped with a Hopf filtra-
tion. Then grE is an exponential functor if and only if the canonical map
grE ⊗ grE → gr (E ⊗ E) is an isomorphism.
Proof. Since φ and u are isomorphisms of filtered functors, gr(u) and gr(φ)
are isomorphisms. So condition (A1) of lemma 2.4 is satisfied. Moreover
gr(µ) ◦ can ◦
(
grE(ιV )⊗ grE(ιW )
)
= gr(µ) ◦ gr(E(ιV )⊗ E(ιW )) ◦ can
= gr(φ) ◦ can
is an isomorphism if and only if can : grE(V ) ⊗ grE(W ) → gr (E(V ) ⊗
E(W )) is an isomorphism for all pairs (V,W ). The latter is an isomorphism
if and only if it is an isomorphism for all pairs (V, V ). Thus condition (A2)
of lemma 2.4 is satisfied if and only if the canonical map grE ⊗ grE →
gr (E ⊗ E) is an isomorphism. 
Remark 11.3. It follows from [5, Chap III, Exercices, §2 ,6)] that the
canonical map grE⊗grE → gr (E⊗E) is an isomorphism if grE(V ), E(V )
and
⋃
k∈Z FkE(V ) are flat k-modules for all V .
Remark 11.4. Let F = Fct(PR,Modk), and let F − Exp
filtr
c denote the
category whose objects are ordinary exponential functors equipped with a
Hopf filtration such that the canonical map grE ⊗ grE → gr (E ⊗ E) is
an isomorphism, and whose morphisms are the morphisms of exponential
functors which preserve the filtrations. Similarly let Hfiltr be the category of
graded bicommutative Hopf algebras equipped with a nice Hopf filtration.
There a commutative diagram, in which the bottom horizontal equivalence
of categories is provided by theorem 5.3:
F − Expfiltrc
gr

evR // R−Hfiltr
gr

F − Expc
evR
≃
// R−H
As we shall see below in propositions 11.14 and 11.15, filtrations of exponen-
tial functors are typically infinite. However, after evaluation on R, they may
become finite objects. Hence, the top right corner of the diagram typically
yield shorter computations of associated graded objects.
11.2. Two fundamental filtrations. We first consider a variant of the
classical coradical filtration of a graded k-coalgebra (C,∆, ǫ). To be more
specific, assume that C has a coaugmentation η : k → C (i.e. η is a mor-
phism of coalgebras). The k-module C then has a decomposition as a direct
sum
C = Im η ⊕ ker ǫ = k⊕C .
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We let π = Id − ηǫ be the projection onto the augmentation ideal C. The
reduced comultiplication ∆ : C → C
⊗2
is defined as the composition:
C →֒ C
∆
−→ C ⊗C
π⊗2
−−→ C ⊗C .
One checks that ∆ is coassociative, its k-fold iteration ∆k+1 : C → C
⊗k+1
equals the composition π⊗k+1 ◦∆k+1. We define an increasing filtration of
the k-module C by letting PkC = k⊕ ker∆k+1:
k = P0C ⊂ P1C ⊂ · · · ⊂ PiC ⊂ · · · ⊂ P+∞C =
⋃
k≥0
PkC ⊂ C .
Remark 11.5. Assume that C is a flat k-module. Then PkC equals the
kernel of the composition:
C
∆
−→ C ⊗ C
can⊗π
−−−−→ (C/Pk−1C)⊗ C .
In particular, if k is a field, this filtration identifies with the filtration
∧k(k1),
k ≥ 0 of [47]. Moreover [47, Rk a) and Prop 11.1.1 p. 226] imply that C is
pointed irreducible if and only if this filtration is exhaustive - in this case
the filtration coincides with the coradical filtration of C.
Lemma 11.6. If grC and C/P+∞C are flat k-modules, then the filtration
PkC, k ≥ 0 is a filtration of coalgebras.
Proof. Copy the proof of [47, Thm 9.1.6], but use [5, Chap III, Exercices,
§2 ,6)c)] instead of [47, Lm 9.1.5]. 
This construction applies as well to functorial augmented graded coalge-
bras, in particular to an exponential functor E. The definition of PkE uses
the map ∆k+1, so this filtration seems strongly linked with the coalgebra
structure of E. The next result generalizes the result on primitives in lemma
3.6 since P1E = k ⊕ PE. It shows that this filtration does not depend on
the structure morphisms of E.
Theorem 11.7. Let E be an exponential functor. Then each functor PkE
is polynomial of EML-degree less or equal to k, and moreover it is the largest
such subfunctor of the functor E.
Proof. By definition of the reduced diagonal, one has a commutative square:
E(V )
∆E

ι // E(V )
∆E

E(V )⊗n+1 E(V )⊗n+1
π⊗n+1oo
where ι is the canonical inclusion of E into E and π the canonical projection
of E onto E. Since E is exponential, the (n+ 1)-th cross effect of E is
crn+1E(V1, . . . , Vn+1) = E(V1)⊗ · · · ⊗ E(Vn+1)
and the canonical projection of E(V1⊕· · ·⊕Vn+1) onto crn+1E(V1, . . . , Vn+1)
is π⊗n+1. Hence the canonical map E(V ) → crn+1E(V, . . . , V ) is equal
to 0 + ∆E : k ⊕ E(V ) → E(V )
⊗n+1 and by fact C.7, PnE is the largest
polynomial subfunctor of E of EML-degree less or equal to n. 
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Corollary 11.8. Let E be an exponential functor. Then the filtration PkE,
k ≥ 0, yields an algebra filtration of E. Moreover, if the k-modules grE(V )
and E(V )/P+∞E(V ) are k-flat for all V , then this filtration is a Hopf fil-
tration of E, and grE is an exponential functor.
Proof. By fact C.11, the degree of PiE ⊗ PjE is less or equal to i+ j. The
multiplication being a morphism of functors, it preserves the polynomial
filtrations, hence it sends this tensor product into Pi+jE. Thus, the PkE,
k ≥ 0, form an algebra filtration of E. Moreover if the flatness assump-
tions are satisfied, the filtration is also a filtration of coalgebras by lemma
11.6, it is a Hopf filtration by proposition 11.1. Finally, the canonical map
grE ⊗ grE → gr (E ⊗ E) is an isomorphism by remark 11.3, hence grE is
exponential by lemma 11.2. 
If A is a graded k-algebra, with augmentation ǫ : A→ k, we let A = ker ǫ
be the augmentation ideal of A. Let Q0A = A and let Q−kA be the k-th
power of the ideal A if k > 0. Then the Q−kA for an algebra filtration of A
usually called the augmentation filtration of A:
Q−∞A =
⋂
k≥0
Q−kA ⊂ · · · ⊂ Q−2A ⊂ Q−1A = A ⊂ Q0A = A .
Lemma 11.9. For all augmented graded k-algebras A and B, the augmenta-
tion filtration of A⊗B coincides with the tensor product of the augmentation
filtration of A and of the augmentation filtration of B.
Proof. The augmentation ideal A⊗B coincides with the image of the map
can : A⊗B ⊕A⊗B → A⊗B. Thus Q−k(A⊗B) is the image of the map
(A⊗B ⊕A⊗B)⊗k
can⊗k
−−−−→ (A⊗B)⊗k
multA⊗B
−−−−−−→ A⊗B .
Developping the tensor products, we see that this image is the sum of the
images of the maps for 0 ≤ i ≤ k
A
⊗i
⊗A⊗k−i ⊗B
⊗k−i
⊗B⊗i → A⊗k ⊗B⊗k
multA⊗multB−−−−−−−−−→ A⊗B .
The image of the latter is Q−iA⊗Q−(k−i)B, which proves the lemma. 
One can consider augmentation filtrations for exponential functors (we
have already used this in the proof of theorem 3.7). The proof of the next
theorem is formally dual to the proof of theorem 11.7 and is therefore omit-
ted. Observe that theorem 11.10 generalizes the result on indecomposables
in lemma 3.6 since QE ⊕ k = Q−1E/Q−2E ⊕ k = E/Q−2E. Theorem
11.10 also shows that the augmentation filtration of an exponential functor
is independent of the exponential structure of E.
Theorem 11.10. Let E be an exponential functor. Then for all positive
integer k, degEMLE/Q−kE < k. Moreover, Q−kE is the smallest subfunctor
of E among the subfunctors F of E such that the quotient E/F is polynomial
of EML-degree less than k.
Corollary 11.11. The augmentation filtration of an exponential functor E
is a Hopf filtration. Moreover if E(V ) and grE(V ) are k-flat modules for
all V , then grE is an exponential functor.
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Proof. We prove that condition (3) of proposition 11.1 is satisfied. Since
φV,W is a retract of φV⊕W,V⊕W for all pairs (V,W ), it suffices to prove that
φV,V : E(V )⊗E(V )
≃
−→ E(V ⊕ V ) is an isomorphism of filtered modules for
all V . Let E′(V ) = E(V ⊕ V ). As φV,V is an isomorphism of functors, it
sends the smallest functor F of E⊗2 such that degEMLE
⊗2/F < k to the
smallest functor F ′ of E′ such that degEMLE
′/F ′ < k. Thus φV,V maps
Q−k(E
⊗2)(V ) isomorphically to Q−kE
′(V ). But Q−k(E
⊗2)(V ) coincides
with the k-th term of the tensor square of the augmentation filtration of
E(V ) by lemma 11.9, thus φV,V is an isomorphism of filtered modules. 
Now we give a concrete application, which parallels the result of Eilenberg
and Mac-Lane [20] that the singular homology of Eilenberg-Mac Lane spaces
are analytic and coanalytic functors.
Example 11.12 (Morava K-theory of classifying spaces). Let q = pd for an
odd prime p, and let n > 0. For all L ∈ PZ, we let
E(L) = K(n)∗B(L/qL) .
By [43, Thm 5.7] the coalgebra E(L) is isomorphic to Γnj(L/pL) hence its
coradical filtration is exhaustive. Thus E is analytic by theorem 11.7. Also,
if n > 1 then the algebra E(L) is a tensor product of truncated power alge-
bras, hence the augmentation filtration is Hausdorff, hence E is coanalytic
by theorem 11.10. The exponential functors obtained as associated graded
objects of these filtrations can be simply recovered by the technique of re-
mark 11.4. For example, if n = 2 and q = p, then grE(k) = Fp[x]/x
2 where
‘gr’ refers to the coradical filtration and x is primitively generated, hence if
‘gr’ refers to the polynomial filtration of E and S2 is the symmetric algebra
modulo the p2-th powers then
grE(L) = S2(L/qL) .
11.3. On the polynomial and copolynomial filtrations. We now in-
vestigate in more details the properties of the two fundamental filtrations
presented in section 11.2. As we have proved that these filtrations coincide
with the polynomial and copolynomial filtrations of the underlying functors,
the results we give here show that not all functors may be equipped with an
exponential structure.
Proposition 11.13. Let E be a nontrivial connected exponential functor.
Let m be the minimal positive integer such that Em 6= 0. For all integers i
and k such that mk ≥ i we have
PkE
i = P+∞E
i = Ei and Q−(k+1)E
i = Q−∞E
i = 0 .
If k is a domain and Em(V ) is torsion free for all V , then degEMLE
mk = k
for all k. In particular,
Pk−1E
mk  PkE
mk = Emk and 0 = Q−(k+1)E
mk  Q−kE
mk .
Proof. The first part follows from the fact that E
⊗k
is zero in degrees less
than km. Now let k be a domain and assume degEmk < k. Let ⊕k be the
additive functor ⊕k(V ) = V ⊕k. Then degEmk ◦ ⊕k < k. which contradicts
that Emk ◦ ⊕k contains (Em)⊗k as a direct summand and the latter has
degree k by C.12. 
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Proposition 11.14. Let E be an exponential functor.
(1) If E0(V ) is k-flat for all V and P1E = k, then P+∞E = k.
(2) If E(V ) is k-flat for all V and PiE = Pi+1E, then P+∞E = PiE.
(3) If k is a domain, and E(V ) is k-flat for all V . Then either P+∞E =
k or the filtration is strictly increasing:
k = P0E  P1E  · · ·  PiE  Pi+1E  · · ·  P+∞E .
Proof. Proof of (2): Since E(V ) is k-flat for all V , Pk+1E is the kernel of
E
∆
−→ E ⊗ E
π⊗(Id−ǫ)
−−−−−−→ (E/PkE)⊗ E .
An easy induction then shows that PkE = PiE for all k ≥ i. Proof of (1):
if P1E = k then P1(E
0) = P1E ∩ E
0 = k. So E0 = k by (2), i.e. E is
connected. Now by proposition 11.13 if E was nontrivial and m was the
minimal positive integer such that Em 6= 0, then Em ⊂ P1E
m contradicting
P1E = k. Proof of (3): assume that the filtration is not strictly increasing.
Thus P+∞E = PkE for some k ≥ 0 by (2). Hence, for all ℓ > k there is a
short exact sequence
0→ PkE → E
∆ℓ−−→ E
⊗ℓ
. (∗)
Let ⊕2 be the additive functor V 7→ V ⊕2, and consider the exponential
functor E ◦ ⊕2. By definition Pℓ(E ◦ ⊕
2) is the kernel of ∆ℓ ◦ ⊕
2. Hence,
precomposing the short exact sequence (∗) by ⊕2, we see that Pℓ(E ◦⊕
2) =
(PkE)◦⊕
2. Thus the biggest polynomial subfunctor of E ◦⊕n is (PkE)◦⊕
2,
which has degree k. Now we claim that we must have k = 0. Indeed, since k
is a domain E(V ) is torsion free for all V , hence PkE(V ) is also torsion free.
Thus the tensor square of the inclusion PkE(V )
⊗2 → E(V )⊗2 is injective
(tensor by the fraction field to prove injectivity). Now by fact C.12 PkE
⊗2
has degree 2k. Since E⊗2 ≃ E ◦ ⊕2, we must have 2k ≤ k, which implies
that k = 0. 
Proposition 11.15. Let E be an exponential functor.
(1) If Q−iE = Q−(i+1)E for some integer i, then Q−∞E = Q−iE.
(2) If k is a domain, and the k-module E(V )/Q−∞E(V ) is torsion-
free for some V . Then either Q−∞E = Q−1E or the augmentation
filtration is strictly decreasing:
· · ·  · · ·  Q−(i+1)E  Q−iE  · · ·  Q−1E = E .
Proof. The first statement is obvious, the proof of the second one is formally
dual to the proof of proposition 11.14(3). 
Remark 11.16. Propositions 11.14(3) and 11.15(2) fail without assumption
on the torsion. For example if k = Z, V = PZ, and A(−) = − ⊗ Q/Z, a
counter-example is given by the exponential functor
E(V ) = S(A(V )) = Z ⊕ A(V ) .
We end by a few remarks on analytic exponential functors, i.e those for
which E = P+∞E. Proposition 11.13 shows that connected exponential
functors are analytic. Hence strict exponential functors are analytic (they
can be regraded so that they become connected as explained in remark 3.4).
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On the contrary, ordinary exponential functors are not always analytic. For
example if G : V → Ab is a nontrivial additive functor, then the k-group
algebra on G yields an exponential functor kG such that ∆k+1 is injective
for all k. Hence P+∞kG = k 6= kG.
Proposition 11.17. Let E be an ordinary exponential functor.
(1) Assume that the k-modules grE(V ) and E(V )/P+∞E(V ) are k-flat
for all V . Then P+∞E is an exponential functor and the inclusion
P+∞E →֒ E is a morphism of exponential functors.
(2) If k is an algebraically closed field, let G(E) : V → Ab be the functor
of grouplike elements of E. There is an isomorphism of exponential
functors:
E ≃ P+∞E ⊗ kG(E) .
Proof. Proof of (1): under the flatness assumptions, the PkE yield a Hopf
filtration of E by corollary 11.8. Moreover by our flatness assumptions for all
k, ℓ ∈ N∪{+∞} there is a canonical isomorphism PkE⊗PℓE ≃ PkE⊗PℓE.
Using that colimk,ℓ PkE⊗PℓE = P+∞E⊗P+∞E, we then see that the Hopf
algebra operations of E make P+∞E into a functorial Hopf subalgebra of
E. The result now follows from lemma 2.13. Proof of (2): as explained
in remark 11.5, an exponential functor E is pointed irreducible if and only
if it is analytic. Thus P+∞E(V ) is the maximal pointed irreducible Hopf
subalgebra of E(V ). The result now follows from [47, Thm 8.1.5]. 
12. A weak analogue of theorem 10.1
In this section F stands for Fct(V,Modk), where V is a small additive
category of characteristic p and k is a perfect field of characteristic p. We
consider the functor which forgets the exponential structure:
O : F − Expc → F
∗ .
Our aim is to prove a weak analogue of theorem 10.1 in this context.
Definition 12.1. We say that an exponential functor E is absolutely re-
flexive if it is connected, and for all i, QEi has a finite composition series,
whose factors are absolutely simple (i.e. their endomorphism ring equals k).
By reiterating the proof of lemma 9.12, one proves the following charac-
terization of absolute reflexivity.
Lemma 12.2. A connected exponential functor E is absolutely reflexive if
and only if QEi has a finite composition series, whose factors are absolutely
simple for all i.
Remark 12.3. If all the simple objects of Fadd are absolutely simple, then
E is absolutely reflexive if and only if it is reflexive in the sense of definition
9.5. This happens e.g. if V = PR and R and k are finite fields, or if R is a
finite dimensional semi-simple Fp-algebra and k is algebraically closed.
Recall that a connected exponential functor E is primitively generated
if the canonical map S±(PE) → E is an epimorphism. Equivalently the
canonical map PE → QE is an epimorphism. Similary, E is cogenerated by
its indecomposables if the canonical map E → Γ±(QE) is a monomorphism.
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Equivalently the canonical map PE → QE is a monomorphism. The main
result of the section is the following a weak analogue of theorem 10.1.
Theorem 12.4. Let k be a perfect field of characteristic p, let V be a small
additive category of characteristic p and let F = Fct(V,Modk). Assume
that Fadd has homological dimension zero. Let E be an absolutely reflexive
exponential functor, such that E is primitively generated or cogenerated by
its indecomposables. If there is an exponential functor E′ such that OE ≃
OE′ then E ≃ E′.
Corollary 12.5. Let E and E′ be exponential functors. Assume that E
is absolutely reflexive, and that there is an isomorphism OE ≃ OE′. Then
there is an isomorphism of exponential functors grE ≃ grE′, where gr refers
to the augmentation filtration or to the coradical filtration.
Proof. By theorem 3.8 or 11.10, an isomorphism OE ≃ OE′ must preserve
the filtration, hence it induces an isomorphism O(grE) ≃ O(grE′). The
corollary then follows directly from theorem 12.4 applied to grE and grE′.
However, in order to be able to apply theorem 12.4, it remains to prove that
grE is absolutely reflexive. If we consider the augmentation filtration then
this is obvious since Q(grE) = QE. If we consider the coradical filtration,
we use that in this case P (grE) = PE and we use lemma 12.2. 
The remainder of the section is devoted to the proof of theorem 12.4. We
mainly copy the proof of theorem 10.1, so we outline the proof and try to
emphasize on the differences.
12.1. The signatures. Absolute reflexivity, as well as being primitively
generated or cogenerated by indecomposables are properties of the under-
lying functor of an exponential functor by lemma 3.6. Thus if OE′ ≃ OE
then E′ inherits these properties from E. Thus E and E′ both decompose
uniquely as a tensor products of indecomposables by theorem 9.7. We define
their signatures σ(E) and σ(E′) as in section 10.2. In order to prove that
E ≃ E′ it suffices to prove that for all k ≥ 0, the fake truncations φk(σ(E))
and φk(σ(E
′)) are equal. Thus it suffices to prove that if E is absolutely re-
flexive and primitively generated, or cogenerated by indecomposables, then
φk(σ(E)) can be recovered from the functor OE.
12.2. An analogue of proposition 10.18. Since E is primitively gener-
ated or cogenerated by indecomposables, it is a tensor product of indecom-
posables exponential functors of the form:
S(A[d]) , or Sn(A[d]) , or Λ(A[d]) , or Γ(A[d]) , or Γn(A[d]) , (∗)
whereA[d] is a simple additive functor placed in degree d and where Sn(A[d]) =
Σ(A[d], Fn−1) is the quotient algebra of S(A[d]) by the ideal generated by
(n)A[dpn] ⊂ Sp
n
(A[d]) and Γn(A[d]) = Σ(A[d], V
n−1) is the subalgebra of
Γ(A[d]) generated by
⊕
i≤pn Γ
pi(A[d]). Moreover since E is absolutely re-
flexive, the factors of its decomposition must be absolutely reflexive hence
A must be absolutely simple. For these specific exponential functors we are
able to prove the analogue of proposition 10.18.
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Proposition 12.6. Let X denote one of the exponential functors of the list
(∗) and assume that A is absolutely simple. Then for all k, EndF (X
kd) = k.
Proof. We treat the case of X = Sn(A[d]), the other cases being similar.
The functor Xdk is a quotient of A⊗k. Thus EndF (X
k) is a subspace of
HomF (A
⊗k,Xdk). By [26, Thm 1.7] the latter is isomorphic to the following
direct sum, taken over all k-tuples β such that
∑
βi = kd:⊕
β
n⊗
i=1
HomF (A,X
βi) . (∗∗)
There is non nonzero morphism between an additive functor and a constant
functor. Thus for degree reasons, the only term which contributes to this
sum is β = (d, . . . , d). Since Xd = A and A is absolutely simple, (∗∗) has
dimension 1. So dimk EndF (X
kd) ≤ 1. The other inequality is trivial. 
12.3. Construction of the multisets αk(F ). Assume that E is prim-
itively generated (the proof for E cogenerated by its indecomposables is
similar) and absolutely reflexive. Fix k ≥ 0. In order to prove theorem 12.4,
we are going to prove that φk(σ(E)) can be extracted from OE.
The functor F = OEk decomposes as a direct sum:
F = C ⊕
⊕
i∈I
Fi (†)
in which (i) I is a finite set, (ii) C is a functor which has no nonzero additive
subfunctor, (iii) the Fi are functors having a nonzero additive subfunctor,
and (iv) each Fi is isomorphic to X
k
i for some exponential functor Xi in the
following list (where Ai is absolutely simple):
S(Ai[di]) , or Sni(Ai[di]) , or Λ(Ai[di]) . (∗∗)
We call a decomposition (†) such that the four conditions (i-iv) are sat-
isfied a k-primitive decomposition of F . We don’t know if F satisfies the
Krull-Remak-Schmidt property. However proposition 12.6 has the following
consequence, which we can use as a substitute for proposition 10.20.
Proposition 12.7. If a functor F has a k-primitive decomposition of F ,
it is unique. Namely, if F = C ′ ⊕
⊕
i∈J F
′
i is another k-primitive decom-
position, there is a bijection ξ : I → J and isomorphisms Fi ≃ F
′
ξ(i) and
C ≃ C ′.
Proof. The functorsXk of the list (∗∗) have local endomorphism rings, hence
they satisfy the cancellation property [53, Prop 2]: if Xk ⊕ G ≃ Xk ⊕ G′
then G ≃ G′ (whatever G and G′ are). Thus if we have two decompositions
we can cancel all the Xk in common, hence we can assume that for all pair
(i, j) ∈ I × J , we have Fi 6≃ F
′
j . We claim that in this case I and J are
empty, thus C = F ≃ F = C ′ and the result is proved.
It remains to prove our claim. Assume that I or J is not empty. Among
the Fi and the F
′
j , take one with maximal Eilenberg-Mac Lane degree, say
for example Fi0 . Then Fi0 does not embed in C
′ (because it has a nontrivial
additive subfunctor) and HomF (Fi0 , F
′
j) = 0 for all j by lemma 12.8 below,
which contradict the fact that Fi0 is a direct summand of F . 
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Lemma 12.8. Let X1 and X2 be two functors in the list (∗∗). Assume that
degXk1 ≥ degX
k
2 , that X
k
1 and X
k
2 both have a nonzero additive sunfunctor,
and that HomF (X
k
1 ,X
k
2 ) 6= 0. Then X
k
1 ≃ X
k
2 .
Proof. First Xk1 has no quotient of Eilenberg-Mac Lane degree less than
degEMLX
k
1 . Thus X
k
1 and X
k
2 have the same EML-degree δ. Then each X
k
i
must be isomorphic to some functor of the form Sδ(Ai) (because they have a
nontrivial additive subfunctor). We compute HomF (S
δ(A1), S
δ(A2)) in the
same way as in proposition 12.6: it is a subspace of HomF (A1, A2)
⊗δ. Thus
HomF (A1, A2) 6= 0 hence A1 ≃ A2 by simplicity. Hence X
k
1 ≃ X
k
2 . 
Now let F be an arbitrary functor which admits a k-primitive decompo-
sition (†). For all i ∈ I, let Xi such that X
k
i ≃ Fi. Then we let:
πk(Fi) =
 ⊕
0≤ℓ≤k
PXℓi ,
⊕
0≤i≤k
QXℓi
 .
This is well defined because corollary 10.19 holds for the functors in the list
(∗) (replace the use of the weights and of proposition 6.4 in the proof of corol-
lary 10.19 by the Eilenberg-Mac Lane degree of a functor and proposition
11.13). Now we let
αk(F ) = {πk(Fi) , i ∈ I }.
One easily proves that for F = OE we obtain αk(F ) = φk(σ(E)), which
finishes the proof of theorem 12.4.
13. (Counter)examples over arbitrary fields
Let k be an arbitrary field of positive characteristic p, and kp be the sub-
field of p-th powers. In this short section, we describe a family of exponential
functors Ea indexed by a parameter a ∈ k. This family shows that several
results obtained over perfect fields do not hold over imperfect fields.
(1) If a 6∈ kp then Ea is indecomposable by lemma 13.3, while by lemmas
13.2 and 3.6, (PQEa)
2 = A⊕A is decomposable. Thus theorem 9.7
does not hold over an imperfect field.
(2) If a 6∈ kp then Ea is not isomorphic to E0, by lemmas 13.1 and 13.3
while the underlying graded functors are isomorphic by lemma 13.2.
Thus, theorem 10.1 does not hold over an imperfect field. Since the
Ea are primitively generated, even the weaker statement of theorem
12.4 fails over an imperfect field.
Fix a simple additive functor A such that EndFadd(A) ≃ k and let A[2]
(resp. (1)A[2p]) be a copy of A (resp. I(1) ◦A) placed in degree 2 (resp. 2p).
We let E = S(A[2]⊕A[2]) and we define Ea as the cokernel of the morphism
of exponential functors S((1)A[2p])→ E induced by
ga = (Id, aId) :
(1)A→ (1)A⊕ (1)A = PE2p ⊂ E2p .
Lemma 13.1. If a ∈ kp, the exponential functor Ea is isomorphic to
T (A[2]) ⊗ S(A[2]), where T (A[2]) is the quotient of S(A[2]) by the ideal
generated by the p-th powers.
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Proof. The morphism of functors f : A ⊕ A → A ⊕ A defined by f(x, y) =
(x, y + a1/px) induces an isomorphism S(f) : E ≃ E, which induces in turn
an isomorphism T (A[2]) ⊗ S(A[2]) ≃ Ea. 
Lemma 13.2. Let T (A) be the quotient of S(A) by the ideal generated by
the p-th powers. For all a ∈ k and all d ≥ 0, there is an isomorphism in F :
(Ea)
2d ≃
d⊕
k=0
T d−k(A)⊗ Sk(A) .
Proof. The result holds for a = 1 by lemma 13.1. By definition, E2da is the
cokernel in F of the following composite morphism φ2da :
(1)A⊗ E2d−2p
ga
−→ E2p ⊗ E2d−2p
mult
−−−→ E2d .
Thus it suffices to find automorphisms ψ2da of E
2d for all d ≥ 0, such that
φ2da ◦ (
(1)A⊗ ψ2d−2a ) = ψ
2d
a ◦ φ
2d
1 .
Now we have a decomposition
E2d =
⊕
0≤i≤p−1
⊕
0≤k≤⌊d/p⌋
Sd−i−kp(A)⊗ Si+kp(A)
and we define a suitable ψ2da as the automorphism which is the multiplication
by ak on each summand Sd−i−kp(A)⊗ Si+kp(A). 
Lemma 13.3. If a 6∈ kp the exponential functor Ea is indecomposable.
Proof. We first describe the abelian group H(a, b) := HomF−Expc(Ea, Eb).
A morphism f : E → E is uniquely determined by its restriction f2 : E2 →
E2. Since E2 = E2a = E
2
b any morphism f : Ea → Eb lifts uniquely to a
morphism f : E → E such that Pf2p(Im ga) ⊂ Im gb. Since E
2 = A⊕A and
EndF (A) = k, f
2 can be described by a 2× 2-matrix M with coefficients in
k. Similarly EndF (
(1)A) = k and the action of Pf2p on PE2p = (1)A⊕ (1)A
is described by the matrix M [1], where ‘[1]’ means that the coefficients of M
are raised to the power p. Thus an element f ∈ H(a, b) is described by a
matrix:
M =
[
x y
z t
]
such that there is λ ∈ k such that
{
xp + ypa = λ,
zp + tpa = λb.
By construction, the convolution product in H(a, b) corresponds to the ad-
dition of matrices, while the composition H(b, c)×H(a, b)→ H(a, c) corre-
sponds to the multiplication of matrices.
Now let f ∈ H(a, a) such that f ◦ f = f . The corresponding matrix
satisfies M2 =M , hence (M [1])2 =M [1]. Thus the only eigenvalues of M [1]
are 0 and 1, so that λ ∈ {0, 1}. Assume that a 6∈ kp. If λ = 0 the conditions
imply that M [1] = 0, hence M = 0, and if λ = 1 the conditions imply that
M = tId. So f is either 0 or an isomorphism. 
Appendix A. Frobenius twists
This appendix presents some well-known facts regarding Frobenius twists,
and their application to bicommutative Hopf algebras. Here k is a field of
positive characteristic p, and V is the category of k-vector spaces.
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A.1. The Frobenius twist of a vector space. The r-th Frobenius twist
functor is the functor
I(r) : V → V
obtained by scalar extension along the Frobenius morphism F r : k → k,
defined by F r(x) = xp
r
. If k is a perfect field, F r exists for all r ∈ Z,
otherwise we impose that r is nonnegative. We have I(r)(V ) = 0kr ⊗k V ,
where 0kr is the abelian group k, with k-k-bimodule structure λ · x · µ =
λxF r(µ). A tensor of the form 1 ⊗ v is usually denoted by (r)v. Note that
I(0) is the identity functor of V, which we also denote by I.
Notation A.1. For all vector spaces V , the notation I(r)(V ) is most often
simplified into (r)V .
The Frobenius twist functors satisfy the usual properties of scalar exten-
sion recalled in the next fact.
Fact A.2. see [4, II §5].
(1) Universal property. Let π : V → (r)V be the map π(v) = (r)v. It
is pr-linear, i.e. it is additive and π(λv) = λp
r
π(v). For all vector
spaces V , W and all pr-linear maps f : V → W , there is a unique
k-linear map f : (r)V →W such that
f ◦ π = f .
(2) Colimits. The functor I(r) commutes with colimits and preserves
dimension. In particular it is exact and faithful.
(3) Transitivity. There is a natural isomorphism I(r) ◦ I(s) ≃ I(r+s).
Thus, if k is perfect, I(r) is an equivalence of categories.
(4) Tensor products. The r-th Frobenius twist is a strong symmetric
monoidal endofunctor of (V,⊗,k).
(5) Duality. There is a natural map (r)Homk(V,k) → Homk(
(r)V,k),
which is an isomorphism if dimk V <∞.
Remark A.3. In fact A.2(2), exactness comes from the additivity of I(r)
and the fact that exact sequences of V are split exact. Faithfulness comes
from the isomorphism Im(r)f ≃ (r)(Imf) (by exactness) the latter being zero
if and only if Imf is zero (by dimension preserving). Note that if r > 0 and
k is not perfect, then I(r) is not full, since λId : (r)V → (r)V is equal to some
(r)f if and only if λ is in the image of F r.
Now we assume that r ≥ 0. We are going to give a combinatorial de-
scription of (r)V . The symmetric group Spr acts on V
⊗pr by permuting the
factors. Let Γp
r
V be the subspace of invariants and Sp
r
V the quotient space
of coinvariants. There is a composite map (natural with respect to V ):
Ψr : Γ
prV →֒ V ⊗p
r
։ Sp
r
V .
Fix a basis of V . If v1, . . . , vpr are p
r basis vectors of V , let sym(v1, . . . , vpr)
be the sum of all the elements of the set { vσ(1)⊗· · ·⊗vσ(pr) | σ ∈ Spr }. For
example, if all the vk are equal to v, then this set has only one element and
sym(v, . . . , v) = v⊗p
r
. The elements of the form sym(v1, . . . , vpr) generate
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Γp
r
V as a k-vector space. The class in Sp
r
V of a tensor v⊗· · ·⊗v is denoted
by vp
r
as usual. Then one has
Ψr(sym(v1, . . . , vpr)) =
{
vp
r
if all the vk are equal to v,
0 otherwise.
Thus ImΨr is the subspace of S
prV spanned by the vectors vp
r
, v ∈ V .
Fact A.4. The vector space (r)V is naturally isomorphic to ImΨr. In par-
ticular, there is a natural surjective morphism Γp
r
V → (r)V and a natural
injective morphism (r)V → Sp
r
(V ).
Proof. The surjective pr-linear map V → ImΨr, v 7→ v
pr induces a surjective
k-linear morphism (r)V → ImΨr. If dimk V < ∞, the latter is an isomor-
phism for dimension reasons. The general case follows by taking colimits
(any vector space is the colimit of its finite dimensional subspaces). 
A.2. Frobenius twists as strict polynomial functors. Let r ≥ 0. Up to
a scalar, there is a unique morphism of strict polynomial functors Γp
r
→ Sp
r
(apply e.g. [27, Thm 2.10]). As an object of Ppr ,k, the r-th Frobenius functor
I(r) is defined as the image of this morphism. It follows from fact A.4 that
the underlying ordinary functor coincides with the usual r-th Frobenius
functor of section A.1. Given an object F of Pd,k we often denote by F
(r)
the composition F ◦ I(r). Precomposition by I(r) defines a functor:
−(r) : Pd,k → Pdpr ,k .
Fact A.5. The functor −(r) is fully faithful. Its essential image is a thick
(i.e. stable under subobjects, quotients and extensions) subcategory of Pdpr ,k.
Proof. Full faithfulness is proved e.g. in [7, Appendix A]. If L is a simple
object, then L(r) is also simple, see e.g. [51, Prop B.2]. Thus the essential
image is supported by all the functors whose finite subfunctors have com-
position factors of the form L(r) for simple objects L of Pd,k. This is clearly
a thick subcategory. 
A.3. Frobenius and Verschiebung of Hopf algebras. Now we intro-
duce Frobenius and Verschiebung maps for bicommutative Hopf algebras.
A reference is [15, II §7 1.1 and IV §3 4.4]. Given a graded vector space
V =
⊕
i∈N V
i, its Frobenius twist (r)V is the graded vector space with:
((r)V )k =
{
(r)V i if k = pi,
0 if p does not divide k.
Let (A,µ, η) be a graded k-algebra which is commutative in the ungraded
sense (thus A is concentrated in even degrees if p is odd). Since the r-
th Frobenius twist is strong monoidal, the following structure morphisms
endow the graded vector space (r)A with the structure of a commutative
graded k-algebra:
k ≃ (r)k
(r)η
−−→ (r)A , (r)A⊗ (r)A ≃ (r)(A⊗A)
(r)µ
−−→ (r)A .
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The Frobenius map F : (1)A → A is the morphism of graded k-algebras
(natural with respect to A) defined by F((1)a) = ap. One has the following
obvious alternative definition.
Fact A.6. The map F equals the composition (1)A →֒ SpA
µ
−→ A .
Similarly, if (C,∆, ǫ) is a graded coalgebra over k, which is cocommuta-
tive in the ungraded sense, then the following coproduct and augmentation
induce a coalgebra structure on the graded vector space (r)C:
(r)C
(r)ǫ
−−→ (r)k ≃ k , (r)C
(r)∆
−−−→ (r)(C ⊗ C) ≃ (r)C ⊗ (r)C .
The Verschiebung map V is defined as the composition: C −→ ΓpC ։ (1)C.
Fact A.7. Verschiebung maps are morphisms of graded coalgebras.
Proof. It is possible to check this by using an explicit formula for the effect
of V on elements of C. Alternatively, one may use the fact that any graded
coalgebra is a union of subcoalgebras which are finite dimensional in each
degree to reduce the proof to such coalgebras. Then taking the restricted
dual (i.e. the k-linear dual in each degree) turn coalgebras into algebras and
Verschiebung maps into Frobenius maps, so that one can deduce the result
from the fact that F is a morphism of algebras. 
If H is a graded Hopf algebra over k which is bicommutative in the un-
graded sense, then one can endow the graded vector space (r)H with the
structure of a graded Hopf algebra by using the product, unit, augmentation
and coproduct defined above, together with the antipode (r)χ : (r)H → (r)H.
Fact A.8. The Frobenius map F : (1)H → H and the Verschiebung map
V : H → (1)H are morphisms of graded Hopf algebras.
Proof. That F is a morphism of coalgebras and commutes with antipodes
follows from the naturality with respect to the algebra A, together with the
fact that the Frobenius map of A⊗A equals the composition (1)(A⊗ A) ≃
((1)A)⊗2
F
⊗2
−−→ A ⊗ A. A similar argument shows that V is a morphism of
algebras commuting with antipodes. 
Appendix B. Graded Dieudonne´ modules
In this appendix, we briefly recall some classical results from [46] regarding
the category of graded bicommutative Hopf algebras over a field k of positive
characteristic p, and some immediate consequences of these results.
LetH+ denote the category of graded bicommutative Hopf algebras which
are connected and concentrated in even degrees. For all i ≥ 1, let Hi
be the full subcategory supported by the Hopf algebras whose primitives
(or equivalently whose indecomposables) are concentrated in degrees 2ipk,
k ≥ 0. By regrading, the Hi are all equivalent to one another. Let Np be
the set of integers prime to p.
Fact B.1. [46, Section 2, The´ore`me] There is an equivalence of categories
H+ ≃
∏
i∈Np
Hi .
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Let W (k) be the ring of the perfect field k. Let Dk be the category
of graded Dieudonne´ modules defined as follows. An object of Dk is a
nonnegatively graded W (k)-module M =
⊕
i≥0M
i such that pi+1Mi = 0
for all i, equipped with morphisms5 of W (k)-modules Fi : M
i → M i+1 and
Vi : M
i+1 → M i, satisfying FiVi = p = ViFi for all i. A morphism in Dk is
a (degree preserving) morphism of graded W (k)-modules commuting with
the operators Fi and Vi.
Fact B.2. [46, The´ore`me in section 5.2, and section 5.4] Let k be a perfect
field. There is an equivalence of categories:
M : H1 ≃ Dk .
Moreover, if H is primitively generated, then M(H) is given by
(1) M(H)i = (−i)PH2p
i
,
(2) the operators Fi :M(H)
i →M(H)i+1 coincide (up to a twist (−i−1))
with the Frobenius map (1)PH2p
i
→ PH2p
i+1
, (1)x 7→ xp,
(3) the operators Vi are zero.
Notation B.3. We letM : Hn ≃ Dk be the equivalence of categories defined
by dividing all the degrees of a Hopf algebra by n and then applying the
equivalence of categories given in fact B.2.
Fact B.4. Let M(H) = (M,F∗, V∗). There is a natural isomorphism
PH2np
k
≃ (k)(ker Vk−1) .
Proof. We have a sequence of isomorphisms of abelian groups, natural with
respect to V and H:
Homk(V, PH
2pk) ≃ HomH1(S(V [2p
k]),H) ≃ HomD(M(S(V [2p
k])),M(H))
≃ Homk(
(−k)V ,KerVk−1) ≃ Homk(V,
(k)KerVk−1)
Hence the result follows from the Yoneda lemma. 
Fact B.5. We have an isomorphism, natural with respect to V , between
M(Γ((k)V [2npk])) and the Dieudonne´ module which equals V in each degree
i ≥ k, and such that Vi is the identity morphism for i ≥ k − 1, and all the
other operators are zero. As a consequence, if M(H) = (M,F∗, V∗), we have
a natural isomorphism:
QH2np
k
≃ (k)(CokerFk−1) .
Proof. The equivalence M sends the p-th truncated polynomial algebra
T ((k)V [2npk]) on a vector space (k)V to the Dieudonne´ module which is
equal to V concentrated in degree k (with trivial operators F∗ and V∗). The
divided power algebra H(V ) = Γ((k)V [2npk] (i) has a composition series
whose factors are the T ((ℓ)V [2npℓ]), ℓ ≥ k, each of these appearing once,
and (ii) has primitives equal to (k)V [2npk]. Thus by (i) M(H(V ))i = V in
each degree i ≥ k and zero otherwise, and by (ii) we know that all the Vi
5Although the degrees of M are denoted as exponents, we use indices for the operators
Fi and Vi, in order to prevent confusion with the closely related notations F
i = F ◦ · · · ◦F
and V i = V ◦ · · · ◦ V where F and V are Frobenius and Verschiebung maps for Hopf
algebras.
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must be injective for i ≥ k − 1. Since the only morphisms V → V , natural
with respect to V are homotheties, it follows that these Vi are nonzero scalar
multiples of the identity. Since 0 = p = ViFi, the Fi are zero. Finally, up
to isomorphism, one can arrange that the Vi, i ≥ k − 1, are equal to the
identity. The identification of the indecomposables is similar to the proof of
fact B.4. 
Given an abelian category A and a ring R, we let R − A denote the
category of R-modules in A. Its objects are pairs (A,φA) where A is an
object of A and φA : R→ EndA(A) is a ring morphism. Its morphisms are
the morphisms f : A→ B such that f ◦ φA(r) = φB(r) ◦ f for all r ∈ R.
Notation B.6. We write H′n for Fp −Hn and D
′
k for Fp −Dk.
As any equivalence of abelian categories induces an equivalence between
the corresponding categories of R-modules, we obtain:
Fact B.7. Let k be a perfect field. There is an equivalence of categories:
M : H′n ≃ D
′
k .
When R = Fp, the category Fp − A identifies with the full subcategory
of A supported by the objects A such that pIdA = 0. Since k is perfect,
W (k)/pW (k) is isomorphic to k. Thus we obtain:
Fact B.8. The category D′k is the full subcategory of Dk supported by the
graded k-modules M =
⊕
i≥0M
i equipped with k-linear operators Fi :M
i
⇆
M i+1 : Vi satisfying the relations FiVi = 0 = ViFi.
An object M in D′k can be depicted as a diagram of k-modules, each M
i
being placed in degree i, and operators Fi and Vi
M0
F0 ++
M1
V0
kk
F1 ++
M2
V1
kk
F2 ,,
· · · .
V2
kk
When drawing such diagrams, we usually only mention the operators Fi and
Vi which are nonzero. Let Γm(k[2np
k]) be the kernel of the unique (up to a
nonzero scalar multiple) morphism Γ(k[2npk]) → Γ(k[2npkm]). Since M is
exact, the Dieudonne´ module of Γm(k[2np
k]) is depicted by:
k︸︷︷︸
deg 0
Id
←− · · ·
Id
←− k︸︷︷︸
deg m−1
.
The Dieudonne´ module of S(k[2npm]) is known by fact B.2. Up to iso-
morphism, there is a unique graded Dieudonne´ module M(m) which has
M(Γn(k[2np
k])) as a submodule, M(S(k[2npm])) as a quotient, and which
is a nontrivial extension of these modules. Namely, M(m) is depicted by:
k︸︷︷︸
deg 0
Id
←− · · ·
Id
←− k︸︷︷︸
deg m
Id
−→ · · ·
Id
−→ k
Id
−→ · · · .
On easily sees that the modules M(m) form a projective generator of D′k.
Coming back to H′n we obtain the following statement.
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Fact B.9. Let k be a perfect field. For all m ≥ 0 there is a unique (up
to isomorphism) Hopf algebra Hm in H
′
n fitting into a nonsplit short exact
sequence
k→ Γm(k[2n])→ Hm → S(k[2np
m])→ k .
Moreover the Hm, m ≥ 0, form a generator of H
′
n.
Appendix C. Additive, polynomial and analytic functors
In this appendix, we briefly recall some well-known facts on cross-effects
and polynomial functors, introduced in [20].
Fact C.1. Let A be an additive category. The following assertions are
equivalent.
(i) All idempotents in A have a kernel.
(ii) All idempotents in A have a cokernel.
(iii) All idempotents e : A → A in A decompose as e = s ◦ r for some
morphisms r : A→ B and s : B → A satisfying r ◦ s = IdB.
In the sequel of this appendix, A denotes an additive category with split
idempotents, that is which satisfies the equivalent conditions listed in fact
C.1. We also let V be a (small) additive category, and we denote by Fct(V,A)
be the category of all functors from V to A.
Since A has split idempotents, any functor F : V → A canonically decom-
poses as a direct sum F (V ) = F (0)⊕F (V ), where F : V → A is reduced, i.e.
satisfies F (0) = 0. Letting Fctred(V,A) be the full subcategory of reduced
functors, one has a canonical decomposition
Fct(V,A) ≃ A× Fctred(V,A) .
For n ≥ 2, the n-th cross effect of F is the functor with n variables
denoted by crnF and defined as the kernel of the canonical morphism:
F (V1 ⊕ · · · ⊕ Vn)
(e1,...,en)
−−−−−−→
n⊕
i=1
F (V1 ⊕ · · · ⊕ Vn) ,
where ei denotes the composite of the canonical morphisms
V1 ⊕ · · · ⊕ Vn → V1 ⊕ · · · ⊕ V̂i ⊕ · · · ⊕ Vn → V1 ⊕ · · · ⊕ Vn .
The kernel exists and is a direct summand of F (V1 ⊕ · · · ⊕ Vn) because the
ei are commuting idempotents. Moreover, this definition can be proved to
be equivalent to the original definition of Eilenberg and Mac Lane [20, p.
77] e.g. by using the characterization given in [20, Thm 9.6]. The functor
crnF is n-reduced, i.e. it is equal to zero whenever one of its arguments is
zero. Thus cross effects define a functor:
Fct(V,A)→ Fctn−red(V
×n,A) .
A functor Dn going the other way is defined by (DnG)(V ) = G(V, . . . , V ).
Fact C.2. The pairs (crn,Dn) and (Dn, crn) are adjoint pairs.
A functor F : V → A is called polynomial of degree less than n (or
sometimes polynomial of Eilenberg-Mac Lane degree less than n if we want
to avoid confusion with homological degrees) whenever crnF = 0. It is
polynomial of degree n − 1 if crnF = 0 and crn−1F = 0. Observe that
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crnF (V1, . . . , Vn) is a direct summand of DncrnF (V ) for V = V1 ⊕ · · · ⊕ Vn.
Thus we obtain a criterion which is sometimes useful in computations.
Fact C.3. F is polynomial of degree less than n if and only if DncrnF = 0.
When A = k−Modk
∗, the category Fct(V,A) is abelian with enough pro-
jectives and injectives, and the derived form of fact C.2 is often formulated
as follows, see e.g [2, Thm A.1].
Fact C.4 (Pirashvili’s vanishing lemma). Let F be polynomial of degree less
than n and let F1, . . . , Fn be reduced functors. Then
Ext∗Fct(V ,k−Mod∗)(F,F1⊗· · ·⊗Fn) = 0 = Ext
∗
Fct(V ,k−Mod∗)(F1⊗· · ·⊗Fn, F ) .
We denote by Fct<n(V,A) the full subcategory of Fct(V,A) whose objects
are the polynomial functors of degree less than n. We have the following
formal consequence of fact C.2.
Fact C.5. The cross effect functor crn commutes with limits and colimits.
In particular, the subcategory Fct<n(V,A) of Fct(V,A) is stable by direct
summands, and more generally by limits and colimits (when they exist).
Assume that A has all cokernels. Then for all F : V → A we let qnF
be the cokernel of the counit of adjunction Dn(crnF ) → F . This counit of
adjunction can be explicitly described as the composition (where σV is the
folding map):
crnF (V, . . . , V ) →֒ F (V
⊕n)
F (σV )
−−−−→ F (V ) .
Fact C.6. Assume that A has all cokernels. The functor qn is polynomial
of degree less than n, and
qn : Fct(V,A)→ Fct
<n(V,A)
is left adjoint to the embedding Fct<n(V,A) →֒ Fct(V,A). (Thus qnF is the
largest quotient of degree less than n of F .)
When the counits DncrnF → F have images (e.g. if A is abelian), these
yield a descending filtration of F , called the copolynomial filtration of F [16].
Dually, if A has all kernels, we let pnF be the kernel of the unit of adjunc-
tion F (V )→ Dncrn(V ). This unit of adjunction equals the composition:
F (V )
F (δV )
−−−−→ F (V ⊕n)։ crnF (V, . . . , V ) .
Fact C.7. Assume that A has all kernels. The functor pn is polynomial of
degree less than n, and
pn : Fct(V,A)→ Fct
<n(V,A)
is right adjoint to the embedding Fct<n(V,A) →֒ Fct(V,A). (Thus pnF is
the largest subfunctor of degree less than n of F .)
The subfunctors pnF yield an ascending filtration of F , called the poly-
nomial filtration of F . The functor F is called analytic if its polynomial
filtration is exhaustive. The following improvement of fact C.5 is a formal
consequence of the existence of pn or qn.
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Fact C.8. Assume that A has all cokernels (resp. all kernels). Then the
embedding Fct<n(V,A) →֒ Fct(V,A) creates colimits (resp. limits).
A functor F has degree less than two if and only if in the canonical
decomposition F (V ) = F (0) ⊕ F (V ), the functor F is additive. Thus,
all facts recalled above for the category Fct<2(V,A) also apply to the full
subcategory Fctadd(V,A) of additive functors.
The next result may be thought of as the core of the Eilenberg-Watts
classification of additive functors [19, 54]. For this result, we take the cat-
egory PR of finitely generated projective R-modules as source category of
our additive functors. We denote by R − A the category of R-modules in
A. Thus, objects of R − A are pairs (φ,A) where A is an object of A and
φ : R → EndA(A) a ring morphism, and morphisms (φ,A) → (ψ,B) are
morphisms in A, f : A→ B commuting with the action of R.
Fact C.9. Evaluation on R yields an equivalence of categories
Fctadd(PR,A)→ R−A .
To be more specific, the inverse of the equivalence is constructed as fol-
lows. The category R − A can be equivalently thought of as the category
of functors from the category ∗R with one object and the ring R as endo-
morphisms, to A. Since A is additive with split idempotents, any functor
F : ∗R → A extends to an additive functor F˜ : (∗R)
♮
⊕ → A, where (∗R)⊕ is
the additive hull of ∗R and
♮ refers to its idempotent completion. But (∗R)
♮
⊕
is equivalent to PR (see e.g. [17, Lm 3.12]).
Remark C.10. An analogous classification for polynomial functors of higher
degree was proved by Pirashvili [39], but we shall not use this here.
Now we take A = Modk. Thus we can define the tensor product of two
functors F,G : V → Modk by (F ⊗ G)(V ) = F (V ) ⊗ G(V ). Using the
definition of cross effects, one can prove
Fact C.11. If degF ≤ k and degG ≤ ℓ then deg(F ⊗G) ≤ k + ℓ.
The inequality in fact C.11 may very well be strict. For example, if k = Z,
V = PZ then A(−) = −⊗Q/Z has degree one, while A
⊗2 = 0.
Fact C.12. If k is a domain and F and G are polynomial functors such that
F (V ) and G(V ) are torsion-free for all V , then deg(F⊗G) = degF+degG.
Proof. Let d = degF and e = degG. The functor of d+ e variables:
C(V1, . . . , Vd+e) = crdF (V1, . . . , Vd)⊗ creG(Vd+1, . . . , Vd+e)
is (d+ e)-reduced, and it is a direct summand of (F ⊗G)(V1 ⊕ · · · ⊕ Vd+e).
Hence it is a subfunctor of crd+e(F ⊗ G). By our hypotheses crdF and
creG are both nonzero, and they have values in torsion free modules. Since
k is a domain, the tensor product of two nonzero torsion-free modules is
nonzero (tensor with the fraction field to see it). Thus C is nonzero, hence
crd+e(F ⊗ G) is nonzero, hence deg(F ⊗ G) ≥ degF + degG. The other
inequality is provided by fact C.11. 
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The notion of degree in the sense of Eilenberg and Mac Lane can also be
developed for strict polynomial functors. Let k be a commutative ring and
let Pd,k be the category of homogeneous strict polynomial functors of weight
d over k. There is a forgetful functor
U : Pd,k → Fct(Pk,Modk) .
The degree of F ∈ Pd,k is defined as that of UF . Since the projective
generator Γd,n of Pd,k has degree d, it follows from fact C.5 that the degree
of an object of Pd,k is always less or equal to d. Note that the inequality can
be strict, e.g. if k is a field of characteristic p then I(1) ∈ Pp,k is additive,
hence it has degree 1.
In fact it is possible to define cross effects directly on the level of strict
polynomial functors, in such a way that cross effects commute with the
forgetful functor U , see e.g. [50, Section 3.2]. Thus one can also say that
F has degree less than n if crnF is zero. Then one easily sees that facts
C.2 through C.8 and facts C.11 and C.12 stay valid for strict polynomial
functors, provided we replace Fct(V,A) by Pd,k and Fct
<n(V,A) by P<nd,k
(the full subcategory supported by the strict polynomial functors of degree
less than n).
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