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A capacidade de prever precisamente a produção de energia renovável é extremamente 
relevante tanto do ponto de vista económico como para controlo da estabilidade da rede elétrica. 
Para tal, é necessário realizar uma previsão das condições meteorológicas adjacentes à produção 
de energia a partir de fontes de energia renovável. Vários modelos de previsão têm sido utilizados 
para este fim, desde modelos atmosféricos a modelos estatísticos, onde se destacam métodos 
como Redes Neuronais Artificiais ou a Metodologia de Box & Jenkins. Lidar com dados meteo-
rológicos pode revelar algumas complicações devido à possível instabilidade das medições, com-
plicando o desenvolvimento de um modelo de previsão adequado. Neste trabalho pretende-se 
realizar a previsão de produção a partir de uma instalação fotovoltaica e um gerador eólico através 
do uso da Metodologia de Box & Jenkins para desenvolver um modelo capaz de realizar a previsão 
das condições meteorológicas para diferentes horizontes temporais medidos no topo do edifício 
do Departamento de Engenharia Eletrotécnica (DEE) da Faculdade de Ciências e Tecnologia 
(FCT), Universidade Nova de Lisboa (UNL), e usando esses valores para calcular a produção de 
energia. Os resultados obtidos revelaram um bom desempenho quando comparados os resultados 
previstos com os resultados reais para o mesmo período de tempo, garantindo que podem ser 
utilizados para calcular a previsão de potência produzida através das instalações presentes no 











The capacity to predict accurately the energy production is extremely relevant both from 
an economical point of view and to control the stability of the energy network. To do this, it is 
necessary to perform a forecast of weather conditions related to the roduction of energy from 
renewable sources. Several models have been used for this purpose, from physical models to 
statistical models, which features methods such as Artificial Neural Networks or the Box & Jen-
kins methodology. Dealing with meteorological data can reveal some complications due to pos-
sible unstable measurements, complicating the development of a suitable forecast model. In this 
work it is intended to calculate the power forecast from a photovoltaic system and a wind gene-
rator using the Box & Jenkins methodology in order to develop a method to carry out the forecast 
of weather conditions for different time horizons measured on top of the Departamento de Enge-
nharia Eletrotécnica (DEE) da Faculdade de Ciências e Tecnologia (FCT), Universidade Nova de 
Lisboa (UNL), and then using those values to calculate the power production. The results show a 
good performance when comparing the predicted results with actual results for the same period 
of tme, ensuring that the model can be used to calculate the power forecast produced by the on-
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O presente capítulo tem como objetivo demonstrar a importância da previsão da produção 
da energia elétrica no contexto atual do mercado de energia e de sustentabilidade ambiental. São 
referidos também quais as motivações e objetivos que levaram ao desenvolvimento desta disser-
tação, tal como contribuições futuras em que esta possa resultar. 
 
 Enquadramento 
Como consequência do aumento da população mundial, o consumo de energia elétrica 
sofre um aumento considerável nos dias que correm, resultando num aumento da procura de ener-
gia que, sem medidas apropriadas, terá um efeito severo no clima mundial devido às emissões de 
gases de efeito de estufa que daí advêm. Uma maneira de estabilizar as emissões destes gases é 
substituir a fonte de energia, isto é, deixar de depender inteiramente de combustíveis fósseis, 
substituindo-os por fontes de energia renovável, como, por exemplo, a energia solar e a energia 
eólica [1]. 
Hoje em dia, as redes elétricas são na sua maioria centralizadas, transferindo potência das 
centrais elétricas para os utilizadores finais, no entanto, é expectável que unidades de produção 
descentralizadas surjam de uma maneira significativa. A introdução de energias renováveis na 
rede pode resultar numa melhor eficiência no controlo da mesma, sendo que o principal desafio 
para os operadores da rede é sincronizar, continuamente, a procura de energia com o fornecimento 
desta [1], [2].   
Com o crescimento da procura de energia renovável, os problemas a nível técnico da 
penetração da mesma na rede elétrica devem ser tomados em conta. A variabilidade dos recursos 
naturais, as variações sazonais na produção e o alto custo associado ao armazenamento de energia 
levanta dúvidas quanto à confiabilidade destes sistemas [1].  
Ao contrário dos sistemas de produção convencionais, a produção de energia a partir de 
fontes renováveis não pode ser planeada antecipadamente com precisão, pelo facto da energia 
solar ser altamente dependente de condições meteorológicas tais como o aparecimento de nuvens 
ou os ciclos de dia e noite. Já a energia eólica possui um comportamento instável, não conse-




Como tal, a integração da produção através destas fontes requer uma avaliação da dispo-
nibilidade precisa e como a produção de energia não possui o mesmo comportamento que a sua 
procura, torna-se necessário possuir informação exata da disponibilidade desta. 
Realizar uma previsão da produção em diferentes horizontes temporais tem um papel 
fundamental em diversas áreas, seja no armazenamento de energia, em sistemas de controlo em 
edifícios ou no controlo da rede elétrica, permitindo uma adaptação da carga de forma a otimizar 
o transporte de energia ou planear atividades de manutenção [1], [2].  
O problema com a integração de energia renovável na rede deve-se ao facto que a produ-
ção desta não é facilmente prevista, uma vez que depende tanto das condições meteorológicas 
como de condições específicas do local onde as instalações se encontram. Enquanto as grandes 
organizações podem gastar o tempo necessário para realizar um modelo de previsão para instala-
ções de produção de grande capacidade, desenvolver estes modelos para instalações de menor 
dimensões como edifícios ou smart-homes não é realizável, tendo esta iniciativa de partir do pró-
prio utilizador que possui a instalação fotovoltaica ou eólica [1], [3], [2]. 
O objetivo desta dissertação não é desenvolver um modelo de forma a competir com os 
modelos de previsão comerciais, mas sim investigar a confiabilidade de modelos estatísticos de 
baixo custo que não requerem informação para além de dados históricos relativos às variáveis em 
estudo. 
 
 Motivação e Objetivos 
Realizar métodos de previsão para a energia solar e eólica resulta numa melhor qualidade 
de energia entregue à rede e reduz os custos adicionais com a dependência meteorológica. A 
combinação destes dois fatores tem sido a principal motivação para vários trabalhos de investi-
gação. Com o desenvolvimento desta dissertação pretende-se desenvolver um sistema capaz de 
prever a produção de energia através de fontes renováveis num contexto pedagógico mas cuja 
aplicação possa ser útil caso se pretenda realizar a integração com a rede elétrica.  
Esta dissertação tem como objetivo criar um algoritmo de previsão para a energia reno-
vável produzida através da instalação fotovoltaica e do gerador eólico instalado no Departamento 
de Engenharia Eletrotécnica (DEE) da Faculdade de Ciências e Tecnologia (FCT), Universidade 
Nova de Lisboa (UNL), utilizando apenas registos de fenómenos meteorológicos obtidos durante 





A presente dissertação encontra-se organizada em 5 capítulos. 
O primeiro capítulo apresenta uma introdução ao trabalho, como está organizada a dis-
sertação, qual a motivação e objetivos que levaram à sua realização.  
O segundo capítulo, designado por Estado de Arte, oferece uma visão geral dos modelos 
de previsão atualmente implementados em todo o mundo. Apresenta uma definição de séries tem-
porais e os métodos de previsão que mais se ajustam a estas.  
O terceiro capítulo trata da metodologia aplicada nesta dissertação, desde a recolha de 
dados e definição das variáveis de entrada do sistema, passando pelo tratamento desses mesmos 
dados e acabando na escolha do modelo de previsão a implementar, seguindo-se uma explicação 
mais detalhada sobre o mesmo do que aquela que foi apresentada no segundo capítulo, focando 
no processo de identificação e de estimação do modelo, de forma a levar a que os resultados 
obtidos sejam o mais satisfatórios possível. 
O quarto capítulo é relativo à validação da metodologia proposta. Sendo apresentadas, 
passo a passo, cada uma das fases de desenvolvimento do modelo de previsão para cada uma das 
variáveis, apresentando os resultados obtidos e comparando-os com os resultados expectáveis 
(reais), por forma a verificar a adequabilidade do modelo. Por último, nesta fase são também 
convertidos os resultados previstos em potência produzida prevista, de forma a alcançar o objetivo 
principal desta dissertação. 
O quinto capítulo apresenta as conclusões do trabalho desenvolvido e sugestões para tra-
balhos futuros. 
O sexto e último capítulo é referente à bibliografia, apresentando todas as fontes externas 













 Estado da Arte 
Neste capítulo são abordados os diferentes tipos de técnicas e modelos utilizados em sis-
temas de previsão. É também apresentada uma definição de série temporal, seguido de uma ca-
racterização dos métodos de previsão que melhor se aplicam a estas. 
 
 Modelos Preditivos 
O uso de metodologias capazes de criar modelos precisos e robustos têm vindo a ser 
utilizadas em diferentes áreas, desde controlo de sistemas a previsão de indicadores socioeconó-
micos, evolução de sistemas, problemas de classificação e também na previsão meteorológica. 
Tendo em conta a aplicação e o horizonte de previsão a serem estudados, os modelos para realizar 
a previsão de condições meteorológicas são: 
 Modelo Físico (ou Atmosférico); 
 Modelo Estatístico e Inteligência Computacional Artificial (análise de 
séries temporais); 
 Modelo Hibrido ou Combinado (Estatístico e Físico). 
Estes modelos são utilizados a nível mundial em estações meteorológicas para previsões 
com um curto/médio horizonte temporal, na tabela 2.1 está, a título exemplificativo, uma lista de 
alguns países europeus e quais os modelos que utilizam para realizar a previsão meteorológica 
[4], [5]. 
Tabela 2.1 – Exemplos de modelos de previsão implementados 
Modelo de previsão Desenvolvido por: Método Localização 
WPPT Universidade de Copenhaga Estatístico Dinamarca 
Zephyr Riso & IMM Combinado Dinamarca 
Previento Universidade de Oldenburg Estatístico Alemanha 
AWPPS  Armines Estatístico  Irlanda, Creta 
RAL  RAL Estatístico Irlanda 
SIPREÓLICO University Carlos III Estatístico  Espanha 




2.1.1. Modelos Físicos ou Atmosféricos 
O tipo de modelo mais utilizado pelos investigadores da área meteorológica é conhecido 
por Numeric Weather Prediction (NWP). Este tipo de modelo fornece a previsão meteorológica 
para horizontes de previsão até 8 horas e para o seu uso é necessário definir condições iniciais e 
de contorno, bem como o mapa digital do terreno e a rugosidade do mesmo. 
O domínio do modelo é referente à área coberta pelo modelo de previsão. Associado ao 
tipo de domínio existem diversos tipos de fronteiras, em modelos de área limitada existem fron-
teiras laterais, superiores e inferiores, enquanto nos modelos globais (cobrem toda a superfície 
terrestre) existem apenas fronteiras superiores. 
O principio básico de um modelo NWP é calcular numericamente a evolução meteoroló-
gica através da integração de diversas equações associadas à circulação meteorológica (como por 
exemplo, as equações da termodinâmica) com uma condição inicial obtida através de observações 
meteorológicas [5]. 
 
2.1.2. Modelos Estatísticos e de Inteligência Computacional 
Este tipo de modelos conta com uma grande variedade de métodos, de onde se destacam 
os modelos de inteligência computacional (Redes Neuronais, Sistemas de Inferência Difusa, etc.) 
e os modelos estatísticos (Modelo ARIMA, Regressão linear, etc.). Esta abordagem, devido ao 
facto da sua precisão ser inversamente proporcional com o aumento do horizonte de previsão, é 
apenas adequada para previsões a curto prazo [5]. 
  
2.1.3. Modelos Mistos 
Esta abordagem combina o modelo numérico de previsão (NWP) com os métodos esta-
tísticos, com as redes neuronais e a lógica difusa, de forma a aproveitar as vantagens de cada um 
no desenvolvimento do modelo de previsão.  
Estes modelos são, geralmente, aplicados em locais onde já está implementado um mo-
delo NWP, mas que não tenha uma resolução adequada para o horizonte de previsão desejado, 
sendo que a saída do modelo NWP será utilizada como entrada para os modelos estatísticos ou 




 Séries Temporais 
Uma série temporal é um conjunto de observações ordenadas no tempo, não necessaria-
mente igualmente espaçadas, que apresentam dependência serial, isto é, dependência entre ins-
tantes de tempo, por exemplo: os dados de uma variável aleatória z (consumo de energia) no 
instante t, com t variando de 1 até N (número total de observações), devem, de certa maneira, 
conter informações necessárias para que seja determinado o valor dessa variável no instante t +1. 
As séries temporais podem ser classificadas como discretas, contínuas, determinísticas, estocás-
ticas, multivariadas e multidimensionais. A maneira tradicional de analisar uma série temporal é 
através da sua decomposição nas componentes de tendência, cíclica e de sazonalidade [6]. 
As séries temporais podem ser representadas como a combinação de três componentes:  
 Tendência: É um movimento que traduz a influência de fatores que fazem com que a série 
aumente ou diminua o seu valor com o passar do tempo. Esta componente caracteriza-se 
como um movimento ascendente ou descendente de longa duração. Quando a série tem-
poral não apresenta qualquer tendência ascendente ou descendente ela é denominada de 
série estacionária. 
 Cíclica: são caracterizados pelas oscilações de subida e de queda nas séries, de forma 
suave e repetida, ao longo da componente de tendência. Por exemplo, ciclos meteoroló-
gicos. 
 Sazonal: corresponde às oscilações de subida e de descida que ocorrem num determinado 
período do ano, do mês, da semana ou do dia. A diferença entre as componentes sazonais 
e cíclica é que a componente sazonal possui movimentos facilmente previsíveis, ocor-
rendo em intervalos regulares de tempo, enquanto movimentos cíclicos tendem a ser ir-
regulares. 
Existe também uma quarta componente, chamada de componente de erro. Esta ocorre 
quando, após um efeito de tendência, cíclico ou sazonal, surgem flutuações de período curto, com 
deslocamento inexplicável. 
Em geral, ao estudar uma série temporal, pretende-se descrever a mesma, verificar as suas 
características mais relevantes e as suas possíveis relações com outras séries, ou realizar previsões 
de curto prazo (forecast) a partir de valores históricos da série. O número de instantes para o qual 




 Métodos de Previsão de Séries Temporais 
Aqui são abordados alguns modelos de previsão de séries temporais, dos quais será esco-
lhido um para desenvolver para a previsão da produção de energia a partir da instalação fotovol-
taica e do gerador eólico instalado no topo do edifício do DEE.  
 
2.3.1. Modelo de Persistência 
Um dos modelos mais utilizados na previsão de curto-prazo da velocidade do vento é o 
método de persistência. Este método corresponde ao método da média móvel simples em que a 











Este método é considerado o método de previsão mais simples, uma vez que a previsão 
que realiza é apenas baseada nos últimos valores da série. O método de previsão é utilizado no 
caso de os dados disponíveis quanto á previsão do vento se rem insuficientes e deve ser utilizado 
apenas para previsões de curto-prazo (horizonte temporal de poucas horas) [5], [7]. 
 
2.3.2. Estimativa por Regressão Linear 
Um dos métodos para previsão de qualquer série temporal é a descrição da série como 
uma função cúbica da sua variável, através da aplicação da teoria da regressão. Esta teoria permite 
que se estabeleçam relações entre variáveis que se relacionam e cujas informações estão disponí-
veis (através de dados históricos), relações às quais se associam modelos de regressão. 
Uma vez estabelecida a relação pelo modelo de regressão, é necessário avaliar a confiança 
que nela se pode colocar, realizando testes estatísticos. Entre os vários tipos básicos de informa-
ção a considerar, insere-se a informação que descreve as mudanças assumidas por uma variável 
ao longo do tempo (dados de séries temporais). Para este tipo de informação é possível estabelecer 




Um modelo de regressão de uma equação serve como base para obter uma revisão pon-
tual, à qual se associa um intervalo de confiança, dando origem a previsões de intervalos de con-
fiança da previsão, construídos para que se obtenha uma margem de erro em torno da previsão 
pontual, definindo então bandas de confiança de previsão [5], [8]. 
2.3.3. Metodologia de Box & Jenkins 
Segundo Box & Jenkins (1994), a análise de séries temporais tem como objetivo principal 
a realização de previsões. Esta metodologia permite realizar a previsão de valores futuros de uma 
série temporal tendo por base apenas os seus valores presentes e passados. O processo realiza-se 
através da correlação temporal existente entre os valores. De acordo com os autores, a realização 
desta metodologia é representada por um conjunto de processos estocásticos denominados mode-
los ARIMA (AutoRegressive Integrated Moving Average) onde, em cada instante de tempo, existe 
um conjunto de valores que a série pode assumir, aos quais estão associadas diferentes probabili-
dades de ocorrência [9]. 
A metodologia de Box & Jenkins consiste num processo constituído por 5 etapas: 
1. Estabelecer a estacionaridade da série temporal. Caso a série não seja estacionária, é ne-
cessário proceder a sucessivas diferenciações da série até que esta obtenha essa caracte-
rística. 
2. Identificar um modelo que se ajuste aos dados em estudo através de análise da série tem-
poral, mais propriamente das suas funções de autocorrelação e autocorrelação parcial. 
3. Especificar o modelo e estimar os parâmetros do mesmo. 
4. Realizar testes de validação de forma a garantir que o modelo escolhido descreve os da-
dos em estudo de forma adequada. Deve ser feita uma análise aos resíduos, sendo que 
estes não devem apresentar correlações entre eles. 
5. Após a verificação da adequabilidade do modelo, este estará pronto a ser utilizado para 
realizar a previsão num horizonte de tempo pré-definido. 
A metodologia de Box & Jenkins apresenta como principal vantagem a sua metodologia 
sistemática, e o facto de permitir estimações tanto pontuais como durante um intervalo de tempo 







2.3.4. Redes Neuronais Artificiais (RNA) 
As redes neuronais fazem parte de um campo de estudo da Inteligência artificial, que é 
uma área que desenvolve técnicas que permitem incorporar num ambiente computacional, mesmo 
que de forma limitada, algumas funcionalidades dos sistemas biológicos no que se refere aos seus 
aspetos de inteligência. Por este motivo oferecem uma alternativa na resolução de problemas 
complexos, são capazes de aprender a partir de exemplos e de lidar com dados incompletos e uma 
vez treinadas podem realizar previsões instantaneamente [1], [11]. 
As unidades de processamento (neurónios) constituem os principais elementos de uma 
rede neuronal. A organização das unidades de processamento define a arquitetura ou topologia de 
uma rede neuronal, que pode ser de uma só camada ou multicamada. 
Um dos métodos de treino mais utilizados é o algoritmo de retro propagação do erro. Este 
algoritmo tem como base matemática o método da descida mais acentuada (steepest descent).  
O treino da rede neuronal com o algoritmo de retro propagação do erro é realizado de 
forma supervisionada, onde são apresentados um a um exemplos de um conjunto de treino. Du-
rante a fase de treino, uma passagem completa pelo conjunto de treino é designado por época. 
Uma prática comum é realizar o ajuste dos pesos e polarizações da rede durante várias épocas até 
que um determinado critério de convergência seja atingido. Este procedimento deve ser executado 
com extremo cuidado para evitar um sobre ajustamento da rede neuronal aos dados de treino, 
sendo necessário garantir a capacidade de generalização da rede neuronal.  
Um método muito comum para evitar o sobre ajustamento consiste em dividir os dados 
em treino e validação, este último conjunto é utilizado para aferir a qualidade do treino e a capa-
cidade de generalização da rede durante a fase de treino, em cada época é calculado o erro no 
conjunto de validação parando-se quando ao fim de um número definido de iterações o erro au-
mentar sucessivamente, sendo a melhor solução aquela que dá o erro menor no processo de teste. 
O treino de retro propagação do erro pode ser realizado de três formas distintas:  
 Modo Offline: os parâmetros são ajustados somente ao final de cada época (processa-
mento de todo o conjunto de observações), ou seja, os parâmetros da rede são ajustados 
somente ao final de cada ciclo. Desta forma, o treino é menos influenciado pela ordem 
de apresentação dos padrões, é menos suscetível a oscilações, porém a velocidade de 
aprendizagem geralmente é mais baixa. Esta solução é a mais adequada quando os dados 




 Modo Sequencial ou estocástico: os parâmetros são ajustados ao final do processamento 
de cada observação (padrão), isto é, os pesos da rede são ajustados no final do processa-
mento de cada observação.  
 Modo Online: cada novo exemplo de treino disponível é propagado desde a entrada da 
rede até à saída, sendo depois o erro à saída retro propagado apenas uma vez, atualizando 
de imediato os pesos da rede. Poderá ser conveniente previamente realizar um treino 
offline com os dados disponíveis (se existirem), para determinar os pesos iniciais do treino 
online. 
Na tabela 2.2 estão resumidas algumas das vantagens e as desvantagens do uso de técnicas 
de redes neuronais. 
Tabela 2.2 - Vantagens e desvantagens do uso de RNA 
Vantagens Desvantagens 
Qualidade superior comparada com outras técnicas 
estatísticas. 
As redes podem permitir chegar a conclusões que 
contrariam a teoria. 
Autoaprendizagem, apenas se baseiam em dados 
históricos. 
Treino demorado, o treino da rede em função da 
aplicação pode demorar horas. 
Baixo custo de implementação. Necessário grande volume de dados para teste da 
rede. 
Capacidade de generalização, mesmo com lacunas 
nos dados (ou dados incompletos) as redes podem 
preencher essas lacunas sem degradação. 
 
 
2.3.5. Sistemas de Inferência Difusa (SID) 
Os sistemas de inferência difusa (SID) utilizam princípios de lógica difusa, fornecendo 
respostas ponderadas pelos graus de pertença das variáveis independentes de entrada do sistema. 
Esses sistemas são modelos empíricos, nos quais o conhecimento é adquirido através de 
experiências passadas. O conhecimento de um sistema de inferência difusa pode ser armazenado 
em forma matricial (figura 2.1) chamada de matriz cognitiva. Essa matriz contém uma coleção de 





Figura 2.1 - Exemplo de matriz cognitiva e regras associativas 
 
A lógica difusa distingue-se da lógica clássica (Booleana) por permitir graus de pertença 
diferentes de 0 e 1. Para um conjunto difuso existem graus intermédios de pertença, uma vez que 
elementos podem pertencer a mais do que um conjunto. O conceito de pertença é diferente do de 
probabilidade, uma vez que, enquanto a probabilidade indica a possibilidade de ocorrência de um 
evento, o grau de pertença indica o quanto o evento pertence a uma classe considerada.  
A aprendizagem de um sistema de inferência difusa passa pelo estabelecimento de regras 
difusas que associam a cada configuração de conjuntos de entrada, uma saída representada pelo 
conjunto difuso correspondente. Métodos de aprendizagem automáticos, que utilizam dados 
amostrais no estabelecimento de regras associativas, são normalmente utilizados quando o grau 
de complexidade e o número de dimensões ultrapassam a capacidade humana de relacionar causas 
e efeitos. O método de aprendizagem organizativo consiste, basicamente, numa pesquisa dos da-
dos amostrais, com contagem das ocorrências de combinações dos agrupamentos de entrada aos 
de saída. As regras são armazenadas em uma matriz cognitiva onde cada dimensão é uma variável 
do sistema, e o valor armazenado é o peso da conexão. A utilização de um número elevado de 
conjuntos e de variáveis de entrada resulta em sistemas com dimensão excessiva. Se a amostra de 
dados para a aprendizagem não possuir situações suficientes para a geração das regras correspon-





Neste capítulo é abordado todo o processo realizado ao longo da dissertação até desen-
volvimento do modelo de previsão, isto é, desde a aquisição de dados, análise dos mesmos, sele-
ção do tipo de modelo que melhor se ajusta para a previsão de produção de energia eólica através 
das fontes de energia renovável presentes no departamento e explicação do mesmo. Todos os 
cálculos e gráficos apresentados nas páginas seguintes foram realizados através da utilização do 
software MatLAB. 
 
 Metodologia Adotada 
 
Figura 3.1 - Metodologia adotada 
 
Como é possível observar na figura 3.1,  a metodologia adotada para esta dissertação 
passa por quatro fases principais:  
1. Recolha de dados – fase em que foram recolhidos dados históricos sobre diversas variá-
veis que podem influenciar a produção de energia elétrica, nesta fase foi também decidido 
quais as variáveis que faz sentido considerar como variáveis de entrada no sistema; 
2. Seleção do Modelo de Previsão – fase em que é identificado o modelo de previsão mais 
adequado para as variáveis de entrada; 
3. Tratamento de dados – fase em que as variáveis de entrada do sistema sofreram todos os 
ajustes necessários para serem introduzidas num modelo de previsão;  
4. Desenvolvimento e validação – fase em que é desenvolvido o modelo de previsão e que 
os resultados obtidos através do mesmo são comparados com valores reais por forma a 






 Recolha de dados e seleção de variáveis de entrada 
Neste capítulo será abordado o método de recolha de dados, desde a especificação da 
instrumentação utilizada para a recolha dos dados meteorológicos à seleção dos mesmos como 
variáveis de entrada do sistema a desenvolver. 
 
3.2.1. Recolha de dados 
 O primeiro passo para o desenvolvimento de um modelo capaz de prever a produção a 
partir de fontes de energia renovável passa por uma recolha de dados meteorológicos durante um 
longo período de tempo, para o trabalho em questão estes dados foram recolhidos através de uma 
estação meteorológica presente no local onde estão instalados os sistemas de produção em estudo, 
entre Janeiro e Dezembro de 2013, com um intervalo de tempo de um minuto. Estes dados con-
templam registos relativos a temperatura, irradiância, direção e velocidade do vento. 
 
3.2.1.1. Estação Meteorológica 
 
Figura 3.2 - Estação meteorológica instalada no topo do edificio do DEE 
A estação meteorológica em questão (figura 3,2) encontra-se instalada no terraço do De-
partamento de Engenharia Eletrotécnica (DEE) da Faculdade de Ciências e Tecnologias da Uni-
versidade Nova de Lisboa (FCT-UNL) e consiste num anemómetro Davis Cup, num termómetro 




3.2.1.2. Anemómetro Davis Cup 
 
Figura 3.3 - Anemómetro Davis Cup instalado no todo do edifício do DEE 
Na figura 3.3 encontra-se uma fotografia do anemómetro instalado na central meteoroló-
gica do DEE, sendo que as suas especificações gerais podem ser consultadas na tabela 3.1. 
 
Tabela 3.1 - Especificações Gerais do anemómetro Davis Cup [13] 
Especificações Gerais 
Sensor: Direção do vento Estabilizador vertical e potenciómetro 
Sensor: Velocidade do vento Copos/pás rotacionais 
Alcance 
Direção do vento 0° - 360° 
Velocidade do vento 0 - 58 m/s 
Precisão 
Direção do vento ± 7% 
Velocidade do vento ± 5% 
Resolução 
Direção do vento 1° 




3.2.1.3. Termómetro ECT Temperature 
Da estação meteorológica faz também parte um termómetro ECT Temperature constitu-




Figura 3.4 - Termómetro ECT Temperature instalado no topo do edifício do DEE 
  
As especificações gerais do termómetro ECT Temperature encontram-se descritos na ta-
bela 3.2. 
Tabela 3.2 - Especificações gerais do Termómetro ECT Temperature [13] 
Tipo de Sensor Termístor 
Alcance -40°C a 50° 
Precisão De -20°C a 5°C: ± 1°C  
De 40°C a 50°C: ± 1°C 
De -40°C a -20°C: ± 1°C 
De 5°C a 40°C: 0,5°C 
Resolução Inferior ou igual a 0°C: 0,015°C 
Superior a 0°C: 0,016°C 




Condições de operação -40°C a 50°C  
Comprimento do cabo 3 m 
 
3.2.1.4. Piranómetro PYR SP-110 
Por forma a medir a irradiância, foi instalado um piranómetro (sensor de célula de silício) 
PYR SP-110, da empresa Apogee Instruments Inc., como representado na figura 3.5 [13]. 
 
Figura 3.5 - Piranómetro PYS SP-110 instalado no topo do edifício do DEE 
 
Na tabela 3.3 encontram-se as especificações gerais do instrumento em questão. 
 
 Tabela 3.3 - Especificações gerais do Piranómetro PYR SP-110 [13]  
Alcance 0 – 1750 𝑊/𝑚2 
Precisão ± 5% 
Condições de operação -40°C a 55°C 
0% a 100% de humidade relativa 





3.2.1.5. Contadores de energia 
Para aquisição dos dados de produção e de consumo do departamento, são utilizados três 
contadores, todos eles da marca Algodue Eletronica, modelo UPT210 (figura 3.6) [13]. 
 
Figura 3.6 - Contador de Energia UPT210 [13] 
 
Um dos contadores encontra-se ligado entre o consumo e a rede de forma a saber os con-
sumos internos do edifício do DEE, enquanto os outros dois se encontram ligados ao gerador 
eólico e à instalação fotovoltaica presentes no topo do edifício por forma a medirem a produção 
de energia destes sistemas. 
 
3.2.2. Seleção de dados e definição de variáveis de entrada do sistema 
Por forma a garantir a melhor escolha possível das variáveis de entrada do modelo de 
previsão, é necessário realizar uma análise do sistema de produção instalado. Este sistema é cons-
tituído por um gerador eólico e por um conjunto de painéis fotovoltaicos, cujas características 
serão detalhadas neste subcapítulo. Este sistema encontra-se instalado no mesmo local da estação 
meteorológica, pelo que os dados recolhidos podem ser introduzidos diretamente no modelo de 
previsão sem sofrerem qualquer tipo de transformação (ex: caso o gerador eólico estivesse a uma 
altura superior à do anemómetro seria necessário calcular a velocidade do vento tendo em conta 





3.2.2.1. Gerador Eólico 
 
Figura 3.7 - Gerador eólico instalado no topo do edifício do DEE 
 
O gerador eólico em estudo (figura 3.7) é um modelo FD3.6-2000-10L da empresa Yan-
gzhou Shenzhou Wind-Driven Generator, na tabela 3.4 é possível consultar as características ge-
rais do gerador segundo o fabricante [13]. 
 
Tabela 3.4 - Especificações gerais do Gerador Eólico [13] 
Potência Nominal (W) 2000 
Tensão Nominal (V) 120 
Diâmetro das pás do rotor (m) 3,2 
Velocidade de arranque (m/s) 3 
Velocidade nominal do vento (m/s) 9 
Velocidade de corte (m/s) 16 
Rotação nominal das pás (rpm) 400 
Material das pás Fibra de vidro 
Número de pás 3 




Este modelo de gerador eólico não é um sistema fixo, isto é, o gerador alinha-se com a 
direção do vento de forma a garantir o máximo aproveitamento possível a todos os instantes, 
como tal, tendo em conta os dados relativos ao vento que a estação meteorológica são apenas a 
velocidade e a direção do vento, será tomada como variável de entrada para o modelo apenas a 
velocidade do vento. 
 
3.2.2.2. Instalação Fotovoltaica 
 
Figura 3.8 - Instalação fotovoltaica instalada no topo do edifício do DEE 
A instalação fotovoltaica presente no DEE consiste num conjunto de 7 painéis fotovol-
taicos (figura 3.8), cinco deles da empresa Bangkok Solar, do modelo BS 40 e dois da empresa 
SWEA com o modelo SLW 130. Na tabela 3.5 encontram-se as características gerais dos dos tipos 
de painéis, em condições STC [13]. 
 
Tabela 3.5 - Características gerais dos painéis fotovoltaicos instalados [13] 
 Bangkok Solar – BS40 SWEA – SWL 130 
Tipo de célula Silício amorfo Silício policristalino 
Potência Máxima, 𝑷𝒎𝒂𝒙 (W) 40 130 






Corrente à potência máxima, 
𝑰𝒎𝒂𝒙 (A) 
0,93 3,2 
Tensão de circuito aberto, 𝑽𝑶𝑪 
(V) 
62,2 50,1 
Corrente de curto-circuito, 
𝑰𝑺𝑪 (A) 
1,14 3,21 
Área total (𝒎𝟐) 0,635 × 1,245 = 0,8 1,2 × 0,99 = 1,2 
 
A produção de energia fotovoltaica depende diretamente da irradiância e da temperatura, 
sendo que estas entram numa série de equações relativas ao cálculo da potência produzida por um 
painel fotovoltaico, como será detalhado no capítulo 4 desta dissertação, como tal, os dados pro-
venientes da estação meteorológica relativos a irradiância e temperatura terão que ser tomados 
como variáveis de entrada do modelo de previsão. 
 
3.2.3. Sinopse 
 Após a análise dos sistemas de produção de energia renovável presentes no DEE, bem 
como dos dados recolhidos através da estação meteorológica, concluiu-se que as variáveis a con-
siderar como variáveis de entrada no modelo de previsão devem ser: a velocidade do vento, a 
temperatura e a irradiância. Por outro lado, a variável de saída do modelo deve ser a produção 
total de energia renovável, como se encontra ilustrado na figura 3.8. 
 
 





Poder-se-ia desenvolver um método de previsão baseado na produção da instalação foto-
voltaica e da instalação eólica medida pelos contadores descritos em 3.2.1.5, mas acontece que 
os dados recolhidos apresentam várias lacunas entre eles, desde horas a semanas, o que indica 
que existiu algum problema com a contagem de energia, o que impossibilitou a utilização desses 
dados para o desenvolvimento do modelo. 
 
 Seleção do Modelo de Previsão 
 Na figura 3.9 está representado o sistema adotado, este sistema foi desenvolvido tendo 
em conta a definição das variáveis de entrada do sistema e o estudo realizado previamente no 
capítulo do estado da arte e os parágrafos seguintes são correspondentes à sua explicação. 
 




Uma vez definidas as variáveis de entrada do modelo de previsão, é necessário proceder 
para a seleção do tipo de modelo a desenvolver. Esta escolha recaiu sobre os modelos estatísticos 
em detrimento dos modelos de inteligência computacional artificial, uma vez que existem dados 
históricos suficientes para garantir uma boa aprendizagem do modelo e também devido ao ele-
vado processamento que seria necessário realizar para aplicar um modelo de inteligência artificial. 
Dos modelos estatísticos possíveis, a escolha recaiu sobre uma modelização de Box & Jenkins, 
uma vez que, normalmente, as previsões obtidas através deste tipo de modelo, para um curto 
horizonte temporal, apresentam bons resultados. 
Uma vez que os dois sistemas de produção são independentes, tal como todas as variáveis 
de entrada, será realizada a previsão de cada uma das variáveis individualmente. Para que os 
modelos recebam os dados nas melhores condições possíveis, estes são filtrados e o seu número 
de amostras é reduzido de forma a suavizar o sinal para uma melhor aprendizagem do modelo.  
Obtidos os resultados de previsão, a produção de cada um dos sistemas de produção é 
calculada através de uma estimativa baseada na curva de potência, para o caso do gerador eólico, 
e de acordo com as equações que descrevem o comportamento dos painéis fotovoltaicos, para a 
produção de energia solar. Estas duas produções são então somadas por forma a obter a previsão 
de produção global, que é a variável de saída do sistema. 
No capítulo 3.4 é explicada a forma como foi realizado o tratamento de dados, enquanto 
o capítulo 3.5 retrata, de uma forma mais detalhada do que foi previamente retratado no capítulo 
do estado da arte, a metodologia de Box & Jenkins.  
 
 Tratamento de dados 
Uma vez definidas as variáveis de entrada e saída do sistema, é necessário efetuar um 
tratamento dos dados que, posteriormente, serão utlizados para treinar o modelo ARIMA, como 
tal, foi desenvolvido um excerto de código que permite apresentar, num gráfico, as variações de 
cada uma das séries temporais ao longo de um dia (figura 3.10), por forma a verificar se os dados 





Figura 3.11 - Exemplo das variações diárias das variáveis de entrada do sistema 
É visível, pela figura 3.10, que as três séries temporais apresentam variações bruscas de 
comportamento, este fenómeno pode ocorrer devido a influências exteriores que influenciam as 
medições efetuadas pela estação meteorológica (passagem de nuvens, ventos frios, etc.) ou até 
mesmo devido a possíveis falhas/avarias durante essas medições. Acontece que estas variações 
bruscas têm um impacto negativo no desenvolvimento do modelo, uma vez que quanto mais ins-
tável for o padrão da série temporal mais dificuldade existirá durante a fase de treino do modelo, 
dificultando o processo de aprendizagem do mesmo. 
 
3.4.1. Redução do número de amostras 
Por forma a estabilizar o comportamento das séries temporais, reduzindo as variações no 
comportamento referidas anteriormente, desenvolveu-se um código que permite diminuir a fre-
quência do sinal, evitando ao máximo a perda de informação. Este código permite definir qual o 
intervalo de tempo entre amostras e realiza um cálculo da média das amostras originais durante 
esse período, por exemplo, se for considerado um intervalo entre amostras, z, de 15 minutos, o 
valor no instante 𝑥(15) será dado pela média dos 15 valores anteriores, como é possível observar 







𝑥(𝑗) =  




Como tal, ao aplicar a equação 3.1 aos dados originais é reduzido o número de amostras, 
suavizando o comportamento da série mas sem perder a sua informação, como pode ser observado 
na figura 3.11. 
 
Figura 3.12 - Exemplo das variações diárias das variáveis de entrada do sistema sem e com redução do 
número de amostras 
 
3.4.2. Filtragem 
Apesar de o processo de redução do número de amostras servir, de certa forma, como um 
primeiro filtro para os dados, estes continuam a poder exibir picos e variações bruscas, como tal, 
um processo de suavização pode ser necessário, principalmente caso não se realize a redução do 
número de amostras ou o intervalo entre estas escolhido seja pequeno. Para tal efeito, foi utilizado 
um filtro de média móvel que suaviza os dados substituindo cada ponto pela média dos valores 
vizinhos numa dada janela de amostragem, sem perder o formato original dos dados de entrada, 




Os resultados obtidos após a utilização deste filtro podem ser observados, a título exem-
plificativo, na figura 3.12, onde os dados são filtrados sem a existência de uma redução do número 
de amostras (a) e onde o tempo entre amostras é de 5 minutos (b). 
 
Figura 3.13 - Exemplo das variações diárias das variáveis de entrada do sistema com e sem filtragem para 
intervalos entre amostras de 1 minuto (a) e de 15 minutos (b) 
 
 Metodologia de Box & Jenkins 
Como foi referido anteriormente, uma abordagem bastante utilizada para a análise de 
modelos paramétricos é conhecida por metodologia de Box & Jenkins (1970). Esta metodologia 
consiste no ajuste de modelos Autorregressivos Integrados e de Médias Móveis, ARIMA, a séries 
temporais de valores observados para que a diferença entre os valores gerados pelos modelos e 
os valores observados resulte em séries de resíduos de comportamento aleatório em torno de zero 
[10].  
Nestes modelos, ao contrário dos modelos de regressão clássicos, não se pode assumir 
independência entre observações, pelo contrário, estes vão modelar o grau de autocorrelação entre 




De forma geral, quando se faz referência a modelos ARIMA, considera-se que esses mo-
delos são ajustados à serie original. Por sua vez, para os modelos ARMA, considera-se que a série 
é uma série diferenciada. Considerando 𝑌𝑡 uma série já diferenciada, os modelos ARMA podem 
ser definidos, de forma geral, pela equação 3.2. 
 
𝑌𝑡 =  α + ϕ1𝑌𝑡−1 + ϕ2𝑌𝑡−2+. . . + ϕ𝑝𝑌𝑡−𝑝 +  ε𝑡−θ1ε𝑡−1−. . . −θ𝑞ε𝑡−𝑞 (3.2) 
 
Os parâmetros p e q representam o número de parâmetros relativos aos comprimentos de 
desfasagem em que se observam valores significativos de autocorrelação e que correspondem a 
particularidades da série que devem ser explicadas pelo modelo.  
Estes modelos podem ser separados em dois modelos complementares, os modelos de 
média móvel e os modelos autorregressivos. Os primeiros correspondem a processos de médias 
móveis de ordem q em que cada observação 𝑌𝑡 é gerada por uma média ponderada dos erros 
aleatórios q períodos no passado. Estes modelos são definidos através da equação 3.3: 
 
𝑌𝑡 =  α + ε𝑡−θ1ε𝑡−1−. . . −θ𝑞ε𝑡−𝑞 (3.3) 
 
onde os parâmetros θ1, …, θ𝑞 podem ser positivos ou negativos. O sinal negativo no terceiro 
termo em diante corresponde a uma convenção. 
 Por outro lado, o modelo autorregressivo genérico é dado pela equação 3.4: 
 
𝑌𝑡 =  α + ϕ1𝑌𝑡−1 + ϕ2𝑌𝑡−2+. . . + ϕ𝑝𝑌𝑡−𝑝 +  ε𝑡 (3.4) 
 
Este processo modela uma autorregressão da variável 𝑌𝑡 com uma desfasagem dela pró-
pria, para os p períodos de desfasagem em que a autocorrelação parcial entre as variáveis é signi-
ficativa. 
O modelo de Box-Jenkins assume que a série temporal é estacionária. Box e Jenkins re-
comendaram a diferenciação de séries não estacionárias em uma ou mais vezes até atingir a esta-




Os modelos ARIMA são construídos através de um ciclo interativo, onde a escolha da 
estrutura do modelo é baseada nos seus próprios dados, como tal, estes modelos são capazes de 
descrever os processos de geração de séries temporais para os previsores. Na figura 3.13 estão 
representadas as principais etapas deste ciclo. 
 
Figura 3.14 - Principais etapas da metodologia de Box & Jenkins [10] 
 
A metodologia de Box & Jenkins é então constituída por três fases principais, identifica-





3.5.1.  Identificação do Modelo 
Nesta fase são abordados as diferentes etapas para a identificação do modelo que melhor 
se ajusta à série temporal [10], [14]. 
3.5.1.1. Estacionaridade e Sazonalidade 
O primeiro passo no desenvolvimento do modelo é determinar se a série temporal em 
estudo é ou não estacionária e se existe algum tipo de sazonalidade. 
Muitos processos temporais apresentam sazonalidade, isto é, apresentam flutuações pe-
riódicas. Caso a sazonalidade esteja presente no comportamento da série temporal, esta deve ser 
incorporada no modelo da série temporal. Caso a sazonalidade seja significativa, o gráfico de 
autocorrelação deverá mostrar alta correlação nos lags iguais ao período, por exemplo, para dados 
diários com efeito sazonal, será expectável que existam picos nas lags 24, 48, 72, etc. Caso os 
dados sejam mensais, é esperado que a sazonalidade seja observável através das lags 12, 24, 36, 
etc. 
Nesta etapa da metodologia de Box & Jenkins, o objetivo passa por detetar a sazonalidade, 
caso exista, e identificar a ordem dos termos autorregressivos sazonais e dos termos de média 
móvel sazonal, a sazonalidade não deve ser removida antes de ajustar o modelo, deve sim ser 
incluída a ordem dos termos sazonais na especificação do mesmo. Quando o período é conhecido, 
os valores destes termos são idênticos ao período da série, isto é, para dados mensais com sazo-
nalidade, tipicamente, seria incluído um termo AR sazonal ou um termo MA sazonal igual a 12.  
Ao contrário da sazonalidade, que a sua existência não é uma obrigatoriedade para o de-
senvolvimento do modelo, a estacionaridade do processo é fundamental pois esta garante a pos-
sibilidade de fixar os parâmetros do modelo válidos para realizar a revisão com base nos dados 
do passado.  
Um processo estacionário tem a propriedade de que a sua média, variância e covariância 
não mudam no decorrer do tempo ou quando a probabilidade de ocorrerem flutuações no processo 
em torno da média é a mesma em qualquer momento do processo. 
Caso o processo não seja estacionário, é necessário realizar uma transformação por forma 
a remover a não-estacionaridade através da diferenciação dos dados, isto é, dada uma série  𝑋𝑡, é 
criada uma nova série 𝑌𝑖 = 𝑋𝑖 − 𝑋𝑖−1. Os dados diferenciados vão então conter um ponto a menos 




Por forma a verificar a estacionaridade de uma série temporal, é possível recorrer à análise 
dos gráficos de autocorrelação do processo: 
 Uma série pode ser considerada estacionária se existir um truncamento abrupto (figura 
3.14) ou um padrão de decaimento rápido (figura 3.15); 
 Caso exista um padrão de decaimento lento para zero entre amostras, a série é conside-
rada não-estacionária (figura 3.16) 
 
 
Figura 3.15 - Série temporal com truncamento abrupto[10] 
 
Figura 3.16 - Série temporal com decaimento rápido[10] 
 
 




É de ressalvar que este decaimento exponencial pode ou não ter oscilações, ou apre-
sentar a forma de uma onda sinusoidal, como está exemplificado na figura 3.17. 
 
Figura 3.18 - Séries temporais com decaimento exponencial (a), oscilatório (b) e sinusoidal (c) [10] 
 
Alternativamente à análise dos gráficos de autocorrelação, é possível aplicar o Teste da 
Raiz Unitária de Dickey-Fuller [10]. 
 
3.5.1.2. Teste da Raiz Unitária de Dickey-Fuller 
Considerando um processo estocástico  (uma coleção de variáveis aleatórias indexadas 
por um conjunto de índices, que representa, por exemplo, a evolução temporal de um sistema) de 
raiz unitária: 
 𝑌𝑡 = 𝜌 𝑌𝑡−1 + 𝑡  , −1 ≤ 𝜌 ≤ 1, (3.2) 
onde 𝑡 é um termo de erro de ruído branco. 
Se 𝜌 = 1 (raiz unitária), o processo gerador da série 𝑌𝑡 é o processo aleatório e a série é 
não-estacionária. 




 𝑌𝑡 − 𝑌𝑡−1 = 𝜌 𝑌𝑡−1 − 𝑌𝑡−1 + 𝑡 (3.3) 
 ∴ ∆𝑌𝑡−1 =  𝛿 𝑌𝑡−1 + 𝑡 (3.4) 
, onde 𝛿 = 𝜌 − 1. 
Um procedimento de teste da raiz unitária pode ser aplicado a esta equação. Dessa forma, 
estima-se os parâmetros da equação e testa-se 𝛿 = 0. 
Se  𝛿 = 0, 𝜌 = 1
 
⇒ raiz unitária e a série original é não estacionária. 
No entanto, a distribuição t de student não se aplica nestes casos, como tal, é utilizado o 
teste de Dickey-Fuller, que verifica se o valor da estatística t estimado para o parâmetro de 𝑌𝑡−1 
segue a distribuição da estatística 𝜏. Dessa forma, o teste de Dickey-Fuller verifica se a hipótese 
nula é rejeitada ou não em determinados níveis de significância estatística, conforme valores ta-
belados. Se o valor em módulo de 𝑡 < |𝑒𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎 𝜏|, não é possível rejeitar a hipótese nula, ou 
seja, a hipótese de não-estacionaridade. 
Caso a hipótese nula seja rejeitada, pode existir um de três casos: 
 𝑌𝑡 é uma série temporal estacionária com média zero; 
 𝑌𝑡 é uma série temporal estacionária com média diferente de zero; 
 𝑌𝑡 é uma série estacionária em torno de tendência determinística.  
 
Similar ao teste de Dickey-Fuller, existe o teste de Dickey-Fuller aumentado. A principal 
diferença entre estes dois é que o teste de Dickey-Fuller aumentado é utilizado para modelos de 
series temporais de maior complexidade que o teste simples. O resultado obtido no teste aumen-
tado é uma constante que, caso seja negativa, quanto maior for o seu valor absoluto mais forte é 
a rejeição da hipótese de raiz unitária, caso seja positiva a hipótese nula não pode ser rejeitada. 
 
3.5.1.3. Identificação dos Parâmetros p e q 
Uma vez garantida a estacionaridade da série temporal e confirmada a existência ou não de 
sazonalidade, o passo seguinte é identificar os termos autorregressivos e de média móvel, p e q, 




A principal ferramenta para se fazer isto são os gráficos de autocorrelação e o gráfico de 
autocorrelação parcial. A amostra do gráfico de autocorrelação e a amostra do gráfico de auto-
correlação parcial são comparados ao comportamento teórico destes gráficos quando a ordem é 
conhecida. 
Para um processo autorregressivo de ordem 1, AR(1), o gráfico de autocorrelação deve 
apresentar um decréscimo exponencial. Para processos autorregressivos de ordem superior, é ex-
pectável que o gráfico apresente uma mistura de componentes de decrescimento exponencial e/ou 
sinusoidal amortecido. 
Para os processos autorregressivos de ordem superior a 1, o gráfico de autocorrelação 
necessita ser suplementada com um gráfico de autocorrelação parcial. A autocorrelação parcial 
de um processo AR(p) torna-se nula na lag p+1 e superiores. 
Um processo de média móvel de ordem q, MA(q), torna-se nulo na lag q+1 e superiores, 
sendo esta a principal ferramenta para determinar a ordem do processo. Por outro lado, a função 
de autocorrelação parcial não apresenta utilidade na identificação deste parâmetro. 
Caso um processo possua tanto uma componente autorregressiva como de média móvel, é 
normal que as funções de autocorrelação e de autocorrelação parcial não possuam o mesmo com-
portamento que as funções teóricas. Isto faz com que as ordens dos modelos mistos sejam parti-
cularmente difíceis de se identificar. Desenvolver bons modelos através da utilização e análise 
destes gráficos passa muito por um processo de tentativa e erro. 
A tabela seguinte resume então qual o modelo indicado, dependendo da forma da função 
de autocorrelação do processo. 
Tabela 3.6 - Modelo indicado de acordo com a FAC do processo 
Forma Modelo Indicado 
Exponencial, decaindo para zero. 
Modelo autorregressivo, necessário utilizar o grá-
fico de autocorrelação parcial para identificar a or-
dem do modelo regressivo. 
Alternando entre valores positivos e negativos, de-
caindo para zero. 
Modelo autorregressivo, necessário utilizar o grá-
fico de autocorrelação parcial para identificar a or-
dem do modelo regressivo. 
Um ou dois picos, valores restantes praticamente 
nulos. 
Modelo de média móvel, ordem é determinada 
através da lag em que o gráfico se torna nulo. 




Nula ou próxima de zero. Os dados são essencialmente aleatórios. 
Valores altos nos intervalos fixados. Inclui o termo autorregressivo sazonal. 
Não decai para zero. A série não apresenta estacionaridade. 
 
3.5.2. Estimação do Modelo 
Uma vez que a estimação dos parâmetros do modelo é um problema não linear, esta etapa 
deve ser desenvolvida através da utilização de software que ajusta os modelos de Box & Jenkins 
[14]. 
 
3.5.3.  Validação do Modelo 
O diagnóstico dos modelos de Box & Jenkins é feito através da análise dos resíduos da série 
temporal. Caso o modelo escolhido seja adequado, os resíduos devem ser independentes, caso as 
suas distribuições sejam normais, ou ruido branco com uma distribuição fixa com média e vari-
ância constante [14]. Caso estas suposições não sejam verificadas é necessário reajustar o modelo 
Caso existam vários modelos cuja análise dos resíduos garanta a sua adequabilidade, a seleção 
de um modelo em detrimento dos outros deve ser realizada através da comparação entre os resul-
tados obtidos e os valores expectáveis (reais). Esta comparação pode ser realizada através de tes-
tes estatísticos como o MAPE (Mean Absolute Percent Error), que mede a dimensão do erro de 
previsão em termos percentuais, e o RMSE (Root Mean Square Deviation), que representa o des-
vio padrão médio entre os valores previstos e os valores observados. Estes dois testes estão repre-
sentados nas equações 3.5 e 3.6 [15], [16]. 






) × 100 (3.5) 
 𝑅𝑀𝑆𝐸 =  
1
𝑛
∑(𝑅𝑒𝑎𝑙 − 𝑃𝑟𝑒𝑣𝑖𝑠ã𝑜)2 (3.6) 
 
Estes dois testes serão os testes estatísticos utilizados para validação dos resultados obtidos 
para a previsão de cada uma das variáveis temporais, realizando-os para diferentes períodos den-






Neste capítulo da dissertação é realizado o desenvolvimento de cada um dos modelos de 
previsão, isto é, para a velocidade do vento, para a irradiância e para a temperatura, realizando 
uma análise estatística de cada série temporal, identificando quais os modelos que mais se aplicam 
através da análise das funções de autocorrelação e de autocorrelação parcial das séries temporais 
e realizando os ajustes necessários nos parâmetros dos modelos para obter o melhor desempenho 
possível. Os resultados são então comparados com valores reais por forma a verificar o seu de-
sempenho. Numa última fase, os valores previstos são convertidos para potência produzida.  
 
 Desenvolvimento do Modelo de Previsão 
Os dados utilizados no desenvolvimento dos modelos de previsão correspondem ao perí-
odo de 10 meses, de Janeiro de 2013 a Outubro de 2013, uma vez que foi verificado que existem 
dados em falta no mês de Novembro e a inclusão desses dados prejudicaria o treino do modelo. 
Este período foi também escolhido de forma a ser possível comparar os resultados de previsão 
finais com um período em que os dados recolhidos estejam em boas condições. No caso da série 
temporal da velocidade do vento foi necessário reduzir ainda mais o período de teste uma vez que 
foram detetados mais dados em falta, como vai ser possível observar adiante. Para diminuir a 
carga computacional necessária para realizar o treino dos modelos foi realizada uma diminuição 
do número de amostras das séries temporais, passando estas a serem intervaladas por um período 
de tempo de 15 minutos.  
Este capítulo é constituído por três subcapítulos, cada um deles respetivo ao desenvolvi-
mento do modelo de previsão para cada uma das variáveis de entrada no sistema. As previsões 
realizadas são posteriormente utilizadas para converter os valores da velocidade do vento, da 







4.1.1. Modelo de previsão para a temperatura 
Neste subcapítulo trata-se todo o desenvolvimento do modelo de previsão para a tempe-
ratura, bem como uma análise exploratória da série temporal. 
4.1.1.1. Análise exploratória da série temporal 
A partir dos dados históricos previamente referidos foi construída a série de médias da 
temperatura ilustrada na figura 4.1. 
 
Figura 4.1 - Série temporal da temperatura 
 
De seguida, na tabela 4.1 são apresentadas algumas estatísticas descritivas dos registos 
da temperatura medida no local em estudo. 
Tabela 4.1 - Estatísticas da série temporal da temperatura 
Número de amostras  26179 
Média (m/s) 16,4239 
Mediana (m/s) 15,3222 
Desvio-padrão (m/s) 5,3489 
Mínima (m/s) 4,7267 





Figura 4.2 - Histograma dos dados recolhidos da temperatura 
 
Na figura 4.2, o histograma da distribuição de frequências da temperatura no DEE revela 
que na maior parte do tempo a temperatura não ultrapassa os 25 °C. Adicionalmente, o Q-QPlot 
na figura 4.3 sugere que os registos da temperatura não seguem uma distribuição normal, resul-
tado este confirmado por meio do MatLAB através do teste de Kolmogorov-Smirnov, uma vez que 
este rejeita a hipótese nula de que os dados em estudo tenham distribuição normal. 
 




4.1.1.2. Identificação do modelo 
 
Na figura 4.4 está apresentada a função de autocorrelação (FAC) dos registos da tempe-
ratura, como é possível observar esta exibe picos localizados em intervalos de 96 amostras (um 
dia, visto que o intervalo entre amostras é de 15 minutos) que decaem lentamente, portanto, a 
série temporal não é estacionária e possui sazonalidade. 
 
Figura 4.4 - FAC da série temporal da temperatura 
 
Como foi referido anteriormente, para poder ser possível aplicar a metodologia de Box & 
Jenkins, a série temporal em estudo tem obrigatoriamente de apresentar estacionaridade, logo, é 
necessário realizar uma transformação no processo para lhe conceder essa característica. Para tal, 
os dados recolhidos foram alvo de uma diferenciação e de seguida foi verificado que se a série 
temporal apresentava estacionaridade através da aplicação do teste de Dickey-Fuller, que rejeitou 
a hipótese nula de a série possuir uma raiz unitária. Posto isto, é necessário voltar a analisar o 





Figura 4.5 - FAC da série temporal da temperatura após uma diferenciação 
  
Como é possível observar, o gráfico da função de autocorrelação obtido depois da série 
original ser diferenciada apresenta um decrescimento exponencial, esta característica é própria de 
um processo autorregressivo de ordem igual a 1. É de ressalvar que embora na figura 4.5 o número 
de lags tenha sido reduzido por forma a observar mais detalhadamente o comportamento da fun-
ção de autocorrelação, o termo autorregressivo sazonal permanece após a diferenciação da série, 
tendo de ser introduzido no modelo a desenvolver. 
 
4.1.1.3. Desenvolvimento do modelo 
Em função das características da série relatadas anteriormente, propõe-se uma modeliza-
ção estatística baseada num modelo ARIMA com componente sazonal de 24 horas de ordem 
(1,1,0). Após a estimação do modelo, é necessário fazer um diagnóstico do mesmo através da 





Figura 4.6 - 4-plot dos resíduos do modelo ARIMA (1,1,0) 
 
Através da análise do 4-plot dos resíduos obtidos utilizando o modelo ARIMA (1,1,0), é 
possível concluir que o modelo proposto é adequado para os dados introduzidos, uma vez que os 
resíduos não apresentam correlações significativas entre amostras e possuem uma média nula, o 
facto de os resíduos não estarem normalmente distribuídos, como foi referido anteriormente, não 
se apresenta como uma característica de rejeição do modelo. 
Uma vez definido o modelo, o passo seguinte passa por gerar a previsão através da utili-
zação do mesmo. A previsão é realizada para um horizonte temporal de 48 horas e recai sobre os 
últimos 2 dias do mês de Outubro, sendo os resultados obtidos comparados com os dados reco-





Figura 4.7 - Previsão da temperatura até 48 horas à frente através do modelo ARIMA (1,1,0) 
 
Apesar dos resultados obtidos com o modelo (1,1,0) serem satisfatórios, outros modelos 
foram testados, aumentando a ordem do processo autorregressivo, concluindo-se que, quanto 
maior a ordem do processo, maior correlação existe entre os resíduos e, consequentemente, resul-
tando numa pior adequabilidade do modelo.  
Como tal, foi então colocada a hipótese de o modelo ideal ser um modelo misto, visto 
que este tipo de modelos não é reconhecido através da observação da série temporal ou das suas 
funções de correlação, foram realizados testes estatísticos por forma a verificar o desempenho do 
modelo misto na previsão da temperatura, como pode ser observado na tabela 4.2 pelas estatísticas 
de erro médio absoluto (MAPE) e pela raiz do erro quadrático médio (RMSE). 
 
Tabela 4.2 - Resultados de previsão para diferentes horizontes temporais 
Modelo Teste Até 3h Até 6h Até 12h Até 24h Até 48h 
ARIMA (1,1,0) com sazo-
nalidade 
RMSE (°C) 0,21 0,68 0,66 1,83 4,09 
MAPE (%) 3,1 5,6 5,4 7,8 10,8 
ARIMA (1,1,1) com sazo-
nalidade 
RMSE (°C) 0,21 0,65 0,59 1,77 3,93 





Através dos resultados da análise estatística realizada às previsões obtidas pelos diferen-
tes modelos, é possível afirmar que o modelo que mais se ajusta aos dados em estudo é um modelo 
ARIMA (1,1,1) com sazonalidade de 24 horas. Este modelo apresenta um desempenho positivo 
na previsão a curto tempo da temperatura, os resultados obtidos para o MAPE e para a RMSE 
revelam que o modelo apresenta um melhor resultado quanto menor for o horizonte de previsão, 
sendo que para valores superiores a 24 horas este começa a ser pouco fiável. Na figura 4.8 está 
então representada a previsão da temperatura para 48 horas em intervalos de 15 minutos através 
da utilização de um modelo ARIMA (1,1,1). 
 
Figura 4.8 - Previsão da temperatura até 48 horas à frente através do modelo ARIMA (1,1,1) 
 
 
4.1.2. Modelo de previsão para a irradiância 
Neste subcapítulo trata-se todo o desenvolvimento do modelo de previsão para a irradiâ-
ncia, bem como uma análise exploratória da série temporal. 
 
ARIMA (1,1,2) com sazo-
nalidade 
RMSE (°C) 0,22 0,68 0,65 1,82 4,07 




4.1.2.1. Análise exploratória da série temporal 
A partir dos dados históricos previamente referidos foi construída a série de médias da 
irradiância ilustrada na figura 4.9. 
 
Figura 4.9 - Série temporal da irradiância 
 
Na tabela 4.3, estão presentes as estatísticas descritivas da série temporal da irradiância. 
Tabela 4.3 - Estatísticas da série temporal da irradiância 
Número de amostras  26179 
Média (m/s) 221,1530 
Mediana (m/s) 27,9297 
Desvio-padrão (m/s) 300,8523 
Mínima (m/s) 0 






Figura 4.10 - Histograma dos dados recolhidos da irradiância 
 
Como seria expectável, o histograma da distribuição de frequência da irradiância (figura 
4.10) concentra-se mais quanto menor o seu valor, visto que a irradiância é menor quanto mais 
próxima do período noturno e nula durante este. O Q-QPlot da série (figura 4.11) demonstra cla-
ramente que esta série não possui uma distribuição probabilística normal. 
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4.1.2.2. Identificação do modelo 
 
Figura 4.12 - FAC da série temporal da irradiância 
A função de autocorrelação (FAC) dos registos da irradiância (figura 4.12) exibe picos 
localizados em intervalos de 96 amostras (um dia, visto que o intervalo entre amostras é de 15 
minutos) que decaem rapidamente, indicando que a série é estacionária, o comportamento sinu-
soidal que se pode observar é devido ao termo sazonal autorregressivo, fazendo com que existam 
correlações de elevado valor a cada 96 amostras (24 horas), de qualquer forma, para confirmar a 
estacionaridade da série foi realizado o teste de Dickey Fuller aumentado, sendo que este indicou 
que se deve rejeitar a hipótese nula de o processo possuir uma raiz unitária, concluindo-se então 
que a série é estacionaria e, como tal, não é necessário realizar qualquer diferenciação, implicando 
que o parâmetro d do modelo a desenvolver será igual a 0. 
Através da observação do comportamento da função de autocorrelação da série temporal, 
é possível concluir que a seleção do modelo não recairá sobre um processo autorregressivo (AR), 
uma vez que a série não apresenta um decaimento exponencial para zero nem alterna entre valores 
positivos e negativos, decaindo para zero também. A hipótese do modelo ideal ser um processo 
de média móvel (MA) também é excluído visto que o comportamento da FAC não apresenta 
apenas alguns picos com valores elevados e os restantes pontos praticamente nulos. Como tal, 
conclui-se que o modelo a aplicar para a previsão da irradiância deve ser um modelo misto, o 





4.1.2.3. Desenvolvimento do modelo 
Como não é possível definir os parâmetros p e q de um modelo misto através da observa-
ção das suas funções de autocorrelação e autocorrelação parcial, estes terão de ser estimados atra-
vés de tentativa-erro, isto é, é definido um modelo misto, neste caso um modelo ARIMA (1,0,1) 
com sazonalidade de 24 horas, realizando uma análise aos resíduos e dos erros associados à pre-
visão realizada através desse modelo e posteriormente ajustando os valores dos parâmetros caso 
isso resulte numa melhor adequabilidade do modelo. Na figura 4.13 está então representada o 4-
plot dos resíduos obtidos utilizando este modelo. 
 
Figura 4.13 - 4-plot dos resíduos do modelo ARIMA (1,0,1) 
 
Através da análise do 4-plot dos resíduos obtidos utilizando o modelo misto proposto, é 
possível concluir que o mesmo é adequado para os dados introduzidos, uma vez que os resíduos 
não apresentam correlações significativas entre amostras e possuem uma média nula, o facto de 
não existir uma distribuição normal dos resíduos não se apresenta como uma característica de 
rejeição do modelo.  
Após concluir que um modelo misto se apresenta adequado para a previsão da série tem-
poral em estudo, é necessário realizar a previsão utilizando o mesmo e fazer o cálculo dos erros 
associados a essa previsão para que se possa comparar os resultados obtidos através da utilização 
do modelo ARIMA (1,0,1) com outros modelos, variando apenas os parâmetros p e q. Na figura 





Figura 4.14 - Previsão da temperatura até 48 horas à frente através do modelo ARIMA (1,0,1) 
  
Similarmente com o que ocorreu com o modelo de previsão da temperatura, ao aumentar o 
termo autorregressivo (AR) do modelo de previsão da irradiância a autocorrelação entre os seus 
resíduos aumenta significativamente, excluindo dessa forma qualquer processo AR superior a 1. 
Foram então aplicados testes estatísticos aos resultados previstos em comparação com os dados 
reais (recolhidos) para o modelo acima proposto, tal como para modelos com ajustes no parâmetro 
q por forma a determinar qual o melhor modelo para a previsão da irradiância. Na tabela 4.4 estão 
presentes esses resultados através das estatísticas de erro médio absoluto (MAPE) e de raiz do 
erro quadrático médio (RMSE).  
 
Tabela 4.4 - Resultados de previsão para diferentes horizontes temporais 
Como pode ser observado, variações no processo de média móvel não só têm um pequeno 
impacto no desempenho do modelo de previsão, como diminuem a adequabilidade do mesmo. Os 
Modelo Teste Até 12h Até 24h Até 48h 
ARIMA (1,0,1) com sazonalidade 
RMSE (°C) 211,23 226,35 257,84 
MAPE (%) 7,5 7,1 8,1 
ARIMA (1,0,2) com sazonalidade RMSE (°C) 211,28 226,38 257,88 
MAPE (%) 10,7 8,6 8,7 
ARIMA (1,0,3) com sazonalidade RMSE (°C) 211,43 226,47 257,96 




elevados valores de RMSE variam dependendo dos dados históricos, que apresentam grandes 
variações nos valores da irradiação (possivelmente devido a nuvens ou a mau funcionamento do 
sensor) mas permanecem semelhantes independentemente do ajuste do termo de média móvel. 
Conclui-se então que o modelo ARIMA (1,0,1) com sazonalidade de 24 horas é o modelo ideal 
para previsão a curto tempo da irradiância. 
 
4.1.3. Modelo de previsão para a velocidade do vento 
Neste subcapítulo trata-se todo o desenvolvimento do modelo de previsão para a veloci-
dade do vento, bem como uma análise exploratória da série temporal. 
 
4.1.3.1. Análise exploratória da série temporal 
A figura 4.15 representa a série de médias da velocidade do vento construída a partir dos 
dados recolhidos. 
 
Figura 4.15 - Série temporal da velocidade do vento (10 meses) 
 
Como é possível observar pela figura, todas as amostras entre a hora 1644 até à hora 2008 
apresentam valor nulo, significa isto que existiu algum problema no anemómetro da estação me-
teorológica e a inclusão destes valores no modelo seria prejudicial para o mesmo, como tal, para 
o modelo de previsão da velocidade do vento, não é possível considerar o mesmo período de 




recolhidos desde junho e setembro de 2013, obtendo uma nova série de médias da velocidade do 
vento, que pode ser observada na figura 4.16. 
 
 
Figura 4.16 - Série temporal da velocidade do vento (4 meses) 
  
Na tabela 4.5 são apresentadas algumas estatísticas descritivas dos registos da temperatura 
medida no local em estudo. 
Tabela 4.5 - Estatísticas da série temporal da velocidade do vento 
Número de amostras  11715 
Média (m/s) 2,7016 
Mediana (m/s) 2,6045 
Desvio-padrão (m/s) 1,7490 
Mínima (m/s) 0 





Figura 4.17- Histograma dos dados recolhidos da velocidade do vento 
 
Na figura 4.17, o histograma da distribuição de frequências da temperatura no DEE revela 
que na maior parte do tempo a velocidade não ultrapassa os 3 m/s, este fator revela que na maior 
parte do tempo o aerogerador não irá produzir qualquer energia uma vez que, como foi referido 
anteriormente, este só começa a produzir para velocidades iguais ou superiores a 3 m/s. Adicio-
nalmente, o Q-QPlot na figura 4.18 sugere que os registos da temperatura não seguem uma dis-
tribuição normal, resultado este confirmado por meio do MatLAB através do teste de Kolmogorov-
Smirnov, uma vez que este rejeita a hipótese de que os dados apresentem uma distribuição normal. 
 




4.1.3.2. Identificação do modelo 
 
Figura 4.19 - FAC da série temporal da velocidade do vento (sem diferenciação) 
 
Como é possível observar na figura 4.19, a função de autocorrelação apresenta um decai-
mento lento para zero, o que sugere que a série não apresenta estacionaridade. Uma vez que um 
modelo estatístico apenas pode ser aplicado quando na presença de uma série estacionária, os 
dados recolhidos são diferenciados. 
Analisando a figura 4.20, é possível observar que a série diferenciada, através da sua 
FAC, já aparenta possuir estacionaridade, uma vez que esta possui um padrão de decaimento 
rápido. A sua estacionaridade foi confirmada através do teste de Dickey-Fuller, que rejeitou a 
hipótese da série possuir uma raiz unitária, desta forma, como a estacionaridade é alcançada após 







Figura 4.20 - FAC da série temporal da velocidade do vento (após diferenciação) 
 
A função de autocorrelação do processo apresenta uma queda rápida para zero após pou-
cas lags, o que indica que provavelmente o modelo que melhor se aplica aos dados da velocidade 
do vento será um modelo misto. 
4.1.3.3. Desenvolvimento do modelo 
Tal como foi referido anteriormente, não é possível definir os parâmetros p e q de um 
misto através da observação das suas funções de autocorrelação e autocorrelação parcial. Como 
tal, é tomado como base de testes um modelo ARIMA (1,1,1), com sazonalidade de 24 horas, e 






Figura 4.21 - 4-Plot dos resíduos da velocidade do vento 
 
Como é possível observar na figura 4.21, o modelo proposto apresenta uma elevada ade-
quabilidade nas primeiras 100 lags, com os valores dos resíduos muito próximos de zero. O mo-
delo não apresenta também nenhuma correlação significativa entre amostras e possui uma distri-
buição normal, o que garante que o modelo proposto possui um elevado desempenho e está pronto 





Figura 4.22 - Previsão da velocidade do vento até 24 horas à frente através do modelo ARIMA (1,1,1) 
 
Na figura 4.22 está representada a previsão da velocidade do vento num horizonte tem-
poral de 24 horas. Ao contrário do que foi observado nas séries temporais da irradiância e da 
temperatura, a velocidade do vento apresenta um comportamento muito mais irregular, tornando-
se difícil realizar previsões com horizontes temporais superiores a 24 horas. Como é possível 
observar, o modelo proposto apresenta um elevado desempenho nas primeiras 10 horas de previ-
são quando comparado com os dados reais, após este período, o comportamento da previsão toma 
valores que não demonstram qualquer relação com os valores reais, uma vez que decaem para 
zero. Apesar deste fator, tendo em conta a elevada imprevisibilidade do vento, considera-se que 
os resultados obtidos são satisfatórios, ainda assim, foram testados outros modelos através do 
ajuste dos parâmetros p e q, e comparados com os resultados obtidos com o modelo ARIMA 
(1,1,1). Os resultados obtidos estão presentes na tabela 4.6. 
 
 
Tabela 4.6 - Resultados de previsão para diferentes horizontes temporais 
Modelo Teste Até 6h Até 12h Até 24h 
ARIMA (1,1,1) com sazonali-
dade 
RMSE (m/s) 0,0824 0,2316 8,4116 
MAPE (%) 7,6 9,8 43,5 
ARIMA (2,1,1) com sazonali-
dade 
RMSE (m/s) 0,1297 0,3261 9,0795 





Como se pode observar na tabela 4.6, após sucessivos ajustes nos termos autorregressivos 
e de média móvel, conclui-se que os modelos mistos que apresentam melhor adequabilidade para 
a realização da previsão da velocidade do vento é um modelo ARIMA (3,1,1) e o modelo ARIMA 
(4,1,1), ambos com sazonalidade de 24 horas. O aumento do parâmetro de média móvel não re-
sultou em qualquer melhoria na previsão da velocidade do vento. Conclui-se também que só faz 
sentido considerar a previsão até 12 horas, uma vez que os valores após esse instante não revelam 
qualquer proximidade com os valores reais. 
Por forma a calcular a previsão da potência gerada através do gerador eólico, a previsão 
da velocidade do vento será realizada então através do uso do modelo ARIMA (4,1,1) com sazo-
nalidade de 24 horas. Na figura 4.23 está representada a previsão obtida utilizando este modelo. 
ARIMA (3,1,1) com sazonali-
dade 
RMSE (m/s) 0,0889 0,1570 7,0833 
MAPE (%) 7,6 9,4 39,9 
ARIMA (4,1,1) com sazonali-
dade 
RMSE (m/s) 0,0671 0,1589 7,4625 
MAPE (%) 6,4 8,7 40,61 
ARIMA (1,1,2) com sazonali-
dade 
RMSE (m/s) 0,1324 0,3305 9,1024 
MAPE (%) 9,4 12,51 46,41 
ARIMA (2,1,2) com sazonali-
dade 
RMSE (m/s) 0,0662 0,1771 7,8220 
MAPE (%) 6,6422 8,8 41,56 
ARIMA (3,1,2) com sazonali-
dade 
RMSE (m/s) 0,0683 0,1916 8,02 
MAPE (%) 6,96 9,0 42,1527 
ARIMA (3,1,3) com sazonali-
dade 
RMSE (m/s) 0,0759 0,1575 7,34 
MAPE (%) 6,97 9,0 40,4437 
ARIMA (3,1,4) com sazonali-
dade 
RMSE (m/s) 0,1112 0,1650 6,86 





Figura 4.23 - Previsão da velocidade do vento até 12 horas à frente através do modelo ARIMA (4,1,1) 
 
 Previsão de Potência 
Após a obtenção dos dados relativos à previsão da velocidade do vento, da temperatura e da 
irradiância é necessário converter esses registos em potência produzida. Para isso são utilizadas 
duas metodologias diferentes, uma para a produção a partir do gerador eólico e outra para a pro-
dução a partir dos painéis fotovoltaicos.  
Para o gerador eólico, é realizada uma estimativa baseada na curva de potência do aerogera-
dor. Cada turbina tem uma curva característica associada que descreve o processo ideal de con-
versão da energia cinética da velocidade do vento para potência elétrica produzida. Esta curva é 
fornecida pelo fabricante.  
Já para os painéis fotovoltaicos, os dados referentes às previsões da temperatura e da irradiâ-
ncia são convertidos para potência elétrica através da aplicação de várias equações que descrevem 
o comportamento geral de um painel fotovoltaico, estas equações tomam em conta as caracterís-
ticas gerais da instalação fotovoltaica que são fornecidas pelo fabricante. 
 
4.2.1. Painéis fotovoltaicos 
Para obter a potência elétrica produzida por um painel fotovoltaico unicamente a partir 




cálculos intermédios de forma a determinar a temperatura das células do painel e a potência de 
referência (potência máxima) que um painel pode produzir em determinado instante. Como tal, 
estas variáveis são calculadas através das equações 4.1, 4.2 e 4.3 [17]: 
 Temperatura das células, 𝑇𝑐𝑒𝑙: 
 𝑇𝑐𝑒𝑙 =  𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡𝑒 + (
𝑁𝑂𝐶𝑇 − 20
0,8
) × 𝐺 ×  10−3 (4.1) 
   
 Potência de referência, 𝑃𝑟𝑒𝑓: 




   
 Potência elétrica produzida (DC), 𝑃𝑒𝑙𝑒𝑐: 
 𝑃𝑒𝑙𝑒𝑐 =  𝑃𝑟𝑒𝑓 −  𝑃𝑟𝑒𝑓 ×
𝑇𝑐𝑜𝑒𝑓
100
× (𝑇𝑐𝑒𝑙 − 25°𝐶) (4.3) 
  
Como é possível observar pelas equações anteriores, para calcular a potência elétrica ideal pro-
duzida por um painel fotovoltaico é necessário considerar algumas constantes que são caracterís-
ticas gerais de cada painel, determinadas após testes em laboratório sob condições STC (Standard 
Test Conditions), isto é, sob uma irradiância de 1000 𝑊/𝑚2 e temperatura das células de 25ºC e 
que são fornecidas pelo fabricante: 
 𝑁𝑂𝐶𝑇, ou Nominal Operating Cell Temperature é definida como a temperatura atingida 
pelas células submetidas a condições STC. 
 𝑇𝑐𝑜𝑒𝑓, ou coeficiente de temperatura do painel, é um número que descreve a forma como 
o painel fotovoltaico lida com temperaturas superiores a 25ºC. 
 𝑃𝑚𝑎𝑥, ou potência máxima de pico, é a potência máxima que o painel pode produzir em 
condições ideais. 
Estas características variam entre painéis fotovoltaicos, no caso específico do DEE, como 
foi referido anteriormente, estão instalados 7 painéis fotovoltaicos de dois tipos diferentes, es-





Tabela 4.7 - Características dos painéis para cálculo da potência produzida [13] 
 Bangkok Solar – BS40 SWEA – SWL 130 
Número de painéis 5 2 
𝑁𝑂𝐶𝑇 45 ºC 45 ºC 
𝑇𝑐𝑜𝑒𝑓  0,19 %/ ºC 0,19 %/ ºC 
𝑃𝑚𝑎𝑥  40 W 130 W 
 
Uma vez definidos os valores característicos de cada painel, foi calculada a potência elé-
trica produzida a cada instante, através do cálculo da potência elétrica de cada painel através das 
equações anteriormente apresentadas e multiplicando esses valores instantâneos pelo número de 
painéis de cada tipo por forma a determinar a potência elétrica produzida por toda a instalação 
fotovoltaica (equação 4.4). 
 𝑃𝑒𝑙𝑒𝑐𝑖𝑛𝑠𝑡𝑎𝑙𝑎çã𝑜 =  (𝑃𝑒𝑙𝑒𝑐𝐵𝑆40 × 5) +  (𝑃𝑒𝑙𝑒𝑐𝑆𝑊𝐿130 × 2) (4.4) 
  
Na figura 4.24 está então representada a previsão de produção da instalação fotovoltaica num 
horizonte temporal de 48 horas, com intervalos de 15 minutos. Está também representada a curva 









Como é possível observar na figura 4.24, a produção de potência a partir da instalação 
fotovoltaica está diretamente relacionada com o valor da irradiância previsto. A influência da 
temperatura na produção não é igualmente observável uma vez que apenas interfere diretamente 
com a temperatura das células do painel e para observar a essa influência seria necessário com-
parar a produção em dois períodos de tempo distintos que possuíssem os mesmos valores de irra-
diação mas valores de temperatura diferentes. Na figura 4.25 encontra-se uma comparação entre 
os valores de potência previstos pelo modelo e os valores reais recolhidos durante o mesmo perí-
odo.  
 
Figura 4.25 - Comparação entre valores previstos e valores reais de produção fotovoltaica 
Através da figura é possível constatar que, neste especifico período de teste, existe alguma 
discrepância entre os valores de previsão de produção e os valores reais recolhidos. A diferença 
entre os períodos iniciais e finais de cada dia não se devem a um mau desempenho do método de 
previsão (visto que nesses instantes a previsão de irradiância e temperatura apresentou um bom 
desempenho) mas sim a diferenças entre o desempenho ideal dos painéis fotovoltaicos e o seu 
desempenho real, possivelmente devido a desgaste das células fotovoltaicas. Apesar da diferença 
que se pode observar no pico de produção em cada um dos dias, a energia total de ambas as séries 
temporais apresenta valores muito semelhantes: 14,735 kWh previstos contra 14,365 kWh reais, 





4.2.2. Gerador Eólico 
A previsão da produção de potência elétrica a partir do gerador eólico é realizada inter-
sectando os valores previstos de velocidade do vento com a curva de potência fornecida pelo 
fabricante (figura 4.26). 
 
Figura 4.26 - Curva de potência do gerador eólico instalado no todo do edifício do DEE 
 
Para tal, foram retirados alguns pontos da curva de potência do gerador e utilizados na 
função cftool do MatLAB de forma a obter a equação do polinómio que melhor represente a curva 
de potência em questão. Os resultados obtidos indicam que o polinómio que melhor se ajusta 
possui grau 7, como é possível observar na figura 4.27. 
Na figura 4.27 é possível observar os valores que representam a qualidade da aproxima-
ção da curva aos pontos introduzidos. O valor de “SSE” corresponde à soma dos quadrados de-
vido a erro, quanto menor o seu valor menor será a componente de erro a si associado, garantindo 
que existe uma boa aproximação. O valor obtido revela que a curva polinomial tem algum erro a 
si associada. Por outro lado, os resultados obtidos para o teste R-Square, que mede a capacidade 
da aproximação explicar a variação dos dados, é muito próximo de 1, o que garante que a curva 
explica cerca de 99% da variação dos dados introduzidos. O resultado obtido para o RMSE indica 






Figura 4.27 - Resultados obtidos através da ferramenta cftool do MatLAB 
 
Uma vez obtido o polinómio que melhor representa a curva de potência do gerador, foi 
calculada a potência gerada tendo em conta os valores da velocidade do vento obtidos através da 
previsão descrita na secção 4.1.3, não esquecendo as limitações da velocidade de arranque e de 
corte do gerador enunciados na secção 3.2.2. Na figura 4.28 está então representada a previsão de 
produção partir do gerador eólico num horizonte temporal de 12 horas com um intervalo entre 






Figura 4.28 - Previsão de potência produzida através do gerador eólico e previsão da velocidade do vento 
 
Como seria expectável a previsão de produção do gerador eólico é proporcional com a 
velocidade do vento, sendo que, para valores de velocidade inferiores a 3 m/s e produção torna-
se inexistente, como se pode constatar na figura 4.28, por exemplo, entre as horas 2886 e 2888. 
O mesmo ocorre quando a velocidade do vento é superior a 16 m/s, a velocidade de corte do 
gerador, sendo que não é possível observar este corte graficamente visto que no local em estudo 
não é previsível obter-se valores de velocidade tão elevados. 
Ao contrário do que foi realizado na secção 4.2.1 para a previsão de produção do gerador 
eólico, não é possível apresentar uma comparação entre os resultados finais da previsão de potên-
cia eólica produzida e os valores reais da mesma, uma vez que, como é observável na figura 4.29, 
a produção do gerador eólico não é de todo coincidente com o que seria expectável ao observar a 






Figura 4.29 - Comparação entre potência produzida (real) pelo gerador eólico e velocidade do vento 
 
Como é possível observar na figura 4.29, a potência produzida pelo gerador eólico não 
cumpre o apresentado na curva de potência cedida pelo fabricante (figura 4.26). Sendo que a única 
forma de verificar o desempenho da previsão realizada seria criando, experimentalmente, uma 
nova curva de potência baseada em dados recolhidos de velocidade do vento e de potência pro-
duzida pelo gerador eólico, o que não foi possível realizar durante esta dissertação devido à falta 

















 Conclusões e Trabalhos Futuros 
 Conclusões 
Com o intuito de realizar uma previsão da produção de energia a partir de fontes renováveis 
instaladas no topo do edifício do Departamento de Engenharia Eletrotécnica (DEE) da Faculdade 
de Ciências e Tecnologia (FCT), Universidade Nova de Lisboa (UNL), foi desenvolvido um sis-
tema capaz de prever as condições meteorológicas para diferentes horizontes temporais. 
O desenvolvimento desta dissertação passou por diversas etapas. Inicialmente foi realizado 
um estudo prévio dos modelos de previsão existentes e da sua aplicabilidade para o caso especi-
fico em estudo, com maior foco nos modelos estatísticos devido ao facto de apenas ser necessário 
dados históricos recolhidos no local para o desenvolvimento dos modelos. Entre outros, foram 
estudados modelos como Redes Neuronais Artificiais (RNA), Sistemas de Inferência Difusa 
(SID) ou a Metodologia de Box & Jenkins. 
Após o estudo teórico, foi necessário realizar uma análise dos dados recolhidos por forma 
a perceber quais deles fariam sentido considerar como variáveis de entrada do modelo de previsão 
a desenvolver, concluindo-se que, para a instalação fotovoltaica faria sentido considerar os dados 
relativos à temperatura e à irradiância, enquanto no caso do gerador eólico apenas faria sentido 
utilizar os dados relativos à velocidade do vento, ignorando a direção do vento, uma vez que o 
aerogerador se alinha com este. Nesta fase foi também decidido que cada uma das variáveis de-
veria ser tratada de forma individual, isto é, desenvolvendo um modelo de previsão para cada uma 
das séries temporais a si associadas e, posteriormente, convertendo os valores previstos para po-
tência produzida. 
Uma vez realizada a análise dos dados, tornou-se necessário realizar um tratamento dos 
mesmos de forma a remover os valores extremos e as variações bruscas das séries temporais, uma 
vez que estas são representativas de aleatoriedade, para tal, foi realizada uma suavização dos 
dados através de um filtro de média móvel e também uma redução do número de amostras de 
forma a diminuir o peso computacional do processo de treino dos modelos. 
Realizado o tratamento de dados, foram desenvolvidos os modelos de previsão para a tem-
peratura, a irradiância e a velocidade do vento. O processo escolhido foi a metodologia de Box & 
Jenkins dado os bons resultados evidenciados no estudo teórico, a sua simplicidade e não exigirem 
um grande desempenho computacional no seu processo de treino. Após os ajustes necessários aos 




 Para previsão da temperatura, o modelo que mais se ajustou foi o modelo ARIMA 
(1,1,1) com sazonalidade de 24 horas. Este modelo demonstrou um elevado de-
sempenho nos testes estatísticos realizados, principalmente durante as primeiras 12 
horas. Para horizontes temporais superiores a 24 horas o modelo perde qualidade 
significativamente; 
 Para previsão da irradiância, o modelo com melhor desempenho foi o modelo 
ARIMA (1,0,1) com sazonalidade de 24 horas. Este modelo demonstrou um de-
sempenho aceitável para horizontes temporais até 48 horas, sendo que por vezes 
apresenta um erro médio um pouco elevado, muito devido ao facto do possível 
aparecimento de nebulosidade que afeta drasticamente a irradiância medida e cujo 
comportamento é difícil de prever; 
 Para previsão da velocidade do vento, o modelo que melhor desempenho revelou 
foi o modelo ARIMA (4,1,1) com sazonalidade de 24 horas. Apesar do comporta-
mento altamente oscilatório da velocidade do vento, o modelo desenvolvido apre-
senta um elevado desempenho na previsão durante um horizonte temporal de 12 
horas, sendo que após este período os resultados previstos perdem qualquer seme-
lhança que tivessem com os resultados reais. 
Uma vez obtidos os resultados de previsão para cada uma das variáveis, foi realizado o 
cálculo da potência produzida utilizando os resultados previstos. No caso da instalação fotovol-
taica os valores previstos de irradiância e temperatura ambiente são utilizados nas equações que 
definem a produção de energia solar a partir dos painéis fotovoltaicos instalados, já a produção a 
partir do gerador eólico foi calculada cruzando os valores previstos para a velocidade do vento 
com uma curva polinomial gerada que melhor representa a curva de potência do gerador eólico. 
Quando comparada a produção global da instalação fotovoltaica com a produção real ob-
tida no mesmo período de tempo, o modelo apresenta uma previsão de energia produzida muito 
semelhante com a real apesar de apresentar algumas diferenças no comportamento horário da 
série temporal, diferenças essas que se devem a diferenças entre o comportamento ideal dos pai-
néis fotovoltaicos e o seu comportamento real. Por outro lado, a comparação entre a produção 
prevista para o gerador eólico não foi comparada com a produção real uma vez que o equipamento 
não opera de acordo com a curva de potência especificada pelo fabricante. 
O resultado final resume-se então a um sistema em que, introduzidos registos passados 
relativos a temperatura, irradiância e velocidade do vento, realiza uma previsão da produção de 
energia a partir de uma instalação fotovoltaica e um gerador eólico instalados no topo do edifício 




 Trabalho Futuro 
Como trabalho futuro, sugere-se que seja criada uma base de dados onde os dados recolhi-
dos, quer pela estação meteorológica quer pelos contadores, sejam armazenados por forma a se-
rem utilizados para desenvolver melhores métodos de previsão. Sugere-se também que seja rea-
lizado o desenvolvimento de um método hibrido, que integre as características dos modelos de 
Box & Jenkins e das redes neuronais artificiais, visto que estas apresentam um melhor desempe-
nho para problemas não lineares. Seria também interessante a integração de um modelo de previ-
são para a produção de energia em tempo real numa plataforma de monitorização da energia 
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