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Abstrat
The optimal stopping problem for a Hunt proesses on R is onsid-
ered via the representation theory of exessive funtions. In partiular,
we fous on innite horizon (or perpetual) problems with one-sided
struture, that is, there exists a point x
∗
suh that the stopping region
is of the form [x∗,+∞). Corresponding results for two-sided problems
are also indiated. The main result is a spetral representation of the
value funtion in terms of the Green kernel of the proess. Speializing
in Lévy proesses, we obtain, by applying the Wiener-Hopf fatoriza-
tion, a general representation of the value funtion in terms of the
maximum of the Lévy proess. To illustrate the results, an expliit
expression for the Green kernel of Brownian motion with exponential
jumps is omputed and some optimal stopping problems for Poisson
proess with positive exponential jumps and negative drift are solved.
Keywords: optimal stopping problem, Markov proesses, Hunt proesses,
Lévy proesses, Green kernel, diusions with jumps, Riesz de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1 Introdution
Consider an optimal stopping problem for a real-valued Markov proess X =
{Xt : t ≥ 0} with reward funtion g and disount rate r ≥ 0. Denote by V
the value funtion of the problem, and by τ ∗ the optimal stopping time. In
this paper we analyze this optimal stopping problem departing from three
main soures: (i) the haraterization of the value funtion V as the least
exessive majorant of the reward funtion g, due to Snell [23℄ for disrete
martingales and to Dynkin [6℄ for ontinuous time Markov proesses; (ii)
the representation of exessive funtions as integrals of the Green kernel
of the proess, as exposed in Kunita and Watanabe [11℄ and Dynkin [7℄,
and exploited by Salminen [20℄ in the framework of optimal stopping for
diusions; and (iii) reent results expressing the solution of some optimal
stopping problems for Lévy proesses and random walks in terms of the
maximum of the proess, see Darling et. al.[5℄, Mordeki [15℄, Boyarhenko
and Levendorskij [3℄, Novikov and Shiryaev [18℄ and Kyprianou and Surya
[12℄. For papers on optimal stopping of Lévy proesses using other methods,
see, e.g., MKean [13℄, Gerber and Shiu [9℄, Chan [4℄ and Kou and Wang
[10℄.
We then try to understand the struture of the solution of the optimal
stopping problem in a regular enough framework of Markov proesses, pre-
isely the lass of Hunt proesses, onluding that nding the solution of suh
a problem is equivalent to nding the representation of the value funtion in
terms of the Green kernel. The Radon measure that appears in this represen-
tation is alled the spetral measure orresponding to the exessive funtion
V , and furthermore, it results that the support of this spetral measure is
the stopping region for the problem. This is our main result, presented in
setion 3.
Let us speialize to Lévy proesses. Firstly, observe that in the ase r > 0
the Green kernel is proportional to the distribution of the proess stopped at
an exponential time with parameter r, independent of the proess. Seondly,
relying on the Wiener-Hopf fatorization for the Lévy proess, we express this
random variable in the distributational sense as the sum of two independent
random variables, the rst one having the distribution of the supremum of the
proess up to the exponential time and the seond one with the distribution of
the inmum of the proess in the same random interval. Simple alulations
taking into aount this fat, and the one-sided struture of the solution of
the optimal stopping problem, gives a representation of the solution of an
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optimal stopping problem in terms of the maximum of the Lévy proess  a
result that has been obtained earlier in several partiular ases. This analysis
is arried out in setion 4.
The rest of the paper is as follows. In setion 2 the framework of Hunt
proesses in whih we are working is desribed. Setion 5 onsists of two
subsetions. In the rst one we illustrate the made assumptions onerning
the Hunt proesses and Lévy proesses by studying Browian motion with
exponential jumps. In the seond one an optimal stopping problem for a
ompound Poisson proess with negative drift and positive exponential jumps
and the reward funton g(x) = (x+)γ , γ ≥ 1, is analyzed. Our interest in
this partiular reward funtion was arised by Alexander Novikov's talk in
the Symposium on Optimal Stopping with Appliations held in Manhester
22. 27.1.2006 [17℄ where the optimal stopping problem for the same reward
funtions and general Lévy proesses were onsidered.
2 Preliminaries on Hunt proesses
Let X = {Xt} be a transient Hunt proess taking values in R, where we
omit t ≥ 0 in the notation, as all the onsidered proesses are indexed in the
same set. In partiular, X is a strong Markov proess, quasi left ontinuous
on [0,+∞) and the sample paths of X are right ontinuous with left limits
(see Kunita and Watanabe [11℄ and Blumenthal and Getoor [2℄ p. 45). The
notations Px and Ex are used for the probabilty measure and the expetation
operator, respetively, assoiated with X when X0 = x. The resolvent {Gr :
r ≥ 0} of X is dened via
Gr(x,A) :=
∫ ∞
0
e−rtPx(Xt ∈ A) dt, (2.1)
where x ∈ R and A is a Borel subset ofR. We assume also that there exists a
dual resolvent {Ĝr : r ≥ 0} with respet to some σ-nite (duality) measure
m, that is, for all f, g ∈ Bo and r ≥ 0 it holds∫
m(dx) f(x)Grg(x) =
∫
m(dx) Ĝrf(x) g(x),
where Bo denotes the set of measurable bounded funtions with ompat
support. Moreover, it is assumed that {Ĝr : r ≥ 0} is a resolvent of a
transient Hunt proess X̂ taking values in R. Finally, we impose Hypothesis
(B) from [11℄ p. 498:
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(h1) Gr(x, dy) = Gr(x, y)m(dy),
(h2) supx∈AG0(x,B) <∞ for all ompat A and B,
(h3) x 7→ Ĝrf(x), f ∈ Bo, is ontinuous and nite.
The assumption that the dual proess is a Hunt proess implies that Ĝ is
regular (see [11℄ p. 494).
We remark that when X is a Lévy proess a dual resolvent always exists as
the resolvent of the dual proess X̂ = {−Xt}. Hereby the Lebesgue measure
serves as the duality measure (see setion II.1 in [1℄).
Under these assumptions it an be proved that the funtion Gr given in
(h1) onstitutes a potential kernel (often alled a Green kernel) of exponent
r assoiated with the pair (X, X̂). This means that for eah given r ≥ 0 the
funtion (x, y) 7→ Gr(x, y) is jointly measurable and has the properties
(p1) Ĝr(y, dx) = Gr(x, y)m(dx),
(p2) x 7→ Gr(x, y) is r-exessive for X for eah y,
(p3) y 7→ Gr(x, y) is r-exessive for X̂ for eah x.
Reall that a non-negative measurable funtion f : R 7→ [0,+∞] is alled
r-exessive for X if for all x ∈ R
(e1) e
−rt
Ex(f(Xt)) ≤ f(x) for all t ≥ 0,
(e2) e
−rt
Ex(f(Xt))→ f(x) as t→ 0.
Notie that r-exessive funtions of X are 0-exessive for the proess Xo
obtained from X by exponential killing with rate r.
From the assumption (h1) that the resolvent kernel of X is absolutely
ontinuous it follows that r-exessive funtions are lower semi-ontinuous.
The Riesz deomposition of exessive funtions is of key importane in
our approah to optimal stopping. We state the deomposition relying on
[11℄ Theorem 2 p. 505 and Proposition 13.1 p. 523. Indeed, it holds, under
the made assumptions, that eah r-exessive funtion u loally integrable
with respet to the duality measure m an be deomposed uniquely in the
form
u(x) =
∫
R
Gr(x, y) σu(dy) + hr(x), (2.2)
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where hr is an r-harmoni funtion and σu is a Radon measure on R. We
remark that the assumption that the dual proess is a Hunt proess implies
that also the spetral measure σu is unique (see [11℄ Proposition 7.11 p. 503).
Conversily (see [11℄ Proposition 7.6 p. 501), given a Radon measure σ on
(R,B) the funtion v dened via
v(x) :=
∫
R
Gr(x, y) σ(dy)
is an r-exessive funtion (in fat, a potential).
An r-exessive funtion u is said to r-harmoni on a Borel subset A of R
if for all open subsets Ac of A with ompat losure
u(x) = Ex
(
e−rH(Ac) u(XH(Ac))
)
, (2.3)
where
H(Ac) := inf{t : Xt 6∈ Ac}.
In our ase (see [11℄ Proposition 6.2 p. 499) it holds that for eah xed y ∈ R
the funtion x 7→ Gr(x, y) is r-harmoni on R \ {y}. From (2.2) it follows
that if there exists an open set A suh that the representing measure does
not harge A, then the funtion u is r-harmoni on A i.e.,
σu(A) = 0 ⇒ u is r−harmonic on A. (2.4)
In fat, (2.4) is an equivalene under mild assumptions; for this see Dynkin
[7℄ Theorem 12.1.
3 Optimal stopping of Hunt proesses
Let X be a Hunt proess satisfying the assumptions made in Setion 2. For
simpliity we onsider non-negative ontinuous reward funtions. Then the
reward funtion g has the smallest exessive majorant V and
V (x) = sup
τ∈M
Ex(e
−rτg(Xτ )), (3.1)
where M denotes the set of all stopping times τ with respet to the natural
ltration generated by X. In ase τ = +∞ we dene
e−rτg(Xτ ) := lim sup
t→∞
e−rtg(Xt).
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The result (3.1) an be found, for instane in Shiryayev [22℄ (Lemma 3 p.
118 and Theorem 1 p. 124) and holds for more general standard Markov pro-
esses, and for almost-Borel and C0-lower semiontinuous reward funtions.
We an express this result by saying that in an optimal stopping problem
the value funtion and the smallest exessive majorant of the reward funtion
oinide.
From (3.1) and the Riesz deomposition (2.2) we onlude that the prob-
lem of nding the value funtion is equivalent to the problem of nding the
representing measure of the smallest exessive majorant (up to harmoni
funtions). Furthermore, based on (2.4), it is seen, roughly speaking, that
the ontinuation region, that is, the region where it is not optimal to stop, is
the biggest set not harged by the representing measure σV of V. In short,
the representing measure gives the value funtion via (2.2) and the stopping
region is by (2.4) the support of the representing measure. In the following
result we use the preeeding onsiderations in order to express the solution
of a partiular type of optimal stopping problems
Theorem 3.1. Consider a Hunt proess {Xt} satisfying the assumptions
made in Setion 2, a non-negative ontinuous reward funtion g, and a dis-
ount rate r ≥ 0 suh that
Ex(sup
t≥0
e−rtg(Xt)) <∞. (3.2)
Assume that there exists a Radon measure σ with support on the set [x∗,∞)
suh that the funtion
V (x) :=
∫
[x∗,∞)
Gr(x, y)σ(dy) (3.3)
satises the following onditions:
(a) V is ontinuous,
(b) V (x)→ 0 when x→ −∞.
() V (x) = g(x) when x ≥ x∗,
(d) V (x) ≥ g(x) when x < x∗.
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Let
τ ∗ = inf{t ≥ 0: Xt ≥ x∗}. (3.4)
Then τ ∗ is an optimal stopping time and V is the value funtion of the optimal
stopping problem for {Xt} with the reward funtion g, in other words,
V (x) = sup
τ∈M
Ex
(
e−rτg(Xτ)
)
= Ex
(
e−rτ
∗
g(Xτ∗)
)
, x ∈ R.
Proof. Sine V is an r-exessive funtion (see the disussion after the Riesz
deomposition (2.2)) and, from onditions () and (d), a majorant of g,
it follows by Dynkin's haraterization of the value funtion as the least
exessive majorant, that
V (x) ≥ sup
τ∈M
Ex
(
e−rτg(Xτ)
)
(3.5)
In order to onlude the proof, we establish the equality in (3.5). Indeed,
onsider for eah n ≥ 1 the stopping time
τn = inf{t ≥ 0: Xt 6∈ (−n, x∗ − 1/n)}.
For ω ∈ {τ ∗ <∞} dene τ¯ = limn→∞ τn. We have
τ1 ≤ τ2 ≤ · · · ≤ τ¯ ≤ τ ∗.
For n large enough,Xτn ≥ x∗−1/n, and, as the proess is quasi-left ontinous,
limn→∞Xτn = Xτ¯ , and, hene, Xτ¯ ≥ x∗. This give us that τ¯ = τ ∗ a.s.
As V is r-exessive, the sequene {e−rτnV (Xτn)} is a nonnegative super-
martingale, and, in onsequene, it onverges a.s. to a random variable.
Beause Xτn → Xτ∗ a.s., and V is ontinuous, we identify the limit as
e−rτ
∗
V (Xτ∗). From assumptions (a) and (b) it follows that
CV := sup
x≤x∗
V (x) <∞,
Furthermore, as
e−rτnV (Xτn) = e
−rτnV (Xτn)1{τn<τ∗} + e
−rτ∗g(Xτ∗)1{τn=τ∗}
≤ CV + sup
t≥0
e−rtg(Xt)
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we obtain, in view of ondition (3.2), using the Lebesgue dominated onver-
gene theorem
Ex
(
e−rτn V (Xτn)
) ↓ Ex (e−rτ∗ V (Xτ∗)) as n→∞.
Furthermore, as the representing measure σ does not harge the open set
(−∞, x∗), the funtion V is harmoni on that set (f. (2.4)), and, as τn are
exit times from the open sets (−n, x∗ − 1/n), we onlude that
V (x) = E
(
e−rτn V (Xτn)
) ↓ E (e−rτ∗ g(Xτ∗)) ,
and the proof is omplete.
Under the additional assumption (3.6), valid in many partiular ases,
we haraterize now the optimal threshold x∗ as a solution, with a useful
uniqueness property, of an equation derived from (3.3). Remember that by
the denition of the support of a Radon measure, we have σ(A) > 0 for all
open subsets A of [x∗,∞) (see for instane page 215 in Folland [8℄).
Corollary 3.2. Let {Xt}, g, V, σ, and x∗ be as in Theorem 3.1. Assume that
Gr(x,B) :=
∫ ∞
0
e−rtPx(Xt ∈ B)dt > 0 (3.6)
for all x and open subsets B of R. Then the equation
g(x) =
∫
[x,∞)
Gr(x, y)σ(dy) (3.7)
has no solution bigger than x∗.
Proof. Clearly, sine g(x∗) = V (x∗) it is immediate from (3.3) that x∗ is a
solution of (3.7). Let now xo > x
∗
be another solution of (3.7), i.e.,
g(xo) =
∫
[xo,∞)
Gr(xo, y)σ(dy).
From (3.3) we have
g(xo) = V (xo) =
∫
[x∗,∞)
Gr(xo, y)σ(dy).
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Consequently, ∫
[x∗,xo)
Gr(xo, y)σ(dy) = 0. (3.8)
But the funtion y 7→ Gr(xo, y) is lower semi-ontinuous, and, hene, the
set {y : Gr(xo, y) > 0} is open. From (3.8) it follows that Gr(xo, ·) ≡ 0 on
(x∗, xo), but this violates (3.6) and the laim is proved.
The presented method works similarly when the stopping region is not
a half line, i.e. when the problem is not a one-sided problem. The form
of the optimal stopping time (3.4) appears very often in several optimal
stopping problems, in partiular in mathematial nane, where this sort of
the problems are sometimes named all-like perpetual problems or options
(see e.g. [3℄). Furthermore, as exposed in setion 4, one sided problems in the
ontext of Lévy proess admits a representation in terms of the maximum of
the Lévy proess.
Minor modiations in the proof of Theorem 3.1 give the following result,
that an be onsidered as a two-sided optimal stopping problem.
Theorem 3.3. Consider a Hunt proess {Xt} satisfying the assumptions
made in Setion 2 and a non-negative ontinuous reward funtion g, and a
disount rate r ≥ 0, suh that ondition (3.2) hold. Assume that there exists
a positive Radon measure σ with support on the set S = (−∞, x∗] ∪ [x∗,∞)
suh that the funtion
V (x) :=
∫
S
Gr(x, y)σ(dy) =
∫
(−∞,x∗]
Gr(x, y)σ(dy) +
∫
[x∗,∞)
Gr(x, y)σ(dy)
(3.9)
satises the following onditions:
(a) V is ontinuous,
(b) V (x) = g(x) when x ∈ S,
() V (x) ≥ g(x) when x /∈ S.
Let
τ ∗ = inf{t ≥ 0: Xt ∈ S}.
Then τ ∗ is an optimal stopping time and V is the value funtion of the optimal
stopping problem for {Xt} with the reward funtion g, in other words,
V (x) = sup
τ∈M
Ex
(
e−rτg(Xτ)
)
= Ex
(
e−rτ
∗
g(Xτ∗)
)
, x ∈ R.
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4 Optimal stopping and maxima for Lévy pro-
esses
As we have mentioned, in several papers expliit solutions to optimal stop-
ping problems for general random walks or Lévy proess, and some partiular
reward funtions an be expressed in terms of the maximum of the proess,
killed at a onstant rate r, the disount rate of the problem. The pioneer re-
sults in this diretion are ontained in the paper of Darling, Ligget and Taylor
[5℄, were solutions to optimal stopping problems for rewards g(x) = (ex−1)+
and g(x) = x+ are obtained in the whole lass of random walks, in terms of
the maximum of the random walk. These results are generalized for Lévy
proess by Mordeki in [15℄ and [16℄, where it is also observed that similar re-
sults hold for solutions of optimal stopping problems in terms of the inmum
of the proess for the payo g(x) = (1 − ex)+. Based on the tehnique of
fatorization of pseudo-dierential operators, Boyarhenko and Levendorskij
(see [3℄ and the referenes therein) obtain similar results, in a sublass of
Lévy proesses, alled regular and of exponential type (RLPE), with the im-
portant feature that their results are not based on partiular properties of
the reward funtion g, and, hene, hold true in a ertain lass of rewards
funtions. Results in [3℄ suggest that any optimal stopping problem for a
Lévy proess with an inreasing payo an be expressed in terms of the max-
imum of the proess. More reently, Novikov and Shiryaev [18℄ obtained
the solution of the optimal stopping problem for a general random walk, in
terms of the maximum, when the reward is g(x) = (x+)n, (and also when
g(x) = 1−e−x+). The respetive generalization of this problem to the frame-
work of Lévy proesses has been arried out by Kyprianou and Surya [12℄.
4.1 Lévy proesses
Let X = {Xt} be a Hunt proess with independent and stationary inre-
ments, i.e. a Lévy proess. We denote E = E0 and P = P0.
If v ∈ R, Lévy-Khinhine formula states E(eivXt) = etψ(iv), where, for
omplex z = iv the harateristi exponent of the proess is
ψ(z) = az +
1
2
b2z2 +
∫
R
(
ezx − 1− zh(x))Π(dx). (4.1)
Here the trunation funtion h(x) = x1{|x|≤1} is xed, and the parameters
haraterizing the law of the proess are: the drift a, an arbitrary real num-
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ber; the standard deviation of the Gaussian part of the proess b ≥ 0; and
the Lévy jump measure Π, a non negative measure, dened on R \ {0} suh
that
∫
(1 ∧ x2)Π(dx) < +∞.
Denote by τ(r) an exponential random variable with parameter r > 0,
independent of the proess X . A key role in this setion is played by the
following random variables:
Mr = sup
0≤t<τ(r)
Xt and Ir = inf
0≤t<τ(r)
Xt (4.2)
alled the supremum and the inmum of the proess, respetively, killed at
rate r.
A relevant instrument to study these random variables is the Wiener-
Hopf-Rogozin fatorization, obtained by Rogozin [19℄, that states
r
r − ψ(iv) = E(e
ivMr)E(eivIr) (4.3)
In our rst result we give some simple suient onditions in order to
hypothesis (3.2) to hold.
Lemma 4.1. Assume that a non-negative funtion g satises
g(x) ≤ A0 + A1eαx, (4.4)
for nonnegative onstants A0, A1, α. Assume furthermore that
E
(
eαX1
)
< er. (4.5)
Then, ondition (3.2) holds.
Proof. Let us rst verify that, for r ≥ 0, the following three statements are
equivalent:
(a) E
(
eαX1
)
< er.
(b) E
(
eαMr
)
<∞.
() E
(
supt≥0
(
eαXt−rt
))
<∞.
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First, (a)⇔(b) is Lemma 1 in [15℄. The equivalene (a)⇔() is a partiular
ase of (a)⇔(b), when onsidering the Lévy proess {αXt − rt}, the rst
onstant equal to 1, and the seond, the disount rate equal to 0. Now
Ex(sup
t≥0
e−rtg(Xt)) ≤ E
(
sup
t≥0
e−rt
(
A0 + A1e
α(x+Xt)
))
≤ A0 + A1eαxE(sup
t≥0
e(αXt−rt)) <∞
as ondition (a)⇒().
Remark 4.2. Condition (4.4) is relatively natural in our ontext. For in-
stane, if the funtion is inreasing, and submultipliative (as dened in
setion 25 in [21℄) it automatially satises our exponential growth ondi-
tion (4.4). Nevertheless, the submultipliative property does not seem to be
appropiate for optimal stopping problems, as g(x) = x+ is not submultiplia-
tive. Furthermore, ondition (4.5) is optimal in the following sense: For the
reward funtion g(x) = (ex − 1)+, if E (eX1) = er, then ondition (3.2) does
not hold, based on (a)⇔().
Our next result represents the value funtion of the optimal stopping
problem for a Lévy proess in terms of the maximum of the proess and is a
onsequene of Theorem 3.1.
Proposition 4.3. Assume that the onditions of Theorem 3.1 hold, and,
furthermore, that {Xt} is in fat a Lévy proess. Then, there exists a funtion
Q : [x∗,∞)→ R suh that the value funtion V in (3.3) satises
V (x) = Ex (Q(Mr) ; Mr ≥ x∗) , x ≤ x∗.
Proof. The key ingredient of the proof is formula (4.3), that an be also
written as
Xτ(r) = Mr + I˜r (4.6)
where Mr and I˜r = Xτ(r) −Mr are independent random variables, Mr given
in (4.2), and I˜r with the same distribution as Ir in (4.2).
From the denition of the Green kernel (2.1), it is lear that
rGr(x, dy) = Px(Xτ(r) ∈ dy),
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and, in view of (4.6), assuming that Mr and Ir have respetive densities fM
and fI (only for simpliity of exposition), we obtain that
rGr(x, y) =

∫ y−x
−∞
fI(t)fM(y − x− t)dt, if y − x < 0,
∫∞
y−x
fM(t)fI(y − x− t)dt, if y − x > 0.
(4.7)
If we plugg in this formula for the Green kernel in (3.3), when x < x∗, and,
in onsequene, with y > x, we obtain
V (x) =
∫ ∞
x∗
Gr(x, y)σ(dy)
= r−1
∫ ∞
x∗
[∫ ∞
y−x
fM(t)fI(y − x− t)dt
]
σ(dy)
= r−1
∫ ∞
x∗−x
fM(t)
[∫ x+t
x∗
fI(y − x− t)σ(dy)
]
dt
=
∫ ∞
x∗−x
fM(t)Q(x+ t)dt = Ex (Q(Mr) ; Mr ≥ x∗) ,
where, for z ≥ x∗, we denote
Q(z) = r−1
∫ z
x∗
fI(y − z)σ(dy). (4.8)
This onludes the proof.
The following results uses Theorem 3.3 to provide a representation of the
value funtion in terms of both the supremum and the inmum of the Lévy
proess.
Proposition 4.4. Assume that the onditions of Theorem 3.3 hold, and that
{Xt} is a Lévy proess. Then, there exist two funtions
Q∗ : (−∞, x∗]→ R, Q∗ : [x∗,∞)→ R
suh that the value funtion V in (3.3) satises
V (x) = Ex (Q∗(Ir) ; Ir ≤ x∗) + Ex (Q∗(Mr) ; Mr ≥ x∗) , x∗ ≤ x ≤ x∗.
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Proof. The proof onsist in rewriting eah summand in (3.3) in terms of the
maximum and inmum of the proess, respetively. The seond identity has
been obtained in Proposition 4.3, and states (with Q∗ instead of Q), that∫
[x∗,∞)
Gr(x, y)σ(dy) = Ex (Q
∗(Mr) ; Mr ≥ x∗) ,
where Q∗ is dened in (4.8). The rst one is obtained from this last equality
onsidering the dual Lévy proess X̂ , as follows:∫
(−∞,x∗]
Gr(x, y)σ(dy) =
∫
[−x∗,∞)
Ĝr(−x, y)σ(−dy)
= Ê−x
(
Q̂∗(M̂r) ; M̂r ≥ −x∗
)
= Ex (Q∗(Ir) ; Ir ≤ x∗) ,
where
Q∗(z) = Q̂
∗(−z) = r−1
∫ −z
−x∗
fÎ(y + z)σ(−dy) = r−1
∫ x∗
z
fM(y − z)σ(dy),
and the proof is omplete.
5 A ase study
5.1 Brownian motion with exponential jumps
Here we illustrate the assumptions made in Setion 2 and, in partiular, the
onept of Green kernel by taking X to be a Brownian motion with drift and
ompounded with two-sided exponentially distributed jumps.
To introdue X , onsider a standard Wiener proess W = {Wt : t ≥ 0},
Nλ = {Nλt : t ≥ 0} and Nµ = {Nµt : t ≥ 0} two Poisson proesses with
intensities λ and µ, respetively, Y α = {Y αi : i = 1, 2, . . . } and Y β = {Y βi :
i = 1, 2, . . . } two sequenes of independent exponentially distributed random
variables with parameters α and β, respetively. Moreover, W,Nλ, Nµ, Y α
and Y β are assumed to be independent. The proess X = {Xt} is now
dened via
Xt = at + bWt +
Nλt∑
i=1
Y αi −
Nµt∑
i=1
Y βi , (5.1)
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where a and b ≥ 0 are real parameters. Clearly, X is a Lévy proess and its
Lévy-Khinthine representation is given by
E (exp(z Xt)) = exp(t ψ(z)) (5.2)
with
ψ(z) = az +
1
2
b2z2 + λ
z
α− z − µ
z
β + z
. (5.3)
It is enough for our purposes to take hereby z real, and then the representa-
tion in (5.2) holds for z ∈ (−β, α).
Next we ompute the Green kernel of X when all the parameters in (5.3)
are positive. It is easily seen that for r ≥ 0 the equation ψ(z) = r has exatly
four solutions ρk, k = 1, 2, 3, 4. These satisfy
ρ1 < −β < ρ2 ≤ 0 < ρ3 < α < ρ4 (5.4)
and
ψ′(ρ1) < 0, ψ
′(ρ2) < 0, ψ
′(ρ3) > 0, ψ
′(ρ4) > 0. (5.5)
Notie that ρ2 = 0 if and only if r = 0, in whih ase it is assumed ψ
′(0) < 0
implying
lim
t→∞
Xt = −∞ a.s.
Using the general denition of the resolvent, see (2.1), we have for z ∈ (ρ2, ρ3)∫ ∞
−∞
ez xGr(0, dx) =
∫ ∞
0
dt e−rtE (exp(z Xt)) =
1
r − ψ(z)
=
ψ′(ρ1)
−1
ρ1 − z +
ψ′(ρ2)
−1
ρ2 − z +
ψ′(ρ3)
−1
ρ3 − z +
ψ′(ρ4)
−1
ρ4 − z .
Consequently, inverting the right hand side yields
Gr(0, dx) =
{
−ψ′(ρ1)−1e−ρ1xdx− ψ′(ρ2)−1e−ρ2xdx, x < 0,
ψ′(ρ3)
−1e−ρ3xdx+ ψ′(ρ4)
−1e−ρ4xdx, x > 0.
(5.6)
and, hene, the resolvent is absolutely ontinuous with respet to Lebesgue
measure. With slight abuse of notation, we let Gr(0, x) denote also the Green
kernel, i.e., the density of the resolvent Gr with respet to the Lebesgue
measure. From the spatial homogeniety of X it follows that Gr(x, 0) =
Gr(0,−x).
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The absolute ontinuity of the resolvent an alternatively be veried by
heking that the ondition (ii) in Theorem II.5.16 in Bertoin [1℄ holds . We
reall also the general result (see [1℄ p. 25) whih says that the absolute
ontinuity of the resolvent is equivalent with the property that x 7→ Grf(x)
is ontinuous for all essentially bounded measurable funtions f.
As we have notied, the proess X̂ = {−Xt} may be viewed as a dual
proess assoiated with X. Let Ĝr denote the resolvent of X̂ . Then the
duality relationship∫
dx f(x)Grg(x) =
∫
dx Ĝrf(x) g(x)
holds the duality measure being the Lebesgue measure. The Green kernel of
the dual proess is given by
Ĝr(x, y) = Gr(y, x).
Notie that the value of x 7→ Gr(0, x) at 0 is hosen so that the resulting
funtion is lower semi-ontinuous (sine the Green kernel when onsidered as
a funtion of the seond argument should be exessive for the dual proess).
To onlude the above disussion, we have veried Hypothesis (B) in
[11℄, that is, (h1), (h2) and (h3) in Setion 2 are fulllled. Consequently, also
(p1), (p2) and (p3) in Setion 2 are valid and the Riesz deomposition (2.2)
holds. Moreover, it an be proved, e.g. using the Martin boundary theory,
as presented in [11℄, that the harmoni funtion hr appearing in (2.2) is of
the form
hr(x) = c1 e
ρ2x + c2 e
ρ3x,
where c1 and c2 are non-negative onstants.
It is interesting to note that when multiplying both sides of (5.6) by z
and letting z →∞ we obtain, in ase b > 0 (f. (5.3)),
1
ψ′(ρ1)
+
1
ψ′(ρ2)
+
1
ψ′(ρ3)
+
1
ψ′(ρ4)
= 0,
whih implies that the Green kernel is ontinuous at x = 0. But, when
b = 0, the Green kernel may be disontinuous. This happens, for instane,
when X is a ompound Poisson proess with negative drift and exponentially
distributed positive jumps. More preisely, taking b = µ = 0, and a < 0 in
(5.1) the harateristi exponent redues to
ψ(z) = az + λ
z
α− z .
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Now there are only two roots ρ1 and ρ2 and these satisfy
ρ1 ≤ 0 < ρ2.
Consequently,
1
r − ψ(z) =
ψ′(ρ1)
−1
ρ1 − z +
ψ′(ρ2)
−1
ρ2 − z , (5.7)
and we have the Green kernel
Gr(0, x) =
{
−ψ′(ρ1)−1 e−ρ1x, x < 0,
ψ′(ρ2)
−1e−ρ2x, x ≥ 0. (5.8)
From (5.7) it is seen that
ψ′(ρ1)
−1 + ψ′(ρ2)
−1 =
1
a
,
and, hene, x 7→ Gr(0, x) is disontinuous at 0 (but lower semi-ontinuous
sine a < 0 implies −ψ′(ρ1) < ψ′(ρ2)).
5.2 Optimal stopping of proesses with two sided expo-
nential Green kernel
We onsider here a sublass of proesses introdued in Setion 5.1 the aim
being to apply results in Theorem 3.1 and 3.3. Indeed, let X be a Lévy pro-
ess having a Green kernel with the following simple exponential struture:
Gr(x) := Gr(0, x) =
{
−A1 e−ρ1 x, x < 0,
A2 e
−ρ2 x, x ≥ 0, (5.9)
where ρ1,2 are the roots of the equation ψ(z) = r suh that ρ1 ≤ 0 < ρ2 and
A1,2 = 1/ψ
′(ρ1,2). In the ase r = 0 it is assumed that the proess drifts to
−∞ and, hene, we have ρ1 = 0.
The Green kernel of form (5.9) appears in two basi ases whih, using
the notation in (5.2) and (5.3), are:
• Wiener proess with drift, i.e., b > 0, λ = µ = 0,
• ompound Poisson proess with negative drift and positive exponential
jumps, i.e., a < 0, b = 0, λ > 0 and µ = 0.
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The point we want to make here is that our approah to optimal stopping
treats these proesses similarly. Reall that in the ase of Wiener proess
usually smooth pasting is valid when moving from the ontinuation region
to the stopping region but in the ompound Poisson ase there is only on-
tinuous pasting. In other words, our approah does not use smooth pasting
as a tool, but this property an, of ourse, be heked (when valid) from the
alulated expliit form of the value funtion.
Proposition 5.1. For a given x∗ ∈ R let σ be a measure on [x∗,+∞) with
a ontinuously dierentiable density σ′ on (x∗,+∞). Then the funtion
V (x) :=
∫ ∞
x∗
Gr(y − x)σ(dy)
is two times ontinuously dierentiable on D := {x ∈ R : x 6= x∗} and
satises on D the ordinary dierential equation (ODE)
V ′′(x)− (ρ2 + ρ1)V ′(x) + ρ1ρ2V (x) (5.10)
= −(A2 + A1)σ′′(x) + (ρ2A1 + ρ1A2)σ′(x),
where σ′′(x) = σ′(x) = 0 for x ∈ (−∞, x∗).
Proof. From the denition of V , taking into aount the form of the Green
kernel, we have for x > x∗
V (x) = −A1eρ1x
∫ x
x∗
e−ρ1yσ(dy) + A2e
ρ2x
∫ ∞
x
e−ρ2yσ(dy).
The right hand side of this equation an be dierentiated twie proving that
V ′′ exist in D, and the laimed ODE is obtained after some straightforward
manipulations.
Corollary 5.2. Let X be a Wiener proess with drift. Then the ODE in
(5.10) takes the form
b2
2
V ′′(x) + a V ′(x)− r V (x) = −(a2 + 2b2r) σ′(x). (5.11)
Proof. The quantities needed to derive (5.11) from (5.10) are
ρ1 = − 1
b2
(√
a2 + 2b2r + a
)
, ρ2 =
1
b2
(√
a2 + 2b2r − a
)
18
and
A1 = −
√
a2 + 2b2r, A2 =
√
a2 + 2b2r.
In partiular, notie that A2 +A1 = 0 whih reets the fat that the Green
kernel is ontinuous.
In Novikov and Shiryayev [18℄ the optimal stopping problem for a general
random walk with reward funtion max{0, xn}, n = 1, 2, . . . , is onsidered,
and the solution is haraterized via the Appell polynomials assoiated with
the distribution of the maximum of the proess. In the next example we
present expliit reults for a more general reward funtion, that is, max{0, xγ},
γ ≥ 1, but for a more partiular Lévy proess studied in the subsetion.
Example 5.3. LetX denote a ompound Poisson proess with negative drift
and positive exponential jumps, i.e., take a < 0, b = 0 and µ = 0 in (5.1).
For simpliity, we onsider optimal stopping problem without disounting:
sup
τ∈M
Ex (g(Xτ)) ,
where g(x) := max{0, xγ} with γ ≥ 1. For r = 0 the Green kernel of X is
G(x, 0) := G0(x, 0) =
{
A2 e
ρ x dx, x ≤ 0,
−A1, x > 0,
(5.12)
where
ρ := ρ2 = α +
λ
a
> 0 (5.13)
and
A1 =
α
λ+ aα
< 0, A2 =
λ
a(λ+ aα)
> 0.
Notie that ρ > 0 means that a.s. limt→∞Xt = −∞.
Our aim is to nd a measure σ and a number x∗ suh that the funtion
V dened via
V (x) =
∫
[x∗,+∞)
G(x, y)σ(dy) (5.14)
has properties (a), (b), () and (d) given in Theorem 3.1.
To begin with, onsider equation (5.10) for x > x∗ and V (x) = xγ , that
is,
−σ′′(x) + ασ′(x) = aγ(γ − 1)xγ−2 − (aα + λ) γxγ−1.
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Assuming limx→+∞ e
−αx σ′(x) = 0 we obtain the solution
σ′(x) = −aγ xγ−1 − λeαx
∫ ∞
x
e−αyγ yγ−1 dy.
If γ = 1 then σ′(x) = −a − (λ/α) > 0. For γ > 1 it is easily seen that
σ′(0) < 0 and σ′(x)→ +∞ as x→∞.
The laim is that the equation σ′(x) = 0, that is
xγ−1 =
λ
(−a) e
αx
∫ ∞
x
e−αz zγ−1 dz, (5.15)
has a unique solution for x > 0, whih we denote by x∗γ−1. Equation (5.15)
is equivalent to
F (x, γ − 1) = 1, (5.16)
if we dene
F (x; u) :=
λ
(−a)
∫ ∞
0
e−αy
(
1 +
y
x
)u
dy. (5.17)
We revise some properties of the funtion just introdued.
Lemma 5.4. The funtion F (x, u) in (5.17) denes an impliit funtion
ϕ : [1,∞) → R suh that F (ϕ(u), u) = 1 for eah u ≥ 1. Furthermore, the
funtion ϕ is inreasing, and satises the inequality
ϕ(1) < ϕ(u) <
u
ρ
. (5.18)
Proof. It is not diult to verify that, for xed u > 0, the funtion F is
dereasing in x, and that
lim
x→0+
F (x, u) =∞, lim
x→∞
F (x, u) =
λ
(−a)α < 1.
This means that for any u ≥ 1 the equation F (x, u) = 1 has a unique solution
x := ϕ(u). Furthermore, it is also lear that, for xed x > 0, the funtion
F (x, u) is inreasing in u. This means, that ϕ is inreasing, as
∂ϕ
∂u
= −∂F
∂x
(
∂F
∂u
)−1
> 0.
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Finally, multiplying the inequality(
1 + u
y
x
)
≤
(
1 +
y
x
)u
≤ euy/x
by e−αy and integrating we obtain that
F1(x, u) :=
λ
(−a)α
(
1 +
u
αx
)
< F (x, u) <
λ
(−a)
1
α− u/x =: F2(x, u).
and (5.18) follows as the bounds are the respetive roots of the equations
F1(x, u) = 1, F2(x, u) = 1, and, in partiular, the root x1 of the rst equation
is
x1 =
γλ
(−a)αρ,
and x∗1 = −λ/aαρ. This last value an be omputed from the equation
F (x, 1) = 1, and was found in [14℄. This onludes the proof of the Lemma.
Observe now that for x > x∗γ−1 =: x
o
γ the funtion σ
′
indues a positive
Radon measure on (xoγ,∞). However, sine, for any onstant c, the funtion
xγ + c indues the same measure as the funtion xγ it remains to nd, the
support of σ of the form (x∗,∞) suh that for all x > x∗
xγ =
∫
[x∗,+∞)
G(x, y) σ′(y) dy.
Therefore, onsider∫ ∞
x
G(x, y)σ(dy) = A2 e
ρx
∫ ∞
x
e−ρy σ′(y) dy
= γ A2 e
ρx
∫ ∞
x
e−ρy
(
−a yγ−1 − λeαy
∫ ∞
y
e−αz zγ−1dz
)
dy.
Applying Fubini's theorem for the latter term yields∫ ∞
x
dy e(α−ρ)y
∫ ∞
y
dz e−αz zγ−1
=
1
α− ρ
(∫ ∞
x
e−ρz zγ−1 dz − e(α−ρ)x
∫ ∞
x
e−αz zγ−1 dz
)
.
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Observing that −a = λ/(α− ρ) we have∫ ∞
x
G(x, y)σ(dy) =
α− ρ
ρ
eαx
∫ ∞
x
e−αz γ zγ−1 dz
Consequently, after an integration by parts, the equation
xγ =
α− ρ
ρ
eαx
∫ ∞
x
e−αz γ zγ−1 dz
is seen to be equivalent with
xγ = (α− ρ) eαx
∫ ∞
x
e−αz zγ dz (5.19)
whih oinides with equation (5.15) if therein γ − 1 is hanged to γ. Hene,
equation (5.19) has a unique solution whih is, using the notation introdued
above, x∗γ . As the funtion x = ϕ(u) is inreasing, we know that x
o
γ = ϕ(γ −
1) < ϕ(γ) = x∗γ .
Next step is to verify that the value funtion obtained from (5.14) is
ontinuous and satises V (x) > xγ for x < x∗γ . Therefore onsider for x < x
∗
γ
V (x) =
∫
[x∗γ ,+∞)
G(x, y)σ(dy) = eρ(x−x
∗
γ)(x∗γ)
γ . (5.20)
Consequently, V is ontinuous and
V (x) > xγ ⇔ e−ρx∗γ (x∗γ)γ > e−ρxxγ. (5.21)
The right hand side of (5.21) holds if x 7→ G(x) := e−ρxxγ is inreasing for
x < x∗γ . Clearly, G
′
is positive if
−ρx + γ > 0,
and this holds sine x∗γ < γ/ρ by the seond inequality in (5.18).
To onlude, the optimal stopping time τ ∗ is given by
τ ∗ := inf{t : Xt ≥ x∗γ},
and the value funtion V is for x < x∗γ as in (5.20). Sine V
′(x∗γ−) = ρ(x∗γ)γ
and g′(x∗γ) = γ(x
∗
γ)
γ−1
there is no smooth t at x∗γ .
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We onlude by presenting the following table with some numerial re-
sults. The omputations are done with Mathematia-pakage where one an
nd a subroutine for inomplete gamma-funtion and programs for numerial
solutions of equations based on standard Newton-Raphson's method and the
seant method. A good starting value for Newton-Raphson's method seems
to be γ/ρ. It is interesting to notie from the table that if ρ << α then
x∗γ ≃ γ/ρ.
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α ρ −λ/a γ γ/ρ x∗γ xoγ
10 1 9 20 20 19.8896 18.8896
10 1 9 10 10 9.8902 8.8904
10 1 9 5 5 4.8915 3.8921
10 1 9 2.5 2.5 2.3939 1.3968
10 1 9 1 1 .9 −
10 9 1 20 2.2222 1.7613 1.6579
10 9 1 10 1.1111 .7511 .6547
10 9 1 5 .5555 .2881 .2045
10 9 1 2.5 .2789 .0917 .0319
10 9 1 1 .1111 .0111 −
1 .5 .5 20 40 38.1592 36.166
1 .5 .5 10 20 18.2726 16.2942
1 .5 .5 5 10 8.4369 6.5011
1 .5 .5 2.5 5 3.6529 1.8398
1 .5 .5 1 2 1 −
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