In this paper a synthetic model for stock prediction is proposed based on phase space reconstruction, Echo State Networks (ESN) and Moving Average Convergence/Divergence (MACD). In this model, time series data is reconstructed in phase space before feeding to the ESN. 
INTRODUCTION
In recent years, stock markets have become an essential component of financial industry. Stock investments have also become an important part of people's daily lives. The stock market boom-bust may influence the stability of the financial market and healthy development of economy. From the day the stock was born, the development of the stock prediction has become the focus of attention for years since it can yield significant profits. There are several motivation for trying to predict stock market prices. The most basic one of them is the financial gain. Any system that can consistently pick winners and losers in the dynamic market would make the owner of the system very wealthy. Thus, many individuals, including researchers, investment professionals, and regular investors continually look for the superior systems which will yield high profits. There is a second motivation in the research and financial communities. It has been proposed in the Efficient Market Hypothesis (EMH) that markets are efficient in that opportunities for profit are discovered so quickly that they cease to be opportunities [1] . The EMH effectively states that no system can continually beat the market because if this system becomes public, then everyone will use it, which makes the potential gain become negative.
Through the internet, people can access nearly 3500 companies that constitute the New York Stock Exchange. And many more stocks are available through various web sites. The prices of these stocks change frequently, while news and trading information about a company's financial status are available instantly. It is impossible for anyone to keep a close watch on situation of more than a handful of stocks [2] . Many commercial web sites deal with this problem by presenting buy recommendations on a small set of stocks. However, few of them make complementary sell recommendations. Furthermore, different traders have different investment styles, some are aggressive risk takers and others are more concerned with long-term returns. Current sites do not offer such kind of individual preferences. Therefore, we need new models which can give concrete advice on trade for some stocks.
The stock system is a complex nonlinear dynamic system. Furthermore, there are many factors that affect the stock price. It is a practically interesting and challenging topic to predict the trends of a stock price. Fundamental analysis and technical analysis are the first two methods used to forecast stock prices. Various technical, fundamental, and statistical indicators have been proposed and used with different results. However, no safe technique or combination of techniques has been successful enough to consistently "beat the market". With the development of neural networks, researchers and investors hope that the market mysteries could be unraveled. Although it is not an easy job due to its nonlinearity and uncertainty, various methods such as artificial neural networks [3] , fuzzy logic [4] , evolutionary algorithms [5] , statistic learning [6] , Bayesian belief networks [7] , hidden Markov model [8] , granular computing [9] , fractal geometry [10] , and wavelet analysis [11] , have been proposed.
As a new type of recurrent neural networks [12] , ESN is applied to nonlinear system identification and time series prediction. Nevertheless, the input dimension of ESN is usually too high. This leads to complex computation in training ESN weight matrix. When a multivariate time series is reconstructed, the dimension of the phase space becomes very high, which increases the input layer dimension of ESN. This directly affects the training speed and the prediction accuracy. Therefore, the dimension of the samples has to be reduced before training ESN. Principal Component Analysis (PCA) [13] is a multivariate statistical method for dimension reduction identifying redundancy or correlation among a set of measurements or variables. It first converts related variables into a few variables which are linearly independent [14] , and the minority variables contain most information of the original variables. MACD (Moving Average Convergence/Divergence) is a technical analysis indicator created by Gerald Appel in the late 1970s [15] . It is used to detect changes in the strength, direction, momentum, and duration of a trend in a stock's price. MACD absorbs not only the advantage of the rolling average line which can judge the opportunity to buy or to sell, but also overcomes the shortcoming of generating false signal frequently [16] . The indicator would offer reasonable trading advice by treating prediction results output from ESN.
In this paper, we propose a synthetic model for stock prediction by integrating different techniques, such as phase space reconstruction, PCA, ESN and MACD. This paper is arranged as following: In section 2, we discuss multi-variable phase space reconstruction which is preparing data for prediction model. In section 3, we describe the ESN model, MACD strategy and the structure of the synthetic model. In section 4, some experiments are presented including stock open and close price prediction, and some comparisons of experimental results are provided. The conclusions are made in the last section.
MULTI-VARIABLE PHASE SPACE RECONSTRUCTION
The theory of phase space reconstruction is the basis of time series prediction. Takens and Packard etc [17] proposed a method using delay coordinates to reconstruct the phase space of time series. Suppose that the considered time series is x(t), a point in the phase space is expressed as follow: (1) where d is the embedded dimension and t is the delay time. It has been proved by Takens theory that if the embedded dimension d > (2n + 1) (where n is the system dynamics dimension), the reconstructed dynamic system is equivalent to the original dynamic system in the sense of topology. Therefor, if the embedded dimension and embedded delay time are chosen suitably, the time series of the single variable can be reconstructed in the phase space.
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According to Takens embedded theorem, the phase space reconstruction is equivalent to the original dynamic system in the sense of differential homeomorphism in the "trajectories" of embedded space, as long as embedded dimensions and time delay are appropriate. So there is a smooth mapping F :
where s is the prediction step and F is the prediction function.
V (t) →V (t + s) reflects the evolution of the original and unknown dynamic system. Theorectically F in formula (2) is unique. But in real life the data is limited and F can not be evaluated accurately. Based on the limited data, we build a mapping F : R d → R, which is an approximation of F.
If the dynamic system dimension d is sufficiently large, formula (2) can be written as (3) In order to predict the future state of the time series, a proper model must be chosen to approach the function F. Now suppose the approximation of the function F is F, formula (3) becomes (4) where x˜(t + s) is the predicted value of x(t + s).
An n dimensional multi-variable time series is denoted as x(t) = (x 1 (t), … , x n (t)) T , where t = 1, 2, … , T, and x i (t) corresponds to the value at moment t of the i-th variable. When n = 1, x is a single variable time series, which is a special case of multi-variable time series. According to the phase space reconstruction theory, by choosing an appropriate embedded delay time τ i and an embedded dimension d i to each variable x i , we can construct a multi-variable embedded delay vector:
To some extent, it is more suitable to confirm a delay window T i instead of choosing τ i and d i directly, (6) If T i is small, the relation of embedded delay vector elements will be covered by noise. On the contrary, the first element and the last element of the embedded delay vector are almost independent. So T i needs to be chosen appropriately. We can select T i by considering linear and nonlinear relevance between elements. By adjusting the delay window T i , the embedded delay vector will reflect the linear and nonlinear relation of the series to some extent [18] .
In this paper, we use an autocorrelation function to choose the initial value of T i , and we apply some adoptive methods such as average displacement, mutual information to calculate τ i . Considering that the nearer historical state usually has a great influence on forecast values, we usually choose small τ i . And by applying the formula (6) to calculate d i , we can construct the embedded delay vector V(t).
MODEL CONSTRUCTION FOR STOCK PRICE PREDICTION 3.1. Echo State Networks Model
Echo state networks (ESN) provide an architecture and supervised learning principle for recurrent neural networks (RNNs). It can drive a random, large, fixed recurrent neural network with the input signal, thereby inducing in each neuron within this "reservoir" network a nonlinear response signal. It can also combine a desired output signal by a trainable linear combination of all the response signals. As new recurrent neural networks, ESN have some good properties in approximating functions. It can approach a nonlinear dynamic system accurately. A typical structure of ESN is shown in Fig. 1 [19] . There are three parts, namely input units, reservoir and output units.
Compared with the well known RNNs, the hidden layer of ESN has a large scale of neurons which forms an enormous dynamic reservoir (DR) and the neurons in DR are connected randomly. After the DR is built, the input and output nodes can be connected with the hidden layer of ESN.
Suppose there is an ESN, with n input units, h hidden units and m output units. At the moment t, we denote the input units series as x(t) = (x 1 (t), …, x n (t)), the state series of hidden units as u(t) = (u 1 (t), …, u h (t) and the output units series as y(t) = (y 1 (t), … , y m (t). W in out represents the connection weight matrix of input units, W h × h represents the connection weight matrix of DR.
The connection matrix must be sparse (density range is between 0.01 and 0.1) and must have spectral radius less than one, which makes DR have dynamic memory ability and certain stability. Similarly, W out m×(n+h+m) represents the connection weight matrix of output units and W back h × m is the feedback connection weight matrix from output units to hidden units. W in , W and W back are generated randomly before ESN begin to work and they are fixed during training. Only W out will be changed during the training stage of ESN.
During training, the recurrent neural network adjusts weight by information feedback, but the learning process of the ESN is to make DR have a memory of relevant information by collecting labeled data. Through the process of linear regression, the square average error is minimized finally. We make an assumption that there is a sample of time series (x(1), y(1), … , x(T), y(T)), where x is the input time series in n-dimensional space and y is the output time series in m-dimensional space. Then, we build a mapping from X = (x(1), … , x(T)) to Y = (y(1), … , y(T)), where X is the input of ESN and Y is the output of ESN. These two sets can be transfered to DR through W in and W back , and neurons in DR will be activated dynamically in terms of the updating equation: (7) where t is the time step, u(t) is the internal state vector in DR, x(t + 1) is the input vector, y(t) is the teacher signal and f is the transfer function of neuron in DR. Compared to standard fully connected RNN architectures and their gradient training methods, ESN holds three major advantages [20] . It is known that slow convergence, computational intractability, and instability of gradient descent methods for updating small, fully recurrent networks are widely considered the biggest barrier to their application in dynamical modeling. The ESN architecture avoids all three of these problems by avoiding training of the reservoir.
MACD Strategy and its Application
MACD is a technical analysis tool created by Gerald Apple. It judges opportunity to buy or sell and follows the trend of stock price. We use MACD because it is a simple tool that is still popular in stock market analysis.
MACD identifies crossing points by examining the difference between longterm and short-term moving averages. These points indicate market turns which correspond to opportunities for buying or selling stock. Specifically, it is the right time to buy stock when both the long-term and short-term averages are increasing and the short-term average has exceeded the long-term average. On the contrary, it is the right time to sell when the averages are decreasing and the short-term average has become lower than the long-term average.
We convert MACD into decision rules for recommending five different actions: buy, buy warning, sell, sell warning, and do nothing. The buy and sell rules correspond directly to those just described. A buy warning occurs when a recommendation to buy is likely in the near future. That is, both averages are increasing but the short-term average remains lower than the long-term average. Similar logic applies to the sell warning. All other situations correspond to do nothing.
The Synthetic Model for Stock Prediction
By integrating the above techniques and models, namely multi-variable phase space reconstruction, PCA, ESN and MACD, we construct a synthetic model for stock prediction. The structure of the model is shown Fig. 2 , There are four parts from left to right and each part accesses information from the left and feeds data to the right.
In Fig. 2 , the left two parts provide input and selected data for the model and the right two parts are decision model for prediction. In detail, the phase space reconstruction is used to construct an inter-irrelative sample for the model, PCA can reduce the high dimensional space before feeding the data to ESN, while ESN plays the main role in the model for training and work as a regression, and MACD provides the trading strategy.
IMPLEMENTATION OF THE SYNTHETIC MODEL
The change of the stock market is quite complicated. We choose comparatively steady Microsoft stock as the test samples. The prediction model is applied to predict open and close price of Microsoft Company stock and the experiment steps are shown as following.
Step 1: Data normalization: Draw the open price and close price of Microsoft Company stock. Because the difference of each stock index is too big, we need to normalize the input data. Adopt the following formula to deal with the data: X′ = (X − X min )/(X max − X min ).
Step 2: Choose the best embedded delay time of open price and close priced:
Then we get the minimum embedded dimension d 1 = d 2 = 20 according to formula (6) . So the embedded delay vector V(t) can be constructed as (9) Step 3: The dimension of V(t) is 40 corresponding to 40 days, showing highdimensional properties. Follow the principal component analysis theory, we select m eigenvalues such that the cumulative square error contribution rate is greater than 0.95, the dimension of V(t) reduces to 10. That is, the input of ESN has 10 neurons and the input dimension reduced greatly, thus the structure of ESN network is simplified.
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x n (t) Figure 2 . Stock prediction model based on ESN and MACD.
Step 4: Choose the scale of DR as 100, randomly initialize the W in as 100 × 10, W as 100 × 100 and W back as 100 × 2, set connection of W as 0.1 and the spectral radius as 0.8. Utilize the sample series and formula (7) to calculate the state series x(n) in the hidden layer, we get output weight matrix W out by using formula (8).
Step 5: The predicted results is obtained according to MACD strategy, the crossing points of two lines indicate stock market turns and we can make concrete trading recommendation. Table 1 and Table 2 . 500 days of open and close price prediction are shown in Fig. 3 and Fig. 4 , in which the blue line is the real price and the red line is the prediction price.
Based on the prediction results, we apply the MACD strategy in predicting close price. The results are shown in Table 3 .
From Table 3 , we observe that the trading recommendations by treating the prediction values are consistent to the real trend. Experimental results comparison with other prediction models are shown in Table 4 . In our experiment, we compare ESN with Backpropagation Neural Networks (BNN), Here is a simple method to evaluate the model for predictions. If the actual price increases or decreases in the next day and the prediction is the same trend, we call the model "hit" the point, otherwise the model "miss" the point. The percent of the "hits" points to the total points is named hit-rate. In Table 4 , the
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Stock Prediction Based on Phase Space Reconstruction and Echo State Networks Table 4 shows that for 3 out of 5 indicators in stock price prediction, ESN performs better than BNN, HMM, SVM and PNN. Unfortunately, the behavior of daily stock volume seems to be more dependent on the price of the last day and has little relation with the data far from the current day. This phenomenon appears in the performance of Yahoo stock and can be shown experimentally by the last column of Table 4 .
In the proposed synthetic model, parameter settings for ESN is a difficult problem in training and it mostly depends on experience in work. With redundant hidden nodes (for instance 1000 nodes), we find that ESN converges fast, but it has poor performance in stock price prediction. On the contrary, ESN takes too much time or may fail in training with less hidden nodes (for example 10 nodes). In the presented experiments, we choose 100 as the hidden node number. Furthermore, the training set scale can affect the above parameter settings and it determines the memory scale of the reservoir in ESN. Compared with PNN, the input dimensions of ESN are much higher than those of PNN, and PNN decreases the time for aggregating information from different time segments. In ESN, the behavior of dynamic properties makes the model converge fast in training. But its high input dimesions can not be ignored.
CONCLUSION
Stock markets are too complicated to be successfully predicted and no solid foundation in theory has been built so far (some people say it is not disciplinarian and cannot be predicted). Nevertheless, the phase space reconstruction provides a powerful tool for representation of time series problem. As a new type of recurrent neural network, ESN shows good performance in nonlinear time series prediction. Another technique named MACD now is a typical strategy applied in all technical indicators. This paper integrates these four techniques and builds a synthetic model for stock prediction. We also provided some experimental results to compare our model with other prediction models, such as BNN, HMM, SVM, PNN, ESN. Experiments show that ESN performs better in stock price prediction than the other four models. Unfortunately, stock markets are affected by too many factors. Sometimes, stock prices depend not only on the last former state of the markets, but also on a series of former states. So it is necessary to find the inherent relevance among data and separate the data into samples in an appropriate manner. Furthermore, computational complexity cannot be ignored in the proposed model because of the large size of stock data.
