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Resum o
Dado (A, G, a) um C* sistema dinâmico, estudaremos o produto cruza­
do da C*-algebra A pelo grupo discreto G pela ação a  de G em A. Como dada uma 
ação parcial de G em um espaço de Hausdorff localmente compacto X, existe uma 
ação parcial de G na C*-algebra Co(X) associada, e a reciproca também vale, vamos 
provar que se uma ação parcial é topologicamente livre e minimal em X, então o pro­
duto cruzado reduzido associado é simples, [1]. E claro que antes disto precisamos 
introduzir as noções de produto cruzado por ações parciais e produto cruzado re­
duzido. Por último, aplicaremos este resultado para alguns exemplos.
Abstract
Given (A, G, a) a C* dynamical system, we will study the cross product 
of the C*-algebra A by the discrete group G under the action a  of G into A. Since 
given a partial action of G on a locally compact Hausdorff space X, there exists an 
partial action of G into the C*-algebra Co(X) associated, and the converse also holds, 
we will proof that if a partial action is topologically free and minimal on X, then the 
associated reduced crossed product is simple, [1]. Of course, before we do this, we 
need to introduce the notions of cross product by partial actions and reduced crossed 
product. Finally, we will apply this theorem for some examples.
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Introdução
Dado G um grupo e X um espaço de Hausdorff localmente compacto, 
um sistema dinâmico com espaço de representação X, denotado por (X, G, /5) , é um 
homomorfismo de grupo (3 : G —> Homeo(X).
Se A é uma C* álgebra e G um grupo discreto, então um C* sistema 
dinâmico, denotado por (A, G, cm) , é um homomorfismo de grupo a  : G —> Aut(A).
É muito interessante notarmos que dado um sistema dinâmico (X, G, /3), 
existe um C* sistema dinâmico (Co(X), G, a) associado, e reciprocamente, dado 
(Co(X), G, a) existe (X, G,/3) tal que (Co(X), G, a) é proveniente de (X, G,/3).
Portanto, quando queremos resolver problemas ligados a um sistema 
dinâmico (X,G,/3), um caminho possível é encontrarmos o C* sistema dinâmico 
associado, resolvermos os problemas neste ambiente, e então voltarmos ao sistema 
dinâmico original.
Também é comum, quando temos um C* sistema dinâmico bem co­
nhecido, tentarmos encontrar um sistema dinâmico (X, G, j3) tal que este C* sistema 
dinâmico seja proveniente do sistema dinâmico.
Em particular, dado (A, G,o;) um C* sistema dinâmico, estamos inte­
ressados em fazer com que todos os automorfismos a t de A dados sejam internos, ou 
seja, queremos que existam elementos ut unitários tal que a t (a) =  Mtaiít_1 para todo 
a E A. Para isto construímos o produto cruzado de A por G pela ação a, que é uma 
C*-algebra que contém A e tal que todo automorfismo a t tem uma extensão que é 
um automorfismo interno.
Neste contexto, surge a definição de uma ação parcial. Esta definição 
é uma generalização tanto da definição de um sistema dinâmico como de um C* 
sistema dinâmico.
Uma Ação Parcial de um Grupo G em um conjunto é um par 9 =  
({AjtgG) {^t}íeG)> onde para cadaí E G, At é um subconjunto de Í2 e ht : A t-i At 
é uma bijeção satisfazendo para todo t,s pertencentes ao grupo G:
i) Ae =  Q e he é a identidade em Q
ii) ht {At-i n  As) =  At n  Ats
iii) ht (hs(x)) =  hts(x), X E As-i n  As- it-i
Se Q, é um espaço topológico, precisamos que:
• cada At seja um subconjunto aberto de ü
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• ht seja um homeomorfismo de At-i em A t
Se 9 = ({jDt}teG, {«tlíeG) é uma ação parcial de G em uma C*-algebra 
A é necessário que:
• Cada D t seja um ideal bilateral fechado de A
® a t seja um *-isomorfismo de D t- 1 em Dt
/
E interessante notarmos que a relação entre a teoria de sistema dinâmicos 
e C*-algebras é preservada, uma vez que dada uma ação parcial de G em um espaço 
de Hausdorff localmente compacto X, existe uma ação parcial de G na C*-algebra 
Co(X) associada, e reciprocamente, dada uma ação parcial a  em Co(X), existe uma 
ação parcial h em X tal que a  é proveniente de h.
Também é possível generalizarmos a construção do produto cruzado 
para uma ação parcial a  em uma C*-algebra, porém para obtermos os resultados 
que procuramos é necessário utilizarmos a noção de produto cruzado reduzido.
Dada uma ação parcial h em X, e a  a ação em C0(X) proveniente de 
h, é interessante encontrarmos propriedades do produto cruzado reduzido de Co(X) 
pela ação a, a partir de propriedades da ação h.
E um resultado conhecido, [1], que se a  é a ação proveniente de uma 
ação parcial h em X, e h é topologicamente livre e minimal, ou seja, Vi 6 G \  {e}
o conjunto Ft := {x E A t-i : ht (x) =  x} tem interior vazio (topologicamente livre) 
e não existem subconjuntos abertos V  de X tais que hs(V n  Aa-i) C V  Vs € G, a 
não ser V  =  X e V  =  0 (minimal), então o produto cruzado reduzido associado é 
simples, ou seja não possui ideais bilaterais fechados não triviais. Este é o resultado 
principal da nossa dissertação de mestrado, que será apresentado ao fim do trabalho.
O trabalho está organizado da seguinte maneira:
No primeiro capítulo, faremos a apresentação de alguns resultados so­
bre C*-algebras, grupos, teoria de representação de C*-algebras e topologia, os quais 
serão utilizados no decorrer do trabalho.
Durante o capítulo 2, vamos expor algumas das relações entre a teoria 
de sistemas dinâmicos e a teoria de C*-algebras e conheceremos um pouco mais 
certos C*-sistemas dinâmicos. Em particular, construiremos o produto cruzado de 
uma C*-algebra A por um grupo discreto G pela ação de G em A.
Dedicaremos o capítulo 3 a tarefa de representarmos o produto cruzado 
de A por G, em um espaço de operadores limitados B(H) e melhorarmos nosso 
entendimento dos produtos cruzados, através de alguns exemplos.
No capítulo 4, introduziremos a definição de uma ação parcial, constru­
iremos o produto cruzado de uma C*-algebra A por um grupo discreto G pela ação 
parcial de G em A e representaremos este produto cruzado em um espaço de ope­
radores limitados B(H). Por último daremos alguns exemplos de produtos cruzados 
por ações parciais.
O capítulo 5 contém o teorema principal desta dissertação. Para 
provarmos este resultado é necessário definirmos o produto cruzado reduzido. Com
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este teorema, provamos que se uma ação parcial é topologicamente livre e minimal 
então o produto cruzado reduzido associado é simples.
Finalmente, no capítulo 6 aplicaremos os resultados obtidos no capítulo
5 para alguns casos particulares.
Apresentaremos ainda, algumas conclusões finais.
3
Capítulo 1 
Preliminares
Neste capítulo veremos alguns resultados necessários para o bom desen­
volvimento do trabalho que segue. A maior parte das proposições será demonstrada, 
porém em alguns casos apenas daremos a referência. Presume-se que o leitor tenha 
um pouco de familiaridade com a teoria de C*-algebras.
1.1 Teoria Elem entar de C*-algebras
Definição 1.1. Uma *-algebra é um espaço vetorial A  sobre o corpo dos números 
complexos, C, munido com uma multiplicação e uma aplicação * : A  —> A, chamada 
involução, que satisfazem:
• a(bc) =  (ab)c
• (a + b)c = ac + bc a(b + c) = ab + ac
• X(ab) = (Xa)b ~  a(Xb)
• (d -f- b)* — a* +  b*
• (A a)* = A a*
• (ab)* =  a* b*
• a** = a
onde a,b,c  6 A e A 6 C.
Observação 1.2. Se A  é um espaço de Banach com relação a uma norma, || • ||, tal 
que ||a6|| < ||a||||fr|| para todo a,b E A, então A  é uma *-algebra de Banach.
Definição 1.3. Dizemos que A  é uma C*-algebra se A  é uma *-algebra de Banach 
tal que
||a*a|| =  ||a ||2
para todo a G A.
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O bservação  1.4. Se A possui um elemento unidade e, tal que
ae =  ea =  a Va € A
INI =  i
então A é chamada C*-algebra com unidade.
E xem plo  1.5. Se X  é um espaço de Hausdorjf compacto então O(X), o espaço de 
todas as funções continuas em X, é uma C*algebra onde as operações estão definidas 
pontualmente e a involução é dada por * : / —►/.
D efinição 1.6. Seja A uma *-algebra. Uma rep re sen taç ão  de A em  H, onde H 
é um espaço de Hilbert, é um *-homomorfismo 7r : A —> B(H). Aqui B(H) denota os 
espaço dos operadores limitados em H.
P ro p o sição  1.7. Se A é uma *-algebra de Banach então toda representação, n, de 
A é contrativa, ou seja, ||7r(a)|| < ||a|| para todo a G A.
D em o n stração :
Primeiro note que se a é inversível então 7r(a)7r(a-1) =  7r(aa_1) =  
7T(1) =  I  e 7T(a) é inversível. Logo se a — Ae é inversível então 7r(a) — XI é inversível e
o conjunto resolvente de a esta contido no conjunto resolvente de 7r(a), o que implica 
que o espectro de a contém o espectro de 7r,(o). Denotando o raio espectral de um 
elemento a E A  por p(a), segue que p(n(a)) < p(a) Va G A.
Ainda, por [14], página 37, teorema 2.1.1, sabemos que para todo ele­
mento autoadjunto a de uma C*-algebra, p(a) =  ||a||.
Então,
||7r(a)||2 =  ||7r(a)*7r(a)|| =  p(7r(a)*7r(a)) =  p(7r(a*a)) < p(a*a) < ||a*a||
— Il° * l l l la ll =  !la ll2
D efinição 1.8. Seja A uma *-algebra normada não necessariamente completa. De­
fina |||a ||| =  sup{||7r(a)|| : 7r é representação contrativa de A}. Seja N  = {a G A : 
- |||o||| =  0}. Considere o espaço quociente jf. Para ã G |  defina |||ã ||| =  |||a |||. A 
C * -a lgeb ra  envo lven te  de A é o completamento de ( ^ ,  ||| • |||).
P ro p o sição  1.9. A norma ||| • ||| em ^  esta bem definida e a C*-algebra envolvente 
de A  é, de fato, uma C*-algebra.
...... D em o n stração :
Para mostrar que a norma ||| • ||| em ^  esta bem definida, suponha que 
ã = b. Então a — b E N  e portanto a = b +  n, onde n  E N.  Logo,
I N I  =  ll|6 +  n||| < | | |6 | | |  + I N I  =  |||6|||
e analogamente |||ò||| <  |||a |||. Assim |||6||| =  |||a |||.
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Para demonstrarmos que a C*-algebra envolvente de A é uma C*- 
algebra, basta mostrar que |||a*a||| =  || |ã |||2 e |||a&||| <  |||ã||||||fe|||. Vejamos:
|| |ã |||2 =  |||a |||2 =  sup2{||7r(a)|| : 7r é representação contrativa de A}
=  sup{||7r(o)||2 : 7T é representação contrativa de A}
=  sup{||7r(a)*7r(a)||2 : n é representação contrativa de A}
=  sup{||7r(a*a)||2 : 7r é representação contrativa de A}
a o  =  \\\a*a\
|||a 6|||= |||a6||| =  sup{||7r(a&)|| : 7r é representação contrativa de A}
< sup{ ||7r(a) || ||7r (ò) |[ : 7T é representação contrativa de A}
< sup{||7r(a)|| : 7ré  rep. cont. de A} sup{||7r(6)|| : 7ré  rep. cont. de A}
a o =  a
D efinição 1.10. Definimos a inclusão canônica de A na sua C*-algebra envolvente,
r<*í a \ ;• ~ í : A —> C*(A)C  (A), como a aphcaçao
d  1—^  CL
P ro p o sição  1.11. P ro p rie d a d e  U niversal. Seja A uma *-algebra normada. Se 
denotarmos a C*-algebra envolvente de A por C*(A) então, para toda C*-algebra B 
e para todo *-homomorfismo contrativo ip : A —> B, existe único *-homomorfismo 
<p : C*(A) —> B tal que o diagrama abaixo comuta:
A --------------- --------------- - B
<£•
C*{ A)
D em onstração :
Como B é uma C*-algebra, por [12], página 338, existe um isomorfismo 
isométrico de B em B(H), para algum espaço de Hilbert H. Vamos então considerar 
B ç  B(H).
Assim, (p é uma representação contrativa de A. Utilizando as notações 
da definição de C*-algebra envolvente, podemos definir uma representação contrativa 
de A por <£(ã) =  (p(a).
Note que esta bem definida pois, se õ =  b então |||a — 6||| =  0, o 
que implica que ||^ (a — 6)|| =  0 pois ip ê uma representação contrativa. Segue que 
ip(a — b) = 0 =>■ (p(a) =  (p(b) e portanto cj)(ã) =  cj)(b).
Ainda, <f> é realmente contrativa, pois
||0(ã)|| =  ||<^(a)|| < sup{||7r(a)|| : 7r é representação contrativa de A} =  |||a ||| =  |||ã |||
Agora, como ^  é denso em ^ ( A ) ,  segue do teorema 2.7.11, página 
100 de [16], que cj) pode ser estendido para um operador (p em C*(A). E claro que (p 
é tal que o diagrama comuta.
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Mais explicitamente, estamos na seguinte situação:
A
A
N
— B
V
C*( A)
L em a 1.12. Sejam B uma *-algebra de Banach, B uma C*-algebra e k : B —» B 
um homomorfismo tal que Im {k ) =  B. Se para toda C*-algebra A  e para todo 
homomorfismo xp : B —> A, existe único homomorfismo (p :B  A  tal que o diagrama 
abaixo comuta,
B A
B
então B =  C*(B), a C*-algebra envolvente de B 
D em o n stração :
Pela proposição 1.11, existe k : C*(B) —> B tal que o diagrama abaixo
comuta:
B C*(B)
k.--''
B
Por hipótese, existe k : B —> C*(B) tal que o seguinte diagrama comuta:
B C*(B)
k
Vamos mostrar que k é a inversa de k e portanto k é um isomorfismo 
entre C*(B) e B.
7
Log°,
k o k(b) =  k o k(k(b)) = k o (i(&)) =  k(b) = b
Seja b pertencente a imagem de k. Então b =  k ( b )  para algum b 6 B.
Assim, k o k =  I  na Im(A:). Como Im (k)  =  B temos que k o k — I  em B.
Agora, seja bi pertencente a imagem da inclusão % de B em C *(B ), ou 
seja, bi =  i(b) para algum b £  B. Então,
k o k(bi) =  k o  k( i (b i )) = k  o (k(bi )) =  i{bi) =  b{
Logo, k o k =  I  na Im(i) e como B é denso em C'*(B), temos que A: o k =  I  em C *(B ).
P ro p o sição  1.13. Se B é uma *-algebra de Banach comutativa, então, C*(B/)=C(A b)
a
D em o n stração : &
Nosso objetivo é utilizar o lema anterior para provar a proposição. 
Para isto, considere a transformada de Gelfand A : B —> C(Ab), onde Ab denota os 
espaço dos homomorfismos complexos em B. Pela prova do teorema 11.18 de [12], 
página 289, temos que Im(A) =  C(A B).
Assim, se mostrarmos que para todo homomorfismo <p : B -> A, onde 
A é uma C*-algebra, existe único homomorfismo (p : C(A B) —> A tal que o diagrama 
abaixo comuta,
B - ------------ *--------------- A
A (1 .1)
c  ( a b)-
segue do lema acima que C*(B) =  C(A b).
Sem perda de generalidade, podemos supor que y?(B) =  A e portanto 
A é uma C*-algebra comutativa. Logo, pelo teorema de Gelfand-Naimark (11.18) 
da página 289 de [12], temos que A é isometricamente isomorfa a C (A a), onde Aa 
denota os espaço dos homomorfismos complexos em A. Pelo teorema 11.9, página 
280 de [12] sabemos que A a é um espaço de Hausdorff compacto. A partir de agora 
vamos denotar Aa por X. Então A =  C(X).
Agora, defina ^ ‘ ^  . , onde 5X denota o homomorfismo de
avaliação em x. Precisamos mostrar que h é contínua. Como AB possui uma topolo­
gia inicial, é suficiente mostrar que b o h é contínua para todo b G B. Estamos na 
seguinte situação:
X 4  Ab C 
x  h» h(x) (->■ b(h(x))
Agora, note que b(h(x)) =  b(ôx o (p) = ôx o ip(b) =  <p(b)(x) e como 
<p{b) G ^(X ), b o h é contínua para todo b G B. Logo h é contínua.
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Com isto, podemos definir o homomorfismo (p que estamos procurando.
Defina:
tp : C(Ab) -> C(X) 
f  f  o h
É fácil ver que (p ê realmente um homomorfismo. Os detalhes desta 
demonstração serão aqui omitidos, uma vez que esta é completamente análoga a 
demonstração da proposição 2.3 do capítulo 2.
Falta mostrar que (pê o único homomorfismo tal que o diagrama 1.1 
comuta. Observe que
(p °  A (6) |x=  <p(b) \x= b o h  \x= b(h(x)) =  b(5x o <p) =  óx (tp(b)) =  tp(b) \x
e portanto o diagrama 1.1 comuta.
Finalmente, tp è único, pois, se Tp é um homomorfismo tal que o dia­
grama 1.1 comuta, temos que
tp(b) — tp o  A(b) =  tp{b) =  Tpo A(b) =  Tp(b) V 6 g B
e como Im(A) =  (7(AB), ou seja, B é denso em C(A B), segue que (p = Tp.
■
Proposição 1.14. Sejam A uma C*-algebra, B uma *-algebra e (f> um homomorfismo 
injetor de A em B. Então ||^(x)|| > ||x|| Va: 6 A
D em onstração:
A demonstração desta proposição pode ser encontrada em [10], página 
20, proposição 1.8.1.
B
Proposição 1.15. Se A e B sao C*-algebras e (/> é um homomorfismo injetor de A  
em B; então ||^(x)|| =  ||x||.
D em onstração:
Como B é uma C*-algebra, por [12], página 338, existe um isomorfismo 
isométrico de B em B(H), para algum espaço de Hilbert H. Vamos então considerar 
B ç  B(H).
Assim, <j> é  uma representação de A e pela proposição 1.7 temos que 
||0(o)|| <  ||a||. Pela proposição anterior, como & ê injetor, ||0(x)|| >  ||x||. Destas 
duas desigualdades segue que ||^(x)|| =  ||x||.
■
Corolário 1.16. Sejam A, B C*-algebras, $ um homomorfismo de A  em B e I o 
ker(cf>). Considere a decomposição canônica de <f>: A —>• y </>(A) —> B Então, I é 
fechado em A, </>(A) e fechado em B e ijj é um isomorfismo isométrico da C*-algebra 
y na C*-algebra 4>(A)
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D e m o n s tra ç ã o :
Como 4> é um homomorfismo de C*-algebras, 4> é contínuo e portanto
I é fechado. Logo, y  com a norma quociente é uma C*-algebra.
ib ' — —> BAgora, note que o homomorfismo ^ ' 1  _ j obtido de 4>a (f){a)] a £ a
passando-se o quociente, é injetivo e portanto, pela proposição 1.15, i/j é isométrico. 
Logo, </>(A) é completo e portanto fechado em B.
D efinição 1.17. Uma ap rox im ação  d a  u n id ad e  para uma C*-algebra A é um 
net crescente {uí}íçi onde I  é um conjunto dirigido, tal que, 0 <  Uj < 1 e Va G A 
lim Uíü =  lim aui =  a
O bservação  1.18. Note que como Ui é sempre positivo, segue da definição 11.27 de 
[12], página 294, Que ui é sempre hermitiano, ou seja, u* =  U{ Vi G I.
P ro p o sição  1.19. Toda C*-algebra admite uma aproximação da unidade.
D em o n stração :
A demonstração desta proposição pode ser encontrada em [14], teorema
3.1.1, pág. 78.
■
P ro p o sição  1.20. Se I é um ideal fechado de uma C*-algebra A, então 1 =  1*
D em o n stração :
Como I é um ideal fechado de A, I é uma C*-algebra.
Logo, pela proposição 1.19, existe uma aproximação da unidade {mí}í6j
de I.
Seja x  6 I. Então x  =  lim xuí — limujX e x* =  limu*x* =  limitja;*. 
Agora, como I é ideal, UiX* 6 I, Vi e J, e como I é fechado, limuix* G I. Portanto 
x* G I.
P ro p o sição  1 .2 1 . Seja I um ideal fechado de uma C*-algébra A. Então o conjunto 
{b G I : b = b'b", onde b', b" G 1} é denso em I.
D em o n stração :
Seja {uj} uma aproximação da unidade para I.
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Então para todo a G I, temos que a  =  lim u;a, onde itj E I e a E I.
D efin ição 1.22. Seja H =  ©H<, onde Hj é um espaço de Hilbert para todo i em
ie i
I um conjunto de índices. Queremos representar um operador T  : H —> H de forma 
matricial. Como proceder?
Sejam Jk : Hfc —> H a inclusão de Hfc em H Pk : H —> Hfc a projeção em 
Hfc. Defina o operador Ty : Hj —> H, como T*j =  Pi o T  o Jj.
Note que todo x  =  (xk)k& E H pode ser escrito como x  =  Efcei Jk{%k)- 
Então
T(x)i  =  P,(T(x))  =  P i ( T ( E » a  « ) )  =  « ( E b ^ i W ) )
=  E l e , í ! ( J ’(J > W ) )  =  E l s , T i i W
No caso em que I =  N, esta igualdade pode ser descrita da seguinte 
forma matricial:
(T u  T12 
T21 T22
\
(
Efcei TíkXj
\
A matriz a esquerda desta igualdade é a m a tr iz  do o p e rad o r T. 
Procedemos de forma análoga quando I é um conjunto de índices qualquer.
P ro p o sição  1.23. S e T
então ||T|| =  sup\\Tu \\
Ti11
-22
\
é um operador diagonal em B (®  H),
D em o n stração :
Observe que ||T (£ i,6 , • ■ 011 =  \\(Tn Zu T22Ç2, .. ,)|| =  v C T W F  <
s u p ||r ii||||(Çi,^2, - - 0 ll- L°g° llr ll ^  sup ||2ii||.
Por outro lado, \\Tu\\ = ||T |Hi || <  ||T|| e portanto su p \\Tu\\ < ||T|| 
Assim, ||T|| =  sup ||Tjj||.
P ro p o sição  1.24. Sejam A um C*-algebra, D um subconjunto denso de A e a  uma 
aplicação de S 1 = {z  E C : \z\ =  1} nos automorfismo de A, a  : S 1 —> aut(A). Se
S 1 —> A
para todo d E D a aplicação ^ a  (d) ^ contínua, então para todo a E A  a
aplicação z otz (a) é contínua.
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D em o n stração :
Seja a 6 A.
Como D  é denso em A, existe uma seqüência {di} contida em D, tal 
que di —» a. Sejam
fi : S l -» A e f - . S 1 -> A 
z 2: az(a)
Note que fi  converge para /  uniformemente, pois
II fi(z) -  f ( z )|| =  ||aí*(di) -  a ,(a ) || =  ||a«(dj -  o)|| <  ||d{ -  a|| -> 0 
e como por hipótese todas as fi são contínuas, temos que /  é contínua.
■
1.2 U m  Pouco Sobre Grupos
P ro p o sição  1.25. Seja (p : G —> H um homomorfismo de grupo, e N  um subgrupo 
normal de G tal que cp |jy= 0, onde 0 é o elemento neutro do grupo G. Então, existe 
(p : H —» H tal que o diagrama abaixo comuta.
G __________ *_______ —  H
G
N
D em o n stração :
Defina ^  : ?. H, ,
9 V\9)\ onde g e g
Note que <p esta bem definido, pois se g, h 6 g então gh~l 6 iV e 
V Ígh-1) = 0. Logo, cp(g) = <p(h).
E claro que (p faz o diagrama comutar. Falta apenas mostrar que (p é 
um homomorfismo. Mas isto segue da igualdade abaixo
<p(g)<p(h) = ip(g)<p(h) =  (p(gh) =  <p(gh) = <p(gh)
P ro p o sição  1.26. Seja Z7(H) o espaço do operadores unitários em um espaço de 
Hilbert H. Seja u 6 £/(H). Então existe U um homomorfismo do grupo Z (aditivo)
, , U : Z -> U(H) dado por „ 'n un
D e m o n s tra ç ã o :
U(n + m ) =  un+Tn = unum =  U(n)U(m) e
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U{ 0) = u° = I
Proposição 1.27. Se Z  é substituído por Z n(aditivo) na proposição acima, então 
é necessário e suficiente que un = U (l)n =  I  para que a afirmação da proposição 
citada seja válida.
D em onstração:
Suponha que U é um homomorfismo.
Sabemos que 1 somado n  vezes esta na classe do 0. Ou seja,
1 +  1 +  . . .  +  1 =  0 s V-------- '
nx
Aplicando U de ambos os lados da equação acima, temos que
U (1)...U (1) = I
ou seja, U (l)n =  I, e como 17(1) = u segue que un =  I.
Suponha agora que un =  / .
Pela proposição acima, 1.26, sabemos que existe um homomorfismo 
U : Z  -+ U{ H) 
n un
Observe que U \ni=  / ,  pois U(kn) = ukn =  (un)k =  I k =  /  V / c e Z  
Ainda, como nL  é abeliano, é normal, ou seja, g n L  g~l Ç nL  'ig. 
Logo, pela proposição 1.25, existe um homomorfismo U tal que o diagrama abaixo 
comuta
Z ----------------------------- U{H)
u .-- '
_Z_
nL
1.3 Teoria de Representação
Nesta seção veremos alguns resultados sobre representações que serão 
úteis no desenvolvimento deste trabalho. A definição de representação já  foi intro­
duzida na seção 1.1.
Proposição 1.28. Seja p : A —> B(H) uma *-representação. Sejam: H0 =  {£ G H : 
p(a)Ç =  0 Va £ A} e Hi =  span{p(a)Ç : a £ A, f  G H}. Então, Hx 0  H0 =  H.
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D em o n stração :
De [16], sabemos que se L é um subespaço fechado de H, então H =  
L © L L , onde L 1- denota o subespaço ortogonal a L.
Assim, basta mostrarmos que H0 =  H f. Faremos isto em duas partes.
o-Primeiro, demonstraremos que H f Ç H
Seja y G Hf-, Então (p(a)Ç,y) =  0 Vo G H, £ G H.
A igualdade acima implica que (Ç,p(a)*y) =  0 Va 6 H, £ G H, o que 
por sua vez, implica que (£ ,p (a* )y )  =  0 Vo G H, £ G H.
Assim, para a* fixo, temos que {Ç,p(a)y) =  0 V£ G H, e portanto
p(a)y =  0.
Logo, p(a)y =  0 para todo a G A e y G H0.
Falta mostrarmos que H0 Ç H f.
Seja y0 G H0 e y G span{p(a)£ : a G A, £ G H}. Observe que y é um 
somatório finito da forma £  p{ca)^i- Portanto,
(y,Vo)  =  P(a*)Vo) =  0
note que a última igualdade segue do fato de y0 pertencer a H0.
3r
span{p(a)£ : a G A, £ G H}x , ou seja, yo G H f
Como L 1- =  L ± para qualque  subespaço L  Ç H, temos que í/o €
O bservação  1.29. 5e H0 =  {0}, dizemos que a representação p é não degenerada, 
e caso contrário, dizemos que p é degenerada.
E x em p lo  1.30. Seja n a representação de C ® C  em M3(C) definida por:
t t : C ® C  -> M3(C)
í z  0 0N
(z, w) j 0 w 0
\0  0 0 ,
Vamos encontrar Hi e H0.
D em o n stração :
( z  0 0 \ / A\ / z A \
Note que I 0 w 0 j /3 j =  ( wf3 I é igual a 0 para todo (z, w ), se
\ o  0 Oj \ j J  V o /
e somente se A =  /? =  0.
Logo, H0 =  {(0, 0, 7 ) : 7  ^ Q  e Hr =  {(A, 0 ,0 ) : A, 0  G C}.
Observe que Ho © Hi =  H.
L em a 1.31. Seja {A n} G B(H) uma sequência de operadores, tal que:
i) 3 c >  0 tal que ||A i|| <  c Vn G N
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ii) 3 H' denso em H tal que {A nx'} converge Vx' E H'
Então existe um operador A  E B(H) tal que A nx —> A x  Vx E H
D em onstração:
Seja x E H. Vamos mostrar que a seqüência {A nx } é de Cauchy. 
Como H' é denso em H, existe x' E H' tal que ||x — x'|| < f-c. Por ii), 
a seqüência {Anx'} converge, portanto é de Cauchy e assim existe N  > 0 tal que, se 
n ,k  > N , então \\Anx' — A kx'\\ < f.
Agora, observe que
||Anx -  A kx || =  ||A nx -  A nx ' || +  ||Anx' -  A kx'\\ +  \\Akx' -  A kx\\
< |K | | | |x  -  x'|| +  II A nx' -  A kx f II +  ||Afc||||x ' - x | | < f  +  f +  f =  e
Logo, {Anx}  é Cauchy e como H é completo, {A nx}  —> y para algum
y e n .
Defina A  em x por Ax  =  y =  lim{Anx}.
Note que A E B(H), pois
||Ax|| =  || lim{Anx}|| =  lim ||{Anx}|| <  c||x||
L em a 1.32. Sejam Ç A aproximação da unidade para A e n : A —> B(H)
uma representação. Então n(uí) —> Phi fortemente, ou seja, it(uí)v —> P ^ v  Vd E H.
D em o n stração :
Seja w E span{7r(x)?; : x E A, v E H}, ou seja, w  é um somatório 
finito da forma w =  ^ 7r(xi)uj, onde x* E A e u* £ H. Então
7r(w0(X^7r(Xi)^ ) = 5Z7r(“iK7r(I0l,i) =  r(ujXi)vi -> n(xj)vj
assim, 7r(uj) converge para a identidade no conjunto das somas finitas da forma 
537r(xj)ut, <lue ® denso em Hx. Como ||7r(iíi)|| < ||iíí|| <  1, segue do lema 1.31 que 
7t(uí)vi —> I v x para todo v\ E Hx.
Agora, seja » e H .  Pela proposição 1.28, v = vo + v i ,  onde vo E H0 e 
vi E Hx e portanto
7r(«i)(u) = 7r(íij)(«i) +  n(ui ) (vo)  = 7r(«i)(ui)
e pelo que foi demonstrado no parágrafo anterior, o lado direito da igualdade acima 
converge para vi — P ^ v .
■
O bservação  1.33. Se n  : A —» B(H) é não degenerada, então H =  Hj e 7t(m;) 
converge para a identidade fortemente.
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P ro p o sição  1.34. Seja I ideal fechado de uma C*-algebra A, e n : I —» B(H) uma 
representação não degenerada. Então, existe única representação fr : A —> B(H) tal 
que 7f |i=  7T
D em o n stração :
Seja {uí} uma aproximação da unidade para I e a G A. Vamos mostrar 
que 7T(aui) converge fortemente para algum T  G B(H).
Como 7T é não degenerada, H =  Hx. Seja w G span{7r(x)t> : x  G I, v G 
H}, ou seja, w é um somatório finito da forma w =  £ 7r(2;i)í;i! onde Xi G I e Vi G H. 
Então
lim 'n{aui)('S~' 7r (xí)ví) = lim Y '  7r(aui)(7r(xi)vi) =  Y ^ lim iríauixAvi -> Y '  7r(aXi)t)jÍ->tX3 ' Í-+00 *--  ^ i—>00 /
logo, 7T(aui) converge no conjunto das somas finitas da forma E  tt(xí)ví, que é denso 
em Hi. Ainda, ||7r(ait*)j| <  \\aui\\ < ||a||, e portanto, pelo lema 1.31 existe Ta G B(H) 
tal que n(aui)w  —» Taw para todo w G H  =  Hx.
Estamos em condições de definir a extensão 7r de 7r. Defina
7T : A —> B(H) 
a H-» Ta
Se lembrarmos que pela prova do lema 1.31, Ta(w) — lim ir(aui)w e
i —too
11Ta11 <  ||a||, a demonstração de que fr é uma representação é direta.
■
O bservação  1.35. Se n : I  —» B(H) for uma representação degenerada, então para 
todo £0 £ H0 definimos 7t(£0) =  0.
P ro p o sição  1.36. Seja 7r : /  —>• B(H) uma representação e 7f : A —> B(H) a extensão 
de n, conforme a proposição 1.34- Seja J  outro ideal de A  e {tij} uma aproximação 
da unidade para I n  J . Então 7r(uja)£ —> ir(a)£ V£ G H, a G J.
D em o n stração :
Pela proposição 1.28, sabemos que H =  Hi © H0. Observe que a 
proposição acima é válida em H1; pois se a G A e G Hj é um somatório finito 
da forma w =  $ ^ 7t(:cí)£í, onde Xi G I e & G H, então
7r(uia ) ( ^ 7 r ( x i)^ )  =^2n(via)Tr(xi)Çi = {vjaxi)^
e como axi G I n J , o último termo da igualdade acima converge para
{axi)Çi = ^27r(aXi)Çi = 7f(a)7r(xi)6 =  7 r(a )(^ 7 r(a :i)^ )
Assim, 7T(via) converge fortemente para #(0) no conjunto dos somatórios 
finitos da forma £ 7r (a:i)£i> que é denso em Hx. Portanto 7r(^a) converge fortemente 
para n(a) em Hi.
Agora, todo Ç g H pode ser escrito da forma £1 +  fo> onde £1 G H x e 
Ço G H0, e portanto
7r(^a)£  = 7r(vid)Çi + 7r(^ a )£0 =  7r(^a)6  -»• fr(a)fi = 5 ?f(a)fi +  7r(o)^o =  ?f(a)É
■
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1.4 Fatos Topológicos
D efinição 1.37. Um subconjunto A de um espaço topológico X  é R a ro  se A não 
tem interior.
P ro p o sição  1.38. A união finita de conjuntos raros é raro.
D e m o n s traç ã o :
A demonstração desta proposição pode ser encontrada em [11], página
191.
D efinição 1.39. Um espaço topologico X é dito L ocalm en te  C o m p ac to  se para 
todo i G X ,  existe um compacto K  tal que x pertence ao interior de K .
D efinição 1.40. Seja X localmente compacto e f  uma função em X. Dizemos que 
lim f ( x )  = L se, Ve > 0, existe um compacto K  Ç X tal que, Vx ^ K  \f(x) — L\ <  ex~>oo
D efinição 1.41. S e X  é localmente compacto então Co(X) =  { /  G C (X ) : lim f ( x )  =£—►00
0}
O bservação  1.42. Se X  é localmente compacto então Co(X) é uma C*-algebra, onde 
as operações são definidas pontualmente e a involução é dada por * : / —>/ •  Veja 
por exemplo, [14], exemplo 2.1.2, pág. 37.
P ro p o sição  1.43. Seja X  localmente compacto. Dado um fechado K  C X  e xq G X 
tal que x0 £ K , então, 3 h G Co(X) tal que 0 < h < 1 , h (K ) =  0 e h(xo) =  1
D em o n stração :
Vamos denotar Cc(X) como as funções contínuas em X que tem suporte 
compacto, ou seja, Cc(X) =  { f (x )  G C(X) : 3 compacto L  tal que /  |z,c= 0}.
Como X é localmente compacto, para todo i G X ,  existe um compacto 
L tal que x  pertence ao interior de L, que chamaremos de V. Note que V  =  L é 
compacto e x  G V.
Pelo lema de Urysonh, [13] página 24, existe ip G C(X) tal que 0 < 
(p < 1, <p(x) = 1 e ip |yc= 0. Observe que (p G Cc pois (p |y =  0.
Como x  não pertence a K , e  K  ê fechado, pelo mesmo lema de Urysonh 
acima, existe F  G C^X) tal que 0 < F  <  1, F(x) = 1 e F  \k — 0.
Tome h = F<p. Então h \k =  0, h(x) = l e 0 < h < l .  Ainda, h tem 
suporte compacto e portanto h G C0(X).
■
P ro p o sição  1.44. Seja U um subconjunto aberto de um espaço topologico localmente 
compacto X. Então U é localmente compacto.
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D em onstração:
Esta demonstração pode ser encontrada em [15], página 200, corolário
1.
Nas duas definições que seguem abaixo, U é um conjunto aberto con­
tido no espaço topológico localmente compacto X.
D efinição 1.45. C ^U )  =  { /  G C0(X) : /  |XW=  0}
Observação 1.46. Vamos provar a seguir que Cq(U) é naturalmente isomorfo a 
Cq(U). Portanto, é comum no decorrer do texto nos referirmos a Cq(U) sem aler­
tarmos sobre qual das definições estamos usando.
Proposição 1.47. Cq(U) é naturalmente isomorfo a Cq(U).
D em onstração:
Lembre que, pela definição 1.41, C0(U) =  { /  G C (U ) : lim f (x )  =  0}.
x —>oo
Seja /  pertencente a Cq(U) definido em 1.41. Então /  G C(U) e
lim f (x )  =  0.
x —too
Defina /  da seguinte forma: /(x )  =  s ^  X ?  j & j X \ U
Queremos demonstrar que /  pertence a Cq(U).
Como /  |x \u — 0, basta mostrar que /  G ^ ( X ) .
Agora, dado e > 0, existe um compacto K  Ç U tal que, se x  G U \  K  
então \f(x)\ < e. Como K  é um compacto em U, K  é compacto em X e para todo
x  G X \  K  temos que < \^[X\ [ < 6 se x ^ _ Logo |/(x )  | <  e para todo x  G X \  K
I í^íxj — 0 se x (p U.
e portanto lim f ( x )  =  0.
x —>oo
Falta mostrar que /  G C^X), ou seja, /  é contínua em x, para todo 
x  G X. Vejamos:
i) Se x  G U
Então /  é contínua em x, pois U é aberto.
ii) Se x i  U
Queremos mostrar que para todo e > 0, existe um aberto V  que contém x , tal 
que para todo p G V, \f(p)\ < £■
Como lim f ( x )  =  0, Ve > 0, existe um compacto K e Ç U tal que, Vp GX—fOO
U \ K ' ,  I/Cp) -  o| < e.
Uma vez que X é Hausdorff, K e é fechado. Assim, dado e > 0, seja V  = X \ K e. 
Então x  G V  e |/(p ) | < e Vp E V. Logo /  G C(X).
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Temos a seguinte relação:
r : C 0(U) 4  (MU)  
f  H- /
/
E claro que r  é injetora. Vejamos a demonstração de que r  é sobreje-
tora:
Seja /  G C0(U). Note que r ( f  |[/) =  /  e portanto basta mostrarmos 
que /  |j/G Cq(U). Para isto, é suficiente mostrarmos que lim f  \v (x ) =  0, onde ox-+oo
limite é tomado em U.
Como /  G Cq(U), f  |x\£/= 0 e dado e > 0, existe um compacto K  Ç X , 
tal que para todo x  G X \  K , \f(x)\ <  e.
Seja Fe =  {a; : \f(x)\ > e}. Fe é fechado em X, e como /  \x\u=  0,
Fe Ç U .
Observe que K '  =  K  D Ft é fechado em K ,  logo é compacto. Ainda,
K ' Ç U.
Agora, se x £ U \ K '  então ou x  ^ K  ou x £ Fe. Em ambos os casos 
temos que \f(x)\ < e.
Logo, lim /  \u (x) =  0.
O bservação  1.48. A relação r definida acima, é um *-isomorfismo isométrico de 
C*-algebras.
P ro p o sição  1.49. C0(U) D C0(V) = C0(U n V)
D em o n s tra çã o :
Usando a definição 1.45 de Cq(U), o resultado acima segue.
P ro p o sição  1.50. Sejam U,V localmente compactos e A aberto contido em V. 
Seja h um homeomorfismo de U em V (U A  V  D A). Considere Co(A) um 
ideal fechado de Co(V), que denotamos por Co (A) > Co(V) e seja a  definida por
“  : C°(Af  ^  Cf Í Uh ■ EntSo “ (Co(A)) = Coih-H A))
D em o n stração :
Nesta proposição utilizaremos a definição 1.41 de C0(A).
Primeiro vamos mostrar que a(Co(A)) Ç Co(/i_1(A)).
Seja g e  a;(Co(A)). Então, existe /  e  Co(A) tal que g = a ( f )  = f  o h. 
Como /  6 Co(A), existe um compacto K  Ç A, tal que para todo 
x  G A \  K,  |/(a:)| <  e. Observe que h~l (K)  é um compacto em h~l {A).
Agora, se y G h~1(A) \  h~l (K) então y = h~1(x), onde x  G A \  K  e
portanto
\g{y)\ = l/o  K v )I = 1/  ° M^- 1(z))l = If ( x)\ < e
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Assim, lim g(y) =  Oe como <?(?/) G C(h  X(A)) temos que g G C0(h ^A )).y—>00
Falta mostrar que mostrar que C0(/i_1(A)) Ç a(C 0(A)).
Seja g G Co(/i- 1(A)). ^
Defina /  =  g o h~l . E claro que /  G C(A) e analogamente ao feito 
acima, temos que lim f ( x ) =  0. Logo, /  G Co (A).
x —*00
Finalmente, observe que a( f )  = f  o h = g e portanto g G o;(Co(A)).
P ro p o sição  1.51. Sejam U um aberto, f  : U —K C contínua e K e = {x G U : 
|/ ( z ) | > e}- Então f  G C0(U) se e somente se para todo e >  0 K e é compacto.
D em o n stração :
Supor /  G Co(U).
Para § existe L Ç U  compacto tal que Vx G L°, |/(x ) | < §.
Então K e — {x E U : |/(x ) | > e} =  {x  G L : |/(x ) | >  e}. Logo, K e é 
um subconjunto fechado do compacto L  e portanto é compacto.
A volta é imediata.
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Capítulo 2 
Construção do Produto Cruzado
Dado um sistema dinâmico em um espaço de Hausdorff localmente 
compacto X, existe um C*-sistema dinâmico associado, e reciprocamente, todo C*- 
sistema dinâmico de forma (C0(X), G, a) provém de um sistema dinâmico em X.
Assim, quando temos problemas envolvendo ações de grupo, é um cam­
inho natural encontrarmos o C*-sistema dinâmico associado, acharmos respostas 
neste ambiente e então tentarmos voltar para o problema original.
Também é usual, quando se tem um C*-sistema dinâmico bem con­
hecido, tentarmos encontrar um sistema dinâmico tal que o C*-sistema dinâmico 
seja proveniente desta ação.
Neste capítulo, veremos um pouco da relação entre a teoria de sistemas 
dinâmicos e a teoria de C*-algebras e conheceremos um pouco mais certos C*-sistema 
dinâmicos.
D efinição 2.1. Um S is tem a  D inâm ico  baseado num grupo G, com espaço de 
representação X (localmente compacto) é um homomorfismo de grupo /3 : G —> 
Homeo(X,X), onde Homeo(X,X) denota o conjunto de todos os homeomorfismos de 
X em X. Denotaremos um sistema dinâmico por (X, G,/3)
D efinição 2 .2 . Um C * -s is tem a d inâm ico  é uma tripla (A, G,o;), onde A é uma 
C*-algebra, G é um grupo discreto e a  é um homomorfismo de grupo a  : G —> Aut(A). 
Aqui, Aut(A) denota o conjunto de todos os automorfismos de A  e a  é chamada de 
ação de G em A.
Veremos agora alguns resultados necessários para provarmos as relações 
entre sistemas dinâmicos e C*-algebras citadas acima.
No que segue, X e Y são espaços topológicos de Hausdorff localmente 
compactos, h é um homeomorfismo de X em Y (h : X  —» Y) e ^  de C ^Y ) em Co(X) 
é dada por
4>h-C0(Y) -> Co(X)
/  /  o h
Nosso objetivo é mostrar que ^ :hom e°(X-Y) 4  iso(C„(Y), C„(X))
h (j)h
é um isomorfismo. Aqui iso(Co(Y), Co(X)) denota o conjunto de todos os isomorfis­
mo de C0(Y) em C0(X).
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Sera que (j)h esta bem definida? Sim! Vejamos a prova:
Proposição 2.3. (j>h e s t a  b e m  d e f i n i d o ,  o u  s e j a ,  ( f i h ( f )  £ Co(X) V / G Co(Y) e  <j>h é  
u m  i s o m o r f i s m o  d e  Co(Y) e m  Co(X).
D em onstração:
f  o h  ê  contínua pois /  e h  são.
Seja /  G Q)(Y). Se mostrarmos que limx - + o o f  o  h  = 0 então 4 > h { f )  £G>(x).
y Dado e > 0, como /  G C0(Y), existe K e compacto contido em Y tal 
que, para todo i Ç Y  \  K e, \f(x)\ < e.
Como h ~ l  é  contínua, h ~ l ( K e) é  compacto em X, e se x  e  X \ h ~ 1 ( K e) 
então /  o h ( x )  < e.
Logo, lim ^oo f  o h  — 0
Falta mostrar que 4>h é um isomorfismo. Vejamos:
Sejam À,/3 escalares e f , g  G Co(Y).
i) (f>h é multiplicativo, pois <'
<t>h{f9) \ x =  (f g ) ° h  \x— (fg )(h (x»  =  f(h(x))g(h(x)) = (f>h( f)  \x <j)h(g) \x=
(<M /)<M áO ) |x
ii) (fih é injetora.
Seja /  e  ker(cf)h).
Então <f>h(f) |x= 0 V a : e X = ^ / o / i  |x=  O V s e X
=► f ( h ( x ) )  =  0 Vx G X
=> f [ y )  =  0 Vy G Y, pois h  ê  sobrejetora.
Logo /  =  0 e <f>h é injetora.
iii) (j>h é sobrejetora, pois
Seja g(x) G C0(X).
Procedendo analogamente ao feito acima para mostrar que ( f >h{ f )  G Co(X), 
temos que g  o  h ~ l  G C0(Y).
Agora, note que 4>h{g ° h ~ l ) |x=  g  o  h ~ l h  \x= g ( x )  e portanto <j>h é sobrejetora.
■
Proposição 2.4. D a d o  u m  i s o m o r f i s m o  <p : C0(Y) —> C 0 ( X ) ,  t a l  q u e  ip (  1) =  1, 
e x i s t e  ú n i c o  h o m e o m o r f i s m o  h  : X  —> Y  t a l  q u e  (p =  4>h-
D em onstração:
Seja (p um isomorfismo de ^ ( Y )  em Co(X). Como podemos definir 
um homeomorfismo h ,  de X em Y, tal que (p = (f>h?
Para termos uma idéia intuitiva, suponha que exista h  tal que <p = (j>h-
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Lembre que os homomorfismos de C0(X) nos complexos são as avaliações, 
[12], exemplo 11.13, página 283. Vamos denotar o homomorfismo de avaliação no 
ponto x  G X por Sx. Então,
°  ¥>(f) =  õx(<p{f)) =  w  O h) =  f ( h ( x ) )  =  6h{x)( f ) .
Isto nos leva a definir h da seguinte forma:
Dado x  G X, 5X o ip é um homomorfismo em C0(Y). Assim, como os 
homomorfismos em Co(Y) são as avaliações, existe y G Y tal que 5x o<p = 5y. Defina 
então, h em x, por y.
Falta mostra que (p = (f>h e que h é um homeomorfismo. Vejamos
i) v = <t>h, pois
M ) ( x )  =  f ( h ( x ) )  =  f { y )  =  S y ( f )  =  6x o <p(f) =  Sx ( ( p ( f ) )  =  <p( f ) (x )
ii) h é contínua
h ' X y  — AQueremos mostrar que ~  c° ^  é contínua. Como A Co(y) pos-
x h(x) =  y
sui uma topologia inicial, denotando por /  a transformada de Gelfand de uma 
função /  G C0(Y) (A definição de transformada de Gelfand pode ser encontra­
da em [12], definição 11.8, página 280), é suficiente m ostrar que f o h  é contínua 
para toda /  G Co(Y).
Estamos na seguinte situação:
X A  Y =  Àco{Y) -4 c
X !-> h(x) =  y ^ 5 y  f(5y)
Agora, note que f (ô y) = f(5 x oip) =  8x o(p(f) = (p(f)(x) e como (p(f) G C0(X),
/  o h é contínua para toda /  G C0(Y).
Logo h é contínuo.
iii) existe /i“ 1 contínua.
Vamos construir diretamente /i-1 , de uma forma análoga ao feito para construir 
h.
Considere (p~l : Co(X) -> Co(Y). Vamos definir k : Y —> X.
Dado y G Y, 5y o ip~l é um homomorfismo em ^ ( X ) .  Logo, existe x  G X tal 
que ôy o íp-1 =  Ôx. Defina k, em y, por x.
Procedendo analogamente ao feito na construção de h, temos que k é contínuo 
e =  4>k-
Falta apenas mostrar que k ê a inversa de h. Vejamos:
Para x  G X, k o h \x= k(h(x)) = k{y) =  x0, onde y é tal que Sx o ip = 6y e x 0 é 
tal que 6y o <^ _1 =  ôXQ.
Então, xq é tal que ôxo =  ôy o <p~l =  5x o(po ip~l = 5X. Logo x0 = x e k o h  = I.
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Analogamente prova-se que h o k  = I  e portanto k =  h 1 e h é um homeomor- 
fismo.
Falta mostrar que h tal que ip = 4>h é único. Vejamos:
Suponha que existam homeomorfismos h\ e /i2 tal que <p(f) =  4>hi ( /)  =
M f )  v / e CoCY) .
Então f  o h i  |x=  /  o /i2 \x V/ G Co(Y), Va; G X 
=* f (h i ( x ) )  = f ( h 2(x)) V / G C0(Y), Vx G X
Agora, suponha que existe x  G X tal que hi(x) ^  Então, pela
proposição 1.43, existe /  G Co(Y) tal que /  |/u(x) =  0 e /  |/i2(x)=  1, o que é uma 
contradição.
Logo h\(x) =  h2{x) Vx G X.
P ro p o sição  2.5. (j) é um anti-homomorfismo. Ou seja, se h : X  —> Y  e k : Y  —> Z 
são homeomorfismos, então os isomorfismos associados : Co(Z) —> C0(Y) e : 
C0(Y) -» C0(X) são íozs çue <f>kh = ^ h 0 <t>k-
D em o n stração :
{4>h°4>k){}) =  < ? W M /))  =  <l>h{f°k) = ( fo k )o h  =  fo (k o h )  = 4>khU)
Observe que não conseguimos mostrar que cj> é um isomorfismo e sim 
um anti-isomorfismo. Porém, isto é suficiente para provarmos a relação entre sistemas 
dinâmicos e C*-algebras que desejamos. Vejamos:
P ro p o sição  2.6. Dado um sistema dinâmico (X, G, @) existe um C*-sistema dinâmico 
(Co(X), G, a) associado. Assim, podemos dizer que (C0(X), G, a) é proveniente de 
(X,G,/3).
D e m o n s tra ç ã o :
Pelas proposições 2.3 a 2.5, existe uma bijeção (f) entre os homeomor­
fismos em X e os isomorfismos de Co(X), dada por 
<j) : homeo(X) -4 Aut(C0(X)) 
h |—^ (j>h
Assim, dado um sistema dinâmico (X, G, fi), onde ^  ^  ^  homeo(X)
é um homomorfismo, para cada homeomorfismo f$t =  ht de X, associamos o auto- 
morfismo a t = 4>ht-\ ■
Podemos então definir a ação a  de G em Co(X) por a  ' ^  Aut(Co(X))
w  t ^  a t = <f>ht_!
Note que a  é um homomorfismo, pois
(ato a s) ( f )  =  a t (as( f) )  = u t ( fo h s-i) = fo h s- ih t-i = f o h a- i t-i =  f ° h {ts)-i =  a ts( f)
Logo, (Co(X), G, a) é o C*-sistema dinâmico associado ao sistema 
dinâmico (X, G,/3).
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P ro p o sição  2.7 .  Dado um sistema dinâmico (X, G, 0) existe um C*-sistema dinâmico 
. (Cb(X), G, a) associado e reciprocamente, dado (C0(X), G, a) existe (X, G,P) tal que 
(C0(X), G, a) é proveniente de (X,G, P) no sentido da proposição 2.6
D em o n stração :
Dado um C*-sistema dinâmico (Co(X), G, a ), onde a  ‘ ^  ^  Aut(C0(X))
é um homomorfismo, para cada automorfismo a t associamos o homeomorfismo ht 
proveniente da proposição 2.4, ou seja, ht é o único homeomorfismo tal que a t = 4>ht -
n  . . P : G -> Homeo(X)Defina o sistema dmamico , .t i-> ht-1
Então, procedendo como na proposição anterior, vemos que o C*- 
sistema dinâmico (Co(X), G, o;), é proveniente do sistema dinâmico (X,G,/3).
Falta mostrar que (X, G, P) é realmente um sistema dinâmico, ou seja, 
que P é um homomorfismo de grupo.
Para isto, basta provar que ht-1 o hs-1 =  h(tsy  i, pois
Pt O p s {x) =  Pt o {hs- i ( x ) )  =  ht- i ( h s- i ( x ) )  =  ht- 1 O hs- i { x )  =  h {ts)- i ( x )  =  p ts(x)
Para provar que ht-1 o hs-1 =  h ^ - i ,  lembre que h(ts)-i é o único 
homeomorfismo tal que cK(ts)-i =  Logo, se mostrarmos que ht-1 o hs-1 é tal
que oí(ís)-i =  4>ht-ioh3~i 5 temos que ht-1 o hs-1 =  h ^ - i .  Mas isto segue da equação 
abaixo
2.5
^(ts)_1 — C^s-1 ° ^ í-1 1 ° $ht-1 4>ht-\oh3-i
Vamos agora estudar alguns C*-sistemas dinâmicos especiais. Em par­
ticular estaremos interessados no caso onde todos os automorfismos a t do C*-sistema 
dinâmico são internos.
D efinição 2.8. Seja (f) um automorfismo da C*-algebra A. Então 4> é um a u to m o r­
fism o in te rn o  de A se existe u G A unitário tal que 4>(a) = uau~l Va G A.
E x em p lo  2.9. Seja A uma C*-algebra. Se u G A é unitário, então o automorfismo 
em A definido por (j>(a) =  uau~l =  uau* é um automorfismo interno.
D em o n stração :
Basta verificar que (j> é multiplicativo e satisfaz a propriedade da in- 
volução. Vejamos:
4>(a)4>(b) = uau~lubu~l =  uabu~l = (f>(ab) 
e
0 (a)* =  (uau-1)* =  (u- 1)*a*u* =  ua*u~l =  <f>(a*)
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E xem plo  2.10. Seja h o homeomofismo no círculo unitário, S l , que rotaciona um
h  : S 1 —> S 1ponto z G S 1 qualquer, por um ângulo 9 fixo. Ou seja, ' ie . EntãoZ I—^ £ Z
o automorfismo 4> na C*-algebra C (S 1), dado por ^  ^  n ^o é
interno. Mais ainda, o único automorfismo interno em C (S l ) é a identidade. 
D em o n stração :
Suponha que ip é um automorfismo interno em C (S 1). Então, existe 
u G C (S l) tal que </>(/) =  u fu ~ l V / € COS1).
Mas, u fu ~ l =  u u ^ f  — f  e portanto xp = I.
Dado um C*-sistema dinâmico (A,G,o:), como o exemplo acima nos/
mostra, nem sempre todo automorfismo é interno. E interessante encontrar uma 
C*-algebra A x a G que contém A e tal que para todo í 6 G, os automorfismos a t de 
A sejam restrições de automorfismos internos. Isto motiva a definição de /i(G, A):
D efinição 2 .1 1 . Seja (A, G, a) um C* sistema dinâmico. Então
h{G, A) =  {(oí)tçG : at € A Ví G G e ^   ^||°t|| < °°} Q ]^f A
teG g
Defina a norma de um elemento a = (at)teg £ h(G, A) por
INI =  ^ 2 \ \ at\\
£ÇG
Para a =  (ot)teG £ h{G, A) e b =  (bt)teG £ h{G, A) defina as operações de multipli­
cação e convolução por:
atq t (bt- 17) 7  G G
teG
(a*)7 =  a:7 (a*_i) 7  G G
Estas operações estão bem definidas?? 
a * b esta bem definida, pois:
i) A série ' ^ ^ a ta t (bt- i1) converge em A, V7 , uma vez que converge absolutamente.
íÇG
Vejamos: ^
£ k g  ll-W í-,-.,)!! < E t60 l|at ||||6, - .7|| < E !£G ||a ,||||6|| =  ||a ||||6|| < oo
ii) ( a * b )  G /1 (G, A ), já  que:
E 7çg ll(° * ^ 7 II =  E 7eG II E t e G  <  E 7 E t  ||otQtt(6t—iT) ||
< E7Et IMHMvgil = Et Ikll E7 IMvgil < Et Ikll E7 ll^ll ■
Note que a* também esta bem definida, uma vez que:
iii) a* E li(G, A), pois
£ 76gIKII = E «gIKK-0II =5 E760ll(%-'),ll = ET€Glk-'ll = IMI <
oo
Logo as operações de multiplicação e involução estão bem definidas em
ii(G ,A).
Tendo feito isto, podemos provar que Zi(G, A) é uma *-algebra de Ba- 
nach normada.
Observação 2.12. D e  i i )  e  i i i )  t e m o s  q u e  ||a*6|| < ||a||||ô|| e ||o*|| =  |HI 
Proposição 2.13. h ( G ,  A) é  u m a  * - a l g e b r a  d e  B a n a c h  n o r m a d a .
D em onstração:
Sejam a — (at)teG,b = (bt)teg , e c =  (ct)tGG elementos de Zi(G, A). 
Pela observação acima, basta mostrar as propriedades algébricas:
i) Distributividade '
( a  +  b ) * c  =  a * c  +  b * c ,  pois
( a * c  + b * c)7 = X i^eG ata t(ct- i7) +  ^ íeG bta t(ct- i7)
=  Z t eG (a t +  bt ) a t ( c t - i 7 ) =  ( ( a  +  6) * c )7
a * ( b  + c) =  a * b  +  a * c ,  já  que
( a * b  +  a *  c)7 =  ^ t ^ t i b t - 1^ )  “I- X t^sG
— G 7) “l” Q;í((-t_17)) =  S teG  ata t(bt~iy +  Ct~iy)
= E te g  ot«t((6 +  c)t- i7) =  (a * (6 +  c))7
ii) Associatividade do escalar /c
/í(o *b) = (/ca) * b, já  que
(/í(a * &))7 =  /c$^teGatat(6t->7) =  Y2teG(Kat)a t(bt- ^ )  =  ((«o) * &)7 
Procedendo de forma semelhante, temos que n ( a  * b )  = a *  ( n b )
iii) Associatividade.
( a  * b ) * c  — a  * ( b  * c)
Primeiro, note que:
( a *  ( b *  c ) ) 7 =  X/geG  a 9 a 9 { (b  * c ) s -17) =  S 9ç g  a 9a g { Y l t e  G ^ ta t { c t - lg - l 'y))
~  Y 2 g £ G ' ^ / t e G a'90l9 ( p t cxt { c t - 1g - 1'y)>) ~  ^ 2 g ^ G ^ / t e G  a 9a 9 (^ t ) 0:9 t (c t - 1g - 1'y)
Por outro lado, temos que
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( (a  * b) * c)y E g g G  (a * fyg<yg(Cg-ly) — E g g G  ( S t e G  ata t{bt-1g)')&g(cg-1y)
= l ï 2 t e : G ^ 2 g £ G a 90:9 ( b g - 1t ) a t { c t - 1i )  =  EgeG ( SieG 9^^ 9 Q}9~1t ) a t (Ct- ^)) 
Fazendo a mudança de variáveis t —ï gt temos que o lado direito da equação 
acima é igual a
EgeG EteG a 9 a g { b t ) 0lg t {c t - lg - 1'y) =  {a  * iP * c))7
iv) ( k o ,)* =  «a*
(«a*)7 =  7c(a*)7 =  7ta:7(a*_i) =  a 7(/c a*^ ) =  a;7 ((/ca7-i)* ) =  a 7 ((«;o)*_i)
= M*
v) a** =  a
(°*)t =  « t ( ( a %  0  =  at[(û!t- i (a j ) )* ]  =  a t [at- i ( ( a t*)*)] =  a t
vi) (a +  b)* — a* +  b*
(a* +  b*)t =  (û*)t +  (&*)t =  a t{at~i) +  a t(bt~ 1 ) =  o:t(a J-i +  &£-i)
=  +  &t-0 *) ~  — (a +  fr)t
vii)  (a  * &)* =  b* * a*
Observe que,
(a *& ) •  =  a 7 ( ( a * & ) 7- i * )  =  a 7 ( (  E ieG
= a7( EteG a t { b l - i r y - i ) a t )  = EteG >7-0^7(at)
Por outro lado,
(ô * a )7 =  E î £ g ( ( ^  ) t )Q!t ( (a  ) t_17) =  E te G  1 )Q;t ( ^ í - I 7 (a 7- 1í))
= Et6GQ!t(6i-»)a r(a7-it)
Mudando a variável í por 7 Í temos que o último termo da equação acima é 
igual a
=  E t é  g  M &t - i 7 - i  W ° t )  =  ( °  * ^ 7
Finalmente, ix(G,A) é completo, e a demonstração se faz de modo 
análogo ao feito em [13], página 49, para Zi(Xj) =  {(x.,) € : E j e j  llx jll <
00}, onde (X j)jçj é uma família de espaços de Banach.
Logo, ii(G, A) é uma *-algebra de Banach normada.
■
Lembre que o objetivo de construir li(G ,A)  é encontrar uma C*- 
algebra que contém A, onde para todo í e G o s  automorfismos a t de A são restrições 
de automorfismos internos.
Podemos ” ver”que a algebra original A esta contida em li (G, A), definin­
do a inclusão:
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i : A -» M G>A) onde ò|g =  < ° ® =  e>
a a 13 | o  g ^ e
Para mostrarmos que para todo t G G os automorfismos a t de A são 
restrições de automorfismos internos, precisamos definir elementos ut G Zi(G,A). 
Vejamos:
Defina “  : G (i(G ’A) , onde ut |s =  í 1 g =  
t ^  ut ’ 419 | o  g # t
E xem plo  2.14. Seja A ume C*-algebra eG  o grupo dos inteiros Z. Então para todo
( . . . , 0,0 a 0, 0, . . . )  ( . . . , 0,0 1 0, 0, . . . )
a G A, a =  e para todo n  G L , u n =
0acoordenada n coordenada
Nas proposições 2.15 até 2.20 faremos a demonstração do resultado 
que estamos procurando:
P ro p o sição  2.15. ue = 1 é a unidade em h
D em o n stração :
Seja a = (at)teQ G h(G, A)
EntãO (^1)7 =  X/geG a9a9Õ-9~17)' 
l9- i7Como í q \ry =  0, exceto quando g l j  = e, ou seja, quando g = 7 ,
temos que
(ol)-y - - QiyOCyÇí^ - G7
Também, como l g =  0, exceto quando g = e, segue que
(1^)7 =  ISggG =  ^e^e^e- ^ )  =  ^e{0"y) =  ^7
Logo í =  ite é a unidade em /i(G, A).
P ro p o sição  2.16. A inclusão i é um *-isomomorfismo isométrico sobre sua imagem.
D e m o n s tra ç ão :
Sejam o, b G A e k , escalares.
Então,
~ 0 S6 'y c
•  ( k í ( o )  +  0 i ( & ) ) 7  =  ( « õ  +  P  b ) 7  =  A t ( ã 7 )  +  0 ( & 7 )  =
I «;a +  pb se 7  =  e
=  na +  /?&7 =  í(/ía +  fíb) 7
•  (z(a)i(6))7 =  (ã6)7 =  XygÇG =  üe&eípl) =
f  se 7  =  e’ =  (ãb)7 =  i(ab)y 
0 se e
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(i(a)*)7 =  (ã*)7 =  a;7 ((õ7-i)*) 
a* se 7  =  e,
n , =  *(0 ) 70 se 7  ^  e
l*(a)|| = N I = E geG HM = ll«e|| = IM
P ro p o sição  2.17. u é um homomorfismo de grupo, isto é, u tus =  uts Vi, s 6 G e 
u(e) ■ í.
D em o n stração :
(utus) 7 =  Y2geQ(ut)gCKg((us)g-i 7) =  a t ((us)t- i7) =  i
I  U  S G  C  7  5
1 se 7  =  ís, , .
0 se 7  7  ^ ts ts 7
P ro p o sição  2.18. é unitário para todo t £ G
D e m o n s tra ç ã o :
Para provarmos que ut é unitário, precisamos encontrar (ut)*■
Note que ((ut)*)7 =  cn7 ((««)*_!).
Como (it*)7 é sempre 0 ou 1, temos que ((u t)1)* =  (mí)7- Uma vez que 
a7 é um homomorfismo, segue que
// .w  / N f l  se 7 ~l =t ,  í l  se 7  =  í_1, . .
((Ut))7 = (Ui)7_1 = ] r) -1 , , _  1 n / ,_i — (ut-0710 s e 7  f  í 10 se 7  7= i .
Assim, («t)* =  « t-r
Agora, usando a proposição 2.17 temos que (ut)*ut =  ut- iu t =  ut- \ t =  
ue =  í e analogamente =  í. Logo itt é unitário.
P ro p o sição  2.19. Para todo t  e  G os automorfismos a t de A, dados no C* sistema 
dinâmico, são restrições de automorfismos internos em h(G, A), ou seja, para todo 
t E G temos que uti(a)u7 1 =  i(a t (a)) Vo £ A.
D e m o n s traç ã o :
Para facilitar as contas, vamos primeiro fazer a multiplicação de ut por
ã. Vejamos
(■utã)g =  £ seGK ) sa s(ãs- is) =  (ut)t<xt{ãt-ig) =  ^
Pelo feito na proposição anterior, já  sabemos que (ut)* = («t) -1 = ut- 1.
Então,
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((utã)ut- 1)7 =  'EgeG(utã)ga g((ut-i)g-ii) = a t(a)at ((ut- i)t- i7) 
a t (a) se 7  =  e, , v0 se7 ^e =W“‘(o)))-,
P ro p o sição  2.20. Todo elemento de h(G, A) se escreve deforma única como YlteG Kat)ut 
e portanto li(G, A) pode ser visto como o conjunto das somas do tipo Y2teG’i‘(at)Ut’ 
onde Y^teo I N I  < 00 ■
D em o n stração :
Seja a = (at)t<=g £ h(G ,A).
{Cif SG 7 — t j0 se 7  ^ t
Logo, (EíeG ^KH L = °7
O bservação  2.21. E usual escrevermos Y , t€QCitUt para um elemento pertencente a 
h(G, A), em vez de YlteG^(at)Ut'
Por último, gostaríamos que ZX(G,A) fosse uma C*-algebra. Infeliz­
mente, isto não acontece, como mostra o exemplo abaixo:
E x em p lo  2 .2 2 . Seja A  a C*-algebra dos Complexos, G o grupo dos inteiros e a  a
~  • ■ 7 1 ( 7 7  «  CL  :  T L  — ^  j 4 í í í ( C )  =  i - 0  r p  , ~açao trzvtal de £  em (L, ou seja, a açao dada por j  . tintao,
existem elementos em h(G, A) tais que ||o*a|| 7  ^ ||o ||2- 
D em o n stração :
Seja a =  i +  l +  «i — u_i,  ou seja, a_ 1 =  — l,a 0 =  i +  1, ai =  1 e 
üry =  0 nas outras coordenadas. De uma maneira pouco formal, podemos escrever a 
da seguinte forma:
( . . . ,  0, ^ * + ^ ,  ^ , 0, 0, . . . )
__j^a Qa
Então,
__j a  Qa -j^ a
Ou seja, o!.! =  1 , aj =  1 -  i, a{ =  - 1  e a* = 0 nas outras coordenadas. 
Assim, (a*a)s = YhgeGÍa*)9a À a-9+s) =  loi+s +  (1 -  0 a« -  lo s-i e
a* =
portanto,
(a*a)s =  <
r- l se s = —2,
2 i se s =  —1 ,
4 se s =  0,
- 2  i se s =  1,
1 se s =  2,
0 caso contrário
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Agora, note que ||a ||2 =  (1 +  y/2 +  l )2 =  (2 +  \ / 2)2 =  4 +  4\/2 +  2 =
6 +  4\/2. Porém, ||a*a|| =  1 +  2 +  4 +  2 +  1 =  10.
Logo, j|a*a[| ^  ||a ||2.
■
O fato de h(G, A) não ser uma C*-algebra, motiva a definição de pro­
duto cruzado. O produto cruzado é a C*-algebra que estamos procurando!!
D efinição 2.23. Seja (A,G,o;) um C*-sistema dinâmico. O P ro d u to  C ru zad o  de 
A por G, pela ação a, denotado por A x Q G, é a C*-algebra envolvente de h(G, A).
O bservação  2.24. Provaremos mais adiante que h(G, A) possui uma representação 
injetora, o que implica que N  da definição de C*-algebra envolvente ê {0} e portanto, 
A x q G nada mais é do que o completamento de h(G, A) munido com a norma ||| • |||.
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Capítulo 3
Representações do Produto  
Cruzado e Exemplos
Neste capítulo estaremos preocupados em conhecer melhor os produ­
tos cruzados definidos no capítulo anterior. Em particular, dado um C*-sistema 
dinâmico (A, G, a), queremos representar o produto cruzado A x a G, em algum es­
paço de operadores limitados de um espaço de Hilbert, B(H). Para obtermos uma 
melhor compreensão dos produtos cruzados, incluimos alguns exemplos na segunda 
parte do capítulo.
Vamos começar com um pouco de teoria de representação.
D efinição 3.1. Dado (A, G, a) um C*-sistema dinâmico, uma R ep resen tação  Co-
v a ria n te  de (A, G, a) é um par < ^ ^  onde ir é uma *-representação
K 1 V | i i  : G —» U(H.)
e u é um homomorfismo do grupo G no espaço dos operadores unitários U(E), tais
que utn(a)(ut)~1 =  7r(ait (a)) Vo G A, Ví € G.
Denotaremos uma representação covariante por (n,u).
É interessante notar que para toda representação covariante de (A, G, a) 
existe uma representação de A x a G associada, e vice-versa. É o que nos diz a 
proposição:
P ro p o sição  3.2. Existe correspondência biunivuca entre
1) Representações Covariantes de (A ,G ,a )
2) Representações de A x n G
D em o n stração :
1) =» 2)
Seja (7t, v ) uma representação covariante de (A ,G ,a ) .
Queremos definir uma representação 4> de A x Q G.
Como A x a G é a C*-algebra envolvente de h,  pela proposição 1.11 é 
suficiente definir uma representação em l i .
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<j> : h  — B(H)
Definamos então
Y ^ atUt I----- {dt)vt
ÍGG ígG
Note que (j) esta  bem definida, pois
l l ^ ) l l  =  I I E ^ ( a tK I I < E I K a É)lllkll
<  E  llatll P0*s 17 ® ^-representação contrativa e vt é operador unitário.
= INI
E portanto <f>(a) G B(H).
Agora, vamos mostrar que 4> é ^-representação.
Sejam a =  ~52teG a t u t e b = EfceG bkuk pertencentes a li.
1) (j) é claramente linear.
ii) 4> é multiplicativa pois
(j>{a)(j>(b) =  <£(Et at« tM E *  M k ) = E t ^ a t M E j t ^ H
=  E t,k K(at)vtir{bk)vk = J2t,k
= 'Et,k'K(at)n(at(bk))vtk pois (n,v) é representação covariante 
=  Y lk T Jt'K(at^ t{h ))v tk = J2k 'E t (l)(at®t(bk)utk) =  çKEfc E t  at&t(bk)utuk)
=  0(E jt E i  atutbkuk) = </>(Et atUt Efc =  0 (o)^(&)
iii) (j> é satisfaz a propriedade da involução
Primeiro, lembre que (a*)t =  cx^a*-!).
Assim, < (^a*) =  ^ ( E a t(at-i)wt)
Por outro lado,
= ( E f 7T (at)vt)* =  E  t(7r(ot)ut)* =  E t^ M « ? )  =  E t ^ - 17^ 0?)
=  7r(o:t- i (d t) )v t- i pois (7r,u) é representação covariante
=  E t ^ K K - O ) ^  =  0 ( E t a t(a? - iH )  =  <Ka*)
2) =>• 1)
Seja 0 : A x Q G —> B(H) uma *-representação de A x a G.
Queremos definir uma representação covariante de {A, G, a).
7T : A -> B(H) v : G -> B(H) bejam entao, , / _ /  e ,,’ a 0 (a) í i-> q>{ut)
onde õ é  a inclusão de a em A x Q G.
Vamos mostrar que (n,v) é representação covariante.
»
i) Claramente n  é ^-representação.
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ii vt é unitário, pois
v tv l  =  (j>(ut ) ^ ( u t)* =  (p{ut (uty )  =  (j){l) =  I  
v*t vt =  4>{ut)*^{ut) = 4>{[ut)*ut) =  <f>(l) = I
iii) 7T e v satisfazem a relação de covariança.
vtir(a){vt) - 1 = (j>{ut)^{a)(j){ut) - 1 =  (j>{ut)(j){ã)(j){u*t ) = (j>(utã u t l )
= <p(at (a)) pela proposição 2.19 
= 7r(at(a))
Falta mostrar que a relação entre 1) e 2) é biunívuca.
Dada cj> \ A x a G —>• B(H) uma *-representação de A x a G, construa a 
representação covariante (n, v ) como na demonstração de 2) =>- 1)
Quem é a representação proveniente de (n, v ) se procedermos como em
1) =*> 2)?
Chame de 7r x v a representação proveniente de (n, v).
7T x v : h —> B(H)
Temos que £  atut n(at)vt
ÍGG íGG
Seja a =  atut 6 l\. 
te G
Note que
7T x v(a) =  S í6G7r(oí)í;t =  £ )leG (f>{ãt)(f){ut) = X X ã tut)
= ãtut) =  0(a)
Por último, seja (7r,v) uma representação covariante de (A,G,o:). 
Construa a representação </> de A x Q G conforme 1) =>• 2).
Quem é a representação covariante (fr, í )  obtida de (j>, se procedermos 
como em 2) => 1)?
Note que
7f : A ->• B(H) v : G -> B(H)
o çí>(ã) =  7t(g) í i—y 4>{.Ut) = Vt
Logo, 7T — 7T 6 V — V.
■
Observação 3.3. De agora em diante, a representação (f) proveniente de uma rep­
resentação covariante (7r,u) será chamada de n x  u.
Utilizando a proposição acima, podemos representar Zi(G,A) em um 
B(H) de maneira 1-1. É o que nos diz 0 resultado abaixo.
Proposição 3.4. Zi(G,A) possui uma representação injetora, que é chamada R ep­
resentação Regular de h(G, A).
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D em o n stração :
Seja 7T : A —> B(H) uma representação injetora de A. (existe conforme 
[12], página 338, cap. 12). Podemos então considerar A Ç B(H).
Seja © H  =  0 H 5, onde Hs =  H.
g€ G
Note que (£)geG 6 © H  se e somente se
ge G
Defina 7r : A ->■ B (®  H) e v : G -> B (®  H) por:
7T (a) =  —e— 
- 9 -
/• .
V
7r(a)
\
/
K (£ ))s  =  £h-'g Para Ç e © H e / i e G .
Observe que para £ € ®  H temos que (7r(a)£)fl =  á g-i (a)Çg.
Vamos mostrar que (7r, v ) é uma representação covariante de (A, G, a ) .
i) Primeiro vamos mostrar que 7r é uma ^-representação 
7T (a)  G B (®  H) pois
ikWíii2 = E  = E  li«»- wyi2 2 E  imi2iiu2
ge G ge G geG
=  l|a||2E l l^ H 2 =
geG
7T é um *-homomorfismo, pois
[tt(o  +  6 )£ ]9 =  a g- i  (a  +  b)Çg =  ( a 9- i  (a )  +  a g- i ( b ) ) Ç g =  [7r(a )f]ff +  [tt(&)^]p 
=  [7r(a)f +  n(b)Ç]g = [(tt(o) +  7r(6))f]ff
[(7r(a)7r(&))^]9 =  [7r(a)(7r(6)0]9 =  « g - 1 (a)(K(&)f]g) = a g- i ( a ) ( a g- i ( b ) Q  
= a g-i  (ab)Çg =  [7r(a&)£]g
<7r(a)e,T)©H =  5 > g - i(« & ,7 g > H  =
geG geG
=  J 2 { ^ o c g-i(a*)yg) = (^7r(a*)7)®H
geG
Logo 7T(a)* =  7r(a*) e portanto tc é uma ^-representação.
ii) v é homomorfismo de grupo no espaço dos operadores unitários em B (®  H) 
Vh e  B (®  H) pois
imoii2 = E  iimím= £  II&-.H=E  \u = iifii
geG seG  je G
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v é um homomorfismo de grupo, pois
[utus(£)]s = [^ í(us(0)]fl = [us(0]t_19 = ^ s ~ 1t ~ 1g ~  £(t s)~1g =  [,yts(0]g
Para mostrarmos que vt é unitário para todo t, precisamos encontrar u£*. 
Temos que i>É* =  vt-i,  pois
(«t(0 >7) =  - ~ lg=s J ] ( 6 , 7 í s) =  7 ))
g£G seG
Portanto í;t é unitário, uma vez que
=  [Uí_1 ( ü * (0 ) ] 9  =  [Uf (£ )] íg  =  Çt-^tg =  Çg G
= [uí(uí_1 (0)]ff = [Ut-1 (£)]t-10 = £it_19 = £9
iii) Falta verificar a relação de covariança
Primeiro note que [7r(a)(ut-i (£))]9 =  a g-i (o)[ut-i (£)]<f =  a g-i (a)Çtg.
E portanto,
[vt{7T (a) (uÉ- 1 (0 )}]« =  =  aig-itiaXtt-ig
=  a g- i ( a t (a))Çg [7r (at (a))£]g
3.2?
Logo, (7r, v) é representação covariante.
Quem é a representação de l\ associada a (n, v ) dada pela proposição 
Lembre que n  x v é dada por:
7T x v : h  *4* B(H)
2~ 2 ,a tU t h-> y^ 7r ( a t ) v t
£EG t gg
Qual a matriz de (ir x v)(a), onde a =  atu t?
ÍGG
Vejamos como é a coordenada g de (ir x ?;)(a)(£) onde £ é um vetor de
[G C 7^ ) ^ ) ^  =  Œ > m m o )]9 =
te g teG teG
=  ^ ^ / a g ~ l { a t ) Ù ~ 1g =  9 '^ ^ / a g ~ l { a g s~ 1)^ s
te G seG
Agora, podemos montar a matriz de 7r x v (a)
„-1
~9 H  
—e— 
- 0-
a,
Q-p
Otg~^ {cígs) ^g~ï [®,9S~1)
V ! ••
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Finalmente, vamos mostrar que ir x u é injetora. 
Suponha que (7r x v ) (a ) =  0.
Então, [(7T x u)(a)(0] =  0 € ®  Hg.
=> [(tt x u)(a)(0]e =  0 V £ e ® H s.
=► X ]a^s_1 G ffi Hs-
5ÇG
=>• as =  0 Vs 
=>• a =  0
O bservação 3.5. Como A x QG é a C*-algebra envolvente de h(G, A), pela proposição 
1.11, podemos estender a representação regular de Zi(G, A) para A  x a G, porém, esta 
extensão não é necessariamente injetora.
3.1 E xem plos de Produto Cruzado
Para entender melhor a teoria desenvolvida até aqui, nesta seção ver­
emos alguns exemplos de produto cruzado e suas respectivas representações.
E xem plo  3.6. Seja o automorfismo em C71 dado por:
f^c[(^ i)] — O nde [ l i  ^(i-j-k)mod n
Por exemplo, ai(Ai,  A2, . . . ,  Àn) =  (A2, . . . ,  Ai)
Seja a  a ação dada por
a  ; Zín —y A u ^ O 1) 
k ak
Então,
C 1 x a 7Ln =  Mn(C)
D em o n stração :
Vamos definir uma representação covariante (fi, v) de C ^Z ^ , a  em
Mn(C).
Sejam
< £ : e  -)• M n( C)
A i  ^
(Ai , . . . ,Àn) i->
\  * n /
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v : Z, M n ( C )
/O 1 •••
0 1
0 1
\ i  . . .  o /
Note que v(k) =  v ( l )k =  i^.
E claro que 4> é uma *-representação, e como t>(l)n =  I ,  pela proposição 
1.27 segue que v é um homomorfismo de grupo.
Falta verificar a relação de covariança, ou seja, temos que verificar que 
vk(f>(a)v*k =  (j)(ak{a)).
Observe que se a relação de covariança vale para k = 1, então ela é
válida, pois:
vk(!>{a)v*k = v f y i a ) ^ ) *  =
= ^ ~ V (a i( a ) ) (^ i-1)* =  . . .  =  v^~2(j)(ai( a ^ a ) ) ) ^ " 2)*
=  v\~2(j){a2{a)){v'l~2y  = . . .  = vo4>(ak(a))(vo)* = cj)(ak(a))
Então, vamos mostrar a relação de Covariança para k = 1.
Primeiro note que
/O ••• l \
1 0
e cf)(ai(a)) =
V
Assim,
vi 4>{a)
E então,
1 0 
1 0)
\
An
V
í o  1 
0 1
V1 0 1 V
A i
A i/
í  0 A2
0 A3
v i ( j ) ( a ) v l  =  
í  A2
( 0  A2
0 A3
\Ai
0 A „  
0
Ar
(0  
1 0
\A i
1\
1 0 
1 °y
Aa
\
0 X n 
0
Portanto, (<fr, v) é uma representação covariante de (C 1, Zn, a), e pela 
proposição 3.2, existe uma representação (j) x v de ^ (C 1, Z n) associada.
39
Quem é esta representação?
Pela prova da proposição, 3.2, sabemos que 4> x v é dada por:
h  *4° Mn(C)
Seja a =  atut 6 Zi. Sabemos que cada at e  C".
Vamos de 
Então,
a :
< / > ( a 2 ) w  2  =
E portanto,
ar Ot por (AJ, A | , . .
/O 1 \ ( 0  A} \
0 1
-HO 
"< 
.
O
0 1 0 A'n-1
V1 V u 0 )
/O 0 1- \ f  0 0 \ \ \
0 0 0
i = An- 2
1 0 An-i 0
\ 0  1 o ) V 0 \2 • 0 /
(  Aí Ai A? , , , a  r l \
A r 1 A£ A$ A r 2
An-l An-l
^ Ai A* . . . K  )
££Zn
Agora que a matriz de 4> x v é conhecida, é fácil ver que esta represen­
tação é injetora, pois, se
^  4>{a,t)vt =  0 então, A* =  0 Vi, Vt =>■ a* =  .0 Ví.
Ainda, como as dimensões de C” , Z„) e M„(C) são as mesmas, temos 
que (f> x  v é uma bijeção entre Zi(Cn ,Z n) e Mn(C). ,
Por último, lembre que o produto cruzado de (C 1, Zn, a ) é a  C*-algebra 
envolvente de ^ ( O ^ Z ^ ,  ou seja, é o completamento de (^ (C 1, Zn), j|| • |||).
Porém, a dimensão de Zi(Cn,Z n) e (^ (C 1,Z„), ||| • |||) é a mesma, ou 
seja, n2; e como todo espaço de dimensão finita é completo, segue que não é necessário 
fazer o completamento de (li(C", Z„), 11|• || |) para se encontrar a C*-algebra envolvente 
de h (C * ,Z n).
Assim, Z i(C \ Zn) “  M n{ C).
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a : Z —»■ Aut{C) 
íl 4  /
Então, C x Q Z =  C(S1)
D e m o n s tra ç ã o :
Primeiro observe que se a =  (an)nez e b = (bm)me% pertencem a 
h(C ,Z)  então (aí))* =  ^ a nòfc_n, pois a n = I  Vn.
Para demonstrar este exemplo, precisaremos de dois lemas. Vejamos:
L em a 3.8. Para todo homomorfismo <p : li(C,Z) —» C, existe único z0 E S l tal que
(^°) = E
D em o n stração :
Seja A/j o conjunto de todos os homomorfismo complexos de h(C,  Z). 
Seja u o elemento de h(C, Z) que é sempre 0, menos a direita da
u = ( . . . ,  0 , 1, 0, . . . )  
coordenada 0, onde u vale 1. Ou seja, ()“
u2 = ( . . . , 0  , 0, 1, 0, . . . )  u* = ( . . . ,  1 , 0 , 0, . . . )
Note que ^  e ^
Assim, os polinómios em u e u* são densos em h ( C ,Z). Já  sabemos 
que Zi(C, Z) é uma *-algebra de Banach. Se provarmos que £i(C, Z) é comutativa, 
segue pela primeira parte do teorema 11.19 de [12] que A^ é homeomorfo ao espectro 
de u, que denotaremos por a(u).
Porém, note que (ab)k = ^ ~^anbk-n * =~S ^ 2 b sak_s = (ba)k e então
E xem plo 3.7. Seja Z o grupo dos inteiros, C a C*-algebra dos complexos, e a  a
ação dada por
h(C,  Z) é comutativa e A^ =  a(u)
Quem é <t(m)?
Observe que uu* = 1 =  u*u e portanto a(u) Ç S 1.
Queremos mostrar que a(u) =  5 1.
Seja z g S 1.
Defina y  E A^ por
h{c,z) 4  c
Note que é um homomorfismo, pois para a =  (an)neZ e b =  (bm)meZ 
em li (C, Z) temos que:
i) ip(a) esta bem definido, uma vez que
E IM l < EIklIM" = EIkll = N|.
E portanto, E  anZn converge, já  que converge absolutamente, 
ji) Claramente, ip é linear.
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iii) ip é multiplicativa, pois
(p{a)tp(b) = ^ 2  anZn 53 b™zTn = 53 anbmZn+m
n,m
= 5 3  ( 5 3  anbm)zk =  y 3  ( 5 ~] a n h - n ) z k = <p(ab)
k n ,m
n + m  =  k
iv) cp satisfaz a propriedade da involução, já  que
^ (° )* =  'lí3 anZ" =  5 3 ° nZ n =  5 3 a - " zn =  5 > - n * n =  Via*)
n n n n
Agora, observe que <p(u) = z.
Logo, z pertence a imagem da transformada de Gelfand de u, ou seja,
z  G Im(ü).
Mas, pelo teorema 11.9 de [12], sabemos que Im(w) =  a(u), e assim
z E <j {u ).
Então, cr(u) = S 1 e portanto A ^  = S 1.
Por último, observe que para todo z G S 1, V5 • ~^ ^
(On)nez ■"» E  anZn
é um homomorfismo complexo.
■
L em a 3.9. A correspondência <p G A ^  <— > z0 G S 1 é um homeomorfismo. 
D em o n stração :
Pelo lema 3.8 sabemos que para todo ip G A ^, existe z E S 1 tal 
que <p({an)nez) =  Y l anZn- Também do lema 3.8, temos que para todo z G S 1, 
Vz '■ (fln)nez ^  E  anZn é um homomorfismo complexo.
Queremos mostrar que V • & £ contínua. Como Aj. possuiz (->• <pz
uma topologia inicial, denotando por â a transformada de Gelfand de um elemento 
a =  (an)nez G li, é suficiente mostrar que ô o <p é contínua para todo a G h.
Estamos na seguinte situação:
s1 4  Ai, A c
z i-y (pz ô ( ^ )
Agora, note que â((pz) = (pz(a) = Y ^ anZn e portanto â o cp é contínua 
para todo a El i .
Logo (p é contínua, e como Ajt é compacto e Hausdorff segue que 
também é contínua.
Voltando ao nosso exemplo, lembre que C x Z  é a C*-algebra envolvente 
de h, C*(li), que, pela proposição 1.13 é isometricamente isomorfa a C(Ail ). Como, 
pelo lema 3.9 A;i é homeomorfo a S 1, segue que C x Z =  C ( S 1)
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UÇ \g= z£(z)
|*= £(e“lôz)> onde 9 e J R é  fixo
Então a C*-algebra gerada por U e V , C*(U,V), é isometricamente isomorfa a um 
quociente de C(S1) x Q Z, onde a  é a ação dada por a n( f ) |z=  f ( e ~ m6z).
O bservação 3.11. Chamamos o operador U de operador de multiplicação por z.
D em onstração:
Precisamos de algumas propriedades dos operadores U e V  antes de 
seguirmos com a demonstração. Vejamos:
i) U é unitário
Quem é U*1
Sejam £, 7  € L2{Sl). Então,
(U£,'y) = [  ( (UÇ)z)j (z)dz= [  ( z£(z) )y (z )dz=  [  Ç(z)zy{z)dz =  (£ ,M^y) 
J s 1 J s 1 J s 1
Assim, U* =  Mz, onde \z= z£(z).
Conhecendo U* podemos provar que U é unitário. Vejamos:
(UU*)(0 \z= U(U*Ç) \z= z(U*Ç \z) =  z z f c )  = \A2f c )  =  £(*)
Note que a última igualdade segue do fato de z pertencer a S l .
Analogamente verifica-se que (U*U)(Ç) \z= £(z).
Portanto, U é unitário.
ii) V  é unitário.
Quem é V*1
Sejam ^ , 7 6  L 2{Sl). Então,
(VÇ,?f) = / s i {{V£)zh ( z )dz =  Js 1 Ç(e-iBz ) j ( z )dz  = J*w Ç(e- l0e*x) j (e iX)d \
=  Jo* J ^ t f e ^ W e W + ^ d X
=  / o2,r^ (eiV)7 (ei0eiA')dA' = Jsl ^(z)j(eidz)dz =  (Ç,V*y)
Portanto, V*£ \z— £(e%ez )
Agora que conhecemos V*, podemos provar que V  é unitário. Vejamos: 
(W*)(Ç)  \z= V{V*Ç) \z= V*Ç(e-iez) = Ç(eiee - idz) = £(z)
Analogamente verifica-se que (V*V)(£) \z= Ç(z).
Portanto, V  é unitário.
Exemplo 3.10. Sejam U e V  operadores em B(L2(5 1)) definidos por:
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iii) Espectro de U é igual a S 1
Lembre que U é o operador de multiplicação por z, Mz . Assim, podemos usar
o exercício 20, da página 343 de [12], e portanto a(U) é a imagem essencial de 
z.
Sem muito rigor, podemos dizer que a imagem essencial de uma função /  : 
Q —> C é o conjunto dos pontos x E C  tais que, para todo r >  0, a imagem 
inversa por /  da bola de centro x  e raio r não tem medida nula. Mais detalhes 
sobre a imagem essencial podem ser obtidos em [12], página 318.
Então, com a definição acima, podemos ver que a imagem essencial de z é S 1. 
Logo, a(U) = S 1
iv) A C*-algebra gerada por U, C*(U), é isomorfa a C ( S l )
Pela construção de C*(U), segue que os polinómios em U eU* são densos nesta 
C*-algebra e portanto, pelo teorema 11.19 da página 290 de [12], temos que 
C*(U) Sá C(a(U)) = C ( S 1).
v) U e V  são tais que UV = é BVU
(I7V)Cí) U= U(VÍ) |z=  z(VÇ(z)) = z í(e -“ z) 
( y u m  |«= V lU f j  |;=  U í l ( t - h )  = c- ‘ z(le- '"z)
Logo, UV = eieVU
Tendo em mãos estes resultados, vamos provar que existe uma repre­
sentação 7T x v de C ( S l ) x Z em B (L2(S1)), que é proveniente de uma representação 
covariante (n, v ) tal que:
z &  U 
1 A  V
Quem é esta representação (ir, v)?
Por iv), sabemos que existe um isomorfismo de C f ó 1) em C*(U) Ç
B(L2(5 1)). Chamaremos este isomorfismo de n.
Pelo teorema 11.19, página 290 de [12], temos que o isomorfismo dado
em iv), ou seja, ir, é tal que, se f(X) = X VÀ e  <j (U) então ir(f) =  U. Logo, como
cj (U) =  5 1, temos que ir(z) = U.
Como V  é unitário, pela proposição 1.26, segue que v definido por
v . Z  -> B(L2(S1)) . ,  ,e um homomorfismo de grupo.n V n
Falta apenas mostrar a relação de covariança para provarmos que (7r, v ) 
é uma representação covariante de (C(S'1), Z,a ) .
Pelo já  feito no exemplo 3.6, basta verificar a relação de covariança para
o caso n = 1, ou seja, basta verificar que V n ( f )V *  — n(a i ( f ) ) .  Primeiro, vamos 
demonstrar para polinómios da forma pn — ^T^anzn e depois para uma /  G C ( S x)
z£Z
qualquer.
Vejamos:
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Vn{pn)V* = V k { Z a nzn)V* = E  anVir{z)nV* =  Y , a nV U nV* & 
5 2 a ne - inBU nV V *  =  J 2 a ne~in6U n
Por ou tro  lado,
cti(pn) \z=  o n (Y ^anzn) |z= Y l an(e~idz )n =  Y ^ a ne - lnezn e po rtan to
n { d i { z ) )  =  7T (Y s anz~in6zn) =  J 2 ane~inex ( z n) =  Y ,  ane~inBU n =  V-K{pn)V *
Agora , seja /  E C ( 5 1). Então /  =  l im p n onde p n é um  po linóm io  da  
fo rm a ^  an2;n e a relação de covariança vale, pois:
V 7 r ( f ) V *  =  Vr7r(limjt)7j ) y *  =  lim  V7r(pn)V *  =  l im p a i  (;?„.)) =  7t(qíi ( / ) )
P o rtan to , (7r, -y) é uma representação covariante de (C (S11), Z , a ) e pela  
proposição 3.2, existe um a representação n  x  v de C ( S l ) x  Z  associada. Sabemos 
que Tc x  v é ta l que:
C ( S l ) x  Z  *4 “ B (L 2(5 1))
E  f t u t i-> E  *(ft)Vt = E  ttC /í)^4
Note que U ,V  £ Im(7r x  v) e que Im(7r x  v) Ç C *(U , V )  Ç B (L 2(5 1))
Então , como C * ( U ,V )  é a menor C *-a lgebra  que contém U  e V ,  se 
mostrarmos que Im(7r x u )  é uma C*-a lgebra, segue que Im(7r x  v) =  C * (U ,V ) .
Mas, pelo co ro lá rio  1.16 temos que Im(7r x  v) é um a C *-a lgebra  iso- 
metricam ente isom orfa  a
Logolm  ( , x T = C ? , V ) .
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Capítulo 4
0  Produto Cruzado por Ações 
Parciais de um Grupo D iscreto G e 
Exem plos
As noções de um sistema dinâmico e de um C*-sistema dinâmico, dadas 
no capítulo 2 podem ser generalizadas pela definição de Ação Parcial. Neste contexto 
mais geral, ainda é possível construir o produto cruzado de uma C*-algebra A  por 
um grupo discreto G. Vejamos como:
Definição 4.1. Uma Ação Parcial de um Grupo G em um conjunto Q, é um par 
9 =  ({At}íeG) {htjteg)> onde para cada t G G, A t é um subconjunto de ü  e ht : 
At-i —» A t é uma bijeção satisfazendo para todo t,s pertencentes ao grupo G:
1 Ae =  Q e he é a identidade em Q
ii ht (A t-i n A s) =  Ai n Aís
iii ht (hs(x)) = hts(x), x  G A s-i n  As-it-i
Se fi é um espaço topológico, precisamos que:
• cada A t seja um subconjunto aberto de Q
• ht seja um homeomorfismo de At-i em At
Sed  = ({Dt}teG, (a:t}íeG) é uma ação parcial de G em uma C*-algebra 
A é necessário que:
• Cada D t seja um ideal bilateral fechado de A
• a t seja um *-isomorfismo de D t-1 em Dt
Proposição 4.2. Seja 9 = ({At}teG> {h}teG) uma ação parcial. Então ht-1 =  
{ht) '1 Ví G G.
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D em o n stração :
Como 9 =  ({At}teG, {/ií}íEg) é ação parcial, temos que: 
ht-i (ht(x)) =  ht- i t (x) = he(x) = x  Va; G A t-i n  A t- i t , ou seja, para 
todo x  G A4-i D A e =  At-i 
E
ht(ht-i(x)) = htt - i(x) =  he(x) = x Vx G A t D A ^-i, ou seja, para 
todo x  G At n Ae =  At
■
Existe outra definição possível de ação parcial, e que em alguns casos 
é mais fácil de ser verificada. E o que nos diz a
P ro p o sição  4.3. 9 =  ({At}íeG, {ht} teG) é ação parcial se e somente se valem:
i) Ae = Q, e he é a identidade em Q
ii) h t o h s Ç hts (com os respectivos domínios)
D em o n stração :
Suponha que i) e ii) valem. Vamos mostrar que 9 =  ({A(}teG, {ht} íêg) 
é ação parcial.
Note que neste caso, a conclusão da proposição 4.2 vale.
i) Temos que o domínio de ht o hs = {x G As-i : hs(x) G At-i}
Mas, se hs(x) G A t-i então x  G h j 1(At-i) e portanto, 
dom (ht o hs) =  A s-i D /i7 1(At-i fl A s) =  h j 1(At-i fl A s).
Por hipótese, dom(/it o hs) Ç dom (hts) e então, /i~1(At-i fl As) Ç As-it-i . 
Assim,
/iJ^At-i n  As) C  As-i n  As-i t-i (4.1)
Fazendo a mudança de variáveis s_1 =  % e t~l =  j  temos que
hi (Aj  n A<-i) ç  Ai  n A ij
Falta mostrar que hs(A s-i Pl At) D A s fl A st
Por 4.1 temos que (At-i fl A s) Ç hs(As-i n  As-i(-i).
Fazendo s_1í _1 =  t' temos:
(A stf n AS)'Ç hs(As-i n  A*/)
Portanto hs(A s-i f l A t) =  A s n A st
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ii) Se x  G A s-i n  As- it-i então x  G dom(/it o hs) pois
hs(A s-1 n  A s- i t-i)  =  A s n At-i e portanto hs(x) G At-i =  dom(/ií)
Como ht o hs Ç /its temos que ht (hs(x)) = hts(x), x G A s-i n  As- it-i
Logo 0 =  ({At}t6G, { /ijteo ) é ação parcial.
A volta é bem mais curta. Vejamos:
Suponha que 6 =  ({At}íeG> {^t}teG) é ação parcial.
Basta mostra que ht o hs Ç /ifs
Já  sabemos que se x  G dom(/it o /is) então x  G A s-i fl h j l (At-i D A s). 
Como 9 = ({At}teG, {^t}teG) é ação parcial isto implica que
x  G A s-i fl As-i PI A s- i t-i Ç A s- it-i .= dom (hts).
Finalmente, se x  G dom (ht o hs) então x  G A s-i n  A s- i t-i e portanto 
ht (hs(x)) = hts(x) pois 6 = ({AJteG, (M ie c )  é aÇão paxcial.
■
/
E interessante notar que a proposição 2.7 ainda vale quando falamos 
em ações parciais, ou seja, dada uma ação parcial em X, existe ação parcial em C0(X) 
associada e reciprocamente, toda ação em C0(X) é proveniente de uma ação parcial 
em X. No restante desta dissertação só usaremos a primeira parte desta afirmação, 
e por isto só provaremos esta parte.
Exem plo 4.4. Dado uma ação parcial 9 =  ({A t}tGG) {^í}ígg) de G em um espaço 
topológico localmente compacto Q, seja Dt = { /  G Co(í2) : /  |a j=  0} < Co(íí) ou
seja, D t = Co(At) Agora, defina a t por: a * ' ^  ^  Temos que a t é 
ação parcial na C*-algebra Cq(Vl).
D em onstração:
Aqui vamos usar a definição 1.41 de D t-
Primeiro precisamos verificar se a t esta bem definida para todo t. Ou
seja, vamos mostrar que /  o h j l G D t Ví.
/o / i“ 1 é contínua em At pois é a composição de duas funções contínuas.
Então falta mostrar que lim f  o h ^ 1 = 0 .£ —>■00
De e > 0
Como /  G Co(At-i)  =  D t-i existe compacto K e Ç A t-i tal que
Vz G At-i \ K e, \ f ( x ) \ < e
Como ht é homeomorfismo, ht(Ke) é compacto em At.
Se y G At \  ht(Ke) então existe x  G A t-i \  K t tal que ht(x) =  y.
Assim | /  o h t 1(y)\ =  \ f  o h ; 1 (ht (x))\ = |/(x ) | <  e 
Então, lim /  o h ^ 1 — 0 (em At) e /  o h ^ 1 G Dtx—toe
Agora vamos mostrar que a t é ação parcial na C*-algebra Cq(CI)
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i) a t é isomorfismo.
Sejam / ,  g e  Dt-u  Então,
• Mf  ■ g) \ x =  (/ -g)° K l \ x =  (/ • g ) ( K \ x ) )  = f{fcl{x)) ■ g (h ;x{x)) = 
M f )  1« -Otig) |x= octif) ■ o>t (g) |x
• a t (/*) |x=  /* o ht 1 |x=  f*(ht x(x)) =  f ( h t \ x ) )  = a t ( f)  \x =  a t (f)* \x
• a t é claramente linear
• a t é injetor.
Seja /  6 Ker(azt) Então a t ( /)  \x— 0 Vx 6 At 
=> /  ° |x= 0 Vx e  A t 
^ f { h t 1(x )) = ® Vx 6 At
=> /(y )  =  0 Vy € At-i pois h t 1 é um homeomorfismo de At em A t-i 
Então /  =  0.
• a t é sobrejetor.
Seja g e  Dt
n r f  '■ A t-1 —y C Defina /  por , , ^x g o ht (x)
Procedendo analogamente ao feito quando demonstramos que a t esta bem 
definido, temos que /  € Dt- 1.
Como Oít{f)  =  j  o /í( o h t 1 =  g temos que a t é sobrejetor.
ii) Cada Dt é um ideal, pois pelo exercício 3 cap. 11 de [12] os ideais fechados de
C(f2) são da forma Ip — { /  6 C(Í2) : f  |f =  0} =  Co(X \  F)  onde F  é fechado.
iii) De = Co(fi) e a e = Id. em Co(n)
Como 0 — ({Aí}tGG, {^t}teG) é ação parcial, temos que Ae = Çl e he = Id. em 
Q.
Assim, De = { /  e.Co(íí) : /  Ug= 0} =  { /  e  C0{Q) : /  |0=  0} =  C0(Q) e
oie : Co (íi) —> Co (O)
/  f o h j l = f
Logo a e = Id. em Co(f2)
iv) a t (Dt-i PI D s) = Dt n  D ts
Pela proposição 1.49 temos que:
a t (C0(At-i)  n  C0(AS)) =  a t(C70(At-i n  A ts)) (4.2)
At S 1 A t-i D A f i  n A s 
Agora, note que estamos na seguinte situação: £) t 2$. j ) t
f f  ° K 1
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Então, podemos aplicar a proposição 1.50 e portanto, a expressão 4.2 é igual 
a:
^ ( ( V O - H V .  n A ,)) =  c„ (M A t-1 n A ,)) =
=  C0(A t n Ats) pois 9 =  ({At} í6G, {ht}teG) é ação parcial.
=  Co (Aí) n Co(Aís) pela proposição 1.49 
=  jDj n  Dts
v) ctt (aa(f) )  =  a u ( f )  V / € D s-1 n
Sabemos que D D s - i t - i  =  C0(A s-i D A„-it-i)  conforme definição 1.41 e a 
proposição 1.49.
Assim, para /  6 D s-1 n D s - it-i basta verificar a igualdade para x e  A s-i n 
A s- it-i. Temos que:
a t(as(f) )  |x=  a t f o h - 1 \x= f  o hs- ih t~i \x= f ( h s-y(ht-i{x)))  =
=  >W) pois (9 =  ({At}íeG, {/jt}t6G) é ação parcial
— &tS ( /)  |l
■
Como construir o produto cruzado neste ambiente mais geral? Começamos 
definindo uma espécie de h(G):
Definição 4.5. D a d o  a t  : D t - i  —> D t  u m a  a ç ã o  p a r c i a l ,  o n d e  D t  é  i d e a l  f e c h a d o  
d e  A ,  s e j a  C  =  {X)teG0<A '• a g e  D g e  E ísg  llasll < °°}  Ç /i(G ,A). P a r a  
a  =  (°í)íeG E  C  e  b  =  (bt ) teG  £ £  d e f i n a  a s  o p e r a ç õ e s  d e  m u l t i p l i c a ç ã o  e  c o n v o l u ç ã o  
p o r :
( a  * b ) j  =  X/tGG 
(a  ) 7 =  a 7 (a 7_ i)
Estas operações estão bem definidas??
o * b  esta bem definida?
i A série S t eG { ^ t ) b t - ^ )  converge V7 ?
Vejamos:
E te g IMí*í-i(aí)&í-i.7)||
=  EteG  HcKt- 1 (<Xt)6É- i-y|| pois como a t é *-isomorfismo podemos utilizar 1.14.
< E te o lK ^ K )!!!^ -^ !!
=  EteG II^IIIlV-^ll utilizando 1.14 novamente.
< E t6GM I N  < N I I | 6| | < ° o _
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ii (a * b ) 7  G D7?
Note que a t-i (at)bt- i7 G Dj-i D £)t- 17 pois Dt é ideal para todo t.
Como a t  é ação parcial, a t ( D t - i  n  D t - i 7) =  D t fl 
Logo «{(cüí-i (at)6t- i7) G D1 Ví. Ou seja, (a * fr)7 G £>7
iii (a * 6) G £?
E 7eG II (a * ^ 7 II =  E 7eG II EteG !7)II
<  E 7 E Él h - K ) V g i  <  E 7 E t l l° t l | | |& t - i7 ll 
=  E t  E 7  l |a t l l | |V > 7 ll =  E t  I N I  E 7  I I V i J  =  E t  Ikllll&ll 
=  Nlll&ll
a* esta bem definida? 
i i’ (a*)7 G £>7? Sim, pois (o*)7 =  Q!7 (o*_i) e a 7 é um isomorfismo de Dy-1 em D7. 
iii’ a *  G jC  ??
E7eG IKK-OII = E7£G IIK-OII = E7£g IIK-OII = INI <
Observação 4 . 6 .  D e  iii e  i i i’ t e m o s  q u e  | | a * 6 || <  | |a | | | |6 || e ||o*|| =  ||a|| 
Proposição 4 . 7 .  £  é  u m a  * - a l g e b r a  d e  B a n a c h  n o r m a d a .
D em onstração:
Pela observação acima, basta mostrar as propriedades algébricas:
i) Distributividade
(■a  +  b ) * c  =  a * c  +  b * c
(o * c +  b * c)7 =  E te o  ^ tí^ t-1 (®'t)Q~17) J j t 6g “ íC^t- 1 (^t)^t-17)
=  E í 6G “ «(“ t- 1 (°t  +  ôt)ct->7) =  ((a  +  6) * c ) 7
a * ( £ > + c )  =  a * ò  +  a * c
((2 * 6 + 0 * c) 7  =  J^teG ^ ( ^ t -1  (®t)^t-17 ) "t" X^tçG ^ t í^ t -1  (®,t)^t_17)
=  E t ç G  ^t (^ t- 1 ( o t ) ( b f - i y  +  Cj-i7)) (a * (6  +  c ) ) 7
ii) Associatividade do escalar k
k ( ü  *  b )  =  (/ca) * 6
( a c (o * 6 ) ) 7  =  / c E t e G 01^ 01* - ^ 0« ) ^ - 1^ ) =  E te G  Ot[«(at-» (at)&t-»7)]
= Et6Gat[(/CQ!t-I(0t))&t-17)] = Eteo ««(«É-1 (koí))ô*-i7)] = ((«o) * ô)7
Analogamente temos que («(o * ò))7 =  (o * («&))7
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iii) Associatividade.
(a * b) * c = a * (b * c)
Note que é suficiente demonstrarmos a associatividade para elementos da forma 
Para isto, precisamos do seguinte lema:
L em a 4.8. Se {«;} é uma aproximação da unidade para Dr~i e se ar e bs são 
elementos de D r e Ds respectivamente, então
(ar5r) * (bsSg) =  lim aTa r(uibs)Srs i
D em o n stração :
Observe que
(a r 6 r ) * ( b s õ s) =  a T ( o i T- i  ( a r ) b s ) 6 r s  =  \ i m a r ( ^ ar - i ( a r ) u i b s >j S TS =  l i m a ro;r (wj&s)5rs
Agora, sejam ar, bs e Cj elementos de Dr, D s e Dt respectivamente e seja {u*} 
é uma aproximação da unidade para Dr- 1. Então
(iarST * bs5s) * ct6t =  ( \ imarar(uibs)6rs) * ctôt = \ im a rs(^a~sl {ara r(uibs))ct^6rst
Observe que aTa T{uibs) G Drf]DTS e portanto a~g (ara T(uiba)) G D s- i n D s-ir-i. 
Se {uj} é uma aproximação da unidade para D s-\ C\Ds-ir-i então o lado direito 
da equação acima é igual a
lim lim a rs[ a “ 1 (aTa r(uibs))vjCt)Srst = lim lim ara r(uibs)ars(vjCt)5rst =  i j \  J i j
= lim lim arOir(uibs)ar (as(vjCt))õTSt = lim\imara r (uibsa s(vjCt))Srsti j  i j
=  lim lim aTa T (a s-i (Uibs)vjCt) ^  5rst
note que uibs G Dr- 1 í l ^ e  portanto a s-i(uibs) G Ds-\ fl Ds- ir-i. Assim o 
lado direito da equação acima é igual a
lim aTa r (a;s-> (Uibs)ct) )  Srst
Agora, suponha que bs = b'sb"s onde b's e b"s pertencem a Ds. Com isto, a 
expressão acima é igual a
lim a T ( a r-i (ar) a 8 (a*-i {uib's)as- 1 {b")ct)^ôrst
=  lim a r ( a r-i(ar)uib'sa s (as-i (6")ct) ^ rst
=  a r ( a r-i(ar)b'sa s(as-i(b")ct)^Srst = a r ^ar-i(ar)as(as-i(bs)ct)^ôrst
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Por outro lado,
o,rôr * (bsS8 ♦ Cj(5() == ar5r ♦ a s (ocs (&s)c()5sj — cxr c^xr—i (o,t^qís (ois- i (bg^ Ct^ J^  5TSt
Logo, mostramos que (arSr*bsSs) *Ctôt — arSr*(bsõs*ctõt) sempre que bs = b'sb”, 
onde b's e b"s pertencem a Ds.
Mas, pela proposição 1.21, o conjunto B =  {b 6 D s : b = b'b"} é denso em D s 
e portanto todo bs 6 Ds se escreve como bs =  lim&j onde G B.
Portanto (ar8r * bs8s) * Ctôt = (arST * lim6j<5s) * Ctõt = lim(arí r * biõs) * q  =  
lim ar5r * (biSs * ct) =  aTSr * (bs6s * ctót)
iv) (kü)* = ita*
(kü*)7 =  k (ü*)7 =  7ca7(a*_i) =  cc7(Ãía*_i) =  o;7 (/ca7- i)*  =  (na)*
v) a*" =  a
(a*)t =  a t((a * )t*- 0  =  a t [{at^{a*t ))*} =  a ^ - i « ^ ) * ) ]  =  at
vi) (o +  b)* =  a* + b*
(a* +  b*)t =  (a*)í +  (b*)t =  a t{at-i) +  =  a t(at-1 +  ^t- 0
=  ^ ((g í- i  +  bt-i)*) = a t ((a +  b)*_i) =  (a +  &)£
vii) (a * &)* = b* * a*
(a * &)* =  a 7((a * &)7- 1*) =  a 7[ { £ teG o>t(at- i(a t)bt- i7-i)}*}
= ^[SíeG a t ( t^-1 (at)^ t-17-1)] =  a t { b t~ l 7 - 1 oí^ -i (cit ))]
=  XvieG <^t~1(at ))]
=  E t e G ^ i ^ í - ^ - 1*01«-1!^*))] p ° is ® =  ({AJteGi (fiJteG) é ação parcial e 
b^ — 17— i Qít-i(ot ) £ Df—i ri ■D(7t)"i
Por outro lado,
(6* * a )7 =  X^ígg ((^ ) t ) ( a  ) í— 17 ]
=  SteG  [oít(^t_1 )]o;t- 17(®7-1t )} (1)
Fazendo 7 ~1t = s temos que
(!)=  E se G ^ r* ^ « -^ -1*“ »-1 (“»*))] =  ( ° * &)7
■
Ainda, £  é completo, e a demonstração se faz de modo análogo ao feito 
na proposição 2.13.
Definição 4.9. O P roduto  Cruzado de A por G pela ação a, denotado por A x aG 
é a C*-algebra envolvente de C.
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Como sempre, estamos interessados em representar o produto cruzado 
em algum B(H). Para isto definiremos uma representação em C e depois a estender­
emos para o produto cruzado pela propriedade universal 1 .11.
Vamos então demonstrar a:
P ro p o sição  4.10. C tem uma representação injetora (regular).
D em o n stração :
Seja 7T : A —^ B(H) uma representação injetora de A. (existe conforme
[12], página 338, cap. 12). Podemos então considerar A Ç B(H)
Queremos achar uma representação para C.
Procedendo analogamente ao feito no capítulo 2 teríamos, para a G A:
e 9
/•• \
ir (a) =  — e- 
-9~
7r(o)
V /
H.
e A : G ^  B ( 0 H )  definido por (\h{Q)g =  Çh-ig para h G G 
Lembre do capítulo 2, que ® H é  uma notação para 0 H 5 onde H
S6G
9 —
Assim para x = Yhak^k £ £  gostaríamos de definir (n x X)(x) por
^7r(ofc)Afc
Porém, afc G Dk e na definição de jf(a^) temos 7r(o:g-i (ofc)) que não 
esta bem definido.
Como proceder??
Uma vez que 7roo;g-i é representação de Dg, pela prop. 1.34, existe 7vg 
uma representação da C*-algebra A em B(H) que estende n o a g- i ,  ou seja, que faz
o diagrama abaixo comutar.
Dn Dg-> -  "JB(H)
(4.3)
A
Definamos então, [7r(a)(£)L por 7r9(a)£s, onde £ G B (0 H ) .  
Portanto a matriz de fr (a) é dada por:
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k7f(a) —e—
- 9 -
- k -
ir{a)
ng(a)
7Tfc(o)
V
Observe que De = A  e a e = Id, logo tte(a) = 7r(a). Ainda, para 
a,g G Dg temos que 7r9(a9) =  7r(a;9- i(a 9)).
Utilizando o mesmo A do capítulo 2, ou seja, A : G —> B ( 0  H) definido 
por [A/j^Jg =  para h G G, podemos definir (jr x A)(a), onde a G C.
7f x A : £  -> B(H)
E a A  i—> E ^ ( as)Ag
Qual a matriz de (ff x A)(a), onde a =  E 09V ?
Vejamos como é a coordenada g de (ff x A)(a)(£) onde £ é um vetor de
[(tt x  A)(a)(£)]9 =  [ (E te G ^ (at)Aí ) ( í ) ] 9 =  [ E t ^ a O M O L
=  E t ^ ^ A t í O l s  =  E í ^ K M M O L
=  E í  7rff(aí)^í“1s fazendo í -1# =  s temos:
=  E s  'Kgfags-l)^
Assim a coordenada g, s de (ff x A) (a) é 7r9(a9S-i) e a matriz de (ff x A)(a)
é dada por:
( ■ .
s 1 e s
: \
- 9  l~ ^  g~1 i.^g~l s) 7rg~1 (^s-1) TTg- 1 (as_1s_1)
—e— 7T (as) 7T (ae) 7r(os-i)
- 9 -
\  :
7Tg ( ü g s - 1 )
■ /
Agora vamos mostrar que (ff x  A) é uma representação injetora de C.
i) (ff x A) esta bem definida? Ou seja, ( í  x A) G B (0 H )?
Para a = E  agõg temos que
||7f x A(Ea<A)ll =  II E 7r(«s)As || <  EIK(Ofl)lll|Afl||
^  E  IKII pois Tf é representação e A é unitário.
== IMI £
ii) E claramente linear.
iii) é multiplicativa?
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Como (fr x À) é linear, basta mostrar que (ff x À) é multiplicativa para elementos 
da forma ak5k
Assim, é interessante notar que
k~l k~lg
ff x A(ak6k) = - e -  
- 9 ~
7T (Ofc)
7T9(Ofc)
V
\
■■■ /
Queremos mostrar que ((fr x A)(flj<5j)) ((ff x À)(cifc5fe)) |ç= ff x À(ajôjdkôk) |ç
Sabemos que (aj5j)(ak5k) =  aj(aj- i(a^a^õjk -  Chamando a segunda parte 
desta igualdade de d, a,j5j de 6 e ak5k de c, temos que mostrar que:
(ff x A) (6) (ff x A)(c) |ç=  (ff x A) (d) |ç
Assim, temos:
((ff x A)(6)) ((ff x A)(c))(f) =  ((ff x A)(6)) [(ff x A)(c)(f)] =
((ff x À)(b))
(
E s  ^g^gs-1) ^  I~9 (4.4)
\
Agora, cflS-i ^  0 gs 1 = k <=3- s = k lg e portanto o vetor em 4.4 é igual 
a
/
((ff x A)(b))
\
'Kg (^ fc)£ife_19 (4.5)
Chamando ,Kg{ak)^k-'íg de £ temos que o vetor em 4.5 é igual a
V
/
(fr x A)(&)(£) = Yls^gftgs-1) ^  \ 9 (4.6)
V
Agora, como bgs-1 ^  0 <£=>■ 55 — j  -$=>• s =  j  5 temos que a equação em 
4.6 é igual a
/  : \  /  :
'Kg(aj)C•3~lg - 9 -  =
/
7rg ( ° j)7rj -1fl(0fc)£fc~1j -1S r 5 "V
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Por outro lado,
(
(7f x A)(d) |{=  E s  -9 (4.7)
V /
Mas, G?gs- i 7^  0 gs 1 =  j k  ■<=>• s =  A: 1j  ^  e então a equação em 4.7 é 
igual a
Assim, obtemos o resultado desejado se provarmos o seguinte lema:
L em a 4.11. ng{aj)Trj-ig(ak) = TTg[aj(aj-i(aj)ak)] ou
'Kg{pj) lXj- lg{Ck) = f t g ( d j k )
D em o n stração :
Lembre que 7r9 é extensão de 7toq;9-i tal que o diagrama 4.3 comuta. Ainda, se 
7T : D g-1 —»■ B(H) é degenerada, então, na linguagem do prop 1.34 H =  Hi 0  H0
Seja Pg a projeção em Hf. Pelo lema 1.32 sabemos que 7r(uf) -» Pg fortemente, 
onde {uf} é uma aproximação da unidade para D g- 1. Então
L em a 4.12. 7rg(a)Pg =  7rg(a) =  Pg7rg(a) Va G A.
D e m o n s tra ç ã o :
Note que
* g (a) p g(v) =  * ( u i ) v )Z—>00
=  lim 7T(ati?) lim 7r(uf)v conforme a definição de 7rg no prop 1.34
j  —y oo J i —¥oo
=  lim lim 7r(atifuf)u
j —±OQ Í—tOO J
=  lim 7r(aUj)v pois cmf G jDo- 1 j —¥00 J J
= Kg(a)v 
e por outro lado,
V
/ \  / 
/ V
e 7rg(a)(<^o) =  0 V£ G H0.
Seja Hf =  span{ir(a)v : a G Dg- i , v  G H}
Note que não é necessário considerar Hf =  span{nag-i(a)v : a G Dg,v  G H}  
pois a g-i é um isomorfismo de D g em Dg- \ , o que implica que Hf ~  Hf.
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BL em a 4.13. ^ (u )^  ^ b j ) ^ j - \ g(ck) =  n(u)irg(djk) para u G Dg- 1 
Seja /  G A. Então,
n(uM f )  = 7rK - 1(°;9(U))]7r9( /)  =  ^gMu))7Tg(f)  = 7Tg(ag(u)f)
= 7r(o!g-i (ag(u)f))  pois a g(u)f  G Dg 
Logo,
7r(u)7Tg(f) =  7r(a9- i ( a g(« )/))  V / G A (4.8)
Assim, usando a igualdade acima, temos que
7r(w)7r(djfc) =  7r(u)7r(aj[a!j-i(aj)afc]) = 7r(ag-i[ag(u)aj(aj-i  (aj)ak)])
Por outro lado,
7 r ( u )7 Tg ( b j )7rj - i g ( c k )  =  n ( u ) 7 r g ( a j ) 7 r j - i g ( a k )  =  'K{otg - i [ a g ( u ) a j ) ) v j - i g { a k )
Note que a g{u)aj G Dg D Dj. Logo, como ag-i ê ação parcial, a g-i [ag(u)aj] G 
D g-1 D Ç Dg-i. Assim, usando 4.8 com a g-i[ag(u)aj] no lugar de u e
j ~ lg no lugar de g temos que o lado direito da equação acima é igual a
ir(o!g-ij{(Xj-ig[cxg-i (tyg{u)aj)]ak})
e, como o produto é associativo, temos que TT(ag-i[ag(u)aj(aj-i (aj)ak)]) =
'K(a.g-lj{oíj-ig[(X9-l (c*g(M)cij)]cZfc})
B
Finalmente, podemos demonstrar que ng(bj)Ttj-ig(ck) =  Kg(djk)
Seja {uí} uma aproximação da unidade para D g- 1.
Então, por 4.13
7T (tx*)7rs (6j)tTj-ip (cjfc) =  7r(Ui)7Tg(djk)
=3- lim 7T(iti)7rg(6,-)7rJ--io(cfc) =  lim TT(ui)irg(djk)
Í-¥ OO l->00
=» Pg^g{bj)^j-yg{ck) =  PgKgidjk) por 1.32 
ngib^nj-igfck) =  7Tg(djk) utilizando 4.12
f l
Precisamos de mais um lema:
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iv) Satisfaz a propriedade da involução, ou seja, (ff x A)(a*) =  ((ff x A)(a))*
Basta mostrar para elementos da forma akôk pois:
(ff x A)[(5^0fc5fc)*] =  7T x AE(ofcífc)*] =  x A[(afc5fc)*]
=  E [ ^  x A(ofcífc)]* =  E #  x A(afc5fc)]* =  [ff x A(^Ofcífc)]* (
Lembre que (akSk)* = a k-i(a*k)5k-i 
Agora,
[ff x A(ofc5/;)] — (ff(ofc)Afc) \ k-i j f(ci^) A^-iff(fljj.)
Por outro lado,
ff x A[(afc5fc)*] =  ff x A(ajfc-i(oí)ífc-i) =  ff(a*-i(a£))Afc-i
Assim, para obtermos o resultado desejado, basta mostrar que
7r(o!fc- i(a fc)) =  Afc- i 7r(afc)Afc Vafc G Dk (4.9)
Denotaremos os vetores ( 6 0 H  que são zero em todas as coordenadas, exceto 
na coordenada g, onde valem x, por xõg.
Como o span{a;5fl : x  G H} é denso em © H , é suficiente mostrar a igualdade 
4.9 para os vetores da forma x5g.
Vejamos,
7r(ak-i(ak))xõg = [7rg(ak-i{ak))x}ôg
Agora, note que (Ak(xôg))j =  (x5g)k-ij,  e como (xôg)k-ij í  0 <=> k~lj  =  g <=> 
j  = kg, temos que Xk(xôg) = xôkg.
Portanto,
Xk-iTr(ak)Xk{xôg) = Xk- in  (ak)(xôkg) = Xk-i[7rkg(ak)x]Skg = (n kg(ak)x)5g
Então, para obtermos a igualdade 4.9 é suficiente mostrar que:
TTfcffíojt) =  ng(ak-i(ak))-, ak G Dk (4.10)
Seja {w;} aproximação da unidade para Dk D Dkg
irkg(ak) = lim irkg(viak) l—»00
=  lim ir(ag- ik-i(viak)) pela proposição 1.36.z—>00
=  lim ir(ag- \a k-i(viak)) pois a  é ação parcial.I—>00
=  lim irg(ak-i(vi(ik)) pois ak G D k n  D kg =>■ a k-\(viak) G D k- 1 n  D g Í-+00
=  lim irg(ak-i(vi)ak-i(ak)) í->00
=  7rg(ak-i (ak)) pois a k-i(vi) é aproximação da unidade para D k- 1, Dk D 
D kg Dk-i D Dg
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v) é injetora. Análogo ao feito na proposição 3.4.
4.1 E xem plos de Produtos Cruzados por A ções 
Parciais
Depois de demonstrações como a da seção anterior, nada como alguns
exemplos:
E xem plo  4.14. Seja X um espaço topológico consistindo de n  pontos, digamos X =  
{1,2, . .,n},  seja G o grupo dos inteiros e A a C*-algebra C(X). Se A_7- =  {i £ X :
i +  j  £ X} e hj(i) = i +  j  então 9 =  ({At}í6Gj {/ií}í€g) é ação parcial. Quem é 
A x aG onde a  é a ação parcial proveniente da ação 9?
D em o n stração :
Primeiro vamos mostrar que 9 =  ({ Aí}í6g> {ht}tçG) é ação parcial.
•  É claro que A j é aberto e hj é homeomorfismo de A^-i em Aj. Também é fácil 
ver que Ao =  X e /ío =  Id.
• h j { A - j  n A j) = Aj- n A j+l 
Seja y  € h j (A - j  n  A;).
Então y =  h j(x ) =  x + j  onde x  £ A _j D A;. Agora, y — j  =  x + j  — j  — x £ X 
logo y £ A j  e y — (j +  í) = x + j  — j  — l = x  — l £ X  pois x  £ Aj. Assim, 
y e  A j+l
Por outro lado, seja x  £ Aj D Aj+i.
Tome y — x — j .  Então x  =  hj{x) e y £ A_j D pois y +  j i = a ; £ X e  
y — l =  x — j  — l e X  pois x  £ A j +l.
• hi(hj(x)) =  hi+j(x), x £ A_j n  A_j_j 
É claro.
Assim, mostramos que 0 =  ({At}teG, {^t}íeg) é ação parcial.
Quem são os Aj?
A 0 =  X
A]_ =  {í £ X : 2 — l £  X} =  { 2 , . . . ,  ti} A_i =  {i £ X : i +  1 e  X} =  -[1 ,..., n  — 1} 
A 2 =  { 3 , . . . ,  n} A _2 =  {1, . . . ,  n — 2}
A » -i =  {n }  A _ („_ i) = {1}
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Ainda, Dj = Co(Aj) — C ^ l  e C =  Note que Aj =  0 se
je z
| j | > n - l .
Temos então, que adimensão de C é n + ( n — 1) +  .. . +  l  +  (n —1) +  .. . +  1 
=  (1 +  n ) |  +  (1 +  n ) |  — n  =  (1 +  n)n — n  =  n2.
Logo, C (X) x Z =  £ , pois para encontrarmos o produto cruzado, que 
nada mais é do que a C*-algebra envolvente de £ , não será necessário completar L  
com a norma ||| • |||, uma vez que todo espaço de dimensão finita é completo.
Um elemento a E C é da forma a_(„_i)<5_(n_ i) +  . . .  +  o_ i5_ ! +  a050 +  
cti^ i +  . . . +  an_i<5n_ i onde q,í E C(Aj).
Temos o seguinte isomorfismo:
g : C, —> Mn(C)
(  «o ° - i  aL(7l_ i)\
a\ ay_ l
of
onde, por exemplo, a* é o valor da função aj no ponto i G  A).
A única propriedade de isomorfismo que necessita de demonstração é 
a multiplicação.
Como g é linear, basta mostrar que g é multiplicativa para elementos 
da forma akSk.
Note que Va E Dk a =  onde a ( i)  E C e 1; é a função
característica do ponto i, e assim, se mostrarmos que
g{lxôkl ySi) = g ( lxSk)g{ly6i), x  e  A k, y E A, (4.11)
temos o resultado desejado, pois:
g(aôkb5i) =  g ( ^ 2  a(i)liõk ^  H j ^ A )  
ie A fc je a ,
=  E  a^ l iSkb i f i l jS i )
ie je A ;
=  ? E  a{i)b(j)g(li6klj6i) 
ieAkjeAt
a{i)b(j)g(liSk)g{lj6i)
ieAkjeA.t
= £ £
ie A fc ieA ,
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=  g{a(i)U5k) ] T  9 ( K j ) h 5i)
= g(aõk)g(bôi)
Então, vamos mostrar 4.11.
Primeiro vamos calcular l xSkly6y.
Aqui, o símbolo [x = y] se refere a função boleana que é 1 quando 
x — y e O s e x ^ y
Porem,afc (lx) |^ ÊAfc_i=  ° hk \z= lx(^fc^)) — lx(^ "t- z)
=  [x =  k +  z] =  [x -  k  =  z] =  1 x-k{z)
Assim,
a ^ { l x) = l x. k (4.12)
E portanto l x5kl y5y = a k( l x- kl y)8k+i = [ x -  k = y]ak( ly)5k+i 
= [ x - k  = y]ly+k6k+i usando 4.12 
=  [x = y + k]ly+k6k+i = [x =  y + k]lx5k+i
Por outro lado,
gfixõk) =  &ij ou seja a matriz que tem o 1 como única coordenada não 
nula, na posição i j.  Note que este 1 tem que estar na diagonal k, logo i — j  — k. 
Ainda, 1 é o x-ésimo elemento da diagonal, logo i =  x.
Também, g( lySi) =  onde i' — j '  =  l e i! =  y.
Sabemos que
Cl'j' [j — í ]Cy' (4.13)
Aonde esta o 1 de e^?
Temos que i  — j  — k e i' — f  = l. Somando estas duas equações e 
lembrando que neste caso j  = i ',  temos que i — f  =  k +  l. Ainda, como i  =  x  temos 
que 1 é o x-ésimo elemento da diagonal k + l de eif.  Assim, o lado direito da equação 
4.13 é igual a
g{[i - k  = y]lx5k+i) = g{[x - k  = y]lx6k+i) = g([x = y + k]lx6k+i)
E portanto 4.11 esta demonstrado.
Finalmente, temos C(X) x G = £  =  Mn(C)
E x em p lo  4.15. O Hodômetro.
Sejam X j = {0,1} Vi e N. Considere X  = J J X j = ]^ [{0 ,1}, com a
ieN N
topologia produto.
Note que os elementos de X  são da forma x — ( x i , . . . ,  x n, . . .) onde 
Xi =  0 ou Xi =  1.
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Lembre que a topologia produto é a topologia inicial tal que as pro- 
p.
jeções Pj : X -4- Xj são contínuas.
Definamos h : X —> X ,onde h((x i, x2, ■■■))& definida de forma que na 
primeira coordenada que aparece um zero é colocado 1 no seu lugar e 0 a esquerda 
desta coordenada. O resto é mantido. De forma mais precisa, dado x  G X, x — 
( x i , . . . ,  xn, . . .) ,  seja i =  m in{z: Xi = 0}. Então,
, J ?  J < Z  . h(x) = (0 , . . . ,  0 , l , x í+1, . . . )
h(x)j =  < 1 j  = i ou seja, i - i
[xj- j  > i 
Por exemplo:
MO, 0,1,0,0,1,...) = (1,0,1,0,0,1,.,.) M i,1 , 1 ,o,o,...) = (0 ,0, o ,i,o ,...)
Note que h age como um hodômetro de carro. Porém não como um 
hodômetro usual, e sim um hodômetro binário e infinito. Observe que cada iteração 
de h significa uma unidade de distância percorrida.
Agora, note que não podemos aplicar h para o ponto (1, 1, 1, 1, . . . )  
onde todas as coordenadas são 1. Então, h é definida em
h- .x \ { (  1,1,1, . . .) }—*► X \  {(0,0,0,. . .)}
Definamos então hn = hn = h o h o . . . h e  A_n como o domínio de hn.
Note que
A_! =  X \  { (1 ,1 ,1 ,...)}  =  X \  {(0,0,0 , . . .) }
A _2 =  X \  { (1 ,1 ,1 ,...) , (0 ,1 ,1 ,1 ,...)}  A2 =  X \  { (0 ,0 ,0 ,...) , (1 ,0 ,0 ,...)}
A _3 =  X \{ ( 1 , . . . ) ,  (0 ,1 ,1 ,...) , (1 ,0 ,1 ,1 ,...)}  A3 =  X \{ ( 0 , . . . ) , ( 1 ,0 , . . . ) , ( 0 ,1 ,0 ,0 ,...)}
Será que h é um homeomorfismo? Será uma ação parcial?
Sim, e a provas destes fatos são casos particulares das seguintes proposições:
P ro p o sição  4.16. Sejam X =  J J X j  =  ]^[{0 ,1}, com a topologia produto e f  :
i e  n N
U Ç X —» X  uma função tal que Vx 6 U V n G N, existe m  tal que a enésima 
coordenada de f ( x ) só depende das m  primeiras coordenadas de x, ou seja, Vx' G X 
tal que x\ =  x. Vi =  1 , . . . ,  m  vale que f ( x ) n = f ( x ' ) n. Então f  é contínua.
D em o n stração :
Queremos mostrar que dada uma vizinhança V  de /(x ) , existe uma 
vizinhança U de x tal que /(x )  G V  Vx G U.
Seja V  um aberto que contem /(x ).
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Se Pk são as projeções em X k, então, por [15], pág. 243 sabemos que 
os abertos em X são da forma Bi, onde Bi =  n J=i...ípir 1(í7iJ.), ou ainda, Bi =
iei
Uix x . . .  Uit x Xj,  onde Uik são abertos em X k 
j&k
Em particular, V  é da forma acima e como f ( x ) G V,  existe io tal 
que f ( x )  G B io. Sem perda de generalidade, a partir de agora, vamos supor que
v  =  n  j ^ p j ^ U j ) .
Agora, note que os abertos em Xk são o espaço todo, o vazio, e os 
conjuntos {0} e {1}. Assim, se algum Uj for o espaço todo ou o vazio, a parcela 
p j l (Uj) pode ser descartada de V.
Portanto, V  consiste na ^j=i...gp~jl {Uj) =  Ui x . . .  Ug x  ]^[X*, onde
Uj = {0} ou Uj = {1}.
Mas f ( x ) G V,  portanto Pi( f(x )) G Ui para i = 1. .  .g.
Assim, Ut =  í  <°} S e / =  °
\ { 1} s ef(x)i  = 1
Finalmente, podemos dizer que V  = {y 6 X  : yi =  f (x) i ,  para i =
1 . . .g } .
Agora, para cada i =  1 .. .g, escolha rrij satisfazendo a hipótese, ou 
seja, W  G X tal que x'n = xn Vn =  1 , . . . ,  rrii vale que /(x ) ;  =  f{x')i.
Seja M  =  m ax{m i,. . .  , m g}.
Considere Q = {x' : x'n = x n Vn = 1 . . .  M}.
Pelo que já  foi feito, é fácil ver que Q é aberto, e Q contem x.
Ainda, se x' G Q então f(x' )i  =  f (x ) i  Vi =  1 . . .  <7 .
Portanto f (x ' )  G V  e / é  contínua.
Dados X um espaço localmente compacto, U e V  abertos contidos 
em X e h : U —> V,  um homeomorfismo, a proposição abaixo nos da uma forma 
de encontrar uma ação parcial proveniente de h. Com isto, podemos encontrar 
muitos exemplos de ações parciais. Em particular, a demonstração de que 9 = 
({At}tei, {ht}tez) é ação parcial no exemplo 4.14 segue facilmente desta proposição.
P ro p o sição  4.17. Sejam X um espaço localmente compacto, U e V  subconjuntos 
abertos de X  e h : U —> V , um homeomorfismo. Defina A_n =  dom(hn) e hn : 
A_n ^  An por hn. Então 9 =  ({At}teZ, {ht} tez) é ação parcial.
D em o n s tra çã o :
Primeiro vamos mostrar que An é aberto para todo n por indução. 
Para n = 0, Ao =  dom(Id.) =  X que é aberto.
Suponha que A_n é aberto (hipótese de indução).
Temos que A_(n+i) =  {x G A_n : hn(x) G U}, pois hn+l =  h(hn). 
Como hn : A_n -¥ X  é fácil ver que A_(n+1) =  (/z71)-1^ ) .
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Portanto A_(n+i) é aberto relativo a A_n. Mas por hipótese, A_„ é 
aberto em X, logo A_(n+i) também é aberto em X.
É claro que hn é homeomorfismo de A_n em An.
Para mostrar que 9 =  ({At}tez, {ht} t& ) é ação parcial, vamos usar a 
proposição 4.3 e mostrar que hn o hm Ç hn+m.
Seja x  G dom(/i7l o hm). Então, hn o hm(x) esta bem definida.
Vamos dividir a demonstração em vários casos:
i) n , m  > 0
h o . . .  o h h  o . . .  o h(x)  , , *
Note que hn o hm(x) — hn o hm(x) = -----v----- ---- v----- =  hn+m(x)
n x  m x
ii) n, m  < 0
^ _1 ° ■ • • ° h~l h-1 o . . .  o h~l (x) , .Note que hn o hm(x) = '-------- v--------/ --------^ '  =  /i n^+mV3;)
—n x  —m x
= hn+m(x)
iii) n > 0, m  < 0
h o . . .  o h h~l o . . .  o h r l (x) , „ v
Note que hn o hm(x) = '----- ------ ' '-------- --------- ’ =  hn+m(x)
n x  —m x
iv) n  <  0, m  > 0
Análogo ao caso anterior.
Assim, em todos os casos, hn+m(x) esta bem definido, e portanto hn o hm Ç hn+m -
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Capítulo 5
Propriedades de Cq(X) x a G, onde a 
é proveniente de uma ação parcial 
em X
Dada uma ação parcial em X, pelo exemplo 4.4, sabemos que existe 
uma ação parcial a  em Co(X) associada. Gostaríamos de encontrar alguns resultados 
sobre o produto cruzado de C0(X) por a. Porém, só conseguimos encontrar resultados 
para uma espécie de produto cruzado reduzido, que vamos definir agora.
Se 9 =  ( { D t } t e G ,  {<^í } í £g ) é uma ação parcial.de G em uma C*-algebra 
A, então pela proposição 4.10 temos uma representação 7rx  A de £  em B (0 H ) .  Logo, 
pela propriedade universal 1.11 existe único homomorfismo ip : A x G —> B ( 0 H )  
que faz o diagrama abaixo comutar.
/. (ff x A)
A x ó "
Observação 5.1. Apesar de (ff x  A) ser injetor, não é necessário que <p seja injetor.
Observação 5.2. Na demonstração da proposição 4-10 utilizamos o fato de A ter 
uma representação injetora ix. Neste capítulo, consideraremos A como uma sub- 
algebra de B(H), e não faremos distinção entre um elemento a 6 A e 7r(a) e  B(H).
Definição 5.3. O P roduto  Cruzado Reduzido, denotado por A x r G, é:
A  x r G =  (ff x A)(£)
Para a demonstração dos resultados obtidos no final deste capítulo, é 
essencial definirmos uma ’’esperança condicional” . Vejamos:
D efinição 5.4. A  Esperança Condicional E
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Na verdade, vamos definir uma esperança condicional E  no produto 
cruzado A x G e outra, Er, no produto cruzado reduzido A xir G. Para isto, considere
r
A x G —^  B(®HS) B(He)
a i------------- - <f(a) i------- - 6ee(<p(a))
onde See(cp(a)) é a coordenada ee da matriz de <p{a).
Definimos E T em A x r G por 5ee |a*,.g e E  em A x G por E r o (p.
Note que cp(a) e  A x r G para todo a em A x G.
Observando a matriz de (ff x A) (a) na proposição 4.10, temos que Er 
age da seguinte forma em (ff x A)(£) Ç A x r G:
A x r G -> A =  B(H)
f f x A ( E s ^ s )  ^  7r(ae) =  ae
Note também que E  age da seguinte forma em C:
A x G -> A =  B(H)
'y 1 ^g^g *  ^ 7r(Ge) — (Zg
■
O bservação  5.5. Note que E  e E r são contrativos.
O bservação  5.6. Para grupos abelianos discretos, E  também pode ser construído a 
partir de uma forma integral. Isto será feito no apêndice.
É interessante saber se Er é fiel, ou seja, se Er(x*x) =  0 implica que 
x = 0. A resposta é sim, mas para demonstrarmos isto precisamos do seguinte lema:
L em a 5.7. Seja T  6 B(©H) tal que T  > 0 e Tgg = 0 Mg e  G. Então T  = 0.
D em o n stração :
Faremos a demonstração para o caso 2x2. O caso geral é análogo. 
Note que
/ ( ? « ,  T,h\ n , \  ( í , \ \ ^ / ( T , g( Q + T A í i , ) \  f ( A \  =
\  vT . T hK)  \ f r )  ' \ í „ )  /  \  +  T M )  ’ \ í „) /
=  (Tgk(ík), Q  + ( n „ ( Q , ( h) > 0 V ( I )  pois T > 0 e T „  =  C V j e
G.
Chame (Tgh(Çh),Çg) de a, e (Thg{Q ,Çh) de b.
Assim, para & :=  iÇh, temos que ia —ib > 0 e para Çg := i£g temos que
—ia + ib>  0.
Portanto, ia >  ib >  ia, logo, ia = ib =>■ a = b.
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Então, como a  +  b >  0 V&, £9 e a  =  b temos que a  >  0 V ^, £9, ou
seja,
(TghfaUg)  > 0  V&, (5.1)
Porém, 5.1 também vale para —Çh e portanto (Tgh(Çh) , Çg) > 0 V ^, £g,
o que implica que Tgh = 0.
Analogamente se prova que Thg =  0.
■
P ro p o sição  5.8. E r é fiel em A x r G; ou seja, Er(x*x) = 0 implica que x  =  0. 
D em o n stração :
acima segue.
Se T  G A x r G então T  =  liml* onde 7* G ff x A(£) e portanto
7r?(^ee) =  0 V^. Logo, pelo lema 5.7, segue que T  =  0, e Er é fiel.
■
O bservação  5.9. Em  A x G, E  não precisa ser fiel. Na verdade, E  é fiel se e 
somente se ip é injetora.
D em o n stração :
Observe que E(x*x) =  ET(cp(x*x)) = Er ((p(x)*(p(x)) e como E r é fiel 
temos que E{x*x)  =  0 se e somente se cp(x) =  0
■
P ro p o sição  5.10. |K<y9||Ax,.G =  ||o9í s ||axg =  II%!!
Primeiro vamos mostrar que Tgg =  7rg(Tee) VT G A x r G.
Se T  € (ff x A) (£), lembrando da matriz de T  dada em 4.10, o resultado
Tgg =  lim(Tj)99 =  lim 7rg((Tj)ee) =  7rg(lim(T;)ee) =  7rg(Tee)
Agora, podemos demonstrar que Er é fiel.
Seja T  G A x r G, T > 0. (lembre que x*x > 0)
Se E t(T) =  0, então Tee = Er(T) =  0 e pelo provado acima Tgg
Primeiro vamos mostrar a proposição para o caso em que g = e, ou
seja, vamos mostrar que
||(7T X A)(ae£e) ||AxrG =  ||ae|| =  Hfle^elUxG
Lembre que a matriz de (ff x A)(aeóe) é dada por
e 9
/• .
- e -  7T (oe)
- 9 -
\
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Pela proposição 1.23, ||(ff x À)(ae5e)|| =  sup ||((ff x À)(aeóe))S9||
=  sup ||7TS(ae)|| < ||ae|| Vg e como ||7r(oe)|| =  ||ae||, temos que ||(7f x 
A )(aA )|| =  ||ac||.
Agora, ||ae5e||AxG =  sup{||7r(ae(5e)|| : 7r é representação de £} <
— ||®e^ e|| == ||®e||-
Mas, ( í  x A) é representação de £ , e ||7f x A(ae<Je)|| =  11ae11.
Logo, ||ae5e||AxG =  ||ae||
Agora estamos em condições de demonstrar a proposição. Note que:
IK < y 2 =  ll(oA X aA )*ll =
=  =  \\aga*g6e\\
=  ||aga*|| pelo feito acima para o caso g =  e 
12l%l
Seja a  a ação proveniente de uma ação parcial 6 =  ({Af}ÍGG, {^t}íeG) 
em um espaço localmente compacto de Hausdorff conforme o exemplo 4.4, ou seja,
n  -  r  (A } p at : ■°í_1 Dt Dt - C 0(At) e  f  ^  f o h -1
Queremos encontrar propriedades de Co(X) x r G a partir de pro­
priedades da ação parcial 9 =  ({At}t£G> {^í}teG)- Uma das propriedades de 6 em 
que estamos interessados é quando ela é topologicamente livre ou não.
D efinição 5.11. A ação parcial 6 é T opo log icam ente  liv re  se, Ví 6 G \  {e} o
conjunto Ft {x  G A t-i : ht(x) = x } tem interior vazio.
O bservação  5.12. Ft pode não ser fechado em relação a X, porém é fechado relativo 
a A t- i . Ainda, Ft =  Ft-1
D em o n stração :
Por exemplo, se ht =  Id. então Ft =  At-i que não precisa ser fechado. 
Agora, seja Xj G Ft tal que Xi —> x  G At-i. Então ht (xi) —> ht (x) e 
ht(xi) =  Xi —> x. Logo ht(x) =  x:
Claramente Ft =  Ft- 1.
P ro p o sição  5.13. A ação parcial 6 em X é topologicamente livre se e somente se
n
para todo subconjunto finito { t i , t 2, ...,tn} de G\{e}, o conjunto Ft . tem interior
2—1
vazio.
D em o n stração :
Conforme a definição 1.37, é suficiente mostrar que Ví G G \  {e} o 
conjunto Ft é raro. Depois, basta usar a proposição 1.38 que nos diz que a união 
finita de conjuntos raros é um conjunto raro.
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Como Ft é fechado relativo a At- i , podemos escrever Ft = C(~)At , com 
C  um fechado em X
Suponha que 3V  C Ft aberto.
Então,
V  c F t  = C  n A t c C  n Ã Í  =  c n 
Assim,
V  n Aj c C  n Aí =  Ft
Portanto, como V  D At é aberto contido em Ft e 9 é topologicamente
livre, temos que V  fl At =  0
Agora, já  que V  e At são abertos disjuntos, cada um é disjunto do 
fecho do outro, ou seja, V  n At =  0 e V  f l At =  0.
M as,F c T í c C n Ã ^ c Ã ^ .  
Então V  =  0 
Logo, Ft é raro.
Para obtermos o teorema principal desta dissertação, precisamos primeiro
de alguns resultados:
P ro p o sição  5.14. Seja t € G \  {e}, f  6 Dt e x Q £ Ft . Então, Ve>0, 3 g e  C0(X) 
tal que:
i) ^(^o) =  1,
iii) 0 < g < 1 
D em o n stração :
Dividiremos a prova em dois casos, dependendo se x 0 £ dom(ht- •) =
A í ou não:
i x Q £ A t Seja K  := {x  e A t : j/(x )| > e}
Estamos na situação da proposição 1.51. Logo K  ê um subconjunto compacto 
de A t e x 0 K.  Ainda, pela proposição 1.43,
3 g 6 Cq(X) tal que 0 <  g < 1, g(x0) =  1 e g (K ) = 0
IIgSo(f6t)gSo\\ < \\gS0f ô t \\ | | ^ 0|| <  ll^oA H  -  I M ^ (<?)/)M  =  | |^ /* ||
ii) \W St)g \ \  < e,
Ainda,
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ii x0 G Aí
Então ht-i(xo) esta bem definido e é diferente de x0 (xo ^ Ft).
Como X é Hausdorff, existem abertos Vi e V2 tais que V\ n  V2 = 0, x0 £ Vx e 
ht- i (xo) £ V2.
Podemos assumir que Vi C At e V2 C At-i 
Seja V  := Vi D ht (V2).
Como x0 £ V  C Vi e ht- 1 (V) C V2, segue que
V i( v ) n v  = 0 (5.2)
Usando a proposição 1.43 para x0 e X \  V temos que existe g £ Co(X) tal que
0 < g < 1, g{xQ) -  1 e g(X \  V) = 0.
Falta mostrar que \\gõe(fõt)g5e\\ < e.
Note que gõe(f6 t)gSe = (ae(ae-i {g)f)5et) ■ (g5e) = g fõ t ■ g6e = a t (at-i (gf)g)St
Então, como suporte de a;t- i ( ^ /)  Ç ht- i(V) (faremos a demonstração logo 
abaixo) e suporte de g Ç V, 5.2 implica que g5e( f6 t)gôe = 0.
Suporte de a t-i (g f ) Ç ht- 1 (V) pois, se x G supp(at- 1 (gf)),  então a t-i (g f ) \x^
0
Mas, 0 ^  a t- i (g f )  |x=  g f ( h t (x)) =  g{ht(x)) ■ f ( h t (x)).
Logo g{ht {x)) /  0, o que implica em ht (x) £ V  =$> x £ ht-1 (V).
■
L em a 5.15. Se (Co(X), G, a) é uma ação parcial topologicamente livre, então Vc £ 
CQ x r G e Ve > 0, existe h £ Co(X) tal que
i ||/ii?(c)/&|| >  ||^ (c)|| — e
ii \\hE(c)h — hch\\ < e
iii 0 < h <  1
D em onstração:
Suponha que c é uma combinação linear finita da forma c =  ^
ter
onde T é um subconjunto finito de G
Neste caso, Er(c) = ae e definimos ae = 0 se e ^ T.
Seja V  =  {x E X : |ae(x) > ||ae|| -  e}.
Note que V é diferente de vazio pela definição de norma e aberto. 
Então, 3 x0 G V tal que x0 ^ Ft Ví G T \  {e} pois, se supormos por 
absurdo que Vx G V, x G Ft para algum í G T temos que V  C Ft. Porém V é
ter
aberto e isto contraria a proposição 5.13 pois a  é topologicamente livre.
71
Assim, com at no lugar de /  na proposição 5.14, segue que Ve > 0 e 
Ví G T existem funções ht satisfazendo:
ht (xo) =  1, \\ht {at6t)ht \\ <  ^  e 0 <  ht < 1
Seja h =  ht 
te r\{e}
Então
i ||/ia e/i|| =  sup\haeh(x)\ >  \h(xo)ae(xQ)h(x0)\ =  |ae (a;o)| >  ||o e || -  e
ii \\haeh — hch\\ = \\haeh — h ^ ^ a t S t  h\\ = \\ ^ 2  hat5th\\
< \\hatôth\\ = Y i  ii( n  h^ at5t n  ^ ii
te r \{ e} ter\{e} te r \{ e} ter\{e}
< ||htat5tht\\ pois 0 < ht < 1 Ví 
te r\{e}
< e
iii Ok.
Assim a proposição esta provada para todo elemento da forma at6t ,
ter
onde T é um subconjunto finito de G. Usando o fato de que estes elementos formam 
um conjunto denso em A x r G vamos provar a proposição para todo elemento d G 
A x r G.
Seja d G A x r G.
Então, existe c =  at5t tal que ||ci — c|| <  |  
ter
Pare este c, a proposição vale, e portanto para |  existe h satisfazendo 
i, ii, iii. Vamos mostrar que h satisfaz i, ii, iii, para d.
i Análogo ao feito anteriormente para c. Apenas note que E r(d) G C0(X).
ii \\hEr(d)h — hdh\ =  \\hEr(d — c)h + hEr(c)h — hdh + hch — hch\\
= || hEr(d — c)h +  hET(c)h — hch + h(c — d)h\\
< \\hEr(d — c)|| +  ||h +  hEr(c)h — hch\\ +  ||c — d\\
< - +  - +  1 =  e— 3 ^ 3 T 3 c
iii ok
Com estes resultados, estamos em condições de provar o teorema prin­
cipal deste trabalho, que vai nos dar algumas propriedades de Cq(X) x r G.
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Teorem a 5.16. [1] Suponha (C0(X), G, a) é uma ação parcial topologicamente livre. 
Se I é um ideal de A x r G com I fl Co(X) =  {0}, então I =  {0}. Uma representação 
do produto cruzado reduzido C0(X) x r G é fiel se e somente se é fiel em C0(X).
D em onstração:
Sejam q : Co(X) x r G A  Co(-xj* r— a aplicação quociente e a G I  um 
elemento positivo (o >  0). E claro que q(a) =  0.
Assim, dado e >  0, escolha h G C0(X) satisfazendo as condições i, ii, 
iii, do lema 5.15.
Então,
\\q(hEr(a)h)\\ =  ||q(hEr(a)h) — q(hah) || pois hah G I  
= \\q(h(Er(a) — o)/i)|| <  e pela proposição 5.15.
Como I  n  Q^X) =  0, q é injetor em Co(X) e pela proposição 1.14, q é 
isometrico em Co(X).
Logo,
\\hEr(a)h\\ = \\q(hEr(a)h)\\ < e
e pelo lema 5.15,
\\hEr(a)h\\ > \\Er(a)\\ -  e 
Assim, 11^ ( 0)11 < 2e Ve e então E r(a) =  0.
Como Er é fiel no produto cruzado reduzido, E T(a) = 0 implica que 
a = 0 e portanto I  =  {0}.
Agora, seja 7T : Co x r G —» B(H) um representação de Co x r G.
i Se 7T é injetora então 7r é injetora em C0(X).
ii Se 7T é injetora em Co(X)
Sabemos que ker(7r) é um ideal e ker(7r) D C0(X) =  {0}. Então, pelo provado 
acima, temos que ker(7r) =  {0} e n é injetora.
■
Nosso objetivo final é poder dizer quando o produto cruzado reduzido 
Co(X) x r G é simples, ou seja, não possui ideais bilaterais fechados. Para isto vamos 
precisar da definição de uma ação parcial minimal.
Definição 5.17. Um subconjunto V de X é invariante pela ação parcial 9 em X se 
hs(V  D A s-i)  C V  Vs G G. Um ideal J  em C0(X) é invariante pela ação parcial 
correspondente a  em Co(X) se a t {J fl Dt-i)  C J  Ví G G
Proposição 5.18. Se U é um conjunto aberto invariante, então 0 ideal associado 
Cq(U) é invariante, e reciprocamente, para todo ideal invariante, existe um conjunto 
aberto invariante associado.
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D em onstração:
Primeiro suponha U invariante.
Devemos mostrar que a t(Co(U) n  Dt-i)  Ç Co(U) Ví G G.
Mas Co(U)nDt-i =  Co(£/)nCo(At-i) =  C0( ^ n A t-i)  pela proposição
1.49.
Assim, vamos mostrar que a t (Co(£/ fl A t- i )) Ç Cq(U)
Seja /  G C0(U n  AÉ-i).
Então a t ( f)  = f  o ht-\ G C0(Í7), pois
- E contínua já  que a ( é a  composição de duas funções contínuas.
- Dado e > 0, como /  G C0(U D Af-i) , existe um compacto K  contido 
em U  f l A t-i tal que para todo x  G {U  fl At-i)  \  K ,  |/ (a ;) | <  e.
Assim, ht (K)  é compacto e ht (K)  C £/ pois U é invariante.
Ainda, se x  G U \  ht(K)  então \at (f)(x)\  =  \ f (h t-i(x)\ < e pois
ht-i(x)  i  K .
Portanto Cq{U) é invariante.
Agora, suponha que I é um ideal invariante.
Pelo Exercício 3 capítulo 11 de [12], sabemos que I  =  C0(U), onde U
é aberto.
Vamos mostrar que U é invariante, ou seja ht (U D At-i) C U Ví G G. 
Seja x  G U n  At-i. Suponha que ht (x) ^  U.
Como X é localmente compacto, por [15], página 198, existe uma viz­
inhança compacta K  de x, tal que K  Ç U. Vamos chamar o interior de K  por 
int(A')
Pelo teorema de Urysohn, existe /  G C(X) tal que /  \x =  1 e /  |int(/s')c=
0.
Note que /  G Cq(U).
Como I  é invariante, a t ( f)  G I,  ou seja, /  o ht G C0(U) Ví G G.
Em particular, /  o ht-1 G Co(U). Mas, note que
0 =  /  o /it_i (ht(x)) = f ( x )  =  1
o que é um absurdo, proveniente da hipótese de que ht (x) £ U.
■
Proposição 5.19. Se V  é um subconjunto invariante de X então V  também é in­
variante.
D em onstração:
Queremos mostrar que hs(V  fl As-i) C V  Vs G G.
Seja v G V  fl A 5-i. Então v G A s-i e v = limuj, onde Vi G V.
Como As-i é aberto, a partir de algum índice os Vi tem que pertencer 
a As-i. Vamos então supor, sem perda de generalidade, que V{ G A s-i.
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Agora notemos que hs(v) = hs(\imvi) =  \ imhs(vi). Como V  é invari­
ante, temos que hs(vi) G V  Vz e portanto hs(v) G V.
■
P ro p o siç ã o  5.20. Um subconjunto V  Ç X é invariante se e somente se seu com­
plementar também é.
D em o n stração :
Seja V  um subconjunto invariante de X. Então hs( V D A s-i)  C W s  G
G.
Suponha que V a não é invariante. Então existem t  G G e x  G F cflA r i 
tais que ht (x) G V.
Note que ht (x) G V D At e como V  é invariante temos que ht-i (ht (x)) G 
V.  Mas ht-\{ht (x)) — x e portanto x  G V  o que é uma contradição.
■
D efinição 5.21. A ação parcial 9 em X é m in im a l se não existem subconjuntos 
abertos de X, 6 invariantes; a não ser 0 e X, ou equivalentemente se a ação parcial 
a em C0(X) não tem ideais próprios invariantes não triviais.
O bservação  5.22. Na definição acima, podemos substituir subconjuntos abertos de 
X por subconjuntos fechados de X.
No próximo capítulo estaremos interessados em mostrar que a ação 
parcial proveniente do Hodômetro, 4.15, é minimal. Para isto vamos precisar de 
uma equivalência para o conceito de minimalidade através de órbitas. Vejamos:
D efin ição  5.23. Seja 9 = ({At}íeG) {^í}ígg) uma ação parcial em X. A  Ó rb ita  de 
um elemento x  G X é definida como o conjunto
O(x) = {hs(x) : s G G e  A s-i 3 x}
P ro p o sição  5.24. Uma ação parcial 9 em X e minimal se e somente se 0 ( x ) é 
densa em X para todo x G X.
D e m o n s tra ç ã o :
Suponhamos que 9 é minimal.
Seja x  G X. Vamos mostrar 0( x )  é invariante, isto é, hs(0(x)C\As-i)  Ç
0( x )  Vs G G.
Seja ht (x) G 0(x)  n  A s-i. Então ht (x) G As-i n  At e x  G A t-i.
Portanto
x  G ht- 1 (As-i n  At) =  A t-i D A t- i s-i 
Logo hs(ht (x)) =  hst(x) e portanto pertence a órbita de x.
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Mostramos então que 0 ( x ) é invariante. Pela proposição 5.19, 0 ( x ) 
também é invariante. Como 9 é minimal segue que O(x) = X.
Suponhamos agora que 0 ( x ) é densa em X para todo x.
Seja V  um subconjunto fechado invariante de X. Se V  ^  0 então existe
x E V .
Como V  é invariante, 0( x)  Ç V  e portanto 0 ( x ) Ç V  = V.
Mas, por hipótese, O(x)  =  X e então X Ç V.  Assim,
X =  ^
e 9 é minimal.
■
L em a 5.25. Seja I ideal fechado de A x r G. Então A  D I <  A é invariante.
D em o n stração :
Queremos mostrar que ctg(A D I D Dg- 1) Ç A fi I  V j e G  
Seja a 6 A D I. (a = aôe)
Vamos mostrar que se a G D g-1 então a g(a) e A n  I.
Sejam Ui uma aproximação da unidade em Dg e Vj uma aproximação 
da unidade em Dg- i .
Note que (uiõg)(aÔe)(vjóg- 1) E A n  I.
Ainda, (uiõg)(aÔe)(vjôg-i) = a g(ag-i(ui)a)8gVjõg-i
— {VíiOíg (û) 1 — Q!g[cXg—l (lliQig^a'j'jVj'^Se
=  UiO!g(a)ag(vj)ôe E A  n  I
Assim, lim j^oolim ^ooUiag(a)ag(vj)ôe G A n  I.
Mas lim j^oolim ^ooUiag(a)ag(vj)6e = lim^^ooa g(avj)Se
Portanto, a g(a) E A n  I.
■
O bservação  5.26. No lema acima, quando falamos de A, usamos a indentificação 
A  =  Aõe.
C oro lário  5.27. Se uma ação parcial é topologicamente livre e minimal então o 
produto cruzado reduzido associado é simples.
D em o n stração :
Seja I  um ideal fechado de Co(X) x r G.
Pelo lema 5.25, I D CQ(X) x r G é invariante e como a ação é minimal, 
J nCb( X)  x r G =  {0}.
Logo, pelo teorema 5.16, temos que /  =  {0}.
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Capítulo 6 
Aplicações dos Resultados do 
Capítulo Anterior para alguns 
casos particulares
Sejam X um espaço de Hausdorff compacto, o  um homeomorfismo em 
X, cr: X —> X e um automorfismo em C(X) definido por ^  ^
Vamos definir uma ação do grupo dos inteiros Z em C(X) por
a : Z  -> Aut{C(X))  
n  (->■ {3n
Agora podemos construir C(X) x a Z.
Nosso objetivo é mostrar que se (X,a)  é topologicamente livre e mini- 
mal, então C(X)  x a Z é simples.
D efinição 6.1. (X, cr) é topologicamente livre se o conjunto Fn =  {x  G X : anx  =  x)  
não contem ponto interior para todo n.
D efinição 6.2. (X,cr) é minimal se e somente se VF Ç X, F  fechado, invariante 
por a (isto é, a(F)  =  F), então F  =  0 ou F  =  X.
Vamos agora, considerar cr como uma ação parcial 6 de Z em X onde 
An =  X Vn e hn =  an Vn e  Z.
P ro p o sição  6.3. Suponhamos que (X, a) seja topologicamente livre e minimal. Então 
9 é topologicamente livre e minimal conforme as definições 5.13 e 5.21 do capitulo 
anterior.
D em o n stração :
E claro que se (X, a) é topologicamente livre então 9 é topologicamente
livre.
Agora suponha que (X, cr) é minimal.
Seja U um aberto invariante de X conforme a definição 5.17.
Observe que hn(U D A_n) =  hn(U fl X) =  hn(U) Vn E Z.
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Então, como U é invariante, temos que hn(U) C U Vn G Z. Em 
particular, h - n{U) C U, o que implica que U C hn(U). Logo hn(U) — U Vn G Z.
Finalmente, note que hn( X \ U ) =  X \  hn(U) — X \ U .  Logo, X \  U é 
invariante por hn para todo n  G Z e como (X, cr) é minimal, temos que X \  U =  0 ou 
X \ U  = X.
Assim, U =  0 ou U = X.
■
Podemos agora utilizar os resultados do capítulo anterior, para a ação 
parcial proveniente da ação 9 como no exemplo 4.4. Observe porém, que nossos 
resultados são para o produto cruzado reduzido e para Co(X).
Como estamos interessados no caso em que X é compacto, temos que 
Co(X) =  C(X). Vamos mostrar que o produto cruzado reduzido C(X) x rZ é  isomorfo 
ao produto cruzado C(X)  x Z e portanto os resultados do capítulo anterior podem 
realmente ser aplicados para C(X) x Z. Para fazer esta demonstração, precisamos 
primeiro da seguinte proposição:
P ro p o siç ã o  6.4. A esperança condicional E  é fiel em A x Z, onde A  é uma C*- 
algebra.
D em o n stração :
Seja a G A x Z tal que E(a*a) =  0 e seja ip um funcional positivo em
A x Z.
Utilizando as notações do apêndice e lembrando a definição 7.12, temos 
que E(a*a) =  ^  a^íé(a*a) dQ e portanto,
0 = i p ( f  a~íé(a*a) ddj  =  J ip(a^íé(a)*a^íé(a)) dd
o que implica que ip(c^íé(a*a)) =  0 V0, pois ijj é um funcional positivo (^ (^ a )  >
0 Va).
Para 0 =  0 temos que ip(a*a) =  0 para todo funcional positivo. Pelo 
teorema 12.39 da página 336 de [12], existe um funcional positivo em A x Z tal 
que ^(a*a) =  ||a ||2. Coiho ^(a*a) =  0 segue que o =  0.
■
P ro p o siç ã o  6.5. Se A  é uma C*-algebra então existe um isomorfismo entre A x Z 
e A  x r Z.
D e m o n s tra ç ã o :
Do capítulo anterior, temos um homomorfismo sobrejetor
(p \ A x Z 4 A x r Z
Vamos mostrar que <p é injetor e portanto <p é um isomorfismo. Lembre 
que E  é definido como E  = Er o cp.
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0 =  Er((p(b)*(p{b)) = Er(ip(b*b)) = E(b*b) 
e pela proposição anterior b =  0.
D
Podemos agora enunciar a
P ro p o sição  6 .6 . Se (X, cr) é topologicamente livre e minimal e a  é a ação prove­
niente de a  como no início do capítulo, então o produto cruzado C(X) x aZ  associado 
é simples.
D em o n stração :
Segue diretamente dos resultados acima e do corolário 5.27.
■
Voltando ao exemplo 4.14, onde X =  {1,2, ..,n}, A =  {i e  X :
i + j  G X} e hj(i) = i + j ,  se mostrarmos que a ação parcial 9 =  ({At}íeG) {ht}teg) 
é topologicamente livre e minimal, conforme as definições 5.13 e 5.21, então pelo 
corolário 5.27, C(X) x r Z é simples e pela proposição 6.5 C(X) x r Z =  C(X) x Z =  
Mn(C). Vejamos:
P ro p o sição  6.7. Nas notações do exemplo 4-H a, ação parcial 9 = ({At}teG, {/it}íeG) 
é topologicamente livre e minimal.
D em o n stração :
Note que Ft \= {x  6 At-i : ht (x) =  x} = 0 Ví 6 Z \  {e} e portanto 9 
é topologicamente livre.
Agora, seja U =  { i , . . . ,  j }  um subconjunto de X tal que U ^  X. Seja 
k ^ U. Então hk-j ( j )  =  k e portanto U não é invariante. Observe que Aj_k =  { i 6 
X : i — j  + k e X]  e portanto j  £ Aj_fc.
Logo não existem subconjuntos invariantes de X e 9 é topologicamente
livre.
■
P ro p o sição  6 .8 . A ação parcial 9 =  ({At}t€G, {/it}teG) no exemplo do Hodômetro, 
4-15, é topologicamente livre e minimal. Portanto o produto cruzado associado é 
simples.
D em o n stração :
E claro que 9 é topologicamente livre.
Para mostrarmos que 9 é minimal vamos usar a proposição 5.24, ou 
seja, vamos mostrar que 0 ( x ) é densa em X para todo x  G X.
Seja b Ç. A x Z tal que ip(b) =  0. Então
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Lembre que os elementos de X são da forma x  =  (xi , . . . ,  xn, . . .)  onde 
Xi =  0 ou Xi =  1 e pelo feito na proposição 4.16, sabemos que uma vizinhança V  de 
x  é da forma
V  =  {y £ X : Vi = xí ; i = l,.n}
Seja i GX.  Vamos então mostrar que sua órbita é densa.
Seja z £ X outro ponto qualquer de X e seja U = {y £ X : y, =  zi ; i =
l..n} uma vizinhança qualquer de z.
Queremos mostrar que existe um elemento da órbita de x  que pertence
a U.
Aplicando h~l sucessivamente em x  (fazendo o hodômetro voltar ao
j \ j  i j , Xo (0; • • • j "^n+l j • • •)passado), podemos voltar ao ponto , ou seja,
n
t
,0  ? < n
(xo)j — Xj j  > n
Agora, fazendo o hodômetro andar para frente, ou seja, aplicando h 
sucessivamente em x 0 um número finito de vezes, conseguimos um ponto da órbita 
de x  que pertence a U.
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Conclusões
O resultado central da nossa dissertação de mestrado nos diz que se 
uma ação parcial é topologicamente livre e minimal, então o produto cruzado reduzi­
do associado é simples. Agora, sabendo que o produto cruzado reduzido associado é/
simples, o que podemos dizer sobre a ação parcial? E fácil mostrar que ela é mini­
mal, veja por exemplo [8], porém, mesmo no caso particular de uma ação global, não 
podemos afirmar se ela é topologicamente livre ou não. Este é apenas um exemplo 
da dificuldade que temos para afirmarmos alguma coisa de interesse sobre a ação 
parcial que originou o produto cruzado reduzido. Portanto, a tarefa de obtermos 
resultados sobre o produto cruzado reduzido associado a uma ação parcial, que pos­
sam ser ” traduzidos” em resultados sobre a ação parcial é um problema em aberto e 
muito interessante.
Também é interessante sabermos quando o produto cruzado reduzido 
de uma C*-algebra A por um grupo G é isomorfo ao produto cruzado. Como vimos no 
capítulo 6, isto está diretamente ligado ao fato da esperança condicional E  ser fiel ou 
não, o que conforme visto no apêndice, depende do grupo G. A propriedade do grupo 
G de induzir uma esperança condicional fiel ou não chamamos de amenabilidade. As 
questões sobre amenabilidade de grupos surgiram naturalmente, porém estas não 
foram o objeto do presente trabalho, ficando seu estudo adiado para o futuro...
Finalmente, concluímos que não é fácil utilizarmos a relação entre a 
teoria de sistemas dinâmicos e C*-algebras, mas quando obtemos resultados, eles são 
recompensadores. Ainda, como esta é uma área relativamente nova, ainda temos 
muito o que estudar...
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Apêndice - A Construção de E  na 
forma integral
No capítulo 6 foi necessário utilizarmos uma construção de E  que não 
havia sido introduzida antes. Neste apêndice, faremos esta construção de E  em A x Z, 
onde A é uma C*-algebra e Z é o grupo dos inteiros.
Seja z e  {z  E C : \z\ = 1} = S 1. Defina
az ■ Zi(Z, A) —> Zi(Z, A)
£ - 0 0  M n
P ro p o sição  7.9. é um automorfismo para todo z G S 1.
D em o n stração : O 00
Sejam a =  anSn e b =  ^ ~^bn5n. Vamos denotar [S^(a)]fc como a
— 00 —00
coordenada k de a£(a).
• c^(a)a^(b) =  a^(ab)
Note que
[cn^a)Oíz (Í>)\k — (^)]^ C C ^ ) ] f c —n) — XvnÇZ^ ^ n ^ n ^  bk—n)
= XvneZ n0nan(^-n) = X /n G a n a n ( b k - n )
Por outro lado
[a£(aò)]fc =  2fc(aò)fc =  zk ^ 2  ana n(bk- n)
n£Z
• a£(a)* - a£(a*)
Observe que
[cíW]* = a»([c5(«)]:t) = = a^ia-t)')
Por outro lado,
[c£(a*)]fc =  * V ] *  =  z kak(a*_k) = a k(zk(a-k)*)
• ll (^a)ll = ll°ll
ll^(a)|| =  X )  =  2  M l a”H =  Z  I M  =  lla ll
n ez  nÇZ nez
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1.
a.z é  sobrejetora 
00
Seja b =  5 3  bnSn G Zi(Z, A).
—  00
00
Tome a  =  53 z nW n ■ Note que a  G /i(Z, A), pois
— O
NI = 5Z = 53 NnH&nll= E  H6"H = H6H < 00
n€Z n£Z
É claro que cí£(a) =  6
Queremos estender a£ para A x Z. Se i é a inclusão de £i(Z, A) em 
A x Z, então io a£  é um homomorfismo contrativo e pela proposição 1.11 existe único 
*-homomorfismo cTz tal que o diagrama abaixo comuta:
h ( Z, A) —  /i(Z, A) A x Z 
A x Z
Nosso próximo passo é mostrar que a l  é um automorfismo em A x Z 
e que a aplicação
5 1 —> aut(A x Z) 
z  5^
é um homomorfismo. Vejamos:
Proposição 7.10. c í z  o e  ÔTi =  / a x z
Dem onstração:
Seja a  =  5 3 a^ n  pertencente a Zi(Z, A). Então
n£ Z
5 ^ o 5 ^ (o ) = Ô ; ( j o á ; ( E “ní n)) =  S ^ ( í ( E ^ nan^n))
=  Í °  w na n<5n ) =  & (]£ Zn w n a n 8n ) =  i { Y h { z w ) n a n 8n )
í O 0!ziu(®) —
Portanto, o 5^(a) =  ct^(a) para todo o G £i(Z, A) e como ii(Z , A) 
é denso em A x Z, temos que o j  o â^(a) = a ^ ( a )  em A x Z.
Agora, note que a í  (a) =  ioaT(a) =  i(a) para todo a G h(Z,  A). Logo, 
como Zi(Z, A) é denso em A x Z, temos que 5 1 = 1 em A x Z.
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Finalmente, observe que a z o a z-i = ai  = I  e analogamente a z-i o a z =
I. Assim, ÔTZ é bijetora e portanto é um automorfismo.
Estamos prestes a definir E  na sua forma integral, mas antes pre­
cisamos de mais uma proposição,
S l —> A x Z
P ro p o sição  7.11. Para todo x  € A x Z, a função ^ ^  õ T ^) con l^'nua- 
D em o n stração :
AT
Seja a 6 A x Z um elemento da forma ^ ^ a n,<5n. Observe que a é um
-N
N
somatório finito e a z(a) =  ^ znanôn.
-N
Portanto, a aplicação z —>• o;z(a) é contínua para todo a pertencente a
N
PJL, o conjunto das somas finitas da forma anSn, que é denso em li(G, A). Como
— N
h  (G, A) é denso em A x Z, temos que AZ também é denso em A x Z e pela proposição
1.24 segue que a aplicação z a^(x) é contínua para todo x € A x Z.
Vejamos a definição de E  na forma integral:
D efin ição  7.12. Seja A uma C*-algebra. Defina F  de A x Z em A x Z no elemento 
i G A x Z  por
1 r ____ _
F(x)  =  ---  / Q!etfl(x)
27t y0
Falta apenas verificar que F  coincide com o E  definido em 5.4. Ve­
jamos:
P ro p o sição  7.13. Se A é uma C*-algebra então a aplicação F d e A x Z e m A x Z  
definida acima, é igual a esperança condicional E  definida em 5-4-
D em o n stração :
Primeiro note que F  é contínuo, pois
i /»2tt -j r
II^ WII = ^ J o ll^(x)H d0 = ^  Jo INI d6 = 11*11
Observe que nos elementos da forma anôn E A x Z, F  age da seguinte
forma:
=  £  Jq* OLeiB (anôn) dO =  ±  t f *  a eie(an6n) dd
ae5e n  =  0 
0 n / 0
- V— 27T JO "C - v—!*.-#*/ -- 27T JU  c \
=  è  J T  einV 6n d9 =  ( ^ / 027r ein0 d0)an5n =  | j
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Logo, F ( ^ ^ a nôn) =  aeôe e portanto F  — E  em Como
n ez
A) é denso em Ax i Z,  segue que F  = E  em A x Z.
■
O bservação  7.14. A construção de E  descrita acima pode ser generalizada para 
um grupo discreto abeliano G.
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