A method to generate a program that implements a momentum preserving symplectic integration algorithm is outlined. The method represents indexed objects using pairs of index strings and functions, and then generates function calls to implement common operations, such as contraction and addition of indexed objects. The method improves previous work 7] that used automatic code generation by standard symbolic manipulation packages, in that 1) the integrators are generated using less machine time, 2) less customization to the needs of the particular mechanical system or set of coordinates is required and 3) the code produced takes advantage of whatever vectorizing hardware exists on the machine that executes the resulting program. An application of the method to the axially symmetric case of the mechanical system of two rigid bodies coupled by an ideal spherically symmetric joint is discussed.
When investigating the phase portrait of a complicated Hamiltonian system with symmetry, like the system of two coupled rigid bodies, a numerical integrator is of obvious utility. Recently, attention has been attracted towards the class of symplectic integrators, which are implicit algorithms that are discrete ows obtained by iterating a symplectic mapping of phase space that approximates the exact time{ t ow for small t. The interest in symplectic integration algorithms is motivated by numerical experiments in which they have been observed to represent the long time dynamics of conservative systems better than traditional integration algorithms, presumably because they respect the di erential geometric structures so intimately associated with such systems (See 3] 9] and Research supported by NSERC operating grant OGP0105716. the references therein). If the system also has symmetries, and hence associated conserved quantities, one is motivated to search for symplectic integration algorithms that respect these extra structures as well. Section (1) of this article outlines the construction of momentum preserving symplectic integration algorithms using generating functions of type 1.
The practice of constructing symplectic integration algorithms, however, can be nontrivial, since they usually use high derivatives of multiple indexed objects associated to the attendant Lagrangian. For example, in a mechanical system with kinetic energy metric g ij , potential energy V , and Lagrangian L = 1 2 g ij _ q i _ q j ? V; the evaluation of the vector @ @q m ? g ab ? a ij ? b kl q i q j q k q l (1) may be required, where the q i are known vectors and the ? a ij are the Christo el symbols of the metric g ij . This expression is particularly cumbersome in view of the implicit presence of derivatives of the inverse of the kinetic energy metric. Evaluation of the dot products of vectors implied by the indicated contractions represents a nontrivial numerical task, even at moderate dimensions. One way to approach this problem is through the use of symbolic manipulation packages such as such as Maple or Mathematica: one programs the kinetic energy metric tensor, causes the symbolic evaluation of expressions such as (1) , and then causes a compilable function, consisting of a sequence of assignment statements, to be generated that, when invoked, will numerically evaluate those expressions. The exclusive use of this technique, however, can lead to some di culties, in the case of systems of moderate dimensions. For example, the programs so generated may be thousands of lines long, and so may be time consuming to generate. At that level of complexity, symbolic manipulation packages may require special case programming to avoid excessively long run times. Without special optimization, programs so generated may evaluate the component of an indexed object multiple numbers of times. As well, a great many of the assignment statements in such a program are amenable to concurrent evaluation, such as, for example, the sequence of statements the second assignment of which depends on the rst. Few if any existing compilers are able to use this inherent parallelism in conjunction with current vectorizing hardware.
Section (2) of this article outlines an alternative technique: the metric tensor, its inverse, the potential energy, and the derivatives of these basic indexed objects are coded as function calls, using a symbolic manipulation package, as above. As these objects are relatively simple, as compared for example with the Christo el symbols, the resulting programs are small, quickly generated, and easily optimized. Attached to each of those functions is a header that speci es the order that that function will deposit the components of the corresponding indexed objects in memory. If an index fails to appear, the corresponding component of the indexed object is assumed to be zero. Thus, a tensor in this scheme is a compilable function and a list of indices. These tensors constructed, the human interaction with the problem is over: a set of programs reads the tensors, assigns memory locations, and generates instructions for the required tensor operations. The result is encoded in a function, and consists of a list of simple directives to perform dot products and additions on indirectly accessed vectors. A map of addresses implies no further time consuming search for indices is required.
Finally, section (3) of this article outlines the construction using these techniques of a momentum preserving symplectic integrator for the axially symmetric case of two rigid bodies coupled by an ideal spherically symmetric joint. Satisfactory results are obtained: the time required to construct that symplectic integrator is reduced by one to two orders of magnitude, and the resulting code executes about twice as fast when vectorization is enabled as opposed to when it is not.
1 Momentum preserving symplectic integration algorithms from generating functions.
Consider a simple mechanical system with con guration space Q, kinetic energy metric <; > and potential V . Suppose further that a Lie group G acts on Q by isometries with respect to the kinetic energy metric, and that V is G invariant. One says that (Q; V; G) is a simple mechanical system with symmetry 1].
A function f on Q 2 generates a symplectic map 1 7 ! 2 of T ? Q by rst solving for q 2 from the equation
where 1 has base point q 1 , and then setting
Furthermore, a classical result 2] 7] states that this procedure generates the Hamiltonian evolution if f is taken to be the function S t de ned by
where the integration is performed along the evolution curve joining q 1 to q 2 in time t. A functionS t which agrees with S t to arbitrarily high orders may be found from equation (4) by using the Lagrangian vector eld to generate Taylor expansions of the evolution; the discrete ow that constitutes a symplectic integration algorithm can then be obtained by choosing t small and then by using equations (2) and (3) with f =S t (equation (2) : To obtain order-r algorithms, 1 r 3, one retains terms of the form q i1 in t j where (i 1 + i n ) + j r.
A trivial example will make matters concrete: consider the simple harmonic oscillator, with Hamiltonian H(q; p) = 1 2 p 2 + 1 2 q 2 : One easily veri es that the function S t (q 1 ; q 2 ) = (q 2 ) 2 cos t ? 2q 1 q 2 + (q 1 ) 2 cos t 2 sint :
generates the Hamiltonian ow. Expanding S t in t and q 2 near t = 0 and q 2 = q 1 , or by using expansion (5) ? t 1 q 1 p 1 ; so the algorithm in this case consists of iteratively multiplying points in the plane by the above constant 2 2 matrix. The symplectic character of this algorithm is evident by the fact that that matrix has determinant 1. For small t, this algorithm moves points in an ellipse that closely approximates a circle centered at the origin, so that the long time dynamics of the algorithm does indeed re ect the long time dynamics of the simple harmonic oscillator. On the other hand, the order-1 algorithm q 2 = q 1 ? t p 1 ; p 2 = t q 1 + p 1 ; obtained by following the Hamiltonian vector eld linearly for time t, will cause points in the plane to spiral away from the origin.
It is an observation of Ge and Marsden 4] that if f is invariant under the diagonal action of G on Q 2 , then the symplectic map generated by f preserves the momentum map J and intertwines the action of G, and so ifS t is G invariant then the algorithm generated byS t will be symplectic, momentum preserving, and intertwining. It is easily seen, in fact, that if the action of the symmetry group is a ne in the local coordinates used to expand S t , then the group invariance property of S t is retained through the truncation process used to obtain the approximationS t 7] .
Unfortunately, the act of invoking local coordinates usually complicates the action of the symmetry group to such a degree that it is not a ne (consider, for example, the manifestation in Euler angle coordinates of the action of SO(3) on itself by left or right multiplication), so a method is required that will modify the approximate generating functionS t to an invariant function. Such a scheme is provided by assuming the existence of a section to the action of the symmetry group within the domain of the coordinate chart|that is, assuming that the coordinate chart reduces us to the con guration space U R n which admits a submanifold S and a C 1 map : U ! G such that:
1. S intersects each G orbit in U exactly once. 2. For all x 2 U, (x) is the unique element of G such that (x) x 2 S.
Sections, for example, exist near points with trivial isotropy, and furthermore, it is typically easy to nd them explicitly, while isotropy at a point will typically preclude the existence of a section through it. Given a section, an invariant approximationŜ t to S t may be constructed by decreeing that S Furthermore, since S t is invariant,Ŝ t has the same order approximation with S t asS t has with S t . SinceŜ t so constructed is invariant, the symplectic map t that it generates is intertwining, an observation that implies a fact essential to the construction of an integrator that makes e ective use of the symmetry of the system: it su ces to be able to compute t ( ) for 2 T ? U with base point in S. Indeed, if q 2 T ? U with q 6 2 S, then we may compute t ( q ) using the equation
In practice, the initial state of the system is represented as g T q , where q 2 S and g T 2 G. Then equations (2) and (3) This procedure can then be iterated until 0 6 2 U, at which time a transformation must be made to another chart. One more element of the algorithm concerns the computation of t ( q ) when q 2 S, and here matters are expedited if we arrange that S = (q 1 ; ; q m ; 0; ; 0) q 1 ; ; q m 2 R \ U:
Then the map (q 1 ; q 2 ) 7 ! ? (q 1 ) q 1 ; (q 1 ) q 2 = ?q 1 (q 1 ; q 2 );q 2 i (q 1 ; q 2 ) yields m functionsq 1 of q 1 and q 2 and n = dimQ functionsq 2 i of q 1 and q 2 (here and immediately below, Greek indices will run from 1 to m and Latin indices from 1 to n). Then the equation (2) with g(0) the identity, local coordinates on Q may be de ned by the map (q 1 ; ; q n ) 7 ! g(q m+1 ; ; q n ) (q 1 ; q m );
with the result that the map is, in local coordinates, (q 1 ; ; q n ) = g(q m+1 ; ; q n ) ?1 ;
and the projection q 7 ! (q) q in local coordinates is just (q 1 ; ; q n ) 7 ! (q 1 ; ; q m ; 0; ; 0): This is advantageous, since in these coordinates the p m+1 ; ; p n are components of the momentum map and so, being constants of both the approximate and exact evolution, need be computed only once. In these coordinates, however, the metric may not be as algebraically simple as in some others.
2 Numerical Calculations with Sparse Symmetric Indexed Objects
As is apparent by observing the expansion (5), the algorithm may be reduced to the calculation of additions and contractions of indexed objects such as multiple derivatives of the metric tensor and the potential. Indexed objects encountered in this way are very often sparse, since not every variable is found in every component of the basic indexed objects, giving rise to zeros upon di erentiating, and since, for example, the potential energy will be invariant under the group action, and hence constant in some directions. As well, index symmetry may be expected, in that mixed partial derivatives will be equal, and the kinetic energy metric tensor itself is symmetric. Thus, one has the general problem of considering operations such as contractions and additions over known sparse symmetric indexed objects. The solution, a trivial extension of well known methods that deal with sparse matricies 8], is e ected by the use of indirect addressing in conjuction with table lookups of tensor components.
The process is most easily seen by working through a trivial example. Consider, then, the grade school problem of performing the contraction Note that the matrix a is symmetric and has some zeros.
One begins by writing two functions, say foo_a and foo_b, whose purpose it is to calculate the indexed objects a and b. The programs themselves calculate the components of the indexed object, while a header of comments tells the order that the components are deposited in memory; such pairs will be called a tensors. In the case at hand, the functions might be as follows Thus, the function call foo_a(p) will deposit the components of the matrix a in the order a 11 , a 12 , a 13 , a 22 , a 33 starting at the location indicated by the argument p, and similarly with the call foo_b(p).
This done, one then writes a program that generates another program to perform the contraction, as follows.
The program rst reads the tensors foo_a and foo_b, assigns memory locations to the components, and constructs a correspondence between those memory locations and the components of a and b. Two invocations to a function named Tread are required. In the case at hand, the correspondence between memory and the components of a and b might be as follows: Instructions are then generated that call the functions foo_a and foo_b, so that values for these tensors will placed in memory locations just assigned. Next, instructions are generated to contract those tensors over the second index, by looking up the various indices and generating instructions that perform the arithmetic with the help of a \map", A third tensor, say c, is thereby generated. This resultant tensor can be used in further operations, while the tensor operands foo_a and foo_b can be destroyed by calls to a function named Tdestroy, and thus their memory locations recovered for later use. In the example at hand, one call to a function named Tcontract is required.
Speci cally, the function Tcontract performs it's task by logically considering the dot products and then, with the help of tables of correspondences between tensor components and memory locations, by transforming these dot products into the dot products c 1 = (0) (5) + (1) (7) + (2) (6); c 2 = (1) (5) + (3) (7); c 3 = (2) (5) + (4) (6); where (i) is the value of memory location i. These dot products are then sorted by length and assigned sequentially to memory. Thus, the dot products performed will be (8) = (1) (5) + (3) (7); (9) = (2) (5) + (4) (6); (10) = (0) (5) + (1) (7) + (2) (6) The rst instruction that Tcontract generates will be DOT (2, 2, 0, 8) , meaning perform two dot products of length 2, the addresses of which may be found at map location 0, and deposit the results sequentially, starting at memory location 8, and the second instruction will be DOT (1, 3, 8, 10) , with a similar interpretation.
The map generated will be 1; 5; 3; 7; 2; 5;4;6;0; 5; 1;7;2;6] . Finally, since the components of c are not deposited to memory in order, a directive to deposit, in order, the locations of the components of c to the map should be made. One call to Tmap is required, and the map is appended with the locations 10; 8; 9] .
The program automatically generated as above might be as follows: 5,3,7,2,5,4,6,0,5,1,7,2,6,10,8,9} ; /* 2 */ main(){ /* 3 */ foo_a(w+0); foo_b(w+5); /* 4 */ DOT (2, 2, 0, 8) ; /* 5 */ DOT (1, 3, 8, 10) ; /* 6 */ fprintf("%g %g %g\n",w and then deposits these results in memory locations w+8 and w+9 respectively. Next, the call to the function DOT on line (6) .12
Finally, the statement on line (7) then prints the components of the result c in order, namely :082 :3805 :549; as required.
A review of the above reveals that like operations, such as same length dot products, have been organized together to enhance vectorization. As well, it is apparent that memory is read indirectly but written sequentially: in the verbiage of parallel processing, there is gathering from memory but not scattering to memory. Another aspect of the system that deserves mention is that tensors can share memory, a feature that reduces the oating point copying that would otherwise occur when sparse tensors are summed.
In summary, a system of programs has been developed that constructs a program that will perform common operations such as contraction and addition on sparse symmetric tensors, which are realized as compilable functions paired with index lists. Using this system, a program, named msia3 has been written that will accept tensors which are the derivatives of the kinetic energy metric tensor and derivatives of the potential energy, and will generate a program that performs a single time step of the corresponding momentum preserving symplectic integration algorithm sketched in section (1) . A full simulator for a simple mechanical system with symmetry can then be constructed by inserting the single time step routines for the various charts of phase space into a driving program that performs projections to sections of the symmetry group, chart switching, and other housekeeping chores.
To give some feel for the makeup of msia3.c, the tiny fragment of that program responsible for computing the derivative of the Christo el symbols is displayed in gure (1) . /*** Compute dgm1, dgm2. Only the slice derivatives are required. The indices are the same as gm1, gm2 with the derivative index last.
***/ d1gs = Tnewbound(d1g, s111, sccs); d2gs = Tnewbound(d2g, s1111, scccs); T1 = Tadd(d2gs, "1.", p1234, d2gs, "1.", p1324, "abbc", fp1); dgm1 = Tadd(T1, ".5", p1234, d2gs, "-.5", p2314, "abbc", fp1); Tdestroy(1, T1); T1 = Tcontract(ginv, 2, d1gs, 1, "abc", "1.", fp1); d1ginvs = Tcontract(ginv, 2, T1, 2, "aab", "-1.", fp1); Tdestroy(1, T1); T1 = Tcontract(d1ginvs, 2, gm1, 1, "abcc", "1.", fp1); T2 = Tcontract(ginv, 2, dgm1, 1, "accb", "1.", fp1); dgm2 = Tadd(T1, "1.", p1423, T2, "1.", p1234, "accb", fp1); Tdestroy(2, T1, T2); To obtain the con guration space of this system, x an inertial frame, and let 1 and 2 be two distributions on R 3 , representing the densities of the two bodies in some reference con guration. Without loss of generality, assume that the spherical joint in this con guration is located at the origin. Then take as conguration space the manifold SO(3) 2 R 3 : a point q 2 R 3 on body i 2 f1; 2g in the reference con guration has position A i q+w in the con guration (A 1 ; A 2 ; w). In a state described by the tangent vector (A i ; w; _ A i ; _ w), the kinetic energy is just KE = 1 2
and since there is no potential, this function is also the Lagrangian. A reduction corresponding to the action of the group R 3 by addition in the w variable can then be performed, a result that may also be obtained by moving to the center a mass frame, and yields a Lagrangian system on the con guration space SO(3) 2 . After this reduction, the remaining symmetry is that of left diagonal multiplication of SO(3) on the con guration space SO(3) 2 . Now specialize to the identical body axially symmetric case, where the two bodies are identical and axially symmetric, and the bodies are joined along their axes of symmetry. With these assumptions, the continuous symmetry group rises to SO(3) S 1 S 1 , which acts on the con guration space SO ( The number of essential parameters reduces to two: a measure of \thickness" and a measure of the degree of coupling between the bodies, (which is zero if the joint lies at the mutual centers of mass of the bodies). With the identi cation of T(SO (3) 2 ) with SO (3) Sections to the action of the symmetry group on large open subsets of conguration space immediately suggest themselves: any smooth single choice of exactly one con guration for each joint angle will su ce. With the conventions above, one such choice is S 1 = (Id; R y (q 1 )) 0 < q 1 < ; where R y , and below R x , are obvious analogues of R z . One coordinatizes a neighborhood of the identity of the symmetry group with the help of Euler angle coordinates on SO(3) , using the map (q 2 ; ; q 6 ) 7 ! ? R z (q 2 )R y (q 3 )R z (q 4 ); R z (q 5 ); R z (q 6 ) : The section above and this coordinatization of the symmetry group gives a chart on con guration space implied by the map (q 1 ; ; q 6 ) 7 ! ? R z (q 2 )R y (q 3 )R z (q 4 ); R z (q 5 ); R z (q 6 ) ? Id; R y (q 1 ) :
This chart smoothly coordinatizes a neighborhood of the section S 1 except near the con gurations where the bodies are directly opposed to or overlap one another. In fact, the opposed and overlapping con gurations have isotropy group S 1 , so that sections are not available near these points. However, the subset S 2 = (R x (q 1 ); R y (q 2 )) ; is a section to the subgroup SO(3) fIdg S 1 , and so a neighborhood of this section has coordinates implied by the map (q 1 ; ; q 6 ) 7 ! ? R z (q 3 )R y (q 4 )R z (q 5 ); Id; R z (q 6 ) ? R x (q 1 ); R y (q 2 ) : Since the approximate generating function produced using these coordinates is not fully invariant under the group, the resulting symplectic integration algorithm does not exactly preserve one of the moments, in this case the moment arising from the axial symmetry of the rst body.
By way of illustration, the tensor that is the rst derivative of the metric tensor for the rst of the above coordinate charts is displayed in gure (2), while a fragment of the symplectic integrator for the second chart is displayed in gure (3). The map generated for the second chart consists of 33310 integers. On a high performance workstation, the program program msia3.c takes only seconds to generate this map and the associated single time step symplectic integrator. 
