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Abstract
When modelling metapopulation dynamics, the influence of a sin-
gle patch on the metapopulation depends on the number of individu-
als in the patch. Since the population size has no natural upper limit,
this leads to systems in which there are countably infinitely many
possible types of individual. Analogous considerations apply in the
transmission of parasitic diseases. In this paper, we prove a law of
large numbers for rather general systems of this kind, together with
a rather sharp bound on the rate of convergence in an appropriately
chosen weighted ℓ1 norm.
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1 Introduction
There are many biological systems that consist of entities that differ in their
influence according to the number of active elements associated with them,
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and can be divided into types accordingly. In parasitic diseases (Barbour &
Kafetzaki 1993, Luchsinger 2001a,b, Kretzschmar 1993), the infectivity of a
host depends on the number of parasites that it carries; in metapopulations,
the migration pressure exerted by a patch is related to the number of its
inhabitants (Arrigoni 2003); the behaviour of a cell may depend on the num-
ber of copies of a particular gene that it contains (Kimmel & Axelrod 2002,
Chapter 7); and so on. In none of these examples is there a natural upper
limit to the number of associated elements, so that the natural setting for
a mathematical model is one in which there are countably infinitely many
possible types of individual. In addition, transition rates typically increase
with the number of associated elements in the system — for instance, each
parasite has an individual death rate, so that the overall death rate of par-
asites grows at least as fast as the number of parasites — and this leads
to processes with unbounded transition rates. This paper is concerned with
approximations to density dependent Markov models of this kind, when the
typical population size N becomes large.
In density dependent Markov population processes with only finitely
many types of individual, a law of large numbers approximation, in the form
of a system of ordinary differential equations, was established by Kurtz (1970),
together with a diffusion approximation (Kurtz, 1971). In the infinite di-
mensional case, the law of large numbers was proved for some specific mod-
els (Barbour & Kafetzaki 1993, Luchsinger 2001b, Arrigoni 2003, see also
Le´onard 1990), using individually tailored methods. A more general result
was proved by Eibeck & Wagner (2003). In Barbour & Luczak (2008), the
law of large numbers was strengthened by the addition of an error bound
in ℓ1 that is close to optimal order in N . The argument makes use of an
intermediate approximation involving an independent particles process, for
which the law of large numbers is relatively easy to analyse. This process is
then shown to be sufficiently close to the interacting process of actual inter-
est, by means of a coupling argument. However, the generality of the results
obtained is limited by the simple structure of the intermediate process, and
the model of Arrigoni (2003), for instance, lies outside their scope.
In this paper, we develop an entirely different approach, which circum-
vents the need for an intermediate approximation, enabling a much wider
class of models to be addressed. The setting is that of families of Markov
population processes XN := (XN (t), t ≥ 0), N ≥ 1, taking values in the
countable space X+ := {X ∈ ZZ++ ;
∑
m≥0 X
m <∞}. Each component repre-
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sents the number of individuals of a particular type, and there are countably
many types possible; however, at any given time, there are only finitely
many individuals in the system. The process evolves as a Markov process
with state-dependent transitions
X → X + J at rate NαJ (N−1X), X ∈ X+, J ∈ J ,
where each jump is of bounded influence, in the sense that
J ⊂ {X ∈ ZZ+ ;
∑
m≥0
|Xm| ≤ J∗ <∞}, for some fixed J∗ <∞, (1.1)
so that the number of individuals affected is uniformly bounded. Density
dependence is reflected in the fact that the arguments of the functions αJ
are counts normalised by the ‘typical size’ N . Writing R := RZ++ , the func-
tions αJ : R→ R+ are assumed to satisfy∑
J∈J
αJ(ξ) < ∞, ξ ∈ R0, (1.2)
where R0 := {ξ ∈ R: ξi = 0 for all but finitely many i}; this assumption
implies that the processes XN are pure jump processes, at least for some
non-zero length of time. To prevent the paths leaving X+, we also assume
that αJ(ξ) = 0 if ξ
l = 0 for any l ∈ Z+ such that J l ≤ −1.
The law of large numbers is then formally expressed in terms of the system
of deterministic equations
dξ
dt
=
∑
J∈J
JαJ(ξ) =: F0(ξ), (1.3)
to be understood componentwise for those ξ ∈ R such that∑
J∈J
|J l|αJ(ξ) < ∞, for all l ≥ 0,
thus by assumption including R0. Here, the quantity F0 represents the in-
finitesimal average drift of the components of the random process. It is not
even immediately clear that equations (1.3) have a solution. In order to
make progress, it is therefore assumed that the unbounded components in
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the transition rates can be assimilated into a linear operator A, in the sense
that F0 can be written in the form
F0(ξ) = Aξ + F (ξ), (1.4)
again to be understood componentwise, where F is locally Lipschitz with
respect to an appropriate norm. Under some further assumptions, the op-
erator A is then shown to generate a closed semigroup of transition oper-
ators. As a result of this, the deterministic system can be shown to have
a mild solution, derived as a perturbation of the linear system by means
of a variation of constants formula (Pazy 1983, Theorem 1.4, Chapter 6).
We then show that the solution of the stochastic system can be expressed
using a similar formula, but having an additional stochastic component in
the perturbation. To obtain tight control over this extra element, we derive
Chernoff–like bounds on the deviations of the most significant components
with the help of a family of exponential martingales; the remaining compo-
nents are treated using some general a priori bounds on the behaviour of the
stochastic system. Then, after taking the difference between the stochastic
and deterministic formulae, a Gronwall argument can be carried through,
leading to the desired approximation.
The main result, Theorem 4.7, guarantees an approximation error of order
O(N−1/2
√
logN) in a weighted ℓ1 metric, except on an event of probability of
order O(N−1 logN). More precisely, we prove that, under suitable assump-
tions, the following holds. For a suitable measure µ on Z+, let ‖ ·‖µ be the ℓ1
norm on R weighted by µ, and let x be a mild solution to the deterministic
differential equation (1.3) with respect to the norm ‖ · ‖µ. For each T > 0,
there exist constants K
(1)
T , K
(2)
T , K
(3)
T such that for N large enough, if
‖N−1XN(0)− x(0)‖µ ≤ K(1)T
√
logN
N
,
then
P
(
sup
0≤t≤T
‖N−1XN (t)− x(t)‖µ > K(2)T
√
logN
N
)
≤ K(3)T
logN
N
. (1.5)
The error bound is sharper, by a factor of logN , than in Barbour & Luczak (2008),
and the theorem is applicable to a much wider class of models. However,
the method of proof involves moment arguments, which require somewhat
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stronger assumptions on the initial state of the system, and, in models such
as that of Barbour & Kafetzaki (1993), on the choice of infection distribu-
tions allowed. The conditions under which the theorem holds can be divided
into three categories: growth conditions on the transition rates, so that the
a priori bounds, which have the character of moment bounds, can be es-
tablished; conditions on the operator A, sufficient to limit the growth of the
semigroup, and (together with the properties of F ) to determine the weights
defining the metric in which the approximation is to be carried out; and con-
ditions on the initial state of the system. The a priori bounds are derived in
Section 2, the semigroup analysis is conducted in Section 3, and the approx-
imation proper is carried out in Section 4. The paper concludes in Section 5
with some examples.
2 A priori bounds
We begin by imposing further conditions on the transition rates of the pro-
cess XN , sufficient to constrain its paths to bounded subsets of X+ dur-
ing finite time intervals, and in particular to ensure that only finitely many
jumps can occur in finite time. The conditions that follow have the flavour
of moment conditions on the jump distributions. Since the index j ∈ Z+ is
symbolic in nature, we start by fixing an ν ∈ R, such that ν(j) reflects in
some sense the ‘size’ of j, with most indices being ‘large’:
ν(j) ≥ 1 for all j ≥ 0 and #{j: ν(j) ≤ K} <∞ for all K > 0. (2.1)
We then define the analogues of higher empirical moments using the quanti-
ties νr ∈ R, defined by νr(j) := ν(j)r, r ≥ 0, setting
Sr(X) :=
∑
j≥0
νr(j)X
j, X ∈ X+, (2.2)
with, in particular, S0(X) = ‖X‖1. Note that, because of (2.1), for any
r ≥ 1,
#{X ∈ X+: Sr(X) ≤ K} <∞ for all K > 0. (2.3)
To formulate the conditions that limit the growth of the empirical moments
of XN(t) with t, we also define
UrN (X) :=
∑
J∈J
αJ(N−1X)JTνr; VrN(X) :=
∑
J∈J
αJ(N−1X)(JTνr)
2.
(2.4)
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The assumptions that we shall need are then as follows.
Assumption 2.1 There exists a ν satisfying (2.1) and r
(1)
max, r
(2)
max ≥ 1 such
that, for all X ∈ X+,∑
J∈J
αJ(N−1X)|JTνr| < ∞, 0 ≤ r ≤ r(1)max, (2.5)
the case r = 0 following from (1.1) and (1.2); furthermore, for some non-
negative constants krl, the inequalities
NU0N (X) ≤ k01S0(X) +Nk04,
NU1N (X) ≤ k11S1(X) +Nk14, (2.6)
NUrN (X) ≤ {kr1 + kr2N−1S0(X)}Sr(X) +Nkr4, 2 ≤ r ≤ r(1)max;
and
NV0N(X) ≤ k03S1(X) +Nk05,
NVrN(X) ≤ kr3Sp(r)(X) +Nkr5, 1 ≤ r ≤ r(2)max, (2.7)
are satisfied, where 1 ≤ p(r) ≤ r(1)max for 1 ≤ r ≤ r(2)max.
The quantities r
(1)
max and r
(2)
max usually need to be reasonably large, if Assump-
tion 4.2 below is to be satisfied.
Now, for XN as in the introduction, we let t
XN
n denote the time of its n-th
jump, with tXN0 = 0, and set t
XN
∞ := limn→∞ t
XN
n , temporarily allowing for
the possibility that tXN∞ may be finite. For 0 ≤ t < tXN∞ , we define
S(N)r (t) := Sr(XN (t)); U
(N)
r (t) := UrN (XN(t)); V
(N)
r (t) := VrN(XN (t)),
(2.8)
and also
τ
(N)
0 (C) := inf{t < tXN∞ : S(N)0 (t) ≥ NC}, (2.9)
where the infimum of the empty set is taken to be ∞. Our first result limits
the expectations of S
(N)
0 (t)1[0,tXN∞ )
(t) and S
(N)
1 (t)1[0,tXN∞ )
(t), for t in some fixed
interval [0, T ]. Once it has been shown in Theorem 2.4 that tXN∞ = ∞ a.s.,
we deduce that the bounds in fact hold for E{S(N)0 (t)} and E{S(N)1 (t)}.
In what follows, we shall write F (N)s = σ(XN(u), 0 ≤ u ≤ s), so that
(F (N)s : s ≥ 0) is the natural filtration of the process XN .
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Lemma 2.2 Under Assumptions (2.5) and (2.6), for 0 ≤ t ≤ T ,
E{S(N)0 (t)1[0,tXN∞ )(t)} ≤ (S
(N)
0 (0) +Nk04t)e
k01t;
E{S(N)1 (t)1[0,tXN∞ )(t)} ≤ (S
(N)
1 (0) +Nk14t)e
k11t.
Proof. For l ∈ {0, 1}, define M (N)l by
M
(N)
l (t) := S
(N)
l (t)− S(N)l (0)−N
∫ t
0
U
(N)
l (u) du, 0 ≤ t < tXN∞ . (2.10)
It is immediate that (M
(N)
l (t
XN
n ), n ≥ 0) is a zero mean martingale with
respect to (F (N)
t
XN
n
: n ≥ 0). Defining N(s) := inf{m: tXNm ≥ s}, and using the
martingale and Markov properties, it follows that
E{M (N)l (tXNN(s))I[N(s) ≤ n]} = E
{
E{M (N)l (tXNN(s))I[N(s) ≤ n] | F (N)s }
}
= E{M (N)l (s)I[N(s) ≤ n]}.
Applying the optional stopping theorem to the index (N(s) ∧ n), we have
that
E{M (N)l (tXNN(s)∧n)} = 0,
in other words,
E{M (N)l (tXNN(s))I[N(s) ≤ n]}+ E{M (N)l (tXNn )I[N(s) > n]} = 0.
But N(s) ≤ n if and only if tXNn ≥ s, so we deduce that
E{M (N)l (s ∧ tXNn )} = 0, (2.11)
for any 0 ≤ s ≤ T and any n ≥ 1. This implies, using (2.6), that
E{S(N)l (t)1[t,∞)(tXNn )} ≤ E{S(N)l (t ∧ tXNn )} (2.12)
= S
(N)
l (0) +E
{∫ t∧tXNn
0
{kl1S(N)l (u) +Nkl4} du
}
≤ S(N)l (0) +
∫ t
0
(kl1E{S(N)l (u ∧ tXNn )}+Nkl4) du.
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Gronwall’s inequality now implies that
E{S(N)l (t ∧ tXn )} ≤ (S(N)l (0) +Nkl4t)ekl1t, (2.13)
for any n, and the lemma follows from (2.12), by monotone convergence
applied to variables S
(N)
l (t)1[t,∞)(t
XN
n ).
The next lemma shows that, if C is large enough, then, with high proba-
bility, N−1S
(N)
0 (t) ≤ C holds for all 0 ≤ t ≤ T such that t < tXN∞ . It is shown
in Theorem 2.4 that tXN∞ =∞ a.s.
Lemma 2.3 Assume that Assumptions 2.1 are satisfied, and that S
(N)
0 (0) ≤
NC0 and S
(N)
1 (0) ≤ NC1. Then, for any C ≥ 2(C0 + k04T )ek01T , we have
P[{τ (N)0 (C) ≤ T < tXN∞ }] ≤ (C1 ∨ 1)K00/(NC2),
where K00 depends on T and the parameters of the model. Furthermore,
S
(N)
0 (t) is almost surely bounded on [0, T ] ∩ [0, tXN∞ ).
Proof. It is immediate from (2.10) and (2.6) that, for 0 ≤ t < tXN∞ ,
S
(N)
0 (t) = S
(N)
0 (0) +N
∫ t
0
U
(N)
0 (u) du+M
(N)
0 (t)
≤ S(N)0 (0) +
∫ t
0
(k01S
(N)
0 (u) +Nk04) du+ sup
0≤u≤t
M
(N)
0 (u). (2.14)
Hence, from Gronwall’s inequality, if S
(N)
0 (0) ≤ NC0 and 0 ≤ t < tXN∞ ,
S
(N)
0 (t) ≤
{
N(C0 + k04T ) + sup
0≤u≤t
M
(N)
0 (u)
}
ek01t. (2.15)
Now, arguing as for (2.11), we have
E
{
{M (N)0 (t ∧ tXNn )}2 −N
∫ t∧tXNn
0
V
(N)
0 (u) du
}
= 0, (2.16)
from which it follows, much as above, that
E
(
{M (N)0 (t ∧ tXNn )}2
)
≤ E
{
N
∫ t
0
V
(N)
0 (u ∧ tXNn ) du
}
≤
∫ t
0
{k03ES(N)1 (u ∧ tXNn ) +Nk05} du.
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Using (2.13), we thus find that
E
(
{M (N)0 (t ∧ tXNn )}2
)
≤ k03
k11
N(C1 + k14T )(e
k11t − 1) +Nk05t, (2.17)
for each n. Hence {M (N)0 (t∧ tXNn ), n ≥ 0}, is a square integrable martingale,
implying that the limitM
(N)
0 (t∧tXN∞ ) := limn→∞M (N)0 (t∧tXNn ) is well defined,
and satisfies EM
(N)
0 (t ∧ tXN∞ ) = 0. Then, in view of the Markov property
of XN , it also follows that, for any s ≤ t,
E
{
M
(N)
0 (t ∧ tXN∞ ) | F (N)s
}
=M
(N)
0 (s ∧ tXN∞ ),
where, as before, F (N)s := σ{XN(u), 0 ≤ u ≤ s}, so that {M (N)0 (s ∧ tXN∞ ), 0 ≤ s ≤ t}
is also a square integrable martingale. This in turn, by the martingale con-
vergence theorem, implies from (2.15) that
sup
0≤u<t∧t
XN
∞
S
(N)
0 (u) < ∞ (2.18)
for any t.
Doob’s maximal inequality now allows us to deduce that, for any a > 0,
P
[
sup
0≤u≤T
M
(N)
0 (u ∧ tXN∞ ) > aN
]
≤ P
[
sup
0≤n≤∞
M
(N)
0 (T ∧ tXNn ) > aN
]
≤ 1
Na2
{
k03
k11
(C1 + k14T ){ek11T − 1}+ k05T
}
=:
C1K01 +K02
Na2
.
Taking a = 1
2
Ce−k01T and putting the result into (2.15), the lemma follows.
As a consequence, S
(N)
0 (t) = ‖XN(t)‖1 is almost surely bounded up to tXN∞
if tXN∞ < ∞. This does not of itself imply that the event tXN∞ < ∞ has zero
probability, because the transition rates out of sets of states X with ‖X‖1
bounded may still be unbounded. In the following theorem, we show that
P[tXN∞ <∞] is in fact 0, and control the ‘higher ν-moments’ S(N)r (t) ofXN(t).
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Theorem 2.4 Suppose that conditions of Lemma 2.3 hold. Assume also
that S
(N)
1 (0) ≤ NC1 and S(N)p(1)(0) ≤ NC ′1. Then P[tXN∞ < ∞] = 0. Also, for
2 ≤ r ≤ r(1)max and for any C > 0, we have
E{S(N)r (t∧ τ (N)0 (C))} ≤ (S(N)r (0) +Nkr4t)e(kr1+Ckr2)t, 0 ≤ t ≤ T. (2.19)
Furthermore, if for 1 ≤ r ≤ r(2)max, S(N)r (0) ≤ NCr and S(N)p(r)(0) ≤ NC ′r,
then, for any γ ≥ 1,
P[ sup
0≤t≤T
S(N)r (t ∧ τ (N)0 (C)) ≥ NγC ′′rT ] ≤ Kr0γ−2N−1, (2.20)
where
C ′′rT := (Cr + kr4T +
√
(C ′r ∨ 1))e(kr1+Ckr2)T
and Kr0 depends on C, T and the parameters of the model.
Proof. Defining
M (N)r (t) := S
(N)
r (t)− S(N)r (0)−N
∫ t
0
U (N)r (u) du, 0 ≤ t < tXN∞ , (2.21)
as in (2.10), but now for any r ∈ Z+, it follows as for (2.11) that
EM (N)r (t ∧ tXNn ∧ τ (N)0 (C)) = 0
for all t, n, r. Arguing as before, this, together with (2.6), implies that, if
2 ≤ r ≤ r(1)max, then
ES(N)r (t ∧ tXNn ∧ τ (N)0 (C))
≤ S(N)r (0) +
∫ t
0
(
{kr1 + Ckr2}E
{
S(N)r (u ∧ tXNn ∧ τ (N)0 (C))
}
+Nkr4
)
du.
Gronwall’s inequality now implies that, for 2 ≤ r ≤ r(1)max,
ES(N)r (t ∧ tXNn ∧ τ (N)0 (C)) ≤ (S(N)r (0) +Nkr4t)e(kr1+Ckr2)t. (2.22)
Now, also from (2.21) and (2.6), we have, for t < tXN∞ and each r,
S(N)r (t ∧ τ (N)0 (C))
= S(N)r (0) +N
∫ t∧τ (N)0 (C)
0
U (N)r (u) du+M
(N)
r (t ∧ τ (N)0 (C))
≤ S(N)r (0) +
∫ t
0
(
{kr1 + Ckr2}S(N)r (u ∧ τ (N)0 (C)) +Nkr4
)
du
+ sup
0≤u≤t
M (N)r (u ∧ τ (N)0 (C));
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for r = 1, we interpret k12 = 0. Hence, from Gronwall’s inequality,
S(N)r (t ∧ τ (N)0 (C)) ≤ {N(Cr + kr4t) + sup
0≤u≤t
M (N)r (u ∧ τ (N)0 (C))}e(kr1+Ckr2)t,
(2.23)
whenever t < tXN∞ , for all r.
Now, as in (2.16), we have, for each r,
E
{
{M (N)r (t ∧ tXNn ∧ τ (N)0 (C))}2 −N
∫ t∧tXNn ∧τ (N)0 (C)
0
V (N)r (u) du
}
= 0,
(2.24)
from which it follows, using (2.7), that, for 1 ≤ r ≤ r(2)max,
E
(
{M (N)r (t ∧ tXNn ∧ τ (N)0 (C))}2
)
≤ E
{
N
∫ t∧tXNn ∧τ (N)0 (C))
0
V (N)r (u) du
}
≤
∫ t
0
{kr3ES(N)p(r)(u ∧ tXNn ∧ τ (N)0 (C)) +Nkr5} du
≤ N(C
′
r + kp(r),4T )kr3
kp(r),1 + Ckp(r),2
(e(kp(r),1+Ckp(r),2t) − 1) +Nkp(r),5T,
this last by (2.22), since p(r) ≤ r(1)max for 1 ≤ r ≤ r(2)max.
Thus, once again,M
(N)
r (t∧tXN∞ ∧τ (N)0 (C)), defined to be limn→∞M (N)r (t∧
tXNn ∧ τ (N)0 (C)), is a square integrable martingale in t, and sup0≤t≤T M (N)r (t∧
tXN∞ ∧τ (N)0 (C)) is almost surely finite. It thus follows from (2.23) and Lemma 2.3
that, in particular,
sup
0≤t<T∧t
XN
∞
S
(N)
1 (t) < ∞
for any T , which then, from (2.3) and (1.2), in turn implies that P[tXN∞ ≤
T ] = 0 for all T .
It is now immediate from (2.22) and Fatou’s lemma that (2.19) holds.
Finally, Doob’s inequality implies that, for any a > 0,
P
[
sup
0≤u≤T
M (N)r (u ∧ τ (N)0 (C)) > aN
]
≤ 1
Na2
{
kr3(C
′
r + kp(r),4T )
kp(r),1 + Ckp(r),2
(e(kp(r),1+Ckp(r),2T ) − 1) + kp(r),5T
}
11
=:
C ′rKr1 +Kr2
Na2
.
Taking a = γ
√
(C ′r ∨ 1) and putting the result into (2.23), we have proved (2.20),
with Kr0 = (C
′
rKr1 +Kr2)/(C
′
r ∨ 1).
Note also that it follows, from Lemma 2.3 and Theorem 2.4, that sup0≤t≤T S
(N)
r (t) <
∞ a.s. for all 0 ≤ r ≤ r(2)max.
In what follows, we shall particularly need to control quantities of the
form
∑
J∈J α
J(xN(s))d(J, ζ), where xN := N
−1XN and
d(J, ζ) :=
∑
j≥0
|J j|ζ(j), (2.25)
for ζ ∈ R chosen such that ζ(j) ≥ 1 grows fast enough with j. Defining
τ (N)(a, ζ) := inf
{
s:
∑
J∈J
αJ(xN(s))d(J, ζ) ≥ a
}
, (2.26)
we show in the following corollary that, under suitable assumptions, τ (N)(a, ζ)
is rarely less than T .
Corollary 2.5 Suppose that conditions of Lemma 2.3 hold, and that ζ is
such that ∑
J∈J
αJ(N−1X)d(J, ζ) ≤ {k1N−1Sr(X) + k2}b (2.27)
for some 1 ≤ r := r(ζ) ≤ r(2)max and some b = b(ζ) ≥ 1. For this value
of r, assume that S
(N)
r (0) ≤ NCr and S(N)p(r)(0) ≤ NC ′r for some constants
Cr and C
′
r. Assume further that S
(N)
0 (0) ≤ NC0, S(N)1 (0) ≤ NC1 for some
constants C0, C1, and define C := 2(C0 + k04T )e
k01T . Then
P[τ (N)(a, ζ) ≤ T ] ≤ N−1{Kr0γ−2a +K00(C1 ∨ 1)C−2},
for any a ≥ {k2 + k1C ′′rT}b, where γa := (a1/b − k2)/{k1C ′′rT}, Kr0 and C ′′rT
are as in Theorem 2.4, and K00 is as in Lemma 2.3.
Proof. In view of (2.27), it is enough to bound the probability
P[ sup
0≤t≤T
S(N)r (t) ≥ N(a1/b − k2)/k1].
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However, Lemma 2.3 and Theorem 2.4 together bound this probability by
N−1
{
Kr0γ
−2
a +K00(C1 ∨ 1)C−2
}
,
where γa is as defined above, as long as a
1/b − k2 ≥ k1C ′′rT .
Under the conditions of the corollary, it follows that
∑
J∈J α
J(xN (s))d(J, ζ)
is a.s. bounded on 0 ≤ s ≤ T , and that it is bounded by {k2 + k1C ′′r,T}b, ex-
cept on an event of probability of order O(N−1). Usually, one can choose
b = 1.
3 Semigroup properties
We make the following initial assumption about the matrix A:
Aij ≥ 0 for all i 6= j ≥ 0;
∑
j 6=i
Aji <∞ for all i ≥ 0. (3.1)
We then define Y to be a Markov branching process with countably many
types i = 0, 1, 2, . . ., related to the matrix A in the following way. A type i
individual has death rate di given by
di := |Aii|+
∑
j 6=i
ATij < ∞,
finite by assumption; at death, the i-individual is replaced by
2 type i individuals with probability
A+ii
di
;
1 type i and 1 type j individual with probability
ATij
di
;
0 individuals with probability
A−ii
di
,
where A+ii := max{Aii, 0} and A−ii := −min{Aii, 0}. We then define the
family of matrices R := {Rij(t), t ≥ 0} by
Rij(t) := EiY
j(t) := E{Y j(t) | Y (0) = e(i)}.
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Clearly, by conditioning on the value of Y (s), we see that R(s+t) = R(s)R(t),
so that the matrices form a semigroup. Under the further mild condition,
that
ATµ ≤ wµ for some w ≥ 0 and µ ∈ RZ++ such that µ(m) ≥ 1, m ≥ 0, (3.2)
we can deduce a bound on the rate of growth of the elements Rij(t) with
respect to the µ-norm
‖ξ‖µ :=
∑
m≥0
µ(m)|ξm| on Rµ := {ξ ∈ R: ‖ξ‖µ <∞}. (3.3)
Theorem 3.1 Let A satisfy Assumptions (3.1) and (3.2). Then RT is a
strongly continuous semigroup on Rµ, with generator A. Furthermore,∑
j≥0
Rij(t)µ(j) ≤ µ(i)ewt for all i and t. (3.4)
Proof. We begin with the Feller backward recursion for R(t). We define
Y
〈n〉
j (t) to be the number of type j individuals alive at time t that were born
at most n generations after the original ancestor, and we set
R
〈n〉
ij (t) := Ei{Y 〈n〉j (t)}.
Then it is clear that the inequality∑
j≥0
R
〈n〉
ij (t)µ(j) ≤ µ(i)ewt, i ≥ 0, t ≥ 0, (3.5)
is true if n = 0, since then the left hand side is just µ(i)e−dit, and w ≥ 0.
Now, by conditioning on the first event, we have
R
〈n+1〉
ij (t) = δije
−dit (3.6)
+
∫ t
0
die
−diu
{∑
l 6=i
ATil
di
[R
〈n〉
lj (t− u) +R〈n〉ij (t− u)] + 2
A+ii
di
R
〈n〉
ij (t− u)
}
du .
If (3.5) holds for n, then the right hand side of (3.6) can be bounded above,
giving∑
j≥0
R
〈n+1〉
ij (t)µ(j)
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≤ µ(i)e−dit +
∫ t
0
e−diu
{∑
l 6=i
ATil [µ(l) + µ(i)] + 2A
+
iiµ(i)
}
ew(t−u) du
≤ ewt
{
µ(i)e−(di+w)t +
κi
di + w
(1− e−(di+w)t)
}
,
where
κi :=
∑
l 6=i
ATil [µ(l) + µ(i)] + 2A
+
iiµ(i).
Hence (3.5) also holds for n+1, provided that κi/(di+w) ≤ µ(i) for all i; but
this is equivalent to the condition
∑
l 6=iA
T
ilµ(l) + µ(i){2A+ii − |Aii|} ≤ wµ(i)
for all i, which, by considering the cases Aii ≥ 0 and Aii < 0 in turn, is
just the inequality ATµ ≤ wµ that we have assumed given. Letting n tend
to infinity in (3.5), R
〈n〉
ij (t) increases to Rij(t) (as defined by the minimal
process), and we have shown that (3.4) holds.
Then, returning to (3.6), we can let n→∞, which by monotone conver-
gence yields
Rij(t) = δije
−dit (3.7)
+
∫ t
0
e−diu
{∑
l 6=i
ATil [Rlj(t− u) +Rij(t− u)] + 2A+iiRij(t− u)
}
du ,
with the sums all absolutely convergent in view of (3.4). From this, it follows
that
editRij(t)
= δij +
∫ t
0
ediv
{∑
l 6=i
ATil [Rlj(v) + Rij(v)] + 2A
+
iiRij(v)
}
dv . (3.8)
This equation shows immediately that each Rij(t) is a continuous function
of t, because an indefinite integral has to be; in particular, at t = 0, we thus
have
lim
t→0
Rij(t) = δij. (3.9)
Then since, from (3.4), Rlj(v) ≤ µ(l)ewv/µ(j), it follows that the sum
∑
l 6=iA
T
ilRlj(v)
is uniformly convergent, and hence is also continuous. Thus the indefinite
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integral is differentiable, and the integrand is its derivative. Hence we have
shown that
diRij(t) +
d
dt
Rij(t) =
∑
l 6=i
ATil [Rlj(t) +Rij(t)] + 2A
+
iiRij(t)
=
∑
l 6=i
ATilRlj(t) + (di + Aii)Rij(t),
and thus
d
dt
Rij(t) = (A
TR(t))ij;
d
dt
Rij(0) = A
T
ij, (3.10)
for all i, j. Note also that, from (3.4),
lim sup
t→0
∑
j≥0
Rij(t)µ(j) ≤ µ(i) lim
t→0
ewt = µ(i),
whereas
lim inf
t→0
∑
j≥0
Rij(t)µ(j) ≥ lim
t→0
Rii(t)µ(i) = µ(i),
so that
lim
t→0
∑
j≥0
Rij(t)µ(j) = µ(i); lim
t→0
∑
j 6=i
Rij(t)µ(j) = 0. (3.11)
To show that RT is the semigroup on Rµ generated by A, we need rather
more. First, we observe that, for ξ ∈ Rµ,
‖ξTR(t)‖µ ≤
∑
j≥0
µ(j)
∑
i≥0
|ξi|Rij(t) ≤
∑
i≥0
|ξi|µ(i)ewt = ‖ξ‖µewt, (3.12)
by (3.4), so that R indeed maps Rµ into itself. Then, to show strong conti-
nuity, we note that, for ξ ∈ Rµ,
‖ξTR(t)− ξT‖µ ≤
∑
j≥0
µ(j)
{∑
i6=j
|ξi|Rij(t) + |ξj||Rjj(t)− 1|
}
=
∑
i≥0
|ξi|
∑
j 6=i
Rij(t)µ(j) (3.13)
+
∑
j≥0
µ(j)|ξj||Rjj(t)− 1|. (3.14)
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It is immediate from (3.4) that |Rjj(t) − 1| ≤ ewt, so that dominated con-
vergence can be used as t→ 0 in (3.14), giving the limit 0, in view of (3.9).
Then
0 ≤
∑
j 6=i
Rij(t)µ(j) ≤ µ(i)ewt,
by (3.4), and since ξ ∈ Rµ we can also use dominated convergence in (3.13);
by (3.11), this then also yields 0. Hence, for ξ ∈ Rµ,
lim
t→0
‖ξTR(t)− ξT‖µ = 0,
proving strong continuity.
To show that RT is generated by A, we now need to show that
lim
t→0
t−1‖ξTR(t)− ξT − tξTAT‖µ = 0 (3.15)
for ξ in a dense subset ofRµ. Taking first ξ = e(i), the i-th coordinate vector,
we need to examine
t−1
∑
j≥0
µ(j)|Rij(t)− δij − tATij |. (3.16)
From (3.7), and again noting that
∑
l 6=iA
T
il + 2A
+
ii = di + Aii, we have
Rij(t)− δij − tATij
=
∫ t
0
(
e−diu
{∑
l 6=i
ATilRlj(t− u) + (di + Aii)Rij(t− u)− diδij
}
−ATij
)
du
=
∫ t
0
e−diu
{∑
l≥0
ATil(Rlj(t− u)− δlj) + di(Rij(t− u)− δij)
}
du
− ATij
∫ t
0
(1− e−diu) du .
Hence it follows directly that
t−1
∑
j≥0
µ(j)|Rij(t)− δij − tATij |
≤ t−1
∑
j≥0
µ(j)
∫ t
0
{
di{Rij(v)(1− δij) + δij|Rii(v)− 1|}
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+
∑
l 6=j
|ATil |Rlj(v) + |ATij| |1− Rii(v)|
}
dv
+
∑
j≥0
µ(j)|ATij| t−1
∫ t
0
(1− e−diu) du
≤ dif1i(t) + µ(i)f2i(t) +
∑
l≥0
|ATil |f1l(t)
+
∑
j≥0
|ATij|µ(j)f2j(t) +
tdi
2
∑
j≥0
|ATij|µ(j), (3.17)
where
f1l(t) := sup
0≤v≤t
∑
j 6=l
Rlj(v)µ(j); f2l(t) := sup
0≤v≤t
|1−Rll(v)|.
Now
lim
t→0
f1l(t) = lim
t→0
f2l(t) = 0,
by (3.11) and (3.9), and
f1l(t) ≤ µ(l)ewt; f2l(t) ≤ ewt,
in view of (3.4); furthermore,∑
l≥0
|ATil |µ(l) =
∑
l≥0
ATilµ(l) + (|Aii| −Aii)µ(i) ≤ (w + 2|Aii|)µ(i) < ∞.
These observations and dominated convergence now show that the right hand
side of (3.17) converges to zero as t→ 0.
We have now shown that (3.15) is satisfied for ξ = e(i), for any i. The same
argument shows that (3.15) is satisfied for arbitrary finite linear combinations
of the e(i), and a density argument completes the proof.
Remark. Note that there may be many possible choices for µ. In what
follows, it is important that F be a Lipschitz operator with respect to the
µ-norm, and this has to be borne in mind when choosing µ.
4 Main approximation
Let XN , N ≥ 1, be a sequence of pure jump Markov processes as in Section 1,
with A and F defined as in (1.3) and (1.4), and suppose that F : Rµ → Rµ,
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with Rµ as defined in (3.3), for some µ such that Assumption (3.2) holds.
Suppose also that F is locally Lipschitz in the µ-norm: for any z > 0,
sup
x 6=y: ‖x‖µ,‖y‖µ≤z
‖F (x)− F (y)‖µ/‖x− y‖µ ≤ K(µ, F ; z) < ∞. (4.1)
Then, for x(0) ∈ Rµ, the integral equation
x(t) = RT (t)x(0) +
∫ t
0
RT (t− s)F (x(s)) ds. (4.2)
has a unique continuous solution x in Rµ on some non-empty time interval
[0, tmax), such that, if tmax <∞, then ‖x(t)‖µ →∞ as t→ tmax (Pazy 1983,
Theorem 1.4, Chapter 6), and x represents a mild solution of the determin-
istic equations (1.3). We now wish to show that the process xN := N
−1XN
is close to x. To do so, we need a corresponding representation for XN .
To find such a representation, letW (t), t ≥ 0, be a pure jump path on X+
that has only finitely many jumps up to time T . Then we can write
W (t) = W (0) +
∑
j:σj≤t
∆W (σj), 0 ≤ t ≤ T, (4.3)
where ∆W (s) := W (s)−W (s−) and σj , j ≥ 1, denote the times whenW has
its jumps. Now let AT be a mean intensity matrix satisfying the conditions
of Theorem 3.1, and let R(·) be the associated semigroup. Define the path
W ∗(t), 0 ≤ t ≤ T , from the equation
W ∗(t) := RT (t)W (0) +
∑
j:σj≤t
RT (t− σj)∆j −
∫ t
0
RT (t− s)AW (s) ds,
(4.4)
where ∆j := ∆W (σj). Note that the latter integral makes sense, because
each of the sums
∑
j≥0 R
T
ijAjk, k ≥ 0, is well defined, since R is non-negative
and A is non-negative off the diagonal, and because only finitely many of the
coordinates of W are non-zero.
Lemma 4.1 W ∗(t) =W (t) for all 0 ≤ t ≤ T .
Proof. Fix any t, and suppose that W ∗(s) = W (s) for all s ≤ t. This is
clearly the case for t = 0. Let σ(t) > t denote the time of the first jump
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of W after t. Then, for any 0 < h < σ(t)− t, using the semigroup property
for R and (4.4),
W ∗(t+ h)−W ∗(t)
= (RT (h)− I)RT (t)W (0) +
∑
j:σj≤t
(RT (h)− I)RT (t− σj)∆j (4.5)
−
∫ t
0
(RT (h)− I)RT (t− s)AW (s) ds−
∫ t+h
t
RT (t+ h− s)AW (t) ds,
where, in the last integral, we use the fact that there are no jumps of W
between t and t+ h. Thus we have
W ∗(t+ h)−W ∗(t)
= (RT (h)− I)
RT (t)W (0) + ∑
j:σj≤t
RT (t− σj)∆j −
∫ t
0
RT (t− s)AW (s) ds

−
∫ t+h
t
RT (t+ h− s)AW (t) ds
= (RT (h)− I)W (t)−
∫ t+h
t
RT (t+ h− s)AW (t) ds. (4.6)
But now, since AT is the infinitesimal matrix associated with R, we have∫ t+h
t
RT (t+ h− s)Axds = (RT (h)− I)x
for all x ∈ X+, so that W ∗(t+ h) = W ∗(t) for all t+ h < σ(t), implying that
W ∗(s) = W (s) for all s < σ(t). On the other hand, from (4.4), W ∗(σ(t))−
W ∗(σ(t)−) = ∆W (σ(t)), so that W ∗(s) = W (s) for all s ≤ σ(t). Thus we
can prove equality over the interval [0, σ1], and then successively over the
intervals [σj , σj+1], until [0, T ] is covered.
Now suppose that W arises as a realization of XN . Then XN has transi-
tion rates such that
MN(t) :=
∑
j:σj≤t
∆XN (σj)−
∫ t
0
AXN (s) ds−
∫ t
0
NF (xN (s)) ds (4.7)
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is a zero mean local martingale. In view of Lemma 4.1, we can use (4.4) to
write
XN(t) = R
T (t)XN(0) + M˜N (t) +N
∫ t
0
RT (t− s)F (xN(s)) ds, (4.8)
where
M˜N(t) :=
∑
j:σj≤t
RT (t− σj)∆XN(σj)
−
∫ t
0
RT (t− s)AXN (s) ds−
∫ t
0
RT (t− s)NF (xN (s)) ds. (4.9)
Thus, comparing (4.8) and (4.2), we expect xN and x to be close, for
0 ≤ t ≤ T < tmax, provided that we can show that supt≤T ‖m˜N (t)‖µ is small,
where m˜N(t) := N
−1M˜N (t). Indeed, if xN (0) and x(0) are close, then
‖xN(t)− x(t)‖µ
≤ ‖RT (t)(xN (0)− x(0))‖µ
+
∫ t
0
‖RT (t− s)[F (xN(s))− F (x(s))]‖µ ds+ ‖m˜N(t)‖µ
≤ ewt‖xN (0)− x(0)‖µ
+
∫ t
0
ew(t−s)K(µ, F ; 2ΞT )‖xN(s)− x(s)‖µ ds+ ‖m˜N(t)‖µ,(4.10)
by (3.12), with the stage apparently set for Gronwall’s inequality, assuming
that ‖xN (0)− x(0)‖µ and sup0≤t≤T ‖m˜N(t)‖µ are small enough that then
‖xN(t)‖µ ≤ 2ΞT for 0 ≤ t ≤ T , where ΞT := sup0≤t≤T ‖x(t)‖µ.
Bounding sup0≤t≤T ‖m˜N (t)‖µ is, however, not so easy. Since M˜N is not
itself a martingale, we cannot directly apply martingale inequalities to control
its fluctuations. However, since
M˜N(t) =
∫ t
0
RT (t− s) dMN(s), (4.11)
we can hope to use control over the martingaleMN instead. For this and the
subsequent argument, we introduce some further assumptions.
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Assumption 4.2
1. There exists r = rµ ≤ r(2)max such that supj≥0{µ(j)/νr(j)} <∞.
2. There exists ζ ∈ R with ζ(j) ≥ 1 for all j such that (2.27) is satisfied
for some b = b(ζ) ≥ 1 and r = r(ζ) such that 1 ≤ r(ζ) ≤ r(2)max, and that
Z :=
∑
k≥0
µ(k)(|Akk|+ 1)√
ζ(k)
< ∞. (4.12)
Note that part 1 of Assumption 4.2 implies limj→∞{µ(j)/νr(j)} = 0 for some
r = r˜µ ≤ rµ + 1. We define
ρ(ζ, µ) := max{r(ζ), p(r(ζ)), r˜µ}, (4.13)
where p(·) is as in Assumptions 2.1. We can now prove the following lemma,
which enables us to control the paths of M˜N by using fluctuation bounds for
the martingale MN .
Lemma 4.3 Under Assumption 4.2,
M˜N(t) = MN (t) +
∫ t
0
RT (t− s)AMN (s) ds.
Proof. Since A generates RT , it follows that
RT (t− s) = I +
∫ t−s
0
RT (v)Adv.
Substituting this into (4.11), we obtain
M˜N(t) =
∫ t
0
RT (τ − s) dMN(s)
= MN (t) +
∫ t
0
{∫ t
0
RT (v)A1{v≤t−s} dv
}
dMN (s)
= MN (t) +
∫ t
0
{∫ t
0
RT (v)A1{v≤t−s} dv
}
dXN(s)
−
∫ t
0
{∫ t
0
RT (v)A1{v≤t−s} dv
}
F0(xN (s)) ds.
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It remains to change the order of integration in the double integrals, for
which we use Fubini’s theorem.
In the first, the outer integral is almost surely a finite sum, and at each
jump time tXNl we have dXN(t
XN
l ) ∈ J . Hence it is enough that, for each
i and m,
∑
j≥0R
T
ijAjm is absolutely summable, which is immediate because
there is at most one negative term in the sum. Thus we have∫ t
0
{∫ t
0
RT (v)A1{v≤t−s} dv
}
dXN(s) =
∫ t
0
RT (v)A{XN(t−v)−XN (0)} dv.
(4.14)
For the second, the k-th component of RT (v)AF0(xN (s)) is just∑
j≥0
Rjk(v)
∑
l≥0
Ajl
∑
J∈J
J lαJ(xN(s)). (4.15)
Now, from (3.4), we have 0 ≤ Rjk(v) ≤ µ(j)ewv/µ(k), and∑
j≥0
µ(j)|Ajl| ≤ µ(l)(2|All|+ w), (4.16)
because ATµ ≤ wµ. Hence, putting absolute values in the summands in (4.15)
yields at most
ewv
µ(k)
∑
J∈J
αJ(xN (s))
∑
l≥0
|J l|µ(l)(2|All|+ w).
Now, in view of (4.12) and since ζ(j) ≥ 1 for all j, there is a constant K <∞
such that µ(l)(2|All| + w) ≤ Kζ(l). Furthermore, ζ satisfies (2.27), so that,
by Corollary 2.5,
∑
J∈J α
J(xN (s))
∑
l≥0 |J l|ζ(l) is a.s. uniformly bounded in
0 ≤ s ≤ T . Hence we can apply Fubini’s theorem, obtaining∫ t
0
{∫ t
0
RT (v)A1{v≤t−s} dv
}
F0(xN (s)) ds =
∫ t
0
RT (v)A
{∫ t−v
0
F0(xN(s)) ds
}
dv,
and combining this with (4.14) proves the lemma.
We now introduce the exponential martingales that we use to bound the
fluctuations of MN . For θ ∈ RZ+ bounded and x ∈ Rµ,
ZN,θ(t) := e
θTxN (t) exp
{
− ∫ t
0
gNθ(xN(s−)) ds
}
, t ≥ 0,
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is a non-negative finite variation local martingale, where
gNθ(ξ) :=
∑
J∈J
NαJ(ξ)
(
eN
−1JT θ − 1
)
.
For t ≥ 0, we have
logZN,θ(t) = θ
TxN (t)−
∫ t
0
gNθ(xN(s−)) ds
= θTmN (t)−
∫ t
0
ϕN,θ(xN (s−), s) ds, (4.17)
where
ϕN,θ(ξ) :=
∑
J∈J
NαJ (ξ)
(
eN
−1JT θ − 1−N−1JT θ
)
, (4.18)
and mN (t) := N
−1MN (t). Note also that we can write
ϕN,θ(ξ) = N
∫ 1
0
(1− r)D2mN (ξ, rθ)[θ, θ] dr, (4.19)
where
mN(ξ, θ
′) :=
∑
J∈J
αJ(ξ)e
N−1JT θ′ ,
and D2m denotes its matrix of second derivatives with respect to θ′:
D2m(ξ, θ′)[ζ1, ζ2] := N
−2
∑
J∈J
αJ(ξ)e
N−1JT θ′ζT1 JJ
T ζ2 (4.20)
for any ζ1, ζ2 ∈ Rµ.
Now choose any B := (Bk, k ≥ 0) ∈ R, and define τ˜ (N)k (B) by
τ˜
(N)
k (B) := inf
{
t ≥ 0:
∑
J :Jk 6=0
αJ(xN(t−)) > Bk
}
.
Our exponential bound is as follows.
Lemma 4.4 For any k ≥ 0,
P
 sup
0≤t≤T∧τ˜
(N)
k
(B)
|mkN(t)| ≥ δ
 ≤ 2 exp(−δ2N/2BkK∗T ).
for all 0 < δ ≤ BkK∗T , where K∗ := J2∗ eJ∗, and J∗ is as in (1.1).
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Proof. Take θ = e(k)β, for β to be chosen later, Apply the optional stopping
theorem to the martingale ZN,θ with stopping time σ
(N)(k, δ), where
σ(N)(k, δ) := T ∧ τ˜ (N)k (B) ∧ inf{t: mkN (t) ≥ δ}.
Note that
eN
−1JT θ ≤ eJ∗ , (4.21)
so long as |β| ≤ N . Hence
D2m(ξ, rθ)[θ, θ] ≤ N−2
( ∑
J :Jk 6=0
αJ(ξ)
)
β2K∗.
Thus, from (4.19), we have
ϕN,θ(xN(u−)) ≤ 12N−1Bkβ2K∗, u ≤ τ˜ (N)k (B).
On the event that σ(N)(k, δ) = inf{t: mkN(t) ≥ δ} ≤ (T ∧ τ˜ (N)k (B)),
ZN,θ(σ(k, δ)) ≥ exp{βδ − 12N−1Bkβ2K∗T}.
But since ZN,θ(0) = 1, it now follows that
1 ≥ E{ZN,θ(σ(k, δ))}
≥ P
[
sup
0≤t≤T∧τ˜
(N)
k
(B)
mkN (t) ≥ δ
]
exp{βδ − 1
2
N−1Bkβ
2K∗T}.
We can choose β = δN/BkK∗T , as long as δ/BkK∗T ≤ 1, obtaining
P
 sup
0≤t≤T∧τ˜
(N)
k
(B)
mkN (t) ≥ δ
 ≤ exp(−δ2N/2BkK∗T ).
Repeating with
σ˜(N)(k, δ) := T ∧ τ˜ (N)k (B) ∧ inf{t: −mkN (t) ≥ δ},
and choosing β = δN/BkK∗T , gives the lemma.
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The preceding lemma gives a bound for each individual component ofMN .
We need first to translate this into a statement for all components simulta-
neously. For ζ as in Assumption 4.2, we start by writing
Z(1)∗ := max
k≥1
k−1#{m: ζ(m) ≤ k}; Z(2)∗ := sup
k≥0
µ(k)(|Akk|+ 1)√
ζ(k)
, (4.22)
both finite because of Assumption 4.2. Then, using the definition (2.26)
of τ (N)(a, ζ), note that∑
J : Jk 6=0
α(xN (t))h(k) ≤
∑
J :Jk 6=0
α(xN (t))h(k)d(J, ζ)
|Jk|ζ(k) ≤
ah(k)
ζ(k)
, (4.23)
for any t ≤ τ (N)(a, ζ) and any h ∈ R, and that, for any K ⊆ Z+,∑
k∈K
∑
J :Jk 6=0
α(xN(t))h(k) ≤
∑
k∈K
∑
J :Jk 6=0
α(xN(t))h(k)d(J, ζ)
|Jk|ζ(k)
≤ a
mink∈K(ζ(k)/h(k))
. (4.24)
From (4.23) with h(k) = 1 for all k, if we choose B := (a/ζ(k), k ≥ 0), then
τ (N)(a, ζ) ≤ τ˜ (N)k (B) for all k. For this choice of B, we can take
δ2k := δ
2
k(a) :=
4aK∗T logN
Nζ(k)
(4.25)
in Lemma 4.4 for k ∈ κN(a), where
κN(a) :=
{
k: ζ(k) ≤ 1
4
aK∗TN/ logN
}
, (4.26)
since then δk(a) ≤ BkK∗T . Note that then, from (4.12),
∑
k∈κN (a)
µ(k)δk(a) ≤ 2Z
√
aK∗T
√
logN
N
, (4.27)
with Z as defined in Assumption 4.2, and that
|κN(a)| ≤ 14aZ(1)∗ K∗TN/ logN. (4.28)
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Lemma 4.5 If Assumptions 4.2 are satisfied, taking δk(a) and κN(a) as
defined in (4.25) and (4.26), and for any η ∈ R, we have
1. P
 ⋃
k∈κN (a)
{
sup
0≤t≤T∧τ (N)(a,ζ)
|mN(t)| ≥ δk(a)
} ≤ aZ(1)∗ K∗T
2N logN
;
2. P
 ∑
k/∈κN (a)
XkN(t) = 0 for all 0 ≤ t ≤ T ∧ τ (N)(a, ζ)
 ≥ 1− 4 logN
K∗N
;
3. sup
0≤t≤T∧τ (N)(a,ζ)
 ∑
k/∈κN (a)
η(k)|F k(xN(t))|
 ≤ aJ∗mink/∈κN (a)(ζ(k)/η(k)).
Proof. For part 1, use Lemma 4.4 together with (4.25) and (4.28) to give
the bound. For part 2, the total rate of jumps into coordinates with indices
k /∈ κN(a) is ∑
k/∈κN (a)
∑
J :Jk 6=0
α(xN(t)) ≤ a
mink/∈κN (a) ζ(k)
,
if t ≤ τ (N)(a, ζ), using (4.24) withK = (κN (a))c, which, combined with (4.26),
proves the claim. For the final part, if t ≤ τ (N)(a, ζ),∑
k/∈κN (a)
η(k)|F k(xN (t))| ≤
∑
k/∈κN (a)
η(k)
∑
J :Jk 6=0
α(xN(t))J∗,
and the inequality follows once more from (4.24).
Let B
(1)
N (a) and B
(2)
N (a) denote the events
B
(1)
N (a) :=
 ∑
k/∈κN (a)
XkN(t) = 0 for all 0 ≤ t ≤ T ∧ τ (N)(a, ζ)
 ;
B
(2)
N (a) :=
 ⋂
k∈κN (a)
{
sup
0≤t≤T∧τ (N)(a,ζ)
|mN(inTheorem 2.4t)| ≤ δk(a)
} ,(4.29)
and set BN(a) := B
(1)
N (a) ∩ B(2)N (a). Then, by Lemma 4.5, we deduce that
P[BN(a)
c] ≤ aZ
(1)
∗ K∗T
2N logN
+
4 logN
K∗N
, (4.30)
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of order O(N−1 logN) for each fixed a. Thus we have all the components
of MN simultaneously controlled, except on a set of small probability. We
now translate this into the desired assertion about the fluctuations of m˜N .
Lemma 4.6 If Assumptions 4.2 are satisfied, then, on the event BN (a),
sup
0≤t≤T∧τ (N)(a,ζ)
‖m˜N (t)‖µ ≤
√
aK4.6
√
logN
N
,
where the constant K4.6 depends on T and the parameters of the process.
Proof. From Lemma 4.3, it follows that
sup
0≤t≤T∧τ (N)(a,ζ)
‖m˜N (t)‖µ (4.31)
≤ sup
0≤t≤T∧τ (N)(a,ζ)
‖mN(t)‖µ + sup
0≤t≤T∧τ (N)(a,ζ)
∫ t
0
‖RT (t− s)AmN (s)‖µ ds.
For the first term, on BN (a) and for 0 ≤ t ≤ T ∧ τ (N)(a, ζ), we have
‖mN(t)‖µ ≤
∑
k∈κN (a)
µ(k)δk(a) +
∫ t
0
∑
k/∈κN (a)
µ(k)|F k(xN (u))| du.
The first sum is bounded using (4.27) by 2Z
√
aK∗T N
−1/2
√
logN , the sec-
ond, from Lemma 4.5 and (4.26), by
TaJ∗
mink/∈κN (a)(ζ(k)/µ(k))
≤ Z(2)∗ 2J∗
√
Ta
K∗
√
logN
N
.
For the second term in (4.31), from (3.4) and (4.16), we note that
‖RT (t− s)AmN (s)‖µ ≤
∑
k≥0
µ(k)
∑
l≥0
Rlk(t− s)
∑
r≥0
|Alr||mrN(s)|
≤ ew(t−s)
∑
l≥0
µ(l)
∑
r≥0
|Alr||mrN(s)|
≤ ew(t−s)
∑
r≥0
µ(r){2|Arr|+ w}|mrN(s)|.
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On BN(a) and for 0 ≤ s ≤ T ∧ τ (N)(a, ζ), from (4.12), the sum for r ∈ κN (a)
is bounded using∑
r∈κN (a)
µ(r){2|Arr|+ w}|mrN(s)|
≤
∑
r∈κN (a)
µ(r){2|Arr|+ w}δr(a)
≤
∑
r∈κN (a)
µ(r){2|Arr|+ w}
√
4aK∗T logN
Nζ(r)
≤ (2 ∨ w)Z
√
4aK∗T
√
logN
N
.
The remaining sum is then bounded by Lemma 4.5, on BN (a) and for 0 ≤
s ≤ T ∧ τ (N)(a, ζ) giving at most∑
r /∈κN (a)
µ(r){2|Arr|+ w}|mrN(s)|
≤
∑
r /∈κN (a)
µ(r){2|Arr|+ w}
∫ s
0
|F r(xN (t))| dt
≤ (2 ∨ w)saJ∗
mink/∈κN (a)(ζ(k)/µ(k){|Akk|+ 1})
≤ (2 ∨ w)Z(2)∗ 2J∗
√
Ta
K∗
√
logN
N
.
Integrating, it follows that
sup
0≤t≤T∧τ (N)(a,ζ)
∫ t
0
‖RT (t− s)AmN (s)‖µ ds
≤ (2T ∨ 1)ewT
{√
4aK∗TZ + Z
(2)
∗ J2J∗
√
Ta
K∗
} √
logN
N
,
and the lemma follows.
This has now established the control on sup0≤t≤T ‖m˜N (t)‖µ that we need,
in order to translate (4.10) into a proof of the main theorem.
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Theorem 4.7 Suppose that (1.1), (1.2), (3.1), (3.2) and (4.1) are all satis-
fied, and that Assumptions 2.1 and 4.2 hold. Recalling the definition (4.13)
of ρ(ζ, µ), for ζ as given in Assumption 4.2, suppose that S
(N)
ρ(ζ,µ)(0) ≤ NC∗
for some C∗ <∞.
Let x denote the solution to (4.2) with initial condition x(0) satisfying
Sρ(ζ,µ)(x(0)) <∞. Then tmax =∞.
Fix any T , and define ΞT := sup0≤t≤T ‖x(t)‖µ. If ‖xN (0)− x(0)‖µ ≤
1
2
ΞT e
−(w+k∗)T , where k∗ := e
wTK(µ, F ; 2ΞT ), then there exist constants c1, c2
depending on C∗, T and the parameters of the process, such that for all N
large enough
P
(
sup
0≤t≤T
‖xN (t)− x(t)‖µ >
(
ewT‖xN(0)− x(0)‖µ + c1
√
logN
N
)
ek∗T
)
≤ c2 logN
N
.
(4.32)
Proof. As S
(N)
ρ(ζ,µ)(0) ≤ NC∗, it follows also that S(N)r (0) ≤ NC∗ for all
0 ≤ r ≤ ρ(ζ, µ). Fix any T < tmax, take C := 2(C∗+ k04T )ek01T , and observe
that, for r ≤ ρ(ζ, µ) ∧ r(2)max, and such that p(r) ≤ ρ(ζ, µ), we can take
C ′′rT ≤ C˜rT := {2(C∗ ∨ 1) + kr4T}e(kr1+Ckr2)T ,
in Theorem 2.4, since we can take C∗ to bound Cr and C
′
r. In particular,
by definition, the inequality is satisfied for r = r(ζ), as defined in Assump-
tion 4.2. Then, taking a := {k2 + k1C˜r(ζ)T}b(ζ) in Corollary 2.5, it follows
that for some constant c3 > 0, on the event BN(a),
P[τ (N)(a, ζ) ≤ T ] ≤ c3N−1.
Then, from (4.30), for some constant c4, P[BN (a)
c] ≤ c4N−1 logN . Here,
constants c3, c4 depend on C∗, T and the parameters of the process.
We now use Lemma 4.6 to bound the martingale term in (4.10). It fol-
lows that, on the event BN (a) ∩ {τ (N)(a, ζ) > T} and on the event that
‖xN(s)− x(s)‖µ ≤ ΞT for all 0 ≤ s ≤ t,
‖xN(t)− x(t)‖µ ≤
(
ewT‖xN(0)− x(0)‖µ +
√
aK4.6
√
logN
N
)
+ k∗
∫ t
0
‖xN(s)− x(s)‖µ ds,
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where k∗ := e
wTK(µ, F ; 2ΞT ). Then from Gronwall’s inequality, on the
event BN (a) ∩ {τ (N)(a, ζ) > T},
‖xN(t)− x(t)‖µ ≤
(
ewT‖xN(0)− x(0)‖µ +
√
aK4.6
√
logN
N
)
ek
∗t,
(4.33)
for all 0 ≤ t ≤ T , provided that(
ewT‖xN(0)− x(0)‖µ +
√
aK4.6
√
logN
N
)
≤ ΞT e−k∗T .
This is true for all N sufficiently large, if ‖xN (0)− x(0)‖µ ≤ 12ΞT e−(w+k
∗)T ,
which we have assumed. We have thus proved (4.32), since, as shown above,
P(BN (a)
c ∪ {τ (N)(a, ζ) > T}c) = O(N−1 logN).
We now use this to show that in fact tmax = ∞. For x(0) as above, we
can take xjN(0) := N
−1⌊Nxj(0)⌋ ≤ xj(0), so that S(N)ρ(ζ,µ)(0) ≤ NC∗ for C∗ :=
Sρ(ζ,µ)(x(0)) < ∞. Then, by (4.13), limj→∞{µ(j)/νρ(ζ,µ)(j)} = 0, so it fol-
lows easily using bounded convergence that ‖xN(0)− x(0)‖µ → 0 asN →∞.
Hence, for any T < tmax, it follows from (4.32) that ‖xN (t)− x(t)‖µ →D 0
as N →∞, for t ≤ T , with uniform bounds over the interval, where ‘→D’
denotes convergence in distribution. Also, by Assumption 4.2, there is a con-
stant c5 such that ‖xN(t)‖µ ≤ c5N−1S(N)rµ (t) for each t, where rµ ≤ r(2)max and
rµ ≤ ρ(ζ, µ). Hence, using Lemma 2.3 and Theorem 2.4, sup0≤t≤2T ‖xN(t)‖µ
remains bounded in probability as N → ∞. Hence it is impossible that
‖x(t)‖µ →∞ as T → tmax <∞, implying that in fact tmax =∞ for such x(0).
Remark. The dependence on the initial conditions is considerably compli-
cated by the way the constant C appears in the exponent, for instance in the
expression for C˜rT in the proof of Theorem 4.7. However, if kr2 in Assump-
tions 2.1 can be chosen to be zero, as for instance in the examples below, the
dependence simplifies correspondingly.
5 Examples
We begin with some general remarks, to show that the assumptions are sat-
isfied in many practical contexts. We then discuss two particular examples,
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those of Kretzschmar (1993) and of Arrigoni (2003), that fitted poorly or
not at all into the general setting of Barbour & Luczak (2008), though the
other systems referred to in the introduction could also be treated similarly.
In both of our chosen examples, the index j represents a number of individ-
uals — parasites in a host in the first, animals in a patch in the second —
and we shall for now use the former terminology for the preliminary, general
discussion.
Transitions that can typically be envisaged are: births of a few parasites,
which may occur either in the same host, or in another, if infection is being
represented; births and immigration of hosts, with or without parasites; mi-
gration of parasites between hosts; deaths of parasites; deaths of hosts; and
treatment of hosts, leading to the deaths of many of the host’s parasites. For
births of parasites, there is a transition X → X + J , where J takes the form
Jl = 1; Jm = −1; Jj = 0, j 6= l,m, (5.1)
indicating that one m-host has become an l-host. For births of parasites
within a host, a transition rate of the form bl−mmXm could be envisaged,
with l > m, the interpretation being that there are Xm hosts with parasite
burden m, each of which gives birth to s offspring at rate bs, for some small
values of s. For infection of an m-host, a possible transition rate would be
of the form
Xm
∑
j≥0
N−1Xjλpj,l−m,
since an m-host comes into contact with j-hosts at a rate proportional to
their density in the host population, and pjr represents the probability of a
j-host transferring r parasites to the infected host during the contact. The
probability distributions pj· can be expected to be stochastically increasing
in j. Deaths of parasites also give rise to transitions of the form (5.1),
but now with l < m, the simplest form of rate being just dmXm for l =
m− 1, though d = dm could also be chosen to increase with parasite burden.
Treatment of a host would lead to values of l much smaller than m, and
a rate of the form κXm for the transition with l = 0 would represent fully
successful treatment of randomly chosen individuals. Births and deaths of
hosts and immigration all lead to transitions of the form
Jl = ±1; Jj = 0, j 6= l. (5.2)
For deaths, Jl = −1, and a typical rate would be d′Xl. For births, Jl = 1, and
a possible rate would be
∑
j≥0Xjb
′
jl (with l = 0 only, if new-born individuals
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are free of parasites). For immigration, constant rates λl could be supposed.
Finally, for migration of individual parasites between hosts, transitions are
of the form
Jl = Jm = −1; Jl+1 = 1; Jm−1 = 1; Jj = 0, j 6= l,m, l+1, m−1,
(5.3)
a possible rate being γmXmN
−1Xl.
For all the above transitions, we can take J∗ = 2 in (1.1), and (1.2) is
satisfied in biologically sensible models. (3.1) and (3.2) depend on the way in
which the matrix A can be defined, which is more model specific; in practice,
(3.1) is very simple to check. The choice of µ in (3.2) is influenced by the
need to have (4.1) satisfied. For Assumptions 2.1, a possible choice of ν is to
take ν(j) = (j + 1) for each j ≥ 0, with S1(X) then representing the num-
ber of hosts plus the number of parasites. Satisfying (2.5) is then easy for
transitions only involving the movement of a single parasite, but in general
requires assumptions as to the existence of the r-th moments of the distri-
butions of the numbers of parasites introduced at birth, immigration and
infection events. For (2.6), in which transitions involving a net reduction
in the total number of parasites and hosts can be disregarded, the parasite
birth events are those in which the rates typically have a factor mXm for
transitions with Jm = −1, with m in principle unbounded. However, at such
events, an m-individual changes to an m + s individual, with the number s
of offspring of the parasite being typically small, so that the value of JTνr
associated with this rate has magnitude mr−1; the product mXmm
r−1, when
summed over m, then yields a contribution of magnitude Sr(X), which is al-
lowable in (2.6). Similar considerations show that the terms N−1S0(X)Sr(X)
accommodate the migration rates suggested above. Finally, in order to have
Assumptions 4.2 satisfied, it is in practice necessary that Assumptions 2.1
are satisfied for large values of r, thereby imposing restrictions on the dis-
tributions of the numbers of parasites introduced at birth, immigration and
infection events, as above.
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5.1 Kretzschmar’s model
Kretzschmar (1993) introduced a model of a parasitic infection, in which the
transitions from state X are as follows:
J = e(i−1) − e(i) at rate Niµxi, i ≥ 1;
J = −e(i) at rate N(κ + iα)xi, i ≥ 0;
J = e(0) at rate Nβ
∑
i≥0 x
iθi;
J = e(i+1) − e(i) at rate Nλxiϕ(x), i ≥ 0,
where x := N−1X, ϕ(x) := ‖x‖11{c + ‖x‖1}−1 with c > 0, and ‖x‖11 :=∑
j≥1 j|x|j ; here, 0 ≤ θ ≤ 1, and θi denotes its i-th power (our θ corresponds
to constant ξ in [6]). Both (1.1) and (1.2) are obviously satisfied. For As-
sumptions (3.1), (3.2) and (4.1), we note that equation corresponding to (1.4)
has
Aii = −{κ+ i(α + µ)}; ATi,i−1 = iµ and ATi0 = βθi, i ≥ 2;
A11 = −{κ+ α + µ}; AT10 = µ+ βθ;
A00 = −κ+ β, i ≥ 1,
with all other elements of the matrix equal to zero, and
F i(x) = λ(xi−1 − xi)ϕ(x), i ≥ 1; F 0(x) = −λx0ϕ(x).
Hence Assumption (3.1) is immediate, and Assumption (3.2) holds for µ(j) =
(j + 1)s, for any s ≥ 0, with w = (β − κ)+. The choice µ(j) = j + 1 then
makes F map elements ofRµ toRµ, and also locally Lipschitz in the µ-norm,
with K(µ, F ; Ξ) = c−2λΞ(2c+ Ξ).
For Assumptions 2.1, choose ν = µ; then (2.5) is a finite sum for each
r ≥ 0. Turning to (2.6), it is immediate that NU0N (X) ≤ βS0(X). Then∑
i≥0
λϕ(N−1X)X i{(i+ 2)r − (i+ 1)r} ≤ λS1(X)
S0(X)
∑
i≥0
rX i(i+ 2)r−1
≤ r2r−1λSr(X),
since, by Jensen’s inequality, S1(X)Sr−1(X) ≤ S0(X)Sr(X), and we can take
kr2 = kr4 = 0 and kr1 = β + r2
r−1λ in (2.6), for any r ≥ 1, so r(1)max = ∞.
Finally, for (2.7),
NV0N (X) ≤ (κ + β)S0(X) + αS1(X),
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so that k03 = κ+ β + α and k05 = 0, and
NVrN(X)
≤ r2(κS2r(X) + αS2r+1(X) + µS2r−1(X) + 22(r−1)λS2r−1(X)) + βS0(X),
so that we can take p(r) = 2r + 1, kr3 = β + r
2{κ + α + µ + 22(r−1)λ}, and
kr5 = 0 for any r ≥ 1, and so r(2)max =∞. In Assumptions 4.2, we can clearly
take rµ = 1 and ζ(k) = (k + 1)
7, giving r(ζ) = 8, b(ζ) = 1 and ρ(ζ, µ) = 17.
5.2 Arrigoni’s model
In the metapopulation model of Arrigoni (2003), the transitions from state X
are as follows:
J = e(i−1) − e(i) at rate Nixi(di + γ(1− ρ)), i ≥ 2;
J = e(0) − e(1) at rate Nx1(d1 + γ(1− ρ) + κ);
J = e(i+1) − e(i) at rate Nibixi, i ≥ 1;
J = e(0) − e(i) at rate Nxiκ, i ≥ 2;
J = e(k+1) − e(k) + e(i−1) − e(i) at rate Nixixkργ, k ≥ 0, i ≥ 1.
Here, the total number N of patches remains constant throughout, and the
number of animals in any one patch changes by at most one at each transition;
in the final (migration) transition, however, the numbers in two patches
change simultaneously. In the above transitions, γ, ρ, κ are non-negative,
and (di), (bi) are sequences of non-negative numbers.
Once again, both (1.1) and (1.2) are obviously satisfied. The equation
corresponding to (1.3) can now be expressed by taking
Aii = −{κ+ i(bi + di + γ)}; ATi,i−1 = i(di + γ); ATi,i+1 = ibi, i ≥ 1;
A00 = −κ,
with all other elements of A equal to zero, and
F i(x) = ργ‖x‖11(xi−1 − xi), i ≥ 1; F 0(x) = −ργx0‖x‖11 + κ,
where we have used the fact that N−1
∑
j≥0 Xj = 1. Hence Assumption
(3.1) is again immediate, and Assumption (3.2) holds for µ(j) = 1 with
w = 0, for µ(j) = j + 1 with w = maxi(bi − di − γ − κ)+ (assuming (bi) and
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(di) to be such that this is finite), or indeed for µ(j) = (j + 1)
s with any
s ≥ 2, with appropriate choice of w. The choice µ(j) = j + 1 again makes F
map elements of Rµ to Rµ, and also locally Lipschitz in the µ-norm, with
K(µ, F ; Ξ) = 3ργΞ.
To check Assumptions 2.1, take ν = µ; once again, (2.5) is a finite sum
for each r. Then, for (2.6), it is immediate that NU0N (X) = 0. For any
r ≥ 1, using arguments from the previous example,
NUrN (X) ≤ r2r−1
{∑
i≥1
ibiX
i(i+ 1)r−1 +
∑
i≥1
∑
k≥0
iργN−1X iXk(k + 1)r−1
}
≤ r2r−1{max
i
bi Sr(X) + ργN
−1S1(X)Sr−1(X)}
≤ r2r−1{max
i
bi Sr(X) + ργN
−1S0(X)Sr(X)},
so that, since S0(X) = N , we can take kr1 = r2
r−1(maxi bi + ργ) and kr2 =
kr4 = 0 in (2.6), and r
(1)
max = ∞. Finally, for (2.7), NV0N (X) = 0 and, for
r ≥ 1,
NVrN(X)
≤ r2
{
22(r−1) max
i
bi S2r−1(X) + max
i
(i−1di)S2r(X) + γ(1− ρ)S2r−1(X)
+N−1ργ(22(r−1)S1(X)S2r−2(X) + S0(X)S2r−1(X))
}
+ κS2r(X),
so that we can take p(r) = 2r, and (assuming i−1di to be finite)
kr3 = κ+ r
2{22(r−1)(max
i
bi + ργ) + max
i
(i−1di) + γ},
and kr5 = 0 for any r ≥ 1, and r(2)max =∞. In Assumptions 4.2, we can again
take rµ = 1 and ζ(k) = (k + 1)
7, giving r(ζ) = 8, b(ζ) = 1 and ρ(ζ, µ) = 16.
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