In this paper the path tracking problem for non-holonomic mobile robots is dealt with. The model used is known as the Dubins Car model. A robust fuzzy logic controller that steers the car to the appropriate direction is proposed. A technique called "spatial window technique" which greatly increases the overall performance of the control scheme is also introduced. The simulations of this scheme show that the path following problem is treated very adequately and the noise tolerance of the overall system is high.
Introduction
Steering is a crucial task every autonomous mobile robot has to face. In unknown or dynamic environments path tracking plays an important role and, among other things, comes to fill in the gap of uncertainty in map data and path planner errors. We consider the steering control of non-holonomic mobile robot described by the "Dubins Car" model. That is, four-wheeled mobile robots under bounded curvature constraints with no drift and forward motion. These constraints describe the fact that the turning radius of the mobile robot is bounded (just like actual cars) and that without any input, the robot remains still.
On the other hand there is no reference to the continuity of the curvature, so in principle the robot is able to steer from a sharp left turn to a sharp right turn in just a control loop. Although such behaviour yields good simulation results 1 , in practice it is unattainable and the control of the robot is poor. The equations that describe the motion of a mobile robot are defined as follows 2 
where u is the robot's speed, x y are the coordinates of the mid-point of the rear axle of the robot, is the heading of the robot and is the steering angle of the wheels, as seen in Figure 1 . 
The model used in this paper is a discretized transformed model of Eq.(2). That is: .
where is the robot's curvature and ¡ s the covered distance in a control loop. The curvature is related to steering angle ¢ by the following equation:
The motion of the robot described by this model is as follows:
So, the controller must be a multi-rate controller.
Problem Formulation
Let's assume that we have a mobile robot that is supposed to follow a reference path. In the case that the robot is misplaced, the path tracker must steer it back on course. Mathematically, this is equivalent to minimizing the orientation error Most of the path tracking controllers we have reviewed [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [14] [15] [16] use one or both of these two variables as inputs and tries to minimize them, thereby positioning the robot right on path.
On the contrary, here we use a different set of variables as control inputs, which better suit the control philosophy of our scheme. This point will be explained later on. This set consists of the orientation error 2, the same as above, and the angular error 1 . 
Methodology
In order for the robot to follow the path, the latter is sampled under a fixed sampling spacing 
As the robot moves, the closest point of the path is picked up and the orientation and angular errors for this point are considered. These variables are presented to a fuzzy controller and the appropriate steering command is issued. Some other fuzzy controllers can be found in [14] [15] [16] . The orientation error The output variable, curvature ¢ , is partitioned in five sets with Gaussian membership functions as well (Fig.6 ). £ ={nb,nm,ze,pm,pb} , we speak in terms of fuzzy sets. The rules that apply to the fuzzy sets n180, p180 must be consistent with each other in terms of continuity. The sets n180, p180 essentially cover two cases that are "continuous" in the real world even if their mathematical values lie on the two opposing ends of the universe of discourse of £ 1 . This is a natural consequence of the cyclical periodicity of angles. To better understand this, we must look at the FLC rule-surface shown in Figure 8 . o to 180 o the curvature would suddenly change from a minimum negative to a positive value. This kind of behavior would cause an oscillatory motion of the robot, something which was experimentally confirmed. So in order to avoid this, we bias the rules there, hence introducing the spike on the FLC surface.
Spatial Window Technique
Although this approach to the path tracking problem manages to come through, compared to a human driver it lacks a key ingredient: Perspective. The driver does not watch the point of the road which is closest to the car, but instead he sees a continuous segment of the road allowing him to precalculate the car's moves. So, in order to follow a turn, the human will pre-arrange his steering actions so as to take the turn easily. On the other hand the path tracker will "see" the turn just when it reaches it, reacting somewhat abruptly.
This perspective is introduced in the control scheme by calculating the control action not only for the closest point of the path but for a number of consecutive points following the closest point. This is illustrated pictorially in Figure 9 .
Essentially we present a spatial window of the path to the controller. The number of points in the spatial window is called order of the window. So, in Figure 9 , the spatial window is of the 4 th order. During the simulations it became clear that the spatial window was dependent on the sampling spacing s path of the path. If ¡ s path is too small, then the information two consecutive points have to offer is virtually the same. Furthermore, a bias in the spatial window greatly enhances the efficiency of the technique. Thereby, we insert two more parameters that define a spatial window. The spatial window step and the spatial window offset. In this new arrangement, the path is sampled by the path tracker with the spatial window step as sampling spacing. A step equal to 2, means that the path tracker skips one point in order to find the next point. The offset parameter moves the spatial window fore on the path and can be thought of as a measure of the perspectiveness. If order =1 and offset=0 the spatial window degenerates to the previous scheme, where only the closest path point was considered. It is therefore a superset which includes the latter. 
Depending on the distribution, one can lean weight towards distant or close points in the spatial window. This is equivalent to increasing the offset and decreasing the order.
Robustness
A point not very well stressed out is that the path tracker is heavily dependent on the localization module. So the actual algorithm used to find (estimate) the robot's position in the world, profoundly affects the path tracker's performance. And that is so, because the tracking algorithm relies on the estimation of the robot's pose, not the actual pose.
One can generally distinguish two categories for robot localization 12 : Dead Reckoning (odometry, inertial navigation, etc) and Reference-based Systems (GPS, active beacons, etc).
Odometry is a technique widely used, cheap but prone to large errors. The key feature of odometry is that the position estimation at t+1 relies on the estimation at time t. This leads to the accumulation of errors over time.
On the other hand, Reference-based Systems use a signal emitted by the robot and/or signals from known reference points/beacons to estimate the robot's position. In this case, the estimation at t+1 relies on the actual position at t+1.
Mathematically, the aforementioned notions, applied to our model, are described as follows: 
¢
Reference-based Systems:
( 1)
( 1) 
where x est ,y est ,¨e st are estimated parameters. These equations describe perfect tracking (i.e. errorless). Of course this is rarely the case. In order to better model the behavior of the navigation module, we introduce noise to the estimated parameters. Thus, the above equations are replaced by:
© Odometry: 
( 1) In GPS, such a description is meaningless. Instead we use an absolute measure. So, the amplitude M is expressed in cm as well as DC Bias . In such an arrangement, a positional noise of 1000 cm amplitude and 10 cm bias, would mean that the robot's estimated position is given by a uniform distribution covering a 2000x2000 cm square. The center of the square is at (x+10, y+10) as shown in the figure bellow. The simulations presented in the next section, show that the behavior of the controller under noisy input is quite good. In the case of odometry localization, the unbounded accumulation of errors over time, forces the robot to gradually diverge from the path. Of course, we should also consider that the noise level for these simulations is quite high (from 100% to 1000%).
On the other hand, simulations using Reference-Based Systems, unfold a surprising noise tolerance of the controller for such systems. Even under 10000 cm (100 m) noise, the controller manages to navigate the robot to the path. where N is the number of path points. From the simulations above we can see that a bigger step along with a bigger offset and a smaller order, gives better results than a big order with small step and offset. This observation is very useful as it greatly reduces the computational load of the path tracking technique. Furthermore, from the results of Figure 16 , it is clear that the path must be attainable. The deviation from the path is due to the fact that the curvature at the valley area is greater than what the robot can follow.
The simulation results for noisy input are presented in Figures 19-37 and are grouped in two categories: those who use odometry and those who use Reference-based Systems. Let us note here that all simulations below were calculated using an orientation noise of 20 o amplitude and zero mean. The spatial window used was of the 5 th order along with a step of 20 and 30 offset. (ii). Simulations using Reference-based Systems It is important here to note that the noise tolerance for line tracking seems to be very high. The previous simulation uses a 1Km amplitude noise. In the next figure, a noise of 100Km is used. 
(i). Simulations using Odometry

Path Noise
Besides the uncertainty of the robot's pose, we can also state that there is also a certain amount of uncertainty regarding the actual path to follow. This emerges from imprecise or noisy map data. Coarse map discretization and/or inaccurate topographic data affect the geometry of the reference path. Although this paper does not deal with the modeling of this type of noise presented to the path, we have created a simple way to loosely model the aforementioned uncertainty.
As mentioned before, the path is sampled under a specific sample spacing S path (which is 1 cm for our case studies). To each point of the path, a certain amount of noise is added, provided by a uniform random distribution. This is exactly the same as the noise we used for the localization algorithms. The black line represents the original path i.e. the path that the robot has to follow. The blue dots represent the original path with noise. This is the path the robot "sees". The dots are not connected for readability. The red line is the robot's path.
We can clearly see that the controller "reads through" the noise pattern and actually follows the original path. This can be attributed to the spatial window technique. The spatial window used here has an order of 10, step 20 and offset 30. The effect of the spatial window resembles a spatial low pass filtering of the noisy path or even some sort of interpolation.
The minimum distance to the original and noisy path for each loop is presented in Figure 39 . Simulations for circular and line paths are given in Figures 40-45 . 
Conclusions
Soft computing methods for path tracking are an intense field of research in robotics nowadays. The fuzzy controller in this paper is both flexible and robust. The computational load is light as it involves 91 rules. The number of rules could be further reduced if the symmetry of the problem is taken into account. The spatial window technique is a new technique that enhances the control by providing perspective to the controller. Although this idea is not a new one as certain other techniques such as the vector pursuit
11
, follow-the-carrot and others, also use it, the spatial window technique is fundamentally different. It could be further improved by the use of adaptive order, offset and step parameters, something which is under current investigation. The input set we have proposed (angular and orientation error) provide a more intuitive control over the path tracking problem. Furthermore they provide the ability to define control actions for all cases as their universe of discourse is a closed set contrary to the widely used positional-orientation error tuple where the positional error has an (theoretically) infinite domain.
The simulations of our scheme proved that the behavior of the controller is satisfactory even under noisy data. Its performance in real robots has yet to be assessed, but taking into account the high noise tolerance along with the fact that the calculated curvature is continuous, although the Dubin's Car model does not explicitly dictate such a constraint, we expect that it will perform well.
