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Abstract: We study theoretically, for the first time, the Dirichlet kernel
estimator introduced by Aitchison & Lauder (1985) for the estimation of
multivariate densities supported on the d-dimensional simplex. The simplex
is an important case as it is the natural domain of compositional data and
has been neglected in the literature on asymmetric kernels. Dirichlet ker-
nel estimators, which generalize the unidimensional Beta kernel estimator
from Chen (1999), are free of boundary bias and non-negative everywhere
on the simplex. We show that they achieve the optimal convergence rate
O(n−4/(d+4)) for the mean squared error and the mean integrated squared
error, we prove their asymptotic normality and uniform strong consistency,
and we also find an asymptotic expression for the mean absolute error.
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1. Dirichlet kernels
The d-dimensional simplex and its interior are defined by
S := {s ∈ [0, 1]d : ‖s‖1 ≤ 1} and Int(S) := {s ∈ (0, 1)d : ‖s‖1 < 1}, (1.1)
where ‖s‖1 :=
∑d
i=1 |si| and d ∈ N. For α1, . . . , αd, β > 0, the density of the
Dirichlet(α, β) distribution is
Kα,β(s) :=
Γ(‖α‖1 + β)
Γ(β)
∏d
i=1 Γ(αi)
· (1− ‖s‖1)β−1
d∏
i=1
sαi−1i , s ∈ S. (1.2)
For a given bandwidth parameter b > 0, and a sample of i.i.d. observations
X1,X2, . . . ,Xn that are F distributed with a density f supported on S, the
Dirichlet kernel estimator is defined by
fˆn,b(s) :=
1
n
n∑
i=1
Ks/b+1,(1−‖s‖1)/b+1(Xi), s ∈ S. (1.3)
The reader can see that the shape of the kernel changes with the position s on
the simplex; this is in contrast with traditional estimators where the kernel is
the same for every point. This variable smoothing allows asymmetric kernels
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to avoid the boundary bias problem of traditional kernel estimators. Under
mild regularity conditions, we will prove several asymptotic results for fˆn,b in
this paper: bias, variance, mean squared error (MSE), mean integrated squared
error (MISE), mean absolute error (MAE), asymptotic normality and uniform
strong consistency. The results are stated in Section 4 and proved in Section 5.
Fig 1.1: Two-dimensional examples of contour plots for two tar-
get densities f (left) and their respective estimate fˆn,b (right),
using Dirichlet kernels with n = 10000 and b = n−1/3. The first
target density (top left) is the mixture 0.4 ·Dirichlet(1.3, 2, 1) +
0.6 · Dirichlet(1.7, 1.2, 2.5), whereas the second target den-
sity (bottom left) is the mixture 0.4 · Dirichlet(4, 1, 2) + 0.6 ·
Dirichlet(1, 3, 2).
2. Overview of the literature
Below, we give a systematic overview of the main line of articles on density
estimation using Beta kernels (i.e. Dirichlet kernels with d = 1), and then we
briefly mention several other classes of asymmetric kernels with references. There
might be more details than the reader expects, but this is because the subject
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is vast and relatively important references are often disjointed or missing in the
literature, which makes it hard for newcomers to get a complete chronological
account of the progress in the field.
Aitchison & Lauder (1985) were the first to define the Dirichlet kernel estima-
tor from (1.3) for the purpose of density estimation. The paper compared their
performance empirically with an alternative approach, called the logistic-normal
kernel method, where the data on the simplex is first sent to Rd via an additive
log-ratio transformation and a multivariate Gaussian kernel smoothing is applied
afterwards. The authors recommended Dirichlet kernels over the logistic-normal
kernel method if there was a suspicion of sparseness in the data. To the best
of our knowledge, Chaco´n et al. (2011) was, until now, the only other paper to
even mention Dirichlet kernels in any meaningful way. They instead compared
numerically three other methods: an isometric log-ratio transformation com-
bined with multivariate Gaussian kernel smoothing with full bandwidth matrix
chosen by cross-validation, an isometric log-ratio transformation combined with
multivariate Gaussian kernel smoothing with full bandwidth matrix chosen by
unconstrained plug-in method, and the logistic-normal kernel method presented
in Aitchison & Lauder (1985) with a bandwidth matrix H = hS (S is the
sample covariance matrix) and h is chosen to maximize the pseudo-likelihood.
Brown & Chen (1999) was the first paper to study Beta kernels (d = 1)
theoretically, and it did so in the context of smoothing for regression curves with
equally spaced and fixed design points. The asymptotics of the bias, variance
and MISE for the estimator of the regression function were found everywhere
on [0, 1] (the optimal MISE was also shown to be O(n−4/5)). These results
extended to Beta kernel estimators some parts of the results from Stadtmu¨ller
(1986), who was working with the closely related Bernstein estimators. Chen
(1999) was the first paper to study Beta kernel estimators (fˆ1) theoretically in
the context of density estimation. A certain boundary Beta kernel modification,
denoted by fˆ2, was also considered. The asymptotics of the bias, variance and
MISE of both fˆ1 and fˆ2 were found everywhere on [0, 1] (the optimal MISE
was also shown to be O(n−4/5)). Numerical comparisons of the estimators were
made with the local linear estimator of Lejeune & Sarda (1992) and Jones
(1993) and the non-negative modification proposed in Jones & Foster (1996),
although various criticisms were raised in Zhang & Karunamuni (2010). In Chen
(2000a), the author generalized the results of Brown & Chen (1999) to arbitrary
collections of fixed design points using a Gasser-Mu¨ller type estimator (Gasser
& Mu¨ller (1979)). A boundary Beta kernel modification, analogous to fˆ2 from
Chen (1999), was also considered and the asymptotic results were also extended
to that regression curve estimator. In Chen (2002), those results were further
extended to stochastic design points using a local linear smoother with Beta
kernel (and Gamma kernel when the data is supported on [0,∞) instead of
[0, 1]) analogous to the traditional version proposed in Fan & Gijbels (1992).
Bouezmarni & Rolin (2003) computed the asymptotics of the MAE for Beta
kernel estimators, which extended the analogous result for traditional kernel
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estimators found in Theorem 2 of Devroye & Penrod (1984). As pointed out
in (Scott, 2015, p.44), there are many reasons to estimate the MAE as it en-
joys many advantages over the MISE. It puts more emphasis on the tails of
the target density, it is a dimensionless quantity, it is invariant to monotone
changes of scale, and it is uniformly bounded (by 2).1 Another result that was
proved in Bouezmarni & Rolin (2003) for Beta kernel estimators is the uni-
form strong consistency, which extended the analogous result for traditional
kernel estimators found in Theorem 1 of Devroye & Penrod (1986). However,
the proof in Bouezmarni & Rolin (2003) is completely different. They apply an
integration by parts trick to relate supx∈[0,1] |fˆn,b(x)− E[fˆn,b(x)]| to the supre-
mum of the recentered empirical c.d.f. and then estimate the latter with the
Dvoretzky-Kiefer-Wolfowitz inequality. In the context of Bernstein estimators
(see e.g. Babu et al. (2002)), a similar idea (its discrete version) was to apply
a union bound on a partition of the support of the target density into small
boxes and then use concentration bounds on the supremum of “increments” of
the recentered empirical c.d.f. inside each box, where the width the boxes is
carefully chosen so that the bounds are summable and the result follows by the
Borel-Cantelli lemma. In the present paper, we will instead apply a novel chain-
ing argument (that might be of independent interest) and give ourselves a buffer
on the boundary to avoid technical issues related to the partial derivatives of
the Dirichlet density Kα,β with respect to α1, . . . , αd, β. It is not obvious how
to generalize the proof of Bouezmarni & Rolin (2003) on the simplex.
Renault & Scaillet (2004) were the first to use Beta kernels to estimate recov-
ery rate densities of defaulted bonds. They also investigated the finite sample
performance of the Beta kernel density estimator by comparing the averages of
integrated squared errors of Monte Carlo samples against two other methods:
traditional Gaussian kernel smoothing, and a logistic transformation combined
with traditional Gaussian kernel smoothing and a back transformation of the
estimated density by multiplying it with the derivative of the inverse mapping.
Furthermore, they showed that the usual practice of approximating the recovery
function through a Beta density calibrated with the sample mean and variance
should be handled with caution as the inflexibility of the parametric approach
can lead (for example) to an underestimation of the Value-at-Risk. Gourie´roux
& Monfort (2006) showed the non-consistency of the Beta kernel approach to es-
timate the recovery rate density when there are point masses at 0 (total loss) or
1 (total recovery). Without point masses at 0 or 1, the Beta kernel approach fea-
tures significant bias in finite sample according to the authors. In large sample,
the method is consistent, but they showed that competing approaches (called
micro-Beta and macro-Beta; these are two types of normalization of the vanilla
Beta kernel estimator) can provide more accurate results when estimating the
continuous part of the loss-given-default distribution.
Fernandes & Monteiro (2005) derived the asymptotic behavior of Beta ker-
nel functionals (and Gamma kernel functionals when the support of the target
1For a thorough study of the L1 point of view, see Devroye & Gyo¨rfi (1985).
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density f is [0,∞) instead of [0, 1]) of the form∫
A
ϕ(x)
[
fˆn,b(x)− f(x)
]
dx, (2.1)
where ϕ is a bounded regular function and A is the support of f , by applying a
central limit theorem for degenerate U -statistics with variable kernel. The ideas
are similar to those applied in Hall (1984) for traditional kernel estimators.
Hirukawa (2010) applied two multiplicative bias correction methods (from
Terrell & Scott (1980) and Jones et al. (1995), respectively) to the two Beta
kernel estimators from Chen (1999), which, under sufficient smoothness condi-
tions on the target density, had an effect of reducing the bias while the order
of magnitude of the variance stayed the same. Under the assumption that the
target density is four-times continuously differentiable, the asymptotics of the
bias, variance, MSE and MISE were found (the optimal rate of convergence was
also shown to be O(n−8/9) for the MISE and MSE inside (0, 1), instead of the
usual O(n−4/5)). Hirukawa also investigated the numerical performance of the
vanilla Beta and modified Beta kernel estimators of Chen (1999) as well as them
under the micro/macro normalizations from Gourie´roux & Monfort (2006), and
all these combinations (except for micro) under the two aforementioned multi-
plicative bias correction methods. For all 6 + 2 · 4 = 14 combinations that were
studied, the bandwidth parameter was selected according to two methods: rule-
of-thumb and plug-in. He concluded that the estimators corrected for bias under
the JLN-method of Jones et al. (1995) had a superior performance compared to
the bias-uncorrected estimators.
Bouezmarni & Rombouts (2010a) generalized the results of Chen (1999) and
Chen (2000b) to the multidimensional setting. The kernels that they consid-
ered were the products of one-dimensional asymmetric kernels (Beta kernels,
modified Beta kernels, or Gamma kernels, modified Gamma kernels, local lin-
ear kernel; depending on the support of the marginals of the target density).
Asymptotics of the bias, variance and MISE were found. The authors also proved
the asymptotic normality, uniform strong consistency and the almost-sure con-
vergence of the MISE when the bandwidth parameter b is selected via a least-
square cross-validation method. The finite sample performance of the estimators
were investigated by comparing the mean and standard deviation of integrated
squared errors of Monte Carlo samples under various target densities. When the
target density is supported on [0,∞)d, their results showed that the proposed
estimators perform almost as well as the traditional Gaussian kernel estimator
when there are no boundary problems, and in general, the modified Gamma
and local linear estimators dominate the other estimators (i.e. Gamma, and
Gaussian with and without the log-transformation).
Zhang & Karunamuni (2010) showed that the performance of the Beta kernel
estimator is very similar to that of the reflection estimator of Schuster (1985),
which does not have the boundary problem only for densities exhibiting a shoul-
der condition at the endpoints of the support. For densities not exhibiting a
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shoulder condition, they showed that the performance of the Beta kernel esti-
mator at the boundary was inferior to that of the well-known boundary ker-
nel estimator, see e.g. Gasser & Mu¨ller (1979); Gasser et al. (1985); Zhang &
Karunamuni (1998, 2000) and references therein.
Bouezmarni & van Bellegem (2011) introduced the idea of using Beta kernels
to estimate the spectral density of long memory times series. Their technical
report was recently updated and extended to include the case of short memory
time series, and published as Bouezmarni et al. (2020). The asymptotics of the
bias and variance for the spectral density estimator were obtained, as well as
the uniform weak consistency on compacts and the relative weak consistency
(i.e. the convergence in probability of the ratio of the estimator to the target
density, to one). A cross-validation method was also studied for the selection of
the bandwidth parameter b following the general method of Hurvich (1985). The
authors show that the estimator has a better boundary behavior than traditional
methods.
Bertin & Klutchnikoff (2011) showed that Beta kernel estimators are mini-
max for the L2 loss function when the target density is (for example) two-times
continuously differentiable (which is a common assumption). However, they also
showed that Beta kernel estimators are not minimax when the target density
is too regular with respect to the exponent of the loss function. These types of
results are unique in the literature on asymmetric kernels; it would be interest-
ing to see to which extent they hold for other asymmetric kernels. In Bertin &
Klutchnikoff (2014), the authors constructed a data-driven (also called adap-
tative) procedure of bandwidth selection, inspired by the method of Lepski˘ı
(1991), that achieves the minimax rate of convergence without a priori knowl-
edge of the regularity β of the target density. They found that the procedure was
competitive with the more common cross-validation method and the numerical
computations were significantly faster.
In line with Igarashi & Kakizawa (2015), Igarashi (2016a) considered an
additive bias correction method of Schucany & Sommers (1977) and the non-
negative bias correction methods of Terrell & Scott (1980) and Jones & Foster
(1993), in the context of Beta kernel density estimators. Under the assumption
that the target density is four-times continuously differentiable, the asymp-
totics of the bias, variance, MSE and MISE were found (the optimal rate of
convergence was also shown to be O(n−8/9) for the MISE and MSE inside
(0, 1), instead of the usual O(n−4/5)). In particular, the results partially com-
plemented/extended/corrected those in Hirukawa (2010). The finite sample per-
formance of the estimators was compared by computing the average and stan-
dard deviation of the integrated squared errors of Monte Carlo samples when
the target density is a bimodal mixture of Beta densities.
Various other statistical topics related to Beta kernels are treated, for ex-
ample, in Jones & Henderson (2007), Yin & Hao (2007), Charpentier & Oulidi
(2010), Igarashi (2020) and Funke & Hirukawa (2020).
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When the density of the observations is not supported on the compact inter-
val [0, 1], we can always apply a transformation to the data that maps to [0, 1]
(for example, x 7→ 1/(1 + x) maps [0,∞) to [0, 1]) and then use Beta kernels.
Another approach is to use asymmetric kernels that match the support of the
target density directly. For instance, we have the following six common classes
of asymmetric kernels on [0,∞): Gamma, Inverse Gamma, Inverse Gaussian,
Birnbaum Saunders, Log-Normal and Reciprocal Inverse Gaussian. Many of the
results that are proved for Beta kernels have been extended to these classes (or
could be extended without much trouble), so we just list the relevant papers
here instead of repeating every point above:
• Gamma kernels, see e.g. Chen (2000b, 2002); Bouezmarni & Scaillet (2005);
Fernandes & Grammig (2005); Fernandes & Monteiro (2005); Bouezmarni
& Rombouts (2008, 2010a,b); Kuruwita et al. (2010); Zhang (2010); Bouez-
marni et al. (2011); Jeon & Kim (2013); Dobrovidov & Markovich (2013a,b);
Hirukawa & Sakudo (2015, 2016); Markovich (2016); Shi & Song (2016);
Igarashi & Kakizawa (2018a); Markovich (2018b); Song et al. (2019);
Funke & Hirukawa (2020);
• Inverse Gamma kernels, see e.g. Mnatsakanov & Ruymgaart (2012); Mnat-
sakanov & Sarkisian (2012); Koul & Song (2013); Mousa et al. (2016);
Kakizawa & Igarashi (2017);
• Inverse Gaussian kernels, see e.g. Scaillet (2004); Bouezmarni & Scail-
let (2005); Kulasekera & Padgett (2006); Kuruwita et al. (2010); Salha
(2012); Igarashi & Kakizawa (2014b); Kakizawa (2018); Li et al. (2019b);
Xiao et al. (2019);
• Birnbaum-Saunders kernels, see e.g. Jin & Kawczak (2003); Marchant
et al. (2013); Saulo et al. (2013); Igarashi & Kakizawa (2014b); Zougab &
Adjabi (2016); Ziane et al. (2018); Zougab et al. (2018); Kakizawa (2020);
• Log-Normal kernels, see e.g. Jin & Kawczak (2003); Kuruwita et al. (2010);
Charpentier & Flachaire (2015); Igarashi (2016b); Kokonendji & Libengue´
Dobe´le´-Kpoka (2018);
• Reciprocal Inverse Gaussian kernels, see e.g. Scaillet (2004); Bouezmarni
& Scaillet (2005); Igarashi & Kakizawa (2014b);
Other asymmetric kernel classes have been considered such as the Weibull, but
not much theoretical work has been done in those cases. Beta kernels and the
six kernel classes above are the most common in the literature. In the discrete
case, the notion of asymmetric kernels has been adapted to the estimation of
probability mass functions under the name of discrete associated kernels, see
e.g. Abdous & Kokonendji (2009), Kokonendji & Kiesse´ (2011), Zougab et al.
(2013), Senga Kiesse´ & Cuny (2014), Wansouwe´ et al. (2015), Kokonendji &
Varron (2016), Some´ & Kokonendji (2016), Some´ et al. (2016), Belaid et al.
(2016a,b), Harfouche et al. (2018), Kokonendji & Some´ (2018).
Various other statistical topics related to asymmetric kernels are treated, for
example, in Hagmann & Scaillet (2007), Gustafsson et al. (2009), Star-Lack et al.
(2009), Kristensen (2010), Kuruwita et al. (2010), Yilmaz (2011), Yuan-ming
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et al. (2011), Comte & Genon-Catalot (2012), Chaubey et al. (2012a), Gospodi-
nov & Hirukawa (2012), Chaubey et al. (2012b), Chaubey & Li (2013), Hanif
(2013), Hirukawa & Sakudo (2014), Malec & Schienle (2014), Fe´ (2014), Zougab
et al. (2014), Xu (2014), Funke & Kawka (2015), Igarashi & Kakizawa (2015),
Fernandes et al. (2015), Ziane et al. (2015), Hoffmann & Jones (2015), Geenens
(2017), Tang & Yang (2017), Libengue´ Dobe´le´-Kpoka & Kokonendji (2017),
Igarashi (2018), Igarashi & Kakizawa (2018b), Weglarczyk (2018), Markovich
(2018a), Kokonendji & Libengue´ Dobe´le´-Kpoka (2018), Hirukawa & Sakudo
(2019), Funke & Hirukawa (2019), Li et al. (2019a), Bertin et al. (2019), Bertin
et al. (2020), Igarashi & Kakizawa (2020), Erc¸elik & Nadar (2020).
It should mentioned that Bernstein density estimators, studied theoretically,
among other authors, by Vitale (1975), Gawronski & Stadtmu¨ller (1980, 1981,
1984), Stadtmu¨ller (1983), Gawronski (1985), Tenbusch (1994), Babu et al.
(2002), Kakizawa (2004), Babu & Chaubey (2006), Bouezmarni & Rolin (2007),
Leblanc (2010, 2012), Igarashi & Kakizawa (2014a), Lu (2015), Belalia (2016),
Ouimet (2020a,b) and Liu & Ghosh (2020), share many of the same asymptotic
properties (with proper reparametrization). As such, the literature on Bernstein
estimators has parallelled that of Beta kernel estimators and other asymmetric
kernel estimators in the past twenty years. For an overview of the vast literature
on Bernstein estimators, we refer the interested reader to Ouimet (2020a).
3. Contribution, outline and notation
3.1. Contribution
In the present paper, we study Dirichlet kernels theoretically for the first time.
Asymptotic expressions for the bias, variance, MSE and MISE are found. These
results generalize the ones for the Beta kernel in Chen (1999) (d = 1). The opti-
mal bandwidth parameters b, with respect to MSE and MISE, are also written
explicitly. In practice, this can be used to implement a plug-in selection method
for the bandwidth parameter. The asymptotic normality follows from a straight-
forward verification of the Lindeberg condition for double arrays, although it is
completely new even for Beta kernel estimators. We also obtain the asymptotics
of the mean absolute error and the uniform strong consistency, which generalize
the results from Bouezmarni & Rolin (2003). To be more precise, the proof of
the L1 asymptotics follows the same strategy but the proof of the uniform strong
consistency is completely different and represents our biggest contribution (we
combine estimates on the difference of Dirichlet densities with different param-
eters together with a novel chaining argument). Our rates of convergence for
the MSE and MISE are optimal, as they coincide (assuming the identification
b ≈ h2) with the rates of convergence for the MSE and MISE of traditional
multivariate kernel estimators, studied for example in Prakasa Rao (1983). In
contrast to other methods of boundary bias reduction (such as the reflection
method or boundary kernels (see e.g. Scott (2015)), this property is built-in for
Dirichlet kernel estimators, which makes them one of the easiest to use in the
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class of estimators that are asymptotically unbiased near (and on) the boundary.
Dirichlet kernel estimators are also non-negative everywhere on their domain,
which is definitely not the case of many estimators corrected for boundary bias.
This is another reason for their desirability. Bandwidth selection methods and
their consistency will be investigated thoroughly in upcoming work.
3.2. Outline
In Section 4, we state our theoretical results for the density estimator fˆn,b. The
proofs are given in Section 5. Concentration bounds and abbreviations can be
found in Appendix A and Appendix B, respectively.
3.3. Notation
Throughout the paper, the notation u = O(v) means that lim sup |u/v| < C <
∞ as b → 0 or n → ∞, depending on the context. The positive constant C
can depend on the target density f and the dimension d, but no other variable
unless explicitly written as a subscript. The most common occurrence is a local
dependence of the asymptotics with a given point s on the simplex, in which case
we would write u = Os(v). In a similar fashion, the notation u = o(v) means
that lim |u/v| = 0 as b→ 0 or n→∞. The same rule applies for the subscript.
The expression ‘
D−→’ will denote the convergence in law (or distribution). We will
use the shorthand [d] := {1, 2, . . . , d} in several places. Finally, the bandwidth
parameter b = b(n) is always implicitly a function of the number of observations,
the only exceptions being in (4.5), (4.7), (4.23) and the related proofs.
4. Main results
For each result in this section, one of the following two assumptions will be used.
Assumptions.
• The density f is Lipschitz continuous on S. (4.1)
• The density f is two-times continuously differentiable on S. (4.2)
We denote the expectation of fˆn,b(s) by
fb(s) := E
[
fˆn,b(s)
]
= E[Ks/b+1,(1−‖s‖1)/b+1(X)]
=
∫
S
f(x)Ks/b+1,(1−‖s‖1)/b+1(x)dx.
(4.3)
Alternatively, notice that if ξs ∼ Dirichlet(s/b + 1, (1 − ‖s‖1)/b + 1), then we
also have the representation
fb(s) = E[f(ξs)]. (4.4)
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We start by stating the analogue (in the context of Dirichlet kernels) of a
famous theorem of Bernstein (1912–1913) for the uniform convergence of Bern-
stein polynomials.
Proposition 4.1. Under assumption (4.2), we have, uniformly for s ∈ S,
fb(s) = f(s) + b g(s) + o(b), (4.5)
as b→ 0, where
g(s) :=
∑
i∈[d]
(1− (d+ 1)si) ∂
∂si
f(s)
+
1
2
∑
i,j∈[d]
si(1{i=j} − sj) ∂
2
∂si∂sj
f(s).
(4.6)
The asymptotics of the bias and variance for Beta kernel estimators were first
computed in Chen (1999). The theorem below extends this to the multidimen-
sional setting.
Theorem 4.2 (Bias and variance). Assuming (4.2), we have, uniformly for
s ∈ S,
Bias[fˆn,b(s)] = fb(s)− f(s) = b g(s) + o(b), (4.7)
as b→ 0. Furthermore, for every subset of indices J ⊆ [d], denote
ψ(s) := ψ∅(s) and ψJ (s) :=
[
(4pi)d−|J | · (1− ‖s‖1)
∏
i∈[d]\J
si
]−1/2
. (4.8)
Then, for any s ∈ Int(S), any subset ∅ 6= J ⊆ [d], and any κ ∈ (0,∞)d, we
have, only assuming (4.1),
Var(fˆn,b(s)) =

n−1b−d/2 · (ψ(s)f(s) +Os(b1/2)),
if si/b→∞ ∀i ∈ [d] and (1− ‖s‖1)/b→∞,
n−1b−(d+|J |)/2 ·
(
ψJ (s)f(s)
∏
i∈J
Γ(2κi+1)
22κi+1Γ2(κi+1)
+Oκ,s(b1/2)
)
,
if si/b→ κi ∀i ∈ J, si/b→∞ ∀i ∈ [d]\J
and (1− ‖s‖1)/b→∞, (4.9)
as n→∞ and b→ 0.
This means that the variance is Os(n−1b−d/2) in the interior of the simplex
and it gets multiplied by a factor b−1/2 everytime we go near the boundary in
one of the d dimensions. If we are near an edge of dimension d− |J |, then the
variance is Os(n−1b−(d+|J |)/2).
Corollary 4.3 (Mean squared error). Assuming (4.2), we have, for s ∈ Int(S),
MSE[fˆn,b(s)] := E
[∣∣fˆn,b(s)− f(s)∣∣2] = Var(fˆn,b(s)) + (Bias[fˆn,b(s)])2
= n−1b−d/2ψ(s)f(s) + b2g2(s)
+Os(n−1b−d/2+1/2) + o(b2),
(4.10)
as n→∞ and b→ 0.
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In particular, if f(s) · g(s) 6= 0, the asymptotically optimal choice of b, with
respect to MSE, is
bopt(s) = n
−2/(d+4)
[
d
4
· ψ(s)f(s)
g2(s)
]2/(d+4)
, (4.11)
with
MSE[fˆn,bopt ] = n
−4/(d+4)
[
1 + d4(
d
4
) d
d+4
](
ψ(s)f(s)
)4/(d+4)(
g2(s)
)−d/(d+4)
+ os(n
−4/(d+4)),
(4.12)
as n→∞. More generally, if n2/(d+4) b→ λ for some λ > 0, then
MSE[fˆn,b(s)] = n
−4/(d+4)[λ−d/2ψ(s)f(s) + λ2g2(s)]
+ os(n
−4/(d+4)).
(4.13)
By integrating the MSE and showing that the contribution coming from
points near the boundary is negligible, we obtain the following result.
Theorem 4.4 (Mean integrated squared error). Under assumption (4.2), we
have
MISE[fˆn,b] :=
∫
S
E
[∣∣fˆn,b(s)− f(s)∣∣2]ds
= n−1b−d/2
∫
S
ψ(s)f(s)ds
+ b2
∫
S
g2(s)ds+ o(n−1b−d/2) + o(b2),
(4.14)
as n → ∞ and b → 0. In particular, if ∫S g2(s)ds > 0, the asymptotically
optimal choice of b, with respect to MISE, is
bopt = n
−2/(d+4)
[
d
4
·
∫
S ψ(s)f(s)ds∫
S g
2(s)ds
]2/(d+4)
, (4.15)
with
MISE[fˆn,bopt ] = n
−4/(d+4)
[
1 + d4(
d
4
) d
d+4
]( ∫
S ψ(s)f(s)ds
)4/(d+4)( ∫
S g
2(s)ds
)−d/(d+4)
+ o(n−4/(d+4)),
(4.16)
as n→∞. More generally, if n2/(d+4) b→ λ for some λ > 0, then
MISE[fˆn,b] = n
−4/(d+4)
[
λ−d/2
∫
S
ψ(s)f(s)ds+ λ2
∫
S
g2(s)ds
]
+ o(n−4/(d+4)).
(4.17)
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The following theorem is the analogue of the L1 asymptotics first proved
for traditional univariate kernel estimators in Hall & Wand (1988), and then
extended to the multivariate setting in Scott & Wand (1991). In the context
of Beta kernels, the result can be found in Theorem 1 of Bouezmarni & Rolin
(2003). As pointed out in (Scott, 2015, Section 2.3.2), the MAE enjoys many
advantages over the MISE. It puts more emphasis on the tails of the target
density, it is a dimensionless quantity, it is invariant to monotone changes of
scale, and it is uniformly bounded (by 2). For a thorough study of the L1 point
of view in the kernel smoothing theory, we refer the reader to Devroye & Gyo¨rfi
(1985).
Theorem 4.5 (Mean absolute error). Under assumption (4.2), we have
MAE[fˆn,b] :=
∫
S
E
∣∣fˆn,b(s)− f(s)∣∣ds
=
∫
S
w(s)E
∣∣∣∣Z − b g(s)w(s)
∣∣∣∣ds
+O(n−1b−d/2) + o(n−1/2b−d/4) + o(b),
(4.18)
as n→∞ and b→ 0, where w(s) := n−1/2b−d/4√ψ(s)f(s), ψ and g are defined
in (4.8) and (4.6), and Z ∼ N (0, 1). If n1/2bd/4 →∞, then we have the bound
MAE[fˆn,b] ≤ n−1/2b−d/4
√
2
pi
∫
S
√
ψ(s)f(s)ds
+ b
∫
S
|g(s)|ds+ o(n−1/2b−d/4) + o(b),
(4.19)
as n → ∞ and b → 0. In particular, if ∫S |g(s)|ds > 0, the asymptotically
optimal choice of b, with respect to the mean absolute error bound (4.19), is
bopt = n
−2/(d+4)
[
d
4
√
2
pi
·
∫
S
√
ψ(s)f(s)ds∫
S |g(s)|ds
]4/(d+4)
, (4.20)
with
MAE[fˆn,bopt ] ≤ n−2/(d+4)
[
1 + d4(
d
4
) d
d+4
](√ 2
pi
∫
S
√
ψ(s)f(s)ds
)4/(d+4)( ∫
S |g(s)|ds
)−d/(d+4)
+ o(n−2/(d+4)),
(4.21)
as n→∞. More generally, if n2/(d+4) b→ λ for some λ > 0, then
MAE[fˆn,b] ≤ n−2/(d+4)
[
λ−d/4
∫
S
√
ψ(s)f(s)ds+ λ
∫
S
|g(s)|ds
]
+ o(n−2/(d+4)).
(4.22)
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The uniform strong consistency was proved for traditional multivariate ker-
nel estimators in Devroye & Penrod (1986) and for Beta kernel estimators in
Bouezmarni & Rolin (2003). In order to keep a control on the partial derivatives
of the Dirichlet density Kα,β with respect to the parameters α1, . . . , αd, β in our
proof, we add a small buffer to the boundary that goes to zero as n → ∞. As
mentioned in Section 3, our proof is completely different from the proof of the
case d = 1 in Bouezmarni & Rolin (2003) (it is not clear how to generalize it)
and instead relies on a novel chaining argument.
Theorem 4.6 (Uniform strong consistency). Assume (4.1). As b→ 0, we have
sup
s∈S
|fb(s)− f(s)| = O(b1/2). (4.23)
Furthermore, for δ > 0, define
Sδ :=
{
s ∈ S : 1− ‖s‖1 ≥ δ and si ≥ δ ∀i ∈ [d]
}
. (4.24)
Then, if b−d ≤ n as n→∞ and b→ 0, we have
sup
s∈Sbd
|fˆn,b(s)− f(s)| = O
( | log b|(log n)3/2
bd+1/2
√
n
)
+O(b1/2), a.s. (4.25)
In particular, if | log b|2 b−2d−1 = o(n/(log n)3), then
sup
s∈Sbd
|fˆn,b(s)− f(s)| → 0, a.s. (4.26)
A straightforward verification of the Lindeberg condition for double arrays
yields the asymptotic normality. This result was never proved even for Beta
kernel estimators.
Theorem 4.7 (Asymptotic normality). Assume (4.1). Let s ∈ Int(S) be such
that f(s) > 0. If n1/2bd/4 →∞ as n→∞ and b→ 0, then
n1/2bd/4(fˆn,b(s)− fb(s)) D−→ N (0, ψ(s)f(s)). (4.27)
If we also have n1/2bd/4+1/2 → 0 as n→∞ and b→ 0, then (4.23) of Theorem
4.6 implies
n1/2bd/4(fˆn,b(s)− f(s)) D−→ N (0, ψ(s)f(s)). (4.28)
Independently of the above rates for n and b, if we assume (4.2) instead and
n2/(d+4) b → λ for some λ > 0 as n → ∞ and b → 0, then Proposition 4.1
implies
n2/(d+4)(fˆn,b(s)− f(s)) D−→ N (λ g(s), λ−d/2ψ(s)f(s)). (4.29)
Remark 4.8. The rate of convergence for the d-dimensional kernel density esti-
mator with i.i.d. data and bandwidth h is Os(n−1/2h−d/2) in Theorem 3.1.15 of
Prakasa Rao (1983), whereas fˆn,b converges at a rate of Os(n−1/2b−d/4). Hence,
the relation between the bandwidth of fˆn,b and the bandwidth of the traditional
multivariate kernel density estimator is b ≈ h2.
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5. Proofs
5.1. Proof of Proposition 4.1
First, we estimate the expectation and covariances of the random vector
ξs = (ξ1, ξ2, . . . , ξd) ∼ Dirichlet
(
s
b + 1,
(1−‖s‖1)
b + 1
)
, s ∈ S, b > 0. (5.1)
If 0 < b ≤ 2−1(d+ 2)−1, then, for all i, j ∈ [d],
E[ξi] =
si
b + 1
1
b + d+ 1
=
si + b
1 + b(d+ 1)
= si + b(1− (d+ 1)si) +O(b2), (5.2)
Cov(ξi, ξj) =
( sib + 1)((
1
b + d+ 1)1{i=j} − ( sjb + 1))
( 1b + d+ 1)
2( 1b + d+ 2)
=
b(si + b)(1{i=j} − sj + b(d+ 1)1{i=j} − b)
(1 + b(d+ 1))2(1 + b(d+ 2))
= bsi(1{i=j} − sj) +O(b2), (5.3)
E[(ξi − si)(ξj − sj)] = Cov(ξi, ξj) + (E[ξi]− si)(E[ξj ]− sj)
= bsi(1{i=j} − sj) +O(b2). (5.4)
By a second order mean value theorem, we have
f(ξs)− f(s) =
∑
i∈[d]
(ξi − si) ∂
∂si
f(s) +
1
2
∑
i,j∈[d]
(ξi − si)(ξj − sj) ∂
2
∂si∂sj
f(s)
+
1
2
∑
i,j∈[d]
(ξi − si)(ξj − sj)
(
∂2
∂si∂sj
f(ζs)−
∂2
∂si∂sj
f(s)
)
,
(5.5)
for some random vector ζs ∈ S on the line segment joining ξs and s. If we take
the expectation in the last equation, and then use (5.2) and (5.4), we get∣∣∣∣∣fb(s)− f(s)− b
[∑
i∈[d](1− (d+ 1)si) ∂∂si f(s)
+ 12
∑
i,j∈[d] si(1{i=j} − sj) ∂
2
∂si∂sj
f(s)
] ∣∣∣∣∣
≤ 1
2
∑
i,j∈[d]
E
[ |ξi − si||ξj − sj |
·
∣∣∣ ∂2∂si∂sj f(ζs)− ∂2∂si∂sj f(s)∣∣∣ · 1{‖ξs−s‖1≤δε,d}
]
+
1
2
∑
i,j∈[d]
E
[ |ξi − si||ξj − sj |
·
∣∣∣ ∂2∂si∂sj f(ζs)− ∂2∂si∂sj f(s)∣∣∣ · 1{‖ξs−s‖1>δε,d}
]
+O(b2)
=: ∆1 + ∆2 +O(b2) (5.6)
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where, for any given ε > 0, the real number δε,d ∈ (0, 1] is such that
‖s′ − s‖1 ≤ δd,ε implies
∣∣∣ ∂2
∂si∂sj
f(s′)− ∂
2
∂si∂sj
f(s)
∣∣∣ < ε, (5.7)
uniformly for s, s′ ∈ S.2 The uniform continuity of ( ∂2∂si∂sj f)di,j=1, the fact that
‖ζs−s‖1 ≤ ‖ξs−s‖1, the Cauchy-Schwarz inequality, and (5.4), together yield
∆1 ≤ 1
2
∑
i,j∈[d]
ε ·
√
E
[|ξi − si|2]√E[|ξj − sj |2] = ε · O(b). (5.8)
Since the second order partial derivatives
(
∂2
∂si∂sj
f
)d
i,j=1
are uniformly continu-
ous, they are in particular bounded (say by Md > 0). Furthermore, {‖ξs−s‖1 >
δε,d} implies that at least one component of (ξk − sk)dk=1 is larger than δε,d/d,
so a union bound over k followed by d concentration bounds for the Beta dis-
tribution3 (see e.g. Lemma A.1 when d = 1) yield
∆2 ≤ 1
2
∑
i,j∈[d]
2Md · 12 ·
∑
k∈[d]
P
(|ξk − sk| ≥ δε,d/d)
≤ d3Md · 2 exp
(
− (δε,d/d)
2
2 · 14 (b−1 + d+ 2)−1
)
. (5.9)
If we choose a sequence ε = ε(b) that goes to 0 as b → 0 slowly enough that
1 ≥ δε,d > d
√
b · | log b|, then ∆1 + ∆2 in (5.6) is o(b) by (5.8) and (5.9). This
ends the proof.
5.2. Proof of Theorem 4.2
The expression for the bias is a trivial consequence of Proposition 4.1. In order
to compute the asymptotics of the variance, we only assume that f is Lipschitz
continuous on S. First, note that we can write
fˆn,b(s)− fb(s) = 1
n
n∑
i=1
Yi,b(s), (5.10)
where the random variables
Yi,b(s) := K s
b+1,
1−‖s‖1
b +1
(Xi)− fb(s), 1 ≤ i ≤ n, are i.i.d. (5.11)
2We know that such a number exists because the second order partial derivatives of f are
uniformly continuous on S, by assumption (4.2).
3The kth component of a Dirichlet(α, β) random vector has a Beta(αk, ‖α‖1 + β − αk)
distribution.
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Hence, if γs ∼ Dirichlet(2s/b+ 1, 2(1− ‖s‖1)/b+ 1), then
Var(fˆn,b(s)) = n−1E
[
Ks/b+1,(1−‖s‖1)/b+1(X)
2
]− n−1(fb(s))2
= n−1Ab(s)E[f(γs)]−O(n−1)
= n−1Ab(s) (f(s) +O(b1/2))−O(n−1), (5.12)
where
Ab(s) :=
Γ(2(1− ‖s‖1)/b+ 1)
∏
i∈[d] Γ(2si/b+ 1)
Γ2((1− ‖s‖1)/b+ 1)
∏
i∈[d] Γ2(si/b+ 1)
· Γ
2(1/b+ d+ 1)
Γ(2/b+ d+ 1)
, (5.13)
and where the last line in (5.12) follows from the Lipschitz continuity of f , the
Cauchy-Schwarz inequality and the analogue of (5.4) for γs:
E[f(γs)]− f(s) =
∑
i∈[d]
O
(
E
[|γi − si|])
≤
∑
i∈[d]
O
(√
E
[|γi − si|2]) = O(b1/2). (5.14)
The conclusion of Theorem 4.2 follows from (5.12) and Lemma 5.1 below.
Lemma 5.1. As b→ 0, we have, uniformly for s ∈ S,
0 < Ab(s) ≤ b
(d+1)/2 (1/b+ d)d+1/2
(4pi)d/2
√
(1− ‖s‖1)s1s2 . . . sd
(1 +O(b)). (5.15)
Furthermore, for any subset ∅ 6= J ⊆ [d], and any κ ∈ (0,∞)d,
Ab(s) =

b−d/2 ψ(s)(1 +Os(b)),
if si/b→∞ ∀i ∈ [d] and (1− ‖s‖1)/b→∞,
b−(d+|J |)/2ψJ (s)
∏
i∈J
Γ(2κi+1)
22κi+1Γ2(κi+1)
· (1 +Oκ,s(b)),
if si/b→ κi ∀i ∈ J and si/b→∞ ∀i ∈ [d]\J
and (1− ‖s‖1)/b→∞,
(5.16)
where ψ and ψJ are defined as in (4.8).
Proof. If we denote
Sb(s) :=
R2((1− ‖s‖1)/b)
∏
i∈[d]R
2(si/b)
R(2(1− ‖s‖1)/b)
∏
i∈[d]R(2si/b)
· R(2/b+ d)
R2(1/b+ d)
, (5.17)
where
R(z) :=
√
2pie−zzz+1/2
Γ(z + 1)
, z ≥ 0, (5.18)
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then, for all s ∈ Int(S), we have
Ab(s) =
22(1−‖s‖1)/b+1/2
∏
i∈[d] 2
2si/b+1/2
(2pi)(d+1)/2
√
(1− ‖s‖1)/b
∏
i∈[d]
√
si/b
·
√
2pi e−d(1/b+ d)2/b+2d+1
(2/b+ d)2/b+d+1/2
· Sb(s)
=
b(d+1)/2 (1/b+ d)d+1/2
(4pi)d/2
√
(1− ‖s‖1)s1s2 . . . sd
·
(
2/b+ 2d
2/b+ d
)2/b+d+1/2
e−d · Sb(s). (5.19)
It well-known that R(z) < 1 for all z ≥ 1, see e.g. Theorem 2.2 in Batır (2017).
Together with the fact that z 7→ R(z) is increasing on (1,∞),4 we see that,
uniformly for s ∈ S,
0 < Sb(s) ≤ R(2/b+ d)
R2(1/b+ d)
Stirling
= 1 +O(b), as b→ 0. (5.20)
Equation (5.15) then follows from (5.19), (5.20) and the standard exponential
approximation (
2/b+ 2d
2/b+ d
)2/b+d+1/2
=
(
1 +
d
2/b+ d
)2/b+d+1/2
= ed (1 +O(b)),
(5.21)
see e.g. (Abramowitz & Stegun, 1964, p.70).
To prove the second claim of the lemma, note that Sb(s) = 1 + Os(b) by
Stirling’s formula, so as si/b → ∞ ∀i ∈ [d] and (1 − ‖s‖1)/b → ∞, we have,
from (5.19) and (5.21),
Ab(s) =
b−d/2(1 + bd)d+1/2
(4pi)d/2
√
(1− ‖s‖1)s1s2 . . . sd
· (1 +Os(b))
=
b−d/2(1 +Os(b))
(4pi)d/2
√
(1− ‖s‖1)s1s2 . . . sd
. (5.22)
Next, let ∅ 6= J ⊆ [d] and κ ∈ (0,∞)d. If si/b→ κi for all i ∈ J , si/b→∞ for
4By the standard relation (Γ′/Γ)(z+1) = 1/z+(Γ′/Γ)(z) and Lemma 2 in Minc & Sathre
(1964/65), we have
d
dz
logR(z) = log z +
1
2z
− Γ
′(z + 1)
Γ(z + 1)
= log z − 1
2z
− Γ
′(z)
Γ(z)
> 0, for all z > 1,
which means that z 7→ R(z) is increasing on (1,∞).
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all i ∈ [d]\J and (1− ‖s‖1)/b→∞, then, from (5.13),
Ab(s) =
∏
i∈J
Γ(2κi + 1)
Γ2(κi + 1)
(1 +Oκ,s(b))
· 2
2(1−‖s‖1)/b+1/2∏
i∈[d]\J 2
2si/b+1/2
(2pi)(d−|J |+1)/2
√
(1− ‖s‖1)/b
∏
i∈[d]\J
√
si/b
·
√
2pi e−d(1/b+ d)2/b+2d+1
(2/b+ d)2/b+d+1/2
· SJb (s)
=
∏
i∈J
Γ(2κi + 1)
Γ2(κi + 1)
(1 +Oκ,s(b))
· b
(d−|J |+1)/2 (1/b+ d)d+1/2
2d/2
∏
i∈J 22κi+1/2(2pi)(d−|J |)/2
√
(1− ‖s‖1)
∏
i∈[d]\J si
·
(
2/b+ 2d
2/b+ d
)2/b+d+1/2
e−d · SJb (s),
(5.23)
where
SJb (s) :=
R2((1− ‖s‖1)/b)
∏
i∈[d]\J R
2(si/b)
R(2(1− ‖s‖1)/b)
∏
i∈[d]\J R(2si/b)
· R(2/b+ d)
R2(1/b+ d)
. (5.24)
Similarly to (5.22), Stirling’s formula and (5.21) imply
Ab(s) =
∏
i∈J
Γ(2κi + 1)
22κi+1Γ2(κi + 1)
· b
−(d+|J |)/2(1 +Oκ,s(b))
(4pi)(d−|J |)/2
√
(1− ‖s‖1)
∏
i∈[d]\J si
. (5.25)
This concludes the proof of Lemma 5.1 and Theorem 4.2.
5.3. Proof of Theorem 4.4
Proof. By the bound (5.15), the fact that f is uniformly bounded (it is contin-
uous on S), the almost-everywhere convergence in (5.22), and the dominated
convergence theorem, we have
bd/2
∫
S
Ab(s)f(s)ds =
∫
S
ψ(s)f(s)ds+ o(1). (5.26)
The expression for the variance in (5.12) (using Lemma 5.1), and the bias in
(4.7), yield
MISE[fˆn,b] =
∫
S
Var(fˆn,b(s)) + Bias[fˆn,b(s)]2ds
= n−1b−d/2
∫
S
ψ(s)f(s)ds+ b2
∫
S
g2(s)ds+ o(n−1b−d/2) + o(b2).
(5.27)
This ends the proof.
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5.4. Proof of Theorem 4.5
Proof. By Lemma 2 in Devroye & Penrod (1984), if ξ1, ξ2, . . . , ξn is an i.i.d.
sequence of random variables with E[|ξ1|3] <∞, then
sup
a∈R
∣∣∣∣E∣∣∣ξn − E[ξn]− a∣∣∣−√Var(ξn)E|Z − a|∣∣∣∣ ≤ c0 E
[|ξ1 − E[ξ1]|3]
nVar(ξ1)
, (5.28)
where ξn :=
1
n
∑n
i=1 ξi, Z ∼ N (0, 1), and c0 > 0 is a universal constant. By
applying this result with ξi := Ks/b+1,(1−‖s‖1)/b+1(Xi) (here, s ∈ Int(S) is
fixed) and a?(s) :=
f(s)−E[fˆn,b(s)]√
Var(fˆn,b(s))
, we can show∣∣∣∣E∣∣fˆn,b(s)− f(s)∣∣−√Var(fˆn,b(s))E|Z − a?(s)|∣∣∣∣
≤ c1 n−1b−d/2ψ(s),
(5.29)
for another universal constant c1 > 0. Indeed, to get the last inequality, note
that, as b→ 0,
E
[|ξ1 − E[ξ1]|3]
Var(ξ1)
≤ 4
{
E[ξ31 ] + (E[ξ1])3
}
E[ξ21 ]− (E[ξ1])2
= 4 · E[ξ
3
1 ]
E[ξ21 ]
+O(1), (5.30)
by applying Jensen’s inequality, Proposition 4.1 and Lemma 5.1. Similarly to
the proof of Theorem 4.2, we have
E[ξ31 ]
E[ξ21 ]
= A˜b(s)(1 +O(b1/2)), (5.31)
where
A˜b(s) :=
Γ(3(1− ‖s‖1)/b+ 1)
Γ(2(1− ‖s‖1)/b+ 1)Γ((1− ‖s‖1)/b+ 1)
·
∏
i∈[d] Γ(3si/b+ 1)∏
i∈[d]
{
Γ(2si/b+ 1)Γ(si/b+ 1)
}
· Γ(2/b+ d+ 1)Γ(1/b+ d+ 1)
Γ(3/b+ d+ 1)
.
(5.32)
Following the first part of the proof of Lemma 5.1, it is straightforward to show
that
A˜b(s) ≤ 3
3(1−‖s‖1)/b+1/2
(2pi)(d+1)/222(1−‖s‖1)/b+1/2
√
(1− ‖s‖1)/b
·
∏
i∈[d] 3
3si/b+1/2∏
i∈[d] 22si/b+1/2
∏
i∈[d]
√
si/b
·
√
2pi e−d(2/b+ d)2/b+d+1/2(1/b+ d)1/b+d+1/2
(3/b+ d)3/b+d+1/2
· (1 +O(b))
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=
b(d+1)/2(3/b+ d)d+1/2 ed
pid/2 33d/2+1/2
√
(1− ‖s‖1)s1s2 . . . sd
· (1 +O(b))
·
(
3/b+ 3d/2
3/b+ d
)2/b+d+1/2
e−d ·
(
3/b+ 3d
3/b+ d
)1/b+d+1/2
e−d
=
b−d/2(1 +O(b))
(3pi)d/2
√
(1− ‖s‖1)s1s2 . . . sd
. (5.33)
Hence, putting (5.28), (5.31) and (5.33) together proves (5.29).
Now, by (5.29), the triangle inequality and the fact that ψ is integrable on S
yield ∣∣∣∣∣MAE[fˆn,b]−
∫
S
w(s)E
∣∣∣∣Z − b g(s)w(s)
∣∣∣∣ds
∣∣∣∣∣
≤ c2 n−1b−d/2 +
∫
S
∣∣∣∣∣∣
√
Var(fˆn,b(s))E|Z − a?(s)|
−w(s)E∣∣Z − b g(s)w(s) ∣∣
∣∣∣∣∣∣ds.
(5.34)
where w(s) := n−1/2b−d/4
√
ψ(s)f(s) and c2 > 0 is another universal constant.
It was shown in Lemma 7 of Devroye & Penrod (1984) that, for all u,w ≥ 0 and
all v, z ∈ R, ∣∣∣uE∣∣Z + v
u
∣∣− wE∣∣Z − z
w
∣∣∣∣∣ ≤√ 2
pi
|u− w|+ |v − z|, (5.35)
so the right-hand side of (5.34) is bounded from above by
c2 n
−1b−d/2 +
∫
S
∣∣∣∣Var(fˆn,b(s))−
√
ψ(s)f(s)
n1/2 bd/4
∣∣∣∣ds
+
∫
S
∣∣Bias[fˆn,b(s)]− b g(s)∣∣ds. (5.36)
By the expression for the variance in (5.12) (using Lemma 5.1), and the bias in
(4.7), the above is O(n−1b−d/2)+o(n−1/2b−d/4)+o(b), which proves (4.18). The
bound (4.19) is a direct consequence of (4.18) and the trivial bound E|Z −u| ≤√
2/pi + |u|.
5.5. Proof of Theorem 4.6
This is the most technical proof, so here is the idea. The first three lemmas below
bound, uniformly, the Dirichlet density (Lemma 5.2), the partial derivatives of
the Dirichlet density with respect to the parameters α1, . . . , αd and β (Lemma
5.3), and then the absolute difference of densities (pointwise and under expec-
tations) that have different parameters (Lemma 5.4). This is then used to show
continuity estimates for the random field s 7→ Yi,b(s) from (5.11) (Proposition
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5.5), meaning that we get a control on the probability that Yi,b(s) and Yi,b(s
′)
are too far apart when s and s′ are close. The proof of Proposition 5.5 relies on
a novel chaining argument. From this, we easily deduce large deviation bounds
for the supremum of Yi,b(s) over points s
′ that are inside a small hypercube of
width 2b centered at s (Corollary 5.6). Since fˆn,b(s) − fb(s) = 1n
∑n
i=1 Yi,b(s),
we can estimate tail probabilities for the supremum of |fˆn,b − fb| over Sbd by
a union bound over the suprema on the small hypercubes and apply a large
deviation bound from Corollary 5.6 to each one of them.
In the first lemma, we bound the density of the Dirichlet(α, β) distribution
from (1.2).
Lemma 5.2. If α1, . . . , αd, β ≥ 2, then
sup
s∈S
Kα,β(s) ≤
√
‖α‖1 + β − 1
(β − 1)∏i∈[d](αi − 1) (‖α‖1 + β − d− 1)d. (5.37)
Proof. Whenever α1, . . . , αd, β ≥ 2, the Dirichlet density Kα,β is well-known to
maximize at s? = α−1‖α‖1+β−d−1 . At this point, we have
Kα,β(s
?) =
Γ(‖α‖1 + β)
Γ(β)
∏
i∈[d] Γ(αi)
· (β − 1)
β−1∏
i∈[d](αi − 1)αi−1
(‖α‖1 + β − d− 1)‖α‖1+β−d−1 . (5.38)
From Theorem 2.2 in Batır (2017), we also know that, for all y ≥ 2,
√
2pie−y+1(y − 1)y−1+ 12 ≤ Γ(y) ≤ 75 ·
√
2pie−y+1(y − 1)y−1+ 12 . (5.39)
Therefore, (5.38) is
≤
7
5
√
2pie−‖α‖1−β+1(‖α‖1 + β − 1)‖α‖1+β−1+ 12√
2pie−β+1(β − 1)β−1+ 12 ∏i∈[d]√2pie−αi+1(αi − 1)αi−1+ 12
· (β − 1)
β−1∏
i∈[d](αi − 1)αi−1
(‖α‖1 + β − d− 1)‖α‖1+β−d−1
= 75 (2pi)
−d/2 · e−d
(
1− d‖α‖1 + β − 1
)−(‖α‖1+β−1)
·
√
‖α‖1 + β − 1
(β − 1)∏i∈[d](αi − 1) · (‖α‖1 + β − d− 1)d
≤ 75 (2pi)−d/2 · e
2
5d ·
√
‖α‖1 + β − 1
(β − 1)∏i∈[d](αi − 1) · (‖α‖1 + β − d− 1)d
≤
√
‖α‖1 + β − 1
(β − 1)∏i∈[d](αi − 1) · (‖α‖1 + β − d− 1)d, (5.40)
where we used our assumption α1, . . . , αd, β ≥ 2 and the fact that (1− y)−1 ≤
e
7
5y for y ∈ [0, 1/2] to obtain the second inequality.
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In the second lemma, we bound the partial derivatives of the Dirichlet(α, β)
density with respect to its parameters.
Lemma 5.3. If α1, . . . , αd, β ≥ 2, then for all s ∈ Int(S),∣∣∣ ∂
∂αj
Kα,β(s)
∣∣∣ ≤ {| log(‖α‖1 + β)|+ | log(αj)|+ | log sj |}
·
√
‖α‖1 + β − 1
(β − 1)∏i∈[d](αi − 1) (‖α‖1 + β − d− 1)d, (5.41)∣∣∣ ∂
∂β
Kα,β(s)
∣∣∣ ≤ {| log(‖α‖1 + β)|+ | log(β)|+ | log(1− ‖s‖1)|}
·
√
‖α‖1 + β − 1
(β − 1)∏i∈[d](αi − 1) (‖α‖1 + β − d− 1)d. (5.42)
Proof. The digamma function ψ(z) := Γ′(z)/Γ(z) satisfies |ψ(z)| < | log(z)| for
all z ≥ 2 (see e.g. Lemma 2 in Minc & Sathre (1964/65)). Hence, for all j ∈ [d]
and all s ∈ Int(S),∣∣∣ ∂
∂αj
Kα,β(s)
∣∣∣ = ∣∣∣(ψ(‖α‖1 + β)− ψ(αj) + log sj)Kα,β(s)∣∣∣
≤
{
| log(‖α‖1 + β)|+ | log(αj)|+ | log sj |
}
Kα,β(s). (5.43)
The conclusion (5.41) follows from Lemma 5.2. The proof of (5.42) is virtually
identical, and thus omitted.
As a consequence of Lemma 5.3 and the multivariate mean value theorem,
we can control the absolute difference of two Dirichlet densities with different
parameters, pointwise and under expectations.
Lemma 5.4. If α1, . . . , αd, β, α
′
1, . . . , α
′
d, β
′ ≥ 2, and X is F distributed with a
bounded density f supported on S, then
E
[|Kα′,β′(X)−Kα,β(X)|]
≤ 3 (d+ 1) ‖f‖∞
√
‖α∨α′‖1+(β∨β′)−1
((β∧β′)−1)∏i∈[d]((αi∧α′i)−1)
· (‖α ∨α′‖1 + (β ∨ β′)− d− 1)d
· log (‖α ∨α′‖1 + (β ∨ β′)) · ‖(α′, β′)− (α, β)‖∞,
(5.44)
where α ∨ α′ := (max{αi, α′i})i∈[d], β ∨ β′ := max{β, β′}, and β ∧ β′ :=
min{β, β′}. Furthermore, let
Sδ :=
{
s ∈ S : 1− ‖s‖1 ≥ δ and si ≥ δ ∀i ∈ [d]
}
, δ > 0. (5.45)
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Then, for 0 < δ ≤ e−1, we have
max
s∈Sδ
|Kα′,β′(s)−Kα,β(s)|
≤ 3 (d+ 1) ‖f‖∞| log δ| ·
√
‖α∨α′‖1+(β∨β′)−1
((β∧β′)−1)∏i∈[d]((αi∧α′i)−1)
· (‖α ∨α′‖1 + (β ∨ β′)− d− 1)d
· log (‖α ∨α′‖1 + (β ∨ β′)) · ‖(α′, β′)− (α, β)‖∞.
(5.46)
Proof. By the triangle inequality and the multivariate mean value theorem,
E
[|Kα′,β′(X)−Kα,β(X)|]
≤ ‖f‖∞
∫
Int(S)

∣∣∣ ∂∂βKα,β(s)∣∣(α,β)=(αs,βs)∣∣∣|β − β′|
+
∑
j∈[d]
∣∣∣ ∂∂αjKα,β(s)∣∣(α,β)=(αs,βs)∣∣∣|αj − α′j |
ds,
(5.47)
where, for every s ∈ Int(S), (αs, βs) is some point on the line segment joining
(α, β) and (α′, β′). Now, by the estimates in Lemma 5.3, the above is
≤ ‖f‖∞
√
‖α∨α′‖1+(β∨β′)−1
((β∧β′)−1)∏i∈[d]((αi∧α′i)−1)
· (‖α ∨α′‖1 + (β ∨ β′)− d− 1)d ‖(α′, β′)− (α, β)‖∞
·
{
(2d+ 2) log
(‖α ∨α′‖1 + (β ∨ β′))
+
∫
S | log(1− ‖s‖1)|ds+
∑
j∈[d]
∫
S | log sj |ds
}
.
(5.48)
The integrals are bounded by 1 since∫
S
| log(1− ‖s‖1)|ds =
∫
S
| log sj |ds ≤
∫ 1
0
| log sj |dsj = 1. (5.49)
Together with (5.48), this proves (5.44). The proof of the second claim (5.46)
follows from a simpler argument (without the integrals), and is left to the reader.
Proposition 5.5 (Continuity estimates). Recall from (5.11) that
Yi,b(s) := K s
b+1,
1−‖s‖1
b +1
(Xi)− E
[
K s
b+1,
1−‖s‖1
b +1
(Xi)
]
, 1 ≤ i ≤ n. (5.50)
Let s ∈ Sb(d+1), n ≥ 1, 0 < b < (e−16
√
2 ∧ d−1), 0 < a ≤ e−1‖f‖∞| log b|
bd+1/2
, and take
the unique
δ ∈ (0, e−1] that satisfies δ| log δ| = b
d+1/2a
‖f‖∞| log b| . (5.51)
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Then, for all h ∈ R,
P
(
sup
s′∈s+[−b,b]d
∣∣∣ 1
n
n∑
i=1
Yi,b(s
′)
∣∣∣ ≥ h+ a, ∣∣∣ 1
n
n∑
i=1
Yi,b(s)
∣∣∣ ≤ h)
≤ Cf,d exp
(
− 1
1002d4‖f‖2∞
·
(
n1/2 bd+1/2a
| log δ| | log b|
)2)
,
(5.52)
where Cf,d > 0 is a constant that depends only on the density f and the dimen-
sion d.
Proof. By a union bound, the probability in (5.52) is
≤ P
( n∑
i=1
1{Xi∈S\Sδ} ≥ n · 4 ‖f‖∞δ
)
+ P
(
sups′∈s+[−b,b]d
∣∣∣ 1n∑ni=1 (Yi,b(s′)− Yi,b(s))1{Xi∈S\Sδ}∣∣∣ ≥ a∑n
i=1 1{Xi∈S\Sδ} ≤ n · 4 ‖f‖∞δ
)
+ P
(
sup
s′∈s+[−b,b]d
∣∣∣ 1
n
n∑
i=1
(
Yi,b(s
′)− Yi,b(s)
)
1{Xi∈Sδ}
∣∣∣ ≥ a)
=: (A) + (B) + (C).
(5.53)
The term (A) is the probability that there are “too many bad observations”
(i.e. too many Xi’s near the boundary of the simplex, where the partial deriva-
tives of the Dirichlet density with respect to α1, . . . , αd and β explode). We will
control this term with a concentration bound. First, note that the volume of
S\Sδ is at most 2dδ/d!. Indeed, Sδ has the shape of a simplex of side-length
1− 2δ inside S, so
d! ·Volume(S\Sδ) = 1− (1− 2δ)d ≤ 1− (1 + d · (−2δ)) = 2dδ, (5.54)
where we used the inequality (1 + x)n ≥ 1 + nx, which valid for all n ∈ N
and x ≥ −1. From (5.54) and the fact that ‖f‖∞ is finite (f is continuous by
assumption and S is compact), we get that
E
[
1{Xi∈S\Sδ}
] ≤ 2‖f‖∞
(d− 1)! δ. (5.55)
By applying Hoeffding’s inequality (see e.g. Lemma A.2) and condition (5.51),
we obtain
(A) ≤ exp
(
−2n ·
(
(2(d− 1)!− 1) · 2‖f‖∞
(d− 1)! δ
)2)
≤ exp
(
−2
(
n1/2 bd+1/2a
| log δ| | log b|
)2)
.
(5.56)
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Now, for the term (B) in (5.53), note that our assumption s ∈ Sb(d+1) and
s′ = s+ [−b, b]d imply s, s′ ∈ Sb, which in turn implies
α1 =
(sk)1
b
+ 1, . . . , αd =
(sk)d
b
+ 1, β =
1− ‖sk‖1
b
+ 1 ≥ 2, (5.57)
and thus√
‖α‖1 + β − 1
(β − 1)∏i∈[d](αi − 1) ≤
√
‖α‖1 + β − 1 =
√
b−1 + d. (5.58)
Together with the estimate for the Dirichlet density in Lemma 5.2 and condition
(5.51), we have, on the event {∑ni=1 1{Xi∈S\Sδ} ≤ n · 4 ‖f‖∞δ},∣∣∣ 1
n
n∑
i=1
(
Yi,b(s
′)− Yi,b(s)
)
1{Xi∈S\Sδ}
∣∣∣
≤ 4 · 4 ‖f‖∞δ · b−d
√
b−1 + d ≤ 16
√
1 + bd
| log δ| | log b| a.
(5.59)
Since 0 < δ ≤ e−1 and 0 < b < (e−16
√
2 ∧ d−1) by assumption, the above is < a,
which means that
(B) = 0. (5.60)
Now, in order to bound the third probability in (5.53), the main idea of
the proof is to decompose the supremum with a chaining argument and apply
concentration bounds on the increments at each level of the d-dimensional tree.
With the notation Hk := 2−k · bZd, we have the embedded sequence of lattice
points
H0 ⊆ H1 ⊆ · · · ⊆ Hk ⊆ · · · ⊆ Rd. (5.61)
Hence, for s ∈ Sb(d+1) fixed, and for any s′ ∈ s + [−b, b]d, let (sk)k∈N0 be a
sequence that satisfies
s0 = s, sk − s ∈ Hk ∩ [−b, b]d, lim
k→∞
‖sk − s′‖∞ = 0, (5.62)
and
(sk+1)i = (sk)i ± 2−k−1b, for all i ∈ [d]. (5.63)
Since the map s 7→ 1n
∑n
i=1 Yi,b(s) is almost-surely continuous,∣∣∣ 1
n
n∑
i=1
(
Yi,b(s
′)− Yi,b(s)
)
1{Xi∈Sδ}
∣∣∣
≤
∞∑
k=0
∣∣∣ 1
n
n∑
i=1
(
Yi,b(sk+1)− Yi,b(sk)
)
1{Xi∈Sδ}
∣∣∣, (5.64)
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and since,
∑∞
k=0
1
2(k+1)2 ≤ 1, we have the inclusion of events,{
sup
s′∈s+[−b,b]d
∣∣∣ 1
n
n∑
i=1
(
Yi,b(s
′)− Yi,b(s)
)
1{Xi∈Sδ}
∣∣∣ ≥ a}
⊆
∞⋃
k=0
⋃
sk∈s+Hk∩[−b,b]d
(sk+1)i=(sk)i±2−k−1b ∀i∈[d]
{∣∣∣ 1
n
n∑
i=1
(
Yi,b(sk+1)− Yi,b(sk)
)
1{Xi∈Sδ}
∣∣∣ ≥ a
2(k + 1)2
}
.
(5.65)
By a union bound and the fact that |Hk ∩ [−b, b]d| ≤ 2(k+2)d,
(C) ≤
∞∑
k=0
2(k+2)d · 2d sup
sk∈s+Hk∩[−b,b]d
(sk+1)i=(sk)i±2−k−1b ∀i∈[d]
P
(∣∣∣ 1
n
n∑
i=1
(
Yi,b(sk+1)− Yi,b(sk)
)
1{Xi∈Sδ}
∣∣∣ ≥ a
2(k + 1)2
)
.
(5.66)
By Azuma’s inequality (see e.g. Theorem 1.3.1 in Steele (1997)), Lemma 5.45
and (5.50), the above is
≤
∞∑
k=0
2(k+3)d · 2 exp
(
− na
2
8(k + 1)4
·
(
25 d2‖f‖∞ | log δ| | log b|
bd+1/2 2k+1
)−2)
≤
∞∑
k=0
2(k+3)d · 2 exp
(
− 2
2k−1
252d4‖f‖2∞ (k + 1)4
·
(
n1/2 bd+1/2a
| log δ| | log b|
)2)
. (5.67)
The minimum of k 7→ 0.99 · 22k−1(k+1)4 on N0 is larger than say 1/16, so we deduce
(C) ≤ Cf,d exp
(
− 1
1002d4‖f‖2∞
·
(
n1/2 bd+1/2a
| log δ| | log b|
)2)
, (5.68)
for some large constant Cf,d > 0. Putting (5.56), (5.60) and (5.68) together in
(5.53) concludes the proof of Proposition 5.5.
Corollary 5.6 (Large deviation estimates). Recall Yi,b(s) from (5.50). Let s ∈
Sb(d+1), n ≥ 1006d6, n−1/d ≤ b ≤ (e−16
√
2 ∧ d−1), 0 < a ≤ e−1‖f‖∞| log b|
bd+1/2
, and
take the unique
δ ∈ (0, e−1] that satisfies δ| log δ| = b
d+1/2a
‖f‖∞| log b| . (5.69)
5Note that s ∈ Sb(d+1) and s′ ∈ s+ [−b, b]d imply sk ∈ Sb for all k ∈ N0, so that
α1 =
(sk)1
b
+ 1, . . . , αd =
(sk)d
b
+ 1, β =
1− ‖sk‖1
b
+ 1 ≥ 2, for all k ∈ N0.
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Then, we have
P
(
sup
s′∈s+[−b,b]d
∣∣∣ 1
n
n∑
i=1
Yi,b(s
′)
∣∣∣ ≥ 2a)
≤ Cf,d exp
(
− 1
1002d4‖f‖2∞
·
(
n1/2 bd+1/2a
| log δ| | log b|
)2)
,
(5.70)
where Cf,d > 0 is a constant that depends only on the density f and the dimen-
sion d.
Proof. By a union bound, the probability in (5.70) is
≤ P
(
sup
s′∈s+[−b,b]d
∣∣∣ 1
n
n∑
i=1
Yi,b(s
′)
∣∣∣ ≥ 2a, ∣∣∣ 1
n
n∑
i=1
Yi,b(s)
∣∣∣ ≤ a)
+ P
(∣∣∣ 1
n
n∑
i=1
Yi,b(s)
∣∣∣ ≥ a). (5.71)
The first probability is bounded using Proposition 5.5. We get the same bound
on the second probability by applying Azuma’s inequality and Lemma 5.4, as
we did in (5.67).
We are now ready to prove Theorem 4.6. On the one hand, the Lipschitz
continuity of f , Jensen’s inequality and (5.4), imply that, uniformly for s ∈ S,
fb(s)− f(s) = E[f(ξs)]− f(s) =
∑
i∈[d]
O
(
E
[|ξi − si|])
≤
∑
i∈[d]
O
(√
E
[|ξi − si|2]) = O(b1/2). (5.72)
On the other hand, recall from (5.10) that
fˆn,b(s)− fb(s) = 1
n
n∑
i=1
Yi,b(s). (5.73)
By a union bound over the suprema on hypercubes of width 2b centered at each
s ∈ 2bZd ∩ Sb(d+1), and the large deviation estimates in Corollary 5.6 with
a = 100d2
(log n)3/2√
n
· ‖f‖∞| log b|
bd+1/2
(5.74)
(the upper bound condition on a is satisfied as long as 100d2(log n)3/2/
√
n ≤
e−1, which is valid if n ≥ 1006d6 for example) and the unique δ ∈ (0, e−1] that
satisfies
δ| log δ| = b
d+1/2a
‖f‖∞| log b|
(5.74)
= 100d2
(log n)3/2√
n
, (5.75)
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we have
P
(
sup
s∈Sbd
|fˆn,b(s)− fb(s)| > 2a
)
≤
∑
s∈2bZd∩Sb(d+1)
P
(
sup
s′∈s+[−b,b]d
∣∣∣ 1
n
n∑
i=1
Yi,b(s)
∣∣∣ > 2a)
≤ b−d · Cf,d exp
(
− 1
1002d4‖f‖2∞
·
(
n1/2 bd+1/2a
| log δ| | log b|
)2)
≤ b−d · Cf,d exp
(
− (log n)
3
| log δ|2
)
. (5.76)
The condition imposed on δ in (5.75) implies
n−1/2 ≤ δ ≤ e−1, (and thus | log δ| ≤ 12 log n) (5.77)
because the function x 7→ x| log x| is increasing on (0, e−1]. Using (5.77) in
(5.76), we get
P
(
sup
s∈Sbd
|fˆn,b(s)− fb(s)| > 2a
)
≤ Cf,d exp(d| log b| − 4 log n). (5.78)
Since we assumed that b ≥ n−1/d, the above is ≤ Cf,d n−3, which is summable.
By our choice of a in (5.74) and the Borel-Cantelli lemma, we obtain
sup
s∈Sbd
|fˆn,b(s)− fb(s)| = O
( | log b|(log n)3/2
bd+1/2
√
n
)
, a.s. (5.79)
Together with (5.72), the conclusion follows.
5.6. Proof of Theorem 4.7
By (5.73), the asymptotic normality of n1/2bd/4(fˆn,b(s)−fb(s)) will be proved if
we verify the following Lindeberg condition for double arrays: 6 For every ε > 0,
s−2b E
[|Y1,b(s)|2 1{|Y1,b(s)|>εn1/2sb}] −→ 0, as n→∞, (5.80)
where s2b := E
[|Y1,b(s)|2] and b = b(n)→ 0. From Lemma 5.2, we know that
|Y1,b(s)| = O
(
ψ(s) bd/2 · b−d) = Os(b−d/2), (5.81)
and we also know that sb = b
−d/4√ψ(s)f(s) (1 + os(1)) when f is Lipschitz
continuous, by the proof of Theorem 4.2, so
|Y1,b(s)|
n1/2sb
= Os(n−1/2 bd/4 b−d/2) = Os(n−1/2b−d/4) −→ 0, (5.82)
6See e.g. Section 1.9.3. in Serfling (1980).
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whenever n1/2bd/4 → ∞ as n → ∞ and b → 0. Under this condition, (5.80)
holds (since for any given ε > 0, the indicator function is equal to 0 for n large
enough, independently of ω) and thus
n1/2bd/4(fˆn,b(s)− fb(s)) = n1/2bd/4 · 1
n
n∑
i=1
Yi,m
D−→ N (0, ψ(s)f(s)).
(5.83)
This ends the proof.
Appendix A: Tools
The sub-Gaussianity property of the Dirichlet distribution allows us to get very
useful concentration bounds. The following lemma is used in the proof of Propo-
sition 4.1.
Lemma A.1. Let D ∼ Dirichlet(α, β) for some α1, . . . , αd, β > 0. There exists
a variance parameter 0 < σ2opt(α, β) ≤ (4(‖α‖1 + β + 1))−1 such that
P
(|(D − E[D])i| ≥ ti ∀i ∈ [d]) ≤ 2d exp(− ‖t‖22
2σ2opt(α, β)
)
, (A.1)
for all t ∈ (0,∞)d.
Proof. By Chernoff’s inequality and the sub-Gaussianity of the Dirichlet dis-
tribution, shown in Theorem 3.3 of Marchal & Arbel (2017), we have, for all
λ ∈ (0,∞)d,
P(D − E[D] ≥ t) ≤ E[eλ>(D−E[D])]e−λ>t
≤ e
‖λ‖22σ2opt(α,β)
2 −λ>t,
(A.2)
for some 0 < σ2opt(α, β) ≤ (4(‖α‖1+β+1))−1. (The upper bound on σ2opt(α, β) is
stated in Theorem 2.1 of Marchal & Arbel (2017).) If we take the optimal vector
λ? = t/σ2opt(α, β), the right-hand side of (A.2) is ≤ exp(−‖t‖22/(2σ2opt(α, β))).
We get the same bound on any probability of the form
P
(−(D − E[D])i ≥ ti ∀i ∈ J ,
(D − E[D])i ≥ ti ∀[d]\J
)
, for J ⊆ [d], (A.3)
simply by rerunning the above argument. Since there are 2d possible subsets
J ⊆ [d], the conclusion (A.1) follows from a union bound.
The second lemma is a standard (but very useful) concentration bound, found
for example in (Wainwright, 2019, p.25).
Lemma A.2 (Hoeffding’s inequality). Let R1, R2, . . . , Rn be a sequence of in-
dependent random variables such that Ri ∈ [a, b] for all i ∈ {1, 2, . . . , n}. Then,
for all t > 0,
P
( n∑
i=1
(Ri − E[Ri]) ≥ t
)
≤ exp
(
− 2t
2
n (b− a)2
)
. (A.4)
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Appendix B: Abbreviations
c.d.f. cumulative distribution function
i.i.d. independent and identically distributed
MAE mean absolute error
MISE mean integrated squared error
MSE mean squared error
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