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Abstract—We present a novel trajectory prediction algorithm
for pedestrians based on a personality-aware probabilistic feature
map. This map is computed using a spatial query structure and
each value represents the probability of the predicted pedestrian
passing through various positions in the crowd space. We update
this map dynamically based on the agents in the environment
and prior trajectory of a pedestrian. Furthermore, we estimate
the personality characteristics of each pedestrian and use them
to improve the prediction by estimating the shortest path in this
map. Our approach is general and works well on crowd videos
with low and high pedestrian density. We evaluate our model on
standard human-trajectory datasets. In practice, our prediction
algorithm improves the accuracy by 5−9% over prior algorithms.
Index Terms—Trajectory prediction, probabilistic feature map,
personality feature.
I. INTRODUCTION
THE problem of modeling or estimating the trajectoriesof pedestrians in a crowded scene has been studied
in computer vision, robotics, augmented reality and other
applications. In many applications such as human-robot inter-
action, autonomous driving or surveillance, it is important to
accurately predict the trajectories for collision-free navigation
or abnormal behavior detection [1], [2]. Typically, the motion
of each pedestrian is governed by various factors, including its
immediate goal, the environment or the context [3], intrinsic
personality characteristics [4], [5], [6] as well as the movement
behaviors of other pedestrians in a crowd [7], [8], [9]. One
major challenge is to integrate these complex influencing
factors in an intuitive and efficient manner and develop a
general scheme that works on most of crowd videos.
There is extensive work on trajectory prediction and dif-
ferent techniques based on tracking filters, motion modeling,
or machine learning have been proposed [10], [11], [12].
However, the accuracy of these methods varies based on the
environment, pedestrian density, and the context (e.g. cultural
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factors or public settings). Furthermore, the differences in in-
dividual personalities are either ignored or partially accounted
by existing trajectory prediction methods. For example, current
state-of-the-art machine learning methods based on LSTM
neural network do not account for individual personality [13].
On the other hand, prior research in psychology literature sug-
gests that individual personality plays a vital role in pedestrian
movement [6].
Main Results: We present a novel trajectory prediction al-
gorithm for pedestrian movement in a crowd based on a
personality-aware probabilistic feature map. This map is com-
puted according to the prior trajectory of each pedestrian and
the surrounding scene information. We use a simple spatial
query structure based on an equal-sized grid and each grid
cell stores a weight that represents the possibility of the
predicted pedestrian passing through that cell. In addition, we
formulate the relationship between individual personality and
the pedestrian trajectory. The individual personality features
are extracted from prior trajectories and fused into the map.
Overall, all the influencing factors are combined together in
our probabilistic feature map. The final prediction result is
obtained by estimating the shortest path in this map. The novel
components of our work include:
• A novel personality-aware probabilistic feature map for
individual trajectory prediction based on crowd move-
ments, which accounts for different influencing factors
including individual personality.
• A new feature extraction method to quantify the relation-
ship between the personality of an individual and his or
her movement trajectory. The personality features of each
pedestrian are estimated from prior historical trajectories
and integrated into the probabilistic feature map to predict
individual trajectories better.
Our method has been evaluated on two public datasets:
ETH [14] and UCY [15], which consists of 1536 pedestrians
in multiple crowd videos with various challenging scenarios.
Compared with state-of-the-art prediction algorithms, 5-9%
improvement is observed in accuracy using our approach.
II. RELATED WORK
There is considerable work on trajectory prediction in AI,
computer vision, and robotics. Some simple methods are
based on Kalman filter, particle filter, and their variants.
Other approaches are based on hidden Markov models. Most
recent works have focused on different motion models, local
navigation schemes, and machine learning methods.
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2A. Human Trajectory Prediction
Many motion and local navigation models have been
proposed to model pedestrian trajectories. These include
model-based methods that describe pedestrian local move-
ment through dynamics formulations, hand-crafted features
or rules. Some of the commonly used models are based on
social forces [8] and its variants [16], [17]. Other techniques
are based on reciprocal velocity obstacles [18], [19], [20],
energy-based formulations [21], flocking rules [22], continuum
dynamics [9], Gaussian processes [23], and other techniques
used to estimate the intent [24], [25], [26].
The model-based methods have been used for trajectory es-
timation and prediction. However, their performance depends
on the choice of underlying parameters and may vary based on
the context and pedestrian behaviors. Other set of techniques
for pedestrian modeling are based on data-driven methods.
These are driven by large number of real-world trajectories
or related datasets or examples combined with some rules or
learning methods.
Data-driven methods extract crowd movement character-
istics from a large amount of real (video) data to predict
individual trajectories. Lerner et al. [27] predict the trajectory
of each agent by searching the database for an example
that closely matches the current prediction scene. Later, [28]
improve this approach in terms of choosing the behavior
and action of each agent. However, their trajectory prediction
method is strictly limited by the example database and unable
to deal with new situations (e.g. with moving obstacles). Some
combinations of data-driven and model-driven methods have
also been proposed [29]. Our approach is also motivated by
prior data-driven methods and we use the prior examples
as ‘trajectory database structures’. Inspired by the success
of LSTM neural networks for different sequence prediction
tasks, many researchers have used such networks for trajectory
prediction [11], [30], [12], [31], [32]. However, LSTM neural
networks usually deal with relatively short input streams [13]
and may not work well in terms of long input stream informa-
tion required for trajectory prediction [33], [34]. In addition, it
is very difficult to extend these methods for new datasets. They
usually need to retrain on the corresponding model, which can
be time-consuming.
B. Personality Models
Personality has a great influence on human movement tra-
jectory. In the same scenario, different individuals with various
personality traits often show different behaviors. Some of these
different personality traits are regarded as basic personality and
they can be used to describe others. Trait theories [4] are able
to define these primary personality traits. The personality of
one person can be described by the degrees of these primary
traits he or she exhibits. The Eysenck 3-factor model [35]
is one of the most well-established trait theories. The primary
personality traits of this model are Psychoticism, Extraversion,
and Neuroticism (PEN).
In addition to the study of personality modeling, other
researchers have explored the relationship between personality
and movements [4], [5]. Guy et al. [4] describe the relationship
between simulation parameters and personality descriptors
based on the PEN personality model. Bera et al. [5] present
a real-time algorithm to automatically classify the dynamic
behavior or personality of one pedestrian in a crowd video
according to Personality Trait Theory. In [6], crowds are
classified as audiences and mobs. Considering personality
is not enough to represent an impulsive mob agent, they
introduce an emotion component that modulates agents’ de-
cision making processes superimposed on their personalities.
Durupinar et al. [36] map personality trait to set of behaviors
in the HiDAC (High-Density Autonomous Crowds) crowd
simulation system. Using this method, users no longer need to
do the tedious task of low-level parameter tuning. Besides, this
approach is able to combine all these behaviors with different
personality factors.
Based on the well-established PEN model, we are able to es-
timate human personality from crowd movement for individual
trajectories prediction. However, most of the existing studies
focus on the relationship between parameters of specific
crowd simulation algorithm and individual personality. Few of
them focus on the quantitative relationship between individual
movement trajectories and personality characteristics. Inspired
by [5], we further explore this relationship based on the
movement characteristics of pedestrians, and use the extracted
personality features in our probabilistic map.
III. PREDICTION USING PROBABILISTIC FEATURE MAP
In this section, we present our trajectory prediction method
based on a probabilistic feature map. Our goal is to use
a map representation that fuses different factors, including
the human personality. Moreover, these personality features
are estimated by analyzing long-term historical trajectories
of pedestrians, which are more stable and accurate for later
trajectory prediction.
An overview of our approach is given in Figure 1. Our
approach is divided into two stages: pre-processing and pre-
diction. During the pre-processing stage, we process a vast
amount of real-world crowd videos into a large number of
examples (referred as trajectory database structure) stored in
a crowd database (Section III-A). During the prediction stage,
we construct a probability feature map by adjusting its weights
integrating several important influence factors (Section III-B).
The predicted trajectory for each pedestrian is obtained based
on the probability feature map (Section III-C).
A. Trajectory Database Structure
We precompute a large number of trajectory database struc-
tures, which are extracted from real-world crowd movement
trajectories. Trajectory database structure is designed for a
single pedestrian, which corresponds to the central moving
agent, and includes his or her surrounding scene information.
In Figure 2, we show the schematic diagram of the trajectory
database structure. This structure consists of three parts:
• The historical trajectory of the central moving agent.
• The trajectories or locations of the influencing objects
and obstacles around the central moving agent.
3Fig. 1: Overview of Our Algorithm. During the pre-processing stage, (1) and (2) pedestrian and crowd videos are processed
into a lot of trajectory database structures, which correspond to real-world example data. (3) All the trajectory database structures
are stored in the crowd database. (4) The trajectory database structures are classified according to their similarity and stored
in self-balancing binary search trees. During the prediction stage, the following procedures are performed. (1) A spatial query
structure is computed based on surrounding scene information. (2) A probabilistic feature map is generated according to the
query structure and the map is divided into multiple grids. (3) Based on similarity computations on the trajectory database
structures, several matchings are computed in the crowd database and used to compute candidate trajectories. Based on these
trajectories, we also predict the immediate goal of the central moving agent. (4) The weights associated with the grids are
updated according to the personality features, which are calculated based on prior trajectories of the central moving agent. (5)
The shortest path from the start point to the destination represents the predicted trajectory.
• The actual trajectory of the central moving agent in the
future.
The time length of a trajectory database structure is f frames.
The space covered by it corresponds to a rectangle of 2w
pixels × w pixels. The trajectory segment Tk of an individual
is represented as a set of ordered discrete points, denoted
as Tk = {pi = (xi, yi)|i = 1, 2, ..., nt}. nt indicates that
the movement is distributed on nt frames. (xi, yi) represents
the position of the individual in the i-th frame. Tgt =
{pgti = (xgti , ygti )|i = 1, 2, ..., p} denotes the actual movement
trajectory of the central moving agent in the next p frames.
An obstacle Ok is represented by a polygon and is denoted as
Ok = {vi = (xi, yi)|i = 1, 2, ..., nv}. vi represents a vertex
of the polygon and nv indicates the number of the vertices.
Trajectory database structure can be defined as in Equation
(1):
Ij = {Tk|k = 1, 2, . . . ,m1} ∪ {Oi|i = 1, 2, . . . ,m2} ∪ Tgt,
(1)
where Ij is a trajectory database structure, m1 is the number
of individuals contained in the trajectory database structure,
and m2 is the number of the obstacles in trajectory database
structure.
Query structure is a special kind of trajectory database
structure, which is formed based on the latest movement states
of individuals in the current prediction scene. It only contains
the observed trajectories or locations of the surrounding indi-
viduals or obstacles and does not contain the trajectory of the
central moving agent in the next p frames. We compute query
structure to predict the future trajectory.
Fig. 2: Example of a trajectory database structure. The red
line represents the historical trajectory of the central moving
agent. The yellow dotted line is the real trajectory of the
central moving agent in the future p frames. The blue lines
represent the trajectories of surrounding individuals, which
will influence the future trajectory of the central moving agent.
The obstacle is represented by a polygon and the vertexes of
the polygon are marked.
1. Fast Matching
Based on the similarity measurement defined in [27], we
present a fast matching algorithm to find top-k similar trajec-
tory database structures to the query structure. Figure 3 is the
schematic of this.
4We assume that the crowd database contains N trajectory
database structures. During the preprocessing stage, we choose
m representative trajectory database structures (m N ) that
differ considerably from each other. They represent different
types of pedestrian movements. The similarities between all
common trajectory database structures and the m represen-
tative ones are computed. Next, each representative trajectory
database structure is taken as the root node of a self-balancing
binary search tree, along with other similar common trajectory
database structures.
During the prediction stage, we search the matching trajec-
tory database structures from these trees. For each parent node,
the similarity of all nodes in the left subtree is less than that
of all nodes in the right subtree. If the similarity between the
query structure Q and the representative trajectory database
structure A is η, i.e. Res(Q,A) = η, we can only search the
trajectory database structures of the corresponding binary tree
that have similarities between η−δ and η+δ, which reduces the
search range. In this paper, we set δ = 2 considering the trade-
off accuracy and efficiency. The search range of other self-
balancing binary search trees with representative trajectory
database structures is determined in the same way.
Fig. 3: Quickly finding matching trajectory database struc-
tures. The black circles are the representative trajectory
database structures. The green circles are common trajectory
database structures. The number next to the green circle
represents the similarity value between the common trajectory
database structure and the representative one.
B. Probabilistic Feature Map
The probabilistic feature map is represented using a concrete
query structure. The spatial range covered by this query
structure is divided into grids. The weight of each grid records
the possibility of the central moving agent passing through this
grid during the future p frames. The larger the weight of a grid
is, the greater the possibility that the central moving agent
passes through it. Through leveraging the weights of different
grids, the probabilistic feature map can account for different
factors that govern the trajectory prediction computation. In
this paper, we consider several influence factors including sur-
rounding pedestrians, static obstacles, candidate trajectories,
destination, and personality features.
We use a matrix W to represent the probabilistic feature
map. It is an m-by-n matrix and wij is the weight of the grid
in the i-th row and j-th column.
W =

w11 w12 · · · w1n
w21 w22 · · · w2n
· · · · · · . . . · · ·
wm1 wm2 · · · wmn
 = (wij) ∈ Rm×n (2)
1. Weight Updating
Each influencing factor changes the weight of each grid in
the probabilistic feature map and is denoted as ϕ. The weights
are updated in Equation (3).
wij = w
o
ij+ϕin(i, j)+ϕo(i, j)+ϕc(i, j)+ϕd(i, j)+ϕp(i, j),
(3)
where woij is the initial weight of the grid in the i-th row and
j-th column and wij is the final weight of it. ϕin, ϕo, ϕc,
ϕd, and ϕp represent the effect of surrounding individuals,
obstacles, candidate trajectories, the predicted destination, and
personality factors on the weight of the grid, respectively.
1) Influence of surrounding pedestrians or static obsta-
cles
In query structure Q, m is the central moving agent and n
represents another pedestrian, who has influence on the move-
ment trajectory of m. The influence is calculated according to
the influence function Imp(m,n, t) based on the distance and
moving speed of individuals [27]. Imp(m,n, t) represents the
influence of the pedestrian n on the pedestrian m at time t.
If n is in front of m, Equation (4) is used to calculate the
influence. If n is behind m, Equation (5) is used to calculate
the influence.
Imp(m,n, t) = exp(
−0.5d2
2/v
) · exp(−0.5d
2
v
), (4)
Imp(m,n, t) = exp(
−0.5d2
2/v
) · exp(−0.5d
2
1/2v
), (5)
where v is moving speed of the individual m and d is the
distance from m to n, respectively.
According to the influence values, we update the weights
of the map. ϕin(i, j) is defined using the following Equation:
ϕin(i, j) = −1 ·
nin∑
n=1
f∑
t=1
1ij [x, y] · 0.1f−t · 3 · Imp(m,n, t),
(6)
where nin is the number of the individuals who have influence
on the agent m and (x, y) is the coordinate of the individual
n at the t-th frame. 1ij [x, y] is defined as follows:
1ij [x, y] =
{
1 if (x, y) is in the grid (i, j),
0 otherwise. (7)
ϕo(i, j) is defined as following:
ϕo(i, j) =
{ −∞ if (i, j) is in an obstacle,
0 otherwise.
(8)
2) The influence of candidate trajectories and destination
Using the fast query method proposed in Section III-A,
k candidate trajectory database structures are computed. We
can get k candidate trajectories from them. In our current
implementation, we use k = 3. Meanwhile, the weights of the
5grids that these candidate trajectories pass through are updated.
ϕc(i, j) = α ·
p∑
t=1
1ij [xt1, y
t
1] + β ·
p∑
t=1
1ij [xt2, y
t
2] + γ ·
p∑
t=1
1ij [xt3, y
t
3], (9)
where α, β, and γ are the weights of three candidate trajec-
tories. α = 30, β = 15, and γ = 10. (xt1, y
t
1), (x
t
2, y
t
2), and
(xt3, y
t
3) are the points on the three candidate trajectories at
the t-th frame.
Based on the candidate trajectories and known trajectories
of the central moving agent, the destination location of the
central moving agent can be predicted using Equation (10).
In addition, the weight of the grid in which the destination
locates is changed based on Equation (11).
D = ws1 ·D1 + ws2 ·D2 + ws3 ·D3 + wcs ·Dcs, (10)
where D is the predicted destination. D1, D2, and D3 are the
destinations of candidate trajectories. ws1, ws2, and ws3 are
their weights, respectively. Dcs is the symmetric starting point
of the known trajectory for the agent (assuming that the time
length of the known trajectory is equal to that of the predicted
trajectory) and wcs is the weight of Dcs.
ϕd(i, j) = ε · 1ij [x, y] (11)
where ε→ +∞ and (x, y) is the predicted destination.
3) Personality features
We use the well-established PEN personality model [35] to
describe human personalities. This model consists of three in-
dependent factors of personality: Psychoticism, Extraversion,
and Neuroticism. The pedestrian with high P-factor usually
takes the most direct path and doesn’t mind the distance to
the surrounding pedestrians. The pedestrian with high E-factor
usually walks faster than ordinary people. The pedestrian with
high N-factor keeps his or her distance from surrounding
pedestrians ignoring the distance to the destination [4].
Based on the known long-term historical trajectory of the
central moving agent i of a query structure, we calculate a
three-dimensional personality feature vector (l, v, d) represent-
ing the personality features of the agent i. l is the linearity of
the trajectories of the agent i, v is the average speed of it, and d
is the average minimum distance of the agent i to surrounding
individuals.
Inspired by [37], we present the definition of the linearity.
In Figure 4, we show the schematic diagram for calculating
the linearity of trajectory assuming that the time length of the
trajectory database structure is 5 frames. The linearity of a
point on the real trajectory segment is defined as following:
Linearity(x, y) =

∣∣∣∣y−y ′ ∣∣∣∣
∆x × 100% if ∆x 6= 0
0 if ∆x = 0 and (desy − oriy)2 > 0
−1 if ∆x = 0 and (desy − oriy)2 = 0
(12)
where (x, y) is the coordinate of one point on the real
trajectory segment T , (x
′
, y
′
) is the coordinate of one point
on the linear trajectory from the starting point(orix, oriy) to
the end (desx, desy) of T , x
′
= x, ∆x = |desx− orix|, and
Linearity(x, y) is the linearity of the point (x, y) on T .
Linearity(T ) = max Linearity(x, y), (13)
where (x, y) is the coordinate of any point on T and
Linearity(T ) is the linearity of the trajectory segment T .
The historical trajectory of the agent i is divided into several
trajectory segments of f frames. l is the average value of
linearity over all the fragments, which is define as following.
l =
1
Nl
·
Nl∑
i=1
Linearity (Ti), (14)
where Nl is the number of the trajectory segments. The higher
the value of l, the higher the P-factor of his or her personality.
(a) (b) (c)
Fig. 4: Calculating the linearity of trajectory. The blue line
is the real trajectory of the individual in 5 frames. (x, y) is
the coordinate of the point in the real trajectory. (x
′
, y
′
) is
the coordinate of the point in the linear trajectory from the
beginning (orix, oriy) to the end (desx, desy). ∆x = |desx−
orix|, ∆y = |y − y′ |, and x′ = x. (a) ∆x 6= 0. (b) The
individual moves in the positive direction along the y axis
(i.e. ∆x = 0 and (desy − oriy)2 > 0). (c) The individual is
stationary in 5 frames (i.e. ∆x = 0 and (desy − oriy)2 = 0).
The E-factor of individual personality is measured by v. v
is the average speed of all historical trajectories of the agent
i, which is defined in Equation 15. We measure the N-factor
of one individual personality by d. d is the average minimum
distance of the agent i to surrounding individuals, which is
defined in Equation 16. The higher the value of d, the higher
the N-factor of his or her personality.
v =
t∑
i=2
dis (Pi, P i−1)
t− 1 (15)
where dis(Pi, Pi−1) denotes the distance between the position
at the time t and the position at time t+ 1 of an individual.
d = avg
(
min
j∈D ∧ j 6=i
(dij)
)
(16)
where D contains all the individuals of the query structure.
dij is the distance between the individual i and the individual
j.
The weights of the grids are updated according to the
personality factors as following:
ϕp(i, j) = ϕl(i, j) + ϕv(i, j) + ϕd(i, j), (17)
ϕl(i, j) =
{
µ if Linearity(i, j) ≤ l,
0 otherwise, (18)
6ϕv(i, j) =
{
ν if (i− orix)2 + (j − oriy)2 ≤ v · p,
0 otherwise,
(19)
ϕd(i, j) =
{
η if dis(i, j) ≤ d,
0 otherwise, (20)
where (orix, oriy) is the starting point of our predicted
trajectory, dis(i, j) is the distance from the grid (i, j) to the
central moving agent, µ = 20, ν = 10, η = −10, and p is the
time of predicted trajectory.
C. Trajectory Prediction
Based on the probabilistic feature map constructed in Sec-
tion III-B, we compute a shortest path from the starting
point (orix, oriy) to the destination (desx, desy) based on
the Dijkstra algorithm. This shortest path must satisfy two
conditions at the same time: the possibility values of the
passing grids are large and the length of path is small. The
shortest path is the final prediction trajectory.
In Figure 5, we give an example to show how to update
the weights of the probabilistic feature map. The weights are
updated according to following steps: (a) In Figure 5a, the
space depicted by the probabilistic feature map is divided into
grids with same size. Each grid stores a weight representing
the possibility of the predicted pedestrian passing through,
assuming that the initial probability value of each grid is
10. (b) The influence of the surrounding individuals on the
central moving agent is calculated as we show in Figure 5b.
(c) According to the influence values of (b), the values of
the weights in the corresponding grids are reduced. (d) Three
candidate trajectories in crowd database are found and the
possibility values of the corresponding grids are increased in
which the candidate trajectories are located. (desx, desy) is
the destination we predict. (e) The average speed of the central
moving agent multiplied by the predicted time determines the
possible range of the movement in the future p frames, and
the possible values of the corresponding grids are increased.
(f) According to long-term historical trajectory of the central
moving agent, the average minimum distance away from the
surrounding individuals is obtained and the probability values
of the corresponding grids are decreased. (g) The possibility
values of the corresponding grids are updated according to
the linearity. (h) The final prediction trajectory is obtained by
estimating the shortest path.
IV. IMPLEMENTATION AND PERFORMANCE
We have implemented our model on a PC with a quadcore
2.50 GHz CPU, 16GB memory, and an Nvidia GeForce GTX
1080 Ti graphics card. We evaluated our method on two
publicly available datasets: ETH [14] and UCY [15].
A. Experiment Settings
Similar to prior methods [38], we report the prediction error
using two different metrics.
• Average Displacement Error (ADE): Average L2 distance
between ground truth and our prediction over all pre-
dicted time steps.
• Final Displacement Error (FDE): The distance between
the predicted final destination and the true final destina-
tion at the end of the prediction period.
Furthermore, we compare the results using the following
baselines:
Linear model: A linear regressor that estimates linear pa-
rameters by minimizing the least square error.
Sim-1: We report the results of a simplified version of
our model which finds the most similar trajectory database
structure to query structure in the crowd database. The real
future trajectory of the trajectory database structure is taken
as the prediction result without using probabilistic feature map.
Sim-k: This method is also a simplified version of our model
which finds the top-k matching trajectory database structures.
The final prediction result is obtained by weighted averaging
of these k candidate results.
S-LSTM: The method proposed by Alahi et al. [39]
SGAN: The method proposed by Gupta et al. [38]
GLMP: The method proposed by Bera et al. [10]
To compare our method with other methods impartially, a
summary of the parameter values used is depicted in Table I.
B. Comparison with Other Models
We compare our method using two metrics, ADE and FDE
(lower numbers are better), against different baselines in Table
II. Our method is especially good for long-terms predictions.
The prediction result for a time period of 4.8s are better than
those for 3.2s. The Linear model is only capable of modeling
straight or constant speed paths; therefore, this kind of method
cannot generate accurate prediction results. The Sim-1 model
finds only one matching trajectory database structure and
uses that to compute predicted trajectory. The Sim-k model
considers k (in this paper k = 3) matching trajectory database
structures to calculate prediction results. The Sim-1 model
performs worse than the Sim-k model. Our method chooses
multiple candidate trajectories based on a probabilistic feature
map method. It can integrate complicated influence factors
on trajectory prediction intuitively and efficiently by adjusting
the weights stored in different grids. We also consider the
individual personality factors which are closely related to the
movement trajectories. Therefore, our model outperforms the
Sim-1 and Sim-k models.
In most cases, our model performs better than the SGAN
and S-LSTM models because each predicted sample can
account for multiple possible future trajectories. The SGAN
model predicts social plausible futures by training adversarial
against a recurrent discriminator and encouraging diverse
predictions with a novel variety loss. However, the SGAN and
S-LSTM models only consider the short-term trajectories of
individuals and the interaction between individuals. In addi-
tion, our model also considers individual long-term trajectories
that integrate individual personality and other influence factors.
On average, our algorithm performs better than SCAN and
S-LSTM. Although our prediction result might be a little
different from ground truth data, it can represent one of many
possible future predictions.
We also compare our model with the GLMP model [10] in
Table III. The Bayesian Inference method is used to learn
7(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 5: Weight updating of the probabilistic feature map. (a) The probabilistic feature map is divided into a lot of grids. Two
black curves represent two trajectory segments. The points on the curve represent the grids that the trajectory passes through.
(b) The influence of the surrounding individuals on the central moving agent is calculated. (c) According to the influence values
in (b), the values of the weights in the corresponding grids are reduced. (d) Three candidate trajectories in crowd database are
found and the possibility values of corresponding grids are increased. In (e), (f), and (g) the weights of probabilistic feature
map are updated according to personality features. (h) The final prediction trajectory is obtained by estimating the shortest
path.
pedestrian local and global movement patterns from real
pedestrian trajectory data for the GLMP model. We present
a trajectory prediction algorithm for pedestrians based on a
personality-aware probabilistic feature map. This map is com-
puted according to the prior trajectory of each pedestrian and
the surrounding scene information. Furthermore, we estimate
the personality characteristics of each pedestrian and use them
to improve the prediction. Therefore, our model outperforms
the GLMP model.
We qualitatively evaluate the performance of different meth-
ods on real scenes where individuals interact with each other.
In the trajectories scene from Grand Central Train Station in
New York city [40] (Figure 6), we illustrate the prediction
results of our model, Sim-1, Sim-k, and SGAN. More results
can be seen in the supplementary video. Each person is de-
noted by a cylinder. We marked trajectories of all the persons.
Our model is better at predicting individual trajectories than
other methods.
C. Ablation Study
In this section, we evaluate our model through the following
ablation experiments. We discuss the effect of the following
influence factors on our performance.
Effect of Different Numbers of Candidate Trajectories
We compare the performance of our model with different
numbers of candidate trajectories. Table IV shows the ADE
and FDE of our prediction results with 1, 2, 3, 4, and 5
candidate trajectories. The performance of our model can
be improved to some extent by increasing the number of
candidate trajectories. However, when the number of candi-
date trajectories is greater than 3, the performance cannot
be improved. The reason is that the redundant candidate
trajectories cannot match the current prediction scenarios very
well and they have little effect on trajectory prediction. In
addition, they may also increase the complexity of our algo-
rithm. Assuming that the crowd database contains n trajectory
database structures, the time complexity of finding the top-k
matching trajectory database structures in n trajectory database
structures is O(n ∗ logk). As a result, k = 3 offers the best
balance in terms of accuracy and efficiency.
Benefits of Human Personality Modeling
We illustrate the relationship between the accuracy of our
model and the personality factors. We compare the ADE
of our prediction results with and without integrating hu-
man personality in Table V. After integrating the personality
factors, the accuracy of our prediction results for ADE is
improved by 1.4% on the average. In most cases, personality
8TABLE I: List of parameter values used in our model.
Parameters Sign Values
Size of trajectory database structure 2w × w 7m× 3.5m [28]
Time length of trajectory database structure f 3.2s(80 frames) [38]
Time length of prediction trajectory p
3.2s(80 frames);
4.8s (120 frames) [38]
The size of a grid in probabilistic feature
map
l g × w g 0.2m× 0.2m
Initial value of probabilistic feature map PVinitial 5
Number of matching trajectory database
structures found
Nummatching iu 3
Possibility value of candidate trajectories
updating the probabilistic feature map
PVc1,PVc2, and PVc3 +30;+15;+10
Weights of the predicted destination in
Equation 10
ws1, ws2, ws3, and wcs 0.3, 0.15, 0.10, and 0.80
Possibility value of average moving speed
updating the probabilistic feature map
PVave speed +10
Possibility value of minimum distance to the
surrounding individuals updating the
probabilistic feature map
PVmin dis -10
Possibility value of linearity updating the
probabilistic feature map
PVlin +20
Number of representative trajectory database
structures
Numrep iu 28
TABLE II: Quantitative results of different methods across the datasets. The ETH dataset is split into two sets (ETH and
HOTEL). The UCY dataset has 3-components: UNIV, ZARA-01, and ZARA-02. We report two error metrics ADE and FDE
for different prediction times (3.2s and 4.8s) in meters. Our method outperforms the state-of-the-art methods for most cases,
as shown in bold faces, though it is comparable to SGAN in some cases. AVG represents the average performance over all
scenarios.
Metric Dataset Linear Sim-1 Sim-k S-LSTM SGAN Our model
ADE
ETH 0.84/1.33 0.60/0.96 0.60/0.91 0.73 / 1.09 0.61 / 0.81 0.51/0.73
HOTEL 0.35/0.39 0.37/0.58 0.35/0.55 0.49 / 0.79 0.48 / 0.72 0.20/0.24
UNIV 0.56/0.82 0.69/1.11 0.53/0.85 0.41 / 0.67 0.36 / 0.60 0.47/0.70
ZARA01 0.41/0.62 0.55/0.89 0.45/0.74 0.27 / 0.47 0.21 / 0.34 0.50/0.64
ZARA02 0.53/0.77 0.45/0.71 0.42/0.66 0.33 / 0.56 0.27 / 0.42 0.30/0.41
AVG 0.54/0.79 0.53/0.85 0.47/0.74 0.45 / 0.72 0.39 / 0.58 0.40/0.54
FDE
ETH 1.60/2.94 1.21/1.91 1.20/1.80 1.48 / 2.35 1.22 / 1.52 1.04/1.44
HOTEL 0.60/0.72 0.73/1.16 0.69/1.09 1.01 / 1.76 0.95 / 1.61 0.31/0.43
UNIV 1.01/1.59 1.44/2.34 1.11/1.82 0.84 / 1.40 0.75 / 1.26 0.89/1.26
ZARA01 0.74/1.21 1.16/1.87 0.95/1.56 0.56 / 1.00 0.42 / 0.69 0.90/1.16
ZARA02 0.95/1.48 0.94/1.45 0.88/1.35 0.70 / 1.17 0.54 / 0.84 0.51/0.78
AVG 0.98/1.59 1.11/1.74 0.97/1.52 0.91 / 1.54 0.78 / 1.18 0.73/1.02
features can improve predicted results. In some special cases,
an individual’s behavior may not reflect his or her personality
features. For example, a calm person who is anxious about
train will increase his or her moving speed, which is different
from his or her general behaviors.
Impact of the weights of destination prediction on
performance
The weights (ws1, ws2, ws3, and wcs) for destination
prediction in Equation (10) are important to compute the
final trajectory prediction results. We evaluate the relationship
between the accuracy of trajectory prediction and the values
of the parameters (ws1, ws2, ws3, and wcs). In Figure 7,
we show the ADE and FDE of our prediction results with
different values of these parameters. When ADE and FDE are
at their minimum, ws1, ws2, ws3, and wcs are 0.30, 0.15,
0.10, and 0.80, respectively, which are the optimal values of
these parameters. At this time, wcs is much higher than the
weights of the candidate trajectories. Therefore, the predicted
destination is mainly related to the known trajectory of the
agent in the query structure.
9TABLE III: Comparison with the GLMP model [10] across the
datasets [41]. We highlight the results for short-term prediction
(1 sec) and long term prediction (5 sec). We evaluate the
accuracy of long and short term predictions. If the mean
error between the prediction result and the ground-truth value
at a time instance is less than 0.8 meter in ground space
coordinates, the prediction is considered to be “successful”
[10]. We notice that our model results in higher accuracy than
the GLMP model.
Dataset GLMP Our model1 sec 5 sec 1 sec 5 sec
NDLS-1 60.2% 51.2% 71.4% 61.9%
IITF-1 71.2% 50.5% 82.0% 57.3%
IITF-3 68.4% 45.7% 79.2% 51.1%
IITF-5 64.6% 40.0% 74.1% 48.6%
(a) (b)
(c) (d)
(e) (f)
Fig. 6: We highlight the performance of different trajectory
prediction algorithms in the trajectories scene from Grand
Central Train Station in New York city. The solid blue lines
represent the ground truth trajectories. The green, yellow, and
purple dashed lines represent the prediction results of the
SGAN, Sim-1, and Sim-k models, respectively. The red dotted
lines represent our prediction results, which is more accurate.
We highlight the benefits of our approach in six configurations
from (a) to (f).
D. Analysis of query efficiency
Figure 8 illustrates the relationship between the search times
and the number of representative trajectory database structures
when we want to find matching trajectory database structures
in our crowd database. When this number increases from 5 to
25, the search times of common trajectory database structures
TABLE IV: The ADE and FDE of our prediction results with
different candidate trajectories. We highlight the minimum
values of ADE and FDE, which indicates that we can obtain
the prediction results with the smallest error when the number
of candidate trajectories is 3.
Metric The number of candidate trajectories1 2 3 4 5
ADE 0.4326 0.4039 0.3920 0.3967 0.3968
FDE 0.7881 0.7281 0.7012 0.7290 0.7291
TABLE V: The ADE of our prediction results with and
without integrating human personality in different scenes. We
obtain better results for ADE with the personality factors.
Dataset ADE(w/o) ADE(w)
ETH 0.7208/1.0458 0.7155/1.0020
HOTEL 0.3976/0.5201 0.3820/0.5081
UNIV 0.4646/0.7597 0.4497/0.7605
ZARA01 0.4719/0.6823 0.4701/0.6813
ZARA02 0.5617/0.8132 0.5648/0.8139
AVG 0.5233/0.7642 0.5164/0.7533
decrease. The increase of this number means that the average
height of the self-balancing binary search tree decreases.
Therefore, the search times of common trajectory database
structures decrease. As the number of representative trajectory
database structures increases (from 25 to 40), the number of
self-balancing binary search trees that need to be searched also
increases. Therefore, the search times of common trajectory
database structures increase. The search times of trajectory
database structures by our algorithm are far less than the total
number of trajectory database structures (30536). We can find
the matching trajectory database structures by traversing an
average of 3024 common trajectory database structures (about
10% of the total number). Our method can greatly reduce the
scope of traversing the crowd database.
V. CONCLUSIONS AND LIMITATIONS
We present a personality-based individual trajectory pre-
diction model for probabilistic feature map. Our approach
accounts for different factors that influence the trajectory of a
pedestrian in terms of map computation. The predicted trajec-
tory corresponds to the shortest path in the map. Based on the
classic PEN personality model, we quantify the relationship
between individual trajectories and personality features and
improve the accuracy of our prediction method. We have
evaluated the performance on standard benchmarks and 5−9%
improvement is observed in accuracy.
Our approach has some limitations. It is a data-driven
method, whose accuracy depends on the specific crowd videos
used to pre-compute the trajectory database structures. If the
new pedestrian video is very different from the pre-computed
database, our accuracy may degrade. There is no simple way
to compute the optimal weights for different scenarios and it
may be useful to explore learning techniques. The prediction
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(a)
(b)
Fig. 7: The ADE and FDE of our prediction results with
different values of these weights (ws1, ws2, ws3, and wcs).
(a) The x and y axes correspond to the weights and ADE. (b)
The x and y axes correspond to the weights and FDE.
Fig. 8: The x-axis and y-axis correspond to the number of
representative trajectory database structures and the search
times of trajectory database structures.
accuracy can change if the scene density changes or there is
a fast moving obstacle.
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