ABSTRACT
The prediction of the secondary structure of proteins has enjoyed a great deal of attention over the past 40 years. Neural networks have been widely applied to the prediction of structural features from protein sequence (Hirst and Sternberg, 1992) and are at the heart of many successful secondary structure prediction methods, due to their ability to find patterns without the need for predetermined models or known mechanisms. Early neural network applications predicted secondary structure to 64.3% accuracy (Qian and Sejnowski, 1988) , based purely on amino acid sequence. Following the development of BLAST, the basic local alignment search tool (Altschul et al., 1990) , homology search information started to be integrated into neural networks for secondary structure prediction (Rost and Sander, 1993; Jones, 1999; Cuff and Barton, 2000) . PSI-PRED (Jones, 1999) utilizes the position-specific scoring matrices generated by the newer PSI-BLAST algorithm (Altschul et al., 1997) to achieve an average predictive accuracy of 76.5%. These neural network methods are based on the popular back-propagation algorithm. An early study (Vivarelli et al., 1997) investigated cascadecorrelation neural networks for secondary structure prediction from amino acid sequence (with a smaller training set and without utilizing homology). Herein, we compare a standard back-propagating and cascade-correlating neural network for * To whom correspondence should be addressed.
predicting secondary structure from position-specific scoring information.
Whilst capable of learning complex patterns, the popular back-propagation algorithm is typically slow to learn (Fahlman and Lebiere, 1990; Yang and Hanavar, 1991) . The cascade-correlation algorithm is a constructive, supervised learning algorithm designed to maximize the speed at which a network is trained (Fig. 1) . The network starts with direct weighted connections between the input and output units, with no interconnecting hidden units. The weights are initialized using the quickprop algorithm and the performance of the network is measured. A pool of candidate units is initialized, each receiving weighted connections from the input units. These candidate units are trained against the residual error from the initial input to output connections. The input weights of the best performing candidate unit are frozen and it is connected to the output units. All non-frozen weights are then retrained and the network performance is evaluated. The cycle continues until the error of the network drops below a threshold, or the number of hidden units reaches a preset maximum. To evaluate how well the cascade-correlation algorithm predicts secondary structure, we compare it to the popular back-propagation algorithm, with respect to three-state predictive accuracy (Q3) and the time taken to train and evaluate each network. We used a non-redundant set of 513 proteins and protein chains (Cuff and Barton, 1999) , where no two proteins in the set share more than 25% sequence similarity over a length of 80 residues. These data were split into 10 cross-validation sets. Nine sets were used to train the neural networks, with the tenth used for testing only, with each set taking a turn as the test set. Both neural network methods performed comparably. With 25 hidden units, the cascade-correlation algorithm predicted secondary structure to 75.6% in 8478 s whilst the back propagation method achieved 75.7% in 9219 s. All neural network training and testing runs were performed on the same machine architecture, a 1.7 Ghz Intel Xeon processor with 1 Gb RAM.
A web server has been set up featuring a trained cascadecorrelation neural network. Amino acid sequences can be cut and pasted or uploaded. A PSI-BLAST search is performed against the submitted sequence and the resulting position-specific scoring matrix is used as an input to the neural network, which generates a secondary structure prediction. The web server can be found at http://slater.chem.nott.ac.uk/bio/
