This paper focuses on the study of flows on the annulus that do not possess a spectral gap. Estimates for the so-called density of states are obtained for small values of the spectrum. Those estimates lead to rates of decay for the averaging dynamic of the flows, using a recent result of the authors on uniform bounds in the ergodic theorem. MSC (2010): 37A30 (primary); 35P20, 35B40
Introduction
In this paper we study self-adjoint operators of the form
where A = [0, 1] m × S 1 θ is an annulus and where ϕ ≥ 0. Specifically, we are interested in obtaining a rate at which the time averages Strategy of the proof . The strong convergence (i.e without a rate) P T → P follows immediately from von Neumann's ergodic theorem [vN32] . Von Neumann's idea was to use the spectral theorem to write A = R λ dE(λ), where {E(λ)} λ∈R is the resolution of the identity of A. This leads to
This last expression tends to 0 as T → +∞. In [BAM19] we showed that a rate may be extracted if there exists a subspace X ⊂ L 2 (A) and some r > 0 such that the Stieltjes integral above can be written as a Lebesgue integral via an estimate of the density of states of the form d dλ (E(λ)f, g) L 2 (A) ≤ ψ(λ) f X g X , ∀f, g ∈ X , ∀λ ∈ (−r, r) \ {0}, (1.4)
where ψ ∈ L 1 (−r, r) is strictly positive a.e. on (−r, r). Therefore, to prove Theorem 1.1 the main task is to obtain an estimate of the form (1.4), which involves identifying an appropriate subspace X . This is achieved thanks to the observation that the operator A is unitarily equivalent to the multiplication operator ϕξ via a Fourier transform in θ.
To obtain an estimate of the density of states as in (1.4), the first step is to understand the structure of the spectrum. It is evident that A is fibered in m, composed of the onedimensional operators consists of functions that have γ derivatives in θ, whoseḢ γ norm is (s − 1 2 )-Hölder continuous in m and are constant along the fiber m = 0.
with T (m) > 0 being the period of the flow along the m-fiber. This point of view is common in the context of the Euler equations, see [Cox14] for instance. The main difficulty is now evident: the spectrum of each fiber A(m) is discrete, while the spectrum of A may have discrete, absolutely continuous and singular continuous parts.
1.2. Organization of the paper. In Section 2 we discuss in detail various properties of self-adjoint and self-adjoint fibered operators, and in particular their spectrum. In Section 3 we present a toy model which mimics some of the behavior of the operator A in order to gain a better intuition. Then, in Section 4 we turn our attention to the flow in an annulus, first proving a bound on the density of states (Theorem 1.1) and then obtaining a rate for the associated ergodic theorem (Theorem 4.8).
Spectral analysis and fibered operators
In this section we recall some properties of self-adjoint operators and of self-adjoint fibered operators, and prove some results which are not readily available in the standard literature.
Our discussion remains as general as possible, working with abstract self-adjoint operators in abstract Hilbert spaces. Our flow operator defined above is a special example and does not appear in this section.
2.1. Resolution of the identity. Since the spectral theorem plays an essential role in our proof, it is worthwhile recalling the definition of the resolution of the identity of a self-adjoint operator.
Let Y be some Hilbert space, and let H be a self-adjoint operator in it. Its associated spectral family {E(λ)} λ∈R is a family of projection operators in Y with the property that, for each λ ∈ R, the subspace Y λ = E(λ)Y is the largest closed subspace such that (1) Y λ reduces H, namely, HE(λ)g = E(λ)Hg for every g ∈ D(H). In particular, if g ∈ D(H) then also E(λ)g ∈ D(H).
Given any f, g ∈ Y the spectral family defines a complex function of bounded variation on the real line, given by
(2.1)
It is well-known that such a function gives rise to a complex measure (depending on f, g)
called the spectral measure. Recall the following useful fact: 
where (·, ·) Y is the inner product in Y, ·, · (X * ,X ) is the (X * , X ) dual-space pairing, and X * is the dual of X with respect to the inner-product on Y.
Definition 2.2. We refer to both the bilinear form d dλ λ=λ0 (E(λ)·, ·) Y and the operator B(λ 0 ) as the density of states of the operator H at λ 0 .
In physics, the density of states at λ 0 represents the number possible states a system can attain at the energy level λ 0 . Another approach for obtaining the density of states is via the limiting absorption principle. Lemma 2.3. The resolutions of the identity also satisfy the natural decomposition
Proof. By standard functional calculus, we apply the characteristic function ½ (−∞,λ0] to
to obtain the assertion of the lemma (at the point λ 0 ).
It is well-known that since all A(m) are self-adjoint, so is A, with spectrum σ(A) characterised as follows:
An immediate consequence of this is:
Let us mention some other important consequences. First, the following characterisation of eigenvalues:
(2.6)
If, on the other hand, for all m ∈ M the spectrum of A(m) is purely absolutely continuous then so is the spectrum of A.
Proposition 2.4. Assume that the measure dµ is the Borel measure associated to some given topology and that M is compact. Assume that Σ : M → cl(R) = {closed subsets in R}
given by m → σ(A(m)) ⊂ R is continuous (we take the Hausdorff distance on cl(R)). Then
Proof. Since M is compact and Σ is continuous, we have that ∪ m σ(A(m)) = ∪ m σ(A(m)).
Hence, considering (2.5) we only need to prove that σ 
Toy example
In most practical applications the space M of fibers is one-dimensional, usually being either R or an interval within R (in the case of a flow on the annulus M = [0, 1] for instance).
In order to gain a better understanding we start with a toy example which exhibits many of the complexities of our problem. Proof. The claim is almost trivial, as the condition of being a regular point is an open condition. We only note that any point in the set I ∩∂(ran(E)) cannot be a regular point.
The main computation in the proof of the following theorem will appear in the proof of our main theorem in the next section, and therefore it is useful to understand it in this simplified toy model. 
Differentiating in λ the second term on the right hand side is eliminated, and one is left with
Making the change of variables η
Note that one must be careful if one of the m i is 0 (resp. 1) and E ′ (0) < 0 (resp. E ′ (1) > 0) as then the above argument requires a slight adjustment. However the same conclusion holds. A simple use of the Cauchy-Schwartz inequality and the properties of projection operators leads to the desired estimate (3.1).
Flow in an annulus
4.1. Description and assumptions. We are now ready to study our main object of interest, a flow in an annulus. We consider a steady flow in an annulus A = [0, 1] × S 1 .
The variables in [0, 1] and S 1 shall be denoted m and θ, respectively. For each m ∈ (0, 1) corresponds the self-adjoint operator
generating a flow along the circle S 1 with period T (m) ∈ (0, ∞). Its spectrum is given by
The endpoints 0 and 1 correspond to the boundary of the annulus, where the flow may degenerate: i.e. it is possible for T (m) → +∞ as m → 0 or 1. Assuming that T ∈ C((0, 1); (0, ∞)) we can characterize the spectrum of A = ⊕ [0,1] A(m) dm as
where T min := inf (0,1) T (m) and T max := sup (0,1) T (m). For more details on how to derive this expression see for instance [Cox14] . We are particularly interested in the effect of slow flow lines, i.e. when T max = +∞ and σ(A) = R (there is no spectral gap). We therefore make the following assumption:
Assumption A2. The flow degenerates at m = 0: there exists α > 0 such that T (m) is of the form
Without loss of generality, we assume that T is continuous at m = 1 and attains some finite value T (1).
Contributions to the spectrum at energy level λ > 0 2 will come from all m λ,k ∈ (0, 1)
where k ∈ N. That is,
and conversely, each fiber m ∈ (0, 1) will contribute to the discrete energy levels
(4.5) 4.2. Functional setting. Before stating our main theorem, we define the functional setting.
In the θ variable, periodicity means we consider the usual homogeneous Sobolev space defined through Fourier series bẏ
Concerning the regularity with respect to the m variable in the open interval (0, 1), we use the following fractional Sobolev setting. We consider functions f ∈ L 2 (A) as fibered in m, as in (2.3):
We define then, for s ∈ (0, 1) and γ ≥ 0, the space
The norm is defined by
One important result is the following Sobolev embedding-type theorem:
2 Here we choose to consider positive energy levels λ > 0 and consequently k ∈ N. We could have chosen λ < 0 and then −k ∈ N.
Proposition 4.1. Let s > 1/2. Then:
where C(s) > 0 is independent of m and f .
We refer to the paper of Simon [Sim90] and in particular Corollary 26 therein. We may now define the space in which we will work: We associate to this subspace of H s,γ the norm f s,γ defined by (4.6).
We state three important properties of this L 2 subspace: where the constant C > 0 does not depend on f , k nor m.
Proof. We compute
By the Hölder continuity (4.7) of f m in theḢ γ norm, we obtain (4.10).
Main result.
We may now state our main result concerning the density of states of the operator A:
Theorem 4.6. Let A be the operator defined in (1.1) satisfying Assumption A2. Further assume that s > 1/2 and γ ≥ 0 satisfy the constraint γ + s/α > 1/2. (4.11)
Then there exists r > 0 such that the density of states of A satisfies
where C > 0 does not depend on f , g or λ.
Remark 4.7. In the case α ≤ 1 the constraint (4.11) is satisfied for all s > 1/2 with γ = 0.
This means that for α ≤ 1, the subspace H s,0 0 is sufficient to get the estimate of the density of states.
In the case α ≥ 1 however, the constraint (4.11) is stronger and working in the subspace As before, we compute the density of states starting from the definition of a derivative, i.e. the limit of 1
We therefore define the energy band
We would now like to commute the integration and summation, to obtain the sum of 
using the Hölder inequality for the last line. We use now inequality (4.9) that gives decay as m → 0 for the norm f m Ḣγ and compute then
As soon as the constraint (4.11) on s and γ is satisfied there holds We write then
Next, we use the same kind of computation as in the proof of Theorem 3.3. For that we use in particular inequality (4.10) in Proposition 4.5 which ensures some uniform regularity for the Fourier coefficients. This leads to
by uniform boundedness. To conclude we use inequality (4.10) and the fact that f 0 is trivial inḢ γ to obtain It is hence natural to work in spaces H s,γ 0 rather than in spaces H s,γ . We follow up by a few remarks on Theorem 4.8:
Remark 4.9. 1. Note that the rate does not depend on γ. Note also that, even if there is a threshold regarding α less or greater than 1 in the regularity constraint (4.11) (see Remark 4.7), there is no such thing regarding the exponent − s s+α . 2. As α ↓ 0 the exponent tends to 1 which is the rate of convergence in the case of a spectral gap. Intuitively, smaller α brings us closer to the case of a spectral gap in the sense that there are "fewer" slow trajectories.
3. We also observe that s s+α → 1 as s → +∞. Informally, this expresses the fact that "infinite regularity" in the m variable gives the rate of convergence of the spectral gap case.
