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Abstract
Enhancing heat transfer between fuel rods and coolant is one of the main goals of nuclear engineering.
Spacer grids equipped with mixing vanes are placed inside nuclear fuel assemblies to enhance the lateral
velocities of the flow inside the sub-channels and, also, increase the lateral mixing between different
sub-channels and, consequently, the heat transfer.
For the design and analysis of these spacer grids, Computational Fluid Dynamics (CFD) tools, able
to compute flow structures taking into account effects such as wall friction, turbulent mixing or heat
transfer, are commonly used. In this project, CFD methodologies have been developed to simulate flow
field inside bare rod bundle and bundles equipped with 4 types of spacers, testing different mesh strategies
and turbulence models.
Behaviour of different methodologies are studied and results are compared against experimental data,
and promising options are identified.
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Chapter1
Introduction
Nowadays, it is very difficult to think of a life in which electricity is not present. From the moment
the day starts until it ends, many devices and services that need electricity to work are used: household
appliances, lights, trains or subways, smartphones, computers...
It is a fact that, year by year, the total amount of electrical energy produced worldwide is growing,
and this tendency is not expected to change during the next decade. Among the different reasons for
this, two of them are highlighted.
Population growth
The increasing world population is one of the biggest challenges in the modern era. Every year, the
world population grows around 83 million people, approximately 1% of the total. This fact requires
a redistribution of the limited resources present in our planet, as well as a resizing of urban nucleus,
transport nets and electrical energy generation systems in order to satisfy the demands of the growing
population, which is many times not done in an optimal way.
Figure 1.1: Estimates of population evolution in different continents, in millions of people. Source: United
Nations, 2011 [1].
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Exponential industrialization of developing countries
Globalization is formally defined as an interaction and integration process among people, companies
and governments of different nations, driven by international trade and investment, and supported
by information technology, which has effects on the environment, culture, political systems, economic
development, prosperity and human physical well-being in societies around the world.
Although globalization has been present in the world for many centuries, advances in transport and
information technology have increased its effect for the last decades, helping developing countries to grow
very fast, especially in terms of the secondary sector, accentuated by industrial relocation.
Figure 1.2: CO2 emissions per country from fossil-fuel use and cement
production. Source: EDGAR FT 2015 [2].
This increasing industrial activity needs
a growing electrical energy generation
system to keep working, hence these
developing countries are required to expand
their generation systems. However,
many times those countries lack of good
conditions to use renewable energies, or
are unable to face the huge investments to
support them. Therefore, coal or gas power
plants are generally built.
This is a problem for the modern
world since, right now, most of the
countries release huge amounts of CO2
to the atmosphere as a consequence of
the electricity production, causing a global
health issue to the population and also
increasing the greenhouse effect.
During the last decades, many energy
policies have been approved to reduce
the contaminant emissions, from the
Kyoto Protocol in 1997, which limit the
emissions to values slightly smaller than
the 1990s, to the European pact celebrated
in Bonn (Germany) in November 2017, to
progressively close the coal power plants
present in Europe.
Those international agreements open the door to a great engineering challenge, consisting in redoing
the electrical energy generation systems of those countries to make the world a healthier place to live in.
1.1 Swiss electrical energy system
Switzerland is a very special country for many reasons, and its electrical energy system is one of them.
Its complex orography, with high mountains, big water accumulations and multiple rivers have allowed
2
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engineers to develop an electric energy generation system based on water and supported by nuclear energy.
Figure 1.3: Electric energy generated in Switzerland in 2016, per central category. Source: BFE,
Schweizerische Elektrizita¨tsstatistik 2016 [3].
This combination has many advantages: first, it has extremely low gas contaminant emissions; second,
nuclear energy provides the base power in a very stable and relying way, since it almost always can provide
its nominal power; third, the incoherences between the nuclear plus the hydraulic energy (not storaged)
and the electricity demand are corrected with water reservoirs, which use turbines to produce electricity.
Some of them can increase their water level with pumps when there is an excess of electricity generation;
last but not least, the operational cost of this system is very reduced, since only nuclear energy needs
fuel, and its price per GWh is not as high as coal or gas.
Figure 1.4: Evolution of electricity generation from 1950 to 2016, per central category. For most of
the years, the total electricity generation is bigger than the total demand. Source: BFE, Schweizerische
Elektrizita¨tsstatistik 2016 [3].
Apart from hydraulic and nuclear energy, biomass, cogeneration, solar and eolic are present in
Switzerland. However, they represent a minority, having been all of them less than the 10% of the
total energy generation in 2016 [3].
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It is also interesting to observe the differences between the time of the day and the day of the year,
in order to understand the contrast between the power needed during the moments of the year when less
electricity is demanded, and those whose demand is lower.
Figure 1.5: Electricity time demand, per hours and days, during 2016 in Switzerland. Source: BFE,
Schweizerische Elektrizita¨tsstatistik 2016 [3].
In a day, the most energy demanding hours are the mornings, between 8 and 11 hours, as well as the
evenings around 17 hours. In contrast, the least energy demanding hours are the nights, between 0 and
5 hours, since there is not much human activity. The power amplitude in a normal day is around 3000
MW.
During the year, the power contrasts are not as big as during a day, since the power difference between
a day of summer and a day of winter is around 2000 MW. If a single hour was plotted during the whole
year, the result would be a smooth curve with the maximum values present in winter and the lowest
in summer, due to the warmer temperatures and more light hours. However, it is very important to
understand that these oscillating power values between a single day and the year are huge in relative
terms since, during the most energy demanding moment (around 11 am of 20th January), it is necessary
to provide approximately 10000 MW, twice the power needed during the lowest energy demand moment
(around 3 am during 20th July).
The seasonality is usually present in the energy demand curves along the year. However, countries
with very high temperatures during summer and smooth temperatures during winter may require higher
electrical power in the aestival season.
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1.1.1 Swiss Energy Policy 2050
In May 2017, Switzerland celebrated a referendum to decide about the energy future. The main point
was to determine if people wanted to keep using nuclear energy to feed the electricity demand of the
country, and the result was no to nuclear.
The strategy of this energy policy plan is to gradually close the nuclear power plants in Switzerland
and increase the presence of renewable energies and the energy efficiency of buildings and industries to
reduce the average electricity per capita consumption.
Figure 1.6: Principles of the Energy Strategy 2050 plan. Source: Swiss Federal Office of Energy, January
2018 [4].
However, moving to renewable energies such as solar or wind can be difficult, since they require certain
meteorological conditions to work, being unstable and unpredictable sources. Therefore, it is still not
known if gas power plants will be installed in order to satisfy high peak energy demands, which would
be negative in terms of CO2 emissions, as well as expensive, not only operationally but also in terms of
initial investment.
Although the public opinion has sentenced the end of fission nuclear energy in the long term, the
truth is that not everyone knows the fundamentals of a nuclear power plant, the operational risks and
the real implications for the environment in the short, middle and long term.
The next pages of this report aim to explain the basic principles of nuclear power plants, as well as
to introduce the topic of this Master’s Thesis.
1.2 Nuclear Power Plants
Obtaining electrical energy from nuclear fission is usually seen as a very modern and powerful
technology, but the truth is that it has been used for more than 60 years.
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Figure 1.7: Number of nuclear reactors by country. Source:
IAEA, data from June 2018 [5].
It was in Obninsk (Russia), on the 26th June
1954 when, for the first time, a Nuclear Power
Plant (NPP) was connected to a national power
grid. Its name was Atom Mirny, and was still
in semi-experimental status, providing a 5 MWe
output. Only two years later, on the 27th August
1956, Calder Hall 1, in Cumbria (United Kingdom),
was connected to the UK national power grid,
providing a 50 MWe output.
According to the International Atomic Energy
Agency (IAEA), there are currently 451 operable
civil nuclear power nuclear reactors around the
world, with a further 58 under construction. In
terms of power, it sums up to 394,84 GWe installed,
and 59,63 GWe under construction.
Europe is the most nuclearized continent, with
a total amount of 184 operating nuclear reactors,
followed by Asia and North America, with 140 and
112 operating nuclear reactors, respectively. Africa
is the continent with the fewest: only 2 operating
nuclear reactors.
There are many projects under construction,
especially in China, with 17 out of the 39 projects being built in Asia. The rest are being built in
Europe, especially in the eastern part, with 13 out of 15 projects.
Figure 1.8: Share of nuclear energy by country. Source: IAEA,
data from June 2018 [6].
It is also interesting to see the nuclear energy
share by countries, as shown in figure 1.8, to get
an idea of the importance of nuclear energy for the
different countries in the world.
However, attention to the nuclear energy share
trend, shown on figure 1.9, must be paid in order
to understand the energy policies of these countries.
For example, China has a nuclear energy share of
about 4%, but the trend is that this technology
presence is growing a lot. On the other side,
Germany has a nuclear energy share of 11,5%, but it
has been decreasing since 1999, Japan shows a strong
denuclearization process after Fukushima accident
and Switzerland remains stable for now.
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(a) Belgium (b) China
(c) Germany (d) India
(e) Japan (f) Russia
(g) South Korea (h) Spain
(i) Switzerland (j) United States of America
Figure 1.9: Nuclear share trend by country. Source: IAEA, data from June 2018 [7].
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1.2.1 Types of nuclear power plants
Since the 1950s, there have been many developments related to nuclear energy in terms of security,
functionalities, efficiency and operability. These advances have set the most popular classification of
nuclear reactors: their generation.
Generation I Reactors
Generation I reactors were developed during the 1950s and the 1960s and their outputs were generally
between 50 and 500 MWe. They were very experimental and became the precursors of the commercial
reactors that nowadays generate electricity throughout the world, known as generation II reactors. The
last generation I nuclear reactors present in Europe were closed in the United Kingdom in 2010.
Figure 1.10: The Calder Hall nuclear power station, Cumbria, England, 1956. Source: Ann Ronan [8].
Generation II Reactors
Generation II reactors were developed between 1970 and 1996, boosted by the 1973 Oil crisis to ensure
the energy independence of multiple countries, being France the main protagonist. Many advances in
functionality aspects were developed, including the invention of new types of reactors and important
improvements in security aspects, such as the use of passive elements that do not require human action
or electricity supply to work. These reactors have a long life, designed to last 40 years of operation,
extendible to 60 years of operation prior to complete overhaul and pressure vessel replacement. Around
85% of the electricity produced by nuclear energy in the world is generated by this type of reactors. There
are three main technologies: Gas Cooled Reactors, Pressurized Heavy Water Reactors and Light Water
Reactors.
Gas Cooled Reactors (GCR) were developed, constructed and operated by the United Kingdom
government. In this country, 41 out of the 45 nuclear reactors ever built are GCR. The oldest design used
CO2 gas circulating through the core at a pressure of 1.6 MPa to exchange heat from the fuel elements.
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Figure 1.11: Go¨sgen nuclear power plant, Da¨niken, Switzerland. Source: Eidgeno¨ssisches
Nuklearsicherheitsinspektorat ENSI [9].
This type of reactors used natural uranium metal clad with an alloy of magnesium as fuel, known as
Magnox. These reactors were the precursors of the newer Advanced Gas Cooled Reactors (AGR), which
use a slightly enriched uranium dioxide clad with stainless steel as fuel.
Pressurized Heavy Water Reactors (PHWR), also known as Canada Deuterium-Uranium Reactors
(CANDU), were developed in the late 1950s and 1960s by a partnership between Atomic Energy of
Canada Limited (AECL), the Hydro-Electric Power Commission of Ontario, Canadian General Electric
and other companies. All current power reactors in Canada are CANDUs, although this technology
is also present in Korea, Argentina, Romania, China, India and Pakistan. They use deuterium-oxide
(heavy water) as moderator and coolant and natural uranium as fuel, which offers a degree of energy
independence.
Pressurized Water Reactors (PWR) are the first big group of Light Water Reactors (LWR) and the
most common type of nuclear reactors in the world. They were originally designed by Westinghouse Bettis
Atomix Power Laboratory for military ship applications, and then developed for commercial applications.
However, other companies such as Asea Brown Boveri-Combustion Engineering (ABB-CE), Framatone,
Kraftwerk Union, Siemens and Mitsubishi have also built this type of reactor throughout the world.
They use light water as moderator and coolant, and enriched uranium oxide as fuel. The most special
characteristic of PWR is that the coolant remains in liquid phase along the whole first loop thanks to a
pressurizer that maintains the pressure at approximately 152 bar, increasing the saturation temperature
to 343oC. In Switzerland, Beznau (1 and 2) and Go¨sgen use this type of reactors to work.
Boiling Water Reactors (BWR) are the second group of LWR, and were developed slightly after PWR
by a collaboration between General Electric (GE) and several US national laboratories, especially Idaho
National Laboratory (INL). At the present, GE Hitachi Nuclear Energy is the main manufacturer of
this type of reactors. Like PWR, they use light water as moderator and coolant, and enriched uranium
oxide as fuel. However, they lack of a pressurizer and boiling is present in the first loop. In Switzerland,
Leibstadt and Muehleberg NPP use this type of reactors to work.
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Generation III Reactors
Figure 1.12: Number of nuclear reactors by type. Source: IAEA,
data from June 2018. [10]
Generation III reactors are the natural
evolution of generation II reactors. Their design
incorporates improvements in characteristics such
as fuel technology, superior thermal efficiency,
enhanced safety systems, where the inclusion of
passive nuclear safety has again an important role,
and standardized design to reduce maintenance
and capital costs. The first generation III
operating reactor was built in Japan in 1996.
These reactors can operate for a long time: from
60 to 120 years if their lives are extended.
The main types are enhanced PWR and BWR,
incorporating safety systems such as a double containment, designed to withstand the impact of a large
air-plane crash, and simplified designs that allow a big reduction in valves, pipes, cable and size of the
seismic building.
Generation IV Reactors
Generation IV reactors are still being researched, and have 4 technological objectives: sustainability,
safety and reliability, economy and non-proliferation. They are not expected to be available for commercial
construction until 2020-2030. There are 6 main technologies being studied: Very-High Temperature
Reactors, Lead-Cooled Fast Reactors, Supercritical-Water-Cooled Reactors, Gas-Cooled Fast Reactors,
Sodium-Cooled Fast Reactors and Molten Salt Reactors.
This type of reactors have many benefits: their nuclear waste remains radioactive for a few centuries
instead of millennia, they can provide from 100 to 300 times more energy yield from the same amount
of nuclear fuel, they have improved operating safety feature and, in some reactors, it will be possible to
consume existing nuclear waste for the production of electricity, closing the nuclear fuel cycle.
Due to the age of the current nuclear power plants, as shown in 1.13, in 10 to 20 years there will be
a lot of disconnections of old generation II nuclear power plants. This installed power will have to be
replaced by other power sources, or new generation III and IV nuclear power plants.
Figure 1.13: Age histogram of operating nuclear power plants. Source: IAEA, data from June 2018. [11]
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1.2.2 Pressurized Water Reactors
Nowadays, the Pressurized Water Reactor is the most used type of nuclear reactor in the world.
Before going further on the purpose of this thesis, it is necessary to understand the fundamentals of a
Nuclear Power Plant and, specifically, of a PWR. To do so, the author will focus on the Westinghouse
PWR design. Approximately, the electrical power output is 1 GW.
Figure 1.14: Pressurized Water Reactor scheme.
PWR Nuclear Power Plants use light water as moderator and coolant, and enriched uranium oxide as
fuel. They have three major structures: the containment building, which houses the reactor and its high
pressure steam generating equipment, the turbine building, which houses the steam turbines, condensers
the electrical generator, and the auxiliary building, which houses normal and emergency support systems.
Depending on the location of the nuclear power plant, there may or may not be a cooling tower to remove
the excess heat from the facility.
In terms of design, PWR Nuclear Power Plants have three different water loops:
Primary loop
This water circuit is marked in orange and yellow in figure 1.14, and its role is to transport the
heat from the fuel rods inside the reactor to the steam generator. Since the fuel rods have very high
temperatures, it is necessary to pressurize the water inside this primary loop to a pressure of 152 bar in
order to increase the boiling temperature of water and ensure that it remains in liquid phase. To do so,
a pressurizer consisting of a heater and a spray system is used. After removing heat from the reactor,
the water goes to the steam generator through a heat exchanger inside it. This circuit is fed by a pump.
There can be more than one steam generator for the same nuclear reactor.
Secondary loop
This water circuit is marked in red and light blue in figure 1.14, and its role is to transport the high
pressure steam from the steam generator to the turbines. After that, the very low pressure steam (around
11
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0,06 bar) goes through the condenser, reducing its enthalpy and becoming water again. Finally, a pump
increases the pressure to the working value (around 69 bar), and the cycle starts again. Unlike in BWR,
the water passing through the turbines is not contaminated by radioactivity, since there are different
closed loops.
Tertiary loop
This water circuit is marked in blue in figure 1.14, and its role is to exchange heat with the low
pressure steam after the turbines. It is an open circuit, which means that the water is not recirculated,
and it usually comes from the sea or a river. There are some nuclear power plants that do not have
a condensation tower, in which case the steam out the turbine’s pressure is equal to the atmospheric
pressure, and some efficiency is lost due to the loss of enthalpy absorbed from the steam in the turbines.
Reactor core in a PWR
Figure 1.15: Pressurized Water Reactor vessel.
It is also important to have a good insight of the design
fundamentals of the reactor core in order to understand what
this project is about.
In a PWR, the reactor core is inside the reactor vessel,
a cylindrical body with a hemispherical bottom head and
a removable hemispherical upper head that allows the
refuelling of the reactor. It is about 13 m high and it has a
20 cm steel wall thickness and a 4 m inner diameter, being
its total weigh around 314 Tn.
The fuel assemblies are situated inside the vessel, as well
as all the associated support and alignment devices. These
fuel assemblies consist of a square array of 179 to 264 fuel
rods, and 121 to 193 fuel assemblies can be loaded into an
individual reactor, depending on the number of loops. Each
fuel rod is formed by hundreds of 8 to 10 mm diameter UO2
pellets, which are inserted into a Zircaloy-4 tube.
In order to assure structural resistance, spacer grids,
which can also have mixing vanes attached to them, are
situated on different parts of the reactor, as well as a bottom
and a top nozzle on the extremes of the fuel assembly. The
coolant flows up in the gaps between the fuel rods, named
sub-channels.
Mixing vanes optimization
There are different critical points that can be enhanced in a PWR to improve its global operating
conditions and safety related issues. One of them is the heat-flow exchange between the fuel rods and
the coolant, that must be high enough to avoid boiling crisis, which can happen in two different ways:
Departure from Nucleate Boiling (DNB) and Dryout.
12
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Figure 1.16: Dryout and DNB scheme.
The DNB occurs when the evaporation
rate at the fuel rod is so high that a
steam film is placed around it, acting as
a insulator and decreasing the heat-flow
exchange drastically. The Dryout can occur
in annular flow regimes, where the mass
flux is basically steam and a liquid film is
covering the rods. When this film is locally
evaporated, the rod is directly in contact
with the steam. For both cases, after some
time, the non-dissipated heat present in the
rod increases its temperature and dangers
its integrity, and it can even provoke a
radioactive release or core melt down.
The mixing vanes situated on the spacer
grids’ body increase the turbulence of the
flow, improving the heat-flow exchange and
avoiding boiling crisis. The turbulent flow
generated by the mixing vanes generally
consists of a swirling flow in a sub-channel
and a cross flow at the gaps. The swirling
flow improves the heat-flow between the rod
surface and the coolant, while the cross flow
mixes the water of different sub-channels,
uniforming their temperature.
The turbulent flow in the sub-channels depends on the vane configuration and the pattern of the vane
adjustment on the spacer grid.
(a) Split-type spacer grid. (b) Swirl-type spacer grid.
Figure 1.17: The two types of spacer grids with mixing vanes that will be simulated.
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1.3 What to expect from this project
This project aims to develop a Computational Fluid Dynamics (CFD) model able to reproduce the
physical conditions of the real experiment in which Dr. Ing. Arto Tapio Ylo¨nen worked for his doctoral
dissertation. In order to do so, a 3D geometry will be designed and simulated together with the different
types of mixing vanes.
This project is not an optimization of the mixing vanes, which could be the subject of another study,
but a validation of a CFD simulation based on the results of an experiment.
1.3.1 PSI Experimentation
In January 2013, Dr. Ing. Ylo¨nen presented his doctoral dissertation, having studied single-phase
mixing and two-phase flow in a 4x4 rod bundle with square lattice.
He designed, constructed and tested a SUB-channel FLOW (SUBFLOW) test facility able to take
measurements of the flow thanks to a two-layer conductivity wire mesh. Many tests were executed with
and without spacer grids, using an injected salt water tracer (Na2SO4) at the same velocity than the flow
to take the measurements, due to its different electrical conductivity.
The measurements were taken in 6 different planes: 50 mm, 150 mm, 250 mm, 350 mm, 450 mm and
550 mm from the top of the spacer, while the injection was always done 157.5 mm before the spacer.
6 geometries were tested (4 spacer types + 1 spacer body + 1 bare bundle) using two different flow
velocities: 0.8 m/s and 1.2 m/s.
The different mixing vanes were compared, existing big differences between the flow structures and
the swirl-type generated, which will have a great impact on the heat-flow exchange between the coolant
and the fuel rods.
1.3.2 CFD model creation importance
Nowadays numerical simulations are playing an important role in industrial processes in order to save
time and money. When it comes to turbulent flows inside fuel bundles of reactor cores, careful validation
against trustworthy experimental data is needed, due to the inherent complexity of the flow.
After validation, researchers can extract a lot of detailed data from the CFD model, especially those
hard to be measured in the experiment.
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2.1 Previous work
A lot of experiments and simulation work about the flow structure at the downstream of the mixing
vanes in a rod bundle has been done.
Rehme and Trippe, 1980 [12] evaluated the pressure drop and the velocity distribution in a hexagonal
19 rod bundle. The axial velocities in a sub-channel were measured at downstream of the spacer grid
using a Pitot tube, but the values were too low to estimate the actual velocity profiles.
Yao et al., 1982 [13] studied the heat-transfer augmentation in rod bundles near spacer grids, but they
did not consider the flow mixing.
Shen et al., 1991 [14] performed an investigation of the cross-flow mixing effect caused by spacer
grids with mixing vanes in a 4x4 rod bundle using a Laser Doppler Velocimeter (LDV). They noticed the
swirling flow at the centre of sub-channels, the cross-flow in the gaps downstream of the spacer grid and
how fast the turbulence intensity of the lateral flow decays as the flow advances until it reaches a certain
value and then becomes constant at a downstream distance of 21 times the hydraulic diameter (DH).
Karouta et al., 1995 [15] worked on a CFD analysis in a square sub-channel geometry. They compared
the results from the simulation against the experimental ones and found a good match of the lateral
velocities. However, the axial velocities did not match so well because of the assumption of an infinitesimal
vane thickness in the calculation.
Yang and Chung, 1998 [16] did measurements of the axial velocity and the turbulent intensity of the
flow inside a 5x5 rod bundle with spacer grids using a LDV. They also measured the swirl decay, as well
as the skewness and flatness factors and the pressure drop downstream of the spacer grid.
Langford et al., 2001 [17] performed measurements of the swirling flow in a square 5x5 rod bundle
geometry using the Dynamic Particle Image Velocimetry (DPIV) technique. They used two different
types of split-type mixing vanes. They measured the lateral velocity and vorticity fields in a sub-channel
for six different planes downstream of the spacer grid.
Holloway et al., 2006 [18] conducted an investigation of the swirling flow in rod bundle sub-channels
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using CFD. They compared the results obtained from a CFD simulation in a two-sub-channel geometry
with periodicities against the experimental results obtained using a LDV in a square 17x17 rod bundle
geometry. They found a good agreement between both results close to the spacer grid.
Holloway et al., 2008 [19] worked on experiments of single-phase convective heat transfer in rod
bundles. They built a heated 5x5 rod bundle geometry with a special sensor to measure the rod
wall temperature. The measured results showed an enhancement of the heat transfer for up to 10 DH
downstream of the spacer grid.
Domı´nguez-Ontiveros and Hassan, 2009 [20] did a non-intrusive experimental investigation of flow
behaviour inside a 5x5 rod bundle with spacer grids using Matching Index of Refraction (MIR) and
DPIV techniques. They obtained full field velocity vectors and turbulence statistics for the rod bundle
under single phase flow conditions.
Caraghiaur et al., 2009 [21] performed an experimental investigation of the turbulent flow in a 24 rod
bundle geometry with spacer grids. They measured experimental data on pressure, axial velocity and
turbulence intensity using LDV technique.
Conner et al., 2010 [22] worked on a CFD methodology and validation for single-phase flow in PWR
fuel assemblies. They used Star-CD code to model a 5x5 rod bundle geometry and compared the lateral
velocity and heat transfer CFD results against experimental data they got using PIV technique and a
specially designed sensor rod. They validated the CFD methodology since the CFD results matched the
experimental data accurately.
Liu and Ferng, 2010 [23] performed numerical simulations of the thermal-hydraulic characteristics
within the fuel rod bundle using CFD methodology. They compared the flow mixing and heat transfer
capability results obtained from the CFD simulation against the experimental ones for standard-type and
split-type mixing vanes. They noted that the split-type one enhances both the flow mixing and the heat
transfer capability more than the standard grid does. They also compared the results for the Nusselt
(Nu) number distribution downstream the grid, which shows reasonable agreement for the standard grid
design, but not for the split-vane.
Horva´th and Dressel, 2012 [24] performed numerical simulations of square arrayed rod bundles using
CFD. They tested geometries with different pitch to diameter (P/D) ratios in order to find an optimal
mesh and turbulence model for simulations with complex geometries in the future. They used StarCD
software, and developed mesh and turbulence model sensitivity analysis. They found that GL Reynolds
Stress Model was the best match for their cases.
The Committee on the Safety of Nuclear Installations of the Nuclear Energy Agency published its
report of the OECD/NEA KAERI Rod Bundle CFD Benchmark Exercise, 2013 [25], that shows the
results of a CFD exercise in which 25 different participants took part. Lee, Kim and Song (2014) [26]
worked on a synthesis explaining the results of the full report. Two different 5x5 rod bundle geometries,
corresponding to split-type and swirl-type mixing vanes, were given to the participants, who performed
CFD simulations with different mesh sizes and turbulence models without knowing the real data from
the experimental results. After analysing the data, each simulation was given a mark based on the error
of their results compared to the experimental ones in 12 probe lines, and it was surprising to see that,
although there were cases with more than 100 M cells and people who used DES or LES, the most
accurate one was a 13.1 M cells using a SAS-SST turbulence model.
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Li and Gao, 2014 [27] developed methods of simulating large-scale rod bundles and an application
to a 17x17 fuel assembly with mixing vane spacer grid. They performed mesh sensitivity analysis with
polyhedral and tetrahedral meshes using a periodic boundary condition to minimize the computational
charge. The polyhedral mesh shows higher computational efficiency and better convergence properties
compared to the tetrahedral mesh. The simulation results show reasonable agreement when compared to
the experimental data.
Bieder et al., 2015 [28] performed a CFD analysis of the flow in the near wake of a generic PWR
mixing vanes. They compared the CFD simulation results against experimental data obtained from
measurements in the AGATE facility and Trio U calculations. The CFD simulations were LES and
RANS using k-ε turbulence model. They compared cross-flow and axial velocities, and it showed that
the results right after the mixing vanes are insensitive to the turbulence model and the inertia forces are
dominant. They conclude recommending not to use RANS models near the mixing vanes.
2.2 Current work
Due to the complexity of bundle channel geometry and the turbulence inside, some experimental
and simulation work remains quite active. Yet it has not been clearly concluded which mesh type and
turbulence models are best.
In this project, a different approach to the problem was used. A tracer was used in the experiment,
set as a passive scalar in the simulation. This made it possible to model its distribution, in order to study
the consequence of turbulent enhanced mixing instead of focusing in velocity profiles or temperature
distribution.
Besides, mesh improvements were implemented, introducing high quality hexahedral mesh in the bare
bundle parts of the geometry.
Last but not least, unsteady RANS (URANS) simulations, cheaper and faster than LES, were
performed, and some dynamic instabilities that leaded to enhanced mixing were captured.
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3.1 Mathematical model of the flow
In this chapter, the mathematical formulation of incompressible single-phase flow is presented. For
single-phase flow, the whole control volume is filled with either one continuous gas fluid or one continuous
liquid fluid. In this study, the single-flow fluid is incompressible water.
Mass conservation equation
The rate of temporal change of mass in a control volume and the sum of inlet and outlet mass flows
should be balanced. Since this study deals with an incompressible fluid, the rate of temporal change of
mass in the control volume is equal to 0.
∂ux
∂x
+
∂uy
∂y
+
∂uz
∂z
= ∇ · ~u = 0 (3.1)
Where velocity ~u is expressed in m/s and lengths x, y and z in m.
Momentum conservation equation
The motion of Newtonian fluid is described by the momentum conservation equations. These, known
as the Navier-Stokes equations, postulate that the change of momentum in space and time equals the
sum of forces acting on the bounding surfaces and the mass of the control volume.
ρ
(
∂ux
∂t
+ ux
∂ux
∂x
+ uy
∂ux
∂y
+ uz
∂ux
∂z
)
= −∂P
∂x
+ µ
(
∂2ux
∂x2
+
∂2ux
∂y2
+
∂2ux
∂z2
)
+ FV,x (3.2)
ρ
(
∂uy
∂t
+ ux
∂uy
∂x
+ uy
∂uy
∂y
+ uz
∂uy
∂z
)
= −∂P
∂y
+ µ
(
∂2uy
∂x2
+
∂2uy
∂y2
+
∂2uy
∂z2
)
+ FV,y (3.3)
ρ
(
∂uz
∂t
+ ux
∂uz
∂x
+ uy
∂uz
∂y
+ uz
∂uz
∂z
)
= −∂P
∂z
+ µ
(
∂2uz
∂x2
+
∂2uz
∂y2
+
∂2uz
∂z2
)
+ FV,z (3.4)
Where density ρ is expressed in kg/m3, time t in s, velocity u in m/s, pressure P in Pa, dynamic
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viscosity µ in Pa · s, volumetric force FV in N/m3, and lengths x, y and z in m.
Navier-Stokes are non-linear partial differential equations due to the convective acceleration term.
Since there is no general analytic solution found, they have to be solved numerically for every specific
case.
Energy conservation equation
The rate of change in energy is equal to the net energy flux and the rate of work done by forces. The
dissipation Φe, expressed in equation 3.6 for incompressible flows, is the thermal energy converted from
the friction losses of the fluid, and is always positive and irreversible.
ρ
(
∂h
∂t
+ ux
∂h
∂x
+ uy
∂h
∂y
+ uz
∂h
∂z
)
=
(
∂P
∂t
+ ux
∂P
∂x
+ uy
∂P
∂y
+ uz
∂P
∂z
)
+
[
∂
∂x
(
λ
∂T
∂x
)
+
∂
∂y
(
λ
∂T
∂y
)
+
∂
∂z
(
λ
∂T
∂z
)]
+ ρq˙s + µΦe
(3.5)
Φe = 2
[(
∂ux
∂x
)2
+
(
∂uy
∂y
)2
+
(
∂uz
∂z
)2]
+
(
∂uy
∂x
+
∂ux
∂y
)2
+
(
∂uz
∂y
+
∂uy
∂z
)2
+
(
∂ux
∂z
+
∂uz
∂x
)2
(3.6)
Where density ρ is expressed in kg/m3, time t in s, velocity u in m/s, enthalpy h in J/kg, pressure
P in Pa, dynamic viscosity µ in Pa · s, temperature T in K, thermal conductivity λ in W/m ·K, energy
source q˙s in W/kg, and lengths x, y and z in m.
Since the empirical experiment was performed with no heating in the fuel rods, the CFD model will be
isothermal. Therefore, the energy conservation equation will not be used. Instead, a transport equation
is solved for a passive scalar, which represents the tracer.
3.2 Numerical methods
The Navier-Stokes equations have analytically described the flow field. However, in order to obtain
numerical solutions, different numerical methods and models are needed, depending on the computational
capacity and desired grade of accuracy.
3.2.1 Direct Numerical Simulation
The Direct Numerical Simulation (DNS) numerically solves the Navier-Stokes equations without any
turbulence model. For that, the whole range of spatial and temporal scales of the turbulence must
be resolved in the computational mesh, from the smallest dissipative scales (Kolmogorov scales) to the
integral scale l, the motions containing most of the kinetic energy.
Since it is necessary to solve the Kolmogorov scales η, the resolution of the mesh must be high. The
number of cells n will be determined by l/η.
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n ≈ l
η
(3.7)
η =
4
√
ν3
ε
(3.8)
ε ≈ u
′3
l
(3.9)
Rel =
u′l
ν
(3.10)
Where Kolmogorov scale η and integral scale l are expressed in m, kinematic viscosity ν in m2/s,
kinetic energy dissipation rate ε in m2/s3 and velocity fluctuation u′ in m/s.
Thus, with the previous equations, it is possible to express the number of cells n as:
n ∝ Re3/4l (3.11)
However, in all three dimensions, the total number of cells n is proportional to Re
9/4
l . Therefore, DNS
are very expensive simulations normally limited to small regions with low Reynold numbers in academic
environments. Normally, engineering applications do not need such a high level of accuracy, and the
post-processing tasks can be extremely complex and costly.
3.2.2 Large Eddy Simulation
In turbulent flows, large eddies carry most of the kinetic energy as well as the transport of the
conservation variables, while dissipation is the small scales’ main effect. Large Eddy Simulation (LES)
is an inherently transient technique in which the large scales of the turbulence are directly resolved
everywhere in the flow domain, and the small-scale motions are modelled throughout a low-pass filtering
of the Navier-Stokes equations called sub-grid scale model.
The sub-grid scale model is based on an artificial eddy viscosity approach in which the effects of
turbulence are included into the turbulent viscosity. Therefore, this simplification considers the dissipation
of kinetic energy at sub-grid scales as analogous to molecular diffusion. Mathematically:
τ rij −
1
3
τkkδij = −2νtS (3.12)
S =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.13)
Where the sub-filter scale stress tensor τ rij is expressed in N/m
2, the eddy viscosity νt is expressed in
m2/s and the mean strain rate tensor S is expressed in s−1.
This is a big advantage in terms of cost of the simulation, since the necessary computational capacity
to perform them is much less than in DNS. However, this technique is still very expensive compared to
RANS.
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Figure 3.1: Comparison between the different numerical models. Source: Introduction to CFD course.
University of Oviedo.
3.2.3 Reynolds Averaged Navier-Stokes
In most of the cases, the calculation of the full spectrum of turbulent eddies is not necessary for
engineering applications, and it is sufficient with the averaged values. For that, Reynolds-Averaged
Navier-Stokes (RANS) turbulence models are used.
Mainly, for RANS models, each solution variable φ in the instantaneous Navier-Stokes equations is
decomposed into its averaged value φ and its fluctuating component φ′.
φ = φ+ φ′ (3.14)
Where φ represents velocity components, pressure, energy or species concentration.
For a stationary, incompressible Newtonian fluid, RANS equations can be written as:
ρuj
∂ui
∂xj
= ρf i +
∂
∂xj
[
− pδij + 2µS− ρu′iu′j
]
(3.15)
Where the additional boxed term corresponds the Reynolds stress tensor, which is defined as following:
ρu′iu
′
j = Tt = −ρ
u′u′ u′v′ u′w′u′v′ v′v′ v′w′
u′w′ v′w′ w′w′
 (3.16)
The different turbulence models available try to provide a closure of the governing equations by
modelling Tt in terms of the mean flow quantities. STAR-CCM+, the software suite used to perform
the simulations of this project, has two different approaches: Eddy Viscosity Models and Reynolds Stress
Transport (RST) Models.
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Eddy Viscosity Models
This first approach is based on the analogy between turbulent motion and the molecular gradient
diffusion process. It is possible to model the anisotropic part of the Reynolds stress tensor Ttani as a
function of mean flow quantities thanks to the Boussinesq eddy-viscosity approximation µt:
Ttani = 2µtS−
2
3
(
µt∇ · v
)
I (3.17)
S =
1
2
(∇v +∇vT ) (3.18)
Where the mean strain rate tensor S is expressed in s−1, the turbulent viscosity µt in m2/s, the mean
velocity v in m/s and I represents the identity tensor.
The different eddy viscosity models solve additional transport equations that enable the turbulent
viscosity µt to be derived. For this project, standard k-ε, V
2F k-ε, k-ω and Spalart-Allmaras are used.
K-Epsilon model
The k-ε turbulence model was originally developed in the 1970s by Jones and Launder [29] and it is
nowadays widely used in the industry, since it produces good results in fully-developed turbulent pipe
flows far from a solid wall. It is a two-equation model that solves transport equations for the turbulent
kinetic energy k and the turbulent dissipation rate ε in order to determine the turbulent viscosity µt.
µt = ρCµfµkT (3.19)
Where ρ is the density, Cµ is a model coefficient, fµ is a damping function, and T is the turbulent
time scale, which is calculated as following:
max
(
Te, Ct
√
ν
ε
)
, for Realizable Scale Option deactivated (3.20)
max
(
min
(
Te,
CT
CµfµS
)
, Ct
√
ν
ε
)
, for Realizable Scale Option activated (3.21)
Where Te = k/ε is the large-eddy time scale, Ct and CT are model coefficients, ν is the kinematic
viscosity and S is the mean strain rate tensor.
As for the transport equations for the kinetic energy k and the turbulent dissipation rate ε:
∂
∂t
(ρk) +∇ · (ρkv) = ∇ ·
[(
µ+
µt
σk
)
∇k
]
+ Pk − ρ(ε− ε0) + Sk (3.22)
∂
∂t
(ρε) +∇ · (ρεv) = ∇ ·
[(
µ+
µt
σε
)
∇ε
]
+
1
Te
Cε1Pε − Cε2f2ρ
(
ε
Te
− ε0
T0
)
+ Sε (3.23)
Where v is the mean velocity; µ is the dynamic viscosity; σk, σε, Cε1 , and Cε2 are model coefficients;
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Pk and Pε are production terms; f2 is a damping function; ε0 is the ambient turbulence value and Sk
and Sε are the user-specified source terms.
V2F k-ε model
The V2F model is a sub-model of k-ε designed to capture the near-wall turbulence effects more
accurately than the Standard model. It is a low Reynolds number model and it takes better account
of wall blocking effects in terms of heat transfer, skin friction and flow separation. It solves transport
equations for two more turbulence quantities in addition to k and ε: the the wall-normal stress component
ϑ2 = v′v′ and the elliptic relaxation parameter f . Therefore, the turbulent eddy viscosity is calculated
as follows:
µt = ρmin(CµkT,Cµ2ϑϑ
2TS) (3.24)
Where ρ is the density; Cµ and Cµ2ϑ are model coefficients and T and TS are turbulent time scale and
limited time scale, respectively.
The turbulent time scale T is defined in equations 3.20 and 3.21, and the limited time scale TS is
defined as follows:
TS = max
(
Te, Ct,
√
ν
ε
)
(3.25)
Where Te =
k
ε is the large-eddy time scale, Ct is a model coefficient, ν is the kinematic viscosity and
S is the mean strain rate tensor defined in equation 3.18.
As for the transport equations for the kinetic energy k, the turbulent dissipation rate ε, the wall-normal
stress component ϑ2 = v′v′ and the elliptic relaxation parameter f :
∂
∂t
(ρk) +∇ · (ρkv) = ∇ ·
[(
µ+
µt
σk
)
∇k
]
+ Pk − ρ(ε− ε0) + Sk (3.26)
∂
∂t
(ρε) +∇ · (ρεv) = ∇ ·
[(
µ+
µt
σε
)
∇ε
]
+
1
Te
Cε1Pε − Cε2ρ
(
ε
Te
− ε0
T0
)
+ Sε (3.27)
∂
∂t
(ρϑ2) +∇ · (ρϑ2v) = ∇ ·
[(
µ+
µt
σϑ2
)
∇ϑ2
]
+ Pϑ2 −
6ρϑ2ε
k
(3.28)
∇ · (L2∇f)− f + Pf = 0 (3.29)
Where v is the mean velocity; µ is the dynamic viscosity; Pk, Pε, Pϑ2 and Pf are production terms;
ε0 is the ambient turbulence value and Cε1, Cε2, σk, σε and σϑ2 are user-specified source terms for which
further information can be found in STAR-CCM+ User Guide.
SST K-Omega model
The standard k-ω turbulence model was developed in 1988 by Wilcox [30] and then revised on 1998
and again in 2006 to correct some deficiencies present. It is nowadays widely used in the industry, since
it produces better results than the k-ε model near-wall region.
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It is a two-equation model that solves transport equations for the turbulent kinetic energy k and the
specific dissipation rate ω in order to determine the turbulent viscosity µt.
µt = ρkT (3.30)
Where ρ is the density and T is the turbulent time scale, which has different formulations depending
on the sub-model chosen:
α∗
ω
, for the Standard k-ω model with Realizable Scale Option deactivated (3.31)
min
(
α∗
ω
,
a1
SF2
)
, for the SST k − ω model with Realizable Scale Option deactivated (3.32)
min
(
α∗
ω
,
CT√
3S
)
, for the Standard k − ω model with Realizable Scale Option activated (3.33)
min
(
1
max(ω/α∗, (SF2)/a1)
,
a1
SF2
)
, for the SST k − ω model with Realizable Scale Option activated
(3.34)
Where α∗ and CT are model coefficients, S is the mean strain rate tensor and F2 is a blending function.
As for the transport equations for the kinetic energy k and the specific dissipation rate ω:
∂
∂t
(ρk) +∇ · (ρkv) = ∇ · [(µ+ σkµt)∇k]+ Pk − ρβ∗fβ∗(ωk − ω0k0) + Sk (3.35)
∂
∂t
(ρω) +∇ · (ρωv) = ∇ · [(µ+ σωµt)∇ω]+ Pω − ρβfβ(ω2 − ω20) + Sω (3.36)
Where v is the mean velocity; µ is the dynamic viscosity; σk and σω are model coefficients; Pk and
Pω are production terms; f
∗
β is the free-shear modification factor; fβ is the vortex-stretching modification
factor; Sk and Sω are the user-specified source terms and k0 and ω0 are the ambient turbulence values.
Further information regarding production and user-specified source terms can be found in STAR-CCM+
User Guide.
Spalart-Allmaras model
The Spalart-Allmaras turbulence model was developed for the aerospace industry, and could be
implemented in an unstructured CFD solver, unlike other aerospace models, which made it very popular
among this field. The provided results are acceptable for wake, mixing layer and radial jet flows, but the
results for plane and round jets are inaccurate. It is also likely to be less suited to flows involving complex
recirculation and body forces than two-equation models such as k-ε, k-ω or Reynolds Stress Transport
models.
It is a one-equation model that solves a transport equation for the modified diffusivity ν˜ in order to
determine the turbulent viscosity µt.
µt = ρfv1ν˜ (3.37)
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Where ρ is the density, fν1 is a damping function and ν˜ is the modified diffusivity.
As for the transport equation for the modified diffusivity ν˜:
∂
∂t
(ρν˜) +∇ · (ρν˜v) = 1
σν˜
∇ · [(µ+ ρν˜)∇ν˜]+ Pν˜ + Sν˜ (3.38)
Where v is the mean velocity, σν˜ is a model coefficient, µ is the dynamic viscosity, Pν˜ is the production
term and Sν˜ is the user-specified source term.
Reynolds Stress Transport Models
The second approach is known as Reynolds Stress Transport (RST) models. They calculate the
components of the specific Reynolds stress tensor R = −Tt/ρ by solving their governing transport
equations. The results provided by these models are potentially more accurate than Eddy Viscosity
Models, since the effects of turbulence anisotropy, streamline curvature, swirl rotation and high strain
rates are naturally accounted by their transport equations.
The transport equation for the specific Reynolds stress tensor R is:
∂
∂t
(ρR) +∇ · (ρRv) = ∇ ·D + P + G− 2
3
ρIγM + φ+ ε+ SR (3.39)
Where ρ is the density, v is the mean velocity, D is the Reynolds stress diffusion, P is the turbulent
production, G is the buoyancy production, I is the identity tensor, γM is the dilatation dissipation, φ is
the pressure strain tensor, ε is the turbulent dissipation rate tensor and SR is the user-specified source.
Further information regarding specific terms can be found in STAR-CCM+ User Guide.
Regarding the turbulent dissipation rate tensor, it is formulated as follows:
ε =
2
3
εI (3.40)
Therefore, seven equations must be solved, six for the Reynolds stresses and one for the isotropic
turbulent dissipation ε. This, compared to two-equation models as k-ε or k-ω, is much more expensive
in terms of computational efforts.
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CFD Model
In this chapter, the CFD model and the results of the different simulations are presented. All the
geometries were designed on ANSYS SpaceClaim and the different cases were simulated on STAR-CCM+.
4.1 Geometry
The geometry of the case is a reproduction of the flow domain of the experimental facility that Dr.
Ylo¨nen used for his research. Hence, that is a 4x4 square lattice rod bundle in which rods have a diameter
of 25 mm and a separation between centres of 34 mm. Altogether, they form a 16 sub-channel geometry,
in which there are 4 central sub-channels, 8 single-wall contact sub-channels and 4 double-wall contact
sub-channels. The hydraulic diameter (Dh) of the geometry is 30.39 mm.
25 mm
34 mm
Figure 4.1: Planar view of bare bundle geometry. The grey area symbolises a sub-channel.
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It is important to highlight that simulations for the bare bundle case were performed. The geometry
used for these simulations is a 1800 mm long channel without obstacles. In the streamwise direction, the
full geometry is characterized by its different parts:
• Part 0 (from the channel inlet till the injector point): this part is a pure extrusion of the bare
bundle 2D geometry where the flow develops.
• Part 1 (from the injector till the front edge of the spacer body): in this part, the tracer is released,
but there are still no flow obstacles.
• Part 2 (from the front edge till the tips of the mixing vanes): the spacer body is placed in this
part, in case there is one. Actually, this part was bigger in the simulation, since volumetric margins
at the beginning and the end of the spacer body were added in order capture the flow effects before
and after the spacers.
• Part 3 (the rest): this part has no flow obstacles inside, and it is where the different measuring
planes positioned.
Injection Point
Measuring planes
Spacer Fuel rods
Part 0 Part 1 Part 2 Part 3
Flow direction
Figure 4.2: Axial view of bare bundle geometry. Only the central fuel rods are shown.
The total length of the experimental rod bundle is 2465 mm, but the simulations took place in a
shorter space to save computational time.
4.2 Bare bundle case
4.2.1 Physical models - Boundary conditions
The lack of any obstacles in the flow domain made the bare bundle case a good environment to start
working on the project. The geometrical conditions allow the flow to develop fully, reason why it was
possible to simplify the domain to a thin slice of the bare bundle.
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Figure 4.3: Slice of the bare bundle used for this set of simulations.
Figure 4.4 represents the velocity distribution along a line parallel to the z axis placed in the centre
of a sub-channel not in contact with the wall. The inlet velocity field of this simulation was a constant
value of 0.8 m/s. Figure 4.4 shows how the flow develops at some point near the tracer injection, moment
in which it can be categorised as fully-developed flow.
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Figure 4.4: Velocity magnitude along z axis in the centre of a sub-channel.
Different steady simulations were done in order to analyse the results obtained from different meshes
and turbulence models. For each of these cases, a slice of 0.01 m was modelled, in which the front and
back faces were connected through a Fully-Developed translational periodic interface. Only the mass-flow
inlet with a value of 8.49829 kg/s was set as boundary condition. This is the mass-flow rate necessary
for the rod bundle to adapt a bulk velocity of 0.8 m/s, and the one used in the experiment.
4.2.2 Mesh sensitivity analysis
For all the simulated cases, directed hexahedral meshes with three different base sizes on x and y
directions were used. This type of mesh was selected for three reasons: due to the lack of spacers in the
flow domain, the geometry is simple. Hence, the mesh does not need to adapt to complex geometries
and shapes; second, this type of mesh induces few numerical errors compared to other mesh types, since
it provides good orthogonal quality and skewness values, among other mesh characteristics; last but not
least, the number of cells is drastically reduced compared to other mesh types such as tetrahedral.
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(a) Coarse hexahedral mesh. (b) Medium hexahedral mesh. (c) Fine hexahedral mesh.
Figure 4.5: The three different base sizes for hexahedral type of mesh in a sub-channel.
Coarse Mesh Medium Mesh Fine Mesh
Number of cells (M) [-] 0.19 0.48 2.0
Cell volume [mm3] 2.807 0.989 0.201
Table 4.1: Parameters of the different hexahedral-trimmed meshes.
In order to compare the results of the different meshes, the velocity distribution along a line is provided.
This probe line, shown in figure 4.6, is placed in the centre of a sub-channel not in contact with the wall.
Figure 4.6: Planar view of the geometry with probe line in red.
For the three cases, V2F k-ε turbulence model is used. The results of the simulations and the
experimental data are shown in figure 4.7.
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Figure 4.7: Velocity magnitude for different hexahedral meshes along the probe line.
The mesh sensitivity analysis validated the medium type of mesh, which was the one used for the
following cases.
4.2.3 Turbulence models analysis
Once the mesh was validated, it was necessary to analyse the sensitivity of the results when the
turbulence model used was changed. For this reason, in addition to the V2F k-ε turbulence model, two
more simulations using k-ε and k-ω were performed.
The results were compared using the same methodology described in the mesh sensitivity analysis,
and are shown in figure 4.8.
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Figure 4.8: Velocity magnitude for different turbulence models along the probe line.
It was also interesting to make a comparison between the CFD results and the experiment data
regarding the tracer spread along the z axis. To include the tracer into the model, the Passive Scalar
option in the model physics, a mathematical object transported by the flow which does not interact with
it, was activated. The passive scalar is very useful to understand the dynamics of the stream and it was
widely used during the development of this project.
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Figure 4.9: Tracer presence along the z axis.
There are two lines for each data source in figure 4.9: the first one represents the amount of tracer
that remains inside the sub-channel in which the passive scalar is injected, while the second one is its
complementary, the amount ot tracer that leaves the sub-channel and enters one of the adjacent.
For the bare bundle case there was no mixing vane installed and one could think that the flow would
be quite undisturbed because of that. However, the flow is highly turbulent, and that turbulence causes
the passive scalar to scatter to other sub-channels.
4.2.4 Conclusions
The fully development of the flow made it possible to simulate only a thin slice of the bare bundle,
saving a lot of computational time. Mesh sensitivity analysis were performed and a hexahedral mesh
convergence was achieved. Different turbulence models were chosen and compared against the data from
the experiment. Calculations using a full-length geometry were done to capture the tracer diffusion along
the z axis.
None of the simulation results showed a decent enough match with the experimental data for the bare
bundle case. There exist different open issues that can be the cause of this phenomenon and which could
be the topic for further studies:
• Surface feature: the type of the material of the wall can have different behaviours for water,
creating strong or not so strong viscous forces near the wall.
• Wire mesh sensors: the presence of the wire mesh sensors has an influence on the flow, causing
a loss of pressure right before the obstacle. That is something non existing in the CFD model that
could explain the different velocity values along the probe line.
4.3 Spacer-vane case
4.3.1 Physical models - Boundary conditions
The bare bundle case was a good first approach to the problem but, in order to perform comparisons
for spacer vane cases with the experimental data, it was necessary to build the CFD models with the
different kinds of spacers. Due to the presence of these flow obstacles, it was not possible to simplify the
case to a thin slice of the bundle, but some computational time was saved due to certain simplifications.
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As mentioned before, figure 4.4 shows how the flow was fully developed near the tracer injection. This
fact made it possible to omit the previous part of the simulation and use the fully developed velocity
field, as well as the specific dissipation rate and turbulent kinetic energy fields as the input for the new
simulation.
Part 1 Part 2 Part 3
Figure 4.10: Fluid domain of the simulation with different parts.
It is important to recall the parts classification in section 4.1. As mentioned in the previous paragraph,
part 0 was not simulated. Regarding part 1, it was calculated once and the output was taken as the input
for the next part. The same input was used for the different spacers, since the flow properties are not
influenced by the mixing vanes in part 1. Part 2 and part 3 were calculated normally and repeated for
each case, but they were separated because it is still possible to take advantage of the hexahedral mesh
in part 3, as can be seen below. The scheme of the different parts of these simulations is shown in figure
4.10.
4.3.2 Mesh sensitivity analysis
In this set of simulations, two different mesh configurations were tested for spacer 1, referring to the
standard 30◦ vane distribution type. The first mesh type was a combination between hexahedral and
trimmed meshes, while the second one was a pure polyhedral mesh.
Due to the presence of mixing vanes in the geometry, there are clear differences in the velocity
distribution of different sub-channels. In order to be able to compare, the measurements took place in
a probe line in the middle of the sub-channels for the measuring planes, and this line was moved 2 mm
in the x axis in a plain containing the spacer, as shown in figures 4.11a and 4.11b. Since non-negligible
lateral velocity is introduced by the mixing vanes, the three components of the velocity were compared.
(a) Bare bundle. (b) Spacer region.
Figure 4.11: Probe lines used for the comparison of velocity profiles.
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Hexahedral-trimmed mesh configuration
In chapter 4.2.2, a mesh sensitivity analysis of the hexahedral configuration was performed. Three
different mesh base sizes for X and Y directions were tested. However, this simulation was simulated as
fully developed flow in a thin slice of the bare bundle geometry. Therefore, the mesh size of Z direction
was not tested.
For this mesh configuration, the validated directed medium hexahedral mesh was used in part 1 and
part 3, while an automated trimmed mesh was generated for part 2. The turbulence model selected to
perform the mesh sensitivity analysis was V2F k-ε. For part 1 and part 3, the mesh sensitivity analysis
was performed for three different mesh base sizes on the Z direction only, while for part 2 it was performed
for three different mesh base sizes on X, Y and Z directions.
For the fine mesh in part 2, convergence was not achieved in steady state mode, and transient mode
was used instead. The time step of this simulation was 3.5E-04 s, obtaining a volume averaged Courant
number smaller than 1. The results show that the instantaneous values of the velocity components in
different points in this region oscillate slightly. In order to provide comparable values to the rest of the
data, the averaged value along time was calculated. All the following results correspond to the averaged
variable values.
The resultant mesh sizes are presented in table 4.2 and screenshots of each part of the meshes are
shown below.
(a) Coarse trimmed mesh. (b) Medium trimmed mesh. (c) Fine trimmed mesh.
Figure 4.12: The three different base sizes for trimmed type of mesh around the spacer.
(a) Coarse trimmed mesh. (b) Medium trimmed mesh. (c) Fine trimmed mesh.
Figure 4.13: The three different base sizes for trimmed type of mesh around the vanes.
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Figure 4.14: Instantaneous vs averaged i component of velocity over time in a point near the mixing vanes.
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Figure 4.15: Instantaneous vs averaged j component of velocity over time in a point near the mixing vanes.
2.4 2.6 2.8 3.0 3.2
Time [s]
0.720
0.722
0.724
0.726
Ve
lo
cit
y 
k 
[m
/s
]
Instantaneous values
Averaged values
Figure 4.16: Instantaneous vs averaged k component of velocity over time in a point near the mixing vanes.
In part 2, three monitoring planes were placed: the first one, cutting the spacer body, as shown in
figure 4.11b, the second one, cutting the vanes region, and the third one, near the outlet of the domain.
Some examples of the velocity k component profile along the probe lines comparisons in the trimmed
region are shown next, but the full report can be found in section A.1 of the appendix.
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Figure 4.17: k component of velocity along the probe line in a plane cutting the vanes.
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Coarse Mesh Medium Mesh Fine Mesh
Number of cells P2 (M) [-] 4.7 21.4 57.6
Cell volume P2 [mm3] 2.338 0.377 0.058
Table 4.2: Parameters of the different hexahedral-trimmed meshes.
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Figure 4.18: k component of velocity along the probe line in a plane near the outlet of the second region.
The results show visible differences between the profiles of the three mesh qualities, especially the fine
one. Also, the tracer share was calculated for part 2 and the results are shown below.
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Figure 4.19: Tracer share in part 2 with hexahedral-trimmed mesh configuration.
The fine case shows a higher mixing rate than the medium and coarse cases in part 2. A possible
explanation for this fact is that the level of detail in the fine mesh together with the transient solver make
it possible to capture the unstable effects present in the flow. These fluctuating components of velocity
would enhance lateral mixing between adjacent sub-channels.
Due to resource limitations in terms of time and computational capabilities, the author did not follow
this path. However, this is a very interesting point of the thesis that can open the door to a further
research in this matter.
To sum up, it is not possible to declare mesh convergence based on these results, since there is not a
clear trend present in the velocity profiles or the tracer share. Nevertheless, some results with fine part 2
mesh will be shown later, just to preliminary peer into the phenomena which could be caught with this
methodology.
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Polyhedral mesh configuration
Three different directed polyhedral meshes were tested in part 1 and part 3, while three automated
polyhedral meshes were generated for part 2.
This type of mesh had not been done in previous chapters and, therefore, the base size in X, Y and
Z directions were modified. The obtained mesh sizes are shown on table 4.3.
The turbulence model selected for these simulations was k-ω.
(a) Coarse polyhedral mesh. (b) Medium polyhedral mesh. (c) Fine polyhedral mesh.
Figure 4.20: The three different base sizes for polyhedral type of mesh around the bare bundle.
(a) Coarse polyhedral mesh. (b) Medium polyhedral mesh. (c) Fine polyhedral mesh.
Figure 4.21: The three different base sizes for polyhedral type of mesh around the spacer.
(a) Coarse polyhedral mesh. (b) Medium polyhedral mesh. (c) Fine polyhedral mesh.
Figure 4.22: The three different base sizes for polyhedral type of mesh around the vanes.
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Coarse Mesh Medium Mesh Fine Mesh
Number of cells P2 (M) [-] 2.7 13.6 29.2
Number of cells P3 (M) [-] 8.0 17.6 38.8
Cell volume P2 [mm3] 2.581 0.342 0.137
Cell volume P3 [mm3] 2.407 1.408 1.019
Table 4.3: Parameters of the different polyhedral meshes.
In part 2, three monitoring planes were placed: the first one, cutting the spacer body, as shown in
figure 4.11b, the second one, cutting the vanes region, and the third one, near the outlet of part 2. Some
examples of the k component of velocity profiles are shown below, but the full report can be found in
section A.2 of the appendix.
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Figure 4.23: k component of velocity along the probe line in a plane cutting the vanes.
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Figure 4.24: k component of velocity along the probe line in a plane near the outlet of the second region.
The velocity profiles in part 2 show certain convergence trend between the medium and fine case,
although there exist some visible differences at some points.
In part 3, the monitoring planes shown in figure 4.2 are used to extract the information. Some
examples of the velocity components comparisons in this region are shown next, but the full report can
be found in section A.3 of the appendix.
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Figure 4.25: k component of velocity along the probe line in a plane 50 mm from the back edge of the
spacer body.
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Figure 4.26: k component of velocity along the probe line in a plane 250 mm from the back edge of the
spacer body.
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Figure 4.27: k component of velocity along the probe line in a plane 550 mm from the back edge of the
spacer body.
The velocity profiles show a roughly acceptable match between the different mesh qualities, from the
first plane, 50 mm from the back edge of the spacer body, where the flux is normally better adjusted, to
the last plane, 550 mm from the back edge of the spacer body, the most conflictive zone of the region.
As studied in chapter 4.3.2, the tracer share is a useful piece of data to evaluate the quality of a
simulation. For the polyhedral configuration, the results in part 2 and part 3 are displayed.
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Figure 4.28: Tracer share in part 2 with polyhedral mesh configuration.
2 4 6 8 10 12 14 16 18
Relative position (z/Dh) [-]
0.0
0.2
0.4
0.6
0.8
1.0
Re
la
tiv
e 
pr
es
en
ce
 [-
]
Coarse
Medium
Fine
Figure 4.29: Tracer share in part 3 with polyhedral mesh configuration.
The tracer share results show a good mesh convergence.
It is also interesting to check the swirling aspect of the flow. For that, the angular momentum (Ω), a
variable which defines the strength of a swirl, was calculated.
Ω =
∑
ij
~rij × ~vij (4.1)
Where ~rij is the position vector from the centre of the swirl and ~vij is the velocity vector at the point
(i, j).
The results of the angular momentum in the injection sub-channel along the monitoring planes are
shown in figure 4.30.
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Figure 4.30: Swirl decay comparison with polyhedral mesh configuration.
In this project we are more interested in lateral mixing phenomenon and how the swirls develop along
streamwise direction, which are reflected by tracer share and swirl decay rate, respectively. Based on the
results above, we can declare mesh independence quite safely with regards to these two parameters.
39
4.3. SPACER-VANE CASE CHAPTER 4. CFD MODEL
4.3.3 Turbulence model analysis
After the mesh validations, various simulations with different turbulence models and different mesh
types were performed, in order to determine which of them provided the best match with the experimental
data.
The chosen turbulence models for this simulations were k-ω and V2F k-ε. That way, four simulations
are compared: Hexahedral-Trimmed on k-ω, Hexahedral-Trimmed on V2F k-ε, Polyhedral on k-ω and
Polyhedral on V2F k-ε. Once again, the author would like to clarify that the results presented from
the hexahedral-trimmed on V2F k-ε simulation are just preliminary, and no mesh independence was yet
achieved.
This time, the results were compared to the experimental data. Some examples of the k component
of velocity comparison in this region are shown next, but the full report can be found in section A.4 of
the appendix.
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Figure 4.31: k component of velocity along the probe line in a plane 50 mm from the back edge of the
spacer body.
At the first monitoring plane, 50 mm from the back edge of the spacer body, the four simulations
showed a similar velocity profile. The simulation results roughly matched the experimental data.
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Figure 4.32: k component of velocity along the probe line in a plane 150 mm from the back edge of the
spacer body.
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On the next monitoring plane, at 150 mm from the back edge of the spacer body, the different
numerical models started distinguish from each other. However, this effect eventually got bigger in the
following planes with all the simulations, as shown in figure 4.33, which represents the k component of
velocity profile along a probe line situated on the last monitoring plane, 550 mm from the back edge of
the spacer body.
To sum up, based on the results, it can be concluded immediately that downstream the mixing vanes,
where the inertial forces are still dominating, all turbulence models behave in a similar way, while as the
flow advances towards the exit, turbulence models show very different predictions.
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Figure 4.33: k component of velocity along the probe line in a plane 550 mm from the back edge of the
spacer body.
The tracer share was compared.
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Figure 4.34: Tracer presence along the z axis for the different turbulence models and meshes.
The results show a good match between the experimental data and the polyhedral k-ω simulation.
Hexahedral-trimmed k-ω and V2F k-ε are not bad also. Polyhedral V2F k-ε overestimated the mixing
too much.
Regarding the angular momentum, the results of the different simulations are shown in figure 4.35.
In Dr. Ing. Arto’s dissertation, these results were displayed in a logarithmic scale, and an exponential
mathematical regression was calculated, since the angular momentum can be estimated with the following
exponential correlation reported by McClusky et al. [31]:
Ω(z/Dh) = Be
−A(z/Dh) (4.2)
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Where Ω is the angular momentum and A and B are experimental coefficients. This way, B determines
the initial angular momentum, while A represents the swirl decay rate. In this case, the regression is
calculated without taking in account the first and last monitoring plane, following the methodology used
by Dr. Ing. Arto.
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Figure 4.35: Angular momentum along the z axis.
A A RA B B RB
Hexahedral-Trimmed k-ω 0.120 0.000 0.00% 0.203 0.040 24.34%
Hexahedral-Trimmed V2F k-ε 0.051 0.069 57.50% 0.124 0.040 24.16%
Polyhedral k-ω 0.075 0.045 37.50% 0.222 0.058 35.47%
Polyhedral V2F k-ε 0.005 0.115 95.83% 0.059 0.105 64.22%
Experimental results 0.120 - - 0.164 - -
Table 4.4: Parameters of the exponential fit for the different turbulence analysis.
The results show certain mismatch between the simulations, in both the initial angular momentum and
the swirl decay rate, and it was hard to decide between the polyhedral k-ω and the hexahedral-trimmed
V2F k-ε simulations.
It is also very important to look at the flow structures and how they develop along the channel. 2D
lateral velocity profiles are shown below.
In the first monitoring plane, situated at 50 mm from the back edge of the spacer body, the four
simulations got a good qualitative match with the experimental data, since the swirl had the same
position and rotation. However, the simulations with k-ω turbulence model on polyhedral mesh showed
relatively worse results.
In the second monitoring plane, situated at 150 mm from the back edge of the spacer body, the
performance of all the simulations except the polyhedral V2F k-ε case was very good, getting a good
match compared to the experimental data.
In the third monitoring plane, placed at 250 mm from the back edge of the spacer body, the
hexahedral-trimmed k-ω simulation creates two sub-swirls instead of the only one measured in the
experiment. Also, the polyhedral V2F k-ε shows a clear mismatch in terms of shape.
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From the fourth monitoring plane, situated at 350 mm from the back edge of the spacer body, it is
very hard to say which simulation has a better match with the experimental data, since none of the cases
can reproduce the shape of the swirl perfectly.
In the fifth monitoring plane, whose position is 450 mm from the back edge of the spacer body,
the hexahedral-trimmed V2F k-ε model gets the best match for the data from the experiment. The
polyhedral k-ω also performs well, but the vectors in the extremes of the sub-channel do not reproduce
well the dynamics of the experimental flow.
The last plane shows a mismatch between the simulations and the experimental data, but the velocity
vectors of the V2F k-ε model are quite similar compared to the experimental ones.
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50 mm measurements - Lateral velocity vectors
(a) Hexahedral-Trimmed k-ω
vmax = 0.5269 m/s
(b) Hexahedral-Trimmed V2F k-ε
vmax = 0.4600 m/s
(c) Polyhedral k-ω
vmax = 0.5610 m/s
(d) Polyhedral V2F k-ε
vmax = 0.4939 m/s
(e) Experimental data
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150 mm measurements - Lateral velocity vectors
(a) Hexahedral-Trimmed k-ω
vmax = 0.4123 m/s
(b) Hexahedral-Trimmed V2F k-ε
vmax = 0.3219 m/s
(c) Polyhedral k-ω
vmax = 0.4024 m/s
(d) Polyhedral V2F k-ε
vmax = 0.3824 m/s
(e) Experimental data
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250 mm measurements - Lateral velocity vectors
(a) Hexahedral-Trimmed k-ω
vmax = 0.3387 m/s
(b) Hexahedral-Trimmed V2F k-ε
vmax = 0.2532 m/s
(c) Polyhedral k-ω
vmax = 0.3026 m/s
(d) Polyhedral V2F k-ε
vmax = 0.3354 m/s
(e) Experimental data
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350 mm measurements - Lateral velocity vectors
(a) Hexahedral-Trimmed k-ω
vmax = 0.2363 m/s
(b) Hexahedral-Trimmed V2F k-ε
vmax = 0.2141 m/s
(c) Polyhedral k-ω
vmax = 0.2537 m/s
(d) Polyhedral V2F k-ε
vmax = 0.3168 m/s
(e) Experimental data
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450 mm measurements - Lateral velocity vectors
(a) Hexahedral-Trimmed k-ω
vmax = 0.1749 m/s
(b) Hexahedral-Trimmed V2F k-ε
vmax = 0.1500 m/s
(c) Polyhedral k-ω
vmax = 0.1968 m/s
(d) Polyhedral V2F k-ε
vmax = 0.2549 m/s
(e) Experimental data
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550 mm measurements - Lateral velocity vectors
(a) Hexahedral-Trimmed k-ω
vmax = 0.1386 m/s
(b) Hexahedral-Trimmed V2F k-ε
vmax = 0.1228 m/s
(c) Polyhedral k-ω
vmax = 0.1627 m/s
(d) Polyhedral V2F k-ε
vmax = 0.1999 m/s
(e) Experimental data
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50 mm measurements - Passive scalar contour
(a) Hexahedral-Trimmed k-ω (b) Hexahedral-Trimmed V2F k-ε
(c) Polyhedral k-ω (d) Polyhedral V2F k-ε
(e) Experimental data
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150 mm measurements - Passive scalar contour
(a) Hexahedral-Trimmed k-ω (b) Hexahedral-Trimmed V2F k-ε
(c) Polyhedral k-ω (d) Polyhedral V2F k-ε
(e) Experimental data
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250 mm measurements - Passive scalar contour
(a) Hexahedral-Trimmed k-ω (b) Hexahedral-Trimmed V2F k-ε
(c) Polyhedral k-ω (d) Polyhedral V2F k-ε
(e) Experimental data
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350 mm measurements - Passive scalar contour
(a) Hexahedral-Trimmed k-ω (b) Hexahedral-Trimmed V2F k-ε
(c) Polyhedral k-ω (d) Polyhedral V2F k-ε
(e) Experimental data
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450 mm measurements - Passive scalar contour
(a) Hexahedral-Trimmed k-ω (b) Hexahedral-Trimmed V2F k-ε
(c) Polyhedral k-ω (d) Polyhedral V2F k-ε
(e) Experimental data
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550 mm measurements - Passive scalar contour
(a) Hexahedral-Trimmed k-ω (b) Hexahedral-Trimmed V2F k-ε
(c) Polyhedral k-ω (d) Polyhedral V2F k-ε
(e) Experimental data
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In addition to the lateral velocity vectors, the passive scalar contours were also compared to the
experimental data. This part of the study was also very important to check which model performed the
best against the results of the experiment.
In the first monitoring plane, situated at 50 mm from the back edge of the spacer body, the four
simulations got a good qualitative match with the experimental data, but the best shape was achieved
by the hexahedral-trimmed V2F k-ε model.
In the second monitoring plane, situated at 150 mm from the back edge of the spacer body, the
situation is quite similar, and the hexahedral-trimmed V2F k-ε is again the best match due to the
similarities of the tracer present in the sub-channels adjacent to the injection.
In the third monitoring plane, situated at 250 mm from the back edge of the spacer body, the
polyhedral k-ω and hexahedral-trimmed V2F k-ε simulations achieve good matches compared to the
experimental data. In the other two cases, there exist too much dispersion in the injection sub-channel.
The fourth monitoring plane, situated at 350 mm from the back edge of the spacer body, shows
that the best match is again achieved by the hexahedral-trimmed V2F k-ε case. After this case, the
hexahedral-trimmed k-ω also performs well, but with some visible discrepancies.
There exists the same situation in the fifth monitoring plane, situated at 450 mm from the back edge
of the spacer body. However, this time the general match is not as good as before, since the flow dynamics
change between the simulations along the z axis. Nevertheless, both hexahedral-trimmed k-ω and V2F
k-ε do not perform badly.
Last but not least, in the sixth monitoring plane, placed at 550 mm from the back edge of the spacer
body, hexahedral-trimmed V2F k-ε and polyhedral k-ω to some extent show a matching trend, but general
match is not good anymore.
4.3.4 Conclusions
After the mesh sensitivity study and the turbulence models analysis, there were two promising
numerical models that showed good match on the lateral velocity vectors, passive scalar contours and
tracer share: the hexahedral-trimmed V2F k-ε and the polyhedral k-ω cases. As to the detailed velocity
components extracted from different probe lines situated in the monitoring planes, generally no good
match was obtained.
As mentioned in section 4.3.2, the hexahedral-trimmed model was very time consuming, since the
simulations had to be run on transient solver and the results had to be averaged over time due to the
fluctuating behaviour of instant variables. It was clear that further study on this topic was needed,
possibly with a new refinement of the mesh and a time-step sensitivity analysis.
For these reasons, the model selected to perform the simulations on the rest of the spacers was the
polyhedral k-ω, which showed relatively good results on different tests and was also not so demanding in
terms of time and computational capability.
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4.4 Different spacer grids
From chapter 4.3, a mesh configuration and turbulence model was chosen. This strategy was used
to simulate the four types of spacers to check the similarities between the simulation results and the
experimental data.
4.4.1 Spacer 1 - Standard 30◦
The first type of spacer uses the standard vane configuration with an angle of 30◦ between the mixing
vanes and the direction of the flow. This spacer was used for the turbulence analysis, and the results are
presented below.
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Figure 4.48: Tracer share comparison between experimental data and simulation results.
As mentioned in section 4.3.3, there is a good match between the simulated tracer share and the
experimental data.
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Figure 4.49: Swirl decay comparison between experimental data and simulation results.
The swirl decay from the simulation results presents some differences against the experimental one.
The exponential fit was calculated using the second, third, fourth and fifth monitoring planes, following
Dr. Ing. Arto’s methodology.
A A RA B B RB
Simulation results 0.075 0.045 37.50% 0.222 0.058 35.47%
Experimental results 0.120 - - 0.164 - -
Table 4.5: Parameters of the exponential fit for spacer 1.
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(a) Simulated lateral velocity vectors in the injection
sub-channel at 50 mm from the back edge of the spacer
body.
(b) Experimental lateral velocity vectors in the injection
sub-channel at 50 mm from the back edge of the spacer
body.
(c) Simulated lateral velocity vectors in the injection
sub-channel at 150 mm from the back edge of the spacer
body.
(d) Experimental lateral velocity vectors in the injection
sub-channel at 150 mm from the back edge of the spacer
body.
(e) Simulated lateral velocity vectors in the injection
sub-channel at 250 mm from the back edge of the spacer
body.
(f) Experimental lateral velocity vectors in the injection
sub-channel at 250 mm from the back edge of the spacer
body.
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(a) Simulated lateral velocity vectors in the injection
sub-channel at 350 mm from the back edge of the spacer
body.
(b) Experimental lateral velocity vectors in the injection
sub-channel at 350 mm from the back edge of the spacer
body.
(c) Simulated lateral velocity vectors in the injection
sub-channel at 450 mm from the back edge of the spacer
body.
(d) Experimental lateral velocity vectors in the injection
sub-channel at 450 mm from the back edge of the spacer
body.
(e) Simulated lateral velocity vectors in the injection
sub-channel at 550 mm from the back edge of the spacer
body.
(f) Experimental lateral velocity vectors in the injection
sub-channel at 550 mm from the back edge of the spacer
body.
59
4.4. DIFFERENT SPACER GRIDS CHAPTER 4. CFD MODEL
(a) Simulated tracer contour at 50 mm from the back
edge of the spacer body.
(b) Experimental tracer contour at 50 mm from the back
edge of the spacer body.
(c) Simulated tracer contour at 150 mm from the back
edge of the spacer body.
(d) Experimental tracer contour at 150 mm from the
back edge of the spacer body.
(e) Simulated tracer contour at 250 mm from the back
edge of the spacer body.
(f) Experimental tracer contour at 250 mm from the
back edge of the spacer body.
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(a) Simulated tracer contour at 350 mm from the back
edge of the spacer body.
(b) Experimental tracer contour at 350 mm from the
back edge of the spacer body.
(c) Simulated tracer contour at 450 mm from the back
edge of the spacer body.
(d) Experimental tracer contour at 450 mm from the
back edge of the spacer body.
(e) Simulated tracer contour at 550 mm from the back
edge of the spacer body.
(f) Experimental tracer contour at 550 mm from the
back edge of the spacer body.
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4.4.2 Spacer 2 - Alternate 30◦
The second type of spacer uses the alternate vane configuration with an angle of 30◦ between the
mixing vanes and the direction of the flow. The results are presented below.
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Figure 4.54: Tracer share comparison between experimental data and simulation results.
The results from the simulation show that there is less mixing between adjacent sub-channels compared
to the experimental data. The relative difference between the two values increases along the z axis.
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Figure 4.55: Swirl decay comparison between experimental data and simulation results.
The swirl decay from the simulation results presents some differences against the experimental one
in both the initial angular momentum and the decay rate. The exponential fit was calculated using the
data from the six monitoring planes, following Dr. Ing. Arto’s methodology.
A A RA B B RB
Simulation results 0.051 0.034 40.00% 0.232 0.092 66.21%
Experimental results 0.085 - - 0.139 - -
Table 4.6: Parameters of the exponential fit for spacer 2.
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(a) Simulated lateral velocity vectors in the injection
sub-channel at 50 mm from the back edge of the spacer
body.
(b) Experimental lateral velocity vectors in the injection
sub-channel at 50 mm from the back edge of the spacer
body.
(c) Simulated lateral velocity vectors in the injection
sub-channel at 150 mm from the back edge of the spacer
body.
(d) Experimental lateral velocity vectors in the injection
sub-channel at 150 mm from the back edge of the spacer
body.
(e) Simulated lateral velocity vectors in the injection
sub-channel at 250 mm from the back edge of the spacer
body.
(f) Experimental lateral velocity vectors in the injection
sub-channel at 250 mm from the back edge of the spacer
body.
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(a) Simulated lateral velocity vectors in the injection
sub-channel at 350 mm from the back edge of the spacer
body.
(b) Experimental lateral velocity vectors in the injection
sub-channel at 350 mm from the back edge of the spacer
body.
(c) Simulated lateral velocity vectors in the injection
sub-channel at 450 mm from the back edge of the spacer
body.
(d) Experimental lateral velocity vectors in the injection
sub-channel at 450 mm from the back edge of the spacer
body.
(e) Simulated lateral velocity vectors in the injection
sub-channel at 550 mm from the back edge of the spacer
body.
(f) Experimental lateral velocity vectors in the injection
sub-channel at 550 mm from the back edge of the spacer
body.
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(a) Simulated tracer contour at 50 mm from the back
edge of the spacer body.
(b) Experimental tracer contour at 50 mm from the back
edge of the spacer body.
(c) Simulated tracer contour at 150 mm from the back
edge of the spacer body.
(d) Experimental tracer contour at 150 mm from the
back edge of the spacer body.
(e) Simulated tracer contour at 250 mm from the back
edge of the spacer body.
(f) Experimental tracer contour at 250 mm from the
back edge of the spacer body.
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(a) Simulated tracer contour at 350 mm from the back
edge of the spacer body.
(b) Experimental tracer contour at 350 mm from the
back edge of the spacer body.
(c) Simulated tracer contour at 450 mm from the back
edge of the spacer body.
(d) Experimental tracer contour at 450 mm from the
back edge of the spacer body.
(e) Simulated tracer contour at 550 mm from the back
edge of the spacer body.
(f) Experimental tracer contour at 550 mm from the
back edge of the spacer body.
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4.4.3 Spacer 3 - Standard 15◦
The second type of spacer uses the standard vane configuration with an angle of 15◦ between the
mixing vanes and the direction of the flow. This type of spacer was used for the polyhedral mesh
sensitivity analysis. The results are presented below.
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Figure 4.60: Tracer share comparison between experimental data and simulation results.
The results from the simulation show that there is less mixing between adjacent sub-channels compared
to the experimental data. The relative difference between the two values increases along the z axis.
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Figure 4.61: Swirl decay comparison between experimental data and simulation results.
The swirl decay from the simulation results presents some differences against the experimental one
especially in terms of decay rate. The exponential fit was calculated using the data from the six monitoring
planes, following Dr. Ing. Arto’s methodology.
A A RA B B RB
Simulation results 0.025 0.082 76.64% 0.044 0.036 450.00%
Experimental results 0.107 - - 0.008 - -
Table 4.7: Parameters of the exponential fit for spacer 3.
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(a) Simulated lateral velocity vectors in the injection
sub-channel at 50 mm from the back edge of the spacer
body.
(b) Experimental lateral velocity vectors in the injection
sub-channel at 50 mm from the back edge of the spacer
body.
(c) Simulated lateral velocity vectors in the injection
sub-channel at 150 mm from the back edge of the spacer
body.
(d) Experimental lateral velocity vectors in the injection
sub-channel at 150 mm from the back edge of the spacer
body.
(e) Simulated lateral velocity vectors in the injection
sub-channel at 250 mm from the back edge of the spacer
body.
(f) Experimental lateral velocity vectors in the injection
sub-channel at 250 mm from the back edge of the spacer
body.
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(a) Simulated lateral velocity vectors in the injection
sub-channel at 350 mm from the back edge of the spacer
body.
(b) Experimental lateral velocity vectors in the injection
sub-channel at 350 mm from the back edge of the spacer
body.
(c) Simulated lateral velocity vectors in the injection
sub-channel at 450 mm from the back edge of the spacer
body.
(d) Experimental lateral velocity vectors in the injection
sub-channel at 450 mm from the back edge of the spacer
body.
(e) Simulated lateral velocity vectors in the injection
sub-channel at 550 mm from the back edge of the spacer
body.
(f) Experimental lateral velocity vectors in the injection
sub-channel at 550 mm from the back edge of the spacer
body.
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(a) Simulated tracer contour at 50 mm from the back
edge of the spacer body.
(b) Experimental tracer contour at 50 mm from the back
edge of the spacer body.
(c) Simulated tracer contour at 150 mm from the back
edge of the spacer body.
(d) Experimental tracer contour at 150 mm from the
back edge of the spacer body.
(e) Simulated tracer contour at 250 mm from the back
edge of the spacer body.
(f) Experimental tracer contour at 250 mm from the
back edge of the spacer body.
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(a) Simulated tracer contour at 350 mm from the back
edge of the spacer body.
(b) Experimental tracer contour at 350 mm from the
back edge of the spacer body.
(c) Simulated tracer contour at 450 mm from the back
edge of the spacer body.
(d) Experimental tracer contour at 450 mm from the
back edge of the spacer body.
(e) Simulated tracer contour at 550 mm from the back
edge of the spacer body.
(f) Experimental tracer contour at 550 mm from the
back edge of the spacer body.
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4.4.4 Spacer 4 - Alternate 15◦
The second type of spacer uses the alternate vane configuration with an angle of 15◦ between the
mixing vanes and the direction of the flow. The results are presented below.
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Figure 4.66: Tracer share comparison between experimental data and simulation results.
The results from the simulation show that there is less mixing between adjacent sub-channels compared
to the experimental data. The simulation is not able to capture the mixing and it remains quite constant
along the z axis, with minor improvements. The experimental data, however, shows an increasing tracer
share along the former axis.
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Figure 4.67: Swirl decay comparison between experimental data and simulation results.
The swirl decay from the simulation results presents some differences against the experimental one
especially in terms of decay rate. The exponential fit was calculated using the data from the first, second
and third monitoring planes, following Dr. Ing. Arto’s methodology.
A A RA B B RB
Simulation results 0.023 0.058 71.60% 0.079 0.017 27.79%
Experimental results 0.081 - - 0.062 - -
Table 4.8: Parameters of the exponential fit for spacer 4.
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(a) Simulated lateral velocity vectors in the injection
sub-channel at 50 mm from the back edge of the spacer
body.
(b) Experimental lateral velocity vectors in the injection
sub-channel at 50 mm from the back edge of the spacer
body.
(c) Simulated lateral velocity vectors in the injection
sub-channel at 150 mm from the back edge of the spacer
body.
(d) Experimental lateral velocity vectors in the injection
sub-channel at 150 mm from the back edge of the spacer
body.
(e) Simulated lateral velocity vectors in the injection
sub-channel at 250 mm from the back edge of the spacer
body.
(f) Experimental lateral velocity vectors in the injection
sub-channel at 250 mm from the back edge of the spacer
body.
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(a) Simulated lateral velocity vectors in the injection
sub-channel at 350 mm from the back edge of the spacer
body.
(b) Experimental lateral velocity vectors in the injection
sub-channel at 350 mm from the back edge of the spacer
body.
(c) Simulated lateral velocity vectors in the injection
sub-channel at 450 mm from the back edge of the spacer
body.
(d) Experimental lateral velocity vectors in the injection
sub-channel at 450 mm from the back edge of the spacer
body.
(e) Simulated lateral velocity vectors in the injection
sub-channel at 550 mm from the back edge of the spacer
body.
(f) Experimental lateral velocity vectors in the injection
sub-channel at 550 mm from the back edge of the spacer
body.
74
CHAPTER 4. CFD MODEL 4.4. DIFFERENT SPACER GRIDS
(a) Simulated tracer contour at 50 mm from the back
edge of the spacer body.
(b) Experimental tracer contour at 50 mm from the back
edge of the spacer body.
(c) Simulated tracer contour at 150 mm from the back
edge of the spacer body.
(d) Experimental tracer contour at 150 mm from the
back edge of the spacer body.
(e) Simulated tracer contour at 250 mm from the back
edge of the spacer body.
(f) Experimental tracer contour at 250 mm from the
back edge of the spacer body.
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(a) Simulated tracer contour at 350 mm from the back
edge of the spacer body.
(b) Experimental tracer contour at 350 mm from the
back edge of the spacer body.
(c) Simulated tracer contour at 450 mm from the back
edge of the spacer body.
(d) Experimental tracer contour at 450 mm from the
back edge of the spacer body.
(e) Simulated tracer contour at 550 mm from the back
edge of the spacer body.
(f) Experimental tracer contour at 550 mm from the
back edge of the spacer body.
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Chapter5
Summary and outlook
In this project, CFD methodologies have been developed to study the flow inside a 4x4 rod bundle
with different spacers in a nuclear reactor.
For bare bundle case, a model with hexahedral mesh and periodic boundary conditions is used and
mesh independence was achieved.
For cases with spacer and mixing vanes, the calculation domain was divided into different parts
for a more efficient analysis in terms of computational resources. Two mesh strategies are proposed:
hexahedral-trimmed hybrid mesh and automated / directed polyhedral mesh.
The trimmed part of the first mesh strategy did not achieve mesh convergence. On fine mesh, it was
necessary to use unsteady solver, and fluctuating behaviours were observed in the flow field. Due to a
time and computational capability limitation, the fine mesh was used for further calculations, but it is
necessary to be cautious with the results, since future mesh validation is still needed.
Regarding the automated / directed polyhedral strategy, mesh convergence was achieved with respect
to tracer share and swirl decay.
The following four simulations were performed using the two mentioned meshes and two different
turbulence models:
• Hexahedral-Trimmed mesh with k-ω turbulence model.
• Hexahedral-Trimmed mesh with V2F k-ε turbulence model.
• Polyhedral mesh with k-ω turbulence model.
• Polyhedral mesh with V2F k-ε turbulence model.
From the results, it can be concluded that polyhedral mesh with k-ω turbulence model and also the
hexahedral-trimmed mesh with V2F k-ε turbulence model have relatively better performances compared
to the other two. However, due to limited time, the simulations for spacers 2, 3 and 4 were performed
only on the polyhedral mesh with k-ω turbulence model.
77
CHAPTER 5. SUMMARY AND OUTLOOK
Looking at the simulations of different spacer vane configurations, it could be concluded that, with
respect to the tracer share, only the case of spacer 1 (Standard, 30◦) was predicted with acceptable
discrepancy; swirl decay rate was obviously slower than the experimental one. Discrepancies in cases of
other spacer and mixing vanes configurations are quite large.
It is worth attention that the preliminary results from the simulation with V2F k-ε model showed
promising results. Thanks to the fine mesh and the unsteady solver used for the calculations, it was
possible predict the instabilities in the flow, which enhanced the lateral mixing between sub-channels.
Future work
Further studies with hybrid mesh and V2F k-ε model are recommended, performing time-step and
mesh sensitivity analysis to be able to capture the dynamic behaviour of the flow and predict mixing
phenomenon better.
It could also be a promising idea to consider the local effect of the wire mesh sensor and include it in
the simulations to see the influence of an additional small pressure drop on the flow field.
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AppendixA
Extra figures
The data acquisition and posterior post-processing of the simulations generated a very big amount of
graphical information. This appendix tries to summarize all the figures so that they can be easily found
and referenced in chapter 4.
However, the most important and characteristic figures in the appendix were also placed in the chapter
body for the convenience of the reader.
79
A.1. TRIMMED MESH STUDY - 2ND PART APPENDIX A. EXTRA FIGURES
A.1 Trimmed mesh study - 2nd part
Spacer region
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Figure A.1: i component of velocity along the probe line in a plane cutting the spacer body.
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Figure A.2: j component of velocity along the probe line in a plane cutting the spacer body.
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Figure A.3: k component of velocity along the probe line in a plane cutting the spacer body.
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Vanes region
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Figure A.4: i component of velocity along the probe line in a plane cutting the vanes.
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Figure A.5: j component of velocity along the probe line in a plane cutting the vanes.
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Figure A.6: k component of velocity along the probe line in a plane cutting the vanes.
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Near 2nd region outlet
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Figure A.7: i component of velocity along the probe line in a plane near the outlet of the second region.
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Figure A.8: j component of velocity along the probe line in a plane near the outlet of the second region.
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Figure A.9: k component of velocity along the probe line in a plane near the outlet of the second region.
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A.2 Polyhedral mesh study - 2nd part
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Figure A.10: i component of velocity along the probe line in a plane cutting the spacer body.
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Figure A.11: j component of velocity along the probe line in a plane cutting the spacer body.
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Figure A.12: k component of velocity along the probe line in a plane cutting the spacer body.
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Vanes region
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Figure A.13: i component of velocity along the probe line in a plane cutting the vanes.
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Figure A.14: j component of velocity along the probe line in a plane cutting the vanes.
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Figure A.15: k component of velocity along the probe line in a plane cutting the vanes.
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Near 2nd region outlet
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Figure A.16: i component of velocity along the probe line in a plane near the outlet of the second region.
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Figure A.17: j component of velocity along the probe line in a plane near the outlet of the second region.
0.00 0.01 0.02 0.03 0.04 0.05 0.06
Position [m]
0.0
0.2
0.4
0.6
0.8
1.0
Ve
lo
cit
y 
k 
[m
/s
]
Polyhedral Coarse mesh
Polyhedral Medium mesh
Polyhedral Fine mesh
Figure A.18: k component of velocity along the probe line in a plane near the outlet of the second region.
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A.3 Polyhedral mesh study - 3rd part
50 mm measurements
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Figure A.19: i component of velocity along the probe line in a plane 50 mm from the tip of the spacer
body.
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Figure A.20: j component of velocity along the probe line in a plane 50 mm from the tip of the spacer
body.
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Figure A.21: k component of velocity along the probe line in a plane 50 mm from the tip of the spacer
body.
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150 mm measurements
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Figure A.22: i component of velocity along the probe line in a plane 150 mm from the tip of the spacer
body.
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Figure A.23: j component of velocity along the probe line in a plane 150 mm from the tip of the spacer
body.
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Figure A.24: k component of velocity along the probe line in a plane 150 mm from the tip of the spacer
body.
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250 mm measurements
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Figure A.25: i component of velocity along the probe line in a plane 250 mm from the tip of the spacer
body.
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Figure A.26: j component of velocity along the probe line in a plane 250 mm from the tip of the spacer
body.
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Figure A.27: k component of velocity along the probe line in a plane 250 mm from the tip of the spacer
body.
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350 mm measurements
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Figure A.28: i component of velocity along the probe line in a plane 350 mm from the tip of the spacer
body.
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Figure A.29: j component of velocity along the probe line in a plane 350 mm from the tip of the spacer
body.
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Figure A.30: k component of velocity along the probe line in a plane 350 mm from the tip of the spacer
body.
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450 mm measurements
0.06 0.04 0.02 0.00 0.02 0.04 0.06
Position [m]
0.15
0.10
0.05
0.00
0.05
0.10
0.15
Ve
lo
cit
y 
i [
m
/s
]
Polyhedral Coarse mesh
Polyhedral Medium mesh
Polyhedral Fine mesh
Figure A.31: i component of velocity along the probe line in a plane 450 mm from the tip of the spacer
body.
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Figure A.32: j component of velocity along the probe line in a plane 450 mm from the tip of the spacer
body.
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Figure A.33: k component of velocity along the probe line in a plane 450 mm from the tip of the spacer
body.
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550 mm measurements
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Figure A.34: i component of velocity along the probe line in a plane 550 mm from the tip of the spacer
body.
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Figure A.35: j component of velocity along the probe line in a plane 550 mm from the tip of the spacer
body.
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Figure A.36: k component of velocity along the probe line in a plane 550 mm from the tip of the spacer
body.
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A.4 Turbulence analysis
50 mm measurements
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Figure A.37: i component of velocity along the probe line in a plane 50 mm from the tip of the spacer
body.
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Figure A.38: j component of velocity along the probe line in a plane 50 mm from the tip of the spacer
body.
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Figure A.39: k component of velocity along the probe line in a plane 50 mm from the tip of the spacer
body.
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150 mm measurements
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Figure A.40: i component of velocity along the probe line in a plane 150 mm from the tip of the spacer
body.
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Figure A.41: j component of velocity along the probe line in a plane 150 mm from the tip of the spacer
body.
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Figure A.42: k component of velocity along the probe line in a plane 150 mm from the tip of the spacer
body.
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250 mm measurements
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Figure A.43: i component of velocity along the probe line in a plane 250 mm from the tip of the spacer
body.
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Figure A.44: j component of velocity along the probe line in a plane 250 mm from the tip of the spacer
body.
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Figure A.45: k component of velocity along the probe line in a plane 250 mm from the tip of the spacer
body.
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350 mm measurements
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Figure A.46: i component of velocity along the probe line in a plane 350 mm from the tip of the spacer
body.
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Figure A.47: j component of velocity along the probe line in a plane 350 mm from the tip of the spacer
body.
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Figure A.48: k component of velocity along the probe line in a plane 350 mm from the tip of the spacer
body.
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450 mm measurements
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Figure A.49: i component of velocity along the probe line in a plane 450 mm from the tip of the spacer
body.
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Figure A.50: j component of velocity along the probe line in a plane 450 mm from the tip of the spacer
body.
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Figure A.51: k component of velocity along the probe line in a plane 450 mm from the tip of the spacer
body.
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550 mm measurements
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Figure A.52: i component of velocity along the probe line in a plane 550 mm from the tip of the spacer
body.
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Figure A.53: j component of velocity along the probe line in a plane 550 mm from the tip of the spacer
body.
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Figure A.54: k component of velocity along the probe line in a plane 550 mm from the tip of the spacer
body.
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