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Understanding customers is important. In the case of content providers, this
means knowing which groups of people are viewing different types of content,
and even more importantly, which groups of people are not yet your active users.
However, information about website’s visitors is not typically available, as people
might visit websites without making an account. Therefore, there is a need for
finding out information about the users in other ways.
This thesis studied how accurately demographics (age and gender) and motives
can be predicted for website visitors. The predictions were made using the an-
alytics data from a single website. This data included what content the users
had viewed, at which times of the day they were active, and what browser and
operating system they were using. In addition, this thesis studied how much data
is needed to make the predictions, and which features in the analytics data are
useful for these predictions.
It turned out to be possible to predict the demographics with good accuracy.
Gender was the easiest to predict with 77.8 % accuracy. Age prediction with
four age groups had the weighted F1 score of 0.513. Predicting motives was more
difficult, and only few of the motives were predicted more accurately than when
choosing the most common motives for everyone.
The prediction accuracy depended strongly on how much content the users had
viewed. Also, the other features in the analytics data were very weak predictors
for the demographics, and therefore they did not increase the prediction accuracy
significantly after the user had viewed some content.
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Asiakkaiden ymmärtäminen on tärkeää. Sisällöntuottajien kohdalla tämä tarkoit-
taa ymmärrystä siitä, mitkä ihmisryhmät katsovat erilaisia sisältöjä, ja vieläkin
tärkeämmin tietoa siitä, mitä ryhmiä ei ole vielä tavoitettu. Verkkosivun kävijöis-
tä ei kuitenkaan ole usein saatavilla tarkempaa tietoa, koska ihmiset vierailevat
sivustoilla ilman rekisteröitymistä. Tämän vuoksi tieto käyttäjistä täytyy selvit-
tää muilla tavoin.
Tämä diplomityö tutki kuinka tarkasti verkkosivun vierailijoiden demografiat (ikä
ja sukupuoli) sekä motiivit voidaan ennustaa. Ennusteet tehtiin yksittäisen verk-
kosivuston analytiikkadataan pohjautuen. Kyseinen analytiikkadata sisälsi tiedon
käyttäjien katsomasta sisällöstä, mihin aikoihin käyttäjät olivat aktiivisia ja mi-
tä selainta sekä käyttöjärjestelmää he käyttivät. Lisäksi tämä diplomityö tutki
kuinka paljon käyttödataa ennusteiden tekeminen vaatii sekä mitkä piirteet ovat
hyödyllisiä ennustamisessa.
Demografioiden ennustaminen osoittautui mahdolliseksi hyvällä tarkkuudella. Su-
kupuolen ennustaminen oli helpointa, ja sen tarkkuus oli 77,8 %. Iän ennustami-
nen neljää ikäryhmää käyttäen sai painotetun F1-arvon 0,513. Motiivien ennusta-
minen oli hankalampaa, ja vain osa motiiveista pystyttiin ennustamaan tarkem-
min kuin mitä suosituimman vastauksen valitseminen kaikille olisi antanut.
Ennustuksen tarkkuus riippui vahvasti käyttäjän katsoman sisällön määrästä. Li-
säksi analytiikkadatassa vain käyttäjien katsoma sisältö oli merkittävä tekijä, eikä
muiden piirteiden lisääminen parantanut tarkkuutta merkittävästi, kun käyttäjä
oli katsonut jotakin sisältöä.
Asiasanat: demografia, motiivi, verkkosivusto, koneoppiminen, analytiik-
ka
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FN False negative
FP False positive
MAE Mean absolute error
NMF Non-negative matrix factorization
PCA Principal component analysis
RMSE Root mean square error
SVD Singular value decomposition
SVM Support vector machine
SVR Support vector regression
TN True negative
TP True positive
TSVD Truncated singular value decomposition
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x Scalar value
x Vector
X Matrix
xT Transpose of vector x
xi Value of vector x at index i
xij Value of matrix X at index (i,j)
xi Row i of matrix X
|x| Norm of vector x
x, x, X Input
y Output
r Desired output
w Weights
b Bias
Ci Class i
p(X) Probability of X
p(X|Y ) Conditional probability of X given Y
log(x) Logarithm of x
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Chapter 1
Introduction
1.1 Motivation
It is important for content providers to understand their audience in depth.
For example, Netflix collects a substantial amount of data about what their
users are viewing each day. With this data, they can predict whether a new
show will be a hit or a miss even before it has been launched. They are also
able to take it a step further and produce new content based on the known
preferences of their user base. A few years ago, they were able to see from
their data that their users liked David Fincher, Kevin Spacey, and the British
version of House of Cards. Combining these pieces of information gave birth
to the American version of House of Cards, which became one of Netflix’s
most popular series. [Carr, 2013]
In addition to knowing users’ preferences, content providers can utilize
the information about what the demographics and motives of their users
are. With this knowledge, they can understand who the current users of the
service are and what types of content different groups of users might prefer.
This kind of information also shows which groups have yet to be reached
and could be targeted better with new kinds of content or more directed
advertisement. This thesis will explore potential methods of predicting more
useful information about users based on the information that is typically
already available for the content providers.
Demographics are defined as the qualities of a specific group of people,
such as age, gender, and income [Merriam-Webster, 2016]. These are qual-
ities that can be measured in a precise way for the majority of people. In
this thesis, only age and gender are considered, but the same approaches
could be applied to any other demographic data as well. Demographics are
the most commonly used tool for customer segmentation, as they are easy to
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collect. There is also a wide range of research done on demographic groups
(e.g. Li et al. [1999], Bigne et al. [2005]), so the relationship of demographics
to other kinds of variables (such as media use) is well known. Tynan and
Drayton [1987] note, however, that there is some disagreement on whether
demographics are good predictors of behaviour by themselves. They suggest
that demographics could be expanded by adding information about the life
cycle, such as the number of years married, the age of children, and work-
ing status. These features are not examined in this thesis, but the same
approaches apply to predicting them.
To understand users even more extensively, it is also important to un-
derstand their motives when they use the service. Motives mean the reason
why the user came to the service. For example, some user might come look-
ing for content that makes her relax while another user might wish to find
current information about what is happening around the world. The same
user can be looking for different types of content depending e.g. on the time
of the day and the device they are using. This means that the user could be
looking for informative content in the morning with their mobile phone while
they are on their way to work and entertaining content in the evening using
a laptop. Even though these behavioral patterns can be similar for a large
portion of the users, there could also be individual differences. Therefore,
the knowledge of these can be used to recommend different types of content
for users depending on what they are assumed to be looking for. For exam-
ple, people who typically look for informative content in the evening could
get the latest news shows shown to them first when they enter the content
provider’s website.
Currently, content providers do not have an easy way to find out demo-
graphics or motives of their users. The primary way is to ask the users to
give them when they are registering to the service. However, in some cases
content providers might not want to enforce registration, as it can limit the
amount of users. Another way is to send out questionnaires to the users.
This, however, requires more time and effort, and usually only a small por-
tion of the users will respond to a questionnaire. The users will also get tired
of answering questionnaires if they are sent out too often. Prediction of the
needed information could give access to it faster and in a more cost-effective
way.
1.2 Yle
Knowledge of demographics and motives are especially important for the
Finnish public service broadcasting company, Yle, which runs multiple tele-
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vision and radio channels, and which in addition has a website and mobile
apps which provide access to a wide variety of news articles, television pro-
grams, and radio stations. As Yle is a publicly funded organization, they
want to provide interesting content for all the taxpayers. For Yle, under-
standing their audience’s demographics and motives can help them choose
what kind of content they need to serve more in order to reach the groups of
people who are not yet using their services actively.
Currently, Yle has no accurate information on what types of users are
viewing a specific video or article. Only a small portion of the active users
have registered to the services and many of the registered users have not given
their age and gender. Therefore, Yle needs an alternative way to find out
which types of users are viewing their content. Predicting demographics and
motives could allow them to understand the behavior of different user groups
better. For privacy reasons, Yle does not use the predicted information to
profile individual users, but only uses aggregated data to understand the
behavior of a larger population.
These needs are not unique to Yle, but they apply to any content provider
that does not require users to register to their service before using it. The only
requirements are that the content provider knows the wanted information for
some of the users, and that they know what content each user has viewed.
Even if the wanted information is not currently available for any of the users,
it is easy to gather for a part of the users with questionnaires. Therefore,
even though this thesis uses Yle’s data to explore the different approaches,
the same solutions could be applicable anywhere.
1.3 Research goals
Much of the earlier research in this field has focused on predicting user de-
mographics using e.g. the mobile apps they have installed, or the textual
content they have produced (see Chapter 2). Prediction of motives has not
been studied as extensively. There is also very little existing research on how
to make predictions using only the analytics data from a single website.
This thesis aims to extend the current knowledge by finding out whether
the predictions can be made using the analytics data from a single website.
Compared to the earlier studies which have used all of the users’ web browsing
data, this imposes a significant limit on the amount of data that is available
for a user. This thesis will also find out how accurately the motives can be
predicted using the analytics data, which has not been done earlier to the
best of our knowledge.
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The main research question of this thesis is how accurately the demo-
graphics and motives can be predicted based on the analytics data about the
user. The analytics data in this case contains the viewed articles and videos,
the web browser, the operating system, the device type, and the time of the
day. In addition to the main research question, this thesis will find out how
much the prediction accuracy depends on the amount of content the user has
consumed. This thesis will also find out which features in the typical ana-
lytics data are useful for the predictions. This thesis will not go into detail
about how to design the necessary questionnaires, as it is a separate field of
research in itself.
1.4 Structure of the thesis
This thesis will begin by giving an overview of the earlier research on the topic
in Chapter 2. After that, the used methods, such as dimensionality reduction,
regression, and classification, are explained on a high level in Chapter 3.
Then, Chapter 4 explains how the data was collected and preprocessed. The
experiments are described in Chapter 5, and finally, their results are shown
in Chapter 6 and they are discussed in Chapter 7.
Chapter 2
Related research
This chapter explores the earlier studies that have been done on predicting
demographics and user motives. It also explains how this thesis differs from
the earlier studies, and what this thesis aims to add to the existing knowledge
on these topics.
2.1 Predicting demographics
Understanding how people’s behavior on the internet is affected by their de-
mographics is a commonly researched topic. For example, Bigne et al. [2005]
studied how demographics, among other features, can be used to predict mo-
bile purchasing behavior. They discovered that age was a good predictor for
behavior while gender was not. Li et al. [1999] made a similar study about
how well online buying behavior could be predicted from age, gender, income,
and education level, but their results ended up being weak.
Many studies also try to do the opposite, which is predicting demograph-
ics from the actions taken by the users. For example, Peersman et al. [2011]
used Netlog (Belgian social network) message contents to predict the age of
the users. They used support vector machine as the prediction method, and
they reached the accuracy of 71.3 % for the age classification task using two
age groups (under-16 versus over-16).
Chen et al. [2015] made a study on Twitter users by making predictions of
demographics using usernames, self-descriptions, social networks, and profile
images in addition to the tweet contents. They used multiple machine learn-
ing methods, including support vector machine, decision trees, and logistic
regression. For gender prediction, their accuracy was 87.5 % at best, while
for age prediction with three age groups they reached the F1 score of 0.595.
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Malmi and Weber [2016] researched how to predict age, gender, race,
marital status, existence of children, and income level based on what mobile
apps the person had installed on their phone. In their study, each of the
predicted variables was divided into two categories (e.g. male or female,
under 32 years old or over 32 years old), so that they could be predicted with
logistic regression. For age prediction they reached the accuracy of 77.1 %,
and for gender prediction their accuracy was 82.3 %.
Malmi and Weber also tried reducing dimensionality by i) choosing only
the apps that were installed by at least 10 % of the users, ii) aggregating
apps based on their categories, and iii) using truncated singular value de-
composition (TSVD). None of these resulted with as good accuracy as using
the installed apps as features themselves, but TSVD with 500 components
reached almost the same accuracy already. They noted, however, that the
logistic regression implementation they were using supported sparse matri-
ces, so using TSVD might not provide any additional benefit with regards to
space complexity.
Hu et al. [2007] predicted the age group and gender based on visited web
pages. They started by giving each web page probability distributions for
age groups and genders based on what some of the visitors had self-reported.
They then predicted users’ demographics based on the demographic distribu-
tions of the webpages that they had visited. To make predictions on unseen
pages, they also categorize pages based on the text on the page and train the
classifier with the categories instead of using the pages directly as features.
They then used Bayesian framework to make predictions.
Hu et al. reached the macro F1 score of 0.797 for predicting the gender
and 0.603 for predicting the age using five age groups. The most difficult
age groups to predict were the youngest and the oldest groups, from which
many were classified as belonging to the neighboring group. They also tried
reducing dimensionality with latent semantic indexing, which uses singular
value decomposition, but this approach did not reach as good results as
prediction without it.
As seen, there are numerous studies related to demographics. Primarily,
this thesis aims to extend the field of existing knowledge by using analytics
data from a single website. Earlier studies have shown how well the predic-
tions can be made if there is data about all the websites that the user visits,
but that data is not typically available for the website owners. They can
only track what the user does on their website, so it is interesting to find out
if that knowledge alone can be enough.
Secondly, this thesis will attempt to find out whether other information
available in the analytics data can be used. This includes for example the
web browser, operating system, and times of day the user is active. Earlier
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studies have primarily focused on the user’s actions and content produced by
them instead of using these features that are more commonly available.
Thirdly, this thesis will study how the performance of simple learning
algorithms compares to a more advanced algorithm. The simple algorithms
that are used include linear regression and logistic regression while the more
advanced algorithm is support vector machine.
2.2 Predicting motives
Wood et al. [2002] discovered that 54 % of the media usage is habitual, which
makes it reasonable to believe that the media usage patterns and motives
repeat mostly in similar ways. For example, some person could have a habit
of checking the news first thing in the morning with her mobile phone.
Papacharissi and Rubin [2000] and Leung [2006] have studied the motives
of internet users. Both of the studies performed a survey asking about inter-
net usage and motives. They then performed a statistical analysis to learn
which motives correlated with which types of internet use in general, and
they showed that there are some correlations.
Adar et al. [2008] studied how different types of webpages are revisited.
They focused on how often different types of content are viewed again (e.g.
hourly, daily, or less often). This includes all types of webpages, without
being limited to a single website. They showed that different types of websites
have different revisitation patterns, and commented that these patterns could
correlate with the intents also.
User’s context is strongly related to predicting motives also, as habits can
depend on the situation the user is in. For example, the user could have a
habit of checking specific kinds of content while sitting on the bus. Mayrhofer
et al. [2003] tried to find out the user’s context based on the data that can be
gathered from their mobile phone. This data included for example the time,
the noise level, and the number of people using the same wireless connection.
Based on these variables, they were able to see when the user’s context has
changed.
As can be seen from the earlier studies, motives and website revisitation
patterns have been studied, but the motives have not been predicted using
the web analytics data to the best of our knowledge. This thesis will study
whether the prediction is possible by using the content that the user has
typically viewed at different times, the content categories, as well as the
device types. As the earlier studies have found some correlation between the
motives and internet usage, this prediction could be possible.
Chapter 3
Methods
This thesis studies whether demographics and motives can be predicted from
web analytics data. This chapter explores the different types of methods that
are needed to make these predictions. This includes explaining how features
can be engineered, how the dimensionality of the data can be reduced, how
the learning is done in the cases of regression and classification, how the
parameters are selected, and how the models are compared and selected.
3.1 Feature engineering
Before any machine learning algorithm can be used, the available data needs
to be in a form that the algorithms can use. Transforming the data into usable
features is called feature engineering [Domingos, 2012]. Domingos argues
that feature engineering is the most important part in defining whether the
algorithm will succeed in learning or not. He also comments that feature
engineering is more complicated than learning the model, as it is highly
domain-specific. For example, a spam classifier could use features such as
words, word bigrams, and character bigrams [Cormack et al., 2007], whereas
music classification into genres could use volume, pitch, and beats per minute
as the features [Annesi et al., 2007].
3.2 Information fusion
As data can be gathered from many different sources, there is a need for a
method for combining them. Ross and Jain [2003] present three methods
for information fusion: i) feature extraction level, ii) score level, and iii)
decision level. Feature extraction level means that the feature vectors, which
are obtained from different sources, are concatenated into a single vector.
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Score level fusion means that a separate model is learned for each feature
vector type, and the probability scores given by these models are combined
using another model. Decision level fusion is otherwise similar to the score
level fusion, except that the models give a prediction instead of a probability
score. This thesis uses score level fusion for the classification tasks, as it
allows combining very diverse types of data and it takes into account the
uncertainty of different models. For regression, decision level fusion is used
with another model to combine the decisions.
3.3 Dimensionality reduction
Dimensionality reduction is a class of methods which represent the data using
a smaller set of variables. Alpaydin [2010, p. 109] explains that dimensional-
ity reduction lowers the computational cost, and reduction of noise can make
the models more robust. Pudil and Novovičová [1998] split the dimensionality
reduction methods into ones which are used for optimal data representation
and ones that are used for classification. They divide the strategies further
into feature selection and feature extraction. Feature selection means that
a subset of the original features is used, and feature extraction means us-
ing new variables which transform the information contained by the original
variables.
For the purposes of this thesis, optimal data representation is not as im-
portant as the classification properties. Also, feature extraction is preferred,
as it does not lose the information contained by the variables which would
be eliminated by feature selection, so it is typically better for discrimination.
Commonly used dimensionality reduction methods include for example
principal component analysis (PCA), singular value decomposition (SVD),
and non-negative matrix factorization (NMF). Shlens [2014] points out that
PCA expects the data to follow a Gaussian distribution along some basis
vectors. This assumption does not hold for the data used in this thesis, so
PCA is not optimal for this use case.
Xu et al. [2003] compared SVD with NMF, showing that NMF produced
easily interpretable clusters automatically while SVD does not. Each axis in
the NMF space represents a cluster, and the cluster label of a data point can
be determined by the axis along which the value is the highest. This makes
analysis of the factorization simple. With SVD, the possibility of negative
values makes the analysis more complicated, and a clustering method such as
k-means is needed to determine the clusters. Xu et al. also discovered that
NMF outperformed SVD-based methods in clustering accuracy. For these
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reasons, NMF is used in this thesis, and it is discussed in more detail in the
following subsection.
3.3.1 Non-negative matrix factorization
As Xu et al. [2003] present, the purpose of non-negative matrix factoriza-
tion (NMF) is to find two lower-dimensional matrices U (m × k) and V
(n × k), which could be used to approximate a high-dimensional matrix X
(m× n) (see Figure 3.1). As an additional constraint, the elements of these
matrices must be non-negative. In addition to representing a matrix with
two lower-dimensional matrices, NMF is particularly useful for its clustering
property. For example, Xu et al. demonstrate that NMF can be used to
cluster documents based on their topics.

x11 x12 x13 . . . x1n
x21 x22 x23 . . . x2n
x31 x32 x33 . . . x3n
...
...
... . . .
...
xm1 xm2 xm3 . . . xmn
 ≈

u11 . . . u1k
u21 . . . u2k
u31 . . . u3k
... . . .
...
um1 . . . umk

v11 v12 v13 . . . v1n... ... ... . . . ...
vk1 vk2 vk3 . . . vkn

Figure 3.1: Matrix X can be approximated by matrices U and VT
As an example, if matrix X (m×n) is used to represent which users have
viewed which items, m being the number of users and n being the number
of items, each row vector shows the items viewed by an individual user, and
each column vector shows the users who have viewed a specific item. Matrix
value xij is then 0 or 1, depending on whether user i has viewed item j.
After factorizing this matrix to matrices U and V, the element uik in U will
represent the degree in which the user i is associated with the cluster k, and
the elements vjk in V will represent the strength of the membership of the
item j in the cluster k. With this representation, the matrix U can be used
to see which clusters of items a specific user typically views. This can be
faster than using the original matrix directly, and it can also be beneficial
for a prediction task, as similar contents are grouped together. Also, matrix
V could be used to verify whether the clustering of items seems sensible.
Xu et al. [2003] show that finding matrices U and V can be seen as a
constrained optimization problem. The objective is to minimize the distance
between the approximation UVT and the original matrix X:
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J =
1
2
‖X−UVT‖ (3.1)
where ‖.‖ is the squared sum of the elements in the matrix. The mini-
mization constraints are uij ≥ 0 and vxy ≥ 0, meaning that all the elements
in U and V should be non-negative. Hoyer [2002] also demonstrates that
a sparse solution can be found by including regularization terms into the
objective function.
As the problem is Hsieh and Dhillon [2011] show that one way to solve
this minimization problem is to use coordinate descent. In this method, U
and V are updated separately by using the partial derivative to tell in which
direction to change the values, while the other matrix stays fixed. Hsieh and
Dhillon also demonstrate that this can be further optimized by updating only
the most important variables in one matrix before moving to the other one.
3.4 Classification
The objective of classification is to predict which class a data point belongs
to. For example, this can mean recognizing which character is in a picture,
or whether an email is spam or not. In this thesis, classification is needed
to predict gender, age group, and intentions. There are numerous different
methods for classification, but this thesis focuses only on two of them: logistic
regression and support vector machine. Logistic regression was selected for its
simplicity, while support vector machine was chosen as it is a more advanced
classification method.
3.4.1 Logistic regression
Logistic regression is a classification method modeling the ratio of class-
conditional densities. Modeling class-conditional densities directly would
have a significantly larger amount of adjustable parameters, which would
cause difficulties in a high-dimensional feature space, as the number of pa-
rameters depends quadratically on the number of dimensions. In logistic
regression, the parameter count depends on the number of dimensions only
linearly. [Bishop, 2006, p. 205]
Figure 3.2 demonstrates how the output values change based on the class
densities. In this figure, crosses and dots represent examples from two dif-
ferent classes, and the red line represents the prediction function. As can be
seen, the output value changes continuously, and when it reaches the value of
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0.5, the probability of the second class becomes higher than the probability
of the first class. The class with the highest probability is then chosen as the
predicted class.
Figure 3.2: Example of logistic regression
Alpaydin [2010, p. 220–221] explains that logistic regression makes the
assumption of the log likelihood ratio being linear:
log
p(x|C1)
p(x|C2) = w
Tx+ b (3.2)
Here, p(x|C1) is the class-conditional probability density function of value
x given class C1, w is the weight vector, and b is the bias value. Using Bayes’
rule and rearranging the terms gives the posterior probability:
y = P (C1|x) = 1
1 + e−wTx+b
(3.3)
This function can be used to get the predictions once the weights are
known. To find out the weights, an error function has to be determined.
Alpaydin shows that if the classes are assumed to follow a Bernoulli distri-
bution, the error function E to be minimized is:
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E = − log
∏
t
(yt)
rt(1− yt)1−rt
= −
∑
t
rt log yt + (1− rt) log(1− yt)
(3.4)
Here, rt represents the desired value of example xt. This minimization
problem does not have a closed-form solution, but Alpaydin demonstrates
that it can be solved by using gradient descent. In gradient descent, the
weights are repeatedly changed in the opposite direction of the gradient until
the solution converges.
3.4.2 Support vector machine
Cortes and Vapnik [1995] introduced the currently used version of support
vector machine (SVM). The main idea of SVM is to transform the input
vectors into a high-dimensional feature space and to form a linear decision
surface in this new feature space. It also attempts to maximize the distance
between the decision surface and the training vectors. The transformation is
done because it is assumed that performing linear discrimination is easier in
a high-dimensional space.
Figure 3.3 shows an example of how SVM forms the decision surface for a
separable data set. The crosses and dots represent data points belonging to
two different classes, and the red line represents the decision surface. Burges
[1998] explains that the decision surface depends only on the data points that
are nearest to it (shown larger), while the further points can be ignored. The
points that define the classification surface are called support vectors.
As shown by Cortes and Vapnik, the goal of SVM is to find a hyper-
plane which maximizes the distance between the hyperplane and the training
vectors. In the separable case, the definition of the separating hyperplane
becomes:
yi(w
Txi − b) ≥ 1 (3.5)
Here, yi is ±1 depending on which class the training example xi belongs
to, w is the weight vector of the hyperplane, and b is the bias value. The
weights are constrained by minimizing:
J =
1
2
(w ·w) (3.6)
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Figure 3.3: Example of support vector machine
Using these formulas, a Lagrangian can be formed:
L =
1
2
(w ·w)−
∑`
i=1
αi
(
yi(w
Txi − b)− 1
)
(3.7)
Here, αi is the Lagrange multiplier. As Cortes and Vapnik show, taking
the partial derivatives of the Lagrangian leads to the following definition for
the optimal weights:
wo =
∑`
i=0
yiα
o
ixi (3.8)
Here, αoi is non-zero only for the support vectors. This renders it unnec-
essary to calculate the weights explicitly, as the optimal hyperplane can be
determined by using the Lagrange multipliers and support vectors.
However, often the data is not fully separable. Cortes and Vapnik show
that SVM can be modified to use a soft-margin optimal hyperplane instead.
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This means that errors are allowed, but they have a cost that is added to the
optimized function:
J =
1
2
(w ·w) + C(
∑`
i=1
ξi) (3.9)
Here, C is a given parameter that determines how much the errors affect
the resulting hyperplane. Otherwise, the formulation of the hyperplane is
similar to the fully separable case. Burges [1998] explains that these opti-
mization problems can be solved by using any quadratic programming library.
Cortes and Vapnik also demonstrate that as the prediction depends on
the inner product between support vectors and feature vectors, the inner
product can be replaced by a kernel that satisfies the conditions given by
Mercer’s theorem (see Mercer [1909]). As Cortes and Vapnik show, kernel
functions allow construction of nonlinear decision surfaces. With the usage
of kernel functions, there is no need to explicitly map the input vectors into a
high-dimensional space, as the same operation can be performed easier with
the kernels.
As an example, Cortes and Vapnik show that a radial basis function kernel
K(x,xi) can be formed as:
K(x,xi) = exp
(
− γ|x− xi|2
)
(3.10)
Here, γ defines the radius of the kernel function. With a radial basis
function kernel, the proximity to support vectors affects the resulting classi-
fication.
3.4.3 Multiclass classification
The classification methods introduced in the previous subsections can only be
used for 2-class problems by default. However, there are multiple methods for
extending them to work with multiclass problems. Bishop [2006, p. 182–184]
shows two methods: one-versus-one and one-versus-rest. In one-versus-one,
one classifier is constructed for each pair of classes, and a vote between the
classifiers determines the chosen class. In one-versus-rest, one classifier is
constructed for each class, and the class with the highest score is selected.
However, Bishop also notes that both of these methods suffer from ambiguous
areas. For example, two classes might get the same number of votes or the
same confidence scores.
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This thesis uses the one-versus-rest method, as it requires learning fewer
models. For example, in the case of a 4-class problem, one-versus-rest forms
4 classifiers while one-versus-one forms 6 classifiers. This difference can be
meaningful when working with large datasets, as learning even one classifier
can take a long time. With more classes, the difference becomes even more
significant.
3.5 Regression
Regression differs from classification in the sense that the target variable is
continuous while classification could only predict prespecified, discrete values
[Bishop, 2006, p. 137–138]. In this thesis, regression is used to predict
the age of the user. The regression methods used in this thesis are linear
regression and support vector regression. Linear regression was selected for
its simplicity, while support vector regression was chosen for being a more
advanced method.
3.5.1 Linear regression
In linear regression, the objective is to find a function that takes the input
vector and produces an output which is as close to the 2true target variable
as possible [Bishop, 2006, p. 138–139]. This is demonstrated for the one-
dimensional input value in Figure 3.4, where the horizontal axis represents
the input values, the vertical axis represents the target values, and the crosses
represent measured data points. Linear regression learns a function (shown
as the red line), which tries to represent the true function as accurately as
possible.
Bishop [2006, p. 138–139] shows that in the simplest case, linear regres-
sion can be done using the following function g(x) for prediction:
g(x) = wTx+ b (3.11)
The prediction is made by taking a dot product between the input vector
(x) and weights (w), and by adding a bias value (b). The optimal weights
are unknown, so they must be learned before making predictions. Because
each input variable has a corresponding weight that it is multiplied by, it is
easy to see from the weights how a change in some input variables affects the
prediction.
To find out what the weights should be, an error function has to be
selected for minimization. Bishop [2006, p. 5–6] explains that a typical choice
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Figure 3.4: Example of linear regression
for an error function is the sum of the squares of the errors, as it provides
non-negative values, and as it goes to zero only when the predictions are
exactly the same as the real target values. Mathematically, this function can
be expressed as:
E =
1
2
N∑
n=1
(
rn − g(xn)
)2
(3.12)
In this equation, N is the number of examples in the training set, rn is
the true output value, and g(xn) is the prediction for input xn. When this
is differentiated with regards to the weight vector to minimize the error, the
weight vector becomes:
w = (XTX)−1XT r (3.13)
Here, X is a matrix where each row is an input vector, and t is a vec-
tor containing the corresponding true output values. (XTX)−1XT is called
Moore-Penrose pseudo-inverse, and it is a generalization of the matrix inverse
to non-square matrices. [Bishop, 2006, p. 141–142]
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Bishop [2006, p. 143–146] notes that if the dataset has co-linearities,
meaning that some of the variables are not independent, there is a risk that
the weights can become too large. This is typically not good for generaliz-
ability, but it can be avoided with two methods: by adding a regularization
term to the objective function, or by removing the dependencies by using
a dimensionality reduction method. Adding a regularization term penalizes
complex models, but as Alpaydin [2010, p. 80] adds, it can also increase the
risk of choosing a too simple model. Therefore, the weight of the regulariza-
tion term should be optimized using cross-validation.
Bishop shows that the regularization term commonly takes the following
general form:
λ
M∑
j=1
|wj|q (3.14)
Here, λ determines how strong the regularization is, M is the number of
weights, and q is the chosen regularization type. When q = 1, the solution is
likely to become sparse, meaning that many of the weights will become zero.
With q = 2, the solution will have more non-zero weights, but these weights
are smaller than with q = 1. This thesis uses L2 regularization (q = 2), as
L1 regularization (q = 1) would result in ignoring some of the input values.
3.5.2 Support vector regression
Support vector regression (SVR) is a method using the concept of support
vectors (see Section 3.4.2) to approximate continuous function values. It was
first introduced by Vapnik [1995], and the main idea of it is to transform the
feature vectors into a high-dimensional space where the regression problem
becomes linear.
The simplest version of SVR is the -SVR, which is demonstrated by
Smola and Schölkopf [2004]. The purpose of it is to find a function, which is as
flat as possible while all of the training examples are at most  distance away
from the value given by the function. Flatness means that the weights (w)
of the regression function are as small as possible. This regression function
is shown in Figure 3.5, where the dots are known data points, the red line
represents the prediction function, and the dashed lines show how far the
data points are allowed to be.
Smola and Schölkopf [2004] define the regression function as:
f(x) = wTx+ b (3.15)
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Figure 3.5: Example of -SVR
Here, x is the input vector, w is the weight vector, and b is the bias. To
find an optimal solution, the function to be minimized is:
J =
1
2
|w|2 (3.16)
With the constraints:
yi −wTx− b ≤ 
wTx+ b− yi ≤ 
(3.17)
As noted by Smola and Schölkopf, in practice it might not be feasible to
have all of the training examples within an  distance from the regression
function. We might, for example, want to allow some larger deviations to
have better generalizability. To allow larger deviations, the optimization
problem can be altered to find a balance between the amount of errors larger
than  and the flatness of the regression function. This balance is controlled
by the parameter C, which can be seen in the mathematical representation
later. Figure 3.6 demonstrates a larger deviation from the regression line. In
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the mathematical representation, the deviations are represented differently
depending on which side of the regression function the outlier is. On one side,
the deviation is represented with ξi and on the other side it is represented by
ξ∗i .
Figure 3.6: Example of SVR with a soft margin
Smola and Schölkopf show that the function to be optimized then be-
comes:
J =
1
2
|w|2 + C
∑`
i=1
(ξi + ξ
∗
i ) (3.18)
With the constraints:
yi −wTx− b ≤ + ξi
wTx+ b− yi ≤ + ξ∗i
ξi, ξ
∗
i ≥ 0
(3.19)
Smola and Schölkopf continue that the objective function can then be
formed as a Lagrangian function where αi and α∗i are the Lagrangian multi-
pliers:
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L =
1
2
|w|2 + C
∑`
i=1
(ξi + ξ
∗
i )−
∑`
i=1
αi(+ ξi − yi +wTxi + b)
−
∑`
i=1
α∗i (+ ξ
∗
i + yi −wTxi − b)−
∑`
i=1
(ηiξi + η
∗
i ξ
∗
i )
(3.20)
To minimize it, partial derivatives are taken, and it can be seen that the
weights can be represented by the training examples and Lagrange multipliers
instead:
w =
∑`
i=1
(αi − α∗i )xi (3.21)
Because of this, there is no need to compute the weights, but the whole
algorithm can be performed using the training examples instead. As with
SVM, the dot products can be replaced with kernel functions, which enables
operating in high-dimensional spaces without actually performing the trans-
formations directly. This makes the regression non-linear. Also, the αi and
α∗i become zero for training examples that are within the  margin, so SVR
will end up with a sparse solution using only the training examples that were
further away. Solving the optimization problem is also similar to SVM, as
it can be done using existing quadratic programming libraries. [Smola and
Schölkopf, 2004]
3.6 Parameter selection
Typically, each machine learning method has some parameters that can be
tuned to get better results. Parameters could be selected by making assump-
tions about which ones should work in a specific case, but this is unlikely
to produce the most optimal parameters. Slightly better method would be
to adjust one parameter to find the optimal value for it and then adjust the
next one. This makes the assumption that the optimal parameter values do
not depend on the other parameter values, which is not true usually. Grid
search solves this problem by trying all the possible combinations to find
out the optimal combination of parameters. [Alpaydin, 2010, 480-481] This
thesis uses grid search to select the parameters.
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3.7 Model selection
To know which model to choose, the performance of different models needs to
be evaluated and compared. This means that there needs to be some metric
that is used to decide which model has the best performance. Alpaydin [2010,
p. 40] also notes that the performance on the training data does not indicate
how well the model will perform on new data, so there is also a need for a
process to estimate this performance. This subsection goes through some of
the commonly used metrics, as well as demonstrates how the performance of
a method can be estimated by using a method called cross-validation.
3.7.1 Evaluation metrics
As shown by van Rijsbergen [1979], in a two-class classification problem four
values can be counted: true positive (TP), true negative (TN), false positive
(FP), and false negative (FN). These are demonstrated in Figure 3.7, where
the green area represents the positives examples, red area represents the
negative examples, and the lighter area represents the samples that were
predicted to be positive. True positive means how many of the data points
belonging to the positive class were classified correctly as positive. True
negative correspondingly means how many of the data points belonging to
the negative class were classified correctly as negative. False positive and false
negative mean the numbers of data points that were incorrectly classified into
the opposing classes.
FN
FPTP
TN
Figure 3.7: Different types of prediction correctness and incorrectness
Van Rijsbergen shows that these values can be summarized in multiple
ways based on what is needed. A simple way to do this is to use accuracy
A, which tells what portion of the items were correctly classified:
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A =
TP + TN
TP + TN + FP + FN
(3.22)
Precision P tells what portion of the positive predictions were actually
positive:
P =
TP
TP + FP
(3.23)
And recall R tells the portion of the positive items that were correctly
classified as such:
R =
TP
TP + FN
(3.24)
As both precision and recall can be important, van Rijsbergen combined
them into a single measure, F-measure, which is the harmonic mean of pre-
cision and recall:
F =
(1 + β2)(P ·R)
β2P +R
(3.25)
Van Rijsbergen shows that β can be used to adjust the weight of precision
and recall to suit the needs better. In the typical case where both should be
treated equally, β is set to 1. If a high recall is more important than high
precision, β can be higher (e.g. 2), and if precision is more important, β can
be lower (e.g. 0.5).
To use these metrics with multiclass classification, these metrics can be
calculated separately for each class, and a weighted average can be taken of
the results. Using a weighted average means that the more common classes
gain more importance than the rare classes.
In regression, different types of metrics are needed. Chai and Draxler
[2014] show two commonly used metrics for regression problems: mean abso-
lute error (MAE) and root mean square error (RMSE). Mean absolute error
is defined as:
MAE =
1
N
N∑
i=1
|ei| (3.26)
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Here, N is the number of examples and ei is the error of the example xi.
And root mean square error is defined as:
RMSE =
√√√√ 1
N
N∑
i=1
e2i (3.27)
Chai and Draxler comment that RMSE is the more appropriate metric
when the error distribution is assumed to be normally distributed, as the
larger errors get more weight. As this assumption is expected to hold with
the predictions made in this thesis, RMSE is used as the evaluation metric
for regression problems.
3.7.2 Cross-validation
To estimate the prediction quality on new data, Alpaydin [2010, p. 40] pro-
poses that cross-validation is used. Cross-validation means that the dataset
is divided into a training set and a validation set. Then the model is trained
using the training set and the performance is tested using the validation set.
To evaluate the performance more accurately, this needs to be done multi-
ple times with different training and validation sets. Because there typically
is not enough data to split it into multiple training and validation sets, a
method called K-fold cross-validation is used.
In K-fold cross-validation, the data set is split into K folds, which is
demonstrated in Table 3.1. The model is learned using all except one of these
folds, and the performance is then evaluated using the fold that was left out.
This is repeated K times, so that each fold is used once as the validation
set. Choosing a large K increases the training set size, but decreases the
validation set size. Also, the model needs to be trained K times, so a large
value will mean slower performance. If there is very little data, choosing a
large K is required, as the training set would be too small otherwise. An
extreme choice is to make K the same as the number of instances in the data
set, so that in each round only one example is used in the validation set.
This special case is called leave-one-out. [Alpaydin, 2010, p. 486–488]
As the model is selected based on the performance on the validation
data, the hyperparameters are selected based on that dataset. Because of
this, the results with that dataset are likely to be overly optimistic. To avoid
this problem, it is necessary to have one more data set that is not touched
during the model selection part, and this dataset is called the test set. When
the performance of a model is reported, this is the dataset that is used for
evaluating the performance. [Alpaydin, 2010, p. 40]
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Table 3.1: Example of 5-fold cross-validation
aaaaaaaRound
Fold 20 % 20 % 20 % 20 % 20 %
1 Validation Training Training Training Training
2 Training Validation Training Training Training
3 Training Training Validation Training Training
4 Training Training Training Validation Training
5 Training Training Training Training Validation
Chapter 4
Data collection and processing
The purpose of this thesis is to predict the demographics and intentions
of website’s users. Before predictions can be made, the data needs to be
collected and preprocessed. This chapter shows how the analytics data and
questionnaire data were collected and processed. In addition to describing
the processes, the data is also analyzed and relevant statistics are shown.
4.1 System structure
To understand how the experiments in this thesis were performed, it is im-
portant to first understand how the complete data collection and processing
pipeline works, starting from the website and ending in the predictive model.
This pipeline is demonstrated in Figure 4.1.
The pipeline starts with the website, which has an analytics system. The
analytics system collects events when users perform specific actions, and
these events are stored into a database. These actions included for example
user viewing a page, scrolling the page to see a specific element, starting to
play a video, and so forth.
Most of the data in the database was not necessary for prediction pur-
poses, so the data was first filtered to contain only the useful parts. This
made it possible to process the data much more efficiently. The data was
also enriched to include the used browser and operating system based on the
user agent data sent by the browser.
Then, the data was transformed into feature vectors, so that the predic-
tion algorithms could use it. Each user had one feature vector, where the
contents depended on the experiment that was being performed. For exam-
ple, a feature vector could show which videos and articles a specific user had
viewed, or which devices the user had used to access the service. The exact
26
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Website analytics
system
Database
Filtering and
preprocessing
Data matrix
(Dimensionality
reduction)
Training matrix Test matrix
LearnerUser information Predictive model
Predictions
Figure 4.1: Description of the prediction system structure
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contents of the vectors are described in more detail later. These vectors were
combined into one data matrix.
Next, depending on the experiment, dimensionality reduction was per-
formed on the data. The assumption was that the models could perform
better with a lower-dimensional dataset. Dimensionality reduction was not
done in all of the experiments, so the usage of it is stated separately in each
such case.
After processing the data, it was split into parts: training data and test
data. The training data consisted of randomly picked 75 % of the users, and
the rest of the users were used in the test data. This split was done to get
accurate measurements of the prediction performance on unseen data.
Finally, this matrix was given to the learning algorithm with the correct
answers (e.g. users’ ages or genders) for the corresponding users, and the
model was learned using this data. The learned model was then used to
predict demographics or motives for a group of users that were in the test
data. These predictions were used to report the performance of the model.
4.2 Analytics data
The media usage data was collected by the analytics system on Yle’s web-
sites and mobile applications. The data was not specifically purposed for this
study, but it represented the type of data that is typically collected by web-
sites. The data was originally collected into a database, and for the purposes
of this study the data was extracted from there for the time period between
26.2.2016–18.4.2016. The extracted data included only events about article
views and video plays. In addition, metadata about the articles and videos,
such as the subjects given to them, was used.
This thesis focused only on the registered users that had been active
during the observed time period. This meant viewing at least five articles
or videos. After filtering less active users out, there were 35335 users left.
The videos and articles were also filtered based on the view count, so that
all items with less than ten views by identified users were left out. After
filtering the less popular contents, there were 10890 videos and 9566 articles
left.
Because of the limitations of the analytics system, many of the article
view events did not include the user’s identifier. To solve this problem, all
the cookie and user identifier pairs were collected from the dataset, and if
an event was missing the identifier, it was inserted based on the cookie if
possible. It was then assumed that all the events with the same cookie had
come from the same user. Even after adding the known user identifiers, the
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video data had three times the amount of identified users compared to the
article data, which could cause the prediction accuracy to be lower when
using the article data.
Figure 4.2 displays the age distribution of the registered users. The
dataset had a relatively large amount of users from each age group, but
the ages between 50–70 were clearly overrepresented. The amount of men
and women was almost equal, with 51.7 % men and 48.3 % women. The gen-
der and birth year were self-reported at registration time, but they were not
required fields, so the data was not available for everyone. Because the de-
mographic data was self-reported with no verification, there was no certainty
about the correctness of it.
Figure 4.2: Age distribution of the active registered users
The video and article data were handled as bag-of-contents, meaning that
each user’s feature vector included either one or zero for each video and article
depending on whether the user had viewed the video or article. Article and
video categories were also treated in the same way. Each user’s feature vector
was also scaled to have a unit norm.
The operating system, the web browser, and the times of use were repre-
sented as vectors where each element showed how large portion of the user’s
events had happened with that operating system or browser, or how many
of the events had happened in a specific time block. The time blocks were
4-hour blocks (02–06, 06–10, 10–14, 14–18, 18–22, 22–02) with weekdays and
weekends separated. This meant having 12 time blocks in total. The as-
sumption here was that the majority of the users work on weekdays, so they
might not use the service for entertainment during the days. On the week-
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ends they could behave differently, as they are not at work. Obviously this
approach does not work for everyone, but it was assumed that it would work
for a large portion of the population.
4.3 Analysis of the analytics data
To see whether operating system, browser, or times of activity could be useful
for prediction, the demographics were plotted for them.
First, the operating systems used by the users were analyzed. Figure 4.3
shows the age distributions and Figure 4.4 shows the gender distributions for
it. Clearly, OS X is used more by the younger population while Windows
Vista is used more by the older population. Also, Linux is strongly male-
dominated, while Windows 8.1 is female-dominated. However, age and gen-
der distributions of the most commonly used browsers and operating systems
do not differ from the whole populations distributions significantly. Because
of this, they are not likely to be useful for the prediction. The less commonly
used browsers and operating systems can be informative, but they are useful
only for a small portion of the users. Because of the small differences, it is
still worth experimenting on.
Next, the web browsers used by the users were analyzed. The age dis-
tributions can be seen in Figure 4.5 and gender distributions can be seen
in Figure 4.6. It can be seen, for example, that the users of Internet Ex-
plorer or Edge are mostly older people. Also, Edge users are more commonly
male than female, similarly to Android mobile application users. Again, the
differences are not large, but the minor differences could make using these
useful.
Finally, the times of the day when the user was active were analyzed.
When looking at age group distributions in different time blocks in Fig-
ure 4.7, it can be seen that the behavior is very similar between different age
groups. The only noticeable difference between the age groups is that older
people tend to start using the service before 6 in the morning more com-
monly than the younger people. However, this is also relatively more quiet
time in the services, so this information is useful only with a small portion
of the population. Figure 4.8 shows that the usage patterns are very close
to each others between genders. Based on this, the times of activity should
not be very useful for predictions, but it was still experimented to verify this
assumption.
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Figure 4.3: Age distributions for different operating systems. Horizontal axis
represents the age and vertical axis represents the amount of users.
Figure 4.4: Gender distributions for different operating systems. Left bar
represents the male users and right bar represents the female users.
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Figure 4.5: Age distributions for different browsers. Horizontal axis repre-
sents the age and vertical axis represents the amount of users.
Figure 4.6: Gender distributions for different browsers. Left bar represents
the male users and right bar represents the female users.
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Figure 4.7: Age group distributions at different times of the day. Left half
of the figure contains weekdays and right half contains weekends.
Figure 4.8: Gender distributions at different times of the day. Left half of
the figure contains weekdays and right half contains weekends.
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4.4 Questionnaire
One of the goals in this thesis was to predict what the motives of the users
are when they use the service at different times of the day. To be able to
predict this, some training data was needed. To gather it, a questionnaire
was sent to a group of active users to find out what their typical motives on
weekdays were. The questionnaire consisted of ten proposed motives, and
the users could choose any number of them. These motives were asked for
four different time blocks: morning (6–9), afternoon (12–15), early evening
(18–21), and late evening (21–24). The given options were the following:
• I want to get current information about what is happening in the world
• I want to get current news within my proximity
• I want to deepen my knowledge about interesting things
• I want to enjoy, relax
• I want to become happy, laugh
• I want content that raises emotions or thoughts
• I want content that I can share or forward to others
• I want content that enables interaction with others
• I want to get information about upcoming events near me
• I want to find new things and contents
The questionnaire also asked for the birth year, gender, on how many
devices the person uses Yle’s services, and how many users are using the
same account. The birth year and gender were asked to verify that the
distribution of users was not too skewed. The number of devices was used to
see if it was even reasonable to assume that people would use different types
of content on different types of devices, such as viewing articles on the mobile
phone while on the way to work and watching videos in the evening using
the computer. The number of users using the same account was interesting
to know because the assumption in the predictions was that there is only
a single person using each account. If, for example, a mixed-gender couple
uses the same account, the prediction of gender is meaningless.
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The questionnaire was sent to a group of registered users via email. The
users were selected partly based on their age and gender and partly by ran-
domly selecting people who did not have their age and gender entered. This
random selection was used because too few young people had registered and
given their age, and therefore the collected data would have been biased
towards older users.
The questionnaire’s target groups are shown in Table 4.1. The question-
naire was sent mostly to under-45-year-olds, as the young people answer to
questionnaires less often than the older people. There was also a group of
random people who had not given their age, so that it would be possible to
find more young people to answer the questionnaire. It was assumed that
this random group would have also enough over 45-year-olds to keep the age
distribution of the responses relatively even. For legal reasons, all of the users
who were known to be under 15 years old were removed from the question-
naire’s target set, as well as people who had explicitly prohibited sending
them questionnaires. All of the selected users had also viewed at least 29
videos or articles within the observed time period. This limit was chosen to
be as high as possible to make the prediction more reliable while still having
enough users in all of the target groups.
Table 4.1: Questionnaire’s target groups
Number of users Selection criteria
1000 15–29-year-old men
1000 15–29-year-old women
1000 30–44-year-old men
1000 30–44-year-old women
1000 Over 45-year-old men
1000 Over 45-year-old women
4100 People who have not reported their age
4.5 Analysis of the questionnaire data
The questionnaire received 1998 responses within two weeks, after which it
was assumed that the number of responses would not increase much further.
The age distribution for the responses can be seen in Figure 4.9. As can be
seen, the distribution is slightly skewed towards the young people. However,
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there were enough responses from each age group, so it was considered suffi-
cient for the purposes of this study. The gender distribution was very equal
also, with 52.2 % men and 47.8 % women.
Figure 4.9: Age distribution of the users responding to the questionnaire
It turned out that for 79.5 % of the users there was only a single user
using the account, while 13.8 % had two people, 4.2 % had three people, and
2.5 % had four or more people using the same account. This meant that for
20.5 % of the users the prediction could be difficult if the ages, genders, or
motives of the people using the same account differed.
Figure 4.10 shows the distributions of the answers in different time blocks.
Each motive is shown in a separate subplot. Each subplot contains four bars,
each of which represents one time block. The bar shows how large portion
of the users selected that motive in the specific time block. As can be seen
in the figure, there are some questions where the time of the day affects the
answers significantly. For example, 82 % of the respondents said they want to
get current information about what is happening in the world in the morning,
but only 29 % of the respondents want to get current information in the late
evening. The opposite happens with enjoying and relaxing. Only 23 % of
the respondents want to enjoy or relax in the morning, while it increases to
82 % in the early evening. This shows that just by looking at the time of
the day it is possible to tell quite accurately what type of content the user
wants.
Many of the other questions, however, did not show such a large difference
in the answers. For example, over 80 % of the people do not want to find
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Figure 4.10: Questionnaire answers in different time blocks
content to share at any time of the day. The same applies for wanting to
interact with others.
It was also analyzed how the consumed content depends on the answer
in that time block. There were clearly some very popular television shows
that were viewed by a large amount of people, no matter what the answers
were. However, when looking at the 50 most popular articles and videos,
there were also some differences.
Most significantly, for people, who wanted to find information about what
is happening in the world, 13 of the 50 most popular content items were news
articles. For people who answered negatively, there were no news articles in
the top 50. The same happened for people wanting local news, the number
of news articles being 16 for them, while the people answering negatively had
no news articles in the top 50. This showed that users were using the services
at least partly in the same ways that they said they were.
People who said they wanted to become happy consumed a significant
amount of the drama show Uusi Päivä. Their top 50 items consisted of 17
episodes of this show, while people answering negatively had only one episode
in the top 50. Clearly, some entertainment shows can also indicate what the
motives of the users are.
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However, most of the questions did not show such an obvious difference
in the media usage. This could mean that either the people do not behave
differently even if their answers differ, or that they find the differing content
from other sources. This can not be verified without also observing their
usage of other services, which is beyond the scope of this thesis.
Chapter 5
Our approach
This chapter describes how the experiments were conducted. Prediction of
age and gender are described together, as they were predicted using the same
methods. Motive prediction is described separately, as the approaches dif-
fered from predicting demographics. For example, motives depended on the
time of the day, and there was significantly smaller amount of training data
available for motives. For these reasons, many of the approaches that were
used with demographics were not feasible with motives, and new approaches
had to be used.
5.1 Predicting demographics
Age prediction was approached in two different ways: first treating it as a
regression problem and then as a classification problem. In regression, the
age was predicted using linear regression and support vector regression with
a radial basis function kernel. In classification, there were four age groups,
which were under-30-year-olds, 30–40-year-olds, 45–59-year-olds, and over-
60-year-olds. The classification methods were logistic regression and support
vector machine with a radial basis function kernel. These same classification
methods were also used with gender prediction.
The first experimented feature set was the media usage. This meant that
the user’s feature vector consisted of ones and zeroes based on whether the
user had viewed a specific video or article. The values in the feature vector
were then scaled so that the sum became one.
In the next experiment, features for videos and articles were separated.
The feature vectors were formed in the same way as earlier, but this time they
consisted of either videos or articles only. After measuring the performance
with these, the same experiment was repeated using the video and article
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subjects instead. Each video and article could have multiple subjects, so the
weight of each subject was the inverse of the total number of subjects that
video or article had. This was done to prevent videos and articles with a
large number of labels from having too large weight in the end result. So, if
there were five subjects, each subject would get the weight of 1
5
. Finally, the
predictions were combined with another model to find out if the combination
of videos and their subjects or articles and their subjects would be better
than using the videos or articles only. With regression, the combination was
done using the predicted ages, whereas with classification, the combination
used the predicted probabilities.
Then, web browsers, operating systems, and times of the day were used
as features. First, the models were learned using these feature sets on their
own. With browsers and operating systems, the feature vector consisted of
portions of usage that had been done with each browser or operating system.
With times of the day, weeks were separated into weekdays and weekends,
and the days were separated into six different time blocks. Then, each feature
represented how large portion of the usage had happened in that time block.
After using the feature sets separately, a combination of different models
was experimented. The combination used the models learned using different
feature sets to see whether the predictions could be improved with more data.
In classification the models were combined using score level fusion, and in
regression the models were combined using decision level fusion.
Lastly, dimensionality reduction was experimented to see whether that
could improve the predictions. The dimensionality reduction method that
was used was non-negative matrix factorization, and it was used with 10, 50,
100, 200, and 500 dimensions.
As all of the used algorithms included one or more adjustable parameters,
the parameters had to be optimized. This was done using grid search. Also,
as there is some randomness in the algorithms, each set of parameters was
evaluated with 5-fold cross-validation, and the best performing parameters
were selected. Finally, the best-performing model was tested on a separate
test set and that result was reported.
5.2 Predicting motives
With motives, there were four different time blocks with ten possible motives
in each. The motives were not exclusive, so each user could have any number
of these motives at the same time. Therefore, motive prediction was treated
as ten separate classification problems. Similarly to predicting demographics,
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the classification methods were logistic regression and support vector machine
with a radial basis function kernel.
All of these feature vectors were combined into a single training set, where
the vectors were discarded if the user had not been active in that time block.
The limit for activity was set to be at least five viewed videos or articles in
that time block during the observed time period. Because of this, each user
could have zero to four feature vectors in the training set depending on their
activity. The reason for dismissing inactive time periods was that there could
be multiple reasons for the user being inactive. For example, they might not
be able to find the content they want in that time block from the observed
website, or they could be sleeping and therefore not looking for any kind of
content. Therefore the predictions would not have produced useful results
for those time blocks.
At first, the user’s media usage was used as the feature vector in the same
way it was used when predicting demographics. This meant that the vector
consisted of ones and zeroes based on whether the user had viewed specific
videos or articles. However, this time the vector consisted only of the media
usage in the time block corresponding to the answers. The feature vector
was also normalized to make the sum of the features become one.
As the data seemed to suggest that for some motives it could be sufficient
to know whether the user had viewed more articles or videos within the time
block, this division was also used as one set of features. This meant that the
feature vector showed how large portion of the viewed content were articles
and how large portion of it were videos.
Chapter 6
Results
This chapter shows how well demographics and motives were predicted using
different approaches. These experiments are divided into four sections: pre-
dicting age, predicting age group, predicting gender, and predicting motives.
Each section will first give an overview of the results, after which each result
is explained in more detail.
6.1 Age prediction
First, age was predicted using regression methods. These methods included
linear regression and support vector regression. Table 6.1 shows the results
for each feature set and regression method.
Age prediction was first performed using the viewed videos and articles as
the features. This meant that the feature vector consisted of binary variables
indicating whether the user had viewed a specific article or video. The feature
vectors were also normalized to have a sum of one. With this approach, SVM
achieved the root mean square error (RMSE) of 12.81. With linear regression
the result was slightly worse, RMSE being 13.38. Figure 6.1a shows the
predictions made by SVM, and Figure 6.1b shows the predictions made by
linear regression. The horizontal axis shows the actual age and the vertical
axis shows the predicted age. As can be seen, both methods have significant
problems with the prediction accuracy. On average, young people’s ages are
predicted too high, whereas older people’s ages are predicted too low.
In the next experiment, the predictions were performed using only the
viewed videos. The feature vector was similar to the media usage one, ex-
cept that the article views were left out. In this case, SVM reached the RMSE
of 12.74, while linear regression’s RMSE was 13.51. When using video cate-
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Table 6.1: Age prediction’s root mean square error
Data Method Val. RMSE Test RMSE
(95 % CI)
Videos and articles SVM 13.00 (± 0.23) 12.81
Videos and articles Linear regression 13.51 (± 0.29) 13.38
Videos SVM 12.74 (± 0.25) 12.74
Videos Linear regression 13.81 (± 0.26) 13.51
Video categories SVM 14.21 (± 0.21) 13.96
Video categories Linear regression 14.60 (± 0.19) 14.43
Articles SVM 14.18 (± 0.20) 14.39
Articles Linear regression 14.59 (± 0.17) 14.69
Article subjects SVM 14.82 (± 0.24) 14.93
Article subjects Linear regression 14.91 (± 0.26) 15.16
Browsers SVM 16.26 (± 0.21) 16.13
Browsers Linear regression 16.28 (± 0.18) 16.13
Operating systems SVM 16.42 (± 0.20) 16.28
Operating systems Linear regression 16.42 (± 0.22) 16.24
Times of the day SVM 16.43 (± 0.20) 16.27
Times of the day Linear regression 16.63 (± 0.21) 16.43
Combination SVM 9.65 (± 0.19) 12.74
Combination Linear regression 9.72 (± 0.17) 12.75
gories instead of videos in a similar way, SVM’s error was 13.96, and linear
regression’s error was 14.43.
Then, the same was done using only the viewed articles, leaving the
viewed videos out of the training vectors. With this, SVM’s RMSE became
14.39, while linear regression’s error was 14.69. Using the 500 most common
article subjects instead, SVM’s error was 14.93, while linear regression’s error
was 15.16.
Next, the predictions were performed using the browsers. In this case, the
feature vectors’ values indicated what portion of the usage had been done
using a specific browser. With this data, both SVM and linear regression
had the RMSE of 16.13. Neither one of these was a good predictor on their
own, but they could still be useful when combined with other features.
The same was also done using the operating systems instead of browsers.
Then, the prediction with SVM gave the RMSE of 16.28. With linear regres-
CHAPTER 6. RESULTS 44
(a) SVM (b) Linear regression
Figure 6.1: Predicted ages using viewed videos and articles
sion, the RMSE was 16.24. As can be seen, neither one is accurate enough to
predict the age on their own, although they might still give useful information
for some of the users.
Finally, the predictions were performed using the times of the day when
the user was active. Here, the feature vector showed what portion of the usage
had happened within a specific time block. When the age was predicted using
the times of activity, with SVM the RMSE was 16.27. With linear regression,
the result was quite similar with the error of 16.43.
Then, the outputs of the best regression models were combined. Only the
models using SVM were used, as they performed consistently better than the
models using linear regression. The models included the regressions for video
and article views, times of the day, browser, and operating system. With
SVM, the RMSE became 12.74, and with linear regression it became 12.75.
This result was not significantly better than when the predictions were made
with video and article views, so the additional features were not useful.
Next, dimensionality reduction with non-negative matrix factorization
was experimented using viewed videos and articles. This meant reducing the
dimensionality to 10, 50, 100, 200, and 500 components. The results for this
can be seen in Figure 6.2 as a function of the number of used components.
As can be seen, NMF weakens the performance with both SVM and linear
regression. With linear regression, the results are consistently slightly worse
than with SVM.
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Figure 6.2: Root mean square error for age prediction with NMF
6.2 Age group prediction
Next, age prediction was performed using four age groups (–29, 30–44, 45–59,
60–) with classification methods. The classification methods were support
vector machine and logistic regression. The results for all of the experiments
are summarized in Table 6.2.
First, the prediction was performed using only the viewed videos and
articles. The feature vector consisted of binary values indicating whether a
specific video or article had been viewed. Prediction with multinomial logistic
regression gave 0.500 as the weighted F1 score. With SVM, the weighted F1
score was 0.513. Confusion matrices for these can be found in Appendix A.
Next, the prediction was performed with the viewed videos only, meaning
that the feature vector was similar as previously, but the articles had been
left out. With this data, SVM achieved the weighted F1 score of 0.509, while
logistic regression’s score was 0.500. Prediction was also done using the video
categories instead of videos, which gave the F1 score of 0.457 for SVM and
the score of 0.455 for logistic regression. Combining the classifiers for videos
and their categories, SVM got the F1 score of 0.504 and logistic regression
got the score of 0.502.
When using the viewed articles similarly, SVM’s score was 0.400, and
logistic regression’s score was 0.387. When using the 500 most common arti-
cle subjects instead of using the articles directly, the weighted F1 score was
0.353 with SVM and 0.382 with logistic regression. Combining the classifiers
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Table 6.2: Age group prediction’s weighted F1 score
Data Method Val. F1 Test F1
(95 % CI)
Videos and articles SVM 0.508 (± 0.008) 0.513
Videos and articles Logistic regression 0.497 (± 0.009) 0.500
Videos SVM 0.497 (± 0.010) 0.509
Videos Logistic regression 0.498 (± 0.008) 0.500
Video categories SVM 0.454 (± 0.011) 0.457
Video categories Logistic regression 0.448 (± 0.014) 0.455
Videos+categories SVM 0.619 (± 0.007) 0.504
Videos+categories Logistic regression 0.615 (± 0.010) 0.502
Articles SVM 0.391 (± 0.019) 0.400
Articles Logistic regression 0.383 (± 0.018) 0.387
Article subjects SVM 0.348 (± 0.014) 0.353
Article subjects Logistic regression 0.363 (± 0.023) 0.382
Articles+labels SVM 0.589 (± 0.020) 0.386
Articles+labels Logistic regression 0.588 (± 0.024) 0.384
Browsers SVM 0.293 (± 0.009) 0.297
Browsers Logistic regression 0.279 (± 0.007) 0.279
Operating systems SVM 0.317 (± 0.008) 0.318
Operating systems Logistic regression 0.303 (± 0.016) 0.312
Times of the day SVM 0.329 (± 0.012) 0.331
Times of the day Logistic regression 0.272 (± 0.007) 0.275
Combination SVM 0.627 (± 0.007) 0.515
Combination Logistic regression 0.622 (± 0.008) 0.513
for articles and their subjects gave the score of 0.386 with SVM and score of
0.384 with logistic regression.
Then, the browsers were used for prediction. The feature vector consisted
of values indicating what portion of the usage had happened with a specific
browser. With this data, the F1 score was 0.297 with SVM and 0.279 with
logistic regression. Using the operating systems similarly, the score was 0.318
with SVM and 0.279 with logistic regression.
With times of the day, the feature vector consisted of values indicating
what portion of the usage had happened within a specific 4-hour time block.
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With this, SVM achieved the score of 0.331, and logistic regression got the
score of 0.275.
Combining the viewed articles and videos, browser, operating system,
and the time blocks gave the weighted F1 score of 0.515 with SVM, and the
score of 0.513 with logistic regression. These results were not significantly
better than what can be achieved with the viewed articles and videos, so
these additional features are not important for the prediction.
Age group prediction was also experimented with NMF, and the results
can be found in Figure 6.3 for 10, 50, 100, 200, and 500 components. This
prediction used the viewed articles and videos as the dataset. As the figure
shows, the predictions are always worse than the original prediction without
NMF. There is no noticeable difference in how logistic regression and SVM
behave with lower dimensionality. This experiment shows, however, that the
performance is relatively good with 100 components already.
Figure 6.3: Weighted F1 scores for the age group prediction with NMF
The prediction accuracy was also analyzed based on the amount of content
the users had consumed within the observed time period. The results of this
can be seen in Figure 6.4a. The score was the lowest when the users had
viewed only 5–10 articles or videos, the score being 0.457 for SVM and 0.462
for logistic regression. With 50–100 articles or videos the score became 0.576
for SVM and 0.562 for logistic regression. For over 100 articles or videos
the accuracy was a bit lower, possibly because there were significantly fewer
users who had consumed this much content.
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To find out the effect of the training set size, the prediction score was
analyzed as a function of it. The results can be found in Figure 6.4b. As
can be seen, even with 10000 training users the prediction accuracy became
relatively close to what it was with all the 26501 users that were originally
used.
(a) Number of viewed items per user (b) Number of training users
Figure 6.4: Weighted F1 scores of age group prediction based on the amount
of data
6.3 Gender prediction
Next, the prediction was performed for the gender. The prediction methods
for gender were logistic regression and support vector machine. The results
are summarised in Table 6.3.
First, the prediction was performed with the viewed articles and videos,
which meant that the feature vector consisted of binary values indicating
whether a particular video or article had been viewed. With this dataset,
SVM and logistic regression performed almost equally well. SVM had the
accuracy of 77.9 %, while logistic regression’s accuracy was 77.6 %. The
confusion matrices of these can be found in Appendix A.
When using only the viewed videos, SVM had the accuracy of 76.8 % and
logistic regression had the accuracy of 77.1 %. When using video categories
instead of videos, SVM reached the accuracy of 72.8 %, and logistic regression
had the accuracy 71.8 %. When combining the classifiers for viewed videos
and their categories, both SVM and logistic regression had the accuracy of
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Table 6.3: Gender prediction’s accuracy
Data Method Val. acc. Test acc.
(95 % CI)
Videos and articles SVM 0.779 (± 0.004) 0.779
Videos and articles Logistic regression 0.779 (± 0.007) 0.776
Videos SVM 0.768 (± 0.011) 0.768
Videos Logistic regression 0.768 (± 0.006) 0.771
Video categories SVM 0.721 (± 0.013) 0.728
Video categories Logistic regression 0.711 (± 0.014) 0.718
Videos+categories SVM 0.849 (± 0.009) 0.766
Videos+categories Logistic regression 0.849 (± 0.008) 0.766
Articles SVM 0.702 (± 0.028) 0.699
Articles Logistic regression 0.693 (± 0.016) 0.700
Article categories SVM 0.687 (± 0.018) 0.675
Article categories Logistic regression 0.691 (± 0.020) 0.686
Articles+categories SVM 0.815 (± 0.016) 0.701
Articles+categories Logistic regression 0.813 (± 0.015) 0.701
Browsers SVM 0.536 (± 0.005) 0.527
Browsers Logistic regression 0.538 (± 0.005) 0.525
Operating systems SVM 0.553 (± 0.007) 0.547
Operating systems Logistic regression 0.552 (± 0.008) 0.545
Times of the day SVM 0.555 (± 0.018) 0.553
Times of the day Logistic regression 0.548 (± 0.014) 0.554
Combination SVM 0.857 (± 0.007) 0.777
Combination Logistic regression 0.857 (± 0.008) 0.779
76.6 %. This meant that using the categories in addition to the videos did
not increase the accuracy any further.
Using the viewed articles in the same way gave the accuracy of 69.9 %
with SVM and 70.0 % with logistic regression. When using the 500 most
common article subjects instead of using the articles directly, SVM’s accuracy
was 67.5 % and logistic regression’s accuracy was 68.6 %. When combining
the classifiers for article views and article subjects, both SVM and logistic
regression had the same accuracy of 70.1 %.
Next, using the browsers so that the feature vector consisted of values
indicating what portion of the usage had happened with a specific browser,
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the accuracy was 52.7 % with SVM and 52.5 % with logistic regression. Using
the operating systems in the same way gave the accuracy of 54.7 % with SVM
and 54.5 % with logistic regression.
When using only times of the day, meaning that the feature vector’s values
indicated how large portion of the usage had happened within a specific 4-
hour time block, the accuracy of SVM was 55.3 %. For comparison, logistic
regression had the accuracy of 55.4 %, so there was no significant difference
in the accuracies.
Next, the classifiers for the media usage, browser, operating system, and
times of the day were combined, which had the accuracy of 77.7 % with
SVM and 77.9 % with logistic regression. Therefore, using other features in
addition to the media usage did not improve the accuracy further.
Gender prediction was also performed using non-negative matrix factor-
ization on the video and articles views. It was tried with 10, 50, 100, 200,
and 500 components. The results for each number of components be found
in Figure 6.5. As can be seen, the results are always lower than the orig-
inal results without NMF, but even with 100 components the results were
relatively close to the original.
Figure 6.5: Accuracy for gender prediction with NMF
The users were also grouped based on how many items they had viewed,
and the prediction accuracy for these group can be found in Figure 6.6a.
When the user had viewed only 5–10 videos or articles, the accuracy was
71.7 % for SVM and 72.0 % for logistic regression. If the user had viewed
50–100 videos or articles, the accuracy became 83.6 % for SVM and 82.1 % for
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logistic regression, so the amount of data available had a significant impact.
For the users who had viewed over 100 items, the prediction accuracy was
slightly lower, which might be caused by the lower number of users in that
group.
Similar analysis was made for the amount of users in the training set.
The effect of the amount of training users can be found in Figure 6.6b, where
the prediction accuracy is plotted as a function of the training set size. As
with the age group prediction, 10000 users seems to be enough for reaching
almost the same accuracy as using all the 26501 training users.
(a) Number of viewed items per user (b) Number of training users
Figure 6.6: Accuracy of gender prediction based on the amount of data
6.4 Motive prediction
Finally, the prediction was performed for the motives. The users’ motives
in different time blocks were gathered using a questionnaire, which was de-
scribed in Section 4.4. As there were too many different motives to fit the
results in a single table, the results are visualized separately for each predic-
tion method.
First, motives were predicted using the videos and articles that the user
had viewed. This meant using a feature vector, in which each value indicated
whether the user had viewed a particular article or video. The results for
this are shown in Figure 6.7. The leftmost bar in each group represents
the baseline, which in this case was the accuracy that could be achieved by
selecting the most popular answer for everyone.
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Figure 6.7: Prediction accuracies using viewed videos and articles
As can be seen, the only questions where the accuracy is better than the
baseline are the first and the fourth questions. The first question was about
wanting to get current information of what is happening in the world, and
the fourth question was about wanting to enjoy or relax. When compared
to the baseline, the improvement in the first question was 7.9 percentage
points using logistic regression and 7.1 percentage points using support vec-
tor machine. For the fourth question the improvement was 8.1 percentage
points with logistic regression and 7.9 percentage points with support vector
machine.
Next, the same was repeated using only the distribution between viewed
videos and articles as the features. This meant that the features indicated
what portion of the usage consisted of videos and what portion consisted of
articles. The results can be found in Figure 6.8.
Again, the first and the fourth questions were the only ones where the
results were better than the baseline. Compared to the baseline, with lo-
gistic regression the improvement in the first question was 6.1 percentage
points and with SVM it was 4.8 percentage points. In the fourth question
the improvements was 3.8 percentage points with logistic regression and 2.8
percentage points with SVM.
Lastly, the distribution of the different types of device was used as the
feature vector. This meant that the features indicated how large portion of
the usage in a specific time block was done using a specific type of a device.
The different device types were mobile, tablet, and computer. The results
can be found in Figure 6.9.
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Figure 6.8: Prediction accuracies using distribution of watched videos and
articles
Figure 6.9: Prediction accuracies using distribution of device types
This time only the first question was predicted better than the baseline.
The improvement was 2.9 percentage points with logistic regression, and 3.2
percentage points with SVM.
Chapter 7
Discussion
This thesis set out to find ways to predict website users’ demographics and
motives. Prediction of demographics had been done in earlier studies with
many different types of data, but not with a single website’s analytics data.
Predicting motives from the analytics data was an even more novel problem,
as it had not been done before to the best of our knowledge.
7.1 Research questions
The main research question of this thesis was how accurately users’ demo-
graphics and motives can be predicted using the analytics data of a single
website. When considering any registered user with over 5 viewed articles
or videos during the observed time period, the age group could be predicted
with the weighted F1 score of 0.513 when using SVM, and with the score
of 0.500 when using logistic regression. The prediction accuracy for gender
was 0.779 with SVM and 0.776 with logistic regression. With motives, the
prediction accuracy was above the baseline only in a few cases, so they can
not be predicted accurately with the approaches that were used in this the-
sis. However, users had very similar answers in the motive questionnaire, so
many of the motives can be predicted accurately based on the time of the
day.
The second research question was to determine how much the accuracy
depends on the amount of content the user had viewed. There turned out
to be a significant difference. When the amount of viewed content increased
from 5–10 items to 50–100 items, there was an increase in the accuracy of
gender prediction from 0.717 to 0.836 with SVM. With logistic regression,
the improvement was from 0.720 to 0.821. For age group prediction, the F1
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score increased from 0.457 to 0.576 with SVM and from 0.462 to 0.562 with
logistic regression.
The last research question was to see which features in the typical analyt-
ics data can be useful for the predictions. The viewed videos and articles were
clearly the most useful features. Next were the subjects given to the content,
which gave slightly less accurate results than using the videos and articles
directly. Other features that were experimented on included the browser,
the operating system, and the times of the day when the user was active.
When used on their own, these were slightly better than the baseline, but
not enough to be useful. When using in addition to the viewed videos and
articles, these did not bring significant additional improvements. The reason
for this was that the majority of the people use the service at the same times
with the same browsers and operating systems. Therefore, the only useful
information was the viewed content, which could be approximated by using
the subjects if there is too much data to be handled directly.
7.2 Comparison to other studies
When the results are compared with other related studies, the prediction
accuracies were quite similar. For example, Malmi and Weber [2016] reached
the accuracy of 0.823 on gender when using the installed mobile applications,
while this thesis had the accuracy of 0.778. These results are surprisingly
close to each others considering that the datasets were not very similar. It
should be noted that the mobile phone is typically a more personal device
than the computer. Therefore, the applications on the mobile phone are
very likely to be installed by the owner of the phone, while many people in
a family can view content on the same computer.
For age group prediction, Hu et al. [2007] reached the F1 score of 0.603
using the visited websites. This is slightly higher than the score 0.513 reached
in this thesis. It should also be noted that they had one more age group
than this thesis, which makes their task even more complicated. On the
other hand, they also had significantly more users and websites that they
were able to track. As was seen in this thesis, the amount of data that can
be gathered improves the results noticeably. This includes both the number
of users that can be used for training and the number of pages they view.
Reducing the dimensionality with non-negative matrix factorization did
not improve the prediction accuracy. This was in line with the findings of
Malmi and Weber [2016], as their experiment with singular value decompo-
sition did not provide improvements either. The machine learning methods
that were used in this thesis seemed to perform well even if the dimension-
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ality of the data was relatively high, so there was no benefit in reducing the
dimensionality.
7.3 Limitations
Predicting motives turned out to be difficult using the analytics data. First
challenge in this prediction was the smaller amount of available training data.
The small amount of data was caused by the collection method, as the mo-
tives had to be collected using a questionnaire, while other predictions could
be performed using data that was given during the registration. Another
difficulty was that the users answered many of the questions in the same
way, so high accuracy could be achieved just by selecting the most popular
answer for everyone. In addition, users could view similar content even if
they answered some of the questions differently. This meant that either the
users do not actually behave the way they answered the questions, or they
use other content providers to get the differing content.
One significant limitation in our dataset was that the device and account
can be shared by multiple people, but there was no knowledge of which ones
are being shared. The predictions were done assuming that the account is
used by a single person, but a whole family could be watching television
shows with that same account. This issue was verified by the questionnaire,
where over 20 % of the users said that they share the account with other
people. It should also be noted that the questionnaire was skewed towards
the younger people, who might be more likely to live alone. Because of this,
the amount of users using the same account could be significantly higher in
reality.
Another potential limitation was that the registered users might not be a
representative group of the users in general. Specific types of users might be
more prone to register into the service than others, so the demographics could
be skewed compared to the demographics of all of the users. Unfortunately,
there is no simple way of figuring out the real demographic distributions, as
even questionnaires can be skewed based on what types of people respond
to those. One way would be to track the internet usage of a representative
sample of the population and see which ones visit the website, but that is
beyond the scope of this thesis. However, the demographics of the registered
users seemed like a realistic representation of the user base, even if it could
not be verified.
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7.4 Other findings
SVM and logistic regression both provided nearly equivalent prediction ac-
curacies in our experiments. The main difference between the methods was
that the learning time of logistic regression was significantly lower, so using
logistic regression would be the preferred method in this case. Logistic re-
gression can also provide understanding of users, as the weights can be used
to interpret how each video or article affects the prediction.
The age prediction was first done using regression methods, but the results
turned out to be too inaccurate to be useful. Predicting age groups produced
more valuable results in this thesis. Therefore, it can be preferable to focus
on a limited number of age groups instead of trying to predict the exact age.
As was noted earlier, the amount of content that the users had viewed
affected the prediction accuracies strongly. Therefore, the overall accuracy of
predictions could be increased if the usage data was gathered from a longer
time period. Another way to increase the accuracy would be to collect us-
age data across multiple websites, which is more difficult to implement in
practice. Both of these approaches increase the required computational and
storage resources, so a compromise between the amount of resources used
and the accuracy has to be made.
The level of prediction accuracy could also be adjusted by leaving out
the users who have viewed only a small amount of content. However, there
is also a risk that the people who consume less content belong to a specific
demographic group, so ignoring them could skew the predictions.
It was also shown that after 10000 training users the additional users
provided diminishing improvements to the accuracies. If the dataset is large,
it might be useful to sample the users who are used for training to reduce the
computational costs. In addition, even with only 1000 users the results were
decent, so these predictions can be feasible also on less popular websites.
7.5 Future work
In future, it would be interesting to attempt the prediction of the family type.
As was shown in the questionnaire answers, a significant portion of the users
share the account with someone else. If it is possible to know which accounts
are being shared with other people, these users can be treated separately in
the demographic predictions. Instead of predicting just one age and gender
for them, it could be possible to make separate predictions for the children
and the parents.
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This study could also be expanded to cover multiple websites. This could
be useful especially with motives, where having different motives might lead
the user to different websites. It would also be interesting to see whether
the prediction accuracies are consistent on other websites even if the content
differs. It is possible that on some websites the accounts are not shared as
commonly, which could lead to higher accuracies.
Based on our questionnaire, the motives depend strongly on the time of
the day, so it would be interesting to study whether there are commonly
repeating patterns. As people start their days at different times and have
different daily routines, there might exist a number of different daily patterns
that repeat for many users. Predicting the daily pattern of a user could be
an easier task than predicting each motive separately if there are only a small
number of possible patterns. This would not provide as accurate information
as knowing the exact motives, but it could provide a useful approximation
of the motives.
Chapter 8
Summary
The goal of this thesis was to find out whether the demographics (age and
gender) and motives can be predicted for a website’s users. There had been
earlier studies that had studied demographic prediction, but they had not
made the predictions using analytics data from a single website. Motives
had even fewer earlier studies. The closest studies had performed statistical
analysis on the correlation between the media usage and motives. According
to our knowledge, there were no earlier studies attempting to predict the
motives using the analytics data.
Because of these gaps in the earlier research, this thesis added knowledge
that can be useful for any content provider. With the methods used in this
thesis, they can better understand what types of users are viewing content,
and therefore focus their efforts on the groups of users who are not yet active.
The predictions were made using data that was collected from a popu-
lar website that provides video and article content. The analytics system
collected e.g. what content the user had viewed, at what time they viewed
it, and what operating system and web browser they were using. Metadata
about the viewed content, such as the subjects of the video or article, was
also available. The age and gender were known for some of the users, as
they had given them when they registered to the website. The motives were
collected separately using a questionnaire that was sent out to selected active
users from all demographic groups.
This thesis used logistic regression and support vector machine for the
classification problems (gender, age group, and motives). Linear regression
and support vector regression were used for the age prediction. Logistic re-
gression and support vector machine provided similar results, while support
vector regression had slightly better results than linear regression. Dimen-
sionality reduction was attempted with non-negative matrix factorization,
but it did not improve the results.
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This thesis showed that demographic predictions can be made using the
knowledge of what content the users had viewed. The weighted F1 score of
age group prediction was 0.513, while the accuracy of gender prediction was
0.779. Once the viewed content was known, other features did not improve
the accuracy significantly. The prediction accuracies depended strongly on
the amount of content the user had viewed, but even with 5–10 viewed videos
and articles the accuracies were already on a useful level.
Motive prediction was also attempted with multiple feature sets, but only
two of the ten motives were predicted more accurately than the baseline.
However, the questionnaire showed that many of the motives depend on the
time of the day, and therefore users’ motives can be known quite accurately
solely based on the current time.
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Appendix A
Appendix
Table A.1: Confusion matrix for gender prediction using logistic regression
with viewed videos and articles
aaaaaaaaa
Real
Predicted
Male Female
Male 3686 917
Female 1061 3170
Table A.2: Confusion matrix for gender prediction using SVM with viewed
videos and articles
aaaaaaaaa
Real
Predicted
Male Female
Male 3847 756
Female 1192 3039
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Table A.3: Confusion matrix for age group prediction using multinomial
logistic regression with viewed videos and articles
aaaaaaaaa
Real
Predicted
–29 30–44 45–59 60–
–29 788 343 123 101
30–44 399 930 483 244
45–59 267 531 1131 819
60– 155 240 691 1599
Table A.4: Confusion matrix for age group prediction using SVM with viewed
videos and articles
aaaaaaaaa
Real
Predicted
–29 30–44 45–59 60–
–29 754 330 141 130
30–44 356 932 488 270
45–59 213 517 1208 810
60– 91 225 714 1655
