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Phase-dependent interference mechanisms in a three-level Λ system driven by a
quantized laser field
Jo¨rg Evers∗
Max-Planck-Institut fu¨r Kerphysik, Saupfercheckweg 1, D-69117 Heidelberg, Germany
The dynamics of an atomic few-level system can depend on the phase of driving fields coupled
to the atom if certain conditions are satisfied. This is of particular interest to control interference
effects, which can alter the system properties considerably. In this article, we discuss the mechanisms
of such phase control and interference effects in an atomic three-level system in Λ configuration,
where the upper state spontaneously decays into the two lower states. The lower states are coupled
by a driving field, which we treat as quantized. This allows for an interpretation on the single
photon level for both the vacuum and the driving field. By analyzing the system behavior for a
driving field initially in non-classical states with only few Fock number states populated, we find
that even though the driving field is coupled to the lower states only, it induces a multiplet of upper
states. Then interference occurs independently in three-level subsystems in V configuration, each
formed by two adjacent upper states and a single dressed lower state.
PACS numbers: 42.50.Lc,42.50.Ct,42.50.Hz
I. INTRODUCTION
Interference is recognized as a major mechanism to
control quantum dynamics [1]. If a system exhibiting
quantum interference is sensitive to the phase of applied
driving fields, then the interference itself can often be
conveniently controlled. This is intuitively clear, as the
relative phase between the interfering pathways decides
whether constructive or destructive interference takes
place. Thus it is not surprising that phase-dependent
systems have been discussed extensively [1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. The phase-
control of quantum interference has also been verified
experimentally [18]. One of the first and simplest exam-
ples for a phase-sensitive system is a three-level system
in Λ configuration, where the upper state decays sponta-
neously into the two lower states coupled by a classical
driving field [2]. The transition dipole moments from the
upper state to the two lower states are assumed to be
non-orthogonal. Then, due to the driving field, each of
the two lower states can be reached via two pathways:
Either by a direct spontaneous decay, or by a decay into
the other state followed by a driving field-induced tran-
sition. The two paths interfere, with a relative phase
between the two path amplitudes equal to the driving
field phase. This classical interpretation, however, is un-
satisfactory for several reasons. First, the respective ini-
tial and the final states of two interfering pathways are
obviously not the same, as one involves an interaction
with the driving field, whereas the other does not. Thus
one could argue that the two paths do not interfere, as
they could be distinguished by a measurement. A typical
counter-argument against this is that the photon num-
ber distribution of a strong coherent driving field has
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a large width, such that the two paths cannot be dis-
tinguished. This argument, however, cannot be verified
using a semi-classical description of the system. Second,
while it is clear that the two pathways must have ei-
ther a different initial or a different final state, it is not
apparent in the semiclassical description what the exact
pathways are. Third, the classical description restricts
the system to classical driving fields, and thus does not
allow to consider non-classical driving fields to further
study the system properties. Finally, it is not obvious
where the phase of the driving field should be considered
in a quantized treatment. For example, in the quantized
treatment, both the coupling constants and the initial
field state can carry phase information.
Thus in this article, we revisit the three-level system
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FIG. 1: Bare-state representation of the considered system.
The multiple lines for each state denote the Fock state mul-
tiplets induced by the coupling of the atom with a quantized
driving field. The upper states |3, n〉 decay spontaneously into
the two lower state multiplets |1, n〉 and |2, n〉. Here, n is the
number of photons in the respective driving field Fock modes.
The two lower state multiplets are coupled by the quantized
driving field. gk and gˆk are coupling constants for the inter-
action with the vacuum giving rise to spontaneous emission,
g¯ is the coupling constant for the driving field.
2in Λ configuration, but treat the driving field as quan-
tized. This allows to discuss the phase and interference
effects on the single photon level. We derive a set of equa-
tions for the two dressed lower states alone, and solve this
numerically for different field configurations. For coher-
ent fields, which are closest to classical fields, we find the
same results as in the classical case. By analyzing driving
fields consisting of a single Fock mode, few adjacent num-
ber states, or separated Fock states, it is possible to find
the origin of the quantum interference and to identify the
interfering pathways. It turns out that it is not the large
total width of the photon number distribution which is
crucial for the interference, but rather a fixed phase re-
lation (coherence) between adjacent Fock modes. The
driving field gives rise to an upper state multiplet, even
though it is only coupled to the lower state [19, 20, 21].
Then the interference occurs independently in three-level
subsystems in V -configuration, which are formed by two
adjacent upper states and a single lower dressed state.
Finally, some insight is gained in the role of phase in
quantum systems by comparing the quantum treatment
with the semiclassical description.
The article is organized as follows: In the next sec-
tion II, we analytically derive a set of equations for the
two dressed ground states alone, which is then solved
numerically in Section III for different initial field config-
urations. The results of this analysis are discussed and
summarized in Section IV.
II. ANALYTICAL CONSIDERATIONS
In the following, we consider a three-level system in
Λ-configuration as shown in Fig. 1. The upper state |3〉
decays to the two lower states |1〉, |2〉 with decay rates
γ1, γ2, respectively. In addition, the two lower states
are connected by a coherent field, which in the following
we treat as a quantized field. For simplicity, we assume
the driving field to be on resonance with the transition
frequency ω21 between the two lower states. The inter-
action Hamiltonian in the interaction picture may then
be written as [22]
V (t) =Vdrive + VSE(t) , (1)
where
Vdrive =ih¯
(
g¯A21b − g¯∗A12b†
)
, (2)
VSE(t) =ih¯
∑
k
(
gkA31ake
−iδkt − g∗kA13a†keiδkt
+gˆkA32ake
−iδˆkt − gˆ∗kA23a†keiδˆkt
)
. (3)
Here, VSE(t) denotes the interaction of the atom with
the surrounding vacuum field giving rise to spontaneous
emission, and Vdrive describes the interaction with the
quantized driving field. Aij = |i〉〈j| (i, j ∈ {1, 2, 3})
are atomic transition operators, b (b†) are annihilation
(creation) operators of the driving field, and ak (a
†
k) are
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FIG. 2: Dressed state representation of the system configura-
tion with a quantized driving field. The two lower bare states
|1〉, |2〉 are AC-Stark shifted and absorbed into the dressed
states due to the driving field. The numbers at the arrows
correspond to the numbers at the peaks in Fig. 4.
the corresponding operators of the surrounding vacuum
mode k. δk = ωk − ω31 and δˆk = ωk − ω32 are detunings
to atomic transition frequencies ωij = ωi−ωj, where h¯ωi
is the energy of state |i〉. g¯, gk and gˆk are coupling con-
stants. As we are interested in the phase-dependence of
the system, these constants are treated as complex enti-
ties. In particular, we define
g¯ = |g¯| eiφ . (4)
Note that for simplicity, we treat the transitions between
the two lower atomic states as one-photon transitions [2].
However, replacing Vdrive with a corresponding effective
Hamiltonian containing two-photon transitions propor-
tional to bb (b†b†) does not change the involved physics.
The interference effects in this system crucially depend
on the relative orientation of the dipole moments of the
transitions |3〉 ↔ |1〉 and |3〉 ↔ |2〉. If the two dipole
moments are orthogonal, then no interference effects are
possible. A simple interpretation for this result is that
then the photons emitted spontaneously on the two tran-
sitions can be distinguished by their polarizations, such
that no pathway interference is possible. Thus in the fol-
lowing, we assume the two dipole moments to be parallel.
Note that spontaneously generated coherences between
the two lower states which arise if further ω21 is smaller
than or of the same order as γ1, γ2 do not play a role
in the current system setup. These coherences, however,
become relevant if additional driving fields on transitions
|3〉 ↔ |i〉 (i ∈ {1, 2}) couple to them (see, e.g., [23]).
To simplify the analysis, we transfer the system to the
dressed state representation for the two driven states,
which is given by
|+, n〉 = 1√
2
(|1, n+ 1〉+ i eiφ |2, n〉) , (5a)
|−, n〉 = 1√
2
(|1, n+ 1〉 − i eiφ |2, n〉) . (5b)
3The dressed-state representation of the system is shown
in Fig. 2 for parameters where the AC-Stark splitting is
larger than the level splitting of the two lower bare states.
The wave function of the system can be written as
|Ψ(t)〉 =
∑
n
Cn3 (t) |3, n, 0〉+
∑
n,k
αnk (t) a
†
k |+, n, 0〉
+
∑
n,k
βnk (t) a
†
k |−, n, 0〉 . (6)
Here, |i, n, 0〉 denotes a state with no photons in the sur-
rounding vacuum, n photons in the driving field mode
and the atom in electronic state i (i = 3,+,−). From
the Schro¨dinger equation,
ih¯
d
dt
|Ψ(t)〉 = V (t) |Ψ(t)〉 , (7)
the equations of motion for the state amplitudes can be
evaluated to give
d
dt
Cn3 (t) =
1√
2
∑
k
gk e
−iδkt (αnk (t) + β
n
k (t))
+
i√
2
∑
k
gˆk e
iφ e−iδˆkt (αnk (t)− βnk (t)) , (8)
d
dt
αnk (t) = −
1√
2
Cn3 (t)
(
g∗k e
iδkt + igˆ∗k e
−iφ eiδˆkt
)
− i
2
|g¯| √n+ 1 (αn+1k (t) + βn+1k (t))
− i
2
|g¯| √n (αn−1k (t)− βn−1k (t)) , (9)
d
dt
βnk (t) = −
1√
2
Cn3 (t)
(
g∗k e
iδkt − igˆ∗k e−iφ eiδˆkt
)
+
i
2
|g¯| √n+ 1 (αn+1k (t) + βn+1k (t))
− i
2
|g¯| √n (αn−1k (t)− βn−1k (t)) . (10)
As shown in Appendix A, in a Wigner-Weisskopf-like
evaluation, and assuming that the atom initially is in
the upper state |3〉 (αnk (0) = 0 = βnk (0)), one may solve
the equation of motion for the upper state amplitudes to
give
Cn3 (t) = C
n
3 (0) e
− 1
2
γt . (11)
The rate γ = γ1 + γ2 is the total decay rate of the up-
per state |3〉 to both lower states. Note that each of the
Fock number state amplitudes of the driving field decays
independently. The reason is that the spontaneous emis-
sion from the upper state is an irreversible process, such
that the driving field coupling to the lower states cannot
influence the decay of the upper states. As the Wigner-
Weisskopf procedure involves the continuum limit of an
infinite quantization volume, in the following, we replace
the discrete ground state amplitudes and the detunings
by their continuous counterparts:
αnk (t) −→ αnω(t) , βnk (t) −→ βnω(t) , (12)
δk −→ δω = ω − ω31 , (13)
δˆk −→ δˆω = ω − ω32 . (14)
On inserting Eq. (11) in Eqs. (9), (10), for each spon-
taneous emission frequency k, one obtains a set of cou-
pled equations for the ground state coefficients αnk (t) and
βnk (t) alone, which can be solved numerically for any
given initial state:
d
dt
αnω(t) = −
1√
2
Cn3 (0) e
− 1
2
γt
{
g(ω31)
∗ eiδωt
+igˆ(ω32)
∗ e−iφ eiδˆωt
}
− i
2
|g¯| √n+ 1 (αn+1ω (t) + βn+1ω (t))
− i
2
|g¯| √n (αn−1ω (t)− βn−1ω (t)) , (15)
d
dt
βnω(t) = −
1√
2
Cn3 (0) e
− 1
2
γt
{
g(ω31)
∗ eiδωt
−igˆ(ω32)∗ e−iφ eiδˆωt
}
+
i
2
|g¯| √n+ 1 (αn+1ω (t) + βn+1ω (t))
− i
2
|g¯| √n (αn−1ω (t)− βn−1ω (t)) . (16)
Note that for typical atomic setups, one has g(ω31) ≈
gˆ(ω32), which we assume in the following. From the
ground state amplitudes, the spontaneous emission spec-
trum S(ω) may then be evaluated as
S(ω) ∝
∑
n
(|αnω(t→∞)|2 + |βnω(t→∞)|2) , (17)
where αnω(t → ∞) and βnω(t → ∞) are the steady states
of the ground state amplitudes. It is interesting to note
that the expression for the emission spectrum Eq. (17)
includes contributions both from the independent decay
of the two transitions from the upper state and of in-
terference terms, though somewhat hidden. On expand-
ing Eq. (17), one obtains terms proportional to |g(ω31)|2
and to |gˆ(ω32)|2, which correspond to the independent
spontaneous decay rates γ1 and γ2, respectively. Ad-
ditionally, the spectrum contains contributions propor-
tional to g(ω31)gˆ(ω32)
∗ and g(ω31)
∗gˆ(ω32), which are the
interference terms. If the two transition dipole moments
|3〉 ↔ |i〉 (i ∈ {1, 2}) are assumed to be orthogonal, then
these interference contributions vanish.
III. NUMERICAL ANALYSIS
In this section, we numerically solve the set of equa-
tions Eqs. (15),(16) for several cases of the initial distri-
bution of Fock number states of the driving field. In par-
ticular, we compare the results to those obtained from a
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FIG. 3: Reference figures obtained using a classical driving
field. S(ω) is the spontaneous emission spectrum of the sys-
tem shown in Fig. 1. The parameters are |Ω| = 5 γ, ω21 = γ,
and the driving field phase φc is (a) φc = 0, (b) φc = 0.5 pi
and (c) φc = pi and (d) φc = 1.5pi.
calculation involving a classical driving field, where Vdrive
is replaced by the classical interaction picture Hamilto-
nian [2]
V class.drive = ih¯ (ΩA21 − Ω∗A12) . (18)
Here, Ω = |Ω| eiφc is the Rabi frequency for a classi-
cal field with phase φc. Using the classical Hamiltonian
Eq. (18), for |Ω| = 5 γ and ω21 = γ, we obtain four refer-
ence figures shown in Fig. 3 for (a) φc = 0, (b) φc = 0.5 pi
and (c) φc = pi and (d) φc = 1.5 pi. (c.f. Fig. 4 in [2]).
A. Coherent field
We start the numerical analysis of the system driven
by a quantized field by assuming that initially the driving
field is in a coherent state
Cn3 (0) = e
−|α|2/2 α
n
√
n!
, α = |α| eiφα . (19)
We thus have two phases in our system: φ is the phase of
the coupling constant g¯, and φα is the phase of the ini-
tial coherent state. Note that |α|2 is the average number
of photons in the driving field mode, which for strong
coherent fields can be used to relate the classical Rabi
frequency to the quantum counterpart via the equation
|Ω| = |g¯|·|α|, as |α| ≈ |α|±1 for |α| ≫ 1 in the semiclassi-
cal limit. Then, using the same values for |Ω| and ω21 as
in the reference Fig. 3, we vary the phases φ and φα. The
results are shown in Table I. In summary, the quantum
simulation with a coherent state as initial state of the
driving field mode yields identical results to the classical
calculation if one identifies the phases as follows:
φ+ φα ↔ φc . (20)
One may intuitively understand this result by taking
the expectation value of the quantum interaction Hamil-
φ = 0 φ = pi/2 φ = pi
φα = 0 a) b) c)
φα = pi/2 b) c) d)
φα = pi c) d) a)
TABLE I: Results of the numerical simulation of the system
in Fig. 1 driven by a quantized field which initially is in a
coherent state with phase φα. φ is the phase of the coupling
constant g¯. In the table, e.g. a) means that the result for this
phase configuration is identical to reference a) in Fig. 3.
tonian Vdrive for the coherent state |α〉:
〈α|Vdrive |α〉 = ih¯ (g¯ αA21 − g¯∗ α∗ A12) (21)
A comparison with the classical Hamiltonian Eq. (18)
again yields |Ω| = |g¯| · |α| and the phase relation Eq. (20).
Thus, in a quantized description of a classical driving
field with a fixed phase, the classical phase may either
be attributed to the coupling constants or to the initial
field state.
B. Single Fock mode
We now study the system where the quantized driving
field initially is in a single Fock mode:
Cn3 (0) = δn,n0 . (22)
Here δij is the Kronecker delta symbol, and n0 is the pho-
ton number of the Fock state initially populated. The re-
sulting spontaneous emission spectrum is shown in Fig. 4.
It does not depend on the phase φ, which is reasonable,
as a number state does not possess a definite phase [24].
The obtained spectrum is essentially a sum of four inde-
pendent Lorentzian structures which correspond to the
four transitions from the upper state to the correspond-
ing dressed states as shown in Fig. 2. It turns out that the
spectrum for a single Fock state is identical to the spec-
trum obtained for a coherent or classical driving field
if the interference effects are ignored. This can either
be done by removing the corresponding terms from the
equations of motion, or by averaging the emission spec-
trum over all possible values of the phase φ. Thus no
interference occurs for a single Fock mode.
C. Adjacent Fock modes
Next we consider a driving field where few adjacent
Fock states are initially populated with a fixed phase re-
lation, for simplicity with equal weight:
Cn3 (0) =
1√
2W + 1
W∑
k=−W
ei k φαt δn,n0+k . (23)
5Here,W is the width of the initial Fock mode distribution
around photon number n0. For this initial configuration,
the resulting emission spectra are qualitatively similar to
the ones shown in Fig. 3, even for W = 1. In particular,
the phase dependence is the same. Quantitatively, there
are deviations from the classical spectrum for low W ,
which disappear with increasingW . The reason for these
deviations is given in Sec. IV.
D. Separated Fock modes
Finally we study the case where N non-adjacent Fock
states are initially populated, again with equal weight for
simplicity:
Cn3 (0) =
1√
N
N∑
k=1
ei κk φαt δn,n0+κk . (24)
Here, κk is a set of N photon numbers with |κi−κj| > 1
for all 1 ≤ i 6= j ≤ N . Thus if for arbitrary n one has
Cn3 (0) 6= 0, then Cn+13 (0) = 0 and Cn−13 (0) = 0. In this
case, the result is equal to the result for a single Fock
mode, i.e. there is no interference independence of the
width [maxk(κk)−mink(κk)] of the initial photon number
distribution.
IV. DISCUSSION
In order to understand the results of the above Sec-
tion III, it is important to note that even though the driv-
ing field is assumed to couple the two lower states only,
the upper state atomic state |3〉 also splits up in a multi-
plet of states |3, n〉 which decays into the corresponding
dressed states. Fig. 5 shows all the possible decay path-
ways from three adjacent upper states |3, n+1〉, |3, n〉 and
|3, n− 1〉. First, we assume that only state |3, n〉 is pop-
ulated, i.e. a single Fock mode. Then Fig. 5 shows that
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FIG. 4: Spontaneous emission spectrum without interference.
This figure is either obtained for a single Fock mode as initial
state of the driving field, or by averaging the spectrum for
a coherent driving field over all possible values of the phase.
The parameters are as in Fig. 3. The numbers at the peaks
correspond to the transitions indicated in the dressed state
picture of the system in Fig. 2.
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FIG. 5: Decay pathways starting from single upper state Fock
modes |3, n〉 into the corresponding lower dressed states. The
solid (dashed) arrows are decays due to coupling via coupling
constant gk (gˆk). The ellipses mark interfering pathways. The
parameters are chosen as in Fig. 3, such that the AC-Stark
splitting |Ω| is larger than the photon frequency splitting ω21,
as indicated by the double arrows.
each of the possible final states is only reached via a sin-
gle pathway from the initial state. Thus no interference
is possible, in accordance with the results in Section III.
Next we assume that all three adjacent upper states |3, n〉
and |3, n±1〉 are populated. Then some of the final states
can be reached via two pathways, as indicated by the el-
lipses in Fig. 5, which gives rise to interference effects. It
is interesting to note that the two initial states of the in-
terfering pathways are different, only the final state is the
same. The two initial states, however, have a fixed phase
relation with relative phase φ, which nevertheless allows
for interference to take place. The interfering subsystems
are thus independent three-level systems in V configura-
tion. Note that independent interference to several final
states was also found in other systems [23]. This conclu-
sion can be further verified by noting from Fig. 5 that for
each final state, one of the pathways is mediated by the
coupling constant gk, whereas the other path is propor-
tional to gˆk. Thus the interference effects should also be
controllable via the relative phase of these coupling con-
stants just as via the phase φ. A numerical check shows
that this is indeed the case.
The interference mechanism in the subsystems in V
configuration, however, is not completely analogous to
the well-known spontaneous-emission interference in V
systems with parallel transition dipole moments (see
e.g. [25]). This is illustrated in Fig. 6. There, the inter-
ference structure around ω−ω31 = 5 in Fig. 3(a) is shown
again, but for different values of ω21. It can be seen that
perfect interference, i.e. a vanishing of the spectral inten-
sity at a certain frequency, only occurs for curve (iii) with
ω21 = γ. The interference effects are reduced both if ω21
is increased or decreased. This is in contrast to the usual
V system with parallel dipole moment, where the inter-
ference effects only become smaller if the level spacing
is increased. This upper restriction to ω21 warrants that
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FIG. 6: Dependence of the interference effects on the lower
state separation ω21. The parameters are as in Fig. 3(a),
except for (i) ω21 = 0.1, (ii) ω21 = 0.5, (iii) ω21 = 1, (iv)
ω21 = 2.
the interfering pathways cannot be distinguished by their
transition frequencies. In our system, the additional re-
quirement ω21 ≈ γ for maximum interference stems from
the fact that for total destructive interference, the two
amplitudes must have equal weights. This is the case
for ω21 = γ. Thus the analogy to spontaneous decay in
atomic V systems with non-orthogonal transition dipole
moments in [25] is not complete.
In Section III, we found that for small numbers of ad-
jacent Fock states initially populated, there is a quanti-
tative deviation of the spectrum from the classical case.
The reason for this is that the decay pathways which do
not take part in an interfering V subsystem disturb the
spectrum. For a narrow distribution with equal weights,
the relative weight of the disturbing pathways is not neg-
ligible as compared to the weight of the interfering path-
ways such that the quantum spectrum deviates from the
classical one. If the number of adjacent states initially
populated grows, the relative weights of the disturbing
paths become small, and the spectrum approaches the
classical one. A nice check is possible by considering three
adjacent states n, n ± 1 populated initially as in Fig. 5,
but evaluating the spectrum with amplitudes αn and βn
only. The result is a spectrum identical to the classical
one up to a normalization factor 1/|Cn3 (0)|2, as then only
the interfering pathways are taken into account, while the
contribution of the disturbing final states which are only
populated by a single pathway are neglected.
From Fig. 5 and from the definition of the dressed
states in Eq. (5) one may also understand why it is not
possible to cancel the spontaneous emission completely.
On evaluating the transition matrix elements between
upper states |3, n〉 and the dressed states |±, n〉 for spon-
taneous emissions, one finds that the relative phase be-
tween paths leading to dressed states |+, n〉 differs by pi
from the relative phase between paths leading to dressed
states |−, n〉. Thus destructive interference is not pos-
sible to both dressed state manifolds at the same time,
and there is always spontaneous emission.
Finally, we discuss the case of distant Fock modes ini-
tially populated. As can be seen from Fig. 5, then none
of the final states can be reached via more than one path-
way, and no interference is possible. Thus it is not a large
total width of the initial driving field state, but rather the
fixed phase relation between adjacent Fock mode states,
which accounts for the interference effects.
In summary, we have discussed the spontaneous-
emission spectrum of a three-level system in Λ configura-
tion, which is sensitive to the phase of a quantized elec-
tromagnetic field coupling the two lower atomic states.
The quantum treatment together with a specific choice of
non-classical initial states for the driving field allows to
identify the mechanism leading to interference and the
phase dependence. We found that the quantized driv-
ing field creates an upper-state multiplet of Fock number
states. The system shows interference signatures if the
initial state of the driving field contains adjacent Fock
number states with a fixed phase relation. The reason
for this condition is that then the full level spectrum
contains three-level subsystems in V configuration which
allow for pathways interference on the two transitions to
the lower state. Each of these V systems is made up
from two states of the upper state multiplet and a lower
dressed state.
APPENDIX A: DERIVATION OF EQ. (11)
In this appendix, we briefly outline the derivation of
the solution to the upper state amplitude equation of
motion given in Eq. (11). For this, we introduce the
variables
Xnk =
1√
2
(αnk + β
n
k ) , (A1)
Y nk =
1√
2
(αnk − βnk ) . (A2)
Then, Eqs. (8)-(10) can be written as
d
dt
Cn3 =
∑
k
gk e
−iδktXnk + i
∑
k
gˆk e
iφ e−iδˆkt Y nk , (A3)
d
dt
Xnk =− g∗k eiδkt Cn3 − i |g¯|
√
nY n−1k , (A4)
d
dt
Y nk =i gˆ
∗
k e
−iφ eiδˆkt Cn3 − i |g¯|
√
n+ 1Xn+1k . (A5)
The equations for Xnk and Y
n
k can be decoupled e.g. by
applying a derivation with respect to time to Eq. (A4)
and inserting Eq. (A5), which yields:
d2
dt2
Xnk =− |g|2 nXnk − g∗k
d
dt
(
eiδkt Cn3
)
+ gˆ∗k g¯
∗√neiδˆkt Cn−13 . (A6)
The further treatment of this equation is simplified by
noting that Xnk (0) = 0 = Y
n
k (0), as we assume the atom
7to be in the excited state |3〉 initially. We can then write
the solution of Eq. (A6) as
Xnk (t) = −g∗k
∫ t
0
eiδkτ cos[vn(t− τ)]Cn3 (τ) dτ
+ gˆ∗k e
−iφ
∫ t
0
eiδˆkτ sin[vn(t− τ)]Cn−13 (τ) dτ ,
(A7)
with vn = |g|
√
n. An analogous calculation yields
Y nk (t) = igˆ
∗
k e
−iφ
∫ t
0
eiδˆkt cos[vn+1(t− τ)]Cn3 (τ) dτ
+ ig∗k e
−iφ
∫ t
0
eiδkt sin[vn+1(t− τ)]Cn+13 (τ) dτ . (A8)
Inserting Eqs. (A7), (A8) in Eq. (A3), one obtains
d
dt
Cn3 (t) =
−
∑
k
|gk|2
∫ t
0
e−iδk(t−τ) cos[vn(t− τ)]Cn3 (τ) dτ
−
∑
k
|gˆk|2
∫ t
0
e−iδˆk(t−τ) cos[vn+1(t− τ)]Cn3 (τ) dτ
+
∑
k
gk gˆ
∗
k e
−iφ
∫ t
0
e−iδk(t−τ) eiω21τ
× sin[vn(t− τ)]Cn−13 (τ) dτ
−
∑
k
g∗k gˆk e
iφ
∫ t
0
e−iδk(t−τ) e−iω21τ
× sin[vn+1(t− τ)]Cn+13 (τ) dτ . (A9)
Here, the last two terms are interference cross terms
which are present as the two transition dipole moments
are assumed to be non-orthogonal. Equation (A9) can
be evaluated in a Wigner-Weisskopf-like analysis to
d
dt
Cn3 (t) = −
γ
2
Cn3 (t) , (A10)
where γ = 2pi[D(ω31) g(ω31)
2 + D(ω32) gˆ(ω32)
2] is the
total upper state decay rate. Note that the Wigner-
Weisskopf procedure gives rise to a delta function δ(t−τ)
in the integrand, such that the interference cross terms
containing a sine function in Eq. (A9) vanish. Thus the
upper state decay is not affected by the fact that the two
transition dipole moments are assumed to be parallel.
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