It is well known that non-minimum phase zeros of dynamical systems restrict the achievable performance of closed-loop transfer functions. If performance is specified in terms of finite time properties, then it is not evident that the zero structure of transfer functions limits the achievable performance of the controlled system. In this paper it is shown that the Hankel singular values of the inner factor of the system transfer function provide relevant information for achievable (finite time) performance of the controlled process.
Introduction
Since the beginning of the development of control theory it has been recognized [2, 12] that the process behavior limits the achievable performance of the controlled system. It is therefore important to understand which characteristics of a process limit the achievable performance of the controlled unit [ l , 13, 141 and how these characteristics effect the controller design [2,9, 11, 12, 151. Many definitions and concepts have been proposed to formalize the influence of the open-loop process on achievable closed-loop behavior. Typical notions include controllability [ 12,151, reproducibility [2] , dynamic operability [l] , dynamic resilience [lo, 141. It is well known that non-minimum phase zeros of a plant put intrinsic limitations on achievable closed-loop performance. The relation between non-minimum phase zeros and closedloop behavior is described by integral relations [3, 5] and especially HW control theory has led to a clear understanding of how non-minimum phase zeros effect the frequency response of sensitivity and complementary sensitivity functions.
Today, various approaches exist for the analysis of controllability properties of non-minimum phase systems. The integral relations provide insight in the controllability of the system only for relatively simple cases. A second and frequently applied approach amounts to 'standardization'. This means that an inner-outer factorization is applied to the transfer function of the plant and the complementary sensitivity function is chosen equal to the inner factor [6, 7, 15] . The influence of non-minimum phase zeros on the closed loop performance is then analyzed by considering the frequency response of the corresponding sensitivity function. A second type of standardization is based on the Wolovich and Falb interactor matrix [ 181 and amounts to triangularization of the sensitivity matrix [lo, 161. From an analysis point of view the key disadvantage of standardization procedures is that the freedom in the control design is not entirely utilized.
In this paper a new framework is developed to analyze the restrictions that non-minimum phase zeros pose on the controlled behavior. In contrast to the usual aproaches, we will base our analysis on a study of finite time properties of the controlled system. It is shown that the Hankel singular values of the inner factor of the plant transfer function provide crucial information on the controllability of a dynamical system. The theory is illustrated by the solutions of a tracking and a deadbeat control problem.
The paper is organized as follows. In Section 2 preliminary definitions and results are given. Two control problems are formalized in Section 3. Section 4 provides the main theoretical results which are the basis for the solutions of the problems formulated in Section 3. Section 5 provides complete solutions to the control problems of Section 3 and discusses its consequences. Conclusions are deferred to Section 6.
Notation and preliminaries
Let Z denote the set of integers, T E Z, q L 1 and define the set of square summable time series Here, I . I denotes the standard Euclidean norm. l 2 ( T ) is equipped with the standard inner product (x, y) := xreT yT(t)x(t). Z-and Z+ denote the negative and the non-negative elements of Z, respectively. The shift, s, maps T c Z to the interval sT := {t + 1 I t E T } . The support of a time series U is defined as supp(u) := { t E Z I u(t) f 01.
R3f'gm will be the class of all p x rn stable proper rational transfer matrices. Let Tu and Ty be two intervals' of Z. Associate with (1) and these intervals the observability and controllability gramians
resT.
The observability and controllability matrix are O(Ty) := col(CA', t E Ty),
where "col" means stacking subsequent entries (lowest indexed entry on top) and "row" means placing subsequent entries side by side (lowest indexed entry on left). The gramians are well defined if either Tu g Z-and Ty C Z+, or A is invertible and Ty is left-bounded and Tu is rightbounded. We further define the gramians Q := Q(Z+) and P := P(Z-). The state space system (1) is called balanced if P = Q and equals a diagonal matrix.
We will be interested in the system (1) where the time instants of the outputs are restricted to Ty and the inputs are assumed to have support in Tu. Precisely, we consider outputs yft), t .E Ty which satisfy (1) subject to the initial condition limr+-m x ( t ) = 0, and input signals U E C2 with support supp(u) C Tu. Clearly, this defines an operator 
Problem formulation
In this section we formalize two control problems that involve the tracking of a reference signal on a finite time interval. Throughout this paper we consider inner systems. This is without loss of generality as the invertibility of the outer factor does not constrain tracking properties.
Let G be an inner square system with limlzl+w'G(z) invertible. Let N > 0 and define the time intervals T,, = [ -N , -11, Ty = [O, 00) and Tuy := Ty U Ty. Suppose that a reference signal yref E l 2 is given with support supp(y,f) C Tuy. Consider the following tracking problem.
Definition 3.1 (Tracking problem) The finite time tracking problem amounts to finding a control U E 12(Tu) such that YreflT, = Q T , , T , U . Moreover, we wish to find a recursive expression for updating the control U as a function of the length N of the control horizon Tu and characterize the resulting increase in control effort.
Note that this problem is equivalent to the construction of the inverse of the Toeplitz operator *T,,,T~. By invertibility of l i m~z~+ . m G(z) this inverse exists so that the control U exists and is unique. In the next section we will investigate the invertibility of Toeplitz operators and in Section 5 we will provide a solution of this recursive tracking problem and discuss its consequences. In particular, we will be interested in the effect of the controls U on the output y(t) of the system for time t E Ty viewed as function of the control horizon N .
The second control problem will be a finite time version of the well known deadbeat control problem. Specifically, let G be an inner square system. Let N > 0 and consider the intervals Tu = [ -N , -11 and Ty = [O,CO). As before, let yref E C2 be a reference signal, with support supp(yref) C Tu U T,. The basic idea of deadbeat is that the output of the system matches the reference signal after a predefined number of samples, say ndb. We consider the problem of finding U E C2 with supp(u) G Tu such that the output y tracks yref on a finite interval. k t 0 < ndb < N and define the interval T, ' = [ -N + ndb, -11. 
Inner systems on a finite time horizon
In this section the structural properties of the Toeplitz operator QT,,T" associated with an inner square system G and an arbitrary (finite) interval Tu will be studied. ing problems with norm constraint inputs or norm constraint (future) outputs can only be solved on relatively small control intervals Tu. The maximum length of these intervals is determined by the convergence rate to this limit, which is determined by the eigenvalues of A. 
Main results

The tracking problem
2.
IIu1112 = IIYreflll2
u1 does not effect the output of the system on the time interval Ty, i.e., @ T~, T~U I = 0. updates of the control action may lead to an unbounded tracking error as the control horizon tends to infinity.
The deadbeat control problem
Consider the deadbeat control problem formalized in Sec- From Theorem 5.2 we conclude that the existence of a solution to the deadbeat control problem is determined by the regularity of P(T1). It is well known that this condition is fulfilled if ndb 2 n. The minimum value of ndb for which TI) is non-singular, say n h n , may be smaller than n. Contrary to the solution of the tracking problem, the solution to the deadbeat control problem need not be unique if ndb L nAn. Also observe that u2 is independent of N . Hence, contrary to the solution of the tracking problem, we can find a control U = U 1 + u2 which solves the deadbeat control problem and remains bounded as N + ca.
Example
As an illustration consider the transfer function the steady state value of a unit step. In figure 3 the influence of the choice of the deadbeat horizon ndb on IlylT; 112 and ~~~~~2 are given for N = 100. These norms are decreasing functions of ndb, i.e. the longer the deadbeat horizon, the less control effort is needed and the smaller the output-norm will be on the time interval Tu-. 
