Abstract. A new nonconvex generalized gradient is de ned and some of its calculus is developed.
Introduction
Since F. H. Clarke Cl1, Cl2, Cl3] de ned his generalized gradient there have been many new generalized gradients de ned. One of the most successful is that of Mordukhovich Kr, Mo] and Io e Io1, Io2] . The main advantage that the gradient of Mordukhovich has over other generalized gradients is that it retains many of the properties of Clarke's gradient while giving tighter optimality conditions and a better calculus. This involves the property that it is nonconvex. In this paper a new nonconvex generalized gradient is de ned that is smaller than Mordukhovich's.
This generalized gradient, and the corresponding tangent and normal cones, are a nonconvex version of the generalized gradient of Michel and Penot MP1] or the B-gradients Tr1, Tr2, Tr3] in nite dimensions. As with both of these objects, the di erence with other gradients lies in the demand for a linear rate of convergence in the de nitions.
From the de nitions one would expect that most of the calculus and other results would be restricted to Lipschitz functions. The most surprising aspect of this work is that the calculus and general results are fairly strong and extend beyond Lipschitz functions. This paper is a brief introduction to the linear generalized gradient. Future work will explore more details about optimality conditions, calculus and in nite dimensional extensions.
The rest of this paper is divided into two sections. The next section gives the basic de nitions and places the linear generalized gradient with respect to other generalized gradients and derivatives. The nal section lays out some basic calculus.
Basic de nitions
The basic idea of the linear generalized gradient and normal cone is to take the closure of a set of limits of proximal subgradients or proximal normals where the type of convergence is restricted. A restriction to a linear form of convergence is used here. This means that the radii of the balls and/or the constants of the quadratic term in the description of the proximal subgradients and normals are a constant times the distance from the point of interest to the point where the normal or subgradient is de ned.
This means that these objects will be smaller than the corresponding objects of Mordukhovich Mo].
First the linear normal cone is de ned. This is done in two steps. The idea of a linear sequence of proximal normals is given and then the actual normal cone is de ned.
Note that all of results in this paper are in nite dimensions. Also, B(x; r) denotes the open ball around x of radius r and B(X; r) denotes its closure.
De nition 2.1. A sequence of proximal normals v k ! v to a closed set C < n at x k ! x is linear if, either x k 6 = x for all k, and for some > 0 and all su ciently large n, The`-normal cone to a closed set C < n at x is N`(C; x) = clN`(C; x):
In order to get a feeling for this cone, here are two examples. This is not a closed set.
The closedness of N`(C; x) is used in the proof of Theorem 3.8.
It is also important to place this cone with respect to other normal cones. It corresponds to the convex normal cone for convex sets.
Theorem 2.5. If C is convex, then N`(C; x) is the normal cone of convex analysis.
Proof. Let C be a convex set and x 2 C. Since any normal in the sense of convex analysis to C at x is a proximal normal, the normal cone of convex analysis is contained in N`(C; x).
Since the normal cone of convex analysis is upper semicontinuous, any limit of proximal normals is contained in the normal cone of convex analysis. Therefore N`(C; x) is contained in the normal cone of convex analysis. This completes the proof. The linear generalized gradients to f at x are the elements of
and the 1-linear generalized gradients are the set
It is very important to note that this de nition can be simpli ed if the function is
Lipschitz. In this case the norm k k f can be replaced with the usual norm k k. This follows from the fact that
if L is a Lipschitz constant for f . Now, as with the normal cone, the linear generalized gradient is placed with respect to other generalized gradients.
Theorem 2.9. The set @`f (x) is contained in the B-gradients.
Proof. This follows directly from the fact that the B-gradients are the closed convex hull of@`f(x) +@ 1 f (x) Tr1, Theorem 2.9]. Proof. This follows from the above theorem and the fact that if v is a proximal subgradient to a convex f , then it is a convex subgradient. Proof. Since it is clear that @`f is contained in the generalized gradient of Mordukhovich and@ M f is usc, we only need to show that
This is simple to show since if v is a proximal subgradient to f at x 0 , v 2 @`f (x 0 ). u t
Calculus
In this section a basic calculus for the linear generalized gradient is presented. Although many of the results are not as strong as one might wish, they are strong enough for many uses. It may be assumed that stronger results are possible, however it is not the purpose of this paper to give the best results possible.
The rst two results relate the linear normal cone to a closed set and the linear generalized gradients. These results are important for proving optimality conditions. Let y k be a proximal point in C to z k . From the above, w k = z k ? y k is a linear sequence of proximal normals to C at y k ! x such that w k ! v. In order to prove the main result in this paper about the linear generalized gradient of a sum of function, several preliminary results necessary. First comes a specialized result about the sum of two function.
Assume that X = < n , Y = < m and let kxk f = k(x; f (x))k. We will take the second norm to be the one norm, k(x; f (x))k = kxk + jf(x)j. Theorem 3.5. Let f : X ! < be lsc and let g : Y ! < be locally Lipschitz. If f is nite
Proof. Let (v k ; w k ) ! (v; w) be a linear sequence of proximal subgradients to h(x; y) = f (x)+g(y) at (x k ; y k ) ! h ( x; y) with x k 6 = x and y k 6 = y. Then for some > 0 and a > 0, u t This result will be combined with the proof of the following specialized chain rule to prove the sum rule.
Lemma 3.6. Let : < m ! < n be linear injection and let f : < n ! < be Lipschitz. Then
Proof. Let h(x) = f (x). We will work as follows. Let v k ! v be a linear sequence of proximal subgradients to h at x k ! x. We will show that, for every > 0, there is a sequence of proximal subgradients w k to f at points \near" (x k ) such that (w k ) approximates v k within . Because the a is arbitrary,@`h
and the result follows.
u t
The following sum rule follows easily from the previous two results.
Theorem 3.7. If f : < n ! < and g : < n ! < are Lipschitz, then
Proof. Simply apply the preceding lemma to h where (x) = (x; x) and h(x; y) = f (x) + g(y).
We can however use the proof of Lemma 3.6 to prove a better result.
Theorem 3.8. If f : < n ! < is l.s.c. and g : < n ! < is Lipschitz, then
Proof. In order to apply the proof of Lemma 3.6 to this case one needs to show that one can treat f as if it were a Lipschitz function.
Let x k ! x, x k 6 = x, be the set of point in a linear sequence of proximal subgradients.
Since g is Lipschitz, on a neighborhood of each x k , f is supported below by a Lipschitz function. The neighborhoods can be taken to contract in a linear manner for a xed Lipschitz constant. In addition, we must have that jf(x k ) ? f (x)j Lkx k ? xk for some L. Given these observations, the proof of Lemma 3.6 can be applied.
u t
We can now use this result to prove a stronger chain rule.
Theorem 3.9. Let G(x) : < m ! < n and f : < n ! < be Lipschitz functions. Then 
