Complex multiplication and Brauer groups of K3 surfaces by Valloni, Domenico
Complex multiplication and Brauer groups of K3 surfaces
Domenico Valloni
July 26, 2018
Abstract
Inspired by the classical theory of CM abelian varieties, in this paper we discuss the theory of complex
multiplication for K3 surfaces. Let X be a complex K3 surface with complex multiplication by the maximal
order OE of a CM field E. We compute the field of moduli of triples (T (X), B, ι), where T (X) denotes
the transcendental lattice of X , B ⊂ Br(X) a finite, OE-invariant subgroup and ι : E ∼−→ End(T (X)Q) an
isomorphism. If X is defined over a number field K, we show how our results can be efficiently implemented
to study the Galois-invariant part of the geometric Brauer group of X . As an application, we list all the possible
groups that can appear as Br(X)ΓK when X has (geometric) maximal Picard rank, K is the field of moduli of
(T (XC), ι) and ΓK denotes its absolute Galois group.
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Introduction
The purpouse of this paper is twofold: on one hand, we develop a ‘classical’ approach to the theory of complex
multiplication for K3 surfaces while, on the other, we apply our results to classify the possible Brauer groups
Br(X)ΓK , where X is any K3 surface with complex multiplication over a number field K and ΓK is the absolute
Galois group of K. By definition, a K3 surface X/C has complex multiplication if its Mumford-Tate group is
abelian. Before stating our main theorems, let us quickly review the outline of the paper.
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Outline of the paper
In Section 1 we give a brief recollection of facts about absolute Hodge cycles. Even if not strictly necessary for
our purposes, since thanks to Mukai’s paper [Muk87] we know that the Hodge conjecture is true for X ×X when
X has CM, we need absolute Hodge cycles to state and prove the general form of Theorem 2.7. In Sections 2 and
3 we set the notations and the basic properties of K3 surfaces with CM and Brauer groups. The main definitions
and results of these introductory sections are:
• For every K3 surface X defined over a number field K with a fixed embedding K ⊂ C, we define E(X) to
be the elements α ∈ EndHdg(T (XC)Q) that are defined over K as absolute Hodge classes (see Definition
1.3). We prove in Proposition 2.3 that, if XC has CM by a field E, every class of EndHdg(T (XC)Q) is
defined over K if and only if K contains the reflex field of XC, which is canonically isomorphic to E (see
Proposition 2.2);
• For X/C a K3 surface, we denote by O(X) := EndHdg(T (X)) ⊂ E(X), the ring of integral Hodge
endomorphisms. This is an order in the field E(X) (either CM or totally real as proved in [Zar83]). The
definition is of transcendental nature, as the Hodge structure T (X) usually changes if X is conjugated by
an automorphism of C, but we prove in Theorem 2.7 that for every τ ∈ Aut(C), the natural conjugation
map of absolute Hodge cycles E(X) → E(Xτ ) sends O(X) isomorphically to O(Xτ ). As in the abelian
varieties case, we say that a CM K3 surface X/C is principal if the order O(X) is the maximal one, and we
will always work under this assumption.
In Section 4 we state Rizov’s Theorem [Riz05] and compute the reciprocity map in the K3 case. This is a continu-
ous morphism A×E → MT(X)(Af ) that, via class field theory, contains ‘almost all’ the information of the Galois
action on T (X)Ẑ. In Section 5 we recall some basic properties of ideal lattices and their connections to ide`les and
define level structures, whose aim is to parametrise Brauer classes. In Section 6 we define the type of a principal
K3 surface with CM and prove Proposition 6.5 which allows us to work with ideal lattices and level structures
instead of transcendental lattices and Brauer classes. Loosely speaking, a type is a tuple (I, α, J, σ) where
[1] I is a fractional ideal of E;
[2] α ∈ E× is an element with α = α and such that the form trE/Q(αxy) takes values in Z when restricted to
I;
[3] J a fractional ideal of E satisfying I∗ ⊂ J , where I∗ denotes the dual of I with respect to the quadratic
form induced by α;
[4] σ : E ↪→ C an emdedding.
We use this linear data to parametrise tuples of the form (T (X), B, ι), where T (X) is the transcendental lattice of
a principal CM K3 surfaceX/C,B ⊂ Br(X) a subgroup invariant under the action ofO(X) and ι : E → E(X) an
isomorphism. In particular, we say that (T (X), B, ι) is of type (I, α, J, σ) if there exists anOE-linear isomorphism
Φ: T (X)→ I realising the following ‘correspondence’:
trE/Q(αxy)! (−,−)X ;
I∗ ⊗Q/Z ∼= E/I∗ ⊇ J/I∗! B ⊂ Br(X) ∼= T (X)∗ ⊗Q/Z;
T (X)⊗ C ⊇ T 1,−1(X)! Cσ ⊂ E ⊗ C =
⊕
τ : E↪→C
Cτ ,
where (−,−)X denotes the intersection form on T (X). Note that our notion of type does not provide any infor-
mation regarding the embedding T (X) → H2B(X,Z)(1), i.e. our object of interest is the integral, transcendental
motive ofX , where integral is as in [MR04]. In Section 7 we translate the main theorem of complex multiplication
into the language of ideal lattices, via the type map. Then, in Section 8, we introduce some class groups and related
class fields (as in Shimura’s book [Shi04]), which we call K3 class groups and K3 class fields, that naturally appear
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when studying K3 surfaces with CM: to every ideal I ⊂ OE we associate the K3 class field modulo I , an abelian
extension of E denoted by FK3,I(E). We study these abelian extensions in detail, explaining their relation to the
usual ray class groups and ray class fields (Theorem 8.4 and 8.7) and computing the cardinalities of their Galois
groups (Theorem 9.4 and Proposition 9.5). Finally, in Section 10, we determine the field of moduli of the tuple
(T (X), B, ι), which is going to be one of the K3 class fields introduced before. In [Laf16], Laface computes the
field of moduli of K3 surfaces with maximal Picard rank. IfX/C is such a surface andE ⊂ C denotes its CM field,
then the field of moduli of X (over E) corresponds to the fixed field of {τ ∈ Aut(C/E) : Xτ ∼= X}. However, in
the seminal article [PSˇ71], Piatetski-Shapiro and Shafarevich proved (together with the Torelli’s theorem for K3
surfaces) that if X,Y are two complex K3 surfaces with maximal Picard rank, then X ∼= Y if and only if their
transcendental lattices are Hodge-isometric. In the light of this, we see that
{τ ∈ Aut(C/E) : Xτ ∼= X} = {τ ∈ Aut(C/E) : T (Xτ ) ∼= T (X)},
and we compute the fixed field of the latter group for every principal CM K3 surface, taking into account also the
data of some fixed Brauer classes.
Main results
Theorem 10.2, Theorem 10.3 should be considered as the main results of this paper. We have:
Theorem (A). Let (X,B, ι) be a principal CM K3 surface over C with a finite, OE−invariant subgroup B ⊂
Br(X) and E ⊂ C its reflex field. Let (I, α, J, σ) be the type of (T (X), B, ι) and put IB := I∗J−1. Then the field
of moduli of the tuple (T (X), B, ι) corresponds to FK3,IB (E), the K3 class field of E modulo the ideal IB ⊂ OE .
Theorem (B). Let X/K be a principal K3 surface with CM over K. There exists an ideal IB ⊂ OE such that
OE/IB ∼= Br(X)ΓK
as OE-modules and
[FK3,IB (E) : E]
∣∣ [K : E].
We stress the fact that the numbers [FK3,IB (E) : E] appearing in Theorem (B) can be computed rather easily
using the results in Section 9.
Applications
Consider now a principal K3 surface X defined over a number field K with CM by E, and assume that E ⊂ K.
We would like to understand which groups can appear as Br(X)ΓK . Employing Theorem B, this amounts to find
all the proper ideals IB ⊂ OE such that [FK3,IB (E) : E]
∣∣ [K : E]. This strategy is the ’K3 analogue’ of the
one employed by Silverberg in [Sil88] and later improved by Gaudron and Re´mond in [GR18].In Section 11 we
build an algorithm that, given as input a number field K and a CM field E, returns as output a finite set of groups
Br(E,K) such that for every principal CM K3 surfaces X/K with reflex field E we have Br(X)ΓK ∈ Br(E,K).
As an application, we give a complete classification of the possible abelian groups Br(X)ΓK , when E is quadratic
immaginary either of odd discriminant or E = Q(i) and K is the K3 class field of E (the smallest field where a
principal K3 surface with CM by E can be defined, see Theorem 10.2). This, as well as proving from a different
angle some results already appearing in the literature (e.g. [IS15] and [New16]), provides an efficient strategy to
answer similar questions in the general framework. For example, we are able to prove the following facts:
• Let E := Q(√−3), and let X/E be a principal K3 surface with CM by E. Then Br(X)ΓK is isomorphic to
one of the following groups:
0, Z/3, Z/2×Z/2, Z/2×Z/2×Z/3, Z/3×Z/3, Z/4×Z/4, Z/9×Z/3, Z/5×Z/5, Z/7×Z/7.
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• Let E := Q(√−1) and let X/E be a principal K3 surface with CM by E (e.g., a diagonal quartic surface).
Then the only possibilities for Br(X)ΓK are
0, Z/3× Z/3, Z/5, Z/5× Z/5, Z/2, Z/2× Z/2, Z/4× Z/2, Z/4× Z/4, Z/8× Z/4,
Z/8× Z/8, Z/3× Z/3× Z/2, Z/3× Z/3× Z/2× Z/2, Z/5× Z/2, Z/5× Z/5× Z/2,
Z/5× Z/2× Z/2, Z/5× Z/5× Z/2× Z/2.
Finally, we notice that when the field K has some nice arithmetic properties with respect to E, our algorithm
can be put into a theorem, e.g.:
Theorem (C). Let E be a quadratic imaginary field, K = K(E) be its Hilbert class field and denote by µ(E) the
roots of unity in E. If X/K is a principal K3 surface with CM by E, then Br(X)ΓK ∼= OE/I , where I ⊂ OE is
an ideal such that if J = lcm(I, I), then Gal(E/Q) acts trivially on coker
(
µ(E)→ (OE/J)×
)
.
In this last part of the introduction, let us review the parallelism, already noticed in [VAV17], between (K3
surfaces, Brauer classes) and (abelian varieties, torsion points).
Parallelism between torsion points and Brauer classes
1. If A/C is an abelian variety and X/C is a K3 surface, then A(C)tors ∼= H1B(A,Z)∗ ⊗Q/Z ∼= H1e´t(A, Ẑ)∗ ⊗
Q/Z, and Br(X) ∼= Hom(T (X),Z)⊗Q/Z = Hom(T (X)Ẑ, Ẑ)⊗Q/Z, once we put T (X) = NS(X)⊥ ⊂
H2B(X,Z)(1) and T (X)Ẑ = NS(X)
⊥
Ẑ ⊂ H2e´t(X, Ẑ)(1). If both A and X are defined over a number field
K, then both A(K)tors and Br(X) become natural ΓK-modules, and Skorobogatov and Zarhin in [SZ08]
proved an analogue of the Mordell-Weil theorem for K3 surfaces, namely that the group Br(X)ΓK is always
finite.
2. In the same way that the Hodge structure onH1B(A,Z) determinesA uniquely (up to isomorphism), Torelli’s
theorem tells us that also the Hodge structure on H2B(X,Z) determines X uniquely (up to isomorphism).
If one follows the analogies of (1), then the ade`lic Tate-module T (A) = lim←−A[n] of A should be analogue
to T (X) ⊗ Ẑ, the transcendental lattice of X tensored with Ẑ. Hence, if both A and X are defined over a
number field, one hopes to get information about X from the Galois module T (X) ⊗ Ẑ, the same way one
gets information about A from its Tate module.
3. Both in the abelian and K3 case there is an underlying theory of Shimura varieties: loosely speaking, po-
larised Hodge structures as H1B(A,Q) with a level structure are parametrised by a Shimura variety, whose
canonical model over Q corresponds to the moduli space of principally polarised abelian varieties over Q
with the same level structure and dimension. This is also true for K3 surfaces: as proved by Rizov in [Riz05],
the moduli stack of polarized K3 surfaces overQ is related to the canonical model of the K3 Shimura variety
via an e´tale morphism over Q (the period morphism).
Our discussion deepens this connection even further, showing how the role played by Brauer classes in the CM
theory for K3 surfaces (e.g. when constructing the K3 class fields intruduced in Section 8) is the same played by
torsion points in the theory of CM elliptic curves (e.g. when constructing ray class fields).
Notations
If K is a field, we denote by K a fixed algebraic closure and by ΓK its absolute Galois group. For every scheme
X/K we write X for the base change X ×K K. We denote by Af the ring of finite ade´les over Q and by Ẑ ⊂ Af
the pro-finite completion of Z. For any set S, we denote by |S| its cardinality.
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1 A recollection on absolute Hodge cycles
The idea of absolute Hodge cycle was first introduced by Deligne in his seminal paper [DMOS82], which we
follow as main reference. To explain the main ideas, consider k an algebraically closed field of finite transcendence
degree over Q and X/k a smooth projective variety. Every embedding σ : k ↪→ C defines a variety over C that we
denote by σX . Grothendieck in his paper [Gro66] proved that, for every n ≥ 0, there is a canonical comparison
isomorphism
HndR(σX/C) ∼= HnB((σX)an,Q)⊗ C
between the algebraic de Rham cohomology of σX and the Betti cohomology of its analitification with C-
coefficientes. Following Deligne, we put Hnσ (X) := H
n
B((σX)
an,Q). The canonical morphism of schemes
σX → X,
induces a pullback map
σ∗ : HndR(X/k)→ HndR(σX/C)
and an isomorphism
σ∗ ⊗ 1 =: σ∗dR : HndR(X/k)⊗k,σ C→ HndR(σX/C).
In e´tale cohomology, we have an isomorphism (since k is algebraically closed)
σ∗e´t : H
n
e´t (X,Af )→ Hne´t (σX,Af ).
One now defines, for n ≥ 0 and m ∈ Z,
HnA (X)(m) := H
n
dR(X/k)(m)×Hne´t (X,Af )(m);
it is a free (k × Af )-module. For every σ : k ↪→ C there is a canonical diagonal embedding
∆σ : H
n
σ (X)(m) ↪→ HnA (σX)(m)
and a canonical isomorphism (the product of the two above)
σ∗ : HnA (X)(m)⊗ (C× Af )→ HnA (σX)(m)
Definition 1.1 (Absolute Hodge). An element t ∈ H2nA (X)(n) is said to be absolute Hodge if
1. σ∗(t) ∈ ∆σ(Hnσ (X)(m)) for every σ : k ↪→ C,
2. The first component of t lies in F 0H2ndR(X/k)(n), where F
• denotes the Hodge filtration.
For X/k as above, denote by CnAH(X) ⊂ H2nA (X)(n) the subset of absolute Hodge cycles. It is a finite
dimensional space over Q.
We list now some facts about absolute Hodge cycles, whose proofs can be found in [DMOS82].
Proposition 1.2. The following hold true:
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1. The class of every algebraic cycle is absolute Hodge;
2. The Kunneth components of the diagonal are absolute Hodge;
3. The map in the hard Lefschetz theorem is absolute Hodge;
4. For abelian varieties, the notion of Hodge and absolute Hodge cycle coincide, see [DMOS82] for a proof;
5. For K3 surfaces, one can prove that the Kuga-Satake map is absolute Hodge (see [Del72] or the discussion
in [CS11]) hence, also for K3 surfaces the notion of Hodge and absolute Hodge coincide;
6. If k ⊂ k′ are algebraically closed fields of finite trascendence over Q, and X is defined over k, then
C∗AH(X) = C
∗
AH(X
′
k), where the isomorphism is given by the base-change in cohomology;
7. Suppose thatK is a number field, and suppose thatX is defined overK. Then ΓK acts on C∗AH(X) through
a finite quotient.
Using the last property, we can make the following definition.
Definition 1.3. Let X/K be a smooth projective variety over a number field K. We define C∗AH(X) ⊂ C∗AH(K)
to be
C∗AH(X) := C
∗
AH(X)
ΓK
Note that, straight from the definition, if X,Y/K are smooth projective varieties and
f : H∗B(XC,Q)→ H∗B(YC,Q)
is a correspondence whose class in H∗B(XC×YC,Q) is absolute Hodge and defined over K, then the induced map
f ⊗ 1: H∗e´t(X,Af )→ H∗e´t(Y ,Af )
is ΓK-invariant.
2 K3 surfaces with CM and their Hodge structures
Let X/C be a K3 surface and consider its second Betti cohomolgy H2B(X,Z). Since X is simply connected, the
first Chern class map
c1 : Pic(X)→ H2B(X,Z)(1)
is an inclusion which identifies Pic(X) with the Neron-Severi group NS(X) of X . The transcendental lattice of
X , denoted by T (X), is defined as the orthogonal complement of NS(X) with respect to the intersection form
on H2(X,Z)(1). Hence, T (X) inherits an integral Hodge structure of weight 0 from H2(X,Z)(1), with weights
(1,−1), (0, 0) and (−1, 1).
Definition 2.1. We say that X has complex multiplication (CM) if the Mumford-Tate group MT(X) of T (X)Q is
abelian.
In this case (see Zarhin [Zar83]) one can prove that E(X) := EndHdg(T (X)Q) is a CM field (where complex
conjugation is given by the adjunction with respect to the intersection form) and that dimE(X) T (X)Q = 1. Evalu-
ation on a non-zero 2−form ω ∈ T 2,0(X) induces an embedding σX : E(X) ↪→ C whose image σX(E(X)) ⊆ C
is the reflex field of the Hodge structure T (X)Q (see Proposition 2.2).
The Hodge structure on T (X) can be described using the torus ResE(X)/QGm, whose Q-points are naturally
identified with E(X). Indeed, if we decompose
(ResE(X)/QGm)(C) =
⊕
σ:E(X)↪→C
C×σ
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where
C×σ := {z ∈ (ResE(X)/QGm)(C) : ∀e ∈ E(X), e · z = σ(e)z}
we have that the Hodge structure on T (X)Q is given by the morphism of algebraic groups (defined over R) whose
action on C-points is
h : S(C) ∼= C× × C× → C×σX ⊕ · · · ⊕ C×σX = ResE(X)/QGm(C) ⊂ GL(T (X))(C)
(z, w) 7→ (zw−1, 1, · · · , 1, wz−1),
where S := ResC/RGm is the Deligne torus. Denote by UE(X) theE(X)-linear unitary subgroup of ResE(X)/QGm,
i.e. the one cut out by the equation ee = 1. Zarhin in his paper [Zar83] proved that inside GL(T (X)Q we have
MT(T (X)) = UE(X) .
When taking C-points, the natural inclusion UE(X) ⊂ ResE(X)/QGm becomes
UE(X)(C) =
{
(z)σ ∈
⊕
σ:E(X)↪→C
C×σ : zσzσ = 1
}
.
The cocharacter µ associated to h is hence the map
µ : Gm(C)→ C×σX ⊕ · · · ⊕ C×σX (2.1)
z 7→ (z, 1, · · · , 1, z−1)
with image inside UE(X)(C).
Proposition 2.2. The reflex field of the Hodge structure T (X)Q is σX(E(X)) ⊂ C.
Proof. By definition, the reflex field of T (X)Q is the field of definition of the cocharacter µ. By the discussion
above, we see that τ ∈ Aut(C) fixes µ if and only if τσX = σX , i.e. if and only if τ ∈ Aut(C/σX(E(X)).
The action of E(X) on T (X) can be normalised in the following sense: let ω ∈ T 1,−1(X) be a non-zero
2−form and let α ∈ σX(E(X)), then the Hodge endomorphism σ−1X (α) acts on ω by multiplication with α.
It is well known that CM fields E can be spanned, as Q-vector spaces, by elements α ∈ E such that αα = 1. In
E(X), these correspond to rational Hodge isometries: for v, w ∈ T (X)Q, we have
(αv, αw)X = (ααv,w)X = (v, w)X ,
where (−,−)X is the intersection form on T (X). As proved in [Muk87], there exist integral algebraic cycles Ci ⊆
X ×X and rational numbers qi ∈ Q for i = 1, · · · , n such that the cohomology class of α in H4(X ×X,Q)(2)
can be expressed as
α =
∑
i
qi[Ci],
i.e., the Hodge conjecture is true for X × X . Hence, if X is defined over K ⊆ C and α ∈ E(XC), we can ask
whether also the cohomology class of α is defined over K.
Definition 2.3. Let X/K ⊆ C (this notation means that K is considered as a subfield of C, i.e. the embedding
K ⊆ C is part of the data) with CM over C.
1. For every τ ∈ Aut(C) we define the map τad : E(X)→ E(Xτ ) as
τad(α) :=
∑
i
qiτ
∗[Ci],
where E(X) 3 α = ∑i qi[Ci] and τ∗ denotes the pullback of algebraic cycles via the isomorphism of
schemes τ : Xτ → X .
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2. We say that α ∈ E(XC) is defined over K if for every τ ∈ Aut(C/K)
τad(α) = α.
Remarks.
1. The notation τad comes from Rizov’s paper [Riz05];
2. This definition does not need the full power of the Hodge conjecture. We can define E(X) and O(X) in
the same fashion for every K3 surface X/C, E(X) is always going to be a field, either totally real or CM
(see [Zar83]) and O(X) ⊂ E(X) an order in it. Proposition 1.2 tells us that every α ∈ E(XC) is an absolute
Hodge class, hence we can define τad : E(X) → E(Xτ ) to be the natural conjugation of absolute Hodge
classes.
Definition 2.4. Let X/K ⊆ C be a K3 surface with CM over C, we define E(X) ⊆ E(XC) to be the subfield of
Hodge endomorphism defined over K, and we say that X has CM over K if E(X) = E(XC).
We will now give an equivalent condition for X/K ⊆ C to have complex multiplication over K, analogues to
the one for Abelian varieties.
Proposition 2.5. Let X/K ⊆ C be a K3 surface with CM over C. Then X has CM over K if and only if
σXC(E(XC)) ⊆ K,
i.e. if and only if K contains the reflex field of XC.
Proof. Let τ ∈ Aut(C) be an automorphism of the complex numbers and consider the base change XτC :=
XC ×τ SpecC. Again, since every element of E(XC) is represented by algebraic cycles, we have a natural
isomorphism τ ad : E(XC) ∼= E(XτC), given by the rule
E(XC) 3 α =
∑
i
qi[Ci] 7→
∑
i
qi[C
τ
i ] =: τ
ad(α) ∈ E(XτC).
If ω ∈ T 1,−1(XC) is a non-zero 2−form, we can conjugate it via τ (since it is an algebraic object) to obtain a
non zero 2−form ωτ on T 1,−1(XτC). Now, denote by σXC : E(XC) ↪→ C and by σXτC : E(XτC) ↪→ C the two
embeddings given by evaluation on a non-zero 2−form and let α ∈ σXC(E(XC)); we have:
(τadσ−1XCα)ω
τ = ((σ−1XCα)ω)
τ = (αω)τ = τ(α)ωτ
i.e. σXτC ◦ τad ◦ σ−1XC = τ . The above calculation shows the commutativity of the following diagram
E(XC) E(XτC)
C C.
σXC
τad
σXτC
τ
If τ fixes K, then XτC = XC. We have E(X) = E(XC) if and only if the map τ
ad : E(XC) → E(XC) is the
identity. The diagram above tells us that this happens if and only if τ fixes also σXC(E(XC)).
Definition 2.6. We define the order O(X) := EndHdg(T (X)) ⊂ E(X), and we say that X is principal if O(X)
is the maximal one.
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From now on, we will only consider K3 surfaces with CM that are principal.
One has to prove that the ring O(X) is an algebraic invariant of X , i.e. that it depends only on the scheme
structure of X . What we mean by this is the following: consider X/k any K3 surface, and suppose there exists
an embedding ι : k ↪→ C. Base-changing X via ι, we obtain a K3 surface ιX over C, and we can compute the
ring O(ιX) = EndHdg(T (ιX)). We need to prove that this ring does not depend on ι. In the abelian varieties
case this is easily proved, as the analogue of EndHdg(T (X)) would be the endomorphism ring of the variety, and
conjugation of an endomorphism is still an endomorphism. In the K3 surface case, though, it is not clear that if
α ∈ O(X) ⊂ E(X) then also τad(α) ∈ O(Xτ ) ⊂ E(Xτ ) (we only know, so far, that τad(α) ∈ E(Xτ )).
Theorem 2.7 (Invariance of O(X)). Let X/C be a K3 surface and let τ ∈ Aut(C). Then the natural map
τad : E(X)→ E(Xτ ) sends O(X) isomorphically to O(Xτ ).
Proof. Consider the two natural embeddings
ιB : E(X) ↪→ Hdg4(X ×X) := H0,0(X ×X) ∩H4B(X ×X,Q(2))
ιe´t : E(X) ↪→ H4e´t(X ×X,Af (2)).
Since for K3 surfaces every Hodge cycle is absolute Hodge, for every τ ∈ Aut(C) we have a well defined map
τB : Hdg
4(X ×X)→ Hdg4(Xτ ×Xτ )
and a natural inclusion
Hdg4(X ×X) ↪→ H4e´t(X ×X,Af (2))
such that the following commutes (note the abuse of notation in the vertical arrows)
E(X) E(Xτ )
Hdg4(X ×X) Hdg4(Xτ ×Xτ )
H4e´t(X ×X,Af (2)) H4e´t(Xτ ×Xτ ,Af (2)).
τad
ιB ιB
τB
τ∗
where τ∗ is the natural pullback in e´tale cohomology via the isomorphism of schemes τ : Xτ → X , and the
composition of the vertical arrows is ιet.
Consider now the isomorphism of Ẑ-lattices
τ∗ : T (X)Ẑ → T (Xτ )Ẑ
and let f ∈ O(X). The commutativity of the above diagram tells us that τad(f) = τ∗ ◦ f ◦ τ∗−1, where
the equality occurs in H4e´t(X
τ × Xτ ,Af (2)). Now, τad(f)(T (Xτ )) ⊂ T (Xτ )Q since τad(f) ∈ E(Xτ ) and
τ∗ ◦ f ◦ τ∗−1(T (Xτ )Ẑ) ⊂ T (Xτ )Ẑ since τ∗ : T (X)Ẑ → T (Xτ )Ẑ is an isomophism. Thus, the equality τad(f) =
τ∗ ◦ f ◦ τ∗−1 implies that τad(f)(T (Xτ )) ⊂ T (Xτ )Q ∩ T (Xτ )Ẑ = T (Xτ ), i.e. τad(f) ∈ O(Xτ ). Hence the
map
τad : E(X)→ E(Xτ )
restricts to an isomorphism between O(X) and O(Xτ ).
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3 Brauer groups
In this section we recall some facts about Brauer groups, the proof of which can be found in Milne’s book [Mil80].
Let k be a field of characteristic zero, k a fixed algebraic closure and ΓK its absolute Galois group. For any smooth,
geometrically integral variety X/k let Br(X) := H2e´t(X,Gm) be its Brauer group, and Br(X) := H2e´t(X,Gm) be
the Brauer group of X . Both these groups are torsion abelian groups, since X is smooth. The Kummer sequence
1→ µn → Gm n−→ Gm → 1
gives rise to the short exact sequence
0→ Pic(X)⊗ Z/nZ→ H2e´t(X,µn)→ Br(X)[n]→ 0,
which in turn becomes
0→ NS(X)⊗ Z/nZ→ H2e´t(X,µn)→ Br(X)[n]→ 0,
since Pic(X) is an extension of NS(X) by a divisible group. After taking projective limits, this implies that
Br(X) ∼= (H2e´t(X, Ẑ(1))/NS(X)Ẑ)⊗Q/Z,
where NS(X)Ẑ := NS(X) ⊗ Ẑ. Let now X be a K3 surface, and define T (X)Ẑ := NS(X)⊥Ẑ , the orthogonal
complement of NS(X)Ẑ with respect to the intersection pairing H
2
e´t(X, Ẑ(1))×H2e´t(X, Ẑ(1))→ H4e´t(X, Ẑ(2)) ∼=
Ẑ. If there exists an embedding k ↪→ C, we have a canonical comparison isomorphism T (XC) ⊗ Ẑ ∼= T (X)Ẑ.
The intersection pairing together with Lefschetz’s (1, 1)-Theorem leads to an isomorphism
(H2B(XC,Z(1))/NS(XC)
∼−→ Hom(T (XC),Z)
v + NS(XC) 7→ (x→ (x, v)),
so that we have
Br(X) ∼= Hom(T (XC),Q/Z) ∼= Hom(T (X Ẑ),Q/Z).
If f : X '−→ Y is an isomorphism, we get naturally two maps f∗ : Br(Y ) → Br(X) given by pullback of Brauer
classes and f∗ : Br(X) → Br(Y ) given by the natural pullback in cohomology composed with Hom(−,Q/Z).
They are one the inverse of the other. Assume now that X has CM.
Definition 3.1. By a level structure on T (X) we mean a finite subgroup B ⊂ Br(X) that is invariant under the
action of O(X).
It is clear that level structures on T (X) corresponds bijectively to free Z-modules Λ
Hom(T (X),Z) ⊂ Λ ⊂ Hom(T (X),Q)
that are invariant under the action of O(X).
Lemma 3.2. Let X/K ⊂ C be a K3 surface defined over a number field K, and suppose that X has CM over K.
Then Br(X)ΓK ⊂ Br(X) is a level structure on T (XC).
Proof. By the results in [SZ08], we know that Br(X)ΓK is finite. If X/K ⊂ C has CM over K, then Br(XK)ΓK
is also invariant under the O(X)-action, since every cycle in E(X) is defined over K.
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4 Main theorem of CM for K3 surfaces (after Deligne)
In his paper [Riz05], Rizov proves an analogue of the main theorem of complex multiplication for abelian varieties,
in the K3 case. As a matter of fact, it is a formal consequence of the fact (also proved by Rizov) that the moduli
stack of polarized K3 surfaces over Q is related to the canonical model of the K3 Shimura variety via an e´tale
morphism/Q (the period morphism). As pointed out by Madapusi Pera in [MP15] , Rizov’s theorem could also be
proved using the theory of motives for absolute Hodge cycles, see loc. cit. Corollary 4.4. Before stating Rizov’s
theorem, we have to recall some definitions (following Rizov’s and Milne [Mil05] notations).
Let K be a number field and let Kab be its maximal abelian extension. Class field theory provides us with a
description of Gal(Kab/K) by the reciprocity map, which is a surjective, continuous morphism
recK : A×K → Gal(Kab/K)
whose kernel contains K×. The Artin map is defined to be the opposite of recK , i.e.
artK :=
1
recK
.
If K is a CM field, then the reciprocity map factors through the quotient A×K  A×K,f .
Let V be a finite dimensional Q-vector space and let h : S→ GL(V )R be a rational Hodge structure. Suppose that
there exists a torus T ⊂ GL(V ) defined over Q such that the morphism h factors through TR:
h : S→ TR ↪→ GL(V )R
then the same holds for the cocharacter µ : Gm(C) → GL(V )(C) - hence µ can be defined over Q. Its field of
definition is called the reflex field of the Hodge structure h, and is denoted by E(h). Composing µ : Gm,E(h) →
TE(h) with the norm morphism, we obtain a map
r
′
h : ResE(h)/Q(Gm,E(h))→ T
and we define rh : A×E(h) → T (Af ) as the composition
A×E(h) = ResE(h)/Q(Gm,E(h))(A)
r
′
h−→ T (A) proj−−→ T (Af ).
In our case, we have
Proposition 4.1. After naturally identifying MT(X) with the norm-1 torus UE ⊂ E inside the reflex field E, we
have that the reciprocity map corresponds to
r : A×E 7→ A×E,f
s→ sf
sf
Proof. Remember that the reflex field E is naturally embedded into C, via the evaluation map. Denote by E˜ ⊂ C
its Galois closure, and consider the natural embedding
E ↪→ E ⊗Q E˜
e→ e⊗ 1.
We can multiply every element x ∈ E ⊗Q E˜ by an element of e ∈ E in two ways, respectively e · x and x · e.
Denote by E := {ι : E ↪→ E˜} the set of embeddings. The Galois group G := Gal(E˜/Q) acts transitively on S by
ι 7→ gι. We have a decomposition
E ⊗Q E˜ =
⊕
ι∈E
E˜ι
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where
E˜ι = {x ∈ E ⊗Q E˜ : e · x = x · ι(e) ∀ e ∈ E}.
One can show that exists a unique element 1ι ∈ E˜ι such that the map E˜ → E˜ι, e˜ 7→ 1ι·e˜ is an isomorphism of fields
(multiplication on E˜ι being the one induced byE⊗Q E˜). If we letG act on the right side, i.e. g(z⊗w) := z⊗g(w)
for every g ∈ G, we have g(1ι · e˜) = 1gι · g(e˜). In particular, the natural embedding E ↪→ E ⊗Q E˜ becomes
E ↪→
⊕
ι∈E
E˜ι (4.1)
e 7→ ⊕ι1ι · ι(e). (4.2)
In our case, denote by σ : E ↪→ E˜ the canonical inclusion. The cocharacter is given by
µ : E → E ⊗ E ⊂ E ⊗ E˜
e 7→ ⊕(1σ · σ(e), · · · , ·1σ · σ(e)−1),
where all the other entries are 1. Denote by S ⊂ G the stabiliser of ι, the map r′ is finally given by∏
[g]∈G/S
[g]µ(e) =
∑
ι∈E
1ι · ι
(
e
e
)
=
e
e
,
(note that [g]σ(e) is well defined) where in the last equality we use the identification (4.1).
We can now state the main theorem of CM for K3 surfaces:
Theorem 4.2 (Rizov). Let X/C be a K3 surface with complex multiplication and let E ⊂ C be its reflex field. Let
τ ∈ Aut(C/E) and s ∈ A×E,f be a finite ide`le such that art(s) = τ|Eab . There exists a unique Hodge isometry
η : T (X)Q → T (Xτ )Q such that the following triangle commutes
T (X)Af T (X
τ )Af
T (X)Af
η⊗Af
s
s
τ∗
where τ∗ is the pull-back in e´tale cohomology of τ : Xτ → X .
Proof. The diagram above, as found in [Riz05], reads a bit differently:
PB(X,Af (1)) PB(Xτ ,Af (1))
PB(X,Af (1)),
η˜⊗Af
rX(s)
τ∗
wherePB(X,Af (1)) is the primitive cohomology ofX with respect to some polarisation ` ∈ NS(X), η˜ : PB(X,Q(1))→
PB(X
τ ,Q(1)) is a Hodge isometry and rX is the reciprocity map associated to the torus MT(PB(X,Q(1))).
Now, PB(X,Q(1)) = T (X)Q⊕A(X), whereA(X) is the rational (0, 0)-part of PB(X,Q(1)), i.e. A(X) = {v ∈
NS(X)Q : (v, `) = 0}. It is therefore clear that the inclusion T (X)Q ↪→ PB(X,Q(1)) induces an isomorphism of
Mumford-Tate groups
GL(T (X)Q) GL(PB(X,Q(1))
MT(T (X)Q) MT(PB(X,Q(1))).
∼=
This identification implies rX(s) = ss and η˜ = (η, τ
∗), where τ∗ : NS(X)→ NS(Xτ ) is the pull-back via τ .
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5 Ideal lattices & ide`les
Ideal lattices provide the natural framework to work with CM, polarised Hodge structures. As in the abelian
varieties case, they allow us to faithfully translate the geometric information contained in a polarised CM Hodge
structure into the more arithmetic information of ideal lattices.
In the summary below, we mainly follow [BF02].
Definition 5.1. LetE be a CM number field, by an ideal lattice we mean the data (I, q) where I ⊂ E is a fractional
ideal and
q : I × I → R
is a non-degenerate symmetric (seen as a form over Q) bilinear form such that q(λx, y) = q(x, λy) for every
x, y ∈ I and λ ∈ OE .
By the non-degeneracy of the trace, it follows that there exists α ∈ E such that α = α and q(x, y) =
trE/Q(αxy). So that, from now on, we will denote with (I, α) the ideal lattice (I, q) with q(x, y) = trE/Q(αxy).
Definition 5.2. An ideal lattice (I, α) is said to be integral if q takes value in Z.
Recall that the inverse different idealD−1E is defined to be the maximal fractional ideal of E where trE/Q takes
integral values. Hence, if α ∈ E is like above, (I, α) is integral if and only if
(α)II ⊂ D−1E (5.1)
Let (I, q) be an integral ideal lattice. Its dual is defined as (I∗, q) where
I∗ = {x ∈ E : q(x, I) ⊂ Z};
the intersection forms induces a natural inclusion (I, q) ⊂ (I∗, q). From the definition, it follows that also (I∗, q)
is an ideal lattice (usually non integral) and that
I∗ = (α)−1D−1E I
−1
;
the inclusion I ⊂ (α)−1D−1E I
−1
is hence also a consequence of (5.1).
Definition 5.3. We say that two ideal lattices (I, α) and (J, β) are equivalent, denoted by (I, α) ∼= (J, β), if there
exists e ∈ E∗ such that J = eI and α = eeβ.
This means exactly that multiplication by e
e : I → J
is an isometry. Note that the two lattices (I, α) and (J, β) can be isometric without being equivalent (because a
general isometry between the two might not be E-linear).
Remark. We will prove later (see Lemma 5.7) that if (I, α) ∼= (J, β) via e ∈ E∗, then (I∗, α) ∼= (J∗, β) via e as
well.
If (I, α) is an ideal lattice, the quotient of abelian groups E/I ∼= I ⊗Q/Z is a torsion abelian group, and also
an OE−module. We now make the analogue of Definition 3.1.
Definition 5.4. By a level structure on the ideal lattice (I, α) we mean a finite, OE-invariant subgroup G ⊂
I∗ ⊗Q/Z.
Remark. To give a level structure is equivalent to give a fractional ideal J such that I∗ ⊂ J , i.e. J = pi−1(G)
where pi : E → E/I∗ is the canonical projection. From now on we will not make any distiction between one or
the other definition.
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We want now to extend the definition of equivalence keeping track of level structures. So let (I, α,G) and
(J, β,H) be two ideal lattices with level structures. We say that (I, α,G) ∼= (J, β,H) if there exists e ∈ E∗ as
before such that the map induced by multiplication by e
E/I∗ → E/J∗
restricts to an isomorphism between G and H .
In general, what we have is a way to multiply an ideal lattice with a level structure by an element e ∈ E× by
putting
e · (I, α,G) :=
(
eI,
α
ee
, eG
)
where eG is the image of G under the map
e : E/I∗ → E/eI∗,
where the last equation makes sense since eI∗ = (eI)∗ thanks to the above remark.
The following facts are well known, see Lang [Lan83] or Shimura [Shi04] for a proof.
Proposition 5.5. Let I, J ⊂ E be fractional ideals. We have:
1. For all but finitely many finite places v of E, I ⊗ OE,v = J ⊗ OE,v,
2. I ⊂ J if and only if I ⊗ OE,v ⊂ J ⊗ OE,v for every finite place v,
3. If (Iv)v is a collection of OE,v−modules Iv ⊂ Ev , such that for all but finitely many v’s we have that
Iv = OE,v , than there exists unique a fractional ideal I such that I ⊗ OE,v = Iv for every v.
Let now s ∈ A×E,f be a finite ide`le and I a fractional ideal. In virtue of the facts above, there exists a unique
fractional ideal J such that
Jv = sv · Iv
since for all but finitely many v’s we have that sv · Iv = Iv . To construct such a J , denote by sOE the fractional
ideal associated to s:
sOE =
∏
p
pordp(s),
then one can see that J = sI . To extend the action of E× on triples (I, α,G) to a subgroup of A×E,f containing
E×, note first that we have an isomorphism
E/I ∼=
⊕
Ep/Ip
where the sum is taken over all the prime ideals of OE , Ep is the completion of E at p and Ip := I ⊗OE,p. So we
get a natural homorphism
AE,f → E/I
whose kernel is exactly ⊕Ip. If s ∈ A∗E,f is an ide`le, we have seen before that J := sI is the only fractional ideal
of E such that Jp = spIp. Hence we obtain a commutative square
AE,f E/I
AE,f E/sI
s ψ
where ψ is given at the p-component by multiplication by sp. IfG ⊂ E/I is a subgroup, we denote by sG ⊂ E/sI
the image of G under ψ in the diagram above.
In order to extend the action of E×, we make the following definition.
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Definition 5.6. Let F ⊂ E be the fixed field of the complex conjugation, we define KE ⊂ A×E,f to be the kernel
of
A×E,f
NE/F−−−−→ A×F,f  CF
where CF is the ide`le class group of F . In particular, s ∈ KE if and only if ss ∈ F×
Let now (I, α) be an ideal lattice and s ∈ KE . Define
s · (I, α) :=
(
sI,
α
ss
)
.
If (I, α) is integral, then also s ·(I, α) is integral. We have to prove that this construction commutes with formation
of duals.
Lemma 5.7. Let (I, α) be an ideal lattice, and let s ∈ KE . Then the dual of s · (I, α) is s · (I, α)∗.
Proof. Indeed, the dual of s · (I, α) is(
(ss)(α)−1D−1E (s
−1)I
−1
,
α
ss
)
=
(
(s)(α)−1D−1E I
−1
,
α
ss
)
and
s · (I, α)∗ = s · ((α)−1D−1E I
−1
, α) =
(
(s)(α)−1D−1E I
−1
,
α
ss
)
.
This commutativity allows us to make the following definition
Definition 5.8. Let (I, α,G) be an ideal lattice with level structure, and let s ∈ KE . Then we define
s · (I, α,G) :=
(
sI,
α
ss
, sG
)
,
where sG is the image of G under multiplication by s
E/I∗ → E/sI∗ = E/(sI)∗.
6 Type of a principal K3 surface with CM
In this section we introduce the type of a K3 surface with CM. This will permit us to translate the information
contained in T (X) into ideal lattices via the type map.
Let us fix an abstract CM number field E and an embedding σ : E ↪→ C, and consider an ideal lattice with level
structure (I, α,G). Let (X,B, ι) be a principal CM K3 surface X/C with level structure B ⊂ Br(X) and an
isomorphism ι : E → E(X). In the following, we consider T (X) as an OE-module, via the map ι.
Definition 6.1. We say that (T (X), B, ι) is of type (I, α,G, σ) if there exists an isomorphism of OE−modules
Φ: T (X)
∼−→ I
such that:
1. (v, w)X = trE/Q
(
αΦ(v)Φ(w)
)
for every v, w ∈ T (X);
2. If Φ∗ : T (X)∗ → I∗ is the induced map on dual lattices, then
Φ∗ ⊗Q/Z : Br(X)→ E/I∗
sends isomorphically B to G;
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3. σX ◦ ι = σ.
Remarks.
1. It may seem that fixing an abstract field E together with the maps ι and σ is redundant; to every K3 surface
X/C with CM, we have canonically associated its reflex field E (already embedded in C) together with an
isomorphism σX : E(X) → E. We chose this definition to keep track of the Aut(C)-action on E(X): if
τ ∈ Aut(C), we put (T (X), B, ι)τ = (T (Xτ ), τ∗B, τad ◦ ι). See Lemma 6.3.
2. Every CM K3 surface has a type: let E σ−→ C be its reflex field, put ι := σ−1X and choose 0 6= v ∈ T (X).
The inverse image of T (X) under the isomorphism E → T (X)Q, e 7→ ι(e) · v is a lattice in E fixed by OE ,
hence a fractional ideal. By the non-degeneracy of the trace, we can find unique α ∈ E as in Definition 6.1.
Definition 6.2. Let X,Y/C be two principal K3 surfaces with CM. We say that the two triples (T (X), B, ιX) and
(T (Y ), C, ιY ) are isomorphic if there exists a Hodge isometry f : T (X)
'−→ T (Y ) such that
1. fad ◦ ιX = ιY , where fad : E(X)→ E(Y ) is the induced isomorphism and
2. f∗ : Br(X)→ Br(Y ) restricts to an isomorphism betweenB and C, where f∗ is the induced map on Brauer
groups.
Let us formalise point (1) in the above remark:
Lemma 6.3. Let X/C be a principal K3 surface with CM and let ι : E → E(X) be an isomorphism. Let
τ ∈ Aut(C), and suppose that (T (X), ι) ∼= (T (Xτ ), τad ◦ ι). Then τ fixes the reflex field of X .
Proof. Since f is a Hodge isometry, we have that σX = σXτ ◦ fad. During the proof of Proposition 2.5, we
have also proved that σXτ ◦ τad = τ ◦ σX . By assumption, we have fad ◦ ι = τad ◦ ι, i.e. fad = τad. Hence,
σX = τ ◦ σX , i.e. τ fixed the reflex field of X .
Note that if X can be defined over Q, then T (X) ∼= T (Xτ ) for every τ ∈ Aut(C). Here is when the map ι
comes into play.
Lemma 6.4. Suppose that (T (X), B, ι) is of type (I, α,G, σ) and let Φ and Φ′ be two maps as in Definition 6.1.
Then there exists a root of unity µ ∈ O×E such that Φ = µΦ′.
Proof. Indeed, the map Φ′ ◦ Φ−1 : (I, α)→ (I, α) is an integral isometry, hence a root of unity.
We are ready to prove the following proposition.
Proposition 6.5. Let (T (X), B, ιX) be of type (I, α,G, σ) and let (T (Y ), C, ιY ) be of type (J, β,H, θ). Then
(T (X), B, ιX) ∼= (T (Y ), C, ιY ) if and only if (I, α,G) ∼= (J, β,H) and σ = θ.
Proof. Let us prove the implication (T (X), B, ιX) ∼= (T (Y ), C, ιY ) ⇒ (I, α,G) ∼= (J, β,H) and σ = θ.
Consider the square
T (X) I
T (Y ) J,
ΦX
f
ΦY
where f is a map as in Definition 6.2 and ΦX ,ΦY are the maps realising the types of X and Y respectively. By
linearity, we see that the dashed arrow is induced by multiplication by some e ∈ E×, which is also an isometry
between the two ideal lattices (I, α) and (J, β) , i.e. eI = J and eeβ = α. The induced square on Brauer groups
is
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Br(X) E/I∗
Br(Y ) E/J∗,
Φ∗X
f∗ e
ΦY ∗
which implies eG = H , since f∗(B) = C, Φ∗X(B) = G and ΦY ∗(C) = H . By the definition of type, we have
that σX ◦ ιX = σ and σY ◦ ιY = θ. Moreover, we also have fad ◦ ιX = ιY (by Definition 6.2) and σX = σY ◦fad
(since f is a Hodge isometry). Hence, we see that σ = θ. On the other hand, suppose that (I, α,G) ∼= (J, β,H)
and that σ = θ, and let e ∈ E× be an element realising the equivalence. Consider the diagram
T (X) I
T (Y ) J,
ΦX
e
ΦY
and call f the dashed arrow. Then, f is an isometry between the lattices T (X) and T (Y ) and satisfies condition 2
in Definition 6.2. We need to prove that it respects the Hodge decomposition and that fad ◦ ιX = ιY . Since σ = θ,
we have that σX ◦ ιX = σY ◦ ιY . Let 0 6= ω ∈ T 1,−1(X) be a non-zero two form, and let x ∈ E. We want to
prove that ιY (x) · f(ω) = σY (ιY (x))f(ω). We have
ιY (x) · f(ω) = ιY (x) · Φ−1Y
(
eΦX(ω)
)
= Φ−1Y
(
xeΦX(ω)
)
= Φ−1Y
(
eΦX(ιX(x) · ω)
)
= f(ιX(x) · ω) =
= f(σX(ιX(x))ω) = σX(ιX(x))f(ω) = σY (ιY (x))f(ω).
Hence, f respects the Hodge decomposition. As a consequence of this, we must also have that σX = σY ◦ fad.
Pre-composing with ιX and using again the fact that σX ◦ ιX = σY ◦ ιY , we finish.
7 Main theorem of CM for K3 surfaces (after Shimura)
The next step is to translate Theorem 4.2 in the language of ideal lattices.
Theorem 7.1. Let X/C be a principal K3 surface with complex multiplication and reflex field E ⊂ C. Let
τ ∈ Aut(C/E) and let s ∈ A×E,f be a finite ide`le such that art(s) = τ|Eab . Suppose that (T (X), B, ι) is of type
(I, α,G, σ). Then (T (Xτ ), τ∗B, τad ◦ ι) is of type
s
s
· (I, α,G, σ).
Moreover if ΦX is a map realising the type of X , there exists a unique map ΦXτ realising the above type of Xτ ,
such that the following commutes
Br(X) E/I∗
Br(Xτ ) E/ ssI
∗
Φ∗X
τ∗ ss
Φ∗Xτ
Proof. Rizov’s Theorem tells us that there exists a unique Hodge isometry η : T (X)Q → T (Xτ )Q such that the
following diagram commutes
T (X)Af T (X
τ )Af
T (X)Af
η⊗Af
s
s
τ∗
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If we consider T (X)Ẑ ⊂ T (X)Af and T (Xτ )Ẑ ⊂ T (Xτ )Af , then the Galois action τ∗ restricts to an isomorphism
of Ẑ-lattices
τ∗ : T (X)Ẑ
∼−→ T (Xτ )Ẑ.
This means that the two lattices T (Xτ ) and η
(
s
sT (X)Ẑ
) ∩ T (Xτ )Q inside T (Xτ )Af are actually the same. Since
both η and multiplication by ss are isometries and since τ fixes the reflex field by assumptions, we must have that
the type of (T (Xτ ), τ∗B, τad ◦ ι) is
s
s
·
(
I, α,G, σ
)
.
Choose a map Φ
′
Xτ realising the above type for X
τ .
Claim: there exists a unique root of unity µ ∈ O×E such that the following commute
T (X)Ẑ T (X
τ )Ẑ
I ⊗ Ẑ ssI ⊗ Ẑ.
τẐ
ΦX⊗Ẑ Φ′Xτ⊗Ẑ
s
sµ
Indeed, consider the following
T (X)Q T (Xτ )Q
E = I ⊗Q ssI ⊗Q = E,
η
ΦX⊗Q Φ′Xτ⊗Q
We can complete the dashed arrow uniquely with multiplication by some element µ ∈ E× with µµ = 1, since η is
a Hodge isometry. Everything now fits into the commutative diagram
T (X)Af
T (X)Af T (X
τ )Af
IAf
IAf
s
sIAf .
s
s τ∗
ΦX⊗Af
η⊗Af
ΦX⊗Af
s
s
s
sµ
µ
Φ
′
Xτ⊗Af
And we see that µ must send the Ẑ−lattice ssIẐ into itself, because τ∗ does so. So that µ ∈ (OE ⊗ Ẑ) ∩E = OE .
The condition µµ = 1 forces µ to be a root of unity.
Now put ΦXτ := µ · Φ′Xτ . We obtain another commutative diagram analogous to the one above
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T (X)Af
T (X)Af T (X
τ )Af
IAf
IAf
s
sIAf ,
s
s τ∗
ΦX⊗Af
η⊗Af
ΦX⊗Af
s
s
s
s
1
ΦXτ⊗Af
and clearly ΨXτ is the required map. The unicity comes from Lemma 6.4.
8 K3 class group and K3 class field
Before starting this section, let us fix some classical notations from class field theory that we are going to use
through the rest of this paper. Let E/F be a cyclic extension of number fields and write Gal(E/F ) = 〈σ〉. In
this section, E will always be a CM field and F its maximal totally real subfield, but in Section 9 it will just be a
general cyclic extension and most of these notations will not be used until then. Let I ⊂ OE be an ideal, we denote
by
• IE the group of fractional ideals of E;
• IIE ⊂ IE the group of fractional ideals coprime to I;
• EI := {e ∈ E× : (e) ∈ IIE};
• EI,1 := {e ∈ E× : vp(e− 1) ≥ vp(I) ∀ primes p|I} ;
• OIE := O×E ∩ EI,1;
• PIE := {(e) : e ∈ EI,1};
• ClI(E) := IIE/PIE the ray class group modulo I;
• We say that the ideal I is ambiguous (following the terminology of [Lem13]) if σ(I) = I;
• If I is ambiguous, we denote by Cl′I(E) := ClI(E)/ClI(E)G. In particular, we have Cl′(E) := Cl(E)/Cl(E)G;
• N : E× → F× the norm morphism.
• If I ⊂ OE is a proper ideal, we will denote its support by S(I) = {p prime ideal of E : p
∣∣ I}.
• If m is a modulus for OF , i.e. a formal product of a proper ideal and archimedean valuations, we will denote
by e(E/F,m) :=
∏
v-m e(v), where the product is taken over all the places (both finite and archimedean) of
F that do not divide m and e(v) denotes their ramification index in the field extension E/F ;
• LetE be any number field, for every ideal I ⊂ OE we denote by φE(I) := |(OE/I)×| the associated Euler’s
totient function.
Given a CM number field E, Theorem 7.1 suggests the introduction of a class group (as meant in Shimura’s
book [Shi04]) which we will call the K3 class group GK3(E) of E, and of its related class field, an abelian
extension of E obtained via class field theory, with Galois group isomorphic to GK3(E). These object will be
of essential use later on, especially in the computations of the fields of moduli in the next section. In order to
introduce them, we recall that by
UE ⊂ ResE/Q(Gm)
we mean E-linear unitary group, cut out by the equation ee = 1.
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Definition 8.1. Let E be a CM number field. We define the K3 class group of E to be the double coset
GK3(E) := UE(Q)\UE(Af )/{u ∈ UE(Af ) : uOE = OE}.
There is a canonical, continuous map from the finite ide`les of E to GK3(E), namely
A×E,f → GK3(E) (8.1)
s 7→ s
s
,
which is a surjection due to Hilbert’s Theorem 90 for ide`les.
Definition 8.2. The kernel of the above map A×E,f → GK3(E) is denoted by SE . We have
SE = {s ∈ A×E,f : ∃e ∈ UE(Q) : e
s
s
OE = OE}
Clearly, we have that E× ⊂ SE .
Definition 8.3. The abelian extension ofE obtained via class field theory from the subgroup SE ofA×E,f is denoted
by FK3(E). We call it the K3 Class Field of E.
Understanding these class fields (the one just introduced and the others to come) will occupy the next two
sections. The first step is to relate them to the abelian extensions of E that we already know, i.e. ray class fields.
As a first step, we have:
Proposition 8.4. Denote by K(E) the Hilbert Class field of E and by K ′(E) the subextension of K(E) with
Galois group ∼= Cl′(E). We have a diagram of abelian extension
K(E)
FK3(E)
K ′(E)
E
with
Gal(FK3(E)/K
′(E)) ∼= O
×
F ∩N(E×)
O×2F
.
Proof. Indeed, consider the group
S˜E = {s ∈ A×E,f : ∃e ∈ E× : e
s
s
OE = OE}
Clearly, SE ⊂ S˜E . The first step is to understand the quotient S˜E/SE . Let s ∈ S˜E and consider e ∈ E× such
that e ssOE = OE . We must have (ee) = OE , i.e. ee ∈ O×F ∩ N(E×). If e′ ∈ E× is another element such that
e′ ssOE = OE , then e
′ and e differ by a unit, e′ = eu with u ∈ O×E , and e′e′ = uuee. We have constructed a well
defined map
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f : S˜E → O
×
F ∩N(E×)
N(O×E)
(8.2)
s 7→ ee.
Note that O
×
F∩N(E×)
N(O×E)
is a finite 2−torsion abelian group. Hence it isomorphic to (Z/2Z)n for some n ∈ N.
Since E is CM, O×E − O×F consists of roots of unity. This implies that
O×F ∩N(E×)
N(O×E)
=
O×F ∩N(E×)
O×2F
.
The map f is surjective: let x ∈ O×F ∩N(E×) and write x = yy with y ∈ E×. By Hilbert’s theorem 90 for ideals
(see [Coh78], p. 284) we can find a fractional ideal I such that I/I = (y). Pick s ∈ A×E,f with sOE = I , then
f(s) = x.
Claim: the kernel of the map (8.2) is SE .
Indeed, s ∈ S˜E is in the kernel if and only if there exists e ∈ E× such that e ssOE = OE and ee = uu for some
u ∈ O×E . But consider now e′ := eu , then clearly also e′ ssOE = OE , and moreover e′e′ = 1, i.e. s ∈ SE .
The next step, and final one, is to understand the to which abelian extension of E the group S˜E is associated.
Consider the natural projection maps
A×E,f  Cl(E) Cl
′(E).
Claim: the kernel of the above composition is S˜E .
Indeed, s ∈ A×E lies in the kernel if and only if the frational ideals associated to s and s are the same in the class
group of E, i.e. if and only if exist e ∈ E× such that e ssOE = OE . This complete the proof.
In particular, we obtain the following equality
|GK3(E)| = [O×F ∩N(E×) : O×2F ] · |Cl′(E)|. (8.3)
Remark. If E is imaginary quadratic, then
O×F ∩N(E×)
O×2F
= 1
There are other class fields and class groups associated to E which are analogous, if we bear in mind the
parallelism between CM abelian varieties and CM K3 surfaces, to the usual ray class fields and ray class groups
modulo some ideal I ⊆ OE . In order to introduce them, consider the group
UE(Q)\UE(Af ),
and denote by U˜ the subgroup generated by all the u ∈ UE(Af ) such that for every finite place v, uv is a unit.
Clearly U˜ = {u ∈ UE(Af ) : uOE = OE}. Now fix an ideal I ⊆ OE and denote by U˜I the subgroup generated by
all the u ∈ UE(Af ) such that for every finite place v, uv is a unit and if v(I) = n > 0, then v(uv − 1) ≥ n.
Definition 8.5. We define the K3 class group modulo I to be the double quotient
GK3,I(E) := UE(Q)\UE(Af )/U˜I ,
and the K3 class field to be the abelian extension FK3,I(E) of E associated to the surjection
A×E,f  GK3,I(E)
s 7→ s
s
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We study now these abelian extensions. We start by noticing that if we put J := lcm(I, I), then we have,
straight from the definition, that
GK3,I(E) = GK3,J(E) = GK3,I(E).
So that, without loss of generality, we can make the following assumption.
Assumption 8.6. The ideal I is ambiguous.
We have:
Proposition 8.7. Denote by KI(E) the ray Class field of E modulo I and by K ′I(E) the subextension of KI(E)
with Galois group ∼= Cl′I(E). We have a diagram of abelian extension
KI(E)
FK3,I(E)
K ′I(E)
E
with
Gal(FK3,I(E)/K
′
I(E)
∼= O
×
F ∩N(EI,1)
N(OIE)
.
Proof. The first thing to understand is the kernel of the map A×E,f  GK3,I(E). If we denote it by SI , we have
SI =
{
s ∈ A×E : ∃e ∈ UE(Q) :
s
s
eOE = OE , e
s
s
≡ 1 mod I}.
Using the same ideas as before, we denote by S˜I the group
S˜I =
{
s ∈ A×E : ∃e ∈ E× :
s
s
eOE = OE , e
s
s
≡ 1 mod I}.
We again have an injection
S˜I/SI ↪→ O
×
F ∩N(EI,1)
N(OIE)
,
and we need to prove surjectivity. As in the proof of Proposition 8.4, let x ∈ O×F ∩ N(EI,1) and let y ∈ EI,1
be such that yy = x and find a fractional ideal J of E such that J/J = (y). We need J to be in IIE in order to
conclude, so suppose it is not.
Claim: there exists an ambiguous fractional ideal a such that a
∣∣ J and J/a is coprime to I .
Indeed, let p be a prime ideal of E, suppose that vp(gcd(I, J)) 6= 0 and let n be the power of p appearing in the
factorisation of J . If p = p, then the ideal J ′ = J/pn has still the property that we need, i.e. J ′/J ′ = (y), and J ′
has no p−factor in common with I . If p 6= p, write again J ′ = J/pn and consider
(y) = J/J = (J ′/J ′)(pn/pn).
Since by construction (y) is coprime to I and I is ambiguous, we must have that p divides J ′ exactly with the same
exponent n, hence J ′′ = J/(pp)n is still such that (y) = J ′′/J ′′ and has neither p nor p factors in common with
I . Doing this for every prime such that vp(gcd(I, J)) 6= 0, we find an ideal J coprime to I with J/J = (y), and
the claim follows.
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So what is left to understand is the abelian extension of E associated to S˜I . Exactly as before, we recover S˜I as
the kernel of the natural projection
A×E,f  Cl
′
I(E),
and this concludes the proof.
Again, as a corollary, we obtain
|GK3,I(E)| = [O×F ∩N(EI,1) : N(OIE)] · |Cl′I(E)|. (8.4)
Remark. When E is imaginary quadratic, we have the equalities FK3,I(E) = K ′I(E) and GK3,I(E) = Cl
′
I(E).
9 Ambiguous ideals and K3 class group
In this section we continue to study the groups GK3,I(E), in particular we want to compute their cardinality. By
Theorem 8.7, we know that
|GK3,I(E)| = |ClI(E)||ClI(E)G| · [O
×
F ∩N(EI,1) : N(OIE)].
When I = 0, we have (see Lemma 4.1 of [Lan90])
Theorem 9.1. Let E/F be a cyclic extension with Galois group G. Then
|Cl(E)G| = hF · e(E/F )
[E : F ] · [O×F : N(E×) ∩ O×F ]
,
where hF is the class number of F and
e(E/F ) :=
∏
v
e(v),
the product of all the ramification indices over all the places of F , both finite and infinite.
Putting this together with Theorem 8.7 leads to
|GK3(E)| = [E : F ] · hE · [O
×
F : N(O
×
E)]
hF · e(E/F ) .
Using basically the same proof of [Lan90], we compute now the cardinalities |ClI(E)G|, where I is any ambiguous
ideal.
We are going to use the notation introduced at the beginning of the last section. Moreover, for a G− module M
we will denote by
Hi(M) := Hˆi(G,M),
the i−th Tate cohomology group and by Q(M) its Herbrand quotient (when defined). Let us start with a lemma.
Lemma 9.2. Let I be an ambiguous ideal, we have
Q(OIE) = Q(O
×
E) =
1
[E : F ]
e∞(E/F ),
with
e∞(E/F ) =
∏
v|∞
e(v),
where the product ranges over all the archimedean valuations of F .
23
Proof. The equality Q(OIE) = Q(O
×
E) descends from the fact that O
×
E/O
I
E is a finite group. The second equality
of the statement follows from Corollary 2, Theorem 1, Chapter IX of [Lan94].
Theorem 9.3. Let I ⊂ OE be a strongly ambiguous ideal and denote by J := I ∩ OF . We have:
|ClI(E)G| = hJ(F ) · e(E/F, J) · |H
1(EI,1)|
[E : F ][OJF : N(E
I,1) ∩ O×F ]
where
e(E/F, J) =
∏
v-J
e(v).
Proof. Consider the short exact sequence defining the ray class group
0→ PIE → IIE → ClI(E)→ 0,
taking invariants we obtain
0→ PI,GE → II,GE → ClI(E)G → H1(PIE)→ 0,
since we have H1(IIE) = 0. So that
|ClI(E)G| = [II,GE : PI,GE ] · |H1(PIE)|, (9.1)
and we are going to compute the two indices on the right hand side. We have
[II,GE : P
I,G
E ] =
[II,GE : P
J
F ]
[PI,GE : P
J
F ]
=
[II,GE : I
J
F ] · [IJF : PJF ]
[PI,GE : P
J
F ]
=
e(E/F,∞ · J) · hJ(F )
[PI,GE : P
J
F ]
. (9.2)
Taking invariants of the next exact sequence
0→ OIE → EI,1 → PIE → 0,
we obtain
0→ OJF → F J,1 → PI,E → H1(OIE)→ H1(EI,1).
Denote by H ⊂ H1(EI,1) the image of the last map, we have
[PI,GE : P
J
F ] =
|H1(OIE)|
|H| =
|H0(OIE)|
|H| ·Q(OIE)
.
By Lemma 9.2 we know what Q(OIE) is, and by definition
|H0(OIE)| = [OJF : N(OIE)],
so that we have
[PI,GE : P
J
F ] =
|H1(OIE)|
|K| =
[OJF : N(O
I
E)]
|H| ·Q(OIE)
. (9.3)
Using the exact sequence
0→ H1(EI,1)/H → H1(PIE)→ H0(OIE)→ H0(EI,1),
we see that
|H1(PIE)| =
|H1(EI,1)|
|H| · | ker(H
0(OIE)→ H0(EI,1))|. (9.4)
Now,
ker(H0(OIE)→ H0(EI,1)) ∼= (N(EI,1) ∩ O×F )/N(OIE).
Using the inclusions N(OIE) ⊂ N(EI,1) ∩ O×F ⊂ OJF and putting together the equations (9.1), (9.2), (9.3) and
(9.4), we finish.
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This, together with Theorem 8.7, readily implies
Theorem 9.4. Let E be a CM number field and F its maximal, totally real subextension, and I ⊂ OE an ambigu-
ous ideal. Then we have
|GK3,I(E)| = hI(E) · [O
J
F : N(O
J
E)] · [E : F ]
hJ(F ) · e(E/F, J) · |H1(EI,1)| =
hE · φE(I) · [O×F : N(OIE)] · [E : F ]
hF · φF (J) · [O×E : OIE ] · e(E/F, J) · |H1(EI,1)|
.
Proof. This follows from Theorem 9.3 and Theorem 8.7, using the well known fact
hI(E) = hE
φE(I)
[O×E : O
I
E ]
.
The only mysterious term appearing in Theorem 9.4 is |H1(EI,1)|. Note that this group is always 2−torsion
and finitely generated. We have the following partial result:
Proposition 9.5. In the assumptions of Theorem 9.4
1. If gcd(2, I) = (1). Then H1(EI,1) = 0;
2. Write I = I2 · I ′ with (I ′, 2) = (1), and likewise put J = J2 · J ′. We have a natural left exact sequence
1→ (OE/I2)
×,G
(OF /J2)×
→ H1(EI,1)→
⊕
q∈S(J2)
Z/e(q)Z.
3. If every prime ideal dividing J2 does not ramify in E, then H1(EI,1) = 0.
Proof.
1. Let x ∈ EI,1 be such that xx = 1. Then, if we put y = 1/2 + x/2, we also have y ∈ EI,1 (since by
assumptions 2 and I are coprime) and y/y = x.
2. The first thing is to understand the quotient QI of
1→ EI,1 → EI′,1 → QI → 1. (9.5)
In order to do this, consider the following morphism of short exact sequences
1 EI,1 EI (OE/I)
× 1
1 EI
′,1 EI
′
(OE/I
′)× 1,
The following sequence
1→ EI → EI′ ⊕vp−−→
⊕
p∈S(I2)
Z→ 0
is exact, due to the theorem on the independence of valuations. Via the snake lemma, we obtain the exact
sequence
1→ (OE/I2)× → QI →
⊕
p∈S(I2)
Z→ 0. (9.6)
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We can do the same over F , obtaining analogous results. In particular, we have the two exact sequences
1→ F J,1 → F J′,1 → QJ → 1
and
1→ (OF /J2)× → QJ →
⊕
q∈S(J2)
Z→ 0. (9.7)
Taking Galois invariants of (9.5) and using the first point of this proposition, we obtain
1→ F J,1 → F J′,1 → QGI → H1(EI,1)→ 1,
thus, we can identify
H1(EI,1) ∼= coker(QJ → QGI ). (9.8)
Applying the snake lemma to the following diagram
1 (OF /J2)
× QJ
⊕
q∈S(J2) Z 0
1 (OE/I2)
×,G QGI
(⊕
p∈S(I2) Z
)G
,
we obtain
1→ (OE/I2)
×,G
(OF /J2)×
→ H1(EI,1)→
⊕
q∈S(J2)
Z/e(q)Z. (9.9)
This concludes the proof of point 2.
3. Under these assumptions, we have
(OE/I2)
×,G
(OF /J2)×
∼= H1(EI,1).
However, since the primes in S(J2) do not ramify, (OE/I2)×,G = (OF /J2)×.
10 Field of moduli and Brauer groups
In thi section we compute the field of moduli of the tuple (T (X), B, ι). This should be interpreted as the field of
moduli of the transcendental motive of X , together with the cycles in E(X) and some additional Brauer classes.
Definition 10.1. The field of moduli of (T (X), B, ι) is the fixed field of
{τ ∈ Aut(C) : exists an isomorphism f : (T (X), B, ι) ∼−→ (T (Xτ ), τ∗B, τad ◦ ι) such that f∗τ∗|B = Id }.
Remark. Note that if we denote by M the field of moduli of (T (X), B, ι), then we must have E ⊂M because of
Lemma 6.3.
Theorem 10.2 (Field of moduli). Let (X,B, ι) be a principal CM K3 surface over C with level structure B ⊂
Br(X) and let E ⊂ C be its reflex field. Suppose that (T (X), B, ι) is of type (I, α, J, σ) and put IB := I∗J−1 ⊂
OE . Then the field of moduli of (T (X), B, ι) corresponds to the K3 class field FK3,IB (E) modulo the ideal IB .
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Proof. Thanks to Remark 10 we need to compute the fixed field of
{τ ∈ Aut(C/E) : exists an isomorphism f : (T (X), B, ι) ∼−→ (T (Xτ ), τ∗B, τad ◦ ι) such that f∗τ∗|B = Id }.
Thanks to Proposition 6.5 and Theorem 7.1, an element τ ∈ Aut(C/E) is in the above group if and only if we can
find s ∈ A×E,f and e ∈ E× such that
1. art(s) = τ |Eab ;
2. ss (I, α, σ)
∼= (I, α, σ), i.e. e ssI = I and ee = 1;
3. The composition E/I∗
s/s−−→ E/ ssI∗
e−→ E/I∗ restricts to the identity on J/I∗.
Via class field theory, this corresponds to
{s ∈ A×E,f : ∃e ∈ E× : ee = 1 , e
s
s
OE = OE , e
s
s
≡ 1 mod IB },
and we recognise this group to be the exactly the kernel of A×E,f  GK3,IB (E) (see the proof of Proposition
8.7).
Remark. If we put B = 0 in the above theorem, we find that the field of moduli of (T (X), ι) is FK3(E), the K3
class field of E. In particular, it does not depend on T (X) but only on E. By the results in [OS17], there are only
finitely many K3 surfaces with CM that can be defined over a fixed number field K. On the other hand, there are
infinitely many (isomorphism classes of) principal K3 surfaces with CM by a fixed CM field E defined over K. It
is hence interesting to notice that, even if the fields of definition of these surfaces (X, ι) are not bounded in degree,
the fields of moduli of their transcendental lattices are all the same.
This theorem allows us to study the groups Br(X)ΓK where X/K is a K3 surface with CM over K and ΓK is
the absolute Galois group of K. Indeed, the immediate corollary we get is
Theorem 10.3. Let X/K be a principal K3 surface with CM over K. There exists an ideal IB ⊂ OE such that
OE/IB ∼= Br(X)ΓK
as OE-modules and
|GK3,IB (E)|
∣∣ [K : E].
Proof. Fix an isomorphism ι : E → E(X), and let (I, α, J, σ) be the type of (T (X),Br(X)ΓK , ι). As usual, let
IB = I
∗J−1. Via the type map, we have an isomorphism of OE−mod
Br(X)ΓK ∼= OE/IB .
Since (T (X),Br(X)ΓK , ι) is defined over K, we must have
FK3,IB (E) ⊂ K.
11 Applications to Brauer groups
One of the consequences of the results in [OS17] is that for a fixed number field K, there are only finitely many
groups that can appear as Br(X)ΓK , where X/K is any K3 surface with CM. We shall show in this last section
how the theorems in the previous ones can be applied to produce a computable bound for the Galois fixed part of
Brauer groups of principal CM K3 surfaces. Indeed, what we have is an algorithm that, given as input a number
field K and a CM field E, returns as output a finite set of groups Br(E,K) such that for every principal CM K3
surfaces X/K with reflex field E we have
Br(X)ΓK ∈ Br(E,K).
It works as follows:
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1. Replace K by KE;
2. Find all the ambiguous ideals I ⊂ OE such that
|GK3,I(E)|
∣∣ [K : E].
This is possible thanks to Theorem 9.4 and Proposition 9.5, which also says that there are finitely many such
ideals. Denote them I1, · · · In.
3. Now use Theorem 10.3, which says that
Br(XK)
ΓK ∼= OE/IB ,
with IB ⊂ OE an ideal dividing one of the Ii’s, hence we have an inclusion (of isomorphism classes of
OE-modules)
{Br(X)ΓK : X/K principal CM K3 surface with CM by E} ⊂ {OE/IB : Ii ⊂ IB for some i = 1, · · · , n},
and we define the latter set to be Br(K,E).
Remark. In particular, if we put I :=
∏
i Ii and C := |OE/I|, we must have
|Br(X)ΓK | ≤ C
for every principal K3 surface X/K with CM by E over K.
Let us see how this works in practice with some examples, all concerning K3 surfaces with maximal Picard rank.
1. (Gaussian integers) Let E = Q(i). In this case, the K3 class field of E is E itself. Put K = E. Every
ambiguous ideal of E can be written as I = (1 + i)k · (n) with n ∈ Z and (n, 2) = 1, and we have to find
all such I with GK3,I(E) = 1. Decompose
n = pα11 · · · pαll · qβ11 · · · qβjj ,
where the q’s are inert (i.e. ≡ 3 mod 4) and the p’s are split (i.e. ≡ 1 mod 4). Let us start with the cases
where k = 0 and n > 2. Theorem 9.4 tells us that
|GK3,I(E)| = hE · φE(I) · [O
×
F : N(O
I
E)] · [E : F ]
hF · φF (J) · [O×E : OIE ] · e(E/F, J) · |H1(EI,1)|
.
If n > 2, then
• [O×F : N(OIE)] = 2;
• [O×E : OIE ] = 4;
• e(E/F, J) = 4, since only 2 and the place at infinity ramify;
• |H1(EI,1)| = 1, by Proposition 9.5.
So we obtain
|GK3,I(E)| = φK(n)
4 · φ(n) =
1
4
∏
pαi−1i (pi − 1) ·
∏
qβi−1i (qi + 1),
hence, in this case, |GK3,I(E)| = 1 if and only if n = 3 or n = 5.
Let us assume now that k > 0 and that n = 1. We have
• [O×F : N(OIE)] = 2;
• e(E/F, J) = 2;
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• [O×K : O(1+i)
k
K ] =

1 if k = 1
2 if k = 2
4 if k > 2;
• φK(1+i)k
φ((1+i)k∩Z) = 2
b k2 c.
Since 2 ramifies inE, we have that in general the cohomology groupsH1(E(1+i)
n,1) are not zero. However,
Proposition 9.5 tells us that their cardinality |H1(E(1+i)n,1)| always divide
2 · [(OK/(1 + i)k)×,G : (Z/(1 + i)k ∩ Z)×],
and we compute
• [(OK/(1 + i)k)×,G : (Z/(1 + i)k ∩ Z)×] =
{
2 if k is even,
1 if k is odd.
Thus, putting all together, we have that if |GK3,(1+i)k(E)| = 1, then
2 · 2b k2 c
[O×E : O
(1+i)k
E ] · [(OK/(1 + i)k)×,G : (Z/(1 + i)k ∩ Z)×]
∣∣ 2.
This happens only for k ≤ 6.
Assume now k ≥ 1 and n > 2. Thanks to the results above, if |GK3,I | = 1, then I = (1 + i)k · 5α or
I = (1 + i)k · 3β . Let us begin with the former case: we have
|GK3,I(E)| = 2
b k2 c · 3β−1 · 4 · 4
4 · 2 · |H1| =
21+b
k
2 c · 3β−1
|H1| .
Hence, β = 1, since |H1| is 2−torsion. As above, we see that if |GK3,I(E)| = 1, then
21+b
k
2 c
∣∣ 2 · [(OK/(1 + i)k)×,G : (Z/(1 + i)k ∩ Z)×],
which happens only for k ≤ 2. The same is true for the case I = (1 + i)k · 5β . Hence we have the following
possibilities for Br(X)ΓK (as isomorphism classes of abelian groups)
0, Z/3× Z/3, Z/5, Z/5× Z/5, Z/2, Z/2× Z/2, Z/4× Z/2, Z/4× Z/4, Z/8× Z/4,
Z/8× Z/8, Z/3× Z/3× Z/2, Z/3× Z/3× Z/2× Z/2, Z/5× Z/2, Z/5× Z/5× Z/2,
Z/5× Z/2× Z/2, Z/5× Z/5× Z/2× Z/2.
This confirms the results in [IS15] and [ISZ11] about diagonal quartic surfaces.
2. (Eisenstein integers). Put E = Q(
√−3). In this case the K3 class field of E is E itself, again. Put K = E.
The only prime of Z that ramifies in E is 3, with (3) = (
√−3)2. In particular, since 2 does not ramify,
thanks to Proposition 9.5 we have
|GK3,I(E)| = hE · φE(I) · [O
×
F : N(O
I
E)] · [E : F ]
hF · φF (J) · [O×E : OIE ] · e(E/F, J)
=
4 · φE(I)
φF (J) · [O×E : OIE ] · e(E/F, J)
for every ambiguous ideal I ⊂ OE . As before, let us proceed in computing these numbers. One can check
that
[O×E : O
I
E ] =

1 if I = OE ;
2 if I = (
√−3);
3 if I = (2);
6 otherwise.
(11.1)
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Write
I = (
√−3)k · pα11 · · · pαll · qβ11 · · · qβjj ,
where the q’s are inert primes (i.e. ≡ 2 mod 3) and the p’s are split (i.e. ≡ 1 mod 3). Hence,
|GK3,I(E)| = 4 · 3bk/2c ·
∏
pαi−1i (pi − 1) ·
∏
qβi−1i (qi + 1) ·
1
[O×E : O
I
E ] · e(E/F, J)
.
Using this, we see that
• If k = 0, then |GK3,I(E)| = 1 if and only if I = (2), (4), (5), (7);
• If k = 1, then |GK3,I(E)| = 1 if and only if I = (
√−3), (2√−3);
• if k = 2, then |GK3,I(E)| = 1 if and only if I = (3);
• if k = 3, then |GK3,I(E)| = 1 if and only if I = (3
√−3);
• if k > 3, then |GK3,I(E)| > 1.
Hence we have the following possibilities for Br(X)ΓK (as isomorphism classes of abelian groups)
0, Z/3, Z/2×Z/2, Z/2×Z/2×Z/3, Z/3×Z/3, Z/4×Z/4, Z/9×Z/3, Z/5×Z/5, Z/7×Z/7.
3. (Odd discriminant) Let E be a quadratic imaginary field with µ(E) = {±1}. Assume moreover that 2 does
not ramify in E, so that we can use Proposition 9.5 and forget about the term H1(EI,1). Put K = FK3(E)
(the smallest possible). If an ambiguous ideal I ⊂ OE satisfies GK3,I(E) = 1, a computation analogous to
the ones above shows that
φE(I)
φ(J)
= [O×E : O
I
E ] ·
e(E/Q, J)
e(E/Q)
. (11.2)
The index [O×E : O
I
E ] is always 2, unless I = (2), in which case [O
×
E : O
I
E ] = 1. Write
I = rγ11 · · · rγkk · pα11 · · · pαll · qβ11 · · · qβjj ,
where the p’s are split primes of Z, the q’s are inert and r2i = riOE for a ramified prime ri of Z. We notice
that the right hand side of (11.2) is an integer if and only if at most one ramified prime divides I , i.e.
I = rγ · pα11 · · · pαll · qβ11 · · · qβjj .
We have, in this case,
[O×E : O
I
E ] ·
e(E/Q, J)
e(E/Q)
=
{
1 if γ > 0 or γ = 0 and I = (2);
2 otherwise.
and
φE(I)
φ(J)
= rγ−1(r − 1) ·
∏
pαi−1(pi − 1) ·
∏
qβi−1(qi + 1).
Let us now list all the possibilities for both ambiguous ideals and possible Brauer groups (seen, again, as
isomorphism classes of abelian groups, i.e. forgetting theie natural structure of OE-modules), depending on
the behaviour of the primes 2 and 3 in E. There are six cases since, by assumption, 2 does not ramify.
(a) Both 2 and 3 split. In this case, the only ambiguous ideals satisfying (11.2) are (2), (3), (4), (6). Hence,
the possible Brauer groups are
Z/4, Z/4× Z/2, Z/4× Z/4, (Z/2)α × (Z/3)β , α, β ∈ {0, 1, 2}.
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(b) 2 splits and 3 is inert. In this case, the only ambiguous ideals satisfying (11.2) are (2), (4). Hence, the
possible Brauer groups are
0, Z/2, Z/2× Z/2, Z/4, Z/4× Z/2, Z/4× Z/4.
(c) 2 splits and 3 ramifies. Write (3) = r2. In this case, the only ambiguous ideals satisfying (11.2) are
(2), (4), r, 2r. Hence, the possible Brauer groups are
0, Z/2, Z/2× Z/2, Z/4, Z/4× Z/2, Z/4× Z/4, Z/3, Z/3× Z/2, Z/3× Z/2× Z/2.
(d) 2 is inert and 3 splits. In this case, the only ambiguous ideal satisfying (11.2) is (3). Hence, the possible
Brauer groups are
0, Z/3, Z/3× Z/3.
(e) Both 2 and 3 are inert. In this case, there are no ambiguous ideals satisfying (11.2). Hence the only
possible Brauer group is the trivial one.
(f) 2 is inert and 3 ramifies. Write again (3) = r2. In this case, the only ambiguous ideal satisfying (11.2)
is r. Hence, the possible Brauer groups are
0, Z/3.
Remarks.
• It is interesting to notice how the arithmetic properties of the field E (e.g. which primes of F ramify in E)
influences the Brauer group of the principal K3 surfaces with CM by E, as the above examples show.
• We do not know whether all the groups listed above are actually achieved by some principal K3 surface X
with CM.
In this last part, we shall compare Newton’s work [New16] on the Brauer groups of some special Kummer surfaces
with our results. We briefly recall the construction of Kummer surfaces: let A/K be an abelian surface over a
number fieldK, and considerG := {±1} acting onA via multiplication by−1. Put A˜ := BlA[2]A, where BlA[2]A
denoted the blow-up of A along the closed subscheme A[2]. We can extend the action of G to A˜ uniquely by
requiring it to be the identity on the exceptional divisors. The Kummer surface associated to A is by the definition
the quotient Km(A) := A˜/G. As proved in Proposition 1.3. of [SZ09], one has an isomorphism of ΓK-modules
Br(A) ∼= Br(Km(A)), (11.3)
Now, consider C/K an elliptic curve with CM byE, and suppose moreover that C is principal and thatK contains
the reflex field of C. For an abelian group A and a prime ` we write A`∞ := {a ∈ A : `na = 0 for some n ∈ Z}.
Newton’s paper allows us to explicitely compute the groups Br(C × C)ΓK`∞ , for every prime number ` and hence,
thanks to equation (11.3), the groups Br(X)ΓK`∞ where X = Km(C × C). Assume that K = E(j(C)) = K(E),
the Hilbert class field ofE, and that µ(E) = {±1}. Thanks to Theorem 3.1 and Theorem 2.9 of [New16], we must
have that if ` 6= 2 is a prime that does not ramify in E, then Br(X)ΓK`∞ = 0. We shall show now how to prove the
same result using the techniques of this paper. Since our results are completely general, we do not need to make
any assumption on the geometry of X (e.g. to be the Kummer surface of a product of two elliptic curves), on the
prime ` or on µ(E) either. We have
Theorem 11.1. Let E be a quadratic imaginary field, and let K = K(E) be its Hilbert class field. Then
Br(E,K(E)) =
{
OE/I : if J = lcm(I, I) then Gal(E/Q) acts trivially on (OE/J)×/µ(E)
}
.
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Remark. Note that, unlike the examples studied before, here the field K is not the K3 class field of E (in general)
but an abelian extension of it. We could still use our algorithm to get similar results to the one stated above, but in
this case it turns out that the best strategy is to employ the (more qualitative) facts proved in Section 8, as the next
proof shows.
Proof. We have to find all the ambiguous ideals I ⊂ OE such that
FK3,I(E) ⊂ K(E). (11.4)
By Proposition 8.7 we have a diagram of field extensions
KI(E)
FK3,I(E)
K ′I(E)
E
however, since X is exceptional, we must have that K ′I(E) = FK3,I(E). Introducing the Hilbert class field in this
diagram, we obtain
KI(E)
K(E)
K ′I(E)
E
Now, we have that
Gal(KI(E)/K(E)) ∼= kerpi,
where pi is the canonical projection
pi : ClI(E)→ Cl(E)
and that
Gal(KI(E)/K
′
I(E))
∼= ClI(E)G,
hence the inclusion (11.4) becomes
kerpi ⊂ ClI(E)G. (11.5)
Using the fundamental exact sequence
1→ OIE → O×E → (OE/I)× → ClI(E)→ Cl(E)→ 1, (11.6)
we see that
kerpi ∼= (OE/I)×/µ(E).
Hence the inclusion (11.5) implies that G acts trivially on the group
(
OE/I
)×
/µ(E).
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Remarks.
• In particular, for every prime ideal r of OE that divides a ramified prime of Z, we see that OE/r is a possible
Brauer group for a principal K3 surface X/K(E) with CM by E.
• To re-obtain Newton’s result, we notice that if µ(E) = {±1} and ` > 3 is a prime of Z that does not ramify
in E, then Gal(E/Q) does not act trivially on (OE/`n)×/{±1} if n > 0. If ` = 3, then two things can
happen (still assuming that it does not ramify): if 3 splits in E, then OE/3 is a possible Brauer group for a
K3 surface X/K(E) with CM by E (this does not contraddict Newton’s result, but it is taking into account
all the other K3 surfaces X which are not the Kummer surface of a product of elliptic curves), whereas if 3
is inert, we still have that Gal(E/Q) does not act trivially on (OE/`n)×/{±1} for every n > 0.
• The proof above can be generalised to study Brauer groups over number fields K of the form KI(E) or
FK3,I(E), where E is a quadratic immaginary extension of Q and I ⊂ OE an ideal.
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