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In river management and water resources 
planning, the hydrologic data analyzed was usually not 
enough to obtain consistent results. To solve this 
problem, the order series theorem proposed by 
Chuang(1999) is used in this study to analyze 
uncertainty caused by small sample size. In this study, 
order series generation(OSG) method is used to 
degrade uncertainty of parameter estimation and 
improve model uncertainty at small sample size. 
Properties of the synthetic data generated by OSG 
method is compared with original data including ACF 
and PACF, model identification, and parameter 
estimation. The results indicated that the synthetic data 
generated by OSG method preserved the ACF and 
PACF of original one. In parameter estimation and 
model identification for AR(1) model, OSG method is 
better than the conventional one, especially when 
sample size under 100 and the AR parameters are 
weak. When sample size over 100 or the AR 
parameters are strong, OSG method is as good as the 
conventional method. But for AR(2) model, OSG 
method and the traditional one make not much 
difference.





















































































    在樣本數為 50，參數不顯著之情況下，原始資
料在 1f = ± 0.1~0.2時會判定出 AR(0)模式，而級序
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表 1  實測資料之模式判定結果
AIC BIC1 BIC2
代號 已知模式
原始 合成 原始 合成 原始 合成
W1 AR(1) AR(1) AR(1) AR(0) AR(0) AR(1) AR(1)
W2 AR(2)、AR(9) AR(9) AR(9) AR(9) AR(9) AR(9) AR(9)
W3 AR(1) AR(1) AR(1) AR(1) AR(1) AR(1) AR(1)
W5 AR(1) AR(1) AR(1) AR(1) AR(1) AR(1) AR(1)
W7 AR(3) AR(4) AR(4) AR(4) AR(4) AR(4) AR(4)
BJ-D AR(1) AR(1) AR(1) AR(0) AR(0) AR(1) AR(1)
BJ-E AR(2)、AR(3) AR(2) AR(2) AR(2) AR(2) AR(2) AR(2)
BJ-F AR(2) AR(2) AR(2) AR(1) AR(1) AR(1) AR(1)
C1 AR(2) AR(2) AR(2) AR(2) AR(2) AR(2) AR(2)
C2 AR(1) AR(8) AR(7) AR(7) AR(6) AR(7) AR(6)
LIN1 AR(1) AR(1) AR(1) AR(1) AR(1) AR(1) AR(1)
HW1 AR(2) AR(2) AR(2) AR(1) AR(2) AR(2) AR(2)
HW3 AR(1) AR(1) AR(1) AR(0) AR(0) AR(1) AR(1)
L1 AR(2) AR(3) AR(2) AR(0) AR(0) AR(2) AR(1)
L2 AR(2) AR(2) AR(1) AR(0) AR(0) AR(2) AR(1)
選取
率
- 12/15 12/15 6/15 7/15 12/15 10/15
