Let f be a continuous map of a locally compact metric space X into itself. Suppose that S is an isolated invariant set with respect to f being a disjoint union of a xed nite number of compact sets. We de ne an index of Conley type for isolated invariant sets admitting such a decomposition and prove some of its properties, which appear to be similar to that of the ordinary Conley index for maps. Our index takes into account the existence of the decomposition of S and therefore carries more information about the structure of the invariant set. In particular, it seems to be a more accurate tool for the detection of periodic trajectories and chaos of the Smale horseshoe type than the ordinary Conley index.
Introduction
The Conley index has become an important tool in the study of the qualitative behaviour of dynamical systems, with both discrete and continuous time. The results concerning attractor-repeller decompositions ( 1] , 15] , 18]), the connection matrix theory ( 3] , 4], 5]) as well as recent papers by Ch.McCord, K.Mischaikow and M. Mrozek 7] and the latter two authors 9] (see also 20]) show that the Conley index re ects the structure of an isolated invariant set. In this paper we are mainly interested in the Conley index as a tool for the detection of chaos and periodic orbits. are, in some sense, weak. They only guarantee that some iteration of the map restricted to the isolated invariant set is semiconjugate with the shift map. Thus, they provide information about the dynamics of some iteration of the map rather than the map itself. The information about the number of periodic orbits is also not as accurate as that provided by the methods based on the xed point index. The aim of this paper is to de ne an index of Conley type which lls this gap. Our index is de ned for a decomposition of an isolated invariant set into a xed number of disjoint compact sets. The knowledge of the decomposition allows to equip the index with an additional structure, which carries more information than the ordinary Conley index. The main potential application of our index is for the detection of chaos. The Conley index for decompositions can also be used to state topological analogues of some results in the theory of smooth dynamical systems (e.g. the Poincare-Birkho theorem). This topic will be discussed in a separate paper.
Preliminaries
By Z + and R we shall denote the sets of nonnegative integer and real numbers (respectively). If X is a metric space and Q = (Q 1 ; Q 0 ) is a pair of its compact subsets then by Q 1 =Q 0 we denote the pointed space resulting from Q 1 when the points of Q 0 are identi ed to a single distinguished point, denoted by Q 0 ]. Htop, M and M G will stand for the homotopy category of pointed topological spaces, the category of modules and the category of graded modules over a xed ring with unity . For a basepoint preserving map g its homotopy class will also be denoted by g. This and is the equivalence relation in the above set de ned by ( ; n) ( ; n) () 9 k2Z + n+k = n+k :
The morphism represented by ( ; n) 2 M((X; ); (X 0 ; 0 )) will be denoted by ; n]. In the sequel we shall use the notation X; ] for the class of all objects in K m isomorphic to an object (X; ).
In each of the categories Htop, M, M G for each object X there exists the zero morphism of X into itself (i.e. the homotopy class of the constant map or the zero homomorphism, according to the case). We shall denote this morphism by 0. In the same way we shall denote the trivial isomorphism classes in the categories of objects equipped with a morphism over each of the three categories, i.e. we put 0 = C; 0] where C is any pointed space or (graded) -module. This class is independent on the choice of C. This notation is ambiguous, but it will always be clear from context what is meant by 0. We note that X; ] = 0 if and only if n = 0 for some n 2 Z + . For the rest of this section, x a locally compact metric space X and a continuous map f of this space into itself. Let S be an isolated invariant set with respect to f. A pair Q = (Q 1 ; Q 0 ) of compact subsets of X is called an index pair for S with respect to f if and only if S = Inv f cl(Q 1 n Q 0 ) int(Q 1 n Q 0 ), Q 0 is positively invariant in Q 1 (i.e. f(Q 0 ) \ Q 1 Q 0 ) and Q 0 is an exit set for Q 1 (which means that f(Q 1 n Q 0 ) Q 1 ). For such Q, f induces the continuous map f Q : Q 1 =Q 0 ?! Q 1 =Q 0 which will be called the index map. The (homotopy) Conley index of S, denoted by h(S; f; X) is de ned as the class of all objects in Htop m isomorphic to (Q 1 =Q 0 ; f Q ). We de ne the cohomological and the q-dimensional cohomological Conley indices by h (S; f; X) = (H ) m (h(S; f; X)) and h q (S; f; X) = (H q ) m (h(S; f; X)) 21] ), but all of them take the form of an isomorphism class of objects in a certain category. In the classical, continuous-time case, the homotopy category of pointed topological spaces is used and therefore the Conley index is simply a homotopy class of a pointed space. In the discrete-time case the situation is much more complicated: in order to give a good de nition one has to use more sophisticated categorial constructions. The shape category ( 13] , 17]), the Leray functor ( 11] , 13]), the direct and inverse limit functors ( 13] ) and the category of objects equipped with a morphism ( 21] 
Mor n K (A) (X; X 0 ) = (Mor K (X; X 0 )) A n ; Mor K (A) (X; X 0 ) = Proof. This follows immediately from the de nition of . 2
The Conley index for decompositions of isolated invariant sets will 'contain' information about ordinary Conley indices of some sets which are important for understanding of the dynamics of the map. Below we give the de nition of functors which will enable us to extract this information. A routine check that P Y is a well-de ned functor is left to the reader. 
for all objects X and morphisms f Z g Z2A k in K (A) and
for all objects (X; ) and morphisms ; n] in K A] . Furthermore, the following diagram of categories and functors commutes for each Y 
As in the case of categories equipped with a morphism, by 0 we shall denote the isomorphism classes of the trivial (zero) objects in From now to the end of this section, by S we shall denote a xed isolated invariant set with respect to f and by fS b g its decomposition.
De nition 3. 
for each i 2 f0; 1; : : : T ? 1g Proof. We proceed in several steps.
Step 
and (8 i2f0;:::
For the proof, notice that the set U given by
is a neighborhood of S. As a consequence of lemma 4. 
We have proved that the implication (3.3) holds. In a similar way one proves that so does (3.2).
Step 2. Let T 2 Z Notice that if for some x 2 X (3.7) holds then applying (3.3) gives f T (x) 2 D Z 2T +1 \ ( Q 1 n Q 0 ). Therefore, (3.8) holds. We have proved that (3.7) ) (3.8) . Since the reverse implication can be proved in a similar way using (3.2) with x replaced with f T (x), (3.7) and (3.8) are equivalent. To nish the proof apply the formulas for f Z and f Z to obtain that, for all x 2 Q 1 , Step 4. 
Properties
We begin this section with proving the continuation property of the Conley index for decompositions of isolated invariant sets. The next proposition collects some of the properties of the sets de ned above. It follows that to prove 1 it is enough to show that the set on the right-hand side is contained in p(S 
Horseshoes
In many chaotic dynamical systems arising from di erential equations a kind of behaviour resembling that of the Smale's horseshoe map is observed (see 8], 22]). In this section we provide an example of a criterion for chaos based on the index de ned in section 3 and compute the indices of decompositions of invariant sets of the Smale's horseshoe (U-horseshoe) and the G-horseshoe maps. In the sequel, we deal only with decompositions of isolated invariant sets into two disjoint subsets, i.e. we set B = f1; 2g. By 2 6 6 6 6 6 6 6 6 4 a 1;1 a 1;2 : : : a 1;n : : : : : : : : : : : : a k;1 a k;2 : : : a k;n a k+1;1 a k+1;2 : : : a k+1;n : : : : : : : : : : : : a n;1 a n;2 : : : a n;n 3 7 7 7 7 7 7 7 7 5 we denote the class of all objects in M A] isomorphic to the object ( n ; f Z g Z2A ) such that the matrices of f1g and f2g in the standard basis : : : : : : : : : : : : a n;1 a n;2 : : : a n;n 3 7 7 7 7 7 7 7 7
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(respectively) and Z = More precisely, the matrix of the composition on the left-hand side has one row of zeros and one row of nonzero members of (in particular, its trace is nonzero if is a eld: we shall use this fact later). Thus, " a 1;1 a 1;2 a 2;1 a 2;2 #! = :
Applying proposition 4.1,4 for F being the q-dimensional cohomology functor, (h(fS b g; f; X)) = :
To nish the proof of the rst part, apply theorem 4.4,2 . In order to prove the remaining part, take a sequence (b i ) 1 i=0 2 of principal period T. Let Y = (fb 0 g; fb 1 g; : : : ; fb T?1 g). By assumptions, tr(P Y (h r (fS b g; f; X))) = 0 for all r 6 = q. Since the trace is nonzero for r = q, the Lefschetz number of P Y (h (fS b g; f; X)) is nonzero. Theorem 4.5 implies that (b i ) 1 i=0 is an image of a periodic point of f of principal period T. 2
In a moment we shall show that the assumptions of the above corollary are satis ed by the G-horseshoe and the U-horseshoe maps. We note that, by the continuation property of the Conley index for decompositions, corollary 6.1 generalizes theorem 2. References
