and an onto map y = Cx, define a control system
Introduction
Hierarchical control relies on the notions of abstraction or aggregation which refers to grouping the system states into equivalence classes. Depending on the cardinality of the resulting quotient space we may have discrete or continuous abstractions. With this notion of abstraction, the abstracted system can be defined as the induced quotient system. Hierarchical approaches perform analysis or design of the abstracted system, and then refine the design at the lower level while incorporating modeling detail.
Purely discrete abstractions of continuous systems have been considered in 12, 41. Hierarchical systems for discrete event systems have been formally considered in [lo] . Continuous abstractions of continuous systems is a very recent activity [7] . More precisely, for linear control systems the abstraction problem is formulated as follows.
which can produce as trajectories all functions of the form y ( t ) = Cx(t), where x ( t ) is a trajectory of system (1). That is, C maps trajectories of system (1) to trajectories of system (2).
The map y = C x performs the state aggregation. System (2) will be referred to as the abstraction of system (1). Note that the control input w ( t ) of the coarser model (2) is not the same input u(t) of system (1) and should be thought of as a higher level input. This differentiates abstraction from more traditional model reduction techniques [I] which maintain the same input in the reduction process.
In [7] , Problem 1.1 was solved by generalizing the notion of @-related vector fields from differential geometry to control systems. Interestingly, Problem 1.1 is always solvable if the matrix C is full row rank. In addition to propagating trajectories from the original system (1) to the abstracted system (2), one is interested in propagating properties from the abstracted system to the original system. This is the complexity reducing direction since checking the property on the simpler system is equivalent to checking the property on the complicated system. More precisely, one is interested in characterizing quotient maps having these desirable properties. In [6, 71, we considered various notions of reachability. In this paper, we consider the property of stabilizability. A solution to the above problem is important for hierarchical stabilization algorithms of large scale linear systems since stabilizability of the original system (3)
is guaranteed by stabilizability of the abstracted system (4). Therefore, if such a stabilizability preserving hierarchy is constructed, then one can perform controller synthesis for the abstracted system and refine the controller design at the lower level while accommodating ignored dynamics. This principled way for hierarchical stabilization is clearly related to backstepping designs [5] .
This paper is structured as follows: In Section 2 we review some results regarding abstractions of linear systems. They will be used in Section 3 where we develop a solution to Problem 1.2, before offering a variety of issues for further research in Section 4.
Linear Abstractions
In this section we review all relevant results from [7] .
We begin with a formal definition of linear abstractions. we obtain the following result.
Theorem 2.5 [Controllability Propagation ([7])]
Consider the linear systems
where C2 is C-related to C1 which respect to y = Cx.
Then CR(A, B ) R ( F , G ) . In particular, if C1 is controllable then C2 is controllable.
In order to propagate controllability from the abstracted linear system C2 to the original system &, conditions must be placed on the abstracting map y = Cx, resulting in consistent abstractions [7] . With respect to controllability, the following theorem characterizes consistent linear abstractions. 
where C+ is the pseudoinverse of C and V I , . . . , v, span
Ker(C). Furthermore assume that
Then C1 is controllable if and only i f Cz is controllable.
The goal of this paper is to examine similar issues and obtain related results for the property of stabilizability. Compared to controllability, stabilizability poses technical challenges as eigenstructure information must also be propagated between the original system and its abstraction, and vice versa.
Stabilizability Preserving Abstractions
We begin this section by reviewing some standard notions regarding stabilizability. Consider again the linear control system (Cl)
where the characteristic polynomial of A is decomposed into a product of polynomials
where all the roots of pa(X) have negative real parts, and all the roots of p;(X) have nonnegative real parts. The stable and unstable subspaces are defined as
where mk is the algebraic multiplicity of eigenvalue Ah. Furthermore, X -and X + are A-invariant subspaces that result in the decomposition R" = X -@ X + . The stable subspace and the controllability subspace combine to produce the so called stabilizable subspace 
From original to abstracted s y s t e m
We now focus on propagating properties from the original system to the abstracted C-related system. Given the above characterization of stabilizable subspaces, we
can immediately obtain our first result which relates the stabilizable subspaces of C-related systems.
Proposition 3.2 [Stabilizability propagation] Consider the linear systems
where system Cz is C-related t o system C1. Then
CS(A,B) C S(F,G)
Therefore, if C1 is stabilizable, then is stabilizable.
ProoE Let zo E S ( A , B ) . Then there exists a control input u(t) that results in state trajectory z(t) of
C1 from xo such that limt,+,z(t) = 0. Now consider yo = CXO. Therefore, for C-related systems, the stable subspace of the original system propagates to either the stable subspace or the controllable subspace of the abstracted system. Related to stabilizability, is the concept of controlled invariant subspaces 191.
Definition 3.3 Consider the linear system
(Cl) k = A x + B u x E R " u E R m A subspace V
is called controlled invariant or (A, B ) -invariant if and only if AV C V + R ( B ) .
The following proposition shows that in C-related systems, controlled invariant subspaces propagate to controlled invariant subspaces. In general, it is not true that for C-related systems, A-invariant subspaces propagate to F-invariant subspaces. However, if our C-related systems are constructed using the canonical approach of Proposition 2.4, then invariant subspaces propagate in a particular way. Since F = CAC+, we have that FCx = CAx for all x E K e r ( C ) I .
Lemma 3.5 Let F = CAC+ where C is f i l l row rank,
V Rn be any subspace, and define the subspace W =
CV.
Then
Therefore, i j AKer(C) Ker(C) + V then FW C W.
Proof:
Let y E W , that is y = C x where x E V .
Then FCx = FC(x, + 2,) where x , E Ker(C) and
Conversely we also have the following. 
F W C _ W = = + A V c V + A K e r ( C )
V then AV g V .
In particular, if AKer(C)
Thus Ax = AC'y + Ax, E V + AKer(C). 
From abstracted to original system
At this point, we would like to start propagating properties related to stabilizability from the abstracted system to the original system. We begin by the notion of implementability.
Definition 3.7 [Stabilizability ImplemenL'ation] Consider the linear time-invariant control systems ( C l )
where Cz is C-related to C1 which respect to y = Cx. Notice that implementability is an existential property, and asks the lower level system to reach the origin for some xo E C-l(y0) (but not for all such 20). In order for the property of reaching asymptotically the origin to be independent of the particular choice of xo E C-'(yo), we define the notion of consistency.
Definition 3.8 [Stabilizability Consistency] The linear control system
is consistent with respect to y = C x if the following holds: if there is a trajectory of C1 asymptotically connecting x1 to the origin, then for any 2 2 with Cxl = Cxz there exists a trajectory of C1 that asymptotically connects xa to the origin.
Consistency simply says that our ability to asymptotically reach the origin is independent of the choice of x E C-l(y). The notions of implementability and consistency can be merged in a straightforward manner in order to propagate stabilizability from the abstracted to the original system. We now obtain concrete algebraic characterization of implementability. The proof is a direct consequence of Theorem 3.2, Definition 3.7, and Proposition 3.1.
Theorem 3.9 [Implementability+Consistency] Consider the linear control systems ( C l )
X = A x + B u X E R~ U E R~ (E,) j, = F?/+Gv Y E RP W E Rk
Proposition 3.10 [Implementation Characterization]
Consider the linear control systems
where C2 is C-related to C1. Then C1 is an implementation of C2 if and only if 
Then C1 is consistent with respect to y = C x iff
Proof:
Definition 3.8 requires that if xo E S ( A , B )
then z o + Ker(C) e S ( A , B ) therefore a characterization of consistency for stabilizability is simply
Ker(C) & S(A, B).
Theorem 3.9 requires that C1 implements C2, and that C2 is consistent. Satisfying both characterizations of Propositions 3.10 and 3.11 results in one condition. 
S ( A , B ) = C-'(S(F, G ) )
For general C-related systems, if condition (8) is satisfied, then C1 is stabilizable if and only if C2 is stabilizable. Checking condition (8) may be difficult. Our eventual goal is to simply have check the consistency condition (7) for the canonical construction of Proposition 2.4. To achieve this, we first show that for general C-related systems, the following weaker condition is sufficient for propagating stabilizability from the abstracted to the original system. 
then C2 is stabilizable if and only if C1 is stabilizable.
Proof:
One direction is given to us by Proposition 3.2. In other words, the consistency condition of Theorem 3.14, states that in order to preserve stabilizability, then the directions that we must ignore (Ker(C)), must be either stable ( X -) or controllable (R (A, B ) ) . In this paper, we considered the problem of stabilizability preserving abstractions for linear systems, and characterized stabilizability preserving aggregation maps. These results inspire a hierarchical stabilizability algorithm, as well as hierarchical controller design algorithms. To achieve this we need to better understand how feedback gains at the abstracted level can be refined to the original system. The nonlinear analogues of the results of this paper are of clear relevance and importance to backstepping designs.
