[1] We use the new Goddard Institute for Space Studies Global Climate Middle Atmosphere Model 3 with four different resolutions to investigate various aspects of solar cycle influence on the troposphere/stratosphere system. Three different configurations of sea surface temperatures are used to help determine whether the tropospheric response is due to forcing from above (UV variations impacting the stratosphere) or below (total solar irradiance changes acting through the surface temperature field). The results show that the stratospheric response is highly repeatable and significant. With the more active sun, the annual residual circulation change features relative increased upwelling in the Southern Hemisphere and downwelling in the Northern Hemisphere. Stratospheric west wind increases extend down into the troposphere, especially during Southern Hemisphere winter, and in some runs the jet stream weakens and moves poleward. The predominant tropospheric response consists of warming in the troposphere, with precipitation decreases south of the equator and in the Northern Hemisphere subtropics and midlatitudes, with increases north of the equator especially over southern Asia. The tropospheric response is often not significant, but is fairly robust among the different simulations. These features, which have been reported in observations and other model studies, appear to be driven both from the stratosphere and the surface; nevertheless, they account for only a small percentage of the total variance. More accurate simulations of the solar cycle stratospheric ozone response, the quasi-biennial oscillation, and coupled atmosphere-ocean dynamics are necessary before any conclusions can be deemed definitive.
Introduction
[2] The discussion of the influence of solar cycles on the stratosphere/troposphere system has grown increasingly sophisticated in the last decade, owing to a combination of empirical analyses and modeling studies. However, great uncertainty remains concerning the actual tropospheric response, and the potential mechanisms involved.
[3] The troposphere generally appears to warm during solar maximum conditions, although as various studies report, there is disagreement about the details of this warming [e.g., van Loon and Shea, 1999, 2000; Haigh, 2003; Gleisner and Thejll, 2003; van Loon et al., 2004; Coughlin and Tung, 2004; Crooks and Gray, 2005; Kodera and Shibata, 2006] . Magnitudes on the order of a few tenths of a°C, with somewhat higher values in the upper troposphere are reported, seen most clearly during June-August although present on the annual average; there are disagreements as to whether the tropical region warms, or primarily the subtropics through midlatitudes. Precipitation changes have also been reported, in particular increased precipitation in July and August in the tropical western Pacific, and the various monsoon regions: South Asian, west African, and North American [e.g., Kodera, 2004; van Loon et al., 2004 van Loon et al., , 2007 Bhattacharya and Narasimha, 2005; Kodera and Shibata, 2006] . The values are not large, generally less than the interannual standard deviation, but in some regions on the order of 15% of the climatology. Additional changes reported involve variations in the Hadley and Ferrel circulations [e.g., Gleisner and Thejll, 2003; van Loon et al., 2004; Haigh et al., 2005] , with associated changes in zonal winds (i.e., jet stream location).
[4] Somewhat competing theories are proposed to explain tropospheric responses to solar forcing. While probably not mutually exclusive, the various mechanisms have some opposing interpretations and cause-effect relationships. One explanation involves direct forcing of the troposphere associated with total solar irradiance (TSI) heating of the surface. Observations from TSI-observing satellite instruments show a TSI increase from sunspot minimum to maximum of $0.1%, corresponding to a change of about a 0.2 W m À2 difference at the ocean surface, which White et al. [1997] related to an ocean surface temperature change of some 0.02°-0.06°K on the decadal scale (compared with an observed value of 0.08°K). An alternative interpretation is that the observed effects are due to atmosphere-ocean interactions producing internal oscillations [Deser and Blackmon, 1993; Latif and Barnett, 1994] , although the fact that the ''decadal'' oscillation tends to be in phase with the solar cycle seems to be more than just coincidence. White et al. [1997] suggested that perhaps the solar forcing influence on the ocean heat budget might in some way excite the natural modes of ocean-atmosphere coupling, or at least cause them to come into phase with it. Meehl et al. [2003] reported that in their model increased solar irradiance over land during summer solar maximum conditions helped intensify the monsoon, and more solar radiation over cloud free ocean regions increased evaporation and moisture convergence. van Loon et al. [2007] and Camp and Tung [1997] suggested that TSI forcing in the subtropics created temperature gradients and wind conditions that excite an ocean dynamical response, particularly that associated with La Niñas during Northern Hemisphere winter (opposite to what is seen in the annual average observations of White et al. [1997] ). Note that while the Meehl et al. [2003] and van Loon et al. [2007] studies both emphasize the importance of TSI increases in the northern subtropics during summer, the former study emphasizes the atmospheric (and land) response, while the latter emphasizes the ocean dynamical response to that heating.
[5] Another theory emphasizes the influence of UV variations in the stratosphere, which is known to respond to solar forcing with warming and increased ozone during solar maximum conditions. In this theory, the latitudinal distribution of UV heating change leads to a relative EP flux divergence that results in a reduction in the Brewer-Dobson circulation. The latter effect, or simply the increased stability in the lower stratosphere, results in less equatorial upwelling in the troposphere, encouraging precipitation off the equator Kuroda and Kodera, 2002; Kodera and Shibata, 2006] . Crooks and Gray [2005] using the ERA-40 data set found a zonal wind shift consistent with an expansion in the latitudinal extent of the Hadley Cell, the same result that Haigh et al. [2005] found as a model response to increased stability in the lower stratosphere (and that same experiment also produced less tropical upwelling, i.e., a weaker Hadley Cell). This is a ''top-down'' forcing, with the SST response in effect driven from the atmosphere, agreeing with the reduced heat fluxes found by White et al. [2003] and the further analysis of White [2006] .
[6] Modeling of the solar cycle response has suggested possible influences, but none definitively. Models in general are unable to simulate the necessary stratospheric ozone response, as they produce maximum ozone change in the midstratosphere, instead of in the upper and lower stratosphere as observed [e.g., Shindell et al., 1999; Tourpali et al., 2003; Egorova et al., 2004; Sekiyama et al., 2006] . Some progress is being made in this regard; Austin et al. [2006 Austin et al. [ , 2008 included a parameterization for the 27-day solar rotational modulation of ozone photolysis (an effect which peaks during sunspot maximum and therefore has a solar cycle), while varying specified sea surface temperatures and greenhouse gases during the full solar cycle. Although their model still produces an ozone peak at lower altitude than in the observations, it does have a minimum response at 20 mb (and hence a double ozone maximum), an improvement which the authors attribute to using the varying SST and a complete solar cycle [Austin et al., 2006] . Models also produce warming in the stratosphere, although typically less than observed (noting that the actual values are uncertain [Labitzke et al., 2002; Tourpali et al., 2003; Egorova et al., 2004] ). In the troposphere, modeled temperature responses to solar forcing are typically weak although specifying (unchanging) sea surface temperatures, as in many of these studies, minimizes the response in the lower troposphere. Matthes et al. [2004 Matthes et al. [ , 2006 did find a solar impact on both the tropospheric and stratospheric meridional circulations, while Shindell et al. [2006] concluded that tropospheric ozone changes were an important ingredient in their modeled response.
[7] A number of these issues are explored with new versions of the GISS Global Climate/Middle Atmosphere model 3 [Rind et al., 2007] forced with realistic variations in solar irradiance inputs for the recent past. In particular we attempt to ascertain which if any of the suggested mechanisms is supported by model experiments.
Model Experiments
[8] We use the GISS Global Climate Middle Atmosphere Model (GCMAM) [Rind et al., 2007] , with an upper boundary at 0.002 mb, and one or more resolutions, in a suite of experiments that we separate into three groups. In all experiments the models are forced with a time series of monthly values of the Sun's spectral irradiance (Figure 1 ) binned onto 190 wavelength bands. The integrated spectrum matches the total irradiance, and the longer-term changes are consistent with trends in magnetic flux simulated by the Naval Research Laboratory flux transport model since 1713 [Wang et al., 2005; Lean et al., 2005] ; for the period of our simulations, from 1950 through 2004, long-term irradiance trends are minimal.
[9] The GISS model handles shortwave radiation differently depending upon the spectral interval. In the UV (short of 0.33 microns), ozone is highly absorbing, and so the bands are handled via an analytic path length formulation integrating solar spectral and ozone variations [Lacis and Hansen, 1974] . In the visible and near-IR there are two broadband channels (0.33 -0.77 microns, and 0.77 to 0.86 microns). At wavelengths longer than 0.86 microns, there are 16 pseudospectral correlated-k distribution intervals, which are not spectrally contiguous [Hansen et al., 1983] .
[10] Most of the experiments use the LINOZ scheme for ozone photochemistry in the stratosphere [McLinden et al., 2000] with an online photochemistry tracer . In the troposphere, ozone is calculated using monthly mean ozone production and loss rates archived from GEOS-CHEM, a global photochemical transport model [Bey et al., 2001; Park et al., 2004 ; see also Rind et al., 2007] . In discussing the ozone calculations subsequently, we refer to both the stratosphere and troposphere ozone chemistry calculations simply as the ''LINOZ scheme.''
[11] The experiments were grouped according to three different implementations of sea surface temperatures (SST): calculated SST; varying values based on the historical record; and constant values specified from the climatological average. The SST were calculated via a mixed layer model with heat diffusion through the bottom, and specified ocean heat transports, i.e., a ''q-flux'' model. The calculated SST experiments explicitly allow for a solar cycle influence on the upper ocean while the experiments with historical SST implicitly incorporate any such influence [e.g., White et al., 1997] . The climatological SST test the model response when no such influence is allowed. Control runs (with unchanged solar radiation) were run for each SST configuration to obtain standard deviations for assessing the significance of the changes.
[12] Since we do not use a fully coupled atmosphere-ocean model in these experiments, we cannot directly test the hypothesis that climate may respond to solar forcing via La Niña-type pattern generation. It is in any event doubtful that the ability of current models to generate ENSO is adequate for performing such an assessment, a conclusion also reached by Intergovernmental Panel on Climate Change [2007] for the much greater forcing associated with greenhouse warming. To the extent that the Q-flux approach reproduces some of the observed solar relationships it automatically implies that changes in ENSO state are not necessary for the occurrence of the described solar effects.
[13] Table 1 lists the experiments performed in the first group, with the model using calculated, hence varying, SST (''V''). The first experiment (''S-V'') (with the 4 Â 5, 23 layer model, henceforth M23) varied the input solar spectral irradiance and allowed the model to respond, its purpose being to test solar forcing directly, without any stratospheric ozone feedback. The second experiment (also done with M23 version of the model) allowed ''dynamic'' ozone feedback, in that any change in ozone induced by altered circulation in the stratosphere affects the model's atmospheric radiation (''SOd-V''). In the third set of experiments, the LINOZ photochemistry was enabled so that ozone changes occurred owing to the altered UV radiation associated with the solar cycle (''SO-V'') (in addition to any dynamically induced changes). Both M23 and M53 (i.e., 4 Â 5, 53 layer) models were used for these simulations, with the M53 version run 3 times, starting from slightly different initial conditions. Since the 9-year difference between the El Chichon and Pinatubo eruptions has been a confusing factor when assessing the 11-year solar influence, the fourth experiment (SV-V) tested the influence of observed volcanic aerosol perturbations on solar forcing, by including them for this time period, together with LINOZ calculated ozone in M53. The fifth experiment combined volcanic forcing and additional anthropogenic forcing changes: trace gases (e.g., CO 2 , methane, N 2 O, CFCs, etc.), tropospheric aerosols and tropospheric ozone changes (''SA-V''), with M53. These forcings are specified by Hansen et al. [2007] .
[14] The second group of experiments, listed in Table 2 , used historical SST (''H'') based on data from Rayner et al.
[2003], Reynolds and Smith [1994] and Smith and Reynolds [2004] . The first experiment, with the M53 model, used variable solar radiation with historical SST and climatological ozone (''S-H''). The second experiment allowed ozone to respond via the LINOZ scheme (''SO-H''), repeated for four different resolution models: M23, M53, F53 and F102, the latter two having 2°Â 2.5°horizontal resolution, with the indicated number of vertical levels. In this and the other experiments, the purpose of using different vertical and horizontal resolution was to test the degree to which the solar influence in models is resolution dependent. The third experiment (''SA-H'') used all the climatological forcings (as in SA-V) except with observed ozone changes below 30 km (so as to include the ozone hole), while still allowing calculated LINOZ ozone from 30 to 58 km. This configuration was also run with all four resolution models. To assess the importance of the exact shape and magnitude of the ozone variation, the fourth experiment utilized the SAGE ozone observations (''SOs-H''). This was implemented by adding climatological ozone deviations for solar maximum and solar minimum conditions for the appropriate years, determined relative to the averages of SAGE ozone during the 20-year average record. The SAGE ozone maximum minus minimum values have been discussed by Soukharev and Hood [2006] and Randel and Wu [2007] , and are shown in the next section. The screened version of the data set used is from Rind et al. [2005] .
[15] The third group of experiments, Table 3 , repeated several simulations of the second group, but with climatological average (i.e., invariant) SST (''C'') (derived for the same 1950 -2005 time period). The first set of experiments used solar forcing with the LINOZ ozone photochemistry (''SO-C'') in the M23, M53, F53 and F102 models. The second experiment used instead the SAGE ozone solar maximum and solar minimum ozone perturbations (''SOs-C'') in the M53 model. The third set of experiments was similar to the first, but with the inclusion of all the other forcings (''SA-C'') and was again run in all four models. The fourth and fifth experiments used the LINOZ photochemistry with added forcing to produce the east and west QBO winds, as in work by Balachandran and Rind [1995] , extended up to 1 mb following the suggestion of Matthes et al. [2004] (''SO-E-C, '''' SO-W-C''), in the 4 Â 5, 53 layer version.
[16] Each of the experiments in Tables 1, 2 and 3 was run for 55 years (1950 to 2004) . Of a total of 29 separate , with 12 years in each category. Overall, the annual difference in total incident solar radiation between solar maximum and minimum at the top of the atmosphere equaled $0.2 W m À2 .
[17] Also evident in Figure 1 , with the set of years used here, solar maximum conditions follow (come later than) solar minimum values. Given that the troposphere has been warming over the past several decades, and that atmospheric CO 2 has been increasing (which affects stratospheric temperatures as well), there is an ''anthropogenic'' influence in the solar maximum minus solar minimum calculation, as the maxima are continually associated with higher CO 2 levels than the minima. To examine the effect of this bias, we occasionally create an 'altered' maximum minus min, dropping the first minimum and the last maximum (which now means the minima are associated with increased CO 2 ). We show in section 3.6 that this does make a difference in some of the temperature fields. Finally, to highlight some features we also show full solar cycle correlations with the input UV field (e.g., Figure 1 ).
Results
[18] We formulate our results as responses to eight questions. Results from the standard runs (labeled STANDARD in Tables 1 -3 ) are presented first, with additional runs incorporated to address the various questions. We identify the standard experiments as those which include the necessary physical processes, incorporating varying solar spectral irradiance and utilizing the LINOZ ozone calculation, combined with the different treatments of the ocean. In general, the averaged results for the three SO-V simulations are shown together.
Do the Standard Runs Reproduce the Observed Stratospheric and Tropospheric Temperature Changes?
[19] Shown in Figure 2a are the annual average temperature changes between solar maximum and solar minimum conditions (as defined above and in Figure 1 [20] The stratospheric temperature responses indicate peak tropical warming of about 0.7°C. Although highly significant, this warming is smaller than the 1K determined from NCEP reanalysis data, and a factor of 2 or more smaller than the 1.5°-2°C values derived from rocketsonde data, but it is in agreement with the magnitude derived from analysis of SSU data by Scaife et al. [2000] (see the discussion by Hood [2004] ). A further discussion of the controversial temperature signal in this region is included in section 4.1. The stratospheric response is relatively independent of how sea surface temperatures are determined.
[21] In the June -August time frame, shown in Figure 2b , warming similar to that in the annual average occurs in the stratosphere, although now all three models also show more cooling at Southern Hemisphere upper midlatitudes in the low stratosphere to midstratosphere, in agreement with NCEP reanalysis observations [e.g., van Loon and Shea, 2000].
[22] Tropospheric tropical warming occurs in all simulations, although from a quantitative standpoint, the results are not significant. The magnitudes, generally on the order 0.2°C, are about half that derived from NCEP reanalysis [van Loon and Shea, 2000] . While use of the climatological SST (in SO-C) undoubtedly limits the tropospheric response, the values are not much larger with the calculated SST. Nor would they be much different with a full dynamic ocean, whose response time would be much longer than the time difference between solar maximum and minimum years, except for possible ENSO-type response; simple inclusion of a deep ocean with heat diffusion through the bottom of the mixed layer also makes little difference on this timescale, although it would affect the magnitude of overall trends during the 50-year time period. The run with calculated SST actually has somewhat lower significance in the upper troposphere and lower stratosphere compared with the other simulations. When the historical SST are used, warming approaches 0.4°C, and is > 90% significant in some upper tropospheric regions. (We show below that the correlation of temperature with the solar cycle is often significant in the troposphere.) 3.2. Do the DSST in the Calculated Ocean Runs Match Those in the Historical Data?
[23] Shown in Figure 3 are the annual changes between solar maximum and solar minimum years simulated using calculated SST ( a full dynamic ocean would not alter this conclusion, unless ENSOs were generated by this small forcing, a result probably beyond the ability of coupled atmosphere-ocean models to produce with confidence). There is greater widespread warming between solar maximum and minimum conditions with the historical SST ( Figure 3 , bottom left), which enhances the tropospheric response in Figure 2a . Its pattern is consistent with that determined by White et al. [1997] from observations, which is not surprising since the same observations are used to create the historical SST data set. Both the historical and calculated SST changes show that during June -August there is somewhat greater warming north of the equator (evident in the annual picture as warming off the coast of Asia) which as discussed below influences precipitation.
Do the Standard Runs Produce the Observed
Ozone Difference, and if Not, What Difference Does It Make?
[24] In all of the standard runs ozone is calculated with the LINOZ photochemical scheme. Shown in Figure 4a midstratosphere, not in the upper stratosphere as suggested by observations [e.g., Soukharev and Hood, 2006] . The results also show a maximum in the lower stratosphere (most clearly visible in SO-C) of around 2%, seen in some observations [e.g., Soukharev and Hood, 2006] ; Marsh and Garcia [2007] suggest that it is influenced by ENSO events, rather than just the solar forcing, but that's clearly not the case with the climatological average SST in SO-C. Note also that the results generally show ozone increases in the troposphere, although not everywhere.
[25] The Figure 4b shows a similar experiment except that ozone photochemistry is invariant to the change in solar UV radiation (ozone changes only via altered dynamics). In this case, the radiative heating rate change is reduced by about half, the temperature change is accordingly smaller and there is minimal change in stratospheric ozone. So allowing the ozone to respond photochemically to altered UV radiation is essential for the model's ability to simulate the solar-forced response in the stratosphere, a result found by many other researchers [e.g., Shindell et al., 2006] . (Note that the results shown for this experiment are from M23, while the STANDARD experiment ( Figure 4a ) is for M53; however, the M23 and M53 simulations of the STANDARD experiment are quite similar.) Interestingly, this run did show ozone increases in the extratropical lower stratosphere of both hemispheres, associated with altered dynamical transports (since there was no photochemical response), although not in the tropical lower stratosphere as observed .
[26] The equivalent results for the STANDARD experiment with climatological SST are given Figure 4d , with very similar changes between solar maximum and solar minimum conditions as with the calculated SST. (Results from Figure 4c , associated with volcanic aerosol changes, are discussed in section 3.6.)
[27] The ozone changes employed by using solar maximum and minimum values observed from SAGE II (instead of LINOZ) are shown in Figure 4e (right). Changes were incorporated only from 45°N to 45°S, as the changes in the polar regions were quite inconsistent from different maximum to minimum conditions, and were probably influenced by highly variable dynamics. The SAGE II instrument does indeed show ozone differences peaking in the upper stratosphere, not midstratosphere. In addition, the magnitudes are bigger than the model calculated, with a peak change close to 4%; as shown by Soukharev and Hood [2006] [see also Stratospheric Processes and their Role in Climate, 1998 ], this is also about double the value determined from SBUV and UARS HALOE measurements. The shortwave radiative heating difference (Figure 4 , middle) is correspondingly amplified, and the stratospheric temperature response (Figure 4 , left) is also somewhat greater, with values exceeding 1°C.
[28] The SAGE II ozone profile change also indicates a maximum response to the solar cycle in the lower stratosphere and minimum response in the midstratosphere features that have been linked to dynamical responses affecting the troposphere. The temperature response (Figure 4e ) likewise shows a minimum in the midstratosphere; the change relative to the simulation with the LINOZ profile and climatological SST (Figure 4d ) is about À0.6°C, or more than 2 standard deviations. The equivalent experiment with historical SST (SOs-H, not shown) gives a very similar result, increasing confidence in its robustness. It is consistent with the radiation response (Figure 4, middle) , without a strong dynamical influence. But even with the ozone solar cycle specified by the SAGE II observations, the model simulations show only a slight temperature change in the lower stratosphere, the effect differing only marginally from that generated in the lower stratosphere with invariant ozone (Figure 4b ). (Note that dynamical changes resulting from the SAGE II ozone were allowed to influence the temperature structure throughout.) Tropospheric temperature changes show little impact. Using climatological SST may diminish the tropospheric differences, but there is little response even in the upper troposphere, where dynamical changes are expected to have an influence. Again, the same experiment but with historical SST (not shown), likewise showed little apparent tropospheric impact relative to the historical SST simulation with LINOZ calculated ozone.
Does Model Resolution Make a Difference?
[29] It is supposed that finer resolution models may produce a stronger tropospheric response via a more complete interaction with the stratosphere, but we find no evidence of this in our simulations. Figures 5aÀ5c compares the results from experiments made with four different resolution models (2 Â 2.5 and 4 Â 5 with 23, 53 and 102 layers, using historical SST). Figure 5a (with historical SST) shows the correlations at different latitudes and heights of the simulated ozone densities with the UV irradiance (Figure 1 ), as determined from the five complete solar cycles of the model runs. Given that the different resolution models have somewhat different dynamical properties [Rind et al., 2007] , the correlation patterns do differ in some details, but each shows the same general characteristics: high correlations of ozone and solar UV radiation above the stratopause, minimum correlation (though still positive) around 50 km, and greater correlation in the midstratosphere. The solar cycleÀozone correlations for the calculated and climatological SST (not shown) also have little distinction among the resolutions, and are quite similar to those with the historical runs. The solar cycleÀtemperature correlations with historical SST (Figure 5b ) likewise have great similarity among the different resolution models, including maximum correlation in the subtropical lower stratosphere, a feature that has been observed [e.g., Crooks and Gray, 2005] with ERA reanalysis data but it does not appear in SSU/MSU data [Keckhut et al., 2005] . However, the negative correlation in the tropical lower stratosphere with three of these four resolutions (and a minimum in the other) is similar to that shown by Keckhut et al. [2005] with SSU/MSU data, and is also present to a much lesser degree in the ERA reanalysis [Crooks and Gray, 2005] . The stratospheric correlations with the varying UV for both ozone and temperature are highly significant.
[30] In the troposphere the correlation of solar UV radiation with temperature ( Figure 5b ) is significant at the 95% level (and even higher in some locations), and is in good agreement with observations from reanalysis data [Labitzke et al., 2002] ), including the minimum in correlation near the tropical tropopause in the ERA-40 data set [Crooks and Gray, 2005] (true in the model for ozone as well). However, these results are for the simulations with historical SST, which of course is how reanalysis data are generated. We repeated these correlations with the other two standard experiments, and the results are shown in Figures 5c and 5d. With climatological SST (Figure 5c ), the tropospheric correlation is often muted or nonexistent; preventing the SST from changing is expected to limit the tropospheric response. The response for M53 in the troposphere appears greater than in the other resolutions; this is not due to a greater ozone response (there is not), nor to a dynamic response of greater subsidence, or even greater tropical precipitation compared with the other resolutions (as shown later, neither of those things occur). Caution is necessary when considering changes of this nature, as is emphasized by the results in Figure 5d . In these runs with calculated SST, we show the three individual simulations with M53, as well as M23 to illustrate the inherent variability. Here the solar forcing acts directly on the ocean temperatures and in the correlation patterns of these runs, the tropospheric response is generally significant, in some cases highly so (>99%), but there is strong variability from run to run, now even with the same model. Negative correlations tend to occur at higher latitudes. Negative/minimum correlations in the tropical lower stratosphere/upper troposphere occur more frequently in the runs with historical SST, lending some credence to the idea that it is a product of influence inherent in the SST data set, including possibly ENSOs [Marsh and Garcia, 2007] .
Is the Solar Cycle Effect Greater With the East QBO?
[31] Labitzke [2004] found in the NCEP/NCAR reanalysis data a stronger solar cycle response in Northern Hemisphere summer during the east phase of the QBO. To test this response, we forced the model to have a QBO by relaxing the tropical winds back to either east or west, and running the 55 year simulations with climatological SST. The Labitzke [2004] study focused on July (to avoid the dynamic influences of Northern Hemisphere winter), and considered both correlations of temperature with 10.7 cm solar flux data (a proxy for UV variations), as well as solar maximum minus minimum temperatures. When we compared the maximum minus minimum temperatures, the results were dependent upon whether we used values defined by the UV, or just the maximum and minimum for each cycle. Therefore we focus on the correlations, and use the full season (June -August).
[32] Shown in Figure 6a is the correlation of UV with temperature in the East phase (Figure 6 , left) and the west phase (Figure 6, right) . Consistent with Labitzke's analysis, the region of significant correlation is considerably broader, and extends to lower altitudes in the east phase; the resulting magnitudes, and even the appearance of the east phase correlation, is similar to that shown by Labitzke [2004] (including the region of negative correlation at high southern latitudes, but not the large positive correlation in the tropical lower stratosphere). The west phase significant correlation is much more restricted, as it was in the Labitzke results, although it is somewhat broader than in the NCEP/ NCAR observations. Whether June -August averages would provide higher correlations in the observations is unknown; it did in the model. In neither case is there much difference in the tropospheric response, although again the use of climatological SST dampens such effects.
[33] In both the model and observations, the greatest correlations with the solar cycle during this season are in the Northern (summer) hemisphere. To understand how this is happening, and the difference between the two QBO phases, we show in Figures 6b, 6c , and 6d the correlations between the varying UV and the zonal winds, the northward EP flux and the vertical EP flux. In both QBO phases higher UV is associated with greater upward flux of wave energy from the extratropical Southern Hemisphere (winter) troposphere, although more so in the east phase (Figure 6d ). The increased vertical flux is associated with small increases in tropospheric eddy kinetic energy at upper midlatitudes, on the order of 2% (East QBO) and less than 1% (West QBO); however, the effect in the stratosphere is much larger, with eddy kinetic energy changes peaking at close to 20% around 65°S and 10 mb in both phases. With the east QBO, the vertical flux in the Southern Hemisphere then goes northward in the low stratosphere to midstratosphere, across the equator to the Northern Hemisphere extratropics (Figure 6c,  left) , and then goes upward again (Figure 6d, left) , where it produces eddy kinetic energy increases of about 10% in the (now) summer hemisphere. The vertical fluxes and added eddy energy in the Northern Hemisphere are associated with equatorward heat transports (it is warmer at the pole in this season) that help warm the Northern stratosphere at midlatitudes; note that the vertical flux in the Northern stratosphere is not coming directly from the troposphere below, but by this circuitous route from the Southern (winter) troposphere where eddy energy is more prevalent in this season. In the case of the west QBO, not only is the vertical EP flux weaker (Figure 6d, right) , but its northward movement across the equator is much weaker (Figure 6c, right) , as is then the subsequent upward flux in the Northern extratropics, and the associated equatorward heat transport. Hence the correlation with temperature is less extensive. But with wave energy flux not crossing the equator in the west phase, a higher correlation with warming occurs in the lower tropical stratosphere, which acts to increase the Southern Hemisphere latitudinal temperature gradient. This then helps the upper stratospheric zonal wind increase to extend down to lower levels in the west phase than in the east phase, and through feedback mechanisms discussed by Kuroda and Kodera [2002] , into the troposphere.
[34] Of course, the QBO here is being forced, not resulting from model processes, and in addition, it is not timeand altitude-varying, all aspects that could make a difference. The results for December -February provide a test of the verisimilitude of the model's QBO/solar cycle interaction, at least within the context of the extratropical response to solar-maximum minus solar-minimum conditions. Presented in Figure 7 are the temperature, zonal wind and 10 mb height differences between solar maximum and solar minimum conditions for the east (Figure 7 , left) and west (Figure 7 , right) QBO, as well as the difference in vertical EP fluxes. Consistent with simulations with earlier versions of the model Balachandran et al., 1999] , the different phases result in diametrically opposite solar cycle impacts, with a stronger polar vortex during solar maximum in the east phase, and a weaker polar vortex during solar maximum in the west phase, in agreement with observations [e.g., Labitzke, 1987] . The differences for DecemberÀFebruary (as opposed to June-August) relate to the vertical EP flux directly below from the troposphere (affected by propagation differences), which are reduced (increased) in the QBO east (west) phase; hence so is the poleward heat transport, producing a colder (warmer) lower stratosphere, increased (decreased) extratropical west winds and a stronger (weaker) polar vortex. These effects obviously extend down into the troposphere [see also Rind and Balachandran, 1995] . So for both seasons the use of the forced QBO has not kept the model from reproducing some aspects of the solar/QBO relationships seen in observations.
Do the Other Forcings Make a Difference?
[35] Solar cycle effects during the 20th century occur simultaneously with the effects of other forcings, such as increasing concentrations of anthropogenic gases and changes in volcanic aerosols. Proper isolation of the solar signal by removing these other effects from the observations is a difficult procedure with many associated uncertainties. For example, is linear trend analysis the proper way to remove anthropogenic influences, some of which could certainly be nonlinear? As many of our model experiments were done with other forcings as well, we explore their impacts on extracting the solar signal.
[36] Examination of the standard runs can help determine the impact of the overall warming (assumed anthropogenic) on the calculation of solar maximum minus solar minimum changes. Use of historical SST in effect builds in an anthropogenic forcing, since for the time period studied, solar maximum conditions occur later than solar minimum conditions (see Figure 1) , and greenhouse gases have been increasing with time, and increasing the SST. One approach, therefore, is to simply drop the last solar maximum and the first solar minimum, and recalculate the temperature response; therefore, instead of using results from 1950 through 2004, the data were analyzed from 1956 through 1998 (hence utilizing 19 years of solar maximum plus minimum data, rather than the original 24 years). The effect on the historical SST themselves is shown in Figure 3 (bottom right). While most of values are unaffected, there is a small reduction in the coverage of warming over the world's oceans. Shown in Figure 8 , bottom two rows, is the effect on the atmospheric temperature response. Given in Figure 8c is the annual response with the solar cycle as defined originally; in Figure 8d the result with the alternate choice of years. While the troposphere warms in both cases, the response is weakened somewhat when solar minimum comes after solar maximum (seen most clearly in the change divided by the standard deviation, given in Figure 8 , right). Since the alternate choice has reduced warming (via the SST) during the (now earlier) solar maximum year, the response independent of this anthropogenic influence on the SST would therefore be in between these two depictions. (Note that dropping 20% of the data randomly does not produce such differences.)
[37] In addition, we make use of the runs that include anthropogenic forcing explicitly. Figures 8a and 8b show the response of the models runs with calculated SST when anthropogenic forcing is included, the original designation of years being shown in Figure 8a and the alternate choice in Figure 8b . The tropospheric response is clearly larger with anthropogenic forcing as expected (Figure 8a ), but the stratospheric response has been largely erased, as increasing CO 2 acts to cool the stratosphere.
[38] A second issue concerns the distortion of estimated solar cycle signals by volcanic forcing, because of the approximately 11 years between El Chichon and Mt. Pinatubo. Figure 4c (SV-V) shows results for the simulation with the solar cycle and volcanic influence (using the observed volcanic aerosol record from Sato et al. [1993] updated through 2005). The warming through most of the stratosphere is not affected, which was the direct question. There are some differences from the STANDARD SO-V runs (Figure 4a ) in the lower stratosphere, with reduced ozone, negative solar radiation heating rates and cooler temperatures, although the temperature differences between the two experiments are less than 2 standard deviations. Dynamically there are differences as well, with a relative Northern Hemisphere to Southern Hemisphere circulation in the lower stratosphere (not shown) compared with the STANDARD experiment. This result must be viewed with caution given that the volcanic forcing was not allowed to directly affect ozone photochemistry.
Do the Circulation Changes Match Those Claimed for Solar Forcing?
[39] In general, the changes in dynamics associated with solar forcing are weak, and in the troposphere usually not statistically significant. However, by virtue of the vast number of runs conducted (Tables 1 -3) , we can investigate whether the simulated patterns are sufficiently consistent to indicate a model response.
[40] As Figure 2b shows, the solar cycle maximum minus minimum results for the standard simulations produced extratropical cooling in the Southern Hemisphere stratosphere during June-August, in contrast with the warming experienced at low latitudes. This increased thermal gradient strengthens west winds (Figure 9 ), consistent with observations [e.g., van Loon and Shea, 2000]. Not only do the winds increase in the stratosphere in the Southern Hemisphere extratropics, but the effect extends down to the troposphere, where it is occasionally significant (e.g., SO-C), with magnitudes of a few m/s. This tropospheric component is somewhat weaker with historical SST, and weaker still when SST are calculated, suggesting that a variable tropospheric response has the capacity to minimize the downward propagation of this response. Nevertheless, considering the runs shown in Tables 1 -3 , of the 26 relevant simulations, all displayed this effect, making the result highly robust, though quantitatively small. The magnitude of the change in the troposphere is large enough to alter sea level pressure fields such that a more positive winter Southern Annual Mode (lower pressure at higher latitudes) is produced in about 70% of the cases (especially with climatological and historical SST). The sea level pressure differences are on the order of À4 mb at high southern latitudes, and +3 mb at southern midlatitudes.
[41] As Kodera and Shibata [2006] hypothesized, altered planetary wave refraction and an associated relative divergence of the EP flux amplifies the initial tendency for increased west winds arising from the increased temperature gradient produced by the additional heating during solar maximum in the tropics. (The divergence is associated with relative northward wave energy flux, as can be seen in Figure 6 for both QBO phases.) The relative EP flux divergence then leads to a reduction in the stratospheric residual circulation (reduced flow from the summer to winter hemisphere). This effect, as well as the winter zonal wind change descending into the troposphere, is more consistent in the Southern Hemisphere during June -August then in the Northern Hemisphere for December-February, most likely owing to the greater planetary wave forcing and inherent variability during Northern Hemisphere winter (in the real world including QBO effects; as seen in Figure 7 , but in observations as well, the effect on the zonal winds in Northern Hemisphere winter is opposite in the two phases). Therefore, on the annual average, the net effect is an increase in the residual circulation from the Southern to Northern Hemispheres. This is apparent in Figure 10 from the correlation of the varying solar UV irradiance with the stream function value during June-August (Figure 10 , top) and annual (Figure 10 , bottom) (especially in the stratosphere, the residual stream function change is very similar, as is the difference between solar maximum and solar minimum). Note that in the tropical stratosphere, the UV influence generally accounts for less than 10% of the stream function variance.
[42] To examine the vertical velocity changes associated with the stream function in more detail, we show in Figure 11 the correlation between the June -August (Figure 11 , top) and annual UV variations (Figure 11 , bottom) with the vertical velocities from the three standard runs. Relative rising air (positive values) can be seen around 50°S in all the cases, extending from the troposphere through the stratosphere. Descent occurs at high southern latitudes, and, in the stratosphere during June -August, in a general region extending from about 40°S to 40°N; however, it is not particularly coherent, and there are differences from run to run. On the annual average, the most consistent descent in the Northern Hemisphere occurs in the extratropics around 45°N, extending down into the troposphere. The annual average descent in the Northern midlatitudes should impact precipitation (see the next section); the simulation of Shindell et al. [2006] reported just such a response, and obtained an annual and zonal average precipitation decrease of up to 3%.
[43] Haigh et al.
[2005] performed a multilinear regression of NCAR/NCEP reanalysis data against measures of various possible ''forcings, ''including the solar cycle. Their results showed increased zonal winds in the tropics, reduced values in the subtropics, and increases further poleward, which they discussed as a weakening and poleward shift of the subtropical jets with a more active sun. A weakening and poleward shift of the subtropical jet stream can be seen in the SO-V and (especially) SO-C runs ( Figure 9) ; the magnitude of the response, peaking at 1 m s
À1
, is similar to that in the Haigh et al. [2005] assessment. The effect in the model is not clearly evident with the historical SST, which contain influences from other phenomena that in the Haigh et al. [2005] analysis largely canceled the solar effect when looking at the overall trend; in particular, ENSO variations intensify the subtropical jet. (An additional distinction is that Haigh et al. [2005] included all phases of the solar cycle in their analysis, while the results in Figure 9 show solar maximum minus minimum conditions for June-August; the annual average results for solar maximum minus minimum do not show a poleward movement of the subtropical jet either.)
[44] An expansion of the Hadley circulation, associated with this zonal wind change, is evident in the vertical velocity correlation, with added descent in the region $30-45°N,S in SO-V and SO-C (Figure 11, bottom ). An extension of the Hadley Circulation is a result anticipated in response to warming in the lower stratosphere Haigh et al. [2005] . The effect is displaced further poleward with historical SST.
[45] Kodera and Shibata [2006] related warming of the tropical lower stratosphere to reduced tropical convection and enhanced off-tropical convection. Since tropical convection drives the December-February Hadley circulation from the Southern to Northern Hemisphere, and off-tropical convection, as occurs in the monsoon region of Southern Asia during June-August, drives the circulation from the Northern to Southern Hemisphere, the latter would be expected to predominate with increased solar heating. The annual average tropospheric circulation change (Figure 10 , bottom) shows an intensification of the circulation from the Northern Hemisphere toward the Southern Hemisphere with climatological and historical SST in the tropics, but, on the three run average, not with calculated values, presumably related to its different SST pattern (Figure 3 ). Overall this intensification occurred in all 20 of the relevant runs (solar plus ozone change) with climatological or historical SST, and in 2 out of the 6 runs with calculated SST. Treating each run as an independent chance for an increase or decrease, a chi-square test shows that this many occurrences is significant at the 99% level. However, the change is small in magnitude, on the order of a few percent. The vertical velocity correlation (Figure 11) shows a tendency for rising air north of the equator and sinking air just to the south with increased solar UV radiation, which should affect the precipitation, as discussed in the next section.
Do the Precipitation Changes Match Those
Claimed for Solar Forcing?
[46] As with the circulation changes, the observed and modeled precipitation changes are weak, and require multiple experiments to gage their robustness. The region where the gain in off-equatorial precipitation is expected to be most apparent is in the western Pacific/southeast Asian vicinity owing to the presence of the large landmass. Precipitation changes in the standard experiments during June -August are shown in Figure 12 ; in all three cases, precipitation increases in this region north of the equator, and decreases in the vicinity of the equator, although again the magnitudes are small. The results for the different resolution experiments with historical and climatological SST all give basically a similar effect (not shown). The localized responses are not necessarily small, being up to 15% of the seasonal mean precipitation. The precipitation increase occurs not only in the western Pacific region, but also at latitudes 10°NÀ18°N across the globe. Similarly there is a small precipitation decrease near the equator. This effect is clarified further in Figure 13 , giving the percentage of simulations (out of the 26 relevant different runs) which recorded a precipitation increase or decrease at various latitudes. Results for June -August (Figure 13a, top) and for the annual average (Figure 13a, bottom) are given. During solar maximum conditions, precipitation preferentially shifts north of the equator, with a corresponding decrease to the south; this effect is apparent with both climatological and historical SST (Figure 13b) . As was the case for several other tropospheric responses, the simulations with calculated SST produce less consistent changes, although in one of the three simulations it was very similar to the historical value; apparently the oceanatmosphere interaction can provide additional variability in the model. Note that this response is not affected by the potential anthropogenic warming that is likely inherent in the SST field; when dropping the first minimum and last maximum, the response in SO-H is quite similar to that when using the full data set. [47] In addition, on the annual average, especially with climatological SST, reduced precipitation at northern midlatitudes (at solar maximum) is apparent in the majority of cases, although this is not true with historical SST. These precipitation changes are consistent with the Hadley Cell response discussed above. Note that these precipitation results are presented for solar maximum minus solar min. If one correlates the full solar cycle against the zonal average precipitation, the correlation coefficients are routinely less than 0.1, hence accounting for less than 1% of the zonal average variance.
Discussion
[48] We review the model performance with respect to the (often conflicting) observations and other modeling efforts, and for the detected effects, differentiate which of the potential solar forcing mechanisms is likely responsible.
Stratospheric Response 4.1.1. Upper Stratosphere
[49] As shown in Figure 2a , the general modeled response in the upper tropical stratosphere is a solar maximum minus minimum warming of $0.7°C. The observed changes in reanalysis and rocketsonde data are in the range 1°À2°C in the tropical upper troposphere [Hood, 2004; Keckhut et al., 2005] although Scaife et al. [2000] report from SSU data values close to those obtained here. Chanin et al. [1998] suggested that as the SSU data are less contaminated by instrument-related errors, they are likely the more accurate. Other modeling efforts have produced stratospheric temperature changes in the range 0.6°-0.7°C [Tourpali et al., 2003; Austin et al., 2006; Shindell et al., 2006] ; or from 0.8°t o 1°C [Matthes et al., 2004; Austin et al., 2008] ; or as high as 1.1°-1.3°C [Labitzke et al., 2002; Egorova et al., 2004] . The models' temperature responses are obviously a function of their solar cycle ozone responses, which generally range from 2% to 3% [Labitzke et al., 2002; Tourpali et al., 2003; Matthes et al., 2004; Egorova et al., 2004; Sekiyama et al., 2006; Shindell et al., 2006; Austin et al., 2006 Austin et al., , 2008 . In this study with the LINOZ scheme, peak ozone changes in the tropical stratosphere were close to 2% (Figure 4) . Since the dynamical influence is minimal in this region, small differences in the percent ozone change can be important. For example, Matthes et al. [2004] used a 3% ozone change calculated from a 2D model of Haigh [1994] , which in conjunction with the input UV changes produced a shortwave heating difference of 0.2°K/d; in comparison, with the 2% ozone change found here, the heating difference was 0.18°K/d, which proportionally translates into the temperature differences of $0.7°C in these experiments compared to the 1°C warming in theirs.
[50] The importance of the ozone change is further evident in the experiment with the SAGE II solar maximum minus solar minimum ozone change, which peaks at about 4%. With that as the input ozone field, the model produced a temperature change of about 1.4°C (Figure 4e ). Given the spread of observations for both ozone and temperature, it is unclear what the precise magnitude of the solar variability effect is in the tropical upper stratosphere. Nevertheless, in all the experiments conducted here with ozone response, the temperature changes in this region are highly significant (Figure 2a) .
Midstratosphere
[51] To complicate matters further, this model's peak ozone changes were in the midstratosphere, as is the case with most models. In contrast, satellite data sets indicate the midstratosphere should have minimal, or even negative ozone changes from solar maximum to minimum . Observations of temperature changes in the midstratosphere are somewhat ambiguous, with SSU data indicating warming extending down to 30 km, while reanalysis data indicates little effect in the tropical midstratosphere [see Hood, 2004] . The standard model results show warming down to this level (Figure 2a) , although less than at higher altitudes. This is in agreement with the results of the other models discussed above, and is undoubtedly a consequence of their ozone profiles. With the SAGE II ozone change rather than LINOZ photochemistry, the middle stratosphere warming disappears (Figure 4e ), presumably because of the reduced ozone in the data set used. Given the uncertainty in the observations, it is again unclear which temperature change result is more accurate. The warming in the standard runs at these altitudes is again significant.
Lower Stratosphere
[52] Reanalysis data in the lower stratosphere suggest some solar-driven warming, although the magnitude and actual location vary among the different studies, ranging from small to substantial, and from tropical to subtropical [Scaife et al., 2000; Hood, 2004; Labitzke et al., 2002; Crooks and Gray, 2005] . Similarly, observations also show a secondary ozone maximum in the lower stratosphere of 2 -4% [e.g., Soukharev and Hood, 2006] . The standard model results here all show warming in the lower stratosphere, weaker in magnitude than at higher levels, but still significant (Figure 2a) . This warming disappears when ozone photochemistry is invariant (Figure 4b) , as does the increased radiative heating, so it is primarily due to radiative effects (shortwave and longwave) from the photochemically generated ozone change. The standard experiments do have a small ozone maximum in the lower stratosphere (Figure 4) , greater with the climatological SST, of 2 -3%. Marsh and Garcia [2007] suggested that this was related to anomalies in sea surface temperatures, particularly those associated with ENSO events. In the run with historical SST (hence including ENSO events), the magnitude of the lower stratospheric ozone maximum was intermediate between the climatological and calculated SST; at least in these experiments, it did not seem to be determinant. There is a dynamic influence to the lower stratospheric ozone change at least in the extratropics, where even with invariant ozone photochemistry (but increased solar UV), the altered circulation produced more ozone in the vicinity of the tropopause (Figure 4b) .
[53] Warming in this location is weaker with the SAGE II ozone change, even though that change actually featured an increase in ozone in the lower stratosphere; the greater ozone increase in the upper stratosphere helped produce reduced UV heating below, minimizing the effect of lower stratospheric ozone changes (Figure 4d, middle) . The large warming noted by Labitzke et al. [2002] in reanalysis data (>1.5°C) is not evident in any of these runs, nor was it stronger during the east phase for June-August; the model actually had stronger warming in the tropical lower stratosphere during the west QBO phase in those months ( Figure 6 ). However, the reverse was true in DecemberFebruary (Figure 7) .
[54] Kodera and Kuroda [2002] suggest that the lower stratospheric warming results from reduced upwelling due to weakening of the residual circulation by planetary wave EP flux divergences, and they found the effect to be strongest right in the vicinity of the equator (which then leads to equatorial changes in the troposphere). ERA-40 reanalysis suggests that the warming actually is in the subtropics [Crooks and Gray, 2005] . In the model, the lower stratospheric temperature increase encompasses both the equatorial region and the subtropics (Figure 2a , seen more easily in the bottom panels). The model showed some increased subsidence in response to the solar cycle, especially in June-August (Figure 11 , top), although it was not overly consistent among the different simulations, and was not focused on the equator per se. As indicated above, the lower stratospheric warming appears to be more associated with the photochemical ozone change; this is especially true on the annual average, where the warming (Figure 2a ) is not associated with any coherent subsidence (Figure 11, bottom) . The solar cycle -temperature correlations (Figures 5bÀ5d) often show a minimal response in the vicinity of the equatorial tropopause, a region where different reanalysis data sets disagree [Labitzke et al., 2002; Crooks and Gray, 2005] .
[55] The residual circulation in the Southern Hemisphere does slow somewhat, as implied by the stream function change (Figure 10 ). Kodera and Kuroda [2002] suggest that the circulation change results from the increased west winds in the stratosphere acting to divert planetary wave energy equatorward, leading to a reduction in wave energy forcing. West wind increases for the winter season do occur (e.g., Figure 9 for June-August), and there is a small increase in EP flux divergence (actually a decrease in the EP flux convergence), peaking at about 10% of control run values in the upper stratosphere at midlatitudes. And as shown in Figure 6 , there is greater equatorward wave energy propagation during June -August (here in both phases of the QBO in the Southern Hemisphere); hence this aspect of the wave-mean flow interaction described by Kodera and Kuroda [2002] does occur. But as the results demonstrate, for these model runs the circulation change does not appear to play a major role in the thermal response of the tropical stratosphere; on the annual average, the relative subsidence associated with the circulation change is most consistent at Southern High Latitudes and in Northern midlatitudes (Figure 11, bottom) .
SST Influence
[56] As is evident in Figure 2a , the different SST distributions used in these experiments have no discernible influence on the midstratospheric and upper stratospheric response to solar forcing (e.g., temperature response, Figure 2a ; wind response, Figure 9 ; stream function response, Figure 10 ), while there is some influence in the lower stratosphere (e.g., Figure 5 ). Some of the details of the dynamic responses differ, but not in a highly significant manner. That is not true for experiments with doubled CO 2 [e.g., Rind et al., 2002] where SST changes play a strong role even in the stratosphere via dynamic influences, probably because in the solar case, the forcing is greatest in the stratosphere and the SST response is small. Therefore, not surprisingly, the stratospheric response to solar forcing is basically driven in situ.
Tropospheric Response 4.2.1. Temperature
[57] The reports of solar-driven tropospheric warming estimated from observations are somewhat inconsistent among the various studies; in some cases warming encompasses the tropical region while in others it is found away from the tropics, extending from 20 to 60°latitude. The results from the model experiments (e.g., Figures 2a and 5) show weak and generally nonsignificant warming in the troposphere from the equator to 60°N,S when comparing solar maximum and minimum conditions; however, the result is highly robust among the different experiments. The warming is greatest when historical SST are used, similar to those included in reanalysis data from which various researchers have deduced such tropospheric warming. But the result occurs with calculated and climatological SST as well. The magnitude of the modeled warming approaches that determined from NCEP reanalysis data in the midtroposphere when the historical SST are used (about 0.4°C [van Loon et al., 2004] ) and is about 1/2 that magnitude when they are calculated or with climatological SST values. Shindell et al. [2006] found that increases in tropospheric ozone are necessary to produce the proper magnitude of tropospheric warming. Tropospheric ozone increases do occur in most of these simulations, although not everywhere (e.g., Figures 4 and 5) , but the influence is not as big as that resulting from the choice of SST to use.
[58] When correlating the solar cycle with temperature, a positive correlation in the troposphere exists at all model resolutions used with historical SST. It is highly significant, but it only explains about 4% of the variance. With calculated (variable) SST, the correlation is again generally positive, and explains up to 20% of the variance. With climatological SST, the correlation is mixed; clearly, in these studies, allowing the SST to change does make a difference. (As noted, the effect of historical SST is diminished when the solar minimum year is allowed to come last; averaging the two presentations to provide a relatively unbiased influence shows that the effective tropospheric warming is reduced by some 15% compared with the STANDARD run.)
Precipitation
[59] The primary precipitation changes reported in the literature associated with solar forcing concern reduction of precipitation near and to the south of the equator, with increases off the equator, especially to the north over Southern Asia during solar cycle maximum. Model results do produce this result in general (Figure 12 ), but as indicated they are generally not highly significant nor do they occur all the time. The results from the compendium of relevant runs (Figure 13) shows that this effect can be seen in 60 -70% of the simulations, with localized effects being up to 15% of the seasonal mean precipitation. It is consistent with a Hadley Cell increase during June -August seen for the historical and climatological SST experiments. Matthes et al. [2006] also found a tendency for reduced precipitation south of the equator, although in their study it maximized during Northern Hemisphere winter (in the model runs here, that season produces generally similar results to JuneAugust). Another oft reported effect, precipitation reduction at northern midlatitudes, occurs a similar percentage of the time, in this case less often with historical SST. This is consistent with an expansion of the local component of the Hadley Cell and relative subsidence in the affected region (Figure 11 ).
Circulation
[60] The response of increased west winds ( Figure 9 ) at tropospheric midlatitudes in the Southern Hemisphere (which then results in a tendency for a more positive SAM in the model), is a highly robust result and agrees with the assessment of Haigh et al. [2005] . It is a direct result of stratospheric solar forcing, hence less subject to model variability. Zonal wind changes in specific, banded latitudes have been found in different models [e.g., Larkin et al., 2000; Tourpali et al., 2003; Matthes et al., 2004; Egorova et al., 2004] although the magnitudes are weak and the latitudes do not always match those of the observed responses.
[61] The tropospheric circulation response (e.g., poleward shift of the Hadley Cell, and poleward shift and weakening of the jet stream, Figures 9 -11) occurs with calculated and climatological SST but not with historical values, probably owing to the other influences inherent in the observed SST variations [Haigh et al., 2005] .
[62] Consistent with the precipitation changes, greater subsidence south of the equator does occur in association with increased solar activity (Figure 11 ).
Attribution of Solar Forcing Impact on the Troposphere
[63] To address the question raised in the introduction of the cause(s) of the tropospheric response we assume that simulations with climatological SST are primarily driven by stratospheric solar forcing changes, while the other runs have a potential driving component from both SST and stratospheric changes. The strongest temperature response in the troposphere arises when historical SST and calculated SST are used, which indicates that the SST play a role (at least in the model) in driving the response. The nature of the response with climatological SST though is similar, also indicating warming from solar minimum to solar maximum conditions, with a magnitude about 1/2 to 1/3 that of the other runs. One interpretation is that this indicates the relative importance of stratospheric to surface forcing during the solar cycle. The tropospheric temperature correlation with the complete solar cycle is less widespread and significant when climatological SST are used.
[64] The sea surface temperature response that produces the troposphere warming, at least since 1950, is similar to that described by White et al. [1997] of warming in the Pacific and Indian oceans, reproduced in general by the q-flux M53 model. This is more like the response in the model simulations discussed by Meehl et al. [2003] of the direct effect of solar heating; it is very different from the La Niña response described from the empirical analysis of van Loon et al. [2007] .
[65] Precipitation and circulation changes occur in all three SST configurations, so while they may have been influenced by them (note the difference in Figure 12b between the historical and climatological SST results), they do not require them. Somewhat greater SST warming north of the equator in June through August with both historical and calculated values undoubtedly contribute to its effect. Forcing from the stratosphere due to changes in stability as suggested by Kodera and Shibata [2006] (among others) is the likely reason for the tropical response of precipitation shifting north of the equator, although in this model the stability change comes primarily from ozone-induced heating of the lower stratosphere, rather than focused stratospheric tropical subsidence. As to why the model disagrees with the Kodera and Kuroda [2002] assessment of the importance of tropical subsidence, one obvious possibility is that the model, in all its configurations, has a circulation response that is too broad. However, calculation of the residual circulation (a higher-order quantity) from observations is fraught with difficulty. Also, Kodera and Kuroda [2002] acknowledge that ''NCEP reanalysis data are poor until the mid-1980s, ''and the low-latitude data is not always reasonable.
[66] The precipitation results are more variable when SST are calculated, and the associated tropospheric tropical dynamics differs from that due to solar forcing in the historical and climatological SST experiments (actually in one of the three predicted SST experiments it was very similar, while in the other two, it was primarily opposite). It may be that this variability is more representative of the real world, but any such conclusion is tempered since the q-fluxmixed layer model used here does not allow for an ocean dynamical response or involvement of the deep ocean. The latter effect would likely be less important given the timescale of the phenomenon being studied (solar maximum relative to solar minimum, i.e., 5 years); however, if ENSO were to be triggered by subtropical heating, as in the analysis of van Loon et al. [2007] , the SST generated by the q-flux model would be inappropriate in the tropics. Again, the historical SST analysis performed here (and by White et al. [1997] ) do not show that response. Nevertheless, it is certainly possible that the Q-flux simulations produce an inaccurate pattern of response to solar heating, given that it primarily depends on solar radiation received at the surface, and that in turn depends on the modeled cloud cover and its response. As shown in Figure 5 for temperature, the variable SST run actually has the strongest tropospheric correlations with varying UV.
Conclusions
[67] In this paper we use a suite of modeling experiments to address a range of aspects of solar cycle forcing of the troposphere/stratosphere system reported in the literature. The results in general show that the stratospheric response is highly repeatable and significant. The tropospheric response is weaker, often not significant, but at times fairly robust among the different simulations for both temperature and precipitation. Warming in the troposphere occurs in most of the simulations, with greater magnitude when historical SST are used (of relevance to reanalysis studies). It generally accounts for < 5% of the interannual variability near the surface (on a zonal average), reaching in some simulations $15 -20% of the variability in the midtroposphere and upper troposphere. However, the warming arises even when climatological SST are used, although it is not as large. These results suggest that both proposed mechanisms for solar influence on the troposphere are operative: dynamical changes in the troposphere due to warming of the lower stratosphere from the solar UV effect on stratospheric ozone; and heating of the surface by increased total solar irradiance, especially in the subtropics.
[68] This effect can be seen in the precipitation response as well. Precipitation tends to decrease south of the equator during solar maximum conditions relative to solar minimum, although the result occurs only 60-70% of the time, and is generally not significant; locally, the effect can account for up to 15% of interannual variability, especially in southern Asia. It appears to be the result of both increased stabilization due to a warmer lower stratosphere, and a sea surface temperature forcing featuring somewhat greater warming north of the equator (with both the historical and calculated SST) during June-August.
[69] The warming in the tropical lower stratosphere arises from increased radiative heating associated with increased lower stratospheric ozone. Subsidence in the tropical stratosphere, the other proposed explanation, is not particularly focused or consistent in the model simulations, especially on the annual average; the effect in June -July may be somewhat more important. The solar UV effect in the stratosphere does produce stronger west winds, altered planetary wave propagation and a change in the residual circulation, with relative subsidence extending over a wide range of latitudes, including the extratropics of the summer hemisphere where it helps reduce tropospheric precipitation.
[70] Zonal west winds generated in the stratosphere under solar maximum (relative to solar minimum) conditions propagate down into the troposphere, especially in the Southern Hemisphere during winter, where they produce a more positive Southern Annual Mode (SAM) in about 70% of the cases. With calculated and climatological SST, the subtropical jet weakens and shifts poleward, along with the Hadley Cell; with historical SST, the poleward shift is less apparent, most likely owing to other influences affecting the SST.
[71] Other results show that solar cycle effects in combination with the QBO (forced in the model) produce many of the results suggested for them from observations in both solstice seasons, associated with the influence of both horizontal and vertical wind shear on planetary wave propagation. In addition, anthropogenic effects (particularly CO 2 increases) can obscure solar forcing in the stratosphere and influence the derived warming in the troposphere, by virtue of the ordering of solar maximum and solar minimum conditions. Volcanic influences, $11 years apart for a portion of this time period, can alter the lower stratospheric solar cycle response, although in these runs the volcanic aerosols were not allowed to influence ozone photochemistry, which might produce additional changes. Use of the SAGE II ozone changes rather than the calculated values alters the magnitude of upper stratospheric warming, and the temperature response in the midstratosphere, but produces no obvious changes at lower levels relative to the standard experiments.
[72] There is no systematic influence of model resolution (either vertical or horizontal) on the results of these experiments, which is somewhat surprising since one of the proposed mechanisms for transmitting solar influences down to the troposphere involves synoptic-scale eddies, which are better resolved at the finer resolution. The finer resolution models also have a sharper intertropical convergence zone (ITCZ); and yet the precipitation response to increased solar irradiance, with convection and rainfall moving off the equator, seems similar at all the resolutions used.
[73] There are numerous caveats concerning the results from these models experiments. This model, like many others, is not capable by itself of producing the observed peak ozone response in the upper stratosphere; while utilizing the SAGE II ozone profile change allowed us to estimate some of the effects of this discrepancy, it does not fully indicate what would happen interactively if the model matched observations on its own, including possible influences on the lower stratosphere. Similarly, while the forced QBO helped the model reproduce many features attributed to observed QBO/solar cycle phenomena, the use of a time-(and altitude-) varying QBO could certainly affect some of these conclusions. The use of a coupled atmosphere-ocean model capable of realistically simulating ENSO phenomena would be necessary to assess the solar impact on the tropical Pacific circulation. And a general caveat is that the tropospheric and stratospheric dynamic responses will be affected by the atmospheric background state and the model parameterizations, so would be expected to differ among models.
[74] With these limitations in mind, considered together these modeling experiments seem to verify a relatively robust but modest influence of solar cycle forcing on the troposphere. The climate response in these model runs appears more in the form of ''weighting the dice,'' rather than having the solar cycle drive a dominant effect; this is true for many other forcing factors (e.g., ENSOs, or volcanic influences on the NAO). Overall, the solar influences appears to be the result of both forcing from above (stratospherically driven) and from below (with an SST influence). Hence many of the contrasting discussions in the literature, from this perspective, all have elements of truth, but represent only a portion of the complete scenario. In terms of understanding mechanisms, the modeling studies emphasize that various factors can, and generally do, come into play with any forced phenomena in the climate system, and this seems especially true when solar variability is involved [Rind, 2002] .
