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Thalamic neurons ﬂuctuate between two states: a hyperpolarized state associated with
burst ﬁring and sleep spindles, and a depolarized state associated with tonic ﬁring and
rapid, reliable information transmission between the sensory periphery and cortex. The
thalamic reticular nucleus (TRN) plays a central role in thalamocortical processing by provid-
ing feed-forward and feedback inhibition to thalamic relay cells;TRN cells participate in the
generation of sleep spindles, and have been suggested to focus the neural “searchlight”
of attention. The mechanisms underlying synchrony in the TRN during different behavioral
states are largely unknown. TRN cells are densely interconnected by electrical synapses.
Here we show that activation of the persistent sodium current (INaP) by depolarization
causes up to fourfold changes in electrical synaptic efﬁcacy betweenTRN neurons.We fur-
ther show that ampliﬁcation of electrical synaptic responses strongly enhances tonic spike
synchrony but, surprisingly, does not affect burst coordination. We use a Hodgkin–Huxley
model to gain insight into the differences between the effects of burstlets, spikelets, and
ampliﬁcation on burst and spike times.
Keywords: electrical synapse, gap junction, persistent sodium current, thalamic reticular nucleus, synchrony, burst
firing
INTRODUCTION
In mammalian systems, electrical synapses are found in many
regions throughout the brain (Connors and Long, 2004; Meier
and Dermietzel, 2006) and most often couple neurons of similar
functional and biochemical proﬁles (Galarreta andHestrin, 2001).
The thalamic reticular nucleus (TRN) is composed exclusively of
inhibitory (GABAergic) neurons that express an extremely high
density of strong electrical synapses composed of connexin 36
(Cx36), the protein that forms most mature mammalian neu-
ronal gap junctions (Condorelli et al., 2000; Deans et al., 2001;
Landisman et al., 2002; Long et al., 2004).
Like other thalamic neurons (Llinas and Jahnsen, 1982; Jahnsen
and Llinas, 1984), TRN cells have two voltage-dependent ﬁring
modes – burst and tonic spiking – that correspond both to differ-
ent voltage ranges and to different states of alertness and attention
(Domich et al., 1986). During sleep spindles, TRN neurons rest at
hyperpolarized potentials and, when excited, ﬁre in rapid bursts
of several sodium-mediated spikes crowning a slower calcium-
mediated spike; during periods of awake attention, neurons rest
at depolarized potentials and ﬁre slower trains of spikes in tonic
mode.
Relationships between gap junctional signals and voltage-
dependent conductances have been previously described in other
systems, with varied results. In the inferior olive, depolarization of
either neuron coupled by an electrical synapse caused a reduction
in coupling strength (Devor and Yarom, 2002). In molecular-layer
cerebellar interneurons, one report showed ampliﬁcation of elec-
trical synaptic signals by depolarization of membrane potential,
measured in the sodium-channel blocker TTX (Mann-Metzer and
Yarom, 1999). Later work demonstrated that ampliﬁcation of gap
junction signals between coupled cerebellar Golgi interneurons
is QX-314-sensitive (Dugue et al., 2009) and thus mediated by
sodium currents. At the goldﬁsh Mauthner mixed synapse, presy-
naptic changes in voltage also modulate gap junctional responses
(Curti and Pereda, 2004).
While the inﬂuence of this ampliﬁcation has been pos-
tulated to improve tonic ﬁring synchrony amongst coupled
cells (Mann-Metzer and Yarom, 1999; Dugue et al., 2009), it
has never been tested. Electrical synapses have been shown
to aid synchronized rhythmic ﬁring in coupled mammalian
neurons (Elson et al., 1998; Gibson et al., 1999; Galar-
reta and Hestrin, 2001; Landisman et al., 2002; Long et al.,
2004; Hestrin and Galarreta, 2005; Pfeuty et al., 2005),
but other results indicate that the inﬂuence of electrical
synapses on spike coordination may be a more complex issue
(Chow and Kopell, 2000; Pfeuty et al., 2005; Vervaeke et al.,
2010).
We investigated modulation of gap junction-mediated syn-
chrony during tonic and burst ﬁring states with dual whole-
cell recordings of gap junction-coupled neurons in rodent TRN
in vitro.We ﬁrstmeasured gap junction-relayed signals over differ-
ent voltage ranges and subsequently tested gap junction-mediated
synchrony during the two ﬁring states; in both sets of experi-
ments, we used 100 nMTTX to establish the contributions of INaP
to ampliﬁcation and synchrony. We also constructed a computa-
tional model to compare the efﬁcacy of postsynaptic spikelets and
burstlets in perturbing the spike times of TRN cells and to provide
insight into the dynamics underlying our results.
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MATERIALS AND METHODS
SLICE PREPARATION, RECORDING, AND DRUGS
Thalamocortical slices 400μm thick were obtained from Sprague-
Dawley rats agedP12–P14. Sliceswere cut and incubated in sucrose
solution (in mM): 72 Sucrose, 83 NaCl, 2.5 KCl, 1 NaPO4, 3.3
MgSO4, 26.2 NaHCO3, 22 Dextrose, and 0.5 CaCl2. Slices were
incubated at 33˚C for 20min and returned to room temperature
thereafter. The bath solution for recording contained (inmM): 126
NaCl, 3 KCl, 1.25 NaH2PO4, 2 MgSO4, 26 NaHCO3, 10 dextrose,
and 2 CaCl2, saturated with 95% O2/5% CO2. The submersion
recording chamber was held at 32–33˚C (TC-324B,Warner Instru-
ments). Micropipettes were ﬁlled with (in mM): 135K-gluconate,
4 KCl, 2 NaCl, 10 HEPES, 1.1 EGTA, 4 ATP-Mg, 0.3 GTP-Tris,
and 14 phosphocreatine-Tris (pH 7.25, 295mOsm). For voltage-
clamp measurements of INaP, 135mM Cs-methanesulfonate was
substituted for K -gluconate. Either 1M CsOH or 1M KOH was
used to adjust pH of the internal solution. The approximate bath
ﬂow rate was 2ml/min. Voltages are reported as corrected for the
liquid junction potential. When noted, the bath also included
50μM dl-2-amino-5-phosphopentanoic acid (AP5; Sigma, St.
Louis, MO, USA) to block N -methyl-d-aspartate (NMDA) recep-
tors and 20μM6,7-dinitroquinoxaline-2,3-dione (DNQX;Sigma)
to block AMPA receptors. A dose of 100 nM TTX (total con-
ﬁrmed as 8mls) was bath-applied for 4min to block INaP with-
out eliminating spikes; in some experiments voltage ampliﬁca-
tion was tested at the end to conﬁrm continued blockage of
INaP.
COUPLING COEFFICIENT (CC)
The coupling coefﬁcient is the attenuation of signal transfer
between one cell and its electrically coupled neighbor, measured
as a ratio of the postsynaptic voltage deﬂection transmitted via the
gap junctiondividedby the presynaptic voltage deﬂection, induced
by direct current injection. Tomeasure cc, we injected 100–200 pA
hyperpolarizing current steps, each lasting 600ms (1 s ISI), and
measured the steady-state voltage responses of the injected cell,
cell 1, and its electrically coupled neighbor, cell 2 (Figure 1A). The
coupling coefﬁcient from cell 1 to cell 2 is cc12 =ΔVcell 2/ΔVcell 1,
where ΔVcell 1 is the change in membrane voltage in the injected
cell and ΔVcell 2 is the change in membrane voltage in the cou-
pled cell. Reported data of cc represent the average of 10–20
measurements.
Burst coupling coefﬁcients were calculated from the maximum
amplitude of the postsynaptic burstlet divided by the amplitude
of the presynaptic burst, measured from pre-burst baseline to the
peak of the after-depolarizing potential following the ﬁnal spike.
Spike coupling coefﬁcients were calculated from the postsynaptic
spikelet amplitude divided by the height of the presynaptic spike,
measured from threshold (last sharp inﬂection before the peak) to
the spike peak.
CORRELATION OF TONIC SPIKING
Both cells were driven by simultaneous current step injections
lasting 1.2 s (Figure 3A). Current values were selected for each
cell separately to elicit a spiking frequency between 40–50Hz and
varied from 200–800 pA. In subsequent experiments, the cur-
rent injected into one cell was held constant, while the current
injected into the second cell was varied by 5–10%, in order to
maximize the probability of driving an exact frequency match in
both neurons. In this manner, 50–100 trials of paired ﬁring were
collected for each pair. Cells were held at the same Vm before and
after TTX application. Ofﬂine, we selected the 10 pairs of tonic
spiking best matched in frequency exceeding 35Hz, then com-
puted the average correlation coefﬁcient for those 10 sets of spike
trains.
Correlation coefﬁcients were measured by ﬁrst forming point
processes from the spike times of bothneurons,after discarding the
ﬁrst 200ms of data to avoid spurious onset-initiated correlations.
Next, we convolved each of these point processes with a 5ms-wide
Hanning window, to provide some overlap for temporally offset
spikes. Finally, we cross-correlated the trains, and took the peak
correlation coefﬁcient between the two trains, within ±2ms of
delay.
SPONTANEOUS SYNAPTIC EVENTS
To evaluate spontaneous synaptic events (sEPSPs), we developed
custom software in Matlab. First, raw data were lightly smoothed
with a 1–2.5ms Hanning window. For each dataset, we formed a
template event by averaging 5–6hand-selected examples of tempo-
rally isolatedminis.We convolved the template with the smoothed
data, zero-meaned, and took the ﬁrst derivative of this result, yield-
ing the signal dc(t ). Peaks in dc(t ) identiﬁed locations in the data
where the template’s quick rise was well-matched.We then applied
a threshold to dc(t ). Once candidate events were thus identiﬁed,
the real start times of those events were determined by peaks in
derivative in the smoothed data. This algorithm was optimized
for each neuron by two parameter choices: the threshold for event
detection, and the minimum amplitude for detected events. These
were both taken as fractions of the SD of dc(t ) or of the smoothed
data, respectively. Together, these two parameters allowed us to
ﬁne-tune (a) the smallest event that could be detected, and (b)
the smallest event we accepted as a miniature synaptic event. The
algorithm is visually described with sample data in Figure A1 in
the Appendix.
BURST COORDINATION
First, one cell of a pair was driven with incremental current steps
lasting 1.2 s to determine the minimum threshold for burst ﬁring,
ranging from 50 to 500 pA. Threshold was considered to be the
current value that elicited bursts on 100% of trials (20–30 trials).
Next, both cells were driven by simultaneous steps of current injec-
tions, also lasting 1.2 s. The ﬁrst cell’s current intensity was held
constant at its previously determined threshold value while the
second cell’s current injection was varied over ﬁve values ﬂanking
the second cell’s threshold, incrementing 2–5 pA in each successive
trial. These ﬁve trials were then repeated 20–30 times. The thresh-
old value was determined for cell 2 when stimulated with cell 1
at its threshold. All trials from this current combination, of both
cells’ thresholds, were then used to determine burst jitter (SD of
burst start times) and to measure time differences between burst
onsets of cell 1 and 2 (absolute value of the difference between
ﬁrst-spike times). This procedure was then repeated following a
4min bath application of 100 nMTTX. Cells were held at the same
Vm before and after TTX application.
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FIGURE 1 | Signals relayed through electrical synapses are amplified by
INaP. (A) Gap junction-relayed responses in cell 2 at different baseline
membrane potentials (top) and response to hyperpolarizing current injection in
cell 1 (bottom, V m =−67mV for all trials). Scale bar is 0.2 s, 15mV (bottom),
5mV (top). (B) At a baseline of V m =−50mV (left), both hyperpolarizing and
depolarizing responses in cell 2 are ampliﬁed by INaP (blue traces); blockade of
INaP byTTX eliminates the ampliﬁcation (red traces). AtV m =−77mV (right), INaP
is inactive and does not amplify hyperpolarizing or depolarizing gap junctional
responses. Scale bar is 0.1 s, 0.5mV. (C) Coupling coefﬁcients measured from
cell 1 to cell 2 (cc12 =ΔVcell 2/ΔVcell 1) plotted against the baseline voltage of cell
2, for a single pair. Blue data were recorded in control ACSF; red data in
100 nMTTX. (D) Coupling coefﬁcients (ﬁlled circles) and conductance (open
squares) measured from cell 2 to cell 1 (cc21 =ΔVcell 1/ΔVcell 2) as cell 2 is
depolarized, plotted against the baseline voltage of cell 2. (E)The persistent
sodium current, INaP, is mediated by voltage-sensitive channels that ﬂicker
between open and closed states once activated. At depolarized potentials,
more channels are persistently active (blue) and available to amplify responses
by opening in response to depolarizing inputs or by closing in response to
hyperpolarizing inputs. At hyperpolarized baseline potentials (bottom) most
channels are inactive (red) and do not amplify responses. (F) INaP was
measured by subtraction of currents from slow (10mV/s) voltage-clamp ramps
in TRN neurons. Blue trace is membrane current measured in control ACSF,
red trace in 100 nMTTX, and black trace is the point-by-point subtraction, for a
single TRN cell. (G) Summary plot of cc12 against baseline voltage from N =14
pairs before and after TTX. Data are normalized to most-hyperpolarized values.
Dotted line is INaP/max(INaP), measured from ramps as in (C) in N =6 neurons.
PROPERTIES OF SINGLE NEURONS
Measurements of input resistance (Rin), spike width, spike height,
burst amplitude, and spikes per burst are reported as numbers of
neurons (not numbers of cell pairs) as these properties are not
directly related to gap junctions. See Table A1 in Appendix.
MODELING
A single-compartment Hodgkin–Huxley model was created from
the ionic current-activation equations available in NEURON
(senselab.med.yale.edu) for a TRN cell (Traub et al., 2005). We
used INa, IKd, IKt, IK2, IAR, I leak, and IT from (Traub et al.,
2005) with peak conductances of 60.5, 60, 5, 0.5, 0.025, 0.1,
and 0.75μA/cm2 respectively, and membrane capacitance of
1μF/cm2. Reversal potentials were 50mV (sodium), −100mV
(potassium), 125mV (calcium), −40mV (AR), and −75mV
(leak). Burstlets and spikelets were modeled as synaptic inputs,
dual exponentials of the form dS/dt= τaK(1− S)− τbS with
τa = 0.005ms−1 and τb = 0.02ms−1 for burstlets and τa = 1ms−1
and τb = 10ms−1 for spikelets; the electrical synaptic reversal
potential used was 20mV. Burstlets and spikelets were initiated at
a user-deﬁned time by K, a 2ms square pulse representing a presy-
naptic spike. The resulting postsynaptic burstlets and spikelets
matched the rise and fall times of physiological data (Figures 6A,B,
insets; rise times of∼1ms for spikelets,∼50ms for burstlets). The
applied current for bursts (Figure 6B) was 0.25 and 0.575μA/cm2
for tonic spiking (Figure 6A). Simulationswere performed inMat-
lab (R2010b, Mathworks) by ode23, a second order Runge–Kutta
solution with maximal time step 0.01ms. The same set of initial
conditions was used for all simulations.
RESULTS
AMPLIFICATION OF ELECTRICAL SYNAPSES BY INaP
To measure signals across gap junctions, we delivered hyperpolar-
izing current steps to one neuron (cell 1) while recording voltage
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responses in both neurons and computed the coupling coefﬁ-
cient, which is the ratio of the voltage deﬂections (Figure 1A;
cc12 =ΔVcell 2/ΔVcell 1). While varying the baseline voltage of
the passive, postsynaptic neuron (cell 2), we observed that the sig-
nals relayed by gap junctions are modulated by the membrane
potential of the passive or postsynaptic cell: that is, at more-
depolarized potentials, the postsynaptic response measured in cell
2 is larger (Figure 1A–C). Both hyperpolarizing and depolarizing
postsynaptic responses are ampliﬁed (Figure 1B), indicating that
a rectifying potassium current is unlikely to underlie ampliﬁca-
tion. Ampliﬁcation depends solely on membrane voltage in the
receiving or postsynaptic cell: coupling measured in the oppo-
site direction, cc21 remained constant even as Vm of cell 2 varies
(Figure 1D). Gap junctions comprising Cx36 channels themselves
are not voltage-dependent over physiological ranges of voltages
across the junction (Srinivas et al., 1999; Harris, 2001), and we
veriﬁed that when voltage differences across the gap junctional
synapses were minimized by depolarizing both cells together,
the voltage-dependent ampliﬁcation persisted (data not shown),
further indicating that the ampliﬁcation occurs not at the gap
junction itself but is postsynaptic in nature.
One possible source of ampliﬁcation is an interaction
between gap junction signals and voltage-gated ion channels.
Voltage-dependent modulation of gap junction signals was
observed in cerebellar molecular-layer interneurons in TTX
(Mann-Metzer and Yarom, 1999), whereas a later study showed
modulation of gap junctional signals between cerebellar Golgi
cells to be QX-314-sensitive (Dugue et al., 2009). However, in
inferior olive interneurons, depolarization was shown to reduce
coupling (Devor and Yarom, 2002). Voltage-dependent ampliﬁca-
tion of electrical synapses by sodium currents in the presynaptic
cell was also shown at the goldﬁsh Mauthner cell synapse (Curti
and Pereda, 2004). Thus, the evidence across cell types and systems
has been inconsistent.
A subset of the sodium channels that normally underlie spiking
can also remain persistently activated while opening and closing
in a voltage-dependent manner; this is known as the persistent
sodium current (INaP; Alzheimer et al., 1993; Crill, 1996; Taddese
and Bean, 2002). As neurons depolarize, some persistently active
Na+ channels ﬂicker open, with the net result of further depolar-
izing or amplifying depolarizing events (Figure 1E). Conversely, as
neurons hyperpolarize, the persistently active Na+ channels close,
thereby removing a depolarizing inﬂuence and effectively ampli-
fying hyperpolarizing events. Because INaP is voltage-dependent,
a larger number of Na+ channels are activated and can open
and close at more-depolarized baseline potentials (Figure 1E).
We measured INaP in TRN neurons by subtracting responses to
slow voltage-clamp ramps (10mV/s; Figure 1F) with and with-
out TTX. These results verify that the activation range of INaP
parallels the voltage range of the observed coupling ampliﬁcation
(Figure 1G).
To speciﬁcally test whether INaP modulates electrical synaptic
events between neurons of the TRN, we applied the sodium-
channel blocker TTX, which can be used at low doses to selec-
tively block INaP (Urbani and Belluzzi, 2000), while measuring
electrical coupling and found that it eliminated the voltage-
dependent ampliﬁcation (Figures 1C,G). Thus we conclude that
INaP is responsible for the voltage-dependent ampliﬁcation of gap
junctional signals in TRN cells.
Ampliﬁcation by INaP occurs over a voltage range similar to
the range of transition from burst to tonic spiking in TRN cells
(Contreras et al., 1992;Figure 2A). The signals relayed by electrical
synapses during these two ﬁring states – burstlets and spikelets –
are also ampliﬁed by depolarization (Figure 2B). In general, fast
sodiumspikes are transmittedquite poorly via gap junctionsdue to
the low-pass ﬁltering properties of gap junctions (Landisman et al.,
2002; Long et al., 2004; Gibson et al., 2005). Onemight expect that
smaller deﬂections in voltage would activate less INaP (Figure 1G)
and thus amplify spikelets less than burstlets or steplets. Despite
their time-course and amplitude differences, however, the nor-
malized ampliﬁcations of burstlets and spikelets were surprisingly
similar (Figure 2C): at Vm =−52mV, burstlets were ampliﬁed
by a factor of 1.5± 0.2 (N = 4 pairs), and spikelets were ampli-
ﬁed by a factor of 1.4± 0.2 (N = 6 pairs), compared to values at
Vm =−77mV. For current steps in this set of cells, postsynaptic
cc12 increased by a factor of 2.6± 0.6 at Vm =−53mV (N = 5
pairs) compared to values at Vm =−77mV (N = 16 pairs).
INaP ENHANCES TONIC SPIKING SYNCHRONY
Because INaP ampliﬁes electrical synaptic signals over a similar
voltage range to the transition from burst to tonic ﬁring, we tested
its effects on the synchrony of these two ﬁring states. We mea-
sured effects of INaP on tonic spike synchrony by driving both
cells of a coupled pair to ﬁre at roughly matched frequencies,
before and after TTX application (Figures 3A,B). A full blockade
of sodium channels would eliminate spikes altogether; therefore
we used a 4min wash of 100 nM TTX (a total of 8mls). This
concentration effectively eliminated voltage ampliﬁcation by INaP
FIGURE 2 | Bursts, spikes, and amplification. (A) From hyperpolarized
baseline voltages, TRN cells emit bursts (bottom; V m =−77mV). At
depolarized potentials, TRN cells spike regularly in tonic mode (top;
V m =−53mV). Scale bar is 25ms, 25mV. (B)The corresponding
postsynaptic signals at electrical synapses: spikelets (top), and burstlets
(bottom), for these different spiking modes are also ampliﬁed by membrane
voltage; colored traces are at depolarized potentials (spikelet V m =−50mV,
burstlet V m =−61mV) and black traces are at hyperpolarized potentials
(spikelet V m =−71mV burstlet V m =−76mV. Scale bar is 5ms, 1mV
(spikelets); 4mV, 50ms (burstlets). (C) Summary of scaling for steplets,
spikelets, and burstlets measured in N =12 pairs of neurons, plotted
against baseline voltage in the receiving cell. Data are normalized to the
most-hyperpolarized voltages.
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(Figures 1B,C,G) but reduced spike amplitude by only 17% on
average (Figure 3C, inset), while its effects on spike width, mean
postsynaptic spikelet height and spikelet area were insigniﬁcant
(Table A1 in Appendix). Mean ﬁring rates elicited in control
and in TTX were 40.0± 0.9 and 41.0± 1.0Hz (p = 0.47), respec-
tively, driven by mean DC current amplitudes of 467.0± 57.0 and
439.8± 50.6 pA (p = 0.72), further demonstrating that TTX did
not signiﬁcantly alter baseline excitability.
Elimination of electrical synaptic ampliﬁcation by INaP pro-
duced a consistent reduction in the synchrony of tonic spiking
(Figures 3B–E). The average correlation coefﬁcient between spike
trains of cell pairs was reduced by 34.4± 5.9% following TTX
application (Figure 3D; N = 7 pairs, p< 0.01, paired, one-tailed
t -test). To isolate the effect of electrical synaptic ampliﬁcation
by INaP from the contribution of chemical synaptic events or their
ampliﬁcation (Deisz et al., 1991; Stuart and Sakmann, 1995; Pfeuty
et al., 2005), we paired spiking before and after TTX while block-
ing excitatory chemical synaptic transmission (Figure 3E). In this
case, correlation coefﬁcients were reduced by a smaller amount,
15.8± 3.2% (N = 9 pairs, p< 0.01). To verify that the difference
in improvement was in fact due to synaptic noise, we also tested
interactions of chemical and electrical synapses (without block-
ing INaP) by measuring synchrony in pairs of neurons before
and after blocking fast excitatory chemical synaptic transmission
(Figure 3F). Under these conditions, we observed a surprising
10± 3.3%reduction in synchrony after blocking the synaptic noise
(N = 10 pairs, p< 0.01). Thus, both INaP and the presence of
synaptic noise improve synchrony of tonic spiking in TRN cells.
Together, these results indicate a surprising synergy between INaP,
electrical synapses, and chemical synaptic noise in enhancing coor-
dination of tonic spikes, whereby depolarization toward threshold
from additive spontaneous inputs, and further depolarization to
threshold for tonic spiking, co-activate INaP, resulting in ampliﬁed
spikelets and tighter synchrony of coupled neurons (Figure 3G).
Given this observed synergy from the addition of chemical
synaptic noise, we tested whether the improvement of tonic spike
FIGURE 3 |Tonic-spike synchrony in coupled neurons is enhanced
synergistically by INaP and spontaneous synaptic input. (A) A pair of gap
junction-coupled neurons driven to spike at similar frequencies. Scale bar
100ms. (B)Time-course cross-correlograms for a pair of electrically coupled
neurons in control (ACSF) and following 100 nMTTX application. In both
conditions, spikes ﬁred at ∼50Hz; color bar represents 0 (navy) to 7 (dark
red) correlated spikes within a given 50ms window (y -axis); bin
width=2ms. (C) Example cross-correlogram for paired spiking before
(blue) and after (red) TTX application. Inset: spikes in a TRN cell in ACSF
(blue) and in 100 nMTTX (red). Scale bar is 10mV, 2ms. (D) Peak correlation
coefﬁcients before and after TTX. In TTX, correlation coefﬁcients were
34.4±5.9% lower than in ACSF (mean±SEM, N =7 pairs, p<0.01,
one-tailed t -test). (E) Peak correlation coefﬁcients before and after TTX
application in the presence of DNQX+APV to block excitatory chemical
synaptic activity. In TTX, correlation coefﬁcients were 15.8±3.2% lower
than in ACSF (N =9 pairs, p<0.01). (F) Correlation coefﬁcients before and
after application of DNQX+APV. Here, correlation coefﬁcients were
10.0±3.3% lower than in ACSF (N =10 pairs, p<0.01).Thick gray lines in
(D–F) represent population averages. (G) Representative spikelets (gray)
and sEPSPs (blue or red) were numerically ampliﬁed and summed to
demonstrate the corresponding experimental conditions of (D–F) (note the
number of events crossing threshold in each case). In ACSF, spikelets and
burstlets were numerically ampliﬁed by the experimentally determined
factors. Scale bar is 2mV, 50ms.
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coordination might be due to either common efferent input to
coupled cells and/or robust transmission of chemical synaptic
events across gap junctions. Chemical synaptic signals have been
previously shown to be ampliﬁed by INaP (Stuart and Sakmann,
1995). To measure the effects of INaP on chemical synaptic events,
and to examine transmission of these events across gap junctions,
we recorded spontaneous excitatory postsynaptic potentials (sEP-
SPs) in coupled pairs before and after application of 100 nM TTX
(N = 17 pairs). In both conditions, we held the membrane voltage
of one cell constant and injected DC current to the other cell to
hold its Vm at levels from −77 to −55mV (Figures 4A,B).
When cells were depolarized to −55mV, the distribution of
sEPSP amplitudes shifted toward larger-amplitude events relative
to events measured at −77mV (p< 0.01, Kolmogorov–Smirnov
test; Figures A1B,C in Appendix). Conversely, after TTX, the dis-
tribution of sEPSPs shifted toward smaller events at −55 than at
−77mV (p< 0.01, K–S test; Figures A1D,E in Appendix), due to
the 22mV reduction in synaptic driving force. To compare cases by
eliminating the effects of possible changes in spontaneous release
due to TTX,we normalized sEPSP amplitudes in control and TTX
to their respective values at −77mV; we found that at −55mV,
sEPSPs in ACSF were ampliﬁed by 16% relative to those measured
in TTX (Figure 4C).
To determine whether synaptic inputs provide a common, syn-
chronous, or an independent, asynchronous drive to electrically
coupled neurons, we measured the temporal coincidence of sEP-
SPs. Overall, sEPSPs arrived at a rate of 19.4± 9.8Hz in control,
and 19.2± 8.6Hz in TTX. We found that fewer than 5% of these
sEPSPs in one cell arrivedwithin 1ms of an sEPSP in a coupled cell
under any of the four conditions (depolarized vs. hyperpolarized,
with or without TTX; Figure 4D). Additionally, the difference in
coordination of sEPSPs at depolarized potentials, with or with-
out TTX, was only slightly greater than 1% – likely too small of a
difference to account for the synchrony improvement observed in
the presence of synaptic noise during tonic spiking. Furthermore,
the majority of sEPSPs appear to be largely electrotonically iso-
lated from the gap junctions: only two extremely strongly coupled
pairs (mean cc= 0.35 and 0.4) showed any demonstrable evidence
of signal transfer of sEPSPs across gap junctions, which was evi-
dent only after averaging hundreds of events (Figure 4E). These
two outlying counterexamples emphasize that for average values
of coupling (∼0.1), the vast majority of sEPSPs are not shared
between two coupled cells. The few inputs that are synchronous
may be due to collateralization of one axon innervating a pair
of coupled cells (common input), as opposed to robust propaga-
tion of sEPSPs across gap junctions. These results indicate that
the majority of sEPSPs in coupled cells can be considered inde-
pendent events in each cell. Overall, our data suggest that while
electrical and chemical synaptic inputs synergistically enhance
synchrony of tonic spikes, neither coincidences in arrival times
nor the transmission of sEPSPs across gap junctions underlie that
synergy.
INaP does not affect burst synchrony
We also tested the effects of INaP and sEPSPs on the coordination
of burst ﬁring in gap junction-coupled neurons. In designing stim-
uli, our goal was to minimally activate the calcium current (IT),
FIGURE 4 | Spontaneous excitatory postsynaptic events (sEPSPs) in
coupled neurons. (A) Sample data from aTRN cell with average
V m =−55mV (top, light blue) and −77 (bottom, dark blue) in ACSF. Scale bar
is 0.1 s, 1mV. (B) Sample data with average V m =−55mV (top, light red)
and −77 (bottom, dark red) in 100 nMTTX. (C) Average sEPSP amplitude
(mean±SEM) plotted against V m for recordings in ACSF (blue, circles) and
recordings in TTX (red, squares). Both data sets are normalized to their
respective values at V m =−77mV for comparison (normalized values at
V m =−55mV are 1.08±0.01 in ACSF; 0.93±0.01 in TTX). (D) Percentages
of sEPSPs arriving in both cells of a coupled pair within a 1ms window in
ACSF (4.6±0.93 for V m =−77mV, dark blue; 4.9±1.1 for V m =−55mV,
light blue) and in TTX (3.6±0.54 for V m =−77mV, dark red; 3.6±0.54 for
V m =−55mV, light red). There were no signiﬁcant effects of voltage or TTX
on the data (ANOVA). (E) In a strongly coupled pair (mean cc=0.4), average
sEPSP in cell 2 (a, black trace) and corresponding trigger-averaged electrical
PSP (ePSP) simultaneously recorded in cell 1 (a, gray trace); average sEPSP
in cell 1 (b, gray grace) with corresponding average ePSP simultaneously
recorded in cell 2 (b, black trace). Randomly selected data from the same
number of samples are shown in light gray. All traces in (E) represent the
average of 554 events. Scale bar is 0.1mV, 10ms.
which underlies bursts, in order to allow for maximal modulation
of burst timing by the burstlets conveyed through gap junctions.
To accomplish this, we varied injected currents to determine burst
thresholds for each cell, alone and paired, for depolarizations from
∼−70mV (Figure 5A). We then drove both cells simultaneously
with these peri-threshold stimuli. We measured burst synchrony
as the difference in ﬁrst-spike times before and after application of
100 nM TTX (Figure 5B). We found no signiﬁcant effects of INaP
on threshold-induced burst synchrony in either the presence or
absence of chemical synaptic blockers (Figures 5C,D; p = 0.94
in normal ACSF; p = 0.99 in DNQX+APV), and in all cases,
bursts were at least 10ms apart (Figures 5C,D). Even for bursts
with optimally aligned low-threshold spikes (LTS), the sodium
spikes crowning the LTS remained uncorrelated (FiguresA2A,B in
Appendix). Surprisingly, synchrony of burst ﬁring was also uncor-
related with the strength of electrical coupling at V rest either in
control conditions or in TTX (Figure A2C).
A case of extremely strong electrical coupling (mean cc= 0.4)
illustrates the differences we found between burst and tonic spike
synchrony. In this pair, cell 1 was driven to spike by current injec-
tion, and cell 2 was excited only by gap junction-relayed signals
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FIGURE 5 | Bursts are unsynchronized events. (A) Demonstration of the
stimulation paradigm for paired burst ﬁring. First, current thresholds for
bursts were determined independently for each cell (trial 1). Next, bursts
were elicited in coupled neurons by delivering peri-threshold current
injections to both neurons simultaneously (trial 2). Traces are offset for
clarity. Scale bar: 25mV, 50ms. Burst synchrony is taken as the absolute
value of the difference in burst onset times between cell 1 and cell 2. (B)
Finer time-scale of 15 burst trials in a pair of coupled neurons. Bursts rarely
synchronized, and individual burst onsets also varied by tens of ms. Scale
bars: 25mV, 50ms. (C)With spontaneous synaptic activity intact, burst
synchrony did not show a signiﬁcant change after blocking INaP with 100 nM
TTX. Mean difference in burst onsets in ACSF: 27.6±6.0ms (mean±SEM,
N =6 pairs); mean difference in burst onsets in TTX: 28.6±8.5ms
(p =0.94, paired, two-tailed t -test). (D) In the presence of synaptic blockers
(DNQX and APV), burst synchrony between coupled cells also showed no
signiﬁcant change after TTX application. Mean difference in burst onset in
ACSF: 33.7±4.5ms (N =7 pairs); mean difference in burst onset in TTX:
33.6±8.7ms (p =0.99, paired, two-tailed t -test). Differences between
values with and without blockers were insigniﬁcant (p>0.4 for all
comparisons, ANOVA). Data points in (C–F) represent average values for
20–30 trials at burst thresholds for each pair. (E) Gap junction-driven spikes
in a strongly coupled pair (mean cc=0.4) demonstrate the difference
between burst and tonic spike synchrony. The burst onset difference (i) was
23ms; the closest two spikes within the bursts were 7.4ms apart. The tonic
spikes (ii) were 1.9ms apart. V rest =−70mV for both cells. Scale bar 15mV,
50ms. (F) Fine resolution of the paired bursts (i) and the paired tonic spikes
(ii), offset for clarity. Scale bar 20mV, 20ms.
from cell 1 (Figure 5E). Both cells reached similar levels of excita-
tion – a burst followed by a few tonic spikes. Similar to our ﬁnding
that paired bursts are separated by tens of ms (Figures 5C,D), the
burst onsets in this pair differed by 23ms; even the closest spikes
between the two bursts were 7.4ms apart (Figure 5Fi. In contrast,
during the subsequent tonic spikes, the closest spikes between the
two cells were only 1.9ms apart (Figure 5Fii), a separation on par
with the single-millisecond precision of synchrony we observed
during experiments on tonic spiking (Figure 3C). Thus, bursts
are largely asynchronous amongst even the most strongly coupled
neurons, while tonic spikes can be tightly synchronized.
MODELING THE EFFECTS OF BURSTLETS AND SPIKELETS
To gain insight into the differences between spiking synchrony
in burst and tonic modes, we constructed a single-compartment
model of a TRN neuron based on previous modeling work (Traub
et al., 2005). After adjusting parameters of the model to gener-
ate responses to long depolarizing steps of current that matched
our experimental data (Figures 6A,C; compare to Figures 3A and
5A), we applied burstlets and spikelets to the model to investigate
their effects on subsequent spike times. This technique is simi-
lar to phase-response curve analysis (Ayers and Selverston, 1977;
Netoff et al., 2005; Haas et al., 2010). In our case, this approach is a
proxy for determining whether gap junction-relayed signals have
the ability to synchronize spiking by shifting spike times in coupled
neighbors. The spikelets and burstlets were modeled as synaptic
inputs to the model that produced voltage responses matched in
rise times to their physiological counterparts (Figures 6A,C insets;
compare to Figures 2A,B).
Tomimic the experiments on tonic spiking synchrony,we drove
themodel to spike at∼40Hz using a 1.2 s step of depolarizing cur-
rent injection and applied a spikelet input at varying times during
the spiking cycle, in order to test the effect of spikelets preceding
spikes by several ms (Figure 6A). To mimic the burst-synchrony
experiments, we drove the model at its burst threshold to test
the effect of incoming burstlets that preceded the model neuron’s
burst by tens of ms (Figure 6C). We then varied two parameters:
the arrival times of the inputs, and the amplitudes of the resulting
postsynaptic events.
The model revealed a major difference between burstlets and
spikelets in terms of their efﬁcacy in perturbing the next spike
arrival, or in closing the temporal gaps between the presynap-
tic and postsynaptic spikes of the model. Presynaptic spikelets
that arrive during a tonic-spike train are more effective than
burstlets that arrive just before a native burst at shifting the time
of the subsequent postsynaptic spike. This effect is summarized in
Figures 6B,D. A 3mV spikelet accelerated the next spike time by
as much as 75% of the gap between the spikelet and the next spike
(Figure 6B). In comparison, a 3mV burstlet closed at most∼50%
of the gap between it and the next burst onset (Figure 6D).
The difference between effectiveness of spikelets and burstlets
is related to the degree of activation of IT during those inputs.
During a tonic-spike train, IT is relatively inactive (Figure 6A);
the membrane is tighter and more responsive to the spikelet.
During burst generation, IT is highly activated (Figure 6C) and
increases its contribution to membrane leak, shunting the incom-
ing burstlet and increasing that shunt as the temporal gap between
the input and the native burst closes. Immediately preceding the
burstlet input, the model’s IT was ∼−0.25μA/cm2 and growing;
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FIGURE 6 | Simulation results. (A)Three representative voltage traces
(black) from a single-compartment Hodgkin–Huxley model of a TRN cell
driven to spike tonically with applied DC current (Iapp) and provided with
spikelet inputs of increasing amplitude (from bottom to top) preceding
spikes during the regular spiking period. Spikelet shown is a response in an
unstimulatedTRN cell, for a spikelet arriving 10ms before spikes in traces
above. Gray trace: IT during the ﬁrst (bottom) simulation. Scale bar: 25ms,
100mV (V m), 2mV (spikelet) 15μA/cm2 (IT). Inset: example postsynaptic
spikelet. Scale bar 10ms, 1mV. (B) Shift in arrival time of the next spike,
expressed as a percent of the interspike interval (ISI) between the input
and an unperturbed spike, plotted against spikelet amplitude. Results from
three sets of simulations are plotted for a spikelet applied 10 (solid), 15
(dashed), or 20 (dots) ms before the unperturbed spike. (C) Voltage traces
(black) of the model driven at its burst threshold by applied DC current and
provided with burstlets of increasing amplitudes (bottom to top) preceding
the native burst. Burstlet shown is a response in an unstimulatedTRN cell,
starting 20ms before the bursts in the traces above. IT during the ﬁrst
(bottom) simulation is shown in gray. Scale bar: 25ms, 100mV (V m), 2mV
(burstlet), 15μA/cm2 (IT). Inset: example postsynaptic burstlet. Scale bar
10ms, 1mV. (D) Shift in subsequent spike times following burstlet inputs,
plotted against postsynaptic burstlet amplitude. Results from three sets of
simulations are plotted for a burstlet applied 20 (solid), 35 (dashed), or 50
(dots) ms before the ﬁrst spike of the unperturbed burst.
by comparison, immediately preceding the tonic spikelet input
IT was ∼−0.15μ/cm2, with transient increases during spikes
(Figure 6A,C). Thus, bursts are overall less effective than spikelets
at synchronizing spikes via electrical synapses in TRN cells.
Ampliﬁcation of electrical synapses by INaP is, in turn, more
effective for tonic spikes and spikelets than for bursts and burstlets
in terms of synchronizing ﬁring. For spikelets, ampliﬁcation
occurs for ∼1mV events, where the gain of the spikelet efﬁcacy
(Figure 6B) is steepest and provides the most “bang for the buck”
of ampliﬁcation. For burstlets, which are several millivolt in size,
ampliﬁcation is less effective because the gain of burstlet efﬁcacy
is less steep for burstlets of several millivolt in size.
DISCUSSION
While it has been shown that electrical synapses participate in spik-
ing synchrony (Elson et al., 1998; Gibson et al., 1999; Galarreta and
Hestrin, 2001; Landisman et al., 2002; Long et al., 2004; Hestrin
andGalarreta, 2005; Pfeuty et al., 2005), and it has been anticipated
that ampliﬁcation of electrical synaptic signals by INaP would fur-
ther aid synchrony (Mann-Metzer and Yarom, 1999; Dugue et al.,
2009), we demonstrate here a fundamental difference in the inﬂu-
ence of INaP on synchrony in tonic and burst modes of ﬁring in
electrically coupled pairs of neurons.
One might expect that because burstlets are larger and longer
events than spikelets – indeed, burstlets are often several millivolt
in amplitude and persist for 10 s of ms while spikelets are typically
smaller and shorter (Figure 2B; Figures 6A,C) – that bursts would
be more effective at promoting synchrony across gap junctions.
Our results demonstrate, surprisingly, that tonic spikes synchro-
nize much more readily than burst spikes, and that tonic spikes
are modulated by INaP ampliﬁcation of electrical synaptic signals
while burst synchronization is largely unaffected. Insight into these
effects is provided by our modeling study: during bursts, activa-
tion of IT increases the leakiness of the membrane and thus adds
a shunting inﬂuence to incoming burstlets. Ampliﬁcation by INaP
may alsobe functionally less effective for burstlets because inburst-
ing mode, cells rest at more hyperpolarized potentials where INaP
is less active (Figure 1). During tonic spikes, IT is less active while
INaP is more active; thus the membrane is both more responsive
to spikelets and better able to amplify them.
TONIC SPIKING
Neurons in the thalamus ﬁre in tonic mode during wakefulness
as well as certain phases of sleep (Domich et al., 1986). In this
mode we found that INaP ampliﬁcation of electrical synapses
signiﬁcantly enhances spiking synchrony. In addition, arrival of
independent spontaneous chemical synaptic inputs and electrical
synaptic spikelets synergistically activate INaP to coordinate tonic
spikes (Figure 3D–G).Ourmodel highlights two important details
of enhanced tonic spiking coordination by ampliﬁed spikelets.
First, spikelets are transmitted between neurons that are excited
well above their ﬁring threshold, thus maximizing the possible
ampliﬁcation by INaP (Figure 1). Second, at physiological ranges,
small changes in spikelet amplitudes can create large changes in
tonic spike synchrony. Speciﬁcally, spikelets are typically ∼1mV
in amplitude when measured at resting voltages, and the mod-
eled effectiveness at perturbing a coupled partner’s spike time
has its highest gain, or steepest slope, for ∼1–2mV amplitude
spikelets (Figure 6B). Thus, spikelets have powerful inﬂuence on
tonic spiking synchrony.
In the relay thalamic regions, tightly synchronized tonic spikes
in subsets of coupled TRN cells would result in tightly synchro-
nized GABAergic inputs to thalamic relay cells, which could aid
in the generation of spatially and temporally correlated rhythmic
activity in downstream thalamic regions. This coordinating inﬂu-
ence facilitates synchronization in the thalamocortical network in
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general; furthermore, enhanced synchrony of tonic spiking result-
ing from INaP-ampliﬁed gap junction signals may also be present
in other gap junction-coupled inhibitory sub-networks in the cor-
tex and elsewhere in the brain (Gibson et al., 1999; Mann-Metzer
and Yarom, 1999; Galarreta and Hestrin, 2001; Blatow et al., 2003;
Connors and Long, 2004).
BURSTS IN THE TRN
Thalamic burst ﬁring is a hallmark of spindle rhythms in slow
wave sleep (Domich et al., 1986) and awake inattention (Bezdud-
naya et al., 2006). In this state, our results indicate that bursts of
neurons in the TRN rarely synchronize, similar to previous results
in non-mammalian systems (Elson et al., 1998). We hypothesize
that because bursts are largely shaped by low-threshold calcium
currents (Parri and Crunelli, 1998; IT), each neuron has a unique
threshold and time-course of its burst, which is governed by its
individual expression of CaV3.3-based channels (Huguenard and
Prince, 1992). In combination with varying input resistances in
any given neuron, activation of the resulting IT results in a wide
variety of burst onset times across TRN neurons (Figures A2C–F
in the Appendix; Figure 5). Further, bursts in different TRN neu-
rons vary both in terms of sub-threshold envelope shape and in the
timings of the faster individual sodium spikes crowning the slower
calcium depolarization. Our modeling indicates that bursts serve
to decrease input resistance during those events, reinforcing the
independence of each cell’s burst relative to incoming input. Burst
generation in TRN neurons is thought to be compartmentalized
within individual dendrites (Crandall et al., 2010); thus a burst
in one dendrite may be largely unaffected by a gap junction on
another dendrite. Our data indicate that even the largest possible
ampliﬁcation of a coupled cell’s burstlet is inadequate to over-
come the internal dynamics generating an individual burst and
modulate the onset or synchrony of the spikes crowning the burst.
Bursts occur and are transmitted between neurons at relatively
hyperpolarized potentials, where INaP ampliﬁcation is much less
activated (Figure 1). Our model indicates that even large events
of several millivolt in size, like burstlets (∼4mV; Figure 2B and
Table A1 in Appendix), are generally less effective at modulat-
ing burst times than are small-amplitude spikelets at modulating
tonic spike times. Unlike ampliﬁcation of spikelets, however, slight
increases in burstlet amplitude have less effect on burst timing, due
to the ﬂatter slope at several-millivolt amplitudes (Figure 6D). For
example, a 20% ampliﬁcation of a ∼1mV spikelet can increases
themodulation of a neighbor’s spike time by 4.4% (Figure 6B); by
contrast, a 20% ampliﬁcation of a ∼4mV burstlet only increases
the shift in its neighbor’s spike time by 0.9% (Figure 6D).
In bursting mode, the synaptic targets of the TRN will receive
independent sets of GABAergic inputs from each independent
burst, which will then be subject to short-term synaptic dynamics
in the thalamocortical relay neurons (Cox et al., 1996). However,
because electrical synapses do not synchronize bursts in the TRN,
these post-TRN bursts of inhibition are unlikely to be spatially
and temporally correlated within and amongst postsynaptic tar-
gets in the thalamic relay regions. This asynchrony may provide
each individual TRN neurons its own computational autonomy,
and generally act to unbind activity across relay neurons and the
information they transmit during these states.
Although other voltage-dependent membrane currents such as
Ih or Im may also modulate electrical synapses, we ﬁnd that at
least in TRN, the persistent sodium current INaP is the strongest
modulator: ampliﬁcation is ﬂattened by 100 nM TTX (Figure 1).
However, the effects of currents such as Ih or Im on gap junctional
signals will need to be established in a population of neurons with
richer expressions of those currents.
Overall, these results suggest that the balance amongst intrinsic
conductances, chemical synaptic drive and electrical coupling is a
state-dependent and dynamic relationship.
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APPENDIX
FIGUREA1 | sEPSPs. (A) Visual description of the algorithm used to ﬁnd
spontaneous excitatory postsynaptic potentials (sEPSPs) in voltage traces.
Raw data were smoothed lightly (dark and light blue traces, respectively) and
convolved (green trace) with a template. Peaks in the convolution correspond
to where the data best match the template; thus, to ﬁnd candidate sEPSPs,
the convolution was subjected to a threshold (black line). For each event, if
the amplitude exceeded a size threshold, which was taken as a fraction of the
SD of the smoothed data, it was identiﬁed as an sEPSP (red asterisk; the
template, scaled to each sEPSPs individual amplitude, is superimposed on
the data in red). Locations of events too small to be conﬁrmed as sEPSPs are
noted by black triangles. Convolution and amplitude thresholds were adjusted
for each cell by hand. (B) Distribution of sEPSP amplitudes for V m =−55mV
in ACSF (0.43±0.004mV, N =5855 sEPSPs from 19 cells). (C) Distribution of
sEPSP amplitudes for V m =−77mV in ACSF (0.40±0.004mV, N =8145
sEPSPs from 19 cells). (D) Distribution of sEPSP amplitudes for V m =−55mV,
in 100 nMTTX (0.43±0.005mV, N =5598 sEPSPs from 17 cells). (E)
Distribution of sEPSP amplitudes for V m =−77mV, in 100 nMTTX
(0.46±0.005mV, N =6592 sEPSPs from 17 cells).
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FIGUREA2 | Burst jitter. (A) Example of 16 overlaid trials of aligned bursts
from a pair of electrically coupled neurons. Note that even though their slow
depolarizations (calcium spikes) are aligned, their spikes are rarely aligned.
Average coupling coefﬁcient at V rest, was 0.14. (B) Spike cross-correlogram for
data shown in (A). Spikes were represented by Hanning windows, 2ms-wide.
Cross correlation was done at the same temporal resolution as the data,
0.05ms. (C) Burst synchrony (Δ burst start times, y -axis) is uncorrelated with
electrical synaptic coupling strength (x -axis; R2 =0.06) in both ACSF (blue
symbols) and in TTX (R2 =0.01, red symbols, N =14 pairs). (D) A reduction in
the jitter of burst synchrony (SD of the absolute difference in onset times) is
loosely correlated with greater coupling strength (slope −83 per ms,
R2 =0.29) in both ACSF (blue symbols) and in TTX (slope −78 per ms,
R2 =0.48, red symbols; N =14 pairs). Each data point in (C,D) represents the
average value per pair for 20–30 trials at the two burst thresholds. (E) Changes
in jitter and difference in burst arrival times. All data, except solo jitter are
derived from paired burst stimulation at threshold for both neurons. Population
responses of all pairs tested in normal ACSF (without blockers). Each black
dash represents the average for one pair, and the green circles represent the
population average derived from the individual averages. N =7. (F)The same
results as in (E) but in the presence of fast synaptic blockers. N =7.
Frontiers in Cellular Neuroscience www.frontiersin.org January 2012 | Volume 5 | Article 31 | 12
Haas and Landisman Modulation of synchrony by electrical synapses and INaP
Table A1 | Action potential properties in control (ACSF) vs.TTX.
ACSF TTX Change (%)
R in (MΩ) 159.2±58.3 166.96±58.23 5
Spike width (ms) 0.99±0.24 1.04±0.32 5
Spike height (mV) 53.02±12.05* 43.82±11.98* −17
Spikes per burst 3.97±0.17* 3.08±0.13* −22
Burst frequency (Hz) 153.77±6.15* 114.58±4.97* −25
Burstlet amplitude (mV) at V m =−70mV 3.88±0.49 3.42±0.42 −12
Spikelet amplitude (mV) at V m =−70mV 0.53±0.1 0.46±0.07 −13
All data are listed as mean± SEM. n=number of cells. *p0.001. n=38 cells for Rin, spike width, and spike height. n=39 cells for burst ﬁring properties (all others).
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