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Abstract
Quantum walks are the quantum counterpart to classic random walks and have a cru-
cial role in the design of efficient quantum algorithms that overcome classic algorithms.
During the last years a great effort has been dedicated to implement quantum walks
experimentally. However, bi-dimensional quantum walk implementations are still scarce
and it is precisely starting from two dimensions that there exists some computational
gain. This dissertation is based on this necessity to propose a physical system capable
of implementing a two-dimensional quantum walk: a superconducting qubit capacitively
coupled to a mechanical oscillator. This system has already been studied in the literature
and was shown to adequately generate a one-dimensional quantum walk. The dissertation
was thus centred in generalizing this system by coupling a second mechanical resonator
to the qubit and in demonstrating that this resulting system is theoretically capable of
simulating a two-dimensional quantum walk. Simulations of the probability distribution
with and without decoherence were conducted. Moreover, we studied the recent connec-
tion between relativistic quantum mechanics and quantum walks; more specifically, we
revised the resemblance between the Klein-Gordon and Dirac equations and the quantum
walk time evolution equations.
Resumo
Passeios quaˆnticos sa˜o a contrapartida quaˆntica aos passeios aleato´rios cla´ssicos e teˆm
um papel crucial no desenho de algoritmos quaˆnticos eficientes que superam algoritmos
cla´ssicos. Durante os u´ltimos anos, um grande esforc¸o tem sido feito para implementar
passeios quaˆnticos experimentalmente, principalmente unidimensionais. Entretanto, im-
plementac¸o˜es experimentais de passeios quaˆnticos em duas dimenso˜es ainda sa˜o escassas,
e e´ justamente a partir de duas dimenso˜es em que ha´ algum ganho computacional. Este
projeto parte desta necessidade para propor um sistema f´ısico capaz de implementar um
passeio quaˆntico bidimensional: um qubit superconductor acoplado capacitivamente a um
oscilador mecaˆnico. Este sistema ja´ foi estudado anteriormente e mostrou-se ser capaz
de reproduzir um passeio quaˆntico unidimensional. O projeto centrou-se enta˜o em gener-
alizar este sistema acoplamento um segundo oscilador mecaˆnico ao qubit e em demonstrar
que o sistema assim obtido e´ capaz, teoricamente, de gerar um passeio quaˆntico bidimen-
sional. Foram conduzidas simulac¸o˜es da distribuic¸a˜o de probabilidade do sistema sem
e com decoereˆncia. Ale´m disso, estudamos a recente relac¸a˜o entre mecaˆnica quaˆntica
relativ´ıstica e passeios quaˆnticos; mais especificamente, revisamos a semelhanc¸a entre as
equac¸o˜es de Klein-Gordon e Dirac e as equac¸o˜es de evoluc¸a˜o do passeio quaˆntico.
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Random processes date to the 17th century when Blaise Pascal and Pierre de Fermat
exchanged various letters discussing the outcomes and probabilities from gambling. Their
ideas were then further developed in the 19th century by Laplace and used to described
some major physical processes as the Brownian motion. Since then a variety of phenomena
were described via random processes, e.g. stock market and exchange rate fluctuations,
signals such as speech, audio and video, medical data such as a patient’s EKG, EEG,
blood pressure or temperature [1–3]. One of these phenomena are the random walks,
the mathematical formalization of a path that consists of a succession of random steps.
The term random walk itself was first introduced by Karl Pearson in 1905 [4] and since
then random walks have been used in many fields such as ecology, economics, psychology,
computer science, physics, chemistry, and biology to describe many stochastic processes,
e.g. the path traced by a molecule as it travels in a liquid or a gas, the search path of
a foraging animal, the price of a fluctuating stock and the financial status of a gambler
[5–11]. The random walks found great applicability inside computer science and computer
engineering in simulating natural processes as those mentioned above, due to the fact
that they were proved to be a very powerful technique for the development of stochastic
algorithms [12,13].
Theoretical computer science, in its canonical form, does not take into account the
physical properties of those devices used for performing computational or information
processing tasks. The idea that the behaviour of any physical device used for computa-
tion or information processing must ultimately be predicted by the laws of physics led
to thinking of computation in a physical context [14–16]. By the same time the classical
random walks were being introduced within computer science, quantum mechanics was
being developed and tested. Since the probability theory is intrinsically entangled within
the quantum theory, and stochastic processes naturally occur as measurements are made,
quantum mechanics was naturally put forward as the physical theory to be used for mod-
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elling future computer science. The idea of using quantum systems to simulate quantum
processes was first proposed by Feynman [17–19].
Quantum computation was then born from this kind of ideas and from the strange
properties of quantum mechanics, e.g. the principle of superposition. In this new frame-
work, quantum computers can present states in which the value of a simple bit is zero
and one at the same time, in total contradiction with the Boolean logic from classical al-
gorithms. Therefore, new algorithms would have to be invented. Building good quantum
algorithms is a difficult task as quantum mechanics is a counter-intuitive theory. More-
over, it is not enough to perform the task it is intended to. It is also necessary that it do
better, i.e. be more efficient than any classical algorithm. Much interest and excitement
was brought by Peter Shor in 1994 when he discovered a quantum algorithm to factor
numbers efficiently [20]. Other examples of successful results in quantum computation
can be found in [21–25].
In the same way classical random walks were employed in the development of stochas-
tic algorithms, a quantum mechanical counterpart was developed to be utilized as an
advanced tool for building quantum algorithms. This quantum analogue of classical ran-
dom walks was first introduced in 1993 by Aharonov, Davidovich and Zagury and coined
as quantum random walk [26]. The quantum walk has been recently shown to constitute a
universal model of quantum computation [27–29]. The laws of quantum mechanics state
that the evolution of an isolated quantum system is deterministic. Randomness shows
up only when the system is measured and classical information is obtained. The coin is
introduced in quantum walks by enlarging the space of the physical system. Aharonov
et al. showed that this quantum procedure (or algorithm) can generate displacements
that, on average, are much greater than the classical random walk. There are two kinds
of quantum walks: discrete and continuous quantum walks. The main difference between
these two sets is the timing used to apply corresponding evolution operators. In the case
of discrete quantum walks, the corresponding evolution operator of the system is applied
only in discrete time steps, while in the continuous quantum walk case, the evolution
operator can be applied at any time.
The theoretical aspects of quantum computation and algorithms were vastly studied
in the last few decades and are quite well established. It is the experimental implemen-
tation of these ideas that present difficulties and is receiving a great amount of attention
in the last years. The laws of quantum mechanics require that a physical device must
be isolated from the environment, otherwise the superposition vanishes, at least partially.
It is a very difficult task to isolate physical systems from their environment. Techniques
for signal amplification and noise dissipation cannot be applied to quantum devices in
the same way they are used in conventional devices [30]. This fact raises questions about
the feasibility of quantum computers. In spite of this, there have been initial exper-
iments studying the physics of single particles by using either optical systems [31–39]
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or atomic systems [40–44] during the last decades. Some of these systems wherein dis-
crete quantum walks can be implemented are micromasers [26], optical lattices [45], ion
traps [46], quantum electrodynamic cavities [47], as well as in quantum electrodynamics
in superconducting circuits [48]. The dimensional increase of the quantum walk [49] is
of notable interest because many physical phenomena, like many-particle entanglement
and nonlinear interactions, cannot be simulated using a one-dimensional random walk.
Besides, from the computational point of view search algorithms present a velocity gain
just in dimensions greater than one [50]. There exist a few proposals for the implemen-
tations of two-dimensional quantum walks [51–53]. Also, it has recently been shown that
indistinguishable quantum walkers can develop non-trivial correlations due to Hanbury
Brown-Twiss (HBT) interferences [36, 54, 55]. However, just the reference [56] reports a
physical quantum walk implementation in two spatial dimensions.
This dissertation is devoted to study the one and two-dimensional quantum walk and
to propose a physical implementation wherein these quantum walks could be simulated.
The physical system is a mechanical resonator (nanobeam) coupled to a superconducting
qubit, forming an electromechanical resonator, which has already been studied before for
one-dimensional quantum walk implementations [57,58]. We propose then a generalization
of this system which we show that can, in principle, implement a two-dimensional quantum
walk. The structure of this dissertation is divided in two parts: the first one is dedicated
to quantum walks in one dimension, while the second explores the two-dimensional case.
Chapter (2) briefly reviews both the classical and quantum discrete-time walks. Chap-
ter (3) depicts the quantum walk in a very specific space: the phase space. Once the
theoretical fundamentals are laid, we present our electromechanical system and describe
its quantum mechanical Hamiltonian in chapter (4). In chapter (5) we show simula-
tions regarding the one-dimensional quantum walk and some physical quantities, e.g. the
Shannon entropy and the standard deviation. The first part of our dissertation is closed
in chapter (6) with the connection between relativistic quantum mechanics and quan-
tum walks, where we review the similarity between the Dirac equation and the quantum
walk time evolution equations. The second part starts with chapter (7) where we put
forward some implementations for a two-dimensional quantum walk and it is closed in
the next chapter (8) with the generalization of the electromechanical resonator. In the
same chapter we compare the Hamiltonian for the generalized system to the theoretical
ones obtained in chapter (7). Chapter (9) revises the previous results for one and two-
dimensional cases, but now with the introduction of decoherence. Finally, in chapters




We shall start our discussion by reviewing some basic properties of the discrete-time
random walks. There are two broad classes of quantum walks, one in discrete-time and
the other in continuous-time, each of which have independently emerged out of the study
of unrelated physical problems. We won’t be describing the continuous-time random
walk, since it is out of the scope of our study. We will focus on the discrete-time random
walk because the systems we will be dealing with take discrete steps in the phase space.
Moreover, we will make the distinction between classical and quantum walks. Quantum
walks play an important role, e.g. in the development of quantum algorithms, which
are, in theory, more efficient than their classic counterpart. We will briefly review the
classical random walks with a focus on the expected distance from the origin induced
by the probability distribution. We compare the results to the quantum expected distance
and see that the probability of finding the walker away from the origin is greater in the
quantum case. This chapter is based mainly on the references [50, 59].
2.1 The Discrete-Time Classical Random Walk
We start by describing the discrete-time classical random walk in one dimension, since
some of the ideas used here will be employed in the quantum walk. A random walk is
a path formed by a succession of random steps taken by a system. This path does not
have to be associated with a position in the real space, but can be generalized to other
system’s variables that manifest random behaviour. As an example, in our dissertation
we will be using the system’s position in the phase space as the random variable. The
randomness of the process arises typically from the uncontrollable action of the external
world on the system. Thus the random steps are generally modelled by stochastic forces or
by a ”coin”, i.e., a device which gives out certain outputs with a determinate probability.
Many interesting properties of the quantum walk emerge because of the possibility of the
coin to have quantum behaviour.
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Let us think initially of a walker at rest at the origin, and every time step of length τ he
makes a move through a distance a, either to the left or to the right with equal probability.
The probabilities could be different, but we stick to the simplest case. It is evident that
the possible positions the walker can go to depend solely on his current position. This
is the Markov property: the position after the (n + 1)th time step is determined solely
from the information about the system after the nth time step. It is possible to generalize
the walk to a situation wherein the possible configurations of the system depend on its
whole past. Schemes with such an extended memory are called ’non-Markovian’. We will,
however, restrict ourselves to Markovian dynamics.
Tossing the coin n times, or after n steps, the walker will be restricted to the interval
between −a n and a n. The Figure (2.1) shows a general scheme of the random walk with
n = 5. The probability Pn(xm) of ending up at position xm = ma after n steps is the
probability of taking (n+m)/2 steps to the right and (n−m)/2 steps to the left, in any
order. Because the probability of each individual path is simply (1
2












for |m| ≤ n and n + m even, and Pn(xm) = 0 otherwise. For fixed n, Pn(xm) is a
binomial distribution. In view of the fact that the probabilities for walking leftward and
rightward are equal, it is expected the equation (2.1) to be symmetric around the origin.
This is readily seen to be the case, once Pn(xm) = Pn(x−m). The Figure (2.2) shows the
probability distribution for a symmetric walk in one dimension after n = 10 and n = 20
steps, starting from m = 0. It is visible from the figure that the probability distribution
starts highly concentrated around the origin, what reflects the fact that it is known where
the walker starts (P0(0) = 1), and as time goes by the distribution spreads out, increasing
its full width at half maximum and diminishing its height.
Figure 2.1: General scheme of the random walk with n = 5. Three realizations are shown,
including the unique ways to reach x = ±5a after five steps starting from the origin, and
one of the ten possible paths that end up at x = −a.
One can have access to the information about the probability distribution by means
of its moments, e.g. how the full width at half maximum of the probability distribution
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(a) n = 10 (b) n = 20
Figure 2.2: Probability distributions for a symmetric walk in one dimension after (a)
n = 10 and (b) n = 20 steps, starting from m = 0.
The l = 1 moment is the mean displacement while the l = 2 moment is the mean
square displacement. In the present case, due to the symmetry Pn(xm) = Pn(x−m), we

















Changing the index k = (n−m)/2, we arrive at





k!(n− k)! . (2.4)






























we finally conclude that





i.e. the standard deviation of the probability distribution increases with the square root
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of the number of steps. We will see that in the quantum analogue of the random walk
the standard deviation increases linearly with n, the number of steps.
2.2 The Discrete-Time Quantum Walk
In a quantum analogue of the random walk, the walker uses a ”quantum coin” with two
”sides” representing, in the language of quantum mechanics, the basis states of the coin,
which are conveniently represented by |+〉 and |−〉. Unlike the classical coin, the quantum
coin has the unintuitive property that as long as the walker does not look at it (i.e. does
not perform an observation or measurement), it can be in a superposition of states. It
just means that after been ”flipped”, the state |coin〉 of the coin can be expressed as
|coin〉 = α+|+〉+ α−|−〉, (2.8)
where α+ = 〈+|coin〉 and α− = 〈−|coin〉 are the complex amplitudes for the coin to be
in each state. But if the walker looks at the coin in order to determine which way to
move, he would then find the coin in either one of the two states (the coin’s state would
collapse into either of the basis states) with probabilities P+ = |α+|2 and P− = |α−|2.
Hence if he were to determine the state of the quantum coin each time he takes a step,
the final probability distribution would be identical to the classical walk. Instead, as long
as he does not look at the coin and it stays in a superposition state, the walker himself
simultaneously moves to the right and to the left with amplitudes α+ and α−, respectively.
So starting at position state |x = 0〉, the next step would put him in a superposition of
position states | + 1〉 and | − 1〉. Similar to the situation with the quantum coin, if we
try to find out where the walker actually was after the move, our act of measurement
would collapse his position state and we would find him in either one of the states with
probability P+ = |α+|2 and P− = |α−|2, again identical to the classical situation. Hence
the quantum walk proceeds in the absence of any observation or measurement during the
walk. Consequently the walker simultaneously arrives at multiple position and coin states
with various amplitudes which constitute a probability wave-function.
The Figure (2.3) illustrates the basic structure of the quantum states within the walk.
The nodes along the horizontal axis represent the position states |x〉 of the quantum
walker with x = ... − 1, 0, 1, ..., while each node is comprised of two sub-nodes or sub-
levels which in turn represent the coin states |+〉 and |−〉, also known as internal states,
at that position. Therefore the complete state of walker-coin system can be described as





where αx,+ = 〈x,+|ψ〉 and αx,− = 〈x,−|ψ〉 are the complex amplitudes for the coin to
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be in states |+〉 and |−〉, respectively, while the walker is in position state |x〉. Our state
must be normalised, so the complex amplitudes must obey∑
x
|αx,+|2 + |αx,−|2 = 1. (2.10)
Figure 2.3: States of a discrete-time quantum walk on a line. The nodes or position
states of the walk are labelled by |x〉 = ...,−2,−1, 0, 1, 2, ... and each node possesses two
sub-nodes or coin states labelled by |+〉 and |−〉.
In the quantum walk the ”coin flip” takes a new meaning. Unlike the classical random
walk in which flipping the coin produces a single state (head or tail) with probability P+



















are the vector representations of the coin states |coin〉 and |coin′〉
before and after the coin flip, and the coin operator [60].
Cˆ ≡
[
eiξ cos θ eiζ sin θ
−e−iζ sin θ e−iξ cos θ
]
(2.12)
is an arbitrary 2×2 unitary matrix up to a global phase. This unitary rotation, or change
of basis, can be equally represented via the mapping
|+〉 → eiξ cos θ|+〉+ eiζ sin θ|−〉, (2.13a)
|−〉 → −e−iζ sin θ|+〉+ e−iξ cos θ|−〉. (2.13b)
The simultaneous stepping of the quantum walker to the left and to the right according
to the state of the coin is formally achieved by acting on the system an unitary conditional
shift operator Sˆ which has the property that
Sˆ|x,+〉 ≡ Sˆ+|x,+〉 = |x+ 1,+〉, (2.14a)
Sˆ|x,−〉 ≡ Sˆ−|x,−〉 = |x− 1,−〉. (2.14b)
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With the system initially in state |ψ0〉, a single step in the quantum walk involves the
simultaneous application of the coin operator 1ˆ⊗ Cˆ (the operator Cˆ acts only on the coin
space, and thus a tensor product is necessary to act on the whole space spanned as well
by the walker’s position), followed by the conditional translation operator Sˆ, across all
states of the form |x,+〉 and |x,−〉 comprised in |ψ0〉 (see eq. (2.9)). Let us illustrate the













For the first step we have
1ˆ⊗ Cˆ|ψ0〉 = 1 + i
2
[|0,+〉+ |0,−〉],
|ψ1〉 = Sˆ[1ˆ⊗ Cˆ]|ψ0〉 = 1 + i
2
[|1,+〉+ | − 1,−〉]. (2.17)
The second steps consists of




[|1,+〉+ i|1,−〉+ i| − 1,+〉+ | − 1,−〉],




[|2,+〉+ i|0,+〉+ i|0,−〉+ | − 2,−〉]. (2.18)
Figure (2.4) illustrates schematically the two first steps of the walk calculated above.
In summary, the quantum walk consists in applying the unitary operator
Uˆ = Sˆ[1ˆ⊗ Cˆ] (2.19)
a number of times without intermediate measurements. One step consists in applying Uˆ
one time, which is equivalent to applying the coin operator followed by the shift operator.
In the next step, we apply Uˆ once again without intermediate measurements. At time t,
the state of the quantum walk is given by
|ψt〉 = Uˆ t|ψ0〉. (2.20)
After t steps the probability distribution for the quantum walk is simply given by
Pt(x) = |〈x,−|ψt〉|2 + |〈x,+|ψt〉|2. (2.21)
In other words, making a measurement on the position of the walker would collapse its
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Figure 2.4: The first two steps of a discrete-time quantum walk. (a) The initial wave-
function is |ψ0〉 = 1√2 |0,+〉 + |0,−〉. (b) and (d) The states of the walk following the
application of local coin operators given by eq. (2.16). (c) and (e) The state of the walk
following the application of the translation operator Sˆ given by eqs. (2.14)
wave function into a single position state |x〉 with probability Pt(x). This of course means
that experimentally one has to repeat the walk procedure many times and measure the
outcome in order to build up the probability distribution.
To better understand the characteristics of the quantum walk and the implications of
the superposition of various states, we show in Figure (2.5) the probability distribution for
the previous quantum walk illustrated in Figure (2.4) after t = 100. A comparison with
the classical random walk distribution is also made on the same plot, and it immediately
reveals the rather surprising properties of the quantum walk. The fact that the probability
of finding the walker around the origin is almost zero suggests a ballistic behaviour. The
walker can be found away from the origin as if it was in an uniform motion. Consequently
the standard deviation of the quantum walker should scale as σ ∼ t, unlike the classical
random walk, wherein the probability of finding the walker after t steps is a Gaussian
distribution with standard deviation σ ∼ √t. Figure (2.6) shows the standard deviation
as a function of time for both the quantum walk (cross-shaped points) and classical random
walk (circle-shaped points). As calculated before, in the classical case we have σ(t) =
√
t.
In the quantum case, we obtain a line, the slope being around 0.54, i.e. σ(t) = 0.54t.
The linear dependence of the position standard deviation against time is an impressive
result. Let us picture the extreme situation. In a classical random walk, suppose the
walker has a probability of exactly one to go rightward. After t steps it will certainly
be found in the position n = at. This is the aforementioned ballistic movement. It is
the motion of a free particle with velocity a. The standard deviation in this situation is
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Figure 2.5: Probability distribution of a classical (dotted line) and a discrete-time quantum
(solid line) random walk on a line after 100 steps. The quantum walk was propagated
using an initial wave-function |ψ0〉 = 1√2 |0〉[|+〉+ |−〉] and the coin operator given by eq.
(2.16).
Figure 2.6: Standard deviation of the quantum walk (crosses) and the classical random
walk (circles) against the time, or the number of steps.
obtained by replacing Pn(xm) by δn,m in (2.3). The result is at. The quantum walk is
ballistic, but the scape velocity is almost half of the free particle velocity. This indeed
revels the wave-like nature of the quantum walk, since this scape velocity comes from
the group velocity. Another difference from this extreme classical example is that in the
quantum walk the particle can be randomly found on the right or on the left of the origin
after measurement, which is a characteristic of a random walk. However, we note that this
characteristic can be implemented in a classical random walk by restricting the outputs
of the coin after the first flip conditioned to the output of this first flip. More specifically,
the first step uses an unbiased coin with some probability of going right or left. If the
walker goes rightward, then the coin is restricted to always have a probability of exactly
one to go rightward. The same idea is employed if the walker goes leftward in the first
step, the coin is restricted to always have a probability of exactly one to go leftward. The
randomness arises only in the first step and the resultant movement is ballistic. Still,
the scape velocity continues to be as from a free particle. The diminished velocity is
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particular to the quantum walk and arises from the inference between the various states,
being absent in the classical counterpart.
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Quantum Walk in the Phase Space
In the last chapter we depicted how a quantum walk is theoretically performed. The
approach was quite generic and no exact coin and shift operators were presented. The
space in which the quantum walk was performed was also indeterminate. This chapter
introduces the quantum walk in a specific space: the phase space of an harmonic oscil-
lator. We will see that coherent states serve as position states within this space. We
start describing how exactly the quantum walk is implemented in the phase space, more
specifically, on a line, and present some unitary operators which generate the expected
effects of the walk. It is possible to develop a quantum walk on a circle, but we are not
going to deal with it since this kind of walk is not reproduced by our proposed system in
the next chapter.
3.1 Quantum Walk in the Phase Space
The idea of the quantum walk in the phase space is the same as that described previously
in section (2.2). We have a two-level system, which serves as the coin, coupled with
another system, which in turn serves as the walker. The only difference is the space
wherein the walk is done. The basis states used by the walk can be, e.g. the Fock states
|n〉, which specify the number of phonons of a oscillator, or the set of coherent states |α〉,
which form an overcomplete basis. We will see that setting the resonator in a coherent
state is appropriate for the quantum walk and therefore we shall concentrate our attention
to coherent states serving as position states. Moreover, to simulate the flipping of the coin
we use a operator Cˆ which acts only in the coin space and is represented by a 2×2 matrix
(see equation (2.12)). To simulate the steps we use a shift operator Sˆ which changes the
state of the coherent states depending on the state of the coin (see e.g. equations (2.14))
and is expressed in terms of operators from both the coin space and the walker space.
This is the point that comes in the distinction between the quantum walk on the line and
on the circle. Depending on the form of the shift operator, the walker’s position in the
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phase space moves in a straight line or circularly around the origin. We describe only the
walk on the line.
3.1.1 Quantum Walk on the Line
Let |α〉 = | |α|eiθ〉 be the initial state of the walker (a coherent state with magnitude |α|
and phase θ) and let |coin〉 = c+|+〉 + c−|−〉 (eq. (2.8)) be the initial state of the coin.
Consequently our whole system starts as
|ψ0〉 = c+|α〉|+〉+ c−|α〉|−〉. (3.1)
For the coin operator we shall use the following





(Eelσˆz − EJ σˆx), (3.3)
where σˆx and σˆz are the Pauli matrices, Eel and EJ are adjustable numbers used to
control the action of the coin operator, ~ is the Planck constant and t will be the time
interval during the coin operator acts. This expression for the coin seems very specific,
but it is just a convenient way for expressing what we already know. Expression (3.2) has
nothing especial, since we can always express an operator as an exponential of another
operator. On the other hand, HˆC could seem a very particular choice, but since we are
working in the coin space, the only operators we expect to appear are the unitary and
the Pauli operators. Equation (3.3) is just a linear combination of two of them. The only
extravagance is the coefficients Eel and EJ , which are very suggestive. This is done on
purpose and the reason will become clear in the future. We advance that this expression
will appear in the Hamiltonian describing the system to be presented in the next chapter.
To show that equations (3.2) and (3.3) are a good choice for a coin operator, we take
advantage of the freedom of choice of values for the parameters Eel and EJ . For the sake












Let Aˆ be an operator such that Aˆ2 = 1ˆ. Then the following identity holds:







= 1ˆ, we can make use of the previous identity in equation (3.2)





















The expression can be further simplified by making use of the freedom in setting the time.
If we fix t = pi~/
√












where we have dropped the phase −i since it will represent just a global phase. The above
operator is the so called Hadamard operator, one of the most famous coin operators.
Our shift operator for the line quantum walk will be
Sˆ = e−iHˆSt/~, (3.8)
with
HˆS = ~λ(aˆ† + aˆ)σˆz, (3.9)
where aˆ and aˆ† are the annihilator and creation operators, respectively, and λ is strength
of the shift operator’s action. Because HˆS mixes operators from both Hilbert spaces, we
see that HˆS represents a coupling between the coin and the walker, and so λ can also be
seen as a coupling’s strength.
We have chosen the expression (3.8) for the shift operator once it resembles the dis-
placement operator. The displacement operator is defined as
Dˆ(α) ≡ eαaˆ†−α∗aˆ, (3.10)
where α is a complex number and α∗ is its complex conjugate. The displacement operator
has the property to generate the coherent state |α〉 from the vacuum state |0〉, i.e. |α〉 =
Dˆ(α)|0〉. When applied to a coherent state, the displacement operator generates another
coherent state. From the Campbell-Baker-Hausdorff identity [61] it can be proved that
Dˆ(α′)|α′′〉 = e(α′α′′∗−α′∗α′′)/2|α′ + α′′〉. (3.11)
Since α′α′′∗ − α′∗α′′ is purely imaginary, the factor in front of |α′ + α′′〉 is simply a phase
factor. It follows that the effect of the displacement operator Dˆ(α′) acting on the coherent
state |α′′〉 is to ’displace’ the state further to |α′+α′′〉. This is the reason we have chosen
the shift operator in equations (3.8) and (3.9). It can displace the state of the walker in
the same way the position of the walker was displaced in section (2.2). What remains is
the property to displace the walker’s state depending on the coin, and this is achieved via
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the operator σˆz in eq. (3.9). Because σˆz|+〉 = |+〉 and σˆz|−〉 = −|−〉, it readily follows
from eq. (3.11) that
Sˆ|α〉|+〉 = e−iλt(aˆ†+aˆ)σˆz |α〉|+〉 = e−iλt(α+α∗)/2|α− iλt〉|+〉, (3.12a)
Sˆ|α〉|−〉 = e−iλt(aˆ†+aˆ)σˆz |α〉|−〉 = e−iλt(α+α∗)/2|α + iλt〉|−〉. (3.12b)
We see that the coherent state is displaced ’upwards’ or ’downwards’ depending on the
state of the coin (if |+〉 or |−〉) (see Figure (3.1)). This was the same case discussed in
section (2.2). We note that a phase factor keeps appearing after the displacement. One
question that arises is whether it plays an important role or not in the quantum walk.
Let |α〉 be the initial coherent state of the walker. Fixing the time interval t in which the




cm,+|α + imλt〉|+〉+ cm,−|α + imλt〉|−〉. (3.13)
Every time the walker takes a step, or we displace the state |α+ imλt〉 through the shift















for every m. But the above expression is independent of m, which means that the phase
generated through the shift operator is equal for every step, thus it just represents a global
phase and can be ignored. This happens only because the shift operator displaces the
walker’s state by a pure imaginary number. Hence we can use equations (3.12) as if the
phases exp(−iλt(α + α∗)/2~) were absent.
Figure 3.1: Upwards and downwards displacement in the phase space.
It should have become quite clear why the quantum walk is said to be on the line.
For every step the shift operator changes the coherent state by adding a pure imaginary
number of the form ±iλt. The net result is a vertical displacement in the phase space,
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i.e. the state of the walker during the quantum walk moves along a vertical line whose
distance from the origin is equal to the modulus of the real part of the walker’s initial
state (or at any time, since the displacement is pure imaginary).
Let us illustrate the quantum walk on the line with an example. We start with the
initial state |ψ0〉 = |0〉|+〉 and use the Hadamard operator for the coin operator (3.7) (we
suppose the parameters Eel, EJ and t have already been adequately adjusted) and the
shift operator defined in equations (3.12). For the first step we have
1ˆ⊗ Cˆ|ψ0〉 = 1√
2
[|0〉|+〉+ |0〉|−〉], (3.15a)
|ψ1〉 = Sˆ[1ˆ⊗ Cˆ]|ψ0〉 = 1√
2
[| − iλt〉|+〉+ |iλt〉|−〉]. (3.15b)
For the second step we have
1ˆ⊗ Cˆ|ψ1〉 = 1
2
[| − iλt〉|+〉+ | − iλt〉|−〉+ |iλt〉|+〉 − |iλt〉|−〉], (3.16a)
|ψ2〉 = Sˆ[1ˆ⊗ Cˆ]|ψ1〉 = 1
2
[| − i2λt〉|+〉+ |0〉|−〉+ |0〉|+〉 − |i2λt〉|−〉]. (3.16b)





[| − i3λt〉|+〉+ | − iλt〉|−〉+ 2| − iλt〉|+〉 − |iλt〉|+〉+ |i3λt〉|−〉]. (3.17)
The quantum walk on the line will be further analysed in the next chapters, where we
show some results of our simulations.
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4
Physical Implementation of a Quantum
Walk
This chapter is reserved to launch our basis to develop a physical system in which we
will simulate a two-dimensional quantum walk. This physical system is thought to be
composed of two electromechanical resonators connected to one or more superconducting
qubits. How these components are connected and how many of them are to be used, are
questions we will be addressing in a future chapter. Before we deepen into this system, we
must start by describing the main aspects of a single electromechanical resonator, which
alone implements a one-dimensional quantum walk. The electromechanical resonator
is itself a coupling between a qubit, in this case implemented by a Josephson charge
qubit, and a nano-mechanical oscillator, or a nanobeam. In order to understand the
electromechanical resonator, we must first analyse what it is meant by a Josephson charge
qubit and some of its properties. The Josephson junction section is based on the reference
[57], while the electromechanical resonator section is based on the reference [58].
4.1 The Josephson Junction
A Josephson charge qubit (or Cooper box) is a quantum mechanical device made of two
superconducting electrodes separated by a barrier (insulating tunnel barrier) and is a
realization of a quantum bit based on the charge as a degree of freedom. Basis states
differ by the number of Cooper-pairs charges on a small island. The simplest Josephson-
junction qubit is shown in Figure (4.1a). The junction consists of a small superconducting
island (the ”box”) with n excess Cooper-pair charges (relative to some neutral reference
state), connected by a tunnel junction with capacitance CJ and Josephson coupling energy
EJ to a superconducting electrode. A control gate voltage Vq is coupled to the system via
a gate capacitor Cq. Nowadays these junction capacitances can be fabricated in the range
of femtofarad and below, CJ ≤ 10−15 F, while the suitable values for the gate capacitance
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can be chosen still smaller. The relevant energy scale, the single-electron charging energy
EC ≡ (2e)2/2(Cq + CJ), which is the required energy to charge the island with a single
Cooper pair, depends on the total capacitance of the island and is in the range of one
Kelvin or above, EC/kB ≥ 1 K.
(a) Josephson junction (b) Josephson junction simplified
Figure 4.1: A Josephson charge qubit in its simplest design formed by a superconducting
single-charge box. In (a) we show the Josephson junction with coupling energy EJ and
charging energy EC coupled to a gate voltage Vq via a capacitor Cq. (b) The Josephson
junction circuit is simplified, the junction been represented by a non-linear inductance in
parallel with a capacitor CJ .
To describe the Josephson junction quantum-mechanically we start with a classical
description. The idea is to obtain the Hamiltonian governing its evolution. To do this
we start from the classical equations (Kirchhoff laws), obtain the classical Hamiltonian
through the system’s Lagrangian and make the proper quantizations in the appropriate
variables. So the first step is to analyse the circuit from a classical perspective. In order
to do this, we illustrate the system in Fig. (4.1a) in a more treatable way. The Josephson
junction can be modelled as a pure non-linear inductance in parallel with a capacitor CJ ,
as it is shown in Figure (4.1b). The parameters which characterize the Josephson-junction
are differences of the pair number na−nb and of quantum phases φ between the two sides.
We will see that the pair number difference can be expressed by n − nq, where n is the
number of Cooper-pair charges on the island and nq is a dimensionless gate charge which
accounts for the effect of the gate voltage Vq and acts as a control parameter. These two
quantities, n and φ, will play the role of conjugate variables when the quantization is to
take place.
Let us then derive the Hamiltonian. We write V as the voltage drop in the Josephson
junction, and this is signed by a black point in the middle of the circuit in Figure (4.1b).
We start with the Josephson equations. The DC Josephson effect describes that a super-
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current I(t) flows through the junction according to
I(t) = −2edn
dt
= I0 sinφ(t), (4.1)
where I0 is the junction critical current, above which the metal transits to a normal non-
superconducting phase. On the other hand, the AC Josephson effect states that the time
derivative of φ is proportional to the voltage applied to the junction. As a consequence,
a DC voltage induces a linear variation of φ with time, which in turn makes the current
across the junction to oscillate (this superconducting regime is sustained until a critical







where V (t) (in the circuit V ) is the voltage across the Josephson junction.
The idea is to calculate the energy contained in the inductor and capacitors using
the equations (4.1) and (4.2), so it is expressed in terms of the parameter φ. We start





















= −EJ cosφ, (4.3)
where we have used the Josephson equations and have also neglected constant terms,
considering E(−∞) = 0. We also see that the Josephson energy can be expressed through
the critical current by EJ = I0~/2e.
The system’s Lagrangian is the difference between the kinetic energy (capacitors en-
ergy) and the potential energy (inductance energy). The assignment of kinetic energy to
capacitors energy and potential energy to inductance energy is done via quantum circuit














































q + EJ cosφ, (4.4)
where we have defined the total capacitance CΣ = CJ +Cq and the charge Q0 = CqVq. In
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The significance of φ is already know: it is the phase difference between the two supercon-
ducting condensates on either side of the junction. It can also be seen as the flux across
the inductor. But what about its conjugate operator, the momentum p? The term ~
2e
CΣφ˙
can be seen as the total charge in the circuit, while Q0 would be the charge in the rest
of the circuit, excluding the Josephson junction. Therefore, 2ep/~ is the excess charge in
the island of the junction. We set Q = 2ep/~ and then equation (4.5) is rewritten as
~
2e
CΣφ˙ = Q+Q0. (4.6)





= pφ˙−L (φ; φ˙) = EC
(2e)2
(Q+Q0)
2 − EJ cosφ, (4.7)
where we have deliberately neglected the constant term CqV
2
q since it represents just a
shift in the total energy and we defined EC = (2e)
2/2CΣ (as mentioned). More on this
procedure can be found in [63].
Having arrived at the classical Hamiltonian, we can quantize the proper variables in
order to get its quantum analogue. The proper quantities in the problem are the flux φ
across the inductor and the charge Q in the junction. It is known that only Cooper pairs
tunnel across the barrier in the Josephson junction, therefore the charge can be quantize
as Q = 2en, where n is the number of Cooper pairs in one of the islands. By transforming















Placing these operators into equation (4.7), we arrive at the quantum version of the
Hamiltonian
HˆJ = EC(nˆ+ n0)
2 − EJ cos φˆ. (4.9)
We concentrate our attention to systems in which the charging energy is much larger
than the Josephson coupling energy, i.e. EC  EJ . In this regime a convenient basis is
formed by the charge states, which are parametrized by the number of Cooper pairs n on






2|n〉〈n| − EJ(|n〉〈n+ 1|+ |n+ 1〉〈n|)
}
. (4.10)
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We want to consider the Cooper pair box as a charge qubit, i.e., a two-state system
which can serve as the coin in the quantum walk. The Cooper box has an infinite number
of states, which can be taken as the number n of excess Cooper pairs in one the super-
conductors (island) and are expressed as |n〉. For most values of n0 the energy levels are
dominated by the charging part of the Hamiltonian (the first term in eq. (4.10)), mainly
because we are supposing EC  EJ . However, when n0 is close to a half integer and the
charging energies of two adjacent states are close to each other, then the Josephson tun-
nelling mixes these two states strongly, as depicted in Figure (4.2). To see it more closely,
let us take n0 = −1/2. For the state |0〉 we have EC(n−1/2)2 = EC/4, which is the same
as the state |1〉 (remember EJ  EC and could be ignored). This means that |0〉 and |1〉
have almost the same energy, and therefore the other charge states, having a much higher
energy, can be ignored. The Cooper box thus effectively reduces to a two-state system.




n|n〉〈n| ≈ |1〉〈1| = 1
2






|n〉〈n+ 1|+ |n+ 1〉〈n| ≈ 1
2
σˆx, (4.11b)
where σˆx and σˆz are the usual 1/2-spin operators. Therefore, the Hamiltonian (4.10)
reduces to
Figure 4.2: The charging energy of a superconducting electron box is shown as a function
of the gate charge n0 for different numbers of extra Cooper pairs n on the island (dashed
parabolas). Near the degenerate points the weaker Josephson coupling mixes the charge
states (see eqs. (4.16)) and modifies the energy of the eigenstates (solid lines). In the




EC(1 + 2n0)σˆz − 1
2
EJ σˆx, (4.12)
after dropping the terms without the Pauli operators, since they commute with the rest
of the Hamiltonian and in reality implement just global phases.
The charge states |0〉 and |1〉 can be linked to the spin basis states |1〉 = [ 10 ] and
|0〉 = [ 01 ], respectively. In spin notation, the charging energy splitting corresponds to the
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z component of the magnetic field and equals
Bz ≡ δEch ≡ EC(1 + n0)2 − EC(0 + n0)2 = EC(1 + 2n0), (4.13)
while the Josephson energy yields the x component of the effective magnetic field,
Bx ≡ EJ . (4.14)




∆E(η)(cos η σˆz − sin η σˆx), (4.15)
where the mixing angle η ≡ tan−1(Bx/Bz) determines the direction of the effective mag-
netic field in the x− z plane, and ∆E(η) = √B2x +B2z = EJ/ sin η is the energy splitting
energy between the eigenstates. We see that at the degenerate point (η = pi/2), it reduces
to EJ . Denoting the eigenstates of the Hamiltonian as |e〉 and |g〉, it is not difficult to
show that they depend on the gate charge n0 as










The Hamiltonian obtained can be further expressed in the basis of its eigenstates. To
avoid confusion with the notation we introduce a second set of Pauli matrices σ˜ that
operate on the basis |e〉 and |g〉, while reserving the operators σˆ for the basis of charge





Ideally the bias energy (the effective magnetic field in the z direction) and the tun-
nelling amplitude (the field in the x direction) are controllable. At this stage, however,
only the bias energy —through the gate voltage —can be controlled, while the tunnelling
amplitude has a constant value set by the Josephson energy. This limitation can be over-
come in more complex systems using flux-threaded superconducting quantum interference
devices (SQUID). Nevertheless, one-bit operations can be performed by switching the gate
voltage.
4.2 The Electromechanical Resonator
Having a general idea of the Josephson junction, we can focus on the electromechanical
resonator, illustrated in Figure (4.3). Note that the green part of scheme represents the
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Josephson junction of Figure (4.1). As mentioned before, the electromechanical resonator
is a coupling between a qubit and a nano-mechanical oscillator. The coupling is achieved
by a capacitance Cg and depends on the displacement X of the nanobeam from the
position at rest. To generate a tunable coupling between the nano-electromechanical
system (NEMS) and electric elements, it is added a gate voltage Vg on the NEMS. On
the other hand, this nano-mechanical resonator is a nanobeam, normally a fundamental
in-plane flexural mode of some nanostructure. In spite of having many vibration modes,
we can consider only its fundamental mode, and therefore describe the nanobeam as a
damped simple harmonic oscillator with the usual Hamiltonian HˆNR = ~ω(aˆ†aˆ + 1/2),
where ω is its resonant frequency. More details can be found in [64].
(a) Josephson charge qubit capacitively
coupled to nanobeam (b) Representing circuit
Figure 4.3: A Josephson charge qubit coupled to a nanobeam via a capacitor Cg. (b) The
system is represented by a circuit, where the resonator is replaced by the capacitor Cg.
In the following, we are going to derive the system’s Hamiltonian in a similar way as
we did for the Josephson junction. For a matter of simplicity, we will be omitting the
nano-resonator Hamiltonian ~ωaˆ†aˆ in the first place, and will add it at the end of the
calculations.
The Lagrangian L of the system can be derived from the Kirchhoff laws in the same












Cq(V − Vq)2 + 1
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g ) + EJ cosφ, (4.18)
where we have defined the total capacitance CΣ = CJ + Cq + Cg and the charge Q0 =
CqVq + CgVg. We stress that the capacitance Cg ≡ Cg(X) depends on the resonator
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= pφ˙−L (φ; φ˙) = EΣ(n+ n0)2 − EJ cosφ, (4.20)
where EΣ = (2e)
2/2CΣ and we have, in the same for the Josephson junction, deliberately




g because it does not depend neither on φ nor
on n.
Before quantizing the Hamiltonian, we shall first take into consideration the resonator’s
variable capacitance. When the nanobeam is displaced from its original position, the
distance between it and the Josephson junction changes, therefore modifying the coupling
capacitance Cg. Let then X
zpf be the zero point fluctuation amplitude of the resonator in
circuit (4.3b). Let also X be its amplitude and d its distance when X = 0. Therefore, the
corresponding capacitance defined from the surfaces of the electrode S is C(0) = mS/d,
where m is permittivity of the medium. Then the capacitance at distance d − X reads
Cg(X) = mS/(d −X) = C(0)g + C(1)g x, where C(1)g = XzpfC(0)g /d and x = X/Xzpf. With






















Q0 ≈ Q(0)0 + C(1)g Vgx. (4.21b)




















g Vgx)− EJ cosφ
≈ EΣ(n+ n0)2 − EΣ (n+ n0)
2
CΣ
C(1)g x+ EΣ(n+ n0)ngx− EJ cosφ, (4.22)
where ng = C
(1)
g Vg/2e and we have maintained the terms up to the first order in the
displacement x. Also, we dropped the unnecessary superscripts (0).
Having arrived at the classical Hamiltonian, we can quantize the variables φ and n, like
we did in the last section. We must also quantize the resonators displacement x, which
can be written in terms of the canonical bosonic ladder operators aˆ and aˆ† as xˆ = aˆ† + aˆ.
Placing these operators into equation (4.22) and considering the Cooper box as a two-level




EΣ(1 + 2n0)σˆz − 1
2








(aˆ† + aˆ)σˆz. (4.23)
Note that for xˆ = 0 we recover the Josephson Hamiltonian HˆJ .
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Let us simplify the above Hamiltonian. If we set










and consider the whole Hamiltonian of the mechanical resonators, which includes the






EJ σˆx + ~λ(aˆ† + aˆ)σˆz, (4.25)
where ω is the mechanical resonator’s frequency.





EJ σˆx is just the Josephson Hamiltonian from the last section, while ~ωaˆ†aˆ is identified
as the mechanical resonator term. But we see that there is an interaction between both
systems via the term ~λ(aˆ† + aˆ)σˆz, as we would expect, since they were capacitively
coupled in the first place.
4.3 Exploring the System’s Hamiltonian
In this section we shall put together the ideas developed previously in sections (4.2) and
(3.1). As just seen, the Hamiltonian describing the system composed of a Josephson






EJ σˆx + ~λ(aˆ† + aˆ)σˆz. (4.26)
On the other hand, we have seen in the last chapter that the following operators




which are the coin and shift operators, respectively, have the desired properties of flipping
the coin and shifting the walker’s state in the phase space depending on the coin’s state.
What is important to note that is the form of operators Cˆ and Sˆ in equations (4.27) and
(4.28). They are evolution operators. In fact, Cˆ is the evolution operator with the time-
independent Hamiltonian HˆC =
1
2
(Eelσˆz−EJ σˆx) (see eq. (3.3)), whereas Sˆ is the evolution
operator with Hamiltonian HˆS = ~λ(aˆ† + aˆ)σˆz (see eq. (3.9)). A system described by a
Hamiltonian with these terms could possibly be used to implement a quantum walk. This
is the case of the Hamiltonian (4.26) describing the electromechanical resonator, which
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contains both terms HˆC and HˆS. Therefore we could expect it to physically implement the
quantum walk in one dimension. This is where it comes the connection between the ideas
concerning the electromechanical resonator and the quantum walk in the phase space.
But there is a small concern regarding Hamiltonian Hˆ1: the term ~ωaˆ†aˆ. Its evolution
operator (e−iωaˆ
†aˆt) induces a constant rotation around the origin, which simply destroys
the possibility of developing a quantum walk on a line. To see this, let us apply the
operator e−iωaˆ
†aˆt on the coherent state |α〉. Using the fact that the coherent state can be







and expanding the exponential e−iωaˆ


































i.e., the operator e−iωaˆ
†aˆt introduces a phase ±ωt in the coherent state of the walker,
which translates into a rotation around the origin. Therefore the introduced motion is a
constant rotation, and consequently we should suspect that the system is in a rotation
frame. By performing a reference frame transformation and starting rotating with the
system, we should expect the term ~ωaˆ†aˆ to disappear. Let us try then to pursue new
forms for the Hamiltonian (4.26).
Transforming the Hamiltonian




|ψ1〉 = Hˆ1|ψ1〉, (4.31)
where |ψ1〉 = |ψ1(t)〉 is the state of the system. Consider now the operator eiωaˆ†aˆt. Mul-
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†aˆt = aˆ†eiωt, (4.33a)
eiωaˆ
†aˆtaˆ e−iωaˆ







(Eelσˆz − EJ σˆx) + ~λ(aˆ†eiωt + aˆe−iωt)σˆz. (4.34)




|ψ2〉 = Hˆ2|ψ2〉, (4.35)




(Eelσˆz − EJ σˆx) + ~λ(aˆ†eiωt + aˆe−iωt)σˆz, (4.36a)
|ψ2〉 = eiωaˆ†aˆt|ψ1〉. (4.36b)
Since we have arrived in equation (4.35) from (4.31), we conclude that the Hamiltonians
Hˆ1 and Hˆ2 are equivalent, i.e., they yield the same evolution as long as the final states are
related via relation (4.36b). Therefore we can consider Hˆ2 a transformed, or new, form
of Hamiltonian Hˆ1.
As mentioned before, the term ~ωaˆ†aˆ induces a rotation in the phase space, and since
we could eliminate it through the derivation of Hˆ2, we see that this new Hamiltonian
presents better chances of developing a quantum walk in the phase space. In exchange,
we have now an explicit time dependence. The question that we must face is whether the
evolution operator associated with the term ~λ(aˆ†eiωt + aˆe−iωt)σˆz in Hˆ2 has the proper
characteristics to be identified as a shift operator or not. To put in other words, the evolu-
tion operator of ~λ(aˆ†+aˆ)σˆz is readily identified as the displacement operator Dˆ(−iλT σˆz),
which is a shift operator, as seen in section (3.1.1). What about ~λ(aˆ†eiωt + aˆe−iωt)σˆz?
What is its evolution operator? This is not readily answered because of the time depen-
dence, but it does have an exact solution.
The Shift Operator
What we must do is actually solve for the Hamiltonian
Hˆ(t) = ~λ(aˆ†eiωt + aˆe−iωt)σˆz, (4.37)
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The above equation has a formal solution given in terms of the time ordering operator T ,
defined as
T {Vˆ1(t1)Vˆ2(t2)} =
Vˆ1(t1)Vˆ2(t2), if t1 > t2Vˆ2(t2)Vˆ1(t1), if t1 < t2 (4.39)
where Vˆ1 and Vˆ2 are general operators. The formal solution of equation (4.38) is





Hˆ(t′) dt′ . (4.40)
As we will see, this formal solution can be solved and gives rise to a close result, as if
there was no time ordering operator.
The idea is to divide the total time T = tf − t0 of evolution in N small time intervals
∆t, with N →∞ and ∆t→ 0, such that T = N∆t, and to consider in each of these small
time intervals the Hamiltonian to be fixed, i.e., to take the time exponentials as constant.
In the nth time interval the evolution operator is
Sˆ((n− 1)∆t;n∆t) = 1ˆ− i
~
Hˆ(n∆t)∆t = 1ˆ− iλ∆t(aˆ†eiωn∆t + aˆe−iωn∆t)σˆz, (4.41)
which is the infinitesimal form of the evolution operator when ∆t is vanishing small.
Therefore, the total evolution operator for the whole time T is

























where we understand that the first term in the product is for n = 1, followed by n = 2
and so on. Now we make the approximations
1ˆ− i
~
Hˆ(N∆t)∆t ≈ e− i~ Hˆ(N∆t)∆t ≈ e− i~
∫ n∆t
(n−1)∆t Hˆ(t
′) dt′ , (4.43)
so that the evolution operator reduces to








′) dt′ . (4.44)
We should try to put the exponentials all together. We know by the Baker-Campbell-
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[Hˆ(t1), Hˆ(t2)] = (~λ)2[aˆ†eiωt1 + aˆe−iωt1 , aˆ†eiωt2 + aˆe−iωt2 ]σˆ2z = 2i(~λ)2 sin(ω(t2 − t1)),
(4.46)
we readily see that we can gather the exponential terms following the rule given by
equation (4.45). The gathering of terms starts by joining the first two exponentials, and














the evolution operator is































The first factor is what we expected if the Hamiltonian commuted at different times, i.e.,
the arguments in the exponentials in (4.44) are simply added. The second factor, which
is within the product operator, comes out as an extra phase due to the non-commutation



























And also for the reason that∫ tf
t0







(eiωt0 − eiωtf )aˆ† − (e−iωt0 − e−iωtf )aˆ) σˆz,
(4.51)
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we finally conclude that the evolution operator is
Sˆ(t0; tf ) = e
− iλ2
ω2





(eiωt0 − eiωtf )aˆ† − (e−iωt0 − e−iωtf )aˆ) σˆz] . (4.52)
If we remember the definition of the displacement operator (Dˆ(α) = eαaˆ
†−α∗aˆ), and if
we abuse of the notation to include operators inside the number α, then we see that the
evolution is simply a displacement operator, aside from a general phase, i.e.







(eiωt0 − eiωtf )σˆz
)
. (4.53)
So the evolution operator Sˆ(t0; tf ) is a displacement operator which depends on the coin
state via σˆz. This means it can be identified as a shift operator in the same way as
eiλ(aˆ
†+aˆ)σˆz was in the last chapter. We see from equation (4.53) that the displacement
occurs along an arbitrary axis of the phase space, depending on the value of ωtf and ωt0.
Moreover, the size of a single step is λ|1− eiωT |/ω.
Comparing equation (4.48) (or (4.52)) to equation (4.40), that is, the final solution to
the formal solution involving the time ordering operator, it seems as we could neglect the
time ordering operator. Because of the special form of our Hamiltonian, we could simply
integrate it inside the exponential. The time ordering operator gives rise only to a global
phase, which depends on the total evolution time. Had we inadvertently ignored the time
ordering operator, we would still arrive at the correct result, apart from the global phase
which can be ignored. This is due to the fact that the commutator of the Hamiltonian at
different times is proportional to the unity.
It is important to note that the time evolution operator Sˆ(t0; tf ) depends specifically
on tf and t0, and not just on the time interval T = tf − t0, i.e., Sˆ(t0; tf ) does not present
a time invariance property. This is, of course, a direct consequence of the Hamiltonian
time dependence. The initial and final times t0 and tf in the operator Sˆ(t0; tf ) come from
the initial and final times in the Hamiltonian Hˆ2.
Separating the Hamiltonian Terms
To derive the evolution operator Sˆ(t0; tf ) from the shift term ~λ(aˆ†eiωt + aˆe−iωt)σˆz in Hˆ2,
we had to separate it from the coin term 1
2
(Eelσˆz−EJ σˆx). Moreover, from the discussions
in chapter (3), the coin and shift operators are applied separately, one after the other.
When referring to Hamiltonians Hˆ1 and Hˆ2, it is not clear which operator we are applying.
The answer is that we are applying both at the same time. This just breaks down the
quantum walks procedure. We thus need to separate the coin and shift terms into different





(Eelσˆz − EJ σˆx), HˆJ = ~λ(aˆ†eiωt + aˆe−iωt)σˆz (4.54a)
and apply them separately like e−iHˆSt/~e−iHˆCt/~. This idea could be rewritten with the
introduction of time dependent coefficients f(t). Our new Hamiltonian would become
Hˆ2 = f(t)1
2
(Eelσˆz − EJ σˆx) + (1− f(t))~λ(aˆ†eiωt + aˆe−iωt)σˆz, (4.55)
where
f(t) =
1 + (−1)bt/T c
2
(4.56)
defines the switching between the coin and the shift terms, with T being the time interval
of the action of each term. We believe this switching can be experimentally achieved
via external voltage peaks, which couple and decouple the Josephson junction and the
mechanical resonator. References [57,64,65] give the idea of how this could be done.
Solving the Time Coefficients
We now want to address another important point regarding Hamiltonian Hˆ2 (or Hˆ2).
Along the following chapters it will become evident that the time exponentials e±iωt do
not appear in the upcoming one and two-dimensional quantum walk implementations.
A main part of the next chapters is reserved to derive the Hamiltonians behind general
one-dimensional quantum walks and behind some two-dimensional quantum walk imple-
mentations. In these Hamiltonians, the time dependent exponentials are absent, as if we
have relabelled the ladder operators as
a˜ = aˆe−iωt, (4.57a)
a˜† = aˆ†eiωt. (4.57b)
We see that because [a˜, a˜†] = [aˆe−iωt, aˆ†eiωt] = [aˆ, aˆ†] = 1, a˜ and a˜† are still annihilator
and creation operators, respectively. We will, of course, want to link the Hamiltonian Hˆ1
(or Hˆ2) from the electromechanical resonator with the Hamiltonians obtained from the
theory. So, the question that rises is if we can link both Hamiltonians
Hˆ2 = f(t)1
2
(Eelσˆz − EJ σˆx) + (1− f(t))~λ2(aˆ†eiωt + aˆe−iωt)σˆz, (4.58a)
Hˆ3 = f(t)1
2
(Eelσˆz − EJ σˆx) + (1− f(t))~λ3(aˆ† + aˆ)σˆz. (4.58b)
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(eiωt0 − eiωtf )
)
, (4.59a)
Hˆ3 → Dˆ3(−iλ3T ). (4.59b)
The operator Dˆ2 displaces the coherent states along a line in the phase space which
makes an angle θ with the imaginary axis. This angle θ is given by
tan θ =
cosωtf − cosωt0
sinωtf − sinωt0 . (4.60)
Therefore, the idea is to rotate the coherent states (equivalently, the system’s state) from
the quantum walk of Hˆ2 through an angle θ, so that they fall on the imaginary axis. This
rotation is introduced by the operator eiθaˆ
†aˆ, therefore we would expect the states evolved
via Hˆ2 (|ψ2〉) and Hˆ3 (|ψ3〉) to be connected by
eiθaˆ
†aˆ|ψ2〉 = |ψ3〉. (4.61)
However this alone will not work. The effect of relabelling the ladder operators is not
only a rotation, but also a compression in the phase space. We realize this when we take
into account the step sizes. As mentioned before, the size step for Hamiltonian Hˆ2 is
λ2|1−eiωT |/ω, while for Hˆ3 it is λ3T . If we want to connect both quantum walks through





Therefore, we can connect both Hamiltonians (4.59a) and (4.59b) by a compression and
a rotation in phase space. In other words, we can relabel the ladder operators in order to
ignore the time dependence as long as we modify the shift coefficient as in equation (4.62)
and perform the rotation in the final state as in equation (4.61). We point out that the
action of relabelling always diminishes the coefficient of the shift term, as it is clear that
λ3 ≤ λ2. It is also important to stress that this connection could only be done because
we are using the switching between the coin and the shift terms. Had we not made use
of this, the Hamiltonians Hˆ2 and Hˆ3 could not be connected.
This connection is really important, since, as we will see, the time dependent terms
e±iωt will not appear in our upcoming results. We will usually obtain results with terms
of the kind (aˆ†+ aˆ). These results can all be connected to our electromechanical resonator
Hamiltonian via the above equations and discussion.
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Simulating the Quantum Walk
In this chapter we shall present some results of our simulations regarding the quantum
walk in one dimension. We shall calculate some distributions, e.g. the number, phase and
Wigner distributions. Also, some physical quantities will be calculated, e.g. entropy
and time evolution of the standard deviation of the position. We must add that these
results will be based on some Hamiltonians presented in the last chapter. Finally, we
will address an important characteristic of the phase space, which directly influences the
quantum walk: the non-orthogonality of the coherent states. It will be seen that working
with highly non-orthogonal bases leads to the destruction of the quantum characteristics.
These analyses will be useful when studying the two-dimensional quantum walk.
5.1 Some Analytical Procedures
In this section we present some methods used to analyse and expose the properties of the
quantum walks simulated with the Hamiltonians proposed in the previous chapter. We
shall present three methods or, in this case, three distributions of probability, each indi-
cating a particular characteristic. They are the number distribution, the phase distribution
and the Wigner distribution.
5.1.1 The Number Distribution
The number distribution, or Fock distribution, is a distribution of probability that displays
how a particular Fock state is populated, i.e., it shows how probably is to measure n
phonons for the resonator’s state. At a particular time t, let |ψt〉 = |ψ+t 〉|+〉+ |ψ−t 〉|−〉 be
the system’s state, where |ψ+t 〉 is the resonator’s state when the coin is in state |+〉 and
|ψ−t 〉 is the resonator’s state when the coin is in state |−〉. The number distribution of
|ψt〉 is
Pt(n) = |〈n|ψ+t 〉|2 + |〈n|ψ−t 〉|2. (5.1)
Note the similarity of the above expression with eq. (2.21).
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Equation (5.1) can be formulated in terms of density matrices. If our system is de-
scribed by the density matrix ρ(t), which in this case is simply ρ(t) = |ψt〉〈ψt|, then
expression (5.1) reads
Pt(n) = 〈n|Trcoinρ(t)|n〉. (5.2)
To see it is indeed the case, we just calculate the above expression for ρ(t) = |ψt〉〈ψt|
using |ψt〉 = |ψ+t 〉|+〉+ |ψ−t 〉|−〉. It yields
Pt(n) = 〈n|Trcoinρ(t)|n〉
= 〈n|(Trcoin{|ψ+t 〉|+〉+ |ψ−t 〉|−〉)(〈ψ+t |〈+|+ 〈ψ−t |〈−|})|n〉
= 〈n|(|ψ+t 〉〈ψ+t |+ |ψ−t 〉〈ψ−t |)|n〉
= |〈n|ψ+t 〉|2 + |〈n|ψ−t 〉|2, (5.3)
which is just eq. (5.1). The advantage of using expression (5.2) is that it is more general
and can be used when the system is not in a pure state. Yet, this general approach won’t
be necessary here, since we will be always dealing with pure states.
5.1.2 The Phase Distribution
While the number distribution gives information about the phonons of the resonator, the
phase distribution gives information about the phase of the resonator’s state in the phase
space, e.g. if the resonator is in a coherent state whose phase is pi/2, the phase distribution
would have a peak in pi/2.
The definition of the phase distribution is very similar to the number distribution in
equation (5.1), the difference laying in the basis used to project the wave function. In
the number distribution we used the Fock states |n〉. In the phase distribution we must
use another basis composed of phase states. They stem from the problem in quantum
mechanics of considering a phase operator which would establish phases as observable
quantities. Various definitions of phase operator and phase states have been proposed
in the literature [66], each one with a particular set of properties. Here we demand the
phase states to be orthogonal, so a finite-dimensional Hilbert space must be use in order








with m = 0, 1, ..., r − 1. It is immediate that













′)/r = δm,m′ (5.5)
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with n = 0, 1, ..., r − 1 (the Fock states |n〉 in function of the phase states |φ(r)m 〉).
The idea of the phase distribution is to exchange the Fock states |n〉 in the number
distribution (5.1) for the phase states |φ(r)m 〉, so that we have
Pt(φ
(r)
m ) = |〈φ(r)m |ψ+t 〉|2 + |〈φ(r)m |ψ−t 〉|2. (5.7)
Normally we perform the simulations in the Fock basis, so that our states are expressed
as ∣∣ψ{F}t 〉 ≈ r−1∑
n=0
cn,+|n〉|+〉+ cn,−|n〉|−〉, (5.8)
where the sum is truncated, since we have to work within the truncated Hilbert space
spanned by the phase states |φ(r)m 〉. From the above expression the number distribution
would be Pt(n) = |cn,+|2 + |cn,−|2. To calculate the phase distribution we must change
basis from |n〉 to |φ(r)m 〉. This is simply achieved by substituting equation (5.6) into (5.8),






−i2pinm/r|φ(r)m 〉|+〉+ cn,−e−i2pinm/r|φ(r)m 〉|−〉. (5.9)






















What we have just done is a discrete Fourier transform of states |n〉. Another way of
calculating the probability distribution, or more specifically, the transformation from the
Fock basis to the phase basis, is to define a change of basis matrix transformation S whose
elements are given by









1 1 · · · 1





1 e−i2pi(r−1)/r · · · e−i2pi(r−1)(r−1)/r
 . (5.12)
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The change of basis is readily performed through
∣∣ψ{P}t 〉 = S⊗ 1ˆ∣∣ψ{F}t 〉, (5.13)
where the tensor product is necessary as the change of basis must act only in the resonator
space. The matrix elements of S⊗ 1ˆ|ψ{F}t 〉 are already in the phase basis, so their squared
amplitudes yield the phase distribution in equations (5.7) and (5.10).
To make use of the phase states defined above, one has to truncate the Hilbert space.
This truncation is reflected in numeric errors, but this does not mean any loss of generality
nor represent real difficulties, since the simulation itself always involves a truncation,
even when dealing with other problems apart from the phase distribution, and the space
dimension (in this case r) can always be enlarged if necessary.
5.1.3 The Wigner Distribution
The Wigner distribution [67] is a phase-space representation of a given system described
by the density matrix ρ. It is the quantum analogue of the Liouville density, which
specifies the probability of finding a particle at a certain position in phase space. Due to
the uncertainty principle, the Wigner function is a quasiprobability distribution, meaning
that it does not possess all the properties of a genuine probability distribution, e.g. it
can assume negative values for states which have no classical counterpart, which is a
convenient indicator of quantum mechanical interference. We must stress that the coin
states must be traced out before calculating the Wigner distribution. Therefore, when
referring to the density operator in the following, we are actually referring to the traced
density operator Trcoinρ.
The density operator ρ is uniquely determined by its characteristic function
χ(η) = Tr{ρeηaˆ†−η∗aˆ}. (5.14)
We may also define normally and antinormally ordered characteristic functions
χN(η) = Tr{ρeηaˆ†e−η∗aˆ}, (5.15)
χA(η) = Tr{ρe−η∗aˆeηaˆ†}. (5.16)
Using the relation
eAˆ+Bˆ = eAˆeBˆe−[Aˆ,Bˆ]/2, (5.17)




The Wigner distribution may be defined as the complex Fourier transform of the sym-
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The Wigner distribution always exists but is not necessarily positive. It is possible to
show that the Wigner function W(α) is normalised, i.e.∫
W(α) d2α = 1. (5.21)
For a given coherent state |α〉, the Wigner function produces a localised phase space
distribution (with x and y denoting the position and momentum quadratures defined by
X1 =
√
ω/2~ x and X2 =
√
1/2~ω p, respectively) which peaks at θ = arg(α) and has
radius |α| = √〈n〉 (this last equality reflects the Poissonian statistic of the coherent state).
Since a coherent state is a minimum uncertainty state, so that ∆X1 = ∆X2 = 1/2, this
peak in phase space is a circle of diameter 1/2. Figure (5.1) shows the Wigner function
for a coherent state.
(a) 2-dimensional Wigner dis-
tribution.
(b) 3-dimensional Wigner distribu-
tion.
Figure 5.1: The Wigner distribution for the coherent state |α〉 = |1 + i〉.
5.2 The Simulations
We described how the quantum walk is implemented in the phase space. We also proposed
some Hamiltonians, which were derived from a physical system composed of a Cooper pair
box coupled to a mechanical oscillator, that can possibly produce quantum walks. We
are now prepared to present some results regarding these Hamiltonians. Let us recall the
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(Eelσˆz − EJ σˆx) + ~λ(aˆ† + aˆ)σˆz, (5.22c)
where we can add a multiplicative function f(t) (see eq. (4.56)) to the terms as a
coefficient so that just some terms are selected during a determined period of time.
We again stress that the Wigner distributions were obtained after tracing out the coin
states.
We start with Hamiltonian Hˆ1 (5.22a). Figures (5.2) and (5.3) show the evolution of
the number and phase distribution, respectively, for an initial coherent state | − i〉 and
coin state 1√
2
[|+〉+ |−〉], while Figure (5.4) shows the evolution of the Wigner distribution
for the same initial state.
(a) t = 0. (b) t = λ−1. (c) t = 2λ−1. (d) t = 3λ−1.
Figure 5.2: Number distribution evolution for the Hamiltonian Hˆ1 (5.22a). The initial
state was 1√
2
[|+〉+ |−〉]⊗ |− i〉. The distribution is shown for four different times t. The
parameters used were Eel/~λ = −EJ/~λ = pi/5
√
2 and ω/λ = 0.1.
(a) t = 0. (b) t = λ−1. (c) t = 2λ−1. (d) t = 3λ−1.
Figure 5.3: Phase distribution evolution for the Hamiltonian Hˆ1 (5.22a). The initial state
was 1√
2
[|+〉 + |−〉] ⊗ | − i〉. The distribution is shown for four different times t. The
parameters used were Eel/~λ = −EJ/~λ = pi/5
√
2, ω/λ = 0.1 and r = 70 (truncation of
the phase basis).
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(a) t = 0. (b) t = λ−1. (c) t = 2λ−1. (d) t = 3λ−1.
Figure 5.4: Wigner distribution evolution for the Hamiltonian Hˆ1 (5.22a). The initial
state was 1√
2
[|+〉+ |−〉]⊗ |− i〉. The distribution is shown for four different times t. The
parameters used were Eel/~λ = −EJ/~λ = pi/5
√
2 and ω/λ = 0.1.
The most striking feature, as it shall be on most cases, is the Wigner distribution.
As we have used a superposition for the initial coin state and also because the shift term
~λ(aˆ† + aˆ)σˆz is strong (λ is larger than ω), we see two peaks moving away. Had we
used a basis state for the initial coin state instead of a superposition, we would observe
just one peak. This departure from the origin is reflected in the number distribution,
as more phonons are excited as time goes by. Also, the appearance of this new peak is
embedded in the phase distribution as the rising peak around φ
(r)
m = pi/2, exactly where
it is situated in the phase space. Another remarkable feature is the apparent rotation of
the peaks around the origin of the phase space. It is quite visible in Figure (5.4d) and
one can also notice it in the phase distribution, as the two peaks slowly drift from pi/2
and 3pi/2. This is rotation is a consequence of the term ~ωaˆ†aˆ, which, as we have briefly
seen in section (4.3), usually causes coherent states to rotate around the origin. To verify
this, we change the values of λ and ω, making ω  λ. The results are shown in Figures
(5.5), (5.6) and (5.7).
(a) t = 0. (b) t = ω−1. (c) t = 2ω−1. (d) t = 3ω−1.
Figure 5.5: Number distribution evolution for the Hamiltonian Hˆ1 (5.22a). The initial
state was 1√
2
[|+〉+ |−〉]⊗ |− i〉. The distribution is shown for four different times t. The
parameters used were Eel/~ω = −EJ/~ω = pi/5
√
2 and λ/ω = 0.1.
The number distribution has not changed much, signalling that the distance from the
origin, or the modulus of the state, was kept almost constant through the whole evolution.
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(a) t = 0. (b) t = ω−1. (c) t = 2ω−1. (d) t = 3ω−1.
Figure 5.6: Phase distribution evolution for the Hamiltonian Hˆ1 (5.22a). The initial state
was 1√
2
[|+〉 + |−〉] ⊗ | − i〉. The distribution is shown for four different times t. The
parameters used were Eel/~ω = −EJ/~ω = pi/5
√
2, λ/ω = 0.1 and r = 70 (truncation of
the phase basis).
(a) t = 0. (b) t = ω−1. (c) t = 2ω−1. (d) t = 3ω−1.
Figure 5.7: Wigner distribution evolution for the Hamiltonian Hˆ1 (5.22a). The initial
state was 1√
2
[|+〉+ |−〉]⊗ |− i〉. The distribution is shown for four different times t. The
parameters used were Eel/~ω = −EJ/~ω = pi/5
√
2 and λ/ω = 0.1.
On the other hand, the phase distribution shows a travelling peak with constant shape.
This just indicates an (approximately) constant angular velocity of the resonator’s state,
i.e., its state phase is changing linearly with time, which it is characteristic of a rotation
around the origin.
The properties observed above put the proposed Hamiltonian Hˆ1 in difficulties. The
system’s state in the phase space does not propagate on a straight line. When λ ω, the
evolution is done approximately on a straight line. When ω  λ, it is done approximately
on a circle. For intermediate situations the result is a mixture between both extreme cases.
It would be more appropriate to say that the Hamiltonian Hˆ1 generates a quantum walk
on a line while it is constantly rotating, or, in other words, that the quantum walk on
the line generated by Hˆ1 is observed in a rotating reference frame. This rotation can be
eliminated if the whole evolution is observed in the reference frame set by the angular
velocity ω, and this was indeed done when deriving the Hamiltonian Hˆ2 in eq. (5.22b),
we switched to a frame that rotates with the resonator frequency and the term ~ωaˆ†aˆ was
dismissed. We shall expect the rotation observed above to disappear when exploring the
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Hamiltonians Hˆ2 and Hˆ3.
There is no need to further investigate Hamiltonian Hˆ1, i.e. to use the time depen-
dent coefficients f(t), since it will always present the rotation. Therefore we pass to the
Hamiltonian Hˆ2 (5.22b). Because it is typical the case that ω ∼ λ or ω  λ [64], we
thus start with the case where ω ∼ λ. Figures (5.8) and (5.9) show the evolution of the
number and phase distribution, respectively, while Figure (5.10) shows the evolution of
the Wigner distribution.
(a) t = 0. (b) t = λ−1. (c) t = 2λ−1. (d) t = 3λ−1.
Figure 5.8: Number distribution evolution for the Hamiltonian Hˆ2 (5.22b). The initial
state was 1√
2
[|+〉+ |−〉]⊗ |− i〉. The distribution is shown for four different times t. The
parameters used were Eel/~λ = −EJ/~λ = pi/5
√
2 and ω/λ = 1.
(a) t = 0. (b) t = λ−1. (c) t = 2λ−1. (d) t = 3λ−1.
Figure 5.9: Phase distribution evolution for the Hamiltonian Hˆ2 (5.22b). The initial state
was 1√
2
[|+〉 + |−〉] ⊗ | − i〉. The distribution is shown for four different times t. The
parameters used were Eel/~λ = −EJ/~λ = pi/5
√
2, ω/λ = 1 and r = 70 (truncation of
the phase basis).
The time dependence of the coefficients in the shift term (eiωt and e−iωt) introduces
time dependent phases in the walker’s state, therefore inducing a rotation, which can be
viewed in the Wigner distribution. Since the coupling parameter λ is relatively large, there
is a decoupling from the |+〉 and |−〉 states initially superposed in the coin state. The final
result is not desirable, since we are far from a movement on a line. Other combinations of
parameters could be further explored, but they will not reveal much more nor will shed
some light on the problem. Turning up the resonator frequency ω would make the states
to rotate faster and thus preventing a spread between the coin states |+〉 and |−〉.
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(a) t = 0. (b) t = λ−1. (c) t = 2λ−1. (d) t = 3λ−1.
Figure 5.10: Wigner distribution evolution for the Hamiltonian Hˆ2 (5.22b). The initial
state was 1√
2
[|+〉+ |−〉]⊗ |− i〉. The distribution is shown for four different times t. The
parameters used were Eel/~λ = −EJ/~λ = pi/5
√
2 and ω/λ = 1.
Once again the properties observed above put the proposed Hamiltonian Hˆ2 in diffi-
culties. The system’s state propagates on a line only when ω is very small (and this would
also be the case for the Hamiltonian Hˆ1), but this situation is not experimentally realiz-
able [64]. The experimentally feasible situation happens when ω ∼ λ or ω  λ, but then
there is no quantum walk on a line. In these situations we observe the rotation arriving
from the coefficients e±iωt. But we saw in section (4.3) that the evolution operator from
the shift term ~λ(aˆ†eiωt + aˆe−iωt) leads to the shift operator







(eiωt0 − eiωtf )σˆz
)
(5.23)
with the step size
|∆α| = λ
ω
|1− eiωT |, (5.24)
so we should be able to observe a quantum walk along a line and yet we have not observed
it. The reason why is that we have not separated the coin and shift terms in the Hamil-
tonian when evolving the system. We used the full Hamiltonian, i.e., the coin and shift
operators were acting simultaneously. Because they do not commute, it is straightfor-
ward that time dependent terms arise when trying to separate them. On the other hand,
the operator Sˆ(t0; tf ) was obtained by separating the coin and shift terms. Therefore we
conclude that a quantum walk should be observed if we apply a switching between the
terms in the Hamiltonian. As mentioned in section (4.3), this is done by the coefficient
f(t). So, let us consider the Hamiltonian
Hˆ2(t) = f(t)1
2
(Eelσˆz − EJ σˆx) +
(
1− f(t))~λ(aˆ†eiωt + aˆe−iωt)σˆz, (5.25)
with
f(t) =
1 + (−1)bt/T c
2
, (5.26)
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where T defines the time interval of our step. So the idea is to apply the coin term for a
time interval T and then apply the shift term for another time interval T , constituting one
step of the quantum walk. Figures (5.11) show the time evolution of the Wigner function
for Hamiltonian (5.25).
(a) 0 steps (b) 3 steps (c) 6 steps (d) 9 steps
Figure 5.11: Wigner distribution evolution for the Hamiltonian Hˆ2 (5.25) after (a) 0 steps,
(b) 3 steps, (c) 6 steps, (d) 9 steps. The initial state was 1√
2
[|+〉 + |−〉] ⊗ |0〉 and the
parameters used were EelT/~ = −EJT/~ = pi/
√
2, t0 = 0, ωT = pi and Tλ = 1.
As expected we obtained a quantum walk on the real axis in the phase space, since we
have set ωT = pi and t0 = 0. The figures confirm the evolution operator (5.23). Moreover,
when confronting this result with those of Figure (5.10), which presented rotation, we
conclude that the switching operation is indispensable, which seems the only way to
avoid the coin and shift operators from mixing themselves. This ”mixture” comes from
the attempt to separate the joint exponential into separate exponentials, i.e., to apply
first one term, e.g. the coin term, and then the other, and not both at the same time.
And this separation is not fulfilled because both terms do not commute. We conclude
that Hamiltonian (5.25) can simulate a quantum walk, therefore it appears that the
electromechanical resonator can perform a satisfactory one-dimensional quantum walk.
Even with the success of Hamiltonian Hˆ2, we shall now move on to the last Hamiltonian
(5.22c). There is no ω, and, apart from the coin parameters, the only settable variable
is λ. We set an appreciable value for λ and show in Figures (5.12), (5.13) and (5.14) the
evolution of the number, phase and Wigner distribution, respectively.
The movement now occurs on a vertical line, as it was expected for a quantum walk.
The second peak arising at φ
(r)
m = pi/2 in the phase distribution is signalling that a
new state is propagating in the y-direction. The spike around n = 0 in the number
distribution in Figure (5.12b) occurs because this second peak propagating upwards passes
momentarily through the origin. The subsequently occupation of higher phonon states in
Figures (5.12c) and (5.12d) reflects the outward movement of the peaks.
In the same way we did for Hamiltonian Hˆ2, we can now improve our simulations by
making use of the time dependent coefficients f(t), whose intention is to clearly divide
a step for the quantum walk and to separate the actions of the individual terms in the
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(a) t = 0. (b) t = λ−1. (c) t = 2λ−1. (d) t = 3λ−1.
Figure 5.12: Number distribution evolution for the Hamiltonian Hˆ3 (5.22c). The initial
state was 1√
2
[|+〉+ |−〉]⊗ |− i〉. The distribution is shown for four different times t. The
parameters used were Eel/~λ = −EJ/~λ = pi/5
√
2.
(a) t = 0. (b) t = λ−1. (c) t = 2λ−1. (d) t = 3λ−1.
Figure 5.13: Phase distribution evolution for the Hamiltonian Hˆ3 (5.22c). The initial
state was 1√
2
[|+〉+ |−〉]⊗ |− i〉. The distribution is shown for four different times t. The
parameters used were Eel/~λ = −EJ/~λ = pi/5
√
2 and r = 70 (truncation of the phase
basis).
(a) t = 0. (b) t = λ−1. (c) t = 2λ−1. (d) t = 3λ−1.
Figure 5.14: Wigner distribution evolution for the Hamiltonian Hˆ3 (5.22c). The initial
state was 1√
2
[|+〉+ |−〉]⊗ |− i〉. The distribution is shown for four different times t. The
parameters used were Eel/~λ = −EJ/~λ = pi/5
√
2.
Hamiltonian. Our new Hamiltonian becomes
Hˆ3 = f(t)1
2
(Eelσˆz − EJ σˆx) + (1− f(t))~λ(aˆ† + aˆ)σˆz (5.27)
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with
f(t) =
1 + (−1)bt/T c
2
, (5.28)
where T defines the time interval of our step. Figures (5.15), (5.16) and (5.17) show the
evolution of the number, phase and Wigner distribution, respectively, for the Hamiltonian
(5.27).
(a) t = 0. (b) t = 2T . (c) t = 4T . (d) t = 6T .
Figure 5.15: Number distribution evolution for the Hamiltonian Hˆ3 (5.27). The initial
state was 1√
2
[|+〉+ |−〉]⊗|− i〉. The system is not shown after the application of the coin
(odd multiples of T ) because the distributions do not change. The parameters used were
EelT/~ = −EJT/~ = pi/
√
2 and λT = 1/2.
(a) t = 0. (b) t = 2T . (c) t = 4T . (d) t = 6T .
Figure 5.16: Phase distribution evolution for the Hamiltonian Hˆ3 (5.27). The initial state
was 1√
2
[|+〉 + |−〉] ⊗ | − i〉. The system is not shown after the application of the coin
(odd multiples of T ) because the distributions do not change. The parameters used were
EelT/~ = −EJT/~ = pi/
√
2, λT = 1/2 and r = 70 (truncation of the phase basis).
The Wigner distribution shows what we were expecting, a separation from the coin
states |+〉 and |−〉, and a vertically linear drift outwards from the initial state in opposite
directions. The action of the coin term modifies the states |+〉 and |−〉 and the action of
the shift term pulls them apart, as it is evident in the Wigner distribution. As expected,
the result does not resemble the classic outcome, because, as the Figure (5.17d) shows,
there is no probability of finding the walker on the origin, the probability distribution is
obviously drifting away from the origin. The Wigner distribution resembles the quantum
case shown in Figure (2.5) from section (2.2). The number and phase distributions do
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(a) t = 0. (b) t = 2T . (c) t = 4T . (d) t = 6T .
Figure 5.17: Wigner distribution evolution for the Hamiltonian Hˆ3 (5.27). The initial
state was 1√
2
[|+〉+ |−〉]⊗|− i〉. The system is not shown after the application of the coin
(odd multiples of T ) because the distributions do not change. The parameters used were
EelT/~ = −EJT/~ = pi/
√
2 and λT = 1/2.
not say much more than what it is evident from the Wigner distribution, i.e. a second
peak start propagating upwards.
Figures (5.15), (5.16) and (5.17) above were produced starting with an initial superpo-
sition for the coin state, i.e., |coin〉 = 1√
2
[|+〉+ |−〉]. We should expect something similar
if the coin were to start in a different state, e.g. a basis state. The Figure (5.18) shows
the evolution of the Wigner distribution for the initial coin state |coin〉 = |+〉. We omit
the number and phase distributions because they do not add new informations regarding
the quantum walk.
(a) t = 0. (b) t = 2T . (c) t = 4T . (d) t = 6T .
Figure 5.18: Wigner distribution evolution for the Hamiltonian Hˆ3 (5.27). The initial
state was | − i〉|+〉. The system is not shown after the application of the coin (odd
multiples of T ) because the distributions do not change. The parameters used were
EelT/~ = −EJT/~ = pi/
√
2 and Tλ = 1/2.
Once again we observe a spread between the coin states and also a linearly outward
drift. Since a non zero probability distribution drifting upwards is notable in the Wigner
function, we see that the coin term is in fact flipping the states |+〉 and |−〉, and the
features observed were not merely consequences from the initial coin superposition. Nev-
ertheless, the symmetric initial coin state in Figure (5.17) gives rise to a symmetric Wigner
distribution, which was not observed in Figure (5.18). An asymmetric distribution should
be expected, since the initial coin state |+〉 is far from been symmetric and therefore
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favours the drift in one direction, in the case of Figure (5.18) it is downwards.
The Hamiltonians Hˆ2 (5.25) and Hˆ3 (5.27) thus seem to be appropriate to generate
a quantum walk on a line. The rotation problem is absent since we introduced the
switching between the coin and the shift terms. The next step is to concentrate on these
Hamiltonians and use additional approaches to extract information. These results will
be presented in the following sections, before moving on to the two-dimensional quantum
walk.
5.3 Non-Orthogonality in the Phase Space
This section is reserved to introduce an important point about quantum walks in the
phase space, which is the coherent states non-orthogonality [68]. The discussion here
could be placed in a separate chapter, but we wish to join it with the analyses of the
physical quantities, since we simultaneously study their general aspects and the effects of
the coherent states non-orthogonality.
Let us review the characteristics of coherent states in the phase space from a general
point of view. We know that the position states |αk〉 are not orthogonal,
〈αk|αl〉 = e− 12 (|αk|2+|αl|2−2α∗kαl) = e− 12 (k−l)2|∆α|2 , (5.29)
where we have used the fact that the coherent states can be rewritten as |αk〉 = |k∆α〉,





c+k |+〉+ c−k |−〉
]⊗ |αk〉, (5.30)
then the probability of finding the walker in position |αL〉 is




































Thus we see that only when the step size |∆α| is large enough such that e− 12 (k−L)2|∆α|2 ≈ 0
(k 6= L) and the overlap between different position states remains negligible, that the
probability (5.31) is given by the coefficients c+L and c
−
L like in the orthonormal case. We
shall explore in next sections what happens to various physical quantities when |∆α| is
not large enough. Let us first start from the probability distribution (5.31) itself. In
Figure (5.19) we show the probability distribution for various values of step size |∆α|,
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using a Hadamard coin, which is usually the coin implemented by the electromechanical
resonator.
(a) |∆α| = 2 (b) |∆α| = 1
(c) |∆α| = 0.5 (d) |∆α| = 0.1
Figure 5.19: Probability distribution after 100 steps in the phase space for step sizes: (a)
|∆α| = 2, (b) |∆α| = 1, (c) |∆α| = 0.5, (d) |∆α| = 0.1. It was used the Hadamard coin
to evolve the system and the initial state was |0,+〉.
In Figure (5.19a), where the position states contain a negligible overlap of |〈αk|αk+1〉|2 ≤
e−4, the probability distribution clearly has the shape of an orthogonal quantum walk.
For smaller values of |∆α| the inference pattern present in between the two peaks, which
is a quantum effect, is destroyed. In Figure (5.19d) we are left with only two peaks, which
can be interpreted as the result of a classical random walk whose walker must choose in
which direction it must follow in the first step and then is constrained to walk in that
direction in the subsequent steps. As we have used a biased initial coin state, it is more
probable to find the walker at one side than the other.
The discussion above seems to evidence that the overlap between position states tends




cos θ sin θ
− sin θ cos θ
]
(5.32)
instead of a Hadamard coin. Figure (5.20) shows once again the probability distribution
for various values of step size |∆α|, but this time using (5.32) with θ = pi/4.
Once again, Figure (5.20a) shows that negligible overlap leads to an orthonormal
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(a) |∆α| = 2 (b) |∆α| = 1
(c) |∆α| = 0.5 (d) |∆α| = 0.1
Figure 5.20: Probability distribution after 100 steps in the phase space for step sizes: (a)
|∆α| = 2, (b) |∆α| = 1, (c) |∆α| = 0.5, (d) |∆α| = 0.1. It was used the coin (5.32) with
θ = pi/4 to evolve the system and the initial state was |0,+〉.
quantum walk. The interesting feature comes from the other figures, specially (5.20d).
The interference pattern is still destroyed by the increasing overlap, but because we have
used a different coin, we end up with a Gaussian distribution, which is the probability
distribution we expect from a classical random walk. Therefore too much overlap between
the position states tends to turn quantum walks into classical random walks, at least
regarding the form of the probability distribution. We will see in the following sections
that the overlap does not transform the quantum into a full classical random walk; there
are some differences. Nonetheless, if we want to perform a quantum walk in the phase
space, we must be aware that the step size should not be too small.
5.4 Shannon Entropy
From this section on we shall calculate some physical quantities associated with the one-
dimensional quantum walk in the phase space. These quantities are calculated for the
Hamiltonian (5.25). The first physical quantity we deal with is the entropy, more precisely
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where Pt(αk) (see (5.31)) is the probability of finding the particle in position αk after t
steps. In Figure (5.21) we display the Shannon entropy as a function of time for several
values of the step size |∆α|, using the Hadamard coin to evolve the system.
Figure 5.21: Shannon entropy as a function of time for step sizes: |∆α| = 2 (blue line),
|∆α| = 1 (red line), |∆α| = 0.5 (green line) and |∆α| = 0.1 (cyan line). It was used the
Hadamard coin to evolve the system and the initial state was |+, 0〉.
For |∆α| = 2, which corresponds approximately to an orthogonal quantum walk, we
observe an usual logarithm growth. Because the quantum evolution is unitary, the quan-
tum diffusion via walk by itself does not generate entropy. It is the projective measurement
of position, which can be understood as an interaction with the environment, that gen-
erates the entropy, since the coin information is lost. The entropy tends to increase with
the number of steps because the coin information is lost in increasingly more positions.
The projective measurement therefore produces the arrow of time since its description is
time asymmetric.
Looking at the coherent states non-orthogonality, its effect on the entropy is strikingly
profound when |∆α| ≤ 0.5. Even if starting with an initial single state, which is con-
centrated to a single position, the non-orthogonality acts as if the initial state is spread
around its real position. The net result is an initial non-zero entropy. For |∆α| = 2, i.e.,
for almost no overlap, the initial entropy is zero, as expected, but as we diminish the size
of the step, the initial entropy increases. This can be clearly seen for |∆α| = 0.1, for
which S(0) ≈ 9. Another feature of the entropy for increasing overlap is its behaviour for
large times. The Shannon entropy tends to a constant value, which is signalled by the
plateau for t ≥ 50. Looking at the probability distributions (5.19), they are transformed
into a two-peak distribution for small values of the step size (5.19d). The form of the
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distribution stays then unchanged, only for an eventual further separation. Because the
general form of the distribution does not change, the entropy in turn cannot vary. The
displacement of both peaks does not alter the entropy because the distribution between
them stays null.
The two-peak distribution in Fig. (5.19d) is, however, a result of the coin used, in
that case, the Hadamard coin. When using the coin (5.32), the probability distribution
for small step sizes resulted in a Gaussian. Therefore the constant value behaviour of the
Shannon entropy observed above should not be expected for all cases. To see this, we
show in Figure (5.22) the Shannon entropy as a function of time for several values of the
step size |∆α|, using the coin (5.32) with θ = pi/4 to evolve the system.
Figure 5.22: Shannon entropy as a function of time for step sizes: |∆α| = 2 (blue line),
|∆α| = 1 (red line), |∆α| = 0.5 (green line) and |∆α| = 0.1 (cyan line). It was used the
coin (5.32) with θ = pi/4 to evolve the system and the initial state was |+, 0〉.
The entropy evolution for small values of step size and for the coin Cˆ(pi/4) (5.32) is
very distinct from the one observed in Fig. (5.21). The entropy no longer stagnates in
a fixed value, but increases with time, and even at a greater rate than for larger |∆α|.
This was expected, because of the Gaussian form of distribution (5.20d). The Gaussian
continues to spread as time passes, hence the entropy increases, and its growth rate is
larger than in the quantum case (large |∆α|) because it is essentially a classical process,
which is itself irreversible. The irreversibility of the quantum case, as we have previously
discussed, comes from the projective measurement, and not from the evolution itself.
Therefore we should expect larger entropy growths for Gaussian distributions. We should
be tempted to expect larger entropy growths for classical evolutions, but we saw in Fig.
(5.21) that the entropy stays constant for small |∆α| after some time. That happened
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because even though the process was classical, it had a ballistic behaviour. With the coin
(5.32), or in the distribution (5.20d), the behaviour is diffusive, a totally different process.
5.5 Standard Deviation
In this section we shall explore the time evolution of the position standard deviation. If
Xˆ is the position operator, then its standard deviation is
σX(t) =
√
〈Xˆ2〉 − 〈Xˆ〉2, (5.34)
where the time dependence is in the states, with which the expected values are calculated.
To compute the position standard deviation in the phase space, we must express Xˆ
in terms of the creation and annihilator operators. Disregarding scales, we know that
Xˆ = 1√
2





〈(aˆ† + aˆ)2〉 − 〈aˆ† + aˆ〉2. (5.35)
Let once again ∆α be the step size. The Hamiltonian (5.25), wherein we are based
our results, can implement a quantum walk on the real axis of the phase space (must have
ωT = pi and t0 = 2pin). Therefore, we shall calculate the position standard deviation for
a quantum walk on the real axis, but for the time let us consider a general quantum walk








∣∣n∆α〉 are coherent states. Because
aˆ
∣∣n∆α〉 = n∆α∣∣n∆α〉, (5.37a)〈
n∆α



























































































Considering now the quantum walk on the real axis, which means that ∆α = |∆α| ∈ R,
















|∆α|(bnb∗m + cnc∗m)(m+ n)e− 12 (n−m)2|∆α|2
]2
. (5.40)
In Figure (5.23) we depict the time evolution of the position standard deviation for
various values of the step size, using the Hadamard coin to evolve the system.
Figure 5.23: Position standard deviation as a function of time for step sizes: |∆α| = 2
(blue line), |∆α| = 1 (red line), |∆α| = 0.5 (green line) and |∆α| = 0.1 (cyan line). It
was used the Hadamard coin to evolve the system and the initial state was |+, 0〉.
The standard deviation follows a linear behaviour in the above graph, which is expected
for a quantum walk. This linearity is present for all four values of |∆α|. When we are
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pointed back to distribution (5.20d), we see that using the Hadamard coin leads to a
ballistic behaviour, even for small step sizes. This characteristic is reflected in the Figure
(5.23), i.e., the aforementioned ballistic behaviour leads to a linear time evolution of the
standard deviation. In relation to the slopes, they simply tell us that the evolution in the
phase space is being made with diminishing step sizes. In all the quantum walks that led
to the above results, the same number of steps were used. Therefore, those with larger
values of |∆α| got farther. That is what the standard deviation means, how far you are
from the origin. The slope from |∆α| = 2 is the largest just because |∆α| is the largest
from all step sizes.
In the same way we did for the other physical quantities, let us change the coin operator
and use equation (5.32) with θ = pi/4. The results are depicted in Figure (5.24) below.
(a) |∆α| = 2.0, 1.0, 0.5, 0.1 (b) |∆α| = 0.1
Figure 5.24: (a) Position standard deviation as a function of time for step sizes: |∆α| = 2
(blue line), |∆α| = 1 (red line), |∆α| = 0.5 (green line) and |∆α| = 0.1 (cyan line). (b)
The position standard deviation for |∆α| = 0.1 (cyan line) is reproduced alone for a better
analysis. It was used (5.32) with θ = pi/4 to evolve the system and the initial state was
|+, 0〉.
There is little change to the position standard deviation evolution when |∆α| ≥ 0.5.
The linearity behaviour is still present, as we would expect. Changes should be observed
for small step sizes. Since the vertical scale is much smaller for |∆α| = 0.1 than for
the other values, for the reasons we have previously discussed, we reproduced it alone in
Figure (5.24b). Apart from an initial rate of apparently quadratic growth, the standard
deviation for |∆α| = 0.1 increases linearly with time, or number of steps. But shouldn’t
it increases with the square root of time, since it is essentially a classical process? As
we have seen in the chapter (2), a classical random walk has standard deviation which
increases with the square root of the number of steps. Even though we have mentioned
at the end of section (5.3) that the increasing overlap between the position states tends
to transform the quantum walk into a classical diffusion, this situation is still a little
bit different from the one commented in the chapter (2). We can model the probability
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The standard deviation from this Normal distribution is just σ. What Figure (5.24b) tells
us is that this standard deviation from the Normal distribution increases linearly with
time, σ ∝ t. Now we see that the overlap created by the non-orthogonality of the coherent
states transforms (for the coin (5.32)) a quantum distribution into a Gaussian distribution,
which is typically classical, but with greater rate of diffusion. In other words, the result
here is not exactly the one obtained from tossing a coin in a typical random walk. Even
though the distributions are almost identical, the diffusion process, or spreading, for small




Quantum Walks and Relativistic Quan-
tum Mechanics
Quantum walks, as mentioned before, arose as a powerful tool in the development
of quantum algorithms, which can easily overcome their classical counterparts in solving
various computational problems. Furthermore, the quantum walk’s rich dynamics can, in
principle, be used to simulate and study the dynamics of analogous physical systems. One
of the greatest discoveries, or surprises, was the establishment of the connection between
quantum walks and relativistic quantum mechanics. There are similarities between the
mathematical structure of the discrete quantum walk and the Klein-Gordon and Dirac
equations [69–71]. Consequently, relativistic systems, which are described by relativistic
equations, could, at a first sight, be simulated by quantum walks. Therefore a significant
attention to the relationship between quantum walks and relativistic quantum mechanics
has been drawn over the last years [72].
This chapter is intended to build the general connection between quantum walks
and relativistic quantum mechanics. We shall see that the decoupled form of the one-
dimensional quantum walk is mathematically equivalent to the free spin-0 particle Klein-
Gordon equation. Then we show that, on the other hand, the coupled form of the one-
dimensional quantum walk is mathematically equivalent to the spin-1/2 particle Dirac
equation. A standard method for obtaining a Hamiltonian from a time evolution oper-
ator will be exposed, which will then be employed to arrive at a general Hamiltonian
for a quantum walk, and this general Hamiltonian will be adjusted to reproduce our
Hamiltonian of the electromechanical resonator discussed in the section (4.3), therefore
evidencing the possibility of simulating a quantum walk by our physical system and con-
sequently quantum relativistic phenomena.
6. Quantum Walks and Relativistic Quantum Mechanics 68
6.1 Dynamic structure of discrete-time quantum walk
The dynamic structure of discrete-time quantum walk is illustrated by considering the
wave function describing the position of the particle and analysing how it evolves with
time t. The coin space is depicted here by introducing two components of the particle’s
wave function. At a time t and at position j, the particle has a two-component vector of








What is done is simply a substitution of the position space coefficients associated with the
coin states for these left and right-moving components. It is like making |+〉 → ψL(j, t)
and |−〉 → ψR(j, t). The price is a matrix notation. So the upper components are
associated with |+〉 and the lower components with |−〉.
We shall consider a single-variable parameter quantum coin operator of the form
Cˆ(θ) =
[
cos θ −i sin θ
−i sin θ cos θ
]
. (6.2)
The shift operator is to be described by a pair of operators eiPˆ and e−iPˆ , defined by their
action on ψ(j, t),
e±iPˆΨ(j, t) = Ψ(j ± 1, t), (6.3)







In a single step the coin operator is followed by the shift operator and the wave function
at time t+ 1 is given in terms of the wave function at time t by






cos θ eiPˆ −i sin θ eiPˆ






Therefore we find the recurrence equations
ψL(j, t+ 1) = cos θψL(j + 1, t)− i sin θψR(j + 1, t), (6.6a)
ψR(j, t+ 1) = cos θψR(j − 1, t)− i sin θψL(j − 1, t). (6.6b)
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The above equations depict the general dynamics of the discrete-time quantum walk
by providing the new positions in terms of the old ones. Also, we see that the coin degree
of freedom is carried over during the dynamics of the discrete-time quantum walk.
6.2 Decoupled discrete-time quantum walk equation
in Klein-Gordon form
To arrive at the Klein-Gordon form, we must decouple the ψL(j, t) and ψR(j, t) compo-
nents in equations (6.6). From Eq. (6.6b), solving for ψL,
ψL(j − 1, t) = i
sin θ
[ψR(j, t+ 1)− cos θψR(j − 1, t)] =⇒
ψL(j, t+ 1) =
i
sin θ
[ψR(j + 1, t+ 2)− cos θψR(j, t+ 1)], (6.7a)
ψL(j + 1, t) =
i
sin θ
[ψR(j + 2, t+ 1)− cos θψR(j + 1, t)]. (6.7b)
Using the above equations to substitute for ψL(j, t + 1) and ψL(j + 1, t) in Eq. 6.6a, we
find
ψR(j, t+ 1) + ψR(j, t− 1) = cos θ[ψR(j + 1, t) + ψR(j − 1, t)], (6.8)
where we have decreased the indexes j and t by one unit.
The same procedure can be done to isolate the component ψL. In Eq. (6.6a) we solve
for ψR, getting
ψR(j, t+ 1) =
i
sin θ
(ψL(j − 1, t+ 2)− cos θψL(j, t+ 1)), (6.9a)
ψR(j − 1, t) = i
sin θ
(ψL(j − 2, t+ 1)− cos θψL(j − 1, t)). (6.9b)
Using the above equations to substitute for ψR(j, t+ 1) and ψR(j− 1, t) in Eq. (6.6b), we
find
ψL(j, t+ 1) + ψL(j, t− 1) = cos θ[ψL(j + 1, t) + ψL(j − 1, t)], (6.10)
where we have increased the index j and decreased the index t by one unit. So, to sum
up, we have the decoupled equations
ψR(j, t+ 1) + ψR(j, t− 1) = cos θ[ψR(j + 1, t) + ψR(j − 1, t)], (6.11a)
ψL(j, t+ 1) + ψL(j, t− 1) = cos θ[ψL(j + 1, t) + ψL(j − 1, t)]. (6.11b)
Let us subtract 2ψR(j, t) + 2 cos θψR(j, t) from both sides in Eq. (6.11a) and 2ψL(j, t) +
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2 cos θψL(j, t) from both sides in Eq. (6.11b). We have
[ψR(j, t+ 1)− 2ψR(j, t) + ψR(j, t− 1)]− 2 cos θψR(j, t)
= cos θ[ψR(j + 1, t)− 2ψR(j, t) + ψR(j − 1, t)]− 2ψR(j, t), (6.12a)
[ψL(j, t+ 1)− 2ψL(j, t) + ψL(j, t− 1)]− 2 cos θψL(j, t)
= cos θ[ψL(j + 1, t)− 2ψL(j, t) + ψL(j − 1, t)]− 2ψL(j, t). (6.12b)
Now, we shall use an approximation that consists in employing a differential operator
instead of a difference operator. The difference operator ∇t that corresponds to the









By setting the small incremental time to 1 (δ = 1), the difference operator
∇t = Ψ(j, t+ 0.5)−Ψ(j, t− 0.5) (6.14)
corresponds to the differential operator ∂/∂t. Therefore the operator ∂2/∂2t will corre-




[Ψ(j, t+ δ)−Ψ(j, t)]− [Ψ(j, t)−Ψ(j, t− δ)]
δ
=
Ψ(j, t+ δ)− 2Ψ(j, t) + Ψ(j, t− δ)
δ2
. (6.15)
When the small incremental time step is set δ = 1, the above expression corresponds to
∂2/∂2t. In the same way, the difference operators ∇j and ∇2j corresponding to ∂/∂j and
∂2/∂2j are defined analogously for j, keeping t constant. Returning to equations (6.12), we
see that we have both ∇2t and ∇2j operators, therefore, replacing the difference operators
















ψL(j, t) = 2[1− cos θ]ψL(j, t). (6.16b)






φ− µ2φ = 0, (6.17)
it is readily seen that the components ψL(j, t) and ψR(j, t) have a free spin-0 particle
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relativistic character, and, moreover, their equivalent of light speed c and mass m are, in










2(sec θ − 1), (6.19)
so that, considering ~ = 1,
m ≡
√
2(sec θ − 1)
cos θ
. (6.20)
We note that the maximum velocity given by c = 1 corresponds to θ = 0 and, therefore,
m = 0, which is in agreement with the relativistic requirement that the rest mass of light
vanishes. This situation where θ = 0 corresponds to states |+〉 and |−〉 moving away from
each other without any interference, i.e., the coin operator is absent.
6.3 Coupled discrete-time quantum walk equation in
Dirac form
Once again we start from equations (6.6), but this time they will not be decoupled.









ψL(j + 1, t)







ψL(j − 1, t)




ψL(j + 1, t)







ψL(j + 1, t)− ψL(j − 1, t)
ψR(j + 1, t)− ψR(j − 1, t)
]
= (cos θ 1ˆ + sin θ σˆzσˆy)
[
ψL(j + 1, t)
ψR(j − 1, t)
]
− sin θ σˆy
[
ψL(j + 1, t)− ψL(j − 1, t)
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[
ψL(j, t+ 1)− ψL(j, t)
ψR(j, t+ 1)− ψR(j, t)
]
= (cos θ 1ˆ + sin θ σˆzσˆy)
[
ψL(j + 1, t)− ψL(j, t)












− sin θ σˆy
[
ψL(j + 1, t)− ψL(j − 1, t)
ψR(j + 1, t)− ψR(j − 1, t)
]
(6.22)
The difference form in the preceding expression can be reduced to the differential form in






























(cos θ σˆz − 3 sin θ σˆy) ∂
∂j
+ (cos θ 1ˆ + sin θ σˆzσˆy − 1ˆ)
]
Ψ. (6.24)







Ψ(j, t) = 0. (6.25)









Ψ = 0, (6.26)
where m is the rest mass, c is the speed of light, −i~∂/∂x is the momentum operator,
and x and t are the space and time coordinates. The matrices αˆ and βˆ are Hermitian and
satisfy
αˆ2 = βˆ2 = 1ˆ, (6.27a)
αˆβˆ = −βˆαˆ. (6.27b)
Comparing the equation (6.25) of the quantum walk when θ = 0 to the Dirac equation, we
conclude that the discrete-time quantum walk equations in coupled form have a structure
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similar to 1 + 1-dimensional Dirac equation with
c = 1, (6.28a)
αˆ = −σˆz, (6.28b)
m = 0, (6.28c)
that is, Eq. (6.25) is analogous to the 1 + 1-dimensional Dirac equation of a massless
particle. Once again, the case θ = 0 and m = 0 corresponds to maximum velocity c = 1,
which is the requirement that the rest mass of light vanishes and the states |+〉 and |−〉
of the quantum walk move away from each other without interference. Therefore, we
showed that at certain limits the discrete-time quantum walk structure is analogous to
the Dirac equation of the massless particle. For other values of θ the matrices αˆ and βˆ
do not respect the restrictions (6.27) and thus Eq. (6.24) does not resemble the Dirac
equation.
6.4 A Method for Calculating Discrete-Time Quan-
tum Walk Hamiltonians
In this section we shall once again explore the relativistic aspects of the quantum walk,
regaining the Dirac equation as the analogous mathematical structure, similarly to what
we have done in the previously sections. The main difference is the method through
which the Dirac equation will be derived. This method is very interesting and somewhat
powerful, and it will be employed later to regain our studied Hamiltonian. We focus
especially in the one-dimensional case, but the same method could be used to the two
and three-dimensional case, since they can be immediately expanded in similar form [70].
6.4.1 The Method
The method itself is very simple. Recall that the quantum walk is generated by succes-
sively applying an evolution operator Uˆ into a quantum state |Ψ0〉, arriving at a final
state |Ψt〉, i.e.,
|Ψt〉 = Uˆ t|Ψ0〉. (6.29)
The evolution operator was defined by
Uˆ = Sˆ[Cˆ ⊗ 1ˆ], (6.30)




|+〉〈+| ⊗ |z − 1〉〈z|+ |−〉〈−| ⊗ |z + 1〉〈z|, (6.31)
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with |+〉 and |−〉 being the coin states and z ∈ Z are integers. For the initial state of the














We want to know which Hamiltonian generates this quantum walk, or, in other words,
what is the Hamiltonian associated with the evolution operator Uˆ , so that Uˆ = e−iHˆ
(taking ~ = 1). To answer this, we must take the logarithm of Uˆ and thus obtain Hˆ. By
using this method, we are tacitly assuming that the Hamiltonian is time independent. By
doing this, we get
Hˆ = i ln Uˆ = iVˆ ln (Λˆ)Vˆ −1, (6.33)
where Λˆ is a diagonal matrix with the eigenvalues of Uˆ as its entries, and Vˆ is a matrix
composed of eigenvectors of Uˆ as its columns. The last passage is the usual definition of
the logarithm of a matrix. So, the method consists only in taking the logarithm of the
evolution matrix as described above in equation (6.33).
We start applying this method to the one-dimensional case for various bases for the
coin states.
6.4.2 One-Dimensional Quantum Walk
The discrete-time quantum walk is performed in two spaces, the coin space HC and the
position space HP . More than specifying the coin operator, we must also specify the basis
in which it is written, or expressed. Normally it is tacitly assumed that the coin operator
is written in the basis formed by the eigenvectors of the Pauli operator σˆz, but it can be
expressed in other basis. Changing the basis corresponds to a rotation in the coin space.
We are going to explore this fact by calculating the quantum walk Hamiltonian using the
”same” coin, but expressed in different bases. These bases will be the eigenvectors of the
Pauli operators σˆx, σˆy and σˆz. The result will still be Dirac equations, but with slightly
different matrices αˆ and βˆ.
Basis states of σˆz
Using the eigenstates of σˆz, the coin operator is
Cˆσz(θ) = cos θ|+〉σz〈+|+ sin θ|+〉σz〈−| − sin θ|−〉σz〈+|+ cos θ|−〉σz〈−| =
[
cos θ sin θ
− sin θ cos θ
]
(6.34)




|+〉σz〈+| ⊗ |z − 1〉〈z|+ |−〉σz〈−| ⊗ |z + 1〉〈z|. (6.35)
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Therefore the evolution operator is




cos θ sin θ
0 0
]
⊗ |z − 1〉〈z|+
[
0 0
− sin θ cos θ
]
⊗ |z + 1〉〈z|.
(6.36)
The action of displacing the position z by one unit, which is done by the terms |z−1〉〈z|
and |z+1〉〈z|, can be replaced by the operators eiPˆz and e−iPˆz , where Pˆz is the momentum
operator, the generator of translation. Writing the system’s state as in (6.1), we have that
e±iPˆzψL(R)(j, t) = ψL(R)(j ± 1, t). Therefore the evolution operator can be simplified to
Uˆσz(θ) =
[
cos θ e−iPˆz sin θ e−iPˆz
− sin θ eiPˆz cos θ eiPˆz
]
. (6.37)
Our final task is to take the logarithm of the above matrix. The eigenvalues of Uˆσz(θ) are
Λ±z = cos θ cos Pˆz ±
√
cos2 θ cos2 Pˆz − 1 = cos ωˆz ± i sin ωˆz = e±iωˆz , (6.38)

















cos θ eiPˆz − e−iωˆz cos θ eiPˆz − eiωˆz







sin θ eiPˆz eiωˆz − cos θ eiPˆz
− sin θ eiPˆz −e−iωˆz + cos θ eiPˆz
]
. (6.40b)
Finally, the Hamiltonian is





cos θ sin Pˆz i sin θ e
−iPˆz
−i sin θ eiPˆz − cos θ sin Pˆz
]
. (6.41)
In the same way we transformed the difference equations of the quantum walk into
differential equations in sections (6.2) and (6.3), we now perform some approximations to
arrive at the differential form of equation (6.41). This is done by analysing the effect of
the operators e±iPˆz and sin Pˆz on the state ψL(R)(z, t) = ψ(z, t),
sin Pˆzψ(j, t) = i
e−iPˆz − e+iPˆz
2
ψ(j, t) = − i
2
(ψ(z + 1, t)− ψ(z − 1, t)) ≈ −i ∂
∂z
ψ(z, t) =⇒
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e±iPˆz ≈ 1± ∂
∂z
(6.43)
where we have used equation (6.13). The expressions above can be seen as first-order
expansions of sin Pˆz and e





Using the above approximations in Hamiltonian (6.41), we arrive at
Hˆσz(θ) = −i
[
cos θ sin θ









sin θ = −iαˆz ∂
∂z
+ sin θ βˆz, (6.45)
where
αˆz = cos θ σˆz + sin θ σˆx, (6.46a)
βˆz = −σˆy. (6.46b)
The Dirac Hamiltonian is (see (6.26))
HˆD = −i~cαˆ ∂
∂z
+ βˆmc2, (6.47)
where c is the speed of light, m is the mass of the particle and matrices αˆ and βˆ are
Hermitian and satisfy conditions (6.27). We see that αˆz and βˆz are Hermitian and satisfy
the conditions (6.27). But for a two-component Dirac Hamiltonian, αˆ and βˆ are Pauli
matrices, and apparently it is not the case in (6.46). However, since Hamiltonian Hˆσz(θ)




equation (6.45), which changes cos θ σˆz + sin θ σˆx into σˆz, so














− sin θ σˆy. (6.48)
The above Hamiltonian is identical to the two-component Dirac Hamiltonian, with mass
equivalent m = − sin θ and speed of light c = 1.
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Basis states of σˆx









. The coin operator is
obtained by just replacing the eigenstates of σˆz by the eigenstates of σˆx in equation
(6.34). The result is
Cˆσx(θ) = cos θ|+〉σx〈+|+sin θ|+〉σx〈−|−sin θ|−〉σx〈+|+cos θ|−〉σx〈−| =
[
cos θ − sin θ








|+〉σx〈+| ⊗ |x− 1〉〈x|+ |−〉σx〈−| ⊗ |x+ 1〉〈x|. (6.50)





cos θ + sin θ cos θ − sin θ






cos θ − sin θ − cos θ − sin θ




where we have replaced the action of displacement given by |x− 1〉〈x| and |x + 1〉〈x| by
the operators eiPˆx and e−iPˆx , with Pˆx being the x-component of the momentum operator.






sin θ sin Pˆx cos θ sin Pˆx − i sin θ cos Pˆx
cos θ sin Pˆx + i sin θ cos Pˆx − sin θ sin Pˆx
]
, (6.52)
where we have defined cos ωˆx = cos θ cos Pˆx.
By making the same approximations (6.38), (6.39) and (6.40) (replacing z by x) when
deriving Hamiltonian (6.45), we arrive at
Hˆσx(θ) = −i
[
sin θ cos θ









sin θ = −iαˆx ∂
∂x
+ sin θ βˆy, (6.53)
where
αˆx = sin θ σˆz + cos θ σˆx, (6.54a)
βˆx = σˆy. (6.54b)
The Dirac form of the above Hamiltonian can be obtained by the same means as before,
i.e. by introducing the rotation Rˆy(θ/2) = e
−i θ
2
σˆy to the equation (6.53),
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+ sin θ σˆy. (6.55)
The Hamiltonian (6.55) is identical to the two-component Dirac Hamiltonian, with the
mass equivalent term m = sin θ and the velocity equivalent term c = 1.
Basis states of σˆy










. The coin operator is
Cˆσy(θ) = cos θ|+〉σy〈+|+sin θ|+〉σy〈−|−sin θ|−〉σy〈+|+cos θ|−〉σy〈−| =
[
cos θ i sin θ








|+〉σy〈+| ⊗ |y − 1〉〈y|+ |−〉σy〈−| ⊗ |y + 1〉〈y|. (6.57)





cos θ + sin θ −i cos θ + i sin θ






cos θ − sin θ i cos θ + i sin θ




where Pˆy is the y-component of the momentum operator.





sin θ sin Pˆy − sin θ cos Pˆy − i cos θ sin Pˆy
− sin θ cos Pˆy + i cos θ sin Pˆy − sin θ sin Pˆy
]
, (6.59)
where once again cos ωˆy = cos θ cos Pˆy. Making the same approximations (6.38), (6.39)
and (6.40) (replacing z by y), we finally arrive at
Hˆσy(θ) = −i
[
sin θ −i cos θ









sin θ = −iαˆy ∂
∂x
+ sin θ βˆx, (6.60)
where
αˆy = sin θ σˆz + cos θ σˆy, (6.61a)
βˆy = −σˆx. (6.61b)




σˆx to equation (6.60),
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− sin θ σˆx. (6.62)
The Hamiltonian (6.62) is identical to the two-component Dirac Hamiltonian, with the
mass equivalent term m = − sin θ and the velocity equivalent term c = 1.
6.5 The Electromechanical Resonator Hamiltonian
In section (6.4) we have depicted a method to obtain the Hamiltonian describing a quan-
tum walk through the evolution operator. A natural question that arises is whether we
can obtain the electromechanical resonator Hamiltonian from a Hamiltonian coming from
a quantum walk. The objective is to generalize the ideas employed in section (6.4). In-
stead of working with just a one-parameter coin or a specific basis as those of the Pauli
operators, we shall encompass all the possibilities and attain a very broad Hamiltonian.
In possession with this Hamiltonian, we shall try to reduce it in order to regain our
electromechanical resonator’s Hamiltonian.
6.5.1 A General Hamiltonian
Let us consider a most general possible coin. It has been demonstrated that a three-
parameter SU(2) quantum coin operator,
Cˆ(ξ, θ, ζ) ≡
[
eiξ cos θ eiζ sin θ
−e−iζ sin θ e−iξ cos θ
]
, (6.63)
is sufficient to describe the most general form of the discrete-time quantum walk [60]. In
the same way we did in section (6.4), we represent this general coin in bases other than














As we can see, the basis is orthonormal, i.e., σn〈+|+〉σn = σn〈−|−〉σn = 1 and σn〈+|−〉σn =
0. So, representing Cˆ(ξ, θ, ζ) in this basis, we get
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Cˆσn(ξ, θ, ζ) = e
iξ cos θ|+〉σn〈+|+ eiζ sin θ|+〉σn〈−| − e−iζ sin θ|−〉σn〈+|+ e−iξ cos θ|−〉σn〈−|
=

cos θ cos ξ + i cos θ sin ξ cos 2φ+
+i sin θ sin ζ sin 2φ
(i cos θ sin ξ sin 2φ− sin θ cos ζ−
−i sin θ sin ζ cos 2φ)e−iη
(i cos θ sin ξ sin 2φ+ sin θ cos ζ−
−i sin θ sin ζ cos 2φ)eiη
cos θ cos ξ − i cos θ sin ξ cos 2φ−
−i sin θ sin ζ sin 2φ

(6.65)
= + cos θ cos ξ 1ˆ
+ i(cos θ cos 2φ sin ξ + sin θ sin 2φ sin ζ)σˆz
− i(sin θ cos 2φ sin ξ cos η − cos θ sin 2φ sin ξ cos η − sin θ cos ζ sin η)σˆx
− i(sin θ cos 2φ sin ξ sin η − cos θ sin 2φ sin ξ sin η + sin θ cos ζ cos η)σˆy.
(6.66)
Instead of working with an orthonormal position space HP , described by the basis
states |j〉, where j ∈ Z is the set of integers associated with the lattices sides and 〈k|j〉 =
δj,k, we shall work in the phase space, where the position states are coherent states. There
is no big difference between both spaces at this point. The only difference is the operator
used to describe the position displacement. Instead of e±iPˆn , where Pˆn is a component
of the momentum operator, we will have a displacement operator. Apart from this, it
can be seen as just a change of nomenclature. This change is done mainly to arrive
at the electromechanical resonator’s Hamiltonian, since it operates in the phase space.




|+〉σn〈+| ⊗ |(j − 1)α〉〈jα|+ |−〉σn〈−| ⊗ |(j + 1)α〉〈jα| (6.67)
= |+〉σn〈+| ⊗ e−iAˆ + |−〉σn〈−| ⊗ eiAˆ, (6.68)
where the states |jα〉 are coherent states; α ∈ C and in last passage we have substituted
the shift action given by the terms |(j − 1)α〉〈jα| and |(j − 1)α〉〈jα| with the operators
eiAˆ and e−iAˆ. The operator Aˆ is just a short notation to
iAˆ = αaˆ† − α∗aˆ, (6.69)
where aˆ† and aˆ are the usual creation and annihilator operators. Therefore, the terms eiAˆ
and e−iAˆ are just displacement operators. The operator Aˆ is introduced to simplify the
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calculations.
The evolution operator is
Uˆσn(ξ, θ, ζ) =

cos θ cos (Aˆ− ξ)−
−i cos θ cos 2φ sin (Aˆ− ξ)−
−i sin θ sin 2φ sin (Aˆ− ζ)
[− sin θ cos (Aˆ− ζ)−
−i cos θ sin 2φ sin (Aˆ− ξ)+
+i sin θ cos 2φ sin (Aˆ− ζ)]e−iη
[
sin θ cos (Aˆ− ζ)−
−i cos θ sin 2φ sin (Aˆ− ξ)+
+i sin θ cos 2φ sin (Aˆ− ζ)]eiη
cos θ cos (Aˆ− ξ)+
+i cos θ cos 2φ sin (Aˆ− ξ)+




Our task, as before, is to use equation (6.33) to obtain the Hamiltonian Hˆσn(ξ, θ, ζ) behind
the evolution operator (6.70), supposing Uˆσn(ξ, θ, ζ) = e
−iHˆσn (ξ,θ,ζ). The eigenvalues of
Uˆσn(ξ, θ, ζ) are
Λ±σn = cos θ cos (Aˆ− ξ)±
√
cos2 θ cos2 (Aˆ− ξ)− 1 = e±iωˆn , (6.71)
where cos ωˆn = cos θ cos (Aˆ− ξ). We should check our result before continuing. It is
important to note that the results in section (6.4) are a particular case of the more general
case considered here. With the correct set of values for ξ, θ, ζ, φ, η, we must be able to
reproduce the past results. If we look at the used coin operators (see e.g. (6.34)), we verify
that they are obtained from Cˆσn(ξ, θ, ζ) by making ξ = 0 (ignoring the other parameters).
When making ξ = 0 in the eigenvalues in (6.71), we just recover the eigenstates of section
(6.4) ((6.38), making Pˆz → Aˆ), which is totally consistent. Therefore the results until











i sin θ cos 2φ sin (Aˆ− ζ)−
− sin θ cos (Aˆ− ζ)−
−i cos θ sin 2φ sin (Aˆ− ξ)]e−iη
[
i sin θ cos 2φ sin (Aˆ− ζ)−
− sin θ cos (Aˆ− ζ)−
−i cos θ sin 2φ sin (Aˆ− ξ)]e−iη
i sin ωˆn + i cos θ cos 2φ sin (Aˆ− ξ)+
+i sin θ sin 2φ sin (Aˆ− ζ)
−i sin ωˆn + i cos θ cos 2φ sin (Aˆ− ξ)+








sin ωˆn − cos θ cos 2φ sin (Aˆ− ξ)− sin θ sin 2φ sin (Aˆ− ζ)
i sin θ cos 2φ sin (Aˆ− ζ)− i cos θ sin 2φ sin (Aˆ− ξ)− sin θ cos (Aˆ− ζ) e
iη −i
sin ωˆn + cos θ cos 2φ sin (Aˆ− ξ) + sin θ sin 2φ sin (Aˆ− ζ)




Multiplying the matrices Vˆ , ln Λˆσn and Vˆ
−1 like in (6.33) to obtain the Hamiltonian
Hˆσn(ξ, θ, ζ), we arrive at




cos θ cos 2φ sin (Aˆ− ξ)+
+ sin θ sin 2φ sin (Aˆ− ζ)
[
cos θ sin 2φ sin (Aˆ− ξ)−
−i sin θ cos (Aˆ− ζ)−
− sin θ cos 2φ sin (Aˆ− ζ)]e−iη
[
cos θ sin 2φ sin (Aˆ− ξ)+
+i sin θ cos (Aˆ− ζ)−
− sin θ cos 2φ sin (Aˆ− ζ)]eiη
− cos θ cos 2φ sin (Aˆ− ξ)−




Up to this point almost no approximations were used, the only one being that Hˆσn(ξ, θ, ζ)
was time-independent. We shall start using some approximations to mold our Hamilto-
nian. Let us limit ourselves in a quantum walk on the imaginary axis in the phase space,
i.e., we shall consider α = i~λ, where λ ∈ R. Therefore the operator Aˆ takes the form
Aˆ = ~λ(aˆ† + aˆ). Moreover, let us consider λ to be small, so that the position lattices are
not far apart and we can use the approximations
sin Aˆ ≈ Aˆ, (6.75a)
cos Aˆ ≈ 1, (6.75b)
sin ωˆn ≈ ωˆn. (6.75c)
By doing this, Hamiltonian (6.74) simplifies to
Hˆσn(ξ, θ, ζ) ≈

cos θ cos 2φ (cos ξ Aˆ− sin ξ)+
+ sin θ sin 2φ (cos ζ Aˆ− sin ζ)
[
cos θ sin 2φ (cos ξ Aˆ− sin ξ)−
−i sin θ (sin ζ Aˆ+ cos ζ)−
− sin θ cos 2φ (cos ζ Aˆ− sin ζ)]e−iη
[
cos θ sin 2φ (cos ξ Aˆ− sin ξ)+
+i sin θ (sin ζ Aˆ+ cos ζ)+
+ sin θ cos 2φ (cos ζ Aˆ− sin ζ)]eiη
− cos θ cos 2φ (cos ξ Aˆ− sin ξ)−
− sin θ sin 2φ (cos ζ Aˆ− sin ζ)

,
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i.e.,
Hˆσn(ξ, θ, ζ) ≈
− (cos θ cos 2φ sin ξ + sin θ sin 2φ sin ζ)σˆz
+ (sin θ cos 2φ sin ζ cos η − cos θ sin 2φ sin ξ cos η − sin θ cos ζ sin η)σˆx
+ (sin θ cos 2φ sin ζ sin η − cos θ sin 2φ sin ξ sin η + sin θ cos ζ cos η)σˆy
+ ~λ(cos θ cos 2φ cos ξ + sin θ sin 2φ cos ζ)(aˆ† + aˆ)σˆz
− ~λ(sin θ cos 2φ cos ζ cos η − cos θ sin 2φ cos ξ cos η + sin θ sin ζ sin η)(aˆ† + aˆ)σˆx
− ~λ(sin θ cos 2φ cos ζ sin η − cos θ sin 2φ cos ξ sin η − sin θ sin ζ cos η)(aˆ† + aˆ)σˆy.
(6.76)
We see that the above Hamiltonian is rather complete. Nevertheless, we can divide
it in two parts. The first three terms depend exclusively on Pauli operators, therefore
they represent a coin operator. Actually, the first three terms are our coin operator. If we
compare expressions (6.66) and (6.76) we see that the complex part of Cˆσn(ξ, θ, ζ) appears
on Hˆσn(ξ, θ, ζ). On the other hand, the last three terms have a dependence on creation
and annihilator operators, which belong to the particle Hilbert space HP , therefore they
form the shift operator. The Pauli operators multiplying the terms guaranty that the shift
caused by (aˆ† + aˆ) is conditioned by the coin states. What is most interesting is that the
last three terms associated with the shift operator can also be expressed in terms of the
coin operator. If we again compare the last three terms of (6.76) with expression (6.66),
we see that they are the complex part of the coin operator after making the rotation
ξ → ξ + pi/2 and ζ → ζ + pi/2. Therefore we can shorten the Hamiltonian Hˆσn(ξ, θ, ζ)
(6.76) to the simple expression (the tensor product of the first term with a unity operator
is implied)















~λ(aˆ† + aˆ). (6.77)
The completeness of the Hamiltonian comes from the presence of the various Pauli op-
erators. We have all three Pauli operators composing the coin operator, as well as all
the combinations between (aˆ† + aˆ) and the Pauli operators inside the shift part of the
Hamiltonian.
6.5.2 The Physical System’s Hamiltonian




(Eelσˆz − EJ σˆx) + ~λ(aˆ†eiωt + aˆe−iωt)σˆz. (6.78)
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As studied at the end of section (4.3), the time dependence in e±iωt can be neglected as




(Eelσˆz − EJ σˆx) + ~λ˜(aˆ† + aˆ)σˆz. (6.79)
The question that we shall answer is whether it is possible to generate (6.79) from
Hˆσn(ξ, θ, ζ) (6.76). To pursue this idea, we must cancel the terms proportional to σˆy,
(aˆ†+ aˆ)σˆx and (aˆ†+ aˆ)σˆy, and at the same time maintain the other three terms. Therefore
we remain with the system
sin θ cos 2φ sin ζ sin η − cos θ sin 2φ sin ξ sin η + sin θ cos ζ cos η = 0
sin θ cos 2φ cos ζ cos η − cos θ sin 2φ cos ξ cos η + sin θ sin ζ sin η = 0
sin θ cos 2φ cos ζ sin η − cos θ sin 2φ cos ξ sin η − sin θ sin ζ cos η = 0.
(6.80)
Let us try making θ = pi/4 and ζ = 0. The system of equations simplifies tosin 2φ sin ξ sin η = cos ηsin 2φ cos ξ = cos 2φ. (6.81)




=⇒ sin 2φ = ± 1√
2− sin2 ξ
, (6.82)






=⇒ sin ξ = ±
√
2 cos η. (6.83)
Finally, going back to equation (6.82) gives
sin 2φ = ± 1√
2 sin η
. (6.84)
We must note that sin 2φ and sin ξ have the same sign, as well as tan 2φ and cos ξ.























~λ sin η (aˆ† + aˆ)σˆz, (6.85)






means that we can choose the sign at will. This comes from the various
sign possibilities of the trigonometric functions (ξ and 2φ in the first quadrant, ξ and 2φ
in the second quadrant, ξ in the third and 2φ in the fourth quadrant, ξ in the fourth and
2φ in the third quadrant). For example, let us suppose η ∈ [0, pi/2]. If we pick ξ ∈ [pi/2, pi]












2 sin2 η − 1 cos η σˆz − σˆx
)
+ ~λ sin η (aˆ† + aˆ)σˆz,
(6.86)
which is exactly Hamiltonian (6.79) with
Eel =
√








λ˜ = λ sin η. (6.87c)
There exists a restriction on the values the phase η can assume, because, of course, Eel
must be real. We must have sin η > 1/
√
2 =⇒ η ∈ [pi/4, pi/2]. It is not hard to see that
EJ is always greater than Eel, i.e., Eel < EJ for all possible values of η.
If we use use again the conditions θ = pi/4, ζ = 0, (6.83) and (6.84), but now in the





















































where once again there is a freedom in the signs coming from the trigonometric functions.






















One can observe, as expected, that the complex part of (6.89) appears in Hamiltonian
(6.86).
We have selected one specific set of values for the variables ξ, θ, ζ, φ, η. We do not
discard other possibilities to arrive at the electromechanical resonator’s Hamiltonian. It
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This chapter is devoted to expand the ideas previously developed in the one-dimensional
case and to outline how they can be used to create a two-dimensional quantum walk. The
generalization from the one-dimensional case to the two-dimensional one can be done in a
variety of ways. All of them involve an expansion of some of the Hilbert spaces of the one-
dimensional quantum walk, either the coin or the position spaces. In some cases these
spaces must encompass more degrees of freedom, in other cases less. We shall present
three schemes of how a two-dimensional quantum walk can theoretically be performed.
The first implementation is the famous Grover walk, which uses a four-state particle mov-
ing in a square lattice [70, 73]. As we will see, the Grover walk is a little limited, as
it uses a specific coin operator and a specific initial state. The second implementation
uses a single two-state particle moving in a square lattice with two orthogonal directions
for propagation [69, 70]. We will see that this implementation does not require a coin
operator, which can be encoded in different coin bases for each direction of propagation.
And finally, the third scheme presented utilizes two non-interacting two-state particles
moving each one on a line [74,75]. This scheme displays very interesting behaviours when
both particles are entangled, which are essentially quantum mechanical effects and cannot
be reproduced in the second scheme. Moreover, for each implementation we shall apply
the method depicted in the last chapter to derive the time independent Hamiltonians
behind the time evolution dynamics. In possession of these Hamiltonians we can propose
implementations of coupling between two electromechanical resonators to achieve two-
dimensional quantum walks. The obtained Hamiltonians will, therefore, elucidate how to
join two electromechanical resonators to arrive at a physical system which can reproduce
the two-dimensional quantum walks of at least one of three scheme mentioned above.
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7.1 The Grover Walk
The Grover walk is one of the most famous implementations for two-dimensional quantum
walks. It uses a single particle to realize the quantum walk, more specifically, a four-
state particle, which means that there is one Hilbert coin space composed of four states.
This Hilbert space is described by the basis states |0〉, |1〉, |2〉 and |3〉. Each coin state
will control the direction in which the system moves. This was the same case in the
one-dimensional case, the states |+〉 and |−〉 described a movement to the left and to
the right, respectively. Here the basis states describe movements upwards, downwards,
leftwards and rightwards. Also, in this scheme there is just one shift operator. The
displacements in two directions, e.g. x and z-directions, are jointly encompassed in a
single shift operator and are not described separately.
The Grover walk uses very particular coin and shift operators, as well as a particular





−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
 . (7.1)




|0〉〈0| ⊗ |x− 1, z − 1〉〈x, z|+ |1〉〈1| ⊗ |x− 1, z + 1〉〈x, z|+
|2〉〈2| ⊗ |x+ 1, z − 1〉〈x, z|+ |3〉〈3| ⊗ |x+ 1, z + 1〉〈x, z|. (7.2)
As we can see, for each coin state it is associated a different displacement, given by the
terms |x± 1, z ± 1〉〈x, z|. And the initial state, which is a peculiar feature, for being too
restrictive, since other choices do not work, is |ΨG0 〉 = 12 [|0〉 − |1〉 − |2〉 + |3〉] ⊗ |0, 0〉. If
we use initial coin states other than this, we do not obtain a quantum walk. Most of the
time it results in both particles being at the origin for all steps.










(x,z,t)|0〉+ β(1)(x,z,t)|1〉+ β(2)(x,z,t)|2〉+ β(3)(x,z,t)|3〉
]⊗ |x, z〉. (7.3)
The coefficients β(x,z,t) are given by the quadrupled iterative relation coupling the x and















































In Figure (7.1) we show the probability distribution after a Grover quantum walk with
50 steps.
Figure 7.1: Probability distribution of a Grover quantum walk after 50 steps. The initial
state is |ΨG0 〉 = 12 [|0〉 − |1〉 − |2〉+ |3〉]⊗ |0, 0〉.
As we can see, the ballistic behaviour is still presented in the two-dimensional case.
There is a high probability that the particles are found away from the origin. On the other
hand, it is very improbable to find them at the origin, just like in the one-dimensional
case.
7.1.1 The Grover Hamiltonian
Let us derive the Hamiltonian behind the time evolution operator UˆG = SˆG[Gˆ ⊗ 1ˆ]. We
start by noting that the terms
∑
x,z |x ± 1, z ± 1〉〈x, z| in equation (7.2) can be written
as e±iPˆxe±iPˆz , where Pˆx and Pˆz are the position displacement operators along the axes x
and z, respectively. We must stress that they belong to different Hilbert spaces, such that
e±iPˆxe±iPˆz = e±iPˆx⊗1ˆ e±i1ˆ⊗Pˆz , and consequently they commute. With that been said, the
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shift operator SˆG can be rewritten as
SˆG =

e−iPˆxe−iPˆz 0 0 0
0 e−iPˆxeiPˆz 0 0
0 0 eiPˆxe−iPˆz 0
0 0 0 eiPˆxeiPˆz
 . (7.5)
Therefore the evolution operator is
UˆG = SˆG[Gˆ⊗ 1ˆ] = 1
2

−e−iPˆxe−iPˆz e−iPˆxe−iPˆz e−iPˆxe−iPˆz e−iPˆxe−iPˆz
e−iPˆxeiPˆz −e−iPˆxeiPˆz e−iPˆxeiPˆz e−iPˆxeiPˆz
eiPˆxe−iPˆz eiPˆxe−iPˆz −eiPˆxe−iPˆz eiPˆxe−iPˆz
eiPˆxeiPˆz eiPˆxeiPˆz eiPˆxeiPˆz eiPˆxeiPˆz
 . (7.6)
We shall calculate the eigenvalues and eigenvectors of UˆG. Its eigenvalues are
Λ±0 = ±1, (7.7a)
Λ±1 = − cos Pˆx cos Pˆz ∓
√
cos2 Pˆx cos2 Pˆz − 1 = −e±iωˆG , (7.7b)
where we have defined cos ωˆG = cos Pˆx cos Pˆz. In regard to the eigenvectors, we construct
the matrix Vˆ whose columns are the eigenvectors of UˆG. The first column is the eigenvector
with eigenvalue Λ+0 , the second column with eigenvalue Λ
−
0 , the third with Λ
+
1 and the
fourth with Λ−1 . Therefore
Vˆ =


























The inverse matrix Vˆ −1 will not be shown, since it is too big and would not add anything
substantial to the text. On the other hand, the diagonal logarithm matrix ln Λˆ containing
the logarithm of the eigenvalues is
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ln Λˆ =

ln 1 0 0 0
0 ln (−1) 0 0
0 0 ln (−eiωˆG) 0
0 0 0 ln (−e−iωˆG)
 =

0 0 0 0
0 ipi 0 0
0 0 iωˆG + ipi 0
0 0 0 −iωˆG + ipi
 .
(7.9)
The minus signs are important, since they lead to the terms ipi, which will be important
in the final result.
Gathering all the above results, we can finally perform the derivation of the Hamilto-
nian HˆG = iVˆ ln ΛˆVˆ
−1. As it may be clear, there will be terms proportional to pi, and
other terms proportional to ωˆG. The term of HˆG proportional to pi is
pi
4(1 + cos Pˆx cos Pˆz)
×

−3(1+cos Pˆx cos Pˆz)+
+ sin Pˆx sin Pˆz
(cos Pˆx+cos Pˆz)e−iPˆz (cos Pˆx+cos Pˆz)e−iPˆx (1+cos (Pˆx−Pˆz))e−i(Pˆx+Pˆz)
(cos Pˆx+cos Pˆz)eiPˆz
−3(1+cos Pˆx cos Pˆz)−
− sin Pˆx sin Pˆz
(1+cos (Pˆx+Pˆz))e−i(Pˆx−Pˆz) (cos Pˆx+cos Pˆz)e−iPˆx
(cos Pˆx+cos Pˆz)eiPˆx (1+cos (Pˆx+Pˆz))ei(Pˆx−Pˆz)
−3(1+cos Pˆx cos Pˆz)−
− sin Pˆx sin Pˆz
(cos Pˆx+cos Pˆz)e−iPˆz
(1+cos (Pˆx−Pˆz))ei(Pˆx+Pˆz) (cos Pˆx+cos Pˆz)eiPˆx (cos Pˆx+cos Pˆz)eiPˆz −3(1+cos Pˆx cos Pˆz)+
+ sin Pˆx sin Pˆz

(7.10)




sin (Pˆx + Pˆz) −e−iPˆz sin Pˆx −e−iPˆx sin Pˆz 0
−eiPˆz sin Pˆx sin (Pˆx − Pˆz) 0 e−iPˆx sin Pˆz
−eiPˆx sin Pˆz 0 − sin (Pˆx − Pˆz) e−iPˆz sin Pˆx
0 eiPˆx sin Pˆz e
iPˆz sin Pˆx − sin (Pˆx + Pˆz)
 .
(7.11)
Let us suppose the action of the position displacement operators Pˆx and Pˆz is small,
i.e., the unit spacial increment is small in relation to the overall physical space, so that
we can make the following approximations
cos Pˆi ≈ 1ˆ− 1
2
Pˆ 2i , (7.12a)
sin Pˆi ≈ Pˆi, (7.12b)
e±iPˆi ≈ 1ˆ± iPˆi − 1
2
Pˆ 2i , (7.12c)
sin ωˆG ≈ ωˆG, (7.12d)
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where i = x, z. These approximations are equivalent of writing the difference matrices
above into a differential form. Using these approximations, the term proportional to pi




−3 1 1 1
1 −3 1 1
1 1 −3 1
1 1 1 −3
+ ipi4

0 −Pˆz −Pˆx −Pˆx − Pˆz
Pˆz 0 −Pˆx + Pˆz −Pˆx
Pˆx Pˆx − Pˆz 0 −Pˆz






3(Pˆ 2x + Pˆ
2
z ) + PˆxPˆz −Pˆ 2x − 2Pˆ 2z −2Pˆ 2x − Pˆ 2z −2Pˆ 2x − 2Pˆ 2z
−Pˆ 2x − 2Pˆ 2z 3(Pˆ 2x + Pˆ 2z )− PˆxPˆz −2Pˆ 2x − 2Pˆ 2z −2Pˆ 2x − Pˆ 2z
−2Pˆ 2x − Pˆ 2z −2Pˆ 2x − 2Pˆ 2z 3(Pˆ 2x + Pˆ 2z )− PˆxPˆz −Pˆ 2x − 2Pˆ 2z




(Gˆ− 1ˆ4x4) + pi
4
[










(1ˆ2x2 + σˆx)⊗ 1ˆ2x2 − 4Gˆ
)
Pˆ 2z + 1ˆ4x4 PˆxPˆz
]
, (7.13)





Pˆx + Pˆz −Pˆx(1− iPˆz) −Pˆz(1− iPˆx) 0
−Pˆx(1 + iPˆz) Pˆx − Pˆz 0 Pˆz(1− iPˆz)
−Pˆz(1 + iPˆx) 0 −Pˆx + Pˆz Pˆx(1− iPˆz)




σˆz ⊗ (1ˆ2x2 − σˆx) Pˆx + 1
2
(1ˆ2x2 − σˆx)⊗ σˆz Pˆz − 1
2
(σˆy ⊗ σˆz + σˆz ⊗ σˆy) PˆxPˆz (7.14)
The final Grover Hamiltonian will be the sum of (7.13) and (7.14). If we are dealing
with an orthonormal basis, than the displacement operators take the form Pˆx = −i ∂∂x and
Pˆz = −i ∂∂z . If instead we are performing the quantum walk in the phase space, then all
we must to is make the replacements Pˆx → ~λx(aˆ†x + aˆx) and Pˆz → ~λz(aˆ†z + aˆz), where
aˆx (aˆ
†
x) and aˆz (aˆ
†
z) are annihilator (creation) operators from different Hilbert spaces (or
different resonators). In the phase space, the Grover Hamiltonian would be (up to the















2(1ˆ2x2 − σˆx)⊗ σˆz + pi(1ˆ2x2 + σˆx)⊗ σˆy
]
~λz(aˆ†z + aˆz) (7.15)
We can clearly see that the above Hamiltonian is not only Hermitian, but there is a
symmetry between both terms proportional to λ in regard to the tensor product order.
This is a consequence of the rotational invariance of the Grover walk, i.e., there is no
preferential direction (x and z direction) for the particle. We could relabel the directions
at will and we should expect the Hamiltonian to remain essentially the same.
7.2 Single Two-State Particle
We continue by depicting a two-dimensional quantum walk realized with a single two-
state particle. The two-dimensional character from the quantum walk must come from
the expansion of the position space, i.e., now the particle is free to move on a plane, more
specifically, in this case, on a square lattice, and not on a line anymore. Therefore the
position space must be a combination of two Hilbert spaces, each for one dimension. Let
us suppose that these dimensions are the X and Z-dimensions. The position space is then
HP = HP,x⊗HP,z and the position of the particle is described by the states |x, z〉, where
|x〉 ∈ HP,x, |z〉 ∈ HP,z and x, z ∈ Z. On the other hand, the single-state character of the
particle means that the coin Hilbert space HC is spanned by two states (the particle’s
internal states), which can be, for example, the eigenstates of the Pauli operator σˆz, |+〉σz
and |−〉σz .
The two-dimensional quantum walk is obtained by first evolving the system in one
direction, and then evolve it in the other direction. This is translated into evolution
operators by
Uˆ1part2D (θ) = Uˆσx(θ)Uˆσz(θ), (7.16)
where
Uˆσα(θ) = Sˆσα [Cˆσα(θ)⊗ 1ˆx ⊗ 1ˆz], (7.17)
with α = x, z, is the evolution operator in the α-direction, Sˆσα and Cˆσα are the shift
and the coin operators in the α-direction, respectively, and θ, as we will just see, is a
parameter that controls the coin operator.
What is crucial to define are the shift and coin operators at each direction. The heart
of the two-dimensional quantum walk with a single two-state particle is to use different
coin bases for each direction to describe both the coin and the shift operators, mainly the
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shift operators. Once this point is borne in mind, let us start with the coin operators.
A single coin operator could be used in both directions. Instead, because we want to
keep with this difference in representation for each direction, we shall use the ”same” coin
but represented in different bases. Also, we keep it to a single-parameter coin. Without
further discussions, we set
Cˆσz(θ) = cos θ|+〉σz〈+|+ sin θ|+〉σz〈−| − sin θ|−〉σz〈+|+ cos θ|−〉σz〈−| =
[
cos θ sin θ




Cˆσx(θ) = cos θ|+〉σx〈+|+ sin θ|+〉σx〈−| − sin θ|−〉σx〈+|+ cos θ|−〉σx〈−| =
[
cos θ − sin θ




We see that the same coefficients were considered (that was we meant for ”same” coin),
but the bases are distinct, one uses the eigenstates of σˆx and the other the eigenstates of
σˆz. Even though there is not much difference between both directions, mainly a minus
sign, the operators can be substantially different for other directions, specially if we are
to consider non-orthogonal directions. As we will see, the coin operation is not of such a
great importance here. If we remember, the role of the coin in the one-dimensional case
was to mix the coin states. This can be done, in this two-dimensional case, by the two
shift operators. Even when θ = 0, which turns expressions (7.18) into unit operators,
the quantum walk characteristics are present. Therefore, the coin operation could be
disregarded. Nonetheless, it brings out some new features to the walk.
Turning to the shift operators, we remember that they displace the space position
depending on the coin state. The question that lies is what states are these? They are
chosen at will, as long the two states are orthonormal. The trick for this scheme of two-
dimensional quantum walk is to choose different bases for the shift operators for both








|+〉σx〈+| ⊗ |x− 1, z〉〈x, z|+ |−〉σx〈−| ⊗ |x+ 1, z〉〈x, z|. (7.19b)
This choice of a particular Pauli basis for particular axis is purely conventional, but it
is somehow automatic to address to the α-direction the eigenstates of σˆα. The important
point is that the chosen bases are different.
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]⊗ |x, z〉. (7.20)
When θ = 0, the coefficients α+(x,z,t) and α
−
















α+(x+1,z+1,t−1) − α+(x+1,z−1,t−1) + α+(x−1,z+1,t−1) + α+(x−1,z−1,t−1)
]
. (7.21b)
We see that the amplitudes at any position (x, z) for a given time t is dependent on
the amplitude at the four diagonally apposite sites at time t− 1. To illustrate the walk,
let us take the initial state of the particle situated at the origin (x, z) = (0, 0) as |Ψ0〉 =
1√
2
[|+〉σz +i|−〉σz ]⊗|0, 0〉. By noting that |±〉σα = 1√2 [|+〉σβ±|−〉σβ ], where (α, β) = (x, z)















[|+〉σx|x− 1, z − 1〉+ |−〉σx|x+ 1, z − 1〉








(|+〉σz + |−〉σz)|x− 1, z − 1〉+ (|+〉σz − |−〉σz)|x+ 1, z − 1〉
+ i(|+〉σz + |−〉σz)|x+ 1, z − 1〉 − i(|+〉σz − |−〉σz)|x+ 1, z + 1〉
]
. (7.22b)
We see that the continuous iteration of SˆσxSˆσz evolves amplitudes in superposition
of position space, in turn implementing a two-dimensional quantum walk. During the
operation Sˆσz the particle evolves in the z-direction, and during operation Sˆσx the particle
evolves in the x-direction.
In Figure (7.2) we show the probability distribution for some two-dimensional quantum
walks based on the aforementioned implementation, i.e., we show Pt(x, z) = |α+(x,z,t)|2 +
|α−(x,z,t)|2 (see (7.20)). The probability distributions were obtained after 50 steps on a
square lattice and with the initial coin state 1√
2
[|+〉σz + i|−〉σz ]. In Fig. (7.2a) there is no
external coin operation (θ = 0 in (7.18)), while in Figs. (7.2b), (7.2c) and (7.2d) we have
set θ = pi/12, θ = pi/6 and θ = pi/4, respectively.
Even when there is no external coin, as in Fig. (7.2a), the result is clearly not classical,
which proves our previously assertion, that in this implementation the coin action is
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(a) θ = 0 (b) θ = pi/12
(c) θ = pi/6 (d) θ = pi/4
Figure 7.2: Probability distributions after a discrete-time quantum walk on a two-state
particle at the origin (x, z) = (0, 0) with 50 steps and initial state |Ψ0〉 = 1√2 [|+〉σz +
i|−〉σz ]⊗|0, 0〉 on a square lattice using basis state of σˆx and σˆz as coin states for evolution
along x and z-directions, respectively. The probability distributions are obtained with
different coin operations: (a) No external coin (θ = 0). (b) Coin operation θ = pi/12 in
both axis. (c) Coin operation θ = pi/6 in both axis. (d) Coin operation θ = pi/4 in both
axis. Note the different vertical ranges.
not indispensable. The main reason for this is the fact that the basis of σˆz is also a
superposition of a basis of the σˆx, which inherently introduces an effect of quantum coin
operation. The coin is indirectly built in the shift operators, or, more precisely, in the





the particle in superposition of position space, bringing in the intricate features into the
interference effect we see in Fig. (7.2a). Now, if we look more closely to its probability
distribution, we see that the most probable configurations are those in which one of
the particles is far from the origin and the other is close. In other words, the peaks
of the distribution happen on the x and z axes of the square lattice. It seems as the
particle is performing a one-dimensional quantum walk along two orthogonal directions
simultaneously.
Other interesting point is that Figure (7.2a) is exactly the same as Figure (7.1). It
seems like the Grover walk is a specific case, to the extend of the probability distributions,
of the two-dimensional quantum walk implementation with a single two-state particle.
The probability distributions equal when using no external coin and the initial state
1√
2
[|+〉σz + i|−〉σz ]⊗ |0, 0〉.
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As for the other three figures, (7.2b), (7.2c) and (7.2d), the action of an external coin
is shown to squeeze the distribution towards the diagonal of the square lattice. From
this squeeze we observe that the peaks are no longer situated on the x and z axes. The
two one-dimensional quantum walks are more and more compelled to coincide, as it is
dramatically shown in Fig. (7.2d), where the particle can be found exactly in (50, 50)
or (−50,−50) after the quantum walk. Therefore we can infer from this that the coin
operation can be used to effectively control de dynamics and the probability distribution
of the walk.
(a) θ = 0 (b) θ = pi/12
(c) θ = pi/6 (d) θ = pi/4
Figure 7.3: Probability distributions after a discrete-time quantum walk on a two-state
particle at the origin (x, z) = (0, 0) with 50 steps and initial state |Ψ0〉 = 1√2 [|+〉σz +
|−〉σz ]⊗|0, 0〉 on a square lattice using basis state of σˆx and σˆz as coin states for evolution
along x and z-directions, respectively. The probability distributions are obtained with
different coin operations: (a) No external coin (θ = 0). (b) Coin operation θ = pi/12 in
both axis. (c) Coin operation θ = pi/6 in both axis. (d) Coin operation θ = pi/4 in both
axis. Note the different vertical ranges.
In Figs. (7.3) we show the same discrete-time quantum walk in a square lattice after 50
steps, but now with the initial coin state 1√
2
[|+〉σz +|−〉σz ], which simply does not have the
i factor. Figure (7.3a) shows the quantum walk without an external coin operator, while
the other figures shows the same quantum walk with an external coin θ = pi/12, θ = pi/6
and θ = pi/4. As we can observe, this new coin privileges some directions over other,
resulting in an asymmetric distribution. Apart from this, the same general properties
from Figs. (7.2) are present. It is quite interesting that with this new initial coin state
and with θ = pi/4, we know for sure where the particle will be after the quantum walk.
7. Two-Dimensional Quantum Walks 98
This configuration results in the particle moving along a diagonal as if it were a classical
particle.
An Alternative Implementation
As we have seen, the above implementation takes advantage from using different coin bases
when shifting the states along different directions. As a result there is no need to use a
coin operator to flip the coin states. This flipping is already encoded in using different
bases for each shift operator. A coin operator only leads to a squeezing in the probability
distribution. It is possible, however, to modify this implementation. Using different coin
bases for each shift operator can be a little harsh to implement experimentally. It is not
strictly necessary to keep this feature. Both shift operators could be expressed in the same
coin basis. There is, of course, an exchange: the coin operator is now essential. Once the
flipping is not encoded any more in applying shift operators with different coin states, the
coin operator is necessary to make this flipping. More than that, a coin operator must
be apply between every shift operator. In the two-dimensional case, this means it will
be employed twice in a single step. However, just one particle will still be needed, i.e.,
the coin Hilbert space will be composed by two states. This alternative remains in the
same category as the implementation depicted at the beginning of this section. That is
the reason why we are not reserving a new section for it.
The idea explained in the last paragraph is translated mathematically by the evolution
operator
Uˆalt2D(θ) = Uˆx(θ)Uˆz(θ), (7.23)
where
Uˆα(θ) = Sˆα[Cˆα(θ)⊗ 1ˆx ⊗ 1ˆz], (7.24)
with α = x, z, is the evolution operator in the α-direction, Sˆα and Cˆα are the shift and
the coin operators in the α-direction. Up to this point there is no difference from the
original single two-state particle implementation. The distinction comes when defining
the operators. Since there is no need in using different coin bases, we will keep with the









|+〉〈+| ⊗ |x− 1, z〉〈x, z|+ |−〉〈−| ⊗ |x+ 1, z〉〈x, z|. (7.25b)
Just a small modification was made in equations (7.19).
The probability distribution is calculated in an analogous way as before, Pt(x, z) =
|α+(x,z,t)|2 + |α−(x,z,t)|2 (see (7.20)). We could show Pt(x, z) like we did before in Figs. (7.2),
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for example, but the results are so similar that we prefer to avoid the repetition. If we set













then the resulting probability distribution is equal to Fig. (7.2a), i.e., the usual Grover
walk distribution. On the other hand, if θ = 0, then the result equals Fig. (7.2d), where
there we had θ = pi/4.
We see that this alternative implementation is equivalent to the original one. So why
discuss it in the first place? This point will become clear when deriving its Hamiltonian
and trying to simulate it in a physical system. What we really have done is transferring
the coin action encoded in the switching between the shift operators to the coin operators
itself. By doing this the shift operators come closer to a similar form. As we will see in
the next section, the 1/2-spin operators multiplying the shift terms in the Hamiltonian
will be equal for both resonators. This will be not the case for the original single particle
implementation.
7.2.1 The Single Particle Hamiltonian
The evolution operator is given by equations (7.16) and (7.17). In the same way we did
for the Grover Hamiltonian, the terms
∑
x,z |x± 1, z〉〈x, z| and
∑
x,z |x, z± 1〉〈x, z| can be
replaced by the operators e±iPˆx and e±iPˆz , respectively. Once more we remind ourselves
that the position displacement operators Pˆx and Pˆz belong to different Hilbert spaces,
and hence they commute. The shift operators Sˆx and Sˆz (7.19) can be written in terms









cos Pˆx −i sin Pˆx
−i sin Pˆx cos Pˆx
]
. (7.26b)
Using the same coin operators as in equations (7.18), the evolution operator is
Uˆ1part2D (θ) =

cos Pˆx cos Pˆz−
− sin 2θ sin Pˆx sin Pˆz−
−i cos 2θ cos Pˆx sin Pˆz
cos 2θ sin Pˆx sin Pˆz−
−i sin Pˆx cos Pˆz−
−i sin 2θ cos Pˆx sin Pˆz
− cos 2θ sin Pˆx sin Pˆz−
−i sin Pˆx cos Pˆz−
−i sin 2θ cos Pˆx sin Pˆz
cos Pˆx cos Pˆz−
− sin 2θ sin Pˆx sin Pˆz+
+i cos 2θ cos Pˆx sin Pˆz

. (7.27)
Since the coin Hilbert space in this implementation possesses only two coin states, instead
of four, as in the Grover walk, the matrices involved are 2x2 and not 4x4. This makes
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the calculations a lot easier. So, getting on with taking the logarithm of Uˆ1part2D (θ), its
eigenvalues are
Λ± = cos Pˆx cos Pˆz − sin 2θ sin Pˆx sin Pˆz ±
√
−1 + (cos Pˆx cos Pˆz − sin 2θ sin Pˆx sin Pˆz)2
= e±iωˆ2D , (7.28)
where we have defined cos ωˆ2D = cos Pˆx cos Pˆz − sin 2θ sin Pˆx sin Pˆz. It is interesting to
note that if θ = 0, then cos ωˆ2D equals cos ωˆG in the Grover walk.
The eigenvectors are used to construct, as usual, the matrix Vˆ . Its first column is the




cos 2θ cos Pˆx sin Pˆz − sin ωˆ2D cos 2θ cos Pˆx sin Pˆz + sin ωˆ2D
sin 2θ cos Pˆx sin Pˆz + sin Pˆx cos Pˆz−
−i cos 2θ sin Pˆx sin Pˆz
sin 2θ cos Pˆx sin Pˆz + sin Pˆx cos Pˆz−
−i cos 2θ sin Pˆx sin Pˆz
 .
(7.29)
Using the matrix Vˆ we can finally calculate the Hamiltonian behind the time evolution
Uˆ1part2D (θ). We have





cos 2θ cos Pˆx sin Pˆz
sin 2θ cos Pˆx sin Pˆz + sin Pˆx cos Pˆz+
+i cos 2θ sin Pˆx sin Pˆz
sin 2θ cos Pˆx sin Pˆz + sin Pˆx cos Pˆz−
−i cos 2θ sin Pˆx sin Pˆz
− cos 2θ cos Pˆx sin Pˆz
 .
(7.30)
Let us use the same approximations (7.12) used for the Grover Hamiltonian. Applying
them in the above equations (7.30) leads to (up to the second order)
Hˆ1part2D (θ) =
 cos 2θ Pˆz sin 2θ Pˆz + Pˆx + i cos 2θ PˆxPˆz
sin 2θ Pˆz + Pˆx − i cos 2θ PˆxPˆz − cos 2θ Pˆz

= cos 2θ Pˆzσˆz + (sin 2θ Pˆz + Pˆx)σˆx − cos 2θ PˆxPˆzσˆy. (7.31)
Once again, if we perform the quantum walk using a orthonormal basis, then we arrive
at the differential form of the above equation by making Pˆx = −i ∂∂x and Pˆz = −i ∂∂z . If,
on the other hand, the quantum walk is done in the phase space, then we must do the
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substitutions Pˆx → ~λx(aˆ†1 + aˆ1) and Pˆz → ~λ2(aˆ†2 + aˆ2), where again aˆ1 (aˆ†1) and aˆ2 (aˆ†2)
are annihilator (creation) operators from different Hilbert spaces (or different resonators).
The result is (up to the first order)
Hˆ1part2D (θ) = ~λ1(aˆ
†
1 + aˆ1)σˆx + ~λ2(cos 2θ σˆz + sin 2θ σˆx)(aˆ
†
2 + aˆ2). (7.32)
The Hamiltonian Hˆ1part2D (θ) (7.32) has a rotational invariance property, coming from
the freedom of choice of the direction axes of propagation. Therefore we can introduce a
rotation Rˆy(θ/2) = e
−i θ
2
σˆy to equation (7.32). The result is (up to the first order)
Hˆ ′
1part
2D (θ) = ~λ1(cos θ σˆx + sin θ σˆz)(aˆ
†
1 + aˆ1) + ~λ2(cos θ σˆz + sin θ σˆx)(aˆ
†
2 + aˆ2). (7.33)
If we recall Hamiltonians Hˆσz(θ) (6.45) and Hˆσx(θ) (6.53) from subsection (6.4.2), we see
that the above Hamiltonian (7.33) is just the sum (at least up to the first order) of the
Hamiltonians describing the evolution in each direction. In other words, the Hamiltonian
Hˆ ′
1part
2D (θ) coming from the evolution operator Uˆ
1part
2D (θ) = Uˆσx(θ)Uˆσz(θ) is the sum of the
Hamiltonians Hˆσz(θ) and Hˆσx(θ), each coming from the evolution operators Uˆσz(θ) and
Uˆσx(θ), respectively. This result could be foreseen, but nonetheless we have done the
calculations to actually shown it. It also readily explains why the Hamiltonian (7.33)
has no zero-order term. It happens that the zero-order terms coming from Hˆσz(θ) and
Hˆσx(θ) cancel each other. Have we chosen other pair of directions (or axes), as e.g. y
and z, the zero-order terms would not cancel each other. Also, a generalization of the
implementation using a single two-state particle to three dimensions readily gives the
describing Hamiltonian, since it would be just the sum of the Hamiltonians from the time
evolutions along each one of the three chosen directions.
The Alternative Implementation Hamiltonian
As just mentioned, the Hamiltonian for the whole evolution in two dimensions is just
the sum of the Hamiltonians for the evolution along each direction. Referring to the
alternative implementation exposed at the end of last section, calculating its Hamiltonian
is straightforward. The one-dimensional case was explored at the end of chapter (6), so
we just have to transport those results to the alternative implementation using a single
two-state particle. If we use the same coin Cˆσn(ξ, θ, ζ) as in (6.66) for both directions, the
resulting Hamiltonian is essentially the same as (6.77), i.e.,





















where the ladder operators aˆ1 (aˆ
†
1) and aˆ2 (aˆ
†
2) refer to evolutions along different directions,
or to distinct resonators.
We could again try to vanish the terms proportional to σˆy, (aˆ
†
1 + aˆ1)σˆx, (aˆ
†
1 + aˆ1)σˆy,
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(aˆ†2 + aˆ2)σˆx and (aˆ
†
2 + aˆ2)σˆy, just like we did in subsection (6.5.2). We would need to set

























λ˜1 = λ1 sin η, (7.36c)
λ˜2 = λ2 sin η. (7.36d)
Comparing the above Hamiltonian with the one of the original implementation (7.33),
we see that the 1/2-spin operators multiplying the bosonic operators change. In the
original case, the 1/2-spin operators are different for each pair of ladder operators, or
resonators (cos θ σˆz + sin θ σˆx and sin θ σˆz + cos θ σˆx). In the alternative case, they are
the same (σˆz). By using the same coin states in both shift operators, the shift terms in
the Hamiltonian come to a closer form, the only difference being the ladder operators
itself. This will prove to be much more convenient in the next chapter when trying to
build a physical system to simulate a two-dimensional quantum walk. It is easier to set
up a system wherein the resonators occupy similar places.
7.3 Two Non-Interacting Two-State Particles
A quantum walk can also be generated with two non-interacting two-state particles. These
two particles realize each an independent quantum walk on a line, and the joined system
realizes the two-dimensional walk. The particles can be pictured in the same physical
space, but it is not necessary, since they do not interact. Even though they do not physi-
cally interact, their identities are important, i.e., if they are distinguishable or not. When
they can be distinguish and are in a pure separable state, the probability measurement
of one particle will not change the probability distribution of the other, making them
completely uncorrelated. On the other hand, if the particles are entangled, brand new
features will arise from the probability distributions.
In this formulation, the quantum walk is done in a joint Hilbert space H12 of the
separate Hilbert spaces from each particle,
H12 ≡ H1 ⊗H2 = (HC,1 ⊗HP,1)⊗ (HC,2 ⊗HP,2), (7.37)
7. Two-Dimensional Quantum Walks 103
whereH1 andH2 represent the Hilbert spaces of particles 1 and 2, respectively. Differently
from the scheme with a single two-state particle, this quantum walk implementation
uses two coin spaces, one for each particle, thus the coin space will be spanned by the
states |+,+〉, |+,−〉, |−,+〉 and |−,−〉. This is the characteristic that will allow us to
entangle the coin states and to bring out interference phenomena. Since the relevant
degrees of freedom in the problem are the same for both particles, we have that both
H1 and H2 are isomorphic to the one-dimensional case. Furthermore, we must note that
in case of identical particles, the space H12 must be restricted to its symmetrical and
anti-symmetrical subspaces for bosons and fermions, respectively.
Each step of this two-particle quantum walk is given by the evolution operator
Uˆ12 = Uˆ1 ⊗ Uˆ2, (7.38)
where Uˆj = Sˆj[Cˆj ⊗ 1ˆ] is the evolution operator for particle j, with j = 1, 2. The above
evolution can be simplified by setting the same evolution operator for each particle, i.e.,













|+〉j〈+| ⊗ |x− 1〉j〈x|+ |−〉j〈−| ⊗ |x+ 1〉j〈x|, (7.40)
with j = 1, 2. Therefore, the final state of the system after t steps is





α++(x,z,t)|+,+〉+ α+−(x,z,t)|+,−〉+ α−+(x,z,t)|−,+〉+ α−−(x,z,t)|−,−〉
]⊗ |x, z〉 (7.41)
and the probability distribution is
Pt(x, z) = |α++(x,z,t)|2 + |α+−(x,z,t)|2 + |α−+(x,z,t)|2 + |α−−(x,z,t)|2. (7.42)
The use of two coin spaces enables a much more rich combination of initial coin
states. Differently from the one-dimensional case and from the single two-state particle
implementation depicted in the last section, now we can form entangled coin states from
the Hilbert spaces HC,1 and HC,2. These entangled states bring out completely new
features to the walk, which are, of course, of quantum nature. In relation with the
position states, we shall only consider that both particles start in the origin. We shall
consider three configurations. Firstly, let us take into account a pure separable initial
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state given by
|ΨS0 〉12 = |+, 0〉1|−, 0〉2. (7.43)









[|+, 0〉1|−, 0〉2 − |−, 0〉1|+, 0〉2], (7.45)
differing only by a relative phase. Note that if we were considering identical particles on
the same point in space, our system would have to be described by |Ψ+0 〉12 or |Ψ−0 〉12 for
bosons or fermions, respectively.
In Figure (7.4) we show some probability distributions (7.42) after a discrete-time
quantum walk with 30 steps described by the aforementioned implementation. Figure
(7.4a) uses the separable state |ΨS0 〉12 as initial condition, while Figures (7.4b) and (7.4c)
use the states |Ψ+0 〉12 and |Ψ−0 〉12 as initial conditions, respectively.
(a) |ΨS0 〉12 (b) |Ψ+0 〉12
(c) |Ψ−0 〉12
Figure 7.4: Two non-interacting two-state particle probability distributions after a
discrete-time quantum walk with 30 steps for different initial conditions: (a) Separa-
ble state |ΨS0 〉12. (b) |Ψ+0 〉12 state. (c) |Ψ−0 〉12 state. Note the different vertical ranges. In
all figures, the maxima of the distributions occur around positions ±N/√2 ≈ ±20.
The figures above show the joint probability P12(x, z; t = 30) for finding particle 1
in position x and particle 2 in position z after t = 30 steps. Since the particles are
uncorrelated, we can see that the probability distribution in Figure (7.4a) is actually the
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product of the two independent one-particle distributions, i.e.,
P S12(x, z; t) = P
S
1 (x; t) · P S2 (z; t), (7.46)
where P S1 (x; t) is the probability for finding particle 1 in position x after t steps and
similarly for P S2 (z; t) and particle 2. The unbalanced initial condition |ΨS0 〉12 favours one
direction of propagation over the other, resulting in a peak at one side of the distribution
and another small peak at the other side as in the one-dimensional case. Figure (7.4a) is
just the product of two of this distribution.
Figures (7.4b) and (7.4c), on the other hand, show the effects of the entanglement
on the probability distributions. The results are strikingly different when compared with
the separable case, and even between themselves. We can observe from the figures that
the entanglement significantly increases the probability of the particles reaching certain
configurations on the line, which otherwise would be very unlikely to be occupied. For
the initial state |Ψ+0 〉12 it is most likely to find both particles together, whereas for the
initial state |Ψ−0 〉12 the former condition is impossible to attain and the particles tend
to finish as far possible from one another. This situation closely resembles a boson and
fermion behaviour. The ”+” case uses a symmetrical coin state and both particles tend
to occupy the same position, which are bosons characteristics, while the ”−” case uses
an asymmetrical coin state and both particles tend to finish as far as possible from each
other, which are fermions characteristics.
7.3.1 The Two Particles Hamiltonian
The analysis starts by modifying the shift operators Sˆj (7.39), introducing the position
displacement operators Pˆ1 and Pˆ2, whose action on the position states is e
±iPˆ1|x1〉1|x2〉2 =
|x1 ± 1〉1|x2〉2 and e±iPˆ2|x1〉1|x2〉2 = |x1〉1|x2 ± 1〉2. The operators Pˆ1 and Pˆ2 belong to







where j = 1, 2. For the coin operator, we shall use
Cˆ(θ) =
[
cos θ sin θ
− sin θ cos θ
]
(7.48)
instead of the Hadamard coin (7.39). The time evolution operator (7.38) thus reads
Uˆ12(θ) =
[
cos θ e−iPˆ1 sin θ e−iPˆ1




cos θ e−iPˆ2 sin θ e−iPˆ2
− sin θ eiPˆ2 cos θ eiPˆ2
]
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=

cos2 θ e−iPˆ1e−iPˆ2 cos θ sin θ e−iPˆ1e−iPˆ2 cos θ sin θ e−iPˆ1e−iPˆ2 sin2 θ e−iPˆ1e−iPˆ2
− cos θ sin θ e−iPˆ1eiPˆ2 cos2 θ e−iPˆ1eiPˆ2 − sin2 θ e−iPˆ1eiPˆ2 cos θ sin θ e−iPˆ1eiPˆ2
− cos θ sin θ eiPˆ1e−iPˆ2 − sin2 θ eiPˆ1e−iPˆ2 cos2 θ eiPˆ1e−iPˆ2 cos θ sin θ eiPˆ1e−iPˆ2
sin2 θ eiPˆ1eiPˆ2 − cos θ sin θ eiPˆ1eiPˆ2 − cos θ sin θ eiPˆ1eiPˆ2 cos2 θ eiPˆ1eiPˆ2
 . (7.49)





where we have defined cos ωˆj = cos θ cos Pˆj, with j = 1, 2. As usual, we construct the
matrix Vˆ whose columns are the eigenvectors of Uˆ12(θ). It reads
Vˆ =






























where its first column is the eigenvector with eigenvalue ei(ωˆ1+ωˆ2), the second column is
the eigenvector with eigenvalue e−i(ωˆ1−ωˆ2), the third column with eigenvalue ei(ωˆ1−ωˆ2) and
the fourth column with eigenvalue e−i(ωˆ1+ωˆ2).
Using the matrix Vˆ and its inverse, which will not be presented here, since it would
not add much to the text, the Hamiltonian Hˆ12(θ) associated with the time evolution
operator Uˆ12(θ) can be calculated. The result is






cos θ sin Pˆ1 0 i sin θ e
−iPˆ1 0
0 cos θ sin Pˆ1 0 i sin θ e
−iPˆ1
−i sin θ eiPˆ1 0 − cos θ sin Pˆ1 0
0 −i sin θ eiPˆ1 0 − cos θ sin Pˆ1






cos θ sin Pˆ2 i sin θ e
−iPˆ2 0 0
−i sin θ eiPˆ2 − cos θ sin Pˆ2 0 0
0 0 cos θ sin Pˆ2 i sin θ e
−iPˆ2
0 0 −i sin θ eiPˆ2 − cos θ sin Pˆ2

. (7.52)
If we make the usual approximations
sin ωˆj ≈ ωˆj, (7.53a)
sin Pˆj ≈ Pˆj, (7.53b)
e±iPˆj ≈ 1 +±iPˆj (7.53c)
for j = 1, 2, then the Hamiltonian (7.52) simplifies to
Hˆ12(θ) =

cos θ (Pˆ1 + Pˆ2) i sin θ (1− iPˆ2) i sin θ (1− iPˆ1) 0
−i sin θ (1 + iPˆ2) cos θ (Pˆ1 − Pˆ2) 0 i sin θ (1− iPˆ1)
−i sin θ (1 + iPˆ1) 0 − cos θ (Pˆ1 − Pˆ2) i sin θ (1− iPˆ2)
0 −i sin θ (1 + iPˆ1) −i sin θ (1 + iPˆ2) − cos θ (Pˆ1 + Pˆ2)

=
[− sin θ σˆ(1)y + (cos θ σˆ(1)z + sin θ σˆ(1)x ) Pˆ1]⊗ 1ˆ2x2
+ 1ˆ2x2 ⊗
[− sin θ σˆ(2)y + (cos θ σˆ(2)z + sin θ σˆ(2)x ) Pˆ2]. (7.54)
The above result could be foreseen. Looking back at section (6.4), we see that Hamil-
tonian Hˆ12(θ) comes from Hamiltonian (6.45) after a tensor product with the unitary
operator. In a general way, the Hamiltonian Hˆ12 coming from the evolution operator
Uˆ12 = Uˆ1 ⊗ Uˆ2 is
Hˆ12 = Hˆ1 ⊗ 1ˆ2x2 + 1ˆ2x2 ⊗ Hˆ2, (7.55)
where Hˆj is the Hamiltonian of the evolution operator Uˆj (j = 1, 2).
Because the Hamiltonian Hˆ12(θ) presents a rotation invariance property, we can apply





y ⊗e−i θ2 σˆ(2)y to equation (7.54). Let us also make the transition
to a quantum walk in the phase space, which simply consists on the replacements Pˆ1 →
~λ1(aˆ†1 + aˆ1) and Pˆ2 → ~λ2(aˆ†2 + aˆ2), where aˆ1 (aˆ†1) and aˆ2 (aˆ†2) are annihilator (creation)
operators from different Hilbert spaces. These transformations lead equation (7.54) to
Hˆ ′12(θ) =
[− sin θ σˆ(1)y +~λ1(aˆ†1 + aˆ1)σˆ(1)z ]⊗ 1ˆ2x2 + 1ˆ2x2⊗ [− sin θ σˆ(2)y +~λ2(aˆ†2 + aˆ2)σˆ(2)z ].
(7.56)
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There is a symmetry around the tensor product, i.e., apart from the tensor product
order and the indexes, both terms are equal. This is of course the result from using
the same coin in both spaces. Had we used different coin operators, then Hˆ1 ⊗ 1ˆ2x2 and
1ˆ2x2 ⊗ Hˆ2 would be substantially different. Moreover, it is also possible to generalize the
above result by using the general Hamiltonian from section (6.5). The final result would




Walks with Electromechanical Resonators
In the previous chapter we have shown various two-dimensional quantum walks im-
plementations, more specifically, the Grover quantum walk and implementations using
one and two particles with two internal states. We have also derived the Hamiltoni-
ans governing the time evolution of one step. But everything discussed stayed on pure
theoretical grounds. The idea of this chapter is to apply these theoretical ideas to our
physical system, the electromechanical system, in an analogous manner to what we have
done in the chapter (4). As demonstrated before, a single Cooper box coupled to a me-
chanical resonator can implement a one-dimensional quantum walk. The question we
put forward to answer is how to implement a two-dimensional quantum walk with this
system. Of course, and we have already pointed it out, it will involve a coupling between
two electromechanical resonators. But how to perform this coupling remains yet to be
answered. Furthermore, how many Cooper boxes, or qubits, are necessary to develop the
two-dimensional quantum walk? Of course, it depends on which implementation we are
trying to simulate. We will see that one qubit suffices for our needs.
Another issue we will be attempting to solve is the non-orthogonality present in the
phase space. As demonstrated in section (5.3), this non-orthogonality destroys the quan-
tum characteristics of the walk, reducing it to the classical case, if the step size is not
large enough. On the other hand, we have tacitly assumed the step sizes to be small when
deriving the Hamiltonians in chapter (6), otherwise the approximations in the Hamilto-
nians couldn’t have been done. Also, experimental limitations restrict the values for the
physical system’s parameters, which in turn does not allow for large values for the step
size. We will endeavour to solve this dilemma by artificially enlarging the step size during
the experiments.
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8.1 Coupling Two Resonators to a Cooper Box
In order to transpose the ideas of the previous chapter to the electromechanical resonator
system, we must bear in mind which two-dimensional quantum walk implementation we
are trying to simulate. Depending on the implementation, the resulting system con-
structed from the mechanical resonator and the Cooper box is totally distinct. More
specifically, how many Cooper pair boxes are to be used, which kind of coupling would
be utilized, where each component are to be connected in the final circuit, are all ques-
tions with different answers depending on the kind of quantum walk we are interested
in. In chapter (7) we have exposed three kinds of quantum walk implementations: the
Grover walk, the single two-state particle implementation and the two non-interacting
two-state particles implementation. Their Hamiltonians were also derived. In this section
we shall focus on one of the previously presented implementations. Looking back at the
Hamiltonians, we see that the quantum walk using a single two-state particle has a sim-
pler structure, mainly because of using just two coin states. This in turn would require
just one qubit, or Cooper pair box, instead of two if we were to use the Grover or the
two particles implementation. Therefore, we shall design a physical system made up of
one Cooper pair box and two mechanical resonators that is able to reproduce the single
two-state particle implementation.
The first question we must face is which components are required for this system. As
mentioned before, a single Cooper box (Josephson junction biased by a voltage source
through a gate capacitance) suffices, as the coin Hilbert space is spanned by only two





2), which indicates two mechanical resonators, but there is no cross terms between
ladder operators referring to different resonators, which in turn indicates no coupling
between them. Therefore the two resonators are to be connected only to the Cooper box.
With this remarks in mind, we propose in Figure (8.1) a direct generalization of the one-
dimensional physical system, which is expected to reproduce the Hamiltonian (7.33). In
Figure (8.1a) we depict the original electromechanical resonator system proposed for one-
dimensional quantum walks (see section (4.2)). In Figure (8.1b) we show its generalization
for simulating two-dimensional quantum walks. The difference is small, only an extra
mechanical resonator capacitively coupled to the Cooper pair box.
In order to verify the possibility of simulating two-dimensional quantum walks in the
system depicted in Fig. (8.1b), we must calculate its Hamiltonian and see if it matches the
presented ones in section (7.2). To obtain the Hamiltonian we proceed like in chapter (4)
when deriving the Hamiltonian for the electromechanical resonator shown in Figure (8.1a):
we start from the classical equations (Kirchhoff laws), obtain the classical Hamiltonian
through the system’s Lagrangian and make the proper quantizations in the appropriate
variables. So the first step is to analyse the circuit from a classical point of view. In order
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(a) System for One-Dimensional QW (b) System for Two-Dimensional QW
Figure 8.1: Physical systems, composed of one Cooper box and two mechanical resonators,
utilized for reproducing quantum walks. (a) A Cooper Box capacitively coupled to a
mechanical resonator in order to reproduce one-dimensional quantum walks. (b) One
generalization of the one-dimensional case: a Cooper Box capacitively coupled to two
mechanical resonators in order to reproduce two-dimensional quantum walks.
to do this, we illustrate the system in Fig. (8.1b) in a more treatable way. The resonators
are nothing more than capacitor which depend slightly on the displacements X1 and X2.
And the Josephson junction can be modelled as a pure non-linear inductance in parallel
with a capacitor CJ . Therefore we can reset the circuit as in Figure (8.2).
Figure 8.2: Circuit representing two mechanical resonators capacitively coupled to a
Cooper box. The resonators are represented by the capacitors C1 and C2. The Josephson
junction was split into a capacitor CJ and into an inductive element with coupling energy
EJ between the two superconducting layers and charging energy EC .
The Lagrangian derivation is exactly the same as in chapter (4), the only difference
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2 ) + EJ cosφ, (8.1)
where we have defined the total capacitance CΣ = CJ + Cq + C1 + C2 and the charge
Q0 = CqVq + C1V1 + C2V2. In possession with the Lagrangian, we can calculate the














As discussed in chapter (4), 2ep/~ is the excess charge in the island of the junction. We
can set Q = 2ep/~ and then equation (8.2) is rewritten as
~
2e
CΣφ˙ = Q+Q0. (8.3)





= pφ˙−L (φ; φ˙) = EΣ(n+ n0)2 − EJ cosφ, (8.4)







represents just a shift in the total energy and we have defined EΣ = (2e)
2/2CΣ and
n0 = Q0/2e. Also, the charge Q in the island was written as Q = 2en, n being the
number of excess Cooper pairs.
At this point we have to take into account the resonators’ variable capacitance. When
the nanobeams displace from their original position, the distance between them and the
Josephson junction changes, therefore modifying the coupling capacitance C1 and C2. In
order to simplify the ideas, we will be referring to a generic resonator by the subscript
j = 1, 2. So, in the same way we did in the chapter (4), let Xzpfj be the zero point
fluctuation amplitude of the resonators in circuit (8.2). Let also Xj be their amplitudes
and dj their distances when Xj = 0. Therefore, the corresponding capacitance defined
from the surfaces of the electrode Sj is C
(0)
j = mSj/dj, where m is permittivity of the











j /dj and xj = Xj/X
zpf



























Q0 ≈ Q(0)0 + C(1)1 V1x1 + C(1)2 V2x2. (8.5b)






















1 V1x1 + C
(1)
2 V2x2)
2 − EJ cosφ
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1 x1 + C
(1)
2 x2) + EΣ(n+ n0)(n1x1 + n2x2)− EJ cosφ,
(8.6)
where nj = C
(1)
j Vj/2e and we have maintained the terms up to the first order in the
displacements xj. Also, we dropped the unnecessary superscripts (0).
Having arrived at the classical Hamiltonian, we can quantize the proper variables in
order to get its quantum analogue, i.e., we must make n → nˆ, φ → φˆ and xj → xˆj =
aˆ†j + aˆj. By doing this and transforming the Josephson junction into a two-level system,




n|n〉〈n| ≈ |1〉〈1| = 1
2






|n〉〈n+ 1|+ |n+ 1〉〈n| ≈ 1
2
σˆx, (8.7b)


























after dropping the terms without the Pauli operators, even those proportional to aˆ†j + aˆj,
since they commute with the rest of the Hamiltonian and in reality implement just global
phases. Now, if we set











and add the Hamiltonians of the mechanical resonators, which are simply ~ωj aˆ†j aˆj, then
(8.8) reads





(Eelσˆz − EJ σˆx) + ~λ1(aˆ†1 + aˆ1)σˆz + ~λ2(aˆ†2 + aˆ2)σˆz, (8.10)
where ω1 and ω2 are the mechanical resonators’ frequencies.
The above expression can be modified by the same means as used in the section (4.3)
when deriving the Hamiltonian for a single resonator coupled to a Cooper box. We can
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pass to a rotating reference frame by introducing the transformation eiω1aˆ
†
1aˆ1t ⊗ eiω2aˆ†2aˆ2t.




(Eelσˆz − EJ σˆx) + ~λ1(aˆ†1eiω1t + aˆ1e−iω1t)σˆz + ~λ2(aˆ†2eiω2t + aˆ2e−iω2t)σˆz. (8.11)
In this new reference frame, the system’s state |ψ˜〉 is related to the system’s state |ψ〉
from the old reference frame by
|ψ˜〉 = eiω1aˆ†1aˆ1t ⊗ eiω2aˆ†2aˆ2t|ψ〉. (8.12)
As discussed at the end of section (4.3), terms like aˆ†je
iωjt + aˆje
−iωjt are equivalent to
aˆ†j + aˆj. By introducing a rotation and compression in the phase space, the evolutions
from both terms can be linked, and thus interchanged. Therefore, we can, after modifying
the coefficients λj through
λj → λj sinωjT/2
ωjT/2
, (8.13)
where T is to total evolution time, ignore the time exponentials in equation (8.11). The
final result is exactly the same as Hamiltonian (7.35) of the alternative implementation
using a single two-state particle. This indicate that the system composed of two resonators
coupled to a Cooper box depicted in Figure (8.1b) can, in principle, implement a two-
dimensional quantum walk. It seems, therefore, a promising system to experimentally
simulate two-dimensional quantum walks.
We note that we would not be able to make a connection between this aforementioned
physical system and the single particle quantum walk implementation using shift opera-
tors expressed with different coin states. Referring back to subsection (7.2), the original
implementation yielded a Hamiltonian with shift terms composed of different 1/2-spin op-
erators. Of course, as equation (8.10) shows, this is not the case for the proposed physical
system: both shift terms (aˆ†1 + aˆ1 and aˆ
†
2 + aˆ2) have the same Pauli operator (σˆz). This
is the reason we explored an alternative implementation using just a single particle (or
qubit), so that it could be simulated with a simple real system.
8.2 The Non-Orthogonality Problem
The quantum walk implemented by the physical system proposed in the last section
occurs in the phase space. The coherent states of the phase space used as position states
in the walk are not orthogonal. As we have seen in section (5.3), this non-orthogonality
destroys the quantum patterns of the walk when the coherent states are very close to
each other. As their scalar product becomes vanishingly small when far apart, for large
step sizes we recover the usual quantum walks using orthogonal bases. Therefore we need
to use sufficiently large step sizes when simulating the quantum walks, even during the
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experiments. In section (5.3) we have also seen that step sizes of the order |∆α| ≈ 1.0 are
capable of showing the usual quantum characteristics. Step sizes lower than 0.5 should
be avoided.
The step size in the quantum walk using the physical system composed of mechanical
resonators coupled to a Cooper box (it applies for both one and two-dimensional cases) is
|∆α| = λ
ω






If we are to avoid small step sizes, then we must pick |∆α| highest value, which happens
for ωT = pi. In this way the time interval for applying the shift terms is fixed, and we
are left with ω and λ. The point is that there is no total freedom in setting values for
these parameters in real experiments. The ratio λ/ω cannot be arbitrarily large. Modern
experiments set this ratio up to λ/ω ≈ 0.2 [64]. Consequently the size step we could
achieve is |∆α| ≈ 0.4, sufficiently small for exposing the characteristics of a quantum
walk. Therefore, techniques for enlarging the size steps must be explored. We shall
present a very simple and artificial technique for increasing |∆α|.
The basic idea of the whole method is to apply the shift term more than once before
finishing the ”step” and using again the coin operator. In other words, we are applying the
shift term various times inside the one step time evolution operator Uˆ . Mathematically
we are doing
Uˆ = Sˆ[Cˆ ⊗ 1ˆ]→ Uˆ = Sˆn[Cˆ ⊗ 1ˆ], (8.15)
where n is an integer number. Looking at the phase space, the net result is skipping
some position states, as it is shown in Figure (8.3). Starting from the origin (red x) and
performing a quantum walk along the real axis with an original step size of |∆α| = 1,
when applying the shift operator Sˆ, the state is displaced to the blue circles. Another
application of Sˆ leads the state to the red circles. Because we are not apply the coin
operator when the system is in the blue circle states, the net effect is skipping them,
doubling the step size to |∆α| = 2.
The shift operator, as seen in section (4.3), reads




(eiωt0 − eiωtf )σˆz
)
. (8.16)
It has an explicit dependence on the initial and final times (t0 and tf ), and not only on
the time interval T = tf − t0. Let us set t0 = 0 for the initial time when evolving the
resonator and applying the shift operator. We want to have tf = pi/ω, so the step length is
the highest possible. If we want to implement the artificially step size enlarging depicted
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Figure 8.3: Quantum walk in the phase space along the real axis using a step size of
|∆α| = 1. The initial state is in the origin (red x). During a single step evolution
the shift operator Sˆ is applied twice. One application leads the state to the blue circle
positions. A second application leads the state to the red circle positions. Applying the
coin operator Cˆ only when the state is in the red circles results in a net displacement of
|∆α| = 2, twice the original step size.





















This approach, however, probably does not work. The problem is the starting and finishing
time points t0 and tf . It is completely possible to set t0 = 0 when starting the quantum
walk, and then using it and t
(1)
f = pi/ω for the first shift operator. But what about the
other shift operators? It is not possible to use these same values. For the second shift
operator we would have to use t
(2)
0 = 2pi/ω and t
(2)





0 which is being totally ignored. There is no way to instantly make the









0 . The resonator must evolve during this interval in order to be used
at t
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there is no evolution at all. The system comes back to its original state and the step size
enlarging is not possible.
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|α〉|−〉 = |α + 2λ/ω〉|−〉, (8.19b)
where n ∈ Z (neglecting the overall phases). We can clearly see that the shift operator
with starting and finishing times t0 = (2n− 1)pi/ω and tf = (2n + 1)pi/ω is equal to the
unity. Yet, when separating the total evolution operator into parts, each one displaces
the coherent state in the same direction, as depicted in equation (8.19). The subtlety is
the coin states, which are different, and this is the secret to avoid the shift operators from
evolving the system into its initial state. If we perform flips in the coin states exactly in
middle of the evolution, then we will have a net displacement which is larger than the
initial step size. These flips can be done via the operator σˆx, which is easy to implement
experimentally through voltage pulses [65,76]. The technology is of the same kind of the
coin operator.
To express the above considerations mathematically, let us define the net shift operator
S˜n(t0; tf ) as






t0 + (j − 1)tf − t0
n





where we have shortened
(σˆx)
(n mod 2) =
σˆx if n is odd1ˆ if n is even (8.21)
This extra term (σˆx)
(n mod 2) was added because we want, after flipping the coin states and
displacing the coherent states, that the final coin state coincides with the original one.
Thus we must guarantee that there is always an even number of σˆx in the expression.
We can explicitly calculate S˜n(t0; tf ). We have
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We mentioned before that we wanted the maximum step size in order to avoid the
coherent states’ non-orthogonality. This means that the time interval for a single shift
operator Sˆ should be pi/ω. Because we have used n shift operators in the operator S˜, we





















which is exactly the operator we wanted (compare to (8.17) with t0 = 0). It is very
interesting that, depending on the initial time t0, the quantum walk is performed along a
line which makes an angle of ωt0 with the real axis in the phase space.
In Figure (8.4) we redesign the ideas shown in Figure (8.3) with the coin flips and the
new shift operator S˜. The net result continues to be skipping some position in the phase
space (in the figure the blue circles).
Figure 8.4: Real implementation of a quantum walk in the phase space along the real
axis used to doubled the step size. One application of Sˆ leads the state to the blue circle
positions. A flip and a second application of Sˆ leads the state to the red circle positions.
Applying the coin operator Cˆ only when the state is in the red circles results in a net
displacement twice as large as the original step size (a second flip, which is not shown, is
applied in the red circles, so there is a even number of flips in a step).
The operator S˜n seems to be an adequate shift operator, since it correctly displaces
the coherent states according to its coin states, and also enlarges the step size, which was
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the main motivation for exploring it. Therefore, the evolution operator of a complete step
now reads
U˜ = S˜n[Cˆ ⊗ 1ˆ]. (8.27)
With this evolution operator, the quantum walk is performed by continuously evolving the
mechanical resonator, and, through this, shifting the coherent states. At precise moments
(t0 + pi/ω) a flipping operation, implemented by σˆx, is done. The coin operator is applied




Until this point we have not considered any kind of interaction between our physical
system and the environment surrounding it. In any physical application one must take
into account the effects of noise and dissipation, and thus face the obstacle of decoherence
due to thermodynamically irreversible interaction with environment. The main effect
of decoherence is the loss of coherence of the phase angles between the components of
a system in a quantum superposition. This dephasing leads to probabilistically classi-
cal behaviours. When considering quantum walks, it is then expected, by introducing
decoherence, to regain the classical random walk characteristics introduced in chapter
(2). Regarding the electromechanical resonator, since the nanobeam’s coherent state can
be recharged by external electromagnetic fields from time to time, the main part of the
system sensitive to decoherence is the Cooper pair box. The decoherence destroys the
coherence between its two states.
In this chapter we shall address the issue of decoherence in discrete-time quantum
walks. The transition from quantum to classical behaviour will be observed for the phys-
ical quantities calculated in chapter (5): probability distribution, Shannon entropy and
standard deviation. Moreover, two kinds of decoherence will be analyse: phase and am-
plitude decoherence. In the phase decoherence, as the name suggests, the phase relation
between the components in the quantum superposition is lost. Mathematically, the terms
off the diagonal in the density matrix vanish. On the other hand, in the amplitude de-
coherence there is energy loss and one coin state is favoured over the other. These two
methods will be employed in analysing the decoherence in the electromechanical resonator.
We shall start by depicting these two kinds of decoherence and then move to simulate the
quantum walk with decoherence, in one and two dimensions.
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9.1 Introducing Decoherence
Decoherence is usually modelled as a non-unitary evolution of the quantum walk [77].
Therefore we need some extra information regarding mixed states, which is done by using
density matrix operators instead of vector states. All the previous formalism exposed in
past chapters could be done using density matrices, but we preferred dealing with vector
states (or wave functions) since it is much easier. The density matrix can be seen as a









xx′ |x, c〉〈x′, c′|. (9.1)
Moreover, ρˆ is a positive (ρˆ = ρˆ† with positive real spectrum), unit-trace (Tr ρˆ = 1),
bounded linear operator. The density matrix describes a pure state if and only if ρˆ2 = ρˆ.
Regarding the time evolution, it is done via a completely positive (CP) map, which maps
the density operator into a new density operator. This map
U : ρˆ→ U ρˆ (9.2)
performs both the coin flip and the conditional shift over one time step. More explicitly,











j = 1ˆ. (9.4)
The index j represents the non-unitary evolutionary ’instances’. In the case of a unitary
evolution, the sum comes down to a single unitary operator Uˆ for which
ρˆ→ U ρˆ = Uˆ ρˆUˆ †. (9.5)
In the quantum walk framework, this unitary operator would be Uˆ = SˆCˆ, and the unitary




U ρˆ = SˆCˆρˆCˆ†Sˆ† (9.7)
and t ∈ Z.
There are many ways to introduce decoherence into equation (9.5), having equation
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(9.3) in mind. One way is to replace the coin and/or the shift operators by non-unitary
operators. Another way, and this is the one we will be exploring, is by adding extra
non-unitary operators Kˆj known as Kraus operators, which describe noise and external













which is a recurrence equation.
Equation (9.8) is the evolution equation we were looking for. The main task now is to
unpack it by specifying the Kraus operators modelling the decoherence effects. Different
Kraus operators account for different noise and measurement effects. In the following we
will explore some Kraus operators, which will be associated with the phase and amplitude
decoherence. It should be pointed out that there are other methods to implementing
decoherence in a system, e.g. via master equations. Even though there are equivalent to
use of Kraus operators, we will not be exploring this alternative approach.
9.1.1 Phase Damping
As mentioned previously, there are two main process of decoherence in a quantum system:
phase and amplitude decohrence. In this subsection and in the following one, we will
be specifying some Kraus operators to account for the these two types of decoherence.
Looking at our physical system, the main part affected by the decoherence is the coin, since
the mechanical resonator can be pumped with external electromagnetic fields. Therefore
we will be looking at Kraus operators which affect the coin evolution.
The phase damping is characterized by the loss of quantum information without loss
of energy. Physically, it can describe what happens when a photon scatters randomly
when travelling along a waveguide. The system evolves for an amount of time which is
not precisely known, and thus accumulates relative phases between the energy eigenstates
which are random determined, leading to loss of partial information from the system. The
effect of the phase-damping channel on the two-sided coin can be modelled by the Kraus

















where γ quantifies the strength of the channel and can be written as γ = 1 − e−lτ/Td ,
being Td the dephasing time and l the number of the step (see (9.9)). The amount of
phase damping increases as times goes on. As we can see, Eˆ0 leaves |+〉 unchanged, but
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reduces the amplitude of a |−〉 state. On the other hand, the Eˆ1 operator destroys |+〉
and reduces the amplitude of the |−〉 state.
9.1.2 Amplitude Damping
Contrary to phase damping process, the amplitude damping describes processes with en-
ergy dissipation. It could account for spontaneous emission of a photon in atoms, spin
systems which approach equilibrium with its environment, scattering and attenuation in
cavities, between others. Regarding the Josephson junction, we could describe the con-
tinuous loss of energy to the surrounding environment. The amplitude damping channel
can be modelled by the Kraus operators Kˆj = 1ˆP ⊗ Eˆj, j = 0, 1, where 1ˆP is the identity
















where again γ quantifies the strength of the channel. One can see that the operator Eˆ0,
similarly to the phase damping, leaves |+〉 unchanged and reduces the amplitude of a |−〉
state. However, the operator Eˆ1 now changes a |−〉 state into a |+〉 state, corresponding
to the physical system losing a quantum of energy to the environment.
9.2 One-Dimensional Quantum Walk
In this section we shall introduce decoherence into the one-dimensional quantum walk and
analyse its effects on some physical quantities like the probability distribution, Shannon
entropy and standard deviation. Both phase and amplitude decoherences will be intro-
duced and compared. The two-dimensional quantum walk will be analyse in the next
section. It is important to stress that we will be working since the start in the phase
space, so the position states will be coherent states. Also, the coin operator used will be
Cˆ(θ) =
[
cos θ sin θ
− sin θ cos θ
]
(9.12)
We shall then start with the probability distribution.
9.2.1 Probability Distribution
Before getting into the simulations, let us show how to calculate the probability distri-
bution from the density matrix. When dealing with vector states |ψ+〉|+〉+ |ψ−〉|−〉, the
distribution was obtained via |〈n|ψ+〉|2 + |〈n|ψ−〉|2. With the density matrix the idea is
similar. One must trace over the coin states and take the matrix element over a specific
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state. Working with coherent states, we have (see eq. (9.1))


















In the following we calculated the probability distribution using the phase and amplitude-
damping procedures.
Phase Damping
In Figure (9.1) we show the effect of phase decoherence in the probability distribution
of a quantum walk for various channel strengths γ. We have used different step sizes to
observe the effect of the phase-damping into the superposition of the coherent states. In
Figure (9.1a) it was used a large step size (|∆α| = 2), and in Figure (9.1b) it was used a
small step size (|∆α| = 0.1).
As it can be seen in Figure (9.1a), the decoherence introduced via the Kraus operators
(9.10) significantly changes the probability distribution, modifying the usual two-peaked
distribution to a Gaussian distribution, which is exactly what is expected for a classical
random walk. The correlation between different components in the density matrix is being
destroyed via the phase-damping channel. We are then left with a classical coin, which
thus generates the Gaussian distribution. From the figure one can also see that even a
slight amount of decoherence leads to a significant change in the probability distribution.
For the channel strength γ = 0.04 we can already observe a large reduction in the lateral
peaks, and the formation of a cusp in the center. This cusp feature is special to dephasing
the coin. Here we are restricting ourselves to introduce decoherence on the coin, but it
is also possible to introduce decoherence on the position. The effects are qualitatively
different, with no cusp observation in the position decoherence. Lope´z and Paz (2003)
provided some insight into why decoherence on the coin and on the position produce
qualitatively different results [80].
On the other hand, Figure (9.1b) shows the decoherence effects on a quantum walk
with high amount of superposition between the position states. As calculated in section
(5.3) (see Fig. (5.20)), the high non-orthogonality of the coherent states transforms the
usual two-peak distribution into a Gaussian form distribution. What Figure (9.1b) evi-
dences is a further transformation of this Gaussian form distribution by the decoherence.
A high amount of decoherence (up to γ ≈ 0.9) leads to a further localization of the
Gaussian distribution, i.e., increases its hight and decreases its width. There is a specific
amount of decoherence that maximizes the hight (γ ≈ 0.2). For very high amounts of de-
coherence (γ > 0.9), the distribution loses localization and the Gaussian spreads. It thus
seems that decoherence, together with superposition of the position states, can improve
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(a) |∆α| = 2
(b) |∆α| = 0.1
Figure 9.1: Probability distribution of a phase-damped quantum walk after 100 steps for
different channel strengths γ and two step sizes: (a) |∆α| = 2, (b) |∆α| = 0.1. The initial
state was 1√
2
|0〉[|+〉+ i|−〉] and the coin operator was Cˆ(pi/4).
the localization of a particle within the framework of a classic random walk.
Amplitude Damping
Once the effect of phase-damping on the probability distribution has been studied, we
move on to explore the effect of amplitude-damping. Figure (9.2) shows the probabil-
ity distribution with amplitude-damping for various channel strengths γ. The effect of
superposition between the position states was also introduced by reproducing the same
distribution with step size |∆α| = 0.1.
The probability distributions with amplitude-damping in Figures (9.2) are plainly dif-
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(a) |∆α| = 2
(b) |∆α| = 0.1
Figure 9.2: Probability distribution of an amplitude-damped quantum walk after 100
steps for different channel strengths γ and two step sizes: (a) |∆α| = 2, (b) |∆α| = 0.1.
The initial state was 1√
2
|0〉[|+〉+ i|−〉] and the coin operator was Cˆ(pi/4).
ferent from the ones with phase-damping in Figures (9.1). Starting with the scenario with
low superposition (|∆α| = 2), the central cusp is no more present, and there is a clearly
absence of symmetry, even though the initial state favours a symmetric distribution. To
understand these new features, we must take a look at the effects of the operators Eˆ0
and Eˆ1 from eqs. (9.10). As mentioned before, Eˆ0 leaves |+〉 unchanged, but reduces the
amplitude of a |−〉 state. For small γ we can see the effect of this reduction on Figure
(9.2a), where there is a substantial drop in the probability of finding the particle at the
left side of the origin, whereas the probability at the right side is almost unchanged. For
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larger values of γ the result is not readily clear. An increase in the decoherence slowly
vanishes the probability at the positive side of the line, starting from the most positive
position states, until the probability distribution is squeezed around the origin in a Gaus-
sian when γ = 1. Why the distribution for maximum decoherence is a Gaussian just like
in the phase-damping process can be seen via the operators Eˆ0 and Eˆ1. For γ = 1 the
operator Eˆ0 retains the information in the |+〉 states but discards the information in the
|−〉 states. On the other hand, Eˆ1 retains the information encoded in the |−〉 states, but
by transforming |−〉 into |+〉. At the end the result is the same as the phase-damping
process, i.e., the transformation of a quantum coin into a classical coin.
The situation is more interesting when looking at Figure (9.2b). The introducing of
decoherence actually shifts the usual Gaussian distribution, characteristic of high super-
position, along the position states. At first sign it is quite strange that this shift is done to
negative states. To reach these negative states one must apply the shift operator on |−〉
states, which are exactly the states inhibited by the decoherence. However, this leftward
shift is just what it is expected for noisy environment limiting |−〉 states. To see why, one
must take into account the action of the coin operator. At the end of a step, the states
|−〉 were considerably reduced. At the beginning of a new step, before shifting the states,
the coin operator must be applied, and the considered coin operator mixtures equally the
|+〉 and |−〉 states, and the result is a large amount of |−〉 states, which will give rise to a
leftward shift before been washed out by the Kraus operators. This means that the coin
operator plays a fundamental role in determining the position of the Gaussian distribu-
tion, and this can be observed in Figure (9.3), where we show once again the probability
distribution of an amplitude-damping quantum walk with high superposition, but with a
different coin operator (eq. (9.12) with θ = pi/3). This new coin operator Cˆ(pi/3) does
not mix the coin states so much as the old coin operator Cˆ(pi/4). As a result, there are
fewer |−〉 states after the application of Cˆ, resulting no longer in a leftward shift, but in
a rightward shift for large amounts of decoherence.
9.2.2 Shannon Entropy
In this subsection we shall explore the effect of decoherence on the Shannon Entropy.
Its calculation is the same using vector state or density matrix, once the probability





where Pt(kα) (see (9.13)) is the probability of finding the particle in position kα after t
steps.
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Figure 9.3: Probability distribution of an amplitude-damped quantum walk after 100
steps for different channel strengths γ and step sizes |∆α| = 0.1. The initial state was
1√
2
|0〉[|+〉+ i|−〉] and the coin operator was Cˆ(pi/3).
Phase Damping
In Figure (9.4) we show the Shannon entropy of a phase-damped quantum walk for various
channel strengths γ. We have used different step sizes to observe the effect of the phase
damping into the superposition of the coherent states. In Figure (9.4a) it was used a large
step size (|∆α| = 2), and in Figure (9.4b) it was used a small step size (|∆α| = 0.1).
Figure (9.4a) is a direct reflection of the probability distribution in Figure (9.1a). In-
troducing noise transforms the usual quantum distribution into the classical distribution,
which is more concentrated around the origin, therefore resulting in a smaller entropy,
and this can be clearly seen for γ = 0.6, γ = 0.8 and γ = 1.0. So a relatively high
amount of decoherence (γ > 0.2) actually decreases the entropy, since it inhibits the par-
ticle movement. On the other hand, a small amount of decoherence increases the entropy,
what is usually expected. This follows from the quantum walk’s sensitivity to noise. Even
for γ = 0.04, there is a substantial probability of finding the particle around the origin,
evidenced by the cusp.
Figure (9.4b), on the other hand, shows different aspects which are clear just from
the probability distribution. There are, of course, features we could foresee, e.g. the
smaller entropy for γ = 0.2, since it is the channel strength for which the Gaussian
distribution is more localized. At t = 100 the graph shows what was seen in the probability
distribution in Figure (9.1b), i.e., more localized Gaussians for 0 < γ < 0.9 than for γ = 0,
consequently a smaller entropy for 0 < γ < 0.9 than for γ = 0. But it also shows that
the entropy increases faster for small or zero amounts of decoherence. For sufficiently
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(a) |∆α| = 2
(b) |∆α| = 0.1
Figure 9.4: Shannon entropy of a phase-damped quantum walk after 100 steps for different
channel strengths γ and two step sizes: (a) |∆α| = 2, (b) |∆α| = 0.1. The initial state
was 1√
2
|0〉[|+〉+ i|−〉] and the coin operator was Cˆ(pi/4).
large times the entropy for γ = 0 will surpass the entropy for γ = 1, what is strikingly
surprising. When the superposition between the position states is high, the entropy from
a noise-free quantum walk will eventually exceed the entropy from a noisy quantum walk.
The reason why this happens will become clear when analysing the standard deviation
evolution.
Amplitude Damping
Moving to the amplitude damping, Figure (9.5) shows the Shannon entropy with ampli-
tude damping for various channel strengths γ. Figure (9.5a) shows it for a step size of
9. Decoherence 130
|∆α| = 2, whereas Figure (9.5b) shows it for a step size of |∆α| = 0.1.
(a) |∆α| = 2
(b) |∆α| = 0.1
Figure 9.5: Shannon entropy of an amplitude-damped quantum walk after 100 steps for
different channel strengths γ and two step sizes: (a) |∆α| = 2, (b) |∆α| = 0.1. The initial
state was 1√
2
|0〉[|+〉+ i|−〉] and the coin operator was Cˆ(pi/4).
There are not profound differences between the Shannon entropy for a phase-damped
and an amplitude-damped quantum walk, as we can see from Figures (9.4) and (9.5).
Once again for small superposition (|∆α| = 2) it is possible to observe a slight increase in
the entropy for low amount of decoherence, but a substantial decrease as γ is made larger.
And for a lot of superposition (|∆α| = 0.1) the Shannon entropy increases faster for little
decoherence (γ = 0 or γ = 0.04) than for a complete noisy scenario (γ = 1), just like in
the phase-damped quantum walk. The reason for this similarity is quite evident when
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|∆α| = 0.1: the form of the distributions are similar (Gaussian like) for both damping
processes. For |∆α| = 2 the motive is not straightforward, but we should not expect
very distinct results, since the probability distributions in both damping processes for
γ = 0, and the same goes for γ = 1, are equal. The Shannon entropy for partially noisy
environments should then fall in between these too extreme cases: a slight increase for low
decoherence and a decrease for high decoherence. That are, of course, some differences, as
one can observe that an amplitude-damped quantum walk with low superposition requires
more decoherence to suppress the entropy by the same amount.
9.2.3 Standard Deviation
This subsection shall explore the effect of decoherence on the standard deviation. In
section (5.5) the standard deviation was derived from a state vector. Its derivation from
a density matrix is analogous, the difference being the calculation of expected values.
Within the density matrix formalism, it is done by tracing the operator multiplied by
density matrix itself. There is, however, a small detail one must be aware of: the trace
must be done via an orthonormal basis, which means we cannot trace over the coherent
states serving as position states. We can use, e.g. the Fock states |n〉. With this in mind,
and using equation (9.1), we have


















































































using that the Fock basis is complete, i.e.
∑
n |n〉〈n| = 1ˆ. Through 〈Xˆ〉 and 〈Xˆ2〉 the
calculation of the standard deviation is straightforward. In our simulations we will evolve
the system along the real axis of the phase space, so α is real. Evolving it along the
imaginary axis would result in a null standard deviation, and we would have to use the
momentum (Pˆ = i(aˆ† − aˆ)/√2) standard deviation to retrieve some relevant information
about the system. Evolving the system along any other line passing through the origin
would not give any new information, just a reduced standard deviation.
Phase Damping
In Figure (9.6) we depict the time evolution of the standard deviation of a phase-damped
quantum walk for various channel strengths γ. Once again different step sizes were used
to observe the effect of the phase damping into the superposition of the coherent states.
In Figure (9.6a) we used a large step size (|∆α| = 2), and in Figure (9.6b) we used a small
step size (|∆α| = 0.1).
Figure (9.6a) reflects, by the same means as the probability distribution, the transi-
tion from a quantum walk to a classical random walk. The standard deviation for small
amounts of decoherence is clearly linear with time, whereas for high amounts of deco-
herence it increases with the square root of time, features which are characteristics of a
quantum and classical walks, respectively. A relatively small quantity of noise (γ = 0.2)
is sufficient to break the usual standard deviation’s time linear dependence.
This transition from quantum to classical behaviour evidenced by the standard devia-
tion with the introduction of noise can help us to understand the effect of decoherence on
the Shannon entropy and standard deviation when there is a large superposition between
the position states. We note that the behaviours of both the Shannon entropy and the
standard deviation for |∆α| = 0.1 (Figs. (9.4b) and (9.6b)) are very similar. Between
t = 0 and t = 100 both physical quantities for small amounts of decoherence (γ = 0 and
γ = 0.04) are surpassed by high amounts of decoherence (γ = 1). For the interval in
between (0.1 < γ < 0.7), both the Shannon entropy and the standard deviation tend to
have smaller values than for the noise-free cases. However, in Figure (9.6b) we once again
observe a faster growth for small decoherence than for high decoherence. The standard
deviation for γ = 0 will eventually surpass the one for γ = 1. The same scenario was
previously observed for the Shannon entropy in Figure (9.4b). The key to understand
why this happens is to refer back to section (5.5), where we observed that superposition
between the position states does not modified the standard deviation’s time linear de-
pendence. As Figure (5.24) showed us, superposition transforms a quantum walk into
a classical random walk with a super-Poissonian diffusion, and this feature explains the
rapid growth of both Shannon entropy and standard deviation for small amounts of de-
coherence. Even though initially more localized for small γ than for high γ, the Gaussian
distribution spreads faster for a noiseless environment than for a noisy one, consequently
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(a) ∆α = 2
(b) ∆α = 0.1
Figure 9.6: Standard deviation of a phase-damped quantum walk along the real axis in
the phase space after 100 steps for different channel strengths γ and two step sizes: (a)
∆α = 2, (b) ∆α = 0.1. The initial state was 1√
2
|0〉[|+〉+ i|−〉] and the coin operator was
Cˆ(pi/4).
leading to the characteristics observed in Figures (9.4b) and (9.6b).
Amplitude Damping
In Figure (9.7) we depict the time evolution of the standard deviation of an amplitude-
damped quantum walk for various channel strengths γ. Once again different step sizes
were used to observe the effect of the amplitude damping into the superposition of the
coherent states. In Figure (9.7a) we used a large step size (|∆α| = 2), and in Figure
(9.7b) we used a small step size (|∆α| = 0.1).
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(a) ∆α = 2
(b) ∆α = 0.1
Figure 9.7: Standard deviation of an amplitude-damped quantum walk along the real axis
in the phase space after 100 steps for different channel strengths γ and two step sizes: (a)
∆α = 2, (b) ∆α = 0.1. The initial state was 1√
2
|0〉[|+〉+ i|−〉] and the coin operator was
Cˆ(pi/4).
Comparing the standard deviation evolution from an amplitude-damped quantum
walk to the standard deviation from a phase-damped amplitude (Figures (9.6) and (9.7)),
few differences can be noted. As in the phase-damped case, Figure (9.7a) depicts the
transition from a time linear evolution (γ = 0) to a time square root dependence (γ = 1).
The transition is, however, more noise sensitive. Small channel strengths (γ = 0.02 and
γ = 0.04) lead to a substantial drop in the standard deviation’s linear behaviour. On
the other hand, there is few variation for intermediate noise (0.2 < γ < 0.9). In Figure
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(9.7b) the super-Poissonian behaviour is once again present. For a noiseless or small noisy
environment (γ = 0.02), the standard deviation with high superposition increases faster
than for noisy surroundings (γ = 1).
9.3 Two-Dimensional Quantum Walk
Introducing decoherence in a two-dimensional quantum walk is done similarly as the one-
dimensional case: via de Kraus operators. The only difference is the density matrix,
which must be generalized to account for an extra spatial coordinate. The coin space
depends on which implementation we are dealing with. We will consider here only the
single two-state particle implementation from section (7.2). In this implementation the








xz,x′z′ |x, z, c〉〈x′, z′, c′|. (9.17)















It is important to note that the Kraus operators are introduced at the end of the total
evolution, and are not intercalated between the individual evolutions. It is possible, of

















Because the coin space is still two-dimensional, the Kraus operators describing the phase
and amplitude-damping are the same from equations (9.10) and (9.11). The probability
distribution is readily calculated from the density matrix. If we work with coherent states




























where αx and αz are the step sizes along directions x and z, respectively. If we consider








In the following we calculate the probability distribution of a two-dimensional quantum
walk using the single two-state particle implementation with the coin (9.12) for both
phase and amplitude decoherence processes. We shall focus on cases with large step sizes,
i.e., low superposition between the position states. Figures (9.8) show the phase-damping
effect on a two-dimensional quantum walk for various strength channels.
(a) γ = 0 (b) γ = 0.04
(c) γ = 0.5 (d) γ = 1
Figure 9.8: Probability distribution of a phase-damped quantum walk after 20 steps for
different channel strengths γ and step sizes |∆αx| = |∆αz| = 3. The decoherence is
introduced via equation (9.18). The initial state was 1√
2
|0, 0〉[|+〉 + i|−〉] and the coin
operator was Cˆ(pi/4).
Figure (9.8a) is the usual two-dimensional probability distribution with decoherence.
Figure (9.8b) shows the effect of a small amount of decoherence on the walk. The prob-
ability of finding the particle away from the origin is reduced, and a small peak around
the origin appears. These features are enhanced as the strength channel is increased,
until we end up with a Gaussian distribution in the origin, which is characteristic of a
classical random walk. We must observe, however, that there still exist a small probabil-
ity of finding the particle far from the initial position state, more specifically, along the
axis z in Figure (9.8d). Moreover, the Gaussian localized around (0, 0) is not exactly a
two-dimensional Gaussian, but a one-dimensional Gaussian along the direction x with a
relatively small width along the direction z. There is, then, a strikingly asymmetry with
the introduction of decoherence. The reason why this happens is the way in which the
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noise was introduced. As mentioned before, the Kraus operators are insert at the end of
the steps in x and z direction, and not in between them, which in turn tends to break the
inherent symmetry. Had we introduced decoherence in between each step, then we would
observe a two-dimensional Gaussian around the origin, as one can see in Figure (9.9).
Figure 9.9: Probability distribution of a phase-damped quantum walk after 20 steps
for channel strengths γ = 0.5 and step sizes |∆αx| = |∆αz| = 3. The decoherence is
introduced via equation (9.19). The initial state was 1√
2
|0, 0〉[|+〉 + i|−〉] and the coin
operator was Cˆ(pi/4).
On the other hand, Figures (9.8) show the amplitude-damping effect on a two-dimensional
quantum walk for various strength channels.
The introduction of a small amount of decoherence clearly breaks the symmetry. The
amplitude-damping favours one coin state over the other, as seen in the one-dimensional
case, and this exactly what Figure (9.10b) shows: the particle tends to propagate to the
negative region of the axes. In the meantime, a peak arises around the origin. Regarding
Figure (9.10c), the displacement along the x direction is already very restricted, as was
in the phase-damped process, but the movement along the z direction is still very free.
Comparing Figures (9.10c) and (9.10d), one observe a displacement of one of the peak,
more specifically, the one near the origin when γ = 0.5, which moves away from this
same origin. What we are observing are one-dimensional probability distributions from
Figure (9.2a) stretched in two dimensions. It is particularly interesting that for γ = 1
we observe a confinement in the x direction, but not in the z direction. The final result
is similar to a one-dimensional quantum walk confined in the z direction. Once again,
had we introduced decoherence in between each step, then we would not observe this, but
instead a Gaussian distribution around the origin. Figure (9.11) supports this statement.
Here we introduced noise at each step with a strength channel γ = 0.5. It is possible to
observe an symmetry between both x and z directions. Furthermore, there is a visible
confinement in both directions. By increasing γ we will achieve a higher confinement
around the origin.
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(a) γ = 0 (b) γ = 0.04
(c) γ = 0.5 (d) γ = 1
Figure 9.10: Probability distribution of an amplitude-damped quantum walk after 20 steps
for different channel strengths γ and step sizes |∆αx| = |∆αz| = 3. The decoherence is
introduced via equation (9.18). The initial state was 1√
2
|0, 0〉[|+〉 + i|−〉] and the coin
operator was Cˆ(pi/4).
Figure 9.11: Probability distribution of an amplitude-damped quantum walk after 20
steps for channel strengths γ = 0.5 and step sizes |∆αx| = |∆αz| = 3. The decoherence
is introduced via equation (9.19). The initial state was 1√
2





The quantum walk, as we have seen in chapter (2), is profoundly different from the
classical random walk. While the probability of finding the walker in the classical ran-
dom walk is concentrated around the starting point, in the quantum walk the probability
distribution is almost zero around the origin and presents peaks moving away from the
starting point, i.e., it is highly probable to find the walker far from the origin. Moreover,
the walker can be found on both sides of the walk, which indirectly reflects the super-
position property of the quantum system (the superposition actually gives rise to some
fluctuations in between both peaks). Another feature of the quantum walk is that the
peaks in the probability distribution on both sides of the origin move away with a linear
velocity, which indicates that the standard deviation increases linearly with time in the
quantum walk, larger than in the classic case, where it increases with the square root of
the time.
Similarly to the what have done in chapter (2), the quantum walks were further
studied in chapter (3), but at this time in the phase space. One type of quantum walk
was presented: one on a line. The walk is characterized through a coin operator and a
shift operator. The coin operator mixes, or flips, the coin states, giving rise to a further
superposition between the walker’s states. The shift operator, on the other hand, displaces
the walker’s states depending on the coin state with which it is associated.
Chapter (4) discussed a physical system that can possibly implement a quantum
walk. The system consists of a Cooper pair box, serving as the coin, which is com-
posed of a Josephson junction and a gate capacitance, coupled to a mechanical resonator
(a nanobeam), serving as the walker. The Josephson junction is a quantum mechanical
device, which is made of two superconducting electrodes separated by a barrier and in
which pairs of superconducting electrons can tunnel right through the nonsuperconducting
barrier from one superconductor to another, giving rise to the current and voltage rela-
tions shown in section (4.2). When the Josephson junction was further analysed, it was
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discussed that it could serve as a two-level quantum system, thus implementing a qubit,
or the coin. After coupling the Cooper box to the nanobeam a Hamiltonian describing
the system was obtained, which characterized the nonlinearity induce by the qubit over
the mechanical resonator spectrum. This Hamiltonian would further be used to simulate
the quantum walks. The electromechanical resonator’s Hamiltonian was further modified,
or moulded, by changing from reference frames and we arrived at two other Hamiltoni-
ans. One could think that these Hamiltonians describe a physical system other than the
electromechanical resonator, which is false. All of the Hamiltonian analysed are related
to the same physical system, the difference lying on the perspective taken to studied it.
The apparent contrasts arise because we have changed the reference frames, adopting a
reference system which rotated with angular frequency of the resonator. Later it was seen
that this change was necessary to get rid of a constant rotation motion in the phase space
introduced by the resonator’s free energy term in the original Hamiltonian. The quantum
walk could be, of course, observed with this Hamiltonian, but it would be much harder,
since the constant motion would hide the linear movement.
This change of reference gave rise to a time dependent Hamiltonian. At the end
of chapter (4), we showed that this time dependence is treatable. The time evolution
operator could be exactly solved, mainly because the commutator of the Hamiltonian
at different times is proportional to the identity. The result was the operator Sˆ(t0; tf ),
which depends explicitly on the initial and final times, and not only on their difference.
It is worth mentioning that these initial and final time come from initial and final states
of the Hamiltonian during the evolution. Relabelling the ladder operators led us to a
displacement operator along the imaginary axis in the phase space. This new operator
Sˆ(t0; tf ) was still essentially a displacement operator along any line in the phase space,
depending only on t0 and tf . The question that arose is whether it was possible to dismiss
this time dependence, i.e., turn the shift term aˆ†eiωt + aˆe−iωt into aˆ† + aˆ. As discovered,
the answer is yes, and they could be link. Normally this connection is made solely by a
rotation in the reference frame, as it was done firstly to eliminate the term ~ωaˆ†aˆ from the
original Hamiltonian, but this time it also involved a compression in the phase space. This
compression is translated into a modification in the coefficients of proportionality, i.e., the
coefficient λ from aˆ†eiωt + aˆe−iωt should be made smaller in order that the step sizes from
both evolutions match. Once these requirements are fulfilled, then the time exponentials
can be ignored. This result is extremely important, since this time dependence would
not appear when theoretically deriving the Hamiltonians behind the time evolutions of
quantum walks. The connection between aˆ†eiωt + aˆe−iωt and aˆ† + aˆ allows us to compare
the Hamiltonians from the theory with the Hamiltonians from the physical system.
As mentioned above, some terms in the Hamiltonians caused a rotation motion in the
phase space, while other caused a constant linear motion. By eliminating these effects,
a quantum walk on line was observed in chapter (5) when simulating the Hamiltonians
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derived in the chapter (4). Hence we conclude that the electromechanical resonator was a
good candidate to simulate a quantum walk. The observation of the quantum walks was
possible because of the introduction of time dependent coefficients which would select par-
ticular terms of the Hamiltonian to act during some interval of time. This had to be done
because until that point there was not a precise step with which the resonator state would
evolve. In the delineated theory there is an accurate order and duration in which the coin
and shift operators are applied to the system state. Up to the described point, both oper-
ators were being applied at the same time, and thus, to get the simulations closer to the
expected theory, these time dependent coefficients had to be used. The idea behind these
coefficients is to turn on and off the various terms in the Hamiltonian, switching between
them and evolving the system with just one term at a time. Physically, it is implemented
in the system through decoupling the resonator and the Cooper box, which can be done
spatially or via voltage pulses. We could have continued using the Hamiltonian without
this switching and quantum walks would continue to be implemented, but the analytic
solution to be compared with the simulations would be much more difficult.
Chapter (5) continues presenting other results for the one-dimensional quantum walk
as entropy and standard deviation, and it also puts forward the non-orthogonality of the
coherent states, a main issue when performing walks in the phase space. As seen, when
the basis used for the position states is highly non-orthogonal, i.e., the scalar product of
adjacent states is close to 1, then the quantum features are destroy and we recover some
classical characteristics. The probability distribution e.g. was transformed from the usual
two peaks interference pattern to a Gaussian and the entropy presented an increasingly
high initial value, reflecting the interference between the position states. Therefore it is
vital that the position states are far apart, which is equivalent to saying that the step
size of quantum walk must be large. This point was resumed in chapter (8). As seen,
there are experimental limitations to the values of the resonator frequency and coupling
strength, which results in a small large step. We were, therefore, forced to come up with
a solution involving an artificially enlargement of the step size. The idea is to apply the
shift operator more than once, so that some position states are skipped before applying
the coin operator, resulting in a larger step size. The question was how to apply the shift
operator repetitively. Let the Hamiltonian evolving freely results in the system turning
to its initial state, therefore, applying the shift operator once between t0 and t1 and then
applying it again shortly thereafter between t1 and t2, which is equivalent to applying it
between t0 and t2, is the same as not applying it at all. This problem is circumvented by
rapidly flipping the coin states during the resonator’s evolution. This flipping results in
a net displacement, i.e., the state does not come to its initial value. Mathematically the
flip is translated into applying σˆx, and the whole process was formalized in a new shift
operator S˜n(t0; tf ). In short, the mechanical resonator is continuously evolved and at
particular times, the coin states are flipped. After some flips the coin operator is applied
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and the whole process is repeated.
The interesting connection between quantum walks and relativistic quantum mechan-
ics was explored in chapter (6). Starting from time evolution equation, it was possible
to build a recurrence equation linking the components of wave function at time t to the
components at time t−1. There were then two approaches: decoupled the components or
leave them coupled. By decoupling them and substituting difference operators by differen-
tial operators, we arrived at an equation mathematically equivalent to the Klein-Gordon
equation for 0-spin particles. On the other hand, maintaining the components coupled
and making the usual difference and differential operators replacements lead to an equa-
tion mathematically equivalent to the massless Dirac equation for 1/2-spin particles (a
particular value for the coin operator had to been picked). For the Klein-Gordon equation
we could obtain equivalent expressions for the light speed and particle’s mass in terms of
the coin’s parameters. The connection to the relativity is consistent since c = 1 implies
m = 0, and vice versa, as it is expected. In this case, the coin operator reduces to the
identity operator, which means that both coin states evolve without interference, and that
is why the maximum speed is achieved. However, this consistency (c = 1 ⇐⇒ m = 0)
is not entirely required. Still in the same chapter we presented a method for obtain a
Hamiltonian given a evolution operator, which is simply taking the logarithm of this op-
erator. We then applied this method for a quantum walk with different coin operators
and we again gained a 1/2-spin Dirac Hamiltonian, but now with c = 1 and m = ± sin θ
(θ being the coin parameter). The possibility of a negative mass reminds us that we are
not obtaining the Dirac equation itself, but a mathematically equivalent expression. On
the other hand, it could be argued that in this case we did not derive the Dirac equation,
but rather the Dirac Hamiltonian, and this could be reason for not having m = 0 when
c = 1.
At the end of chapter (6) we applied the method of obtaining Hamiltonians to derive
the most general Hamiltonian behind a quantum walk. We initially considered the most
possible general coin operator and expressed it a general coin basis. Following the usual
procedures we arrived at the wanted Hamiltonian. We observed that the whole dynamics
could be solely explained by the coin, which is evident. This observation was done by
noting that the Hamiltonian could be expressed solely in terms of the coin. More specif-
ically, the Hamiltonian contains two terms. The first one was exactly the coin, and the
second term, the shift one, which is the term containing a translation operator, could be
expressed again in terms of the coin (after a rotation in some parameters). It is worth
mentioning that at that point the analysis was done in phase space, but considering other
position bases reflects only in the translation operator inside the shift term. At the end
it is only a change of translation operators.
The two-dimensional quantum walks were approached in the chapter (7). Three imple-
mentations were explored: the Grover walk, the single two-state particle implementation
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and the two non-interacting two-state particles implementation. The Grover walks uses a
four-state particle and very specific coin operator and initial state. By slightly changing
this features we destroy the quantum characteristics of the walk. These characteristics are
reflected in the distribution probability on the xz plane. As we have calculated, there is no
chance of finding the particle near the origin after some steps, but the probability increases
as we get farther from the origin and the movement is ballistic, as in the one-dimensional
case. We then used the method of the previous chapter to obtain the Hamiltonian behind
the Grover walk. The complexity of the Hamiltonian and the inflexibility in setting the
coin operator and the initial state demotivate us from exploring the Grover walk and
implementing experimentally. We therefore pursued a better implementation, which led
us to the other two proposals. The single two-state particle implementation makes use of
a more restricted coin space, as it has only two state instead of four. The main idea of
this implementation is evolve the particle in one direction, and then in the other. There
is a trick in this evolution: the shift and coin operators for evolving in each direction are
expressed in different coin bases. For example, we used the bases of eigenvectors of σˆx
and σˆz for directions x and z, respectively. The result is that, even when we do not apply
the coin operators (they are the identities), a quantum walk is obtained. More precisely,
the Grover probability distribution is reproduced, hinting that this single particle imple-
mentation covers the Grover walk. By applying the coin operators, the walk’s dynamics
changes and the probability distribution is squeezed. It seems at first glance that this
implementation dispenses a coin operator, which we have seen to be vital. Actually, the
coin operator does not need to be used directly, but it is surely used indirectly. When
we apply two shift operators expressed in different coin bases, what we are doing is ap-
plying a coin operator indirectly. The coin operation is encoded in the use of different
coin bases. In view of this encoding, we proposed an alternative implementation. The
slight change made was expressing the operator in the same coin basis. In exchange, the
coin operators are now necessary. The distribution probabilities were calculated and are
equal to the original implementation, confirming their equivalence. It is not quite evident
why we introduced this alternative implementation, since it appears to be similar to the
original one. The reason starts to become evident when we calculate the Hamiltonians
behind the evolutions. For the original implementation we observe that the shift terms in
the Hamiltonian (each one has two shift terms, one for each direction) are composed of
different Pauli operators, while for the alternative implementation they are composed of
the same Pauli operator. This, of course, comes from the coin bases used. If the opera-
tors were expressed in different coin bases, then the shift terms would have different Pauli
operators. By the same token, if the operators were expressed in the same basis, then the
shift terms would have the same Pauli operator. This detail proved to be essential when
comparing the theoretical Hamiltonians with the ones obtained from the physical system,
as seen in chapter (8). We should also mention that the Hamiltonian for the whole evolu-
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tion in the plane turned out to be the sum of the Hamiltonians for the evolution in each
direction. Hence, we can obtain the Hamiltonian for the most general two-dimensional
quantum walk within this implementation by considering the most general Hamiltonians
for each direction. These Hamiltonians were previously calculated at the end of chapter
(6), so the result was straightforward.
The other and final two-dimensional implementation used two non-interacting two-
states particles. Hence the coin space is spanned by four states. In this implementation,
each particle is evolved independently, thus realizing a one-dimensional quantum walk,
and the joint distribution is said to be two-dimensional. The non-interaction translates
mathematically into composing and evolving each particle’s state in separable Hilbert
spaces. However, this implementation provides a new feature inaccessible to the others:
the entanglement between coin states. The initial state can be modify so to profoundly
impact the probability distribution. We have specifically considered three initial states.
In the first the coin states were uncorrelated. In the second and third the coin states
were maximum entangled, but for one case the final state was symmetric and for the
other it was antisymmetric. The probability distributions then reflected these charac-
teristics. For the uncorrelated case, the final distribution was just the product of the
individual distributions. The symmetric case presented high probability in finding the
particles together, whereas the antisymmetric case presented high probability in finding
the particles far apart and low probability in finding them together. These behaviours
are very analogous to bosons and fermions, which display symmetric and antisymmetric
wave functions, respectively. The Hamiltonian behind the time evolution operator was
then derived. Because the evolution for each particle is done in separable spaces, the
Hamiltonian for the whole evolution proved to be the sum of the Hamiltonians (together
with an unity operator in a tensor product) for evolving each particle. Even though this
implementation is very rich, since it allows for entanglement between the particles, its
coin space is four-dimensional, which considerably raises the difficulty in implementing it
experimentally. When exploring generalizations to the electromechanical resonator which
could simulate two-dimensional quantum walks, this particular implementation using two
particles fell behind the implementation with one particle.
In the chapter (8) we looked for a generalization of the electromechanical resonator
that could reproduce some of the results presented in chapter (7). Using one Josephson
junction can only give rise to an implementation with a two-dimensional Hilbert coin
space, whereas with two Josephson it is possible to reproduce implementations with four-
dimensional Hilbert coin spaces. Of course, it is naturally simpler to consider a system
composed of only one Josephson junction, therefore we look to implement the single two-
state particle implementation, and disregard the two particles implementation, as just
mentioned above. As explained in the chapter (4), the mechanical resonator acts like the
walker, its coherent states serving as the position states. In a two-dimensional quantum
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walk one requires two position spaces, therefore our physical system must be composed of
two mechanical resonators. We then assemble a configuration with a Josephson junction
and two resonators and, starting with the Josephson equations and the Kirchhoff laws, we
derived the Hamiltonian governing its evolution in terms of the resonators displacements.
The result was equivalent to the Hamiltonian from the alternative implementation using
a single two-state particle. By looking at this system we finally understand why the
need of an alternative approach. We could not reproduce the original implementation
with this proposed system, since, as the resonators occupy equivalent places inside the
circuit, their shift terms in the final Hamiltonian have the same Pauli operator. Through
the equivalence between the proposed physical system’s Hamiltonian and the theoretical
single two-state particle implementation’s Hamiltonian we thus conclude that the coupling
between two mechanical resonators and a Josephson can, in principle, simulate a two-
dimensional quantum walk. The real confirmation must, of course, be brought out with
real experiments.
The last chapter (9) was reserved to briefly study the effect of decoherence in the
discrete-time quantum walk performed by our proposed system. Decoherence was in-
troduced via the action of non-unitary operators called Kraus operators. Two kinds of
decoherence phenomena were studied: phase and amplitude decoherences. The phase
damping is an energy conservative process in which the off-diagonal terms (coherences)
in the matrix density are washed out. The amplitude damping describes one process in
which there is loss of energy to the environment. The effect of decoherence processes on
the probability distribution, Shannon entropy and standard deviation for one-dimensional
quantum walks were studied. We also studied the effect of decoherence over these phys-
ical quantities when there is high superposition between the position states. Regarding
the probability distribution with low superposition, we observe a gradual transformation
from the typical quantum distribution to the classical distribution (Gaussian) for both
processes. The intermediary evolution from the quantum to classical distribution differs,
however, from one process to the other. In the phase-damping scenario it is characteris-
tic the appearance of a central cusp, while the amplitude-damping process introduces an
asymmetry in the distribution, because the energy loss (and the Kraus operators) tends
to benefit on coin state over the other. On the other hand, with high superposition, the
probability distribution, which is a Gaussian distribution as seen in chapter (5), is further
localized with the introduction of a small amount of decoherence, but delocalizes and
spreads with high amounts of noise, for both phase and amplitude-damping processes.
There are, however, some distinctions between both processes for high superposition, the
main being the average of the distribution. While in the phase-damping scenario the dis-
tribution is concentrated around the origin, or the initial state, for all channel strengths,
in the amplitude-damping scenario the Gaussian moves away from the origin. As dis-
cussed before, it comes a result of the benefit of one coin state over the other from the
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Kraus operators. Also, the movement around the position states, if it is mainly leftward or
rightward, is a directly consequence of the coin operator which, like the Kraus operators,
tends to favour one coin state over the other. Moving on, concerning the Shannon en-
tropy, there is not much difference between both phase and amplitude-damping processes.
With low superposition the introduction of small noise slightly increases the entropy, and
the further insertion of decoherence decreases the entropy. This brief growth is a direct
consequence of the central cusp, and the final low entropy is, of course, result of the lo-
calization of the particle around the origin. For high superposition the result is a little
different. Decoherence first tends to decrease the entropy, and then tends to increase it. It
is strikingly that the entropy tends to grow faster for small channel strengths than for high
ones.When discussing the standard deviation, we observed that this is a consequence of
the super-Poissonian behaviour of the Gaussian distribution. And regarding the standard
deviation, for low superposition the transition from quantum to classical behaviour was
observed, i.e., the linear growth reduced to a square root dependence. The high superposi-
tion case shows the same aspects of the Shannon entropy, a faster growth for a noise-free
environment than for a highly noisy surroundings, which reflects the super-Poissonian
behaviour mentioned in section (5.5).
Chapter (9) continues with the effect of decoherence in a two-dimensional quantum
walk, more specifically, the single two-state particle implementation described in section
(7.2). We calculated the effects of phase and amplitude-damping on the probability dis-
tribution. In the phase-damping scenario, the usual peaks present far from the origin are
destroyed and a Gaussian distribution arises in the initial position states. However, when
introducing decoherence in the quantum walk evolution via the density matrix, we specif-
ically added the Kraus operators after the evolution along both directions. It is possible,
on the other hand, to introduce the Kraus operators in between each step. Our first ap-
proach, the introduction after the two direction steps, directly favours one direction over
the other, and consequently breaks the initial symmetry. For this reason, the phase damp-
ing for large strength channels does not completely vanish the probability in finding the
particle away from the origin in one direction. Moreover, the Gaussian present around the
initial state is not two-dimensional, but a one-dimensional Gaussian with a small width
along the other direction. This ’bias’ is also reflected in the amplitude-damping process.
As in the one-dimensional case, a relatively small amount of decoherence favours one coin
state over the over, which effectively results in a net displacement along certain direc-
tions. For large amounts of decoherence, it is interesting to observe a confinement in one
direction, while the marginal probability distribution for the other direction resembles the
distribution from a one-dimensional quantum walk. This confinement in one direction and
freedom in the other is a direct result from the biased introduced Kraus operators. When
they are insert in between each individual step, the result is a two-dimensional Gaussian




Even though much have been explored, there is still plenty of room for analysis and
studies. Apart from the usual issues regarding quantum walks, this work can be expanded
in various ways. Regarding the one-dimensional quantum walk, we point out other phys-
ical quantities which could be calculated, e.g. entanglement. At the end of chapter (2)
we mentioned that a classical random walk wherein we would toss the coin just in the
first step would reproduce a two peak probability distribution, analogous to the quantum
walk. What differentiate both cases is the interference pattern, which is absent in the
classical case. The natural question is to how measure this interference and thus have a
physical quantity signalling quantum characteristics.
For the connection between quantum walks and relativistic quantum mechanics, we
have demonstrated some mathematical equivalences between the quantum walks’ evolu-
tion equations and the Klein-Gordon and Dirac equations, but none relativistic phenom-
ena were explored. Some recent papers studied the manifestation of relativistic effects
such as the zitterbewegung and the Klein paradox in discrete quantum walks [72]. It
would be interesting to simulate these effects within the framework of quantum walks and
also exploring other relativistic characteristics.
A natural question that arises when studying two-dimensional quantum walks is
whether or not it is possible to develop other implementations apart from the ones pre-
sented here. Can other implementations be developed with a four-dimensional Hilbert
coin space, or a larger space would be required? Moreover, the two non-interacting two-
state particles implementation was not fully explored, and new features could be studied.
Regarding our proposed physical system, we restricted ourselves to a system with only
one qubit, which discards implementations with large coin spaces, such as the aforemen-
tioned two particles implementation. How can we devise a physical system containing two
resonators and two qubits which is able to simulate these neglected implementations?
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