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Let A and B be (0, 1)-matrices of sizes m by t and t by n, respectively. Let x x . . . . .  r n denote 
t independent indeterminates over the rational field Q and define X=diag[x 1. . . . .  xt]. We 
study the matrix equation AXB = Y. We first discuss its combinatorial significance relative to 
topics such as set intersections and the Marica-Schbnheim theorem on set differences. We then 
prove the following theorem concerning the matrix Y. Suppose that the matrix Y of size m by n 
has rank m. Then Y contains m distinct nonzero elements, one in each of the m rows of Y. 
I .  The matrix equation AXB = Y 
Let A and B be (0, 1)-matrices of sizes m by t and t by n, respectively. Let 
xl . . . .  , xt denote t independent indeterminates over the rational field Q and 
define 
X = diag[xl . . . . .  x,]. 
In this paper we study the matrix equation 
AXB = Y. 
(1.1) 
(1.2) 
The matrix Y is of size m by n. Moreover,  every element of Y is a linear form in 
Xl . . . . .  x~ over Q and for this reason we sometimes write 
Y = Y(x ,  . . . . .  x.,). (1.3) 
The matrix equation (1.2) is of considerable combinatorial significance because 
of the following considerations. Suppose that Sa . . . . .  $,, and T1 . . . . .  T,  are 
subsets of a t-set X = {xl . . . . .  x~}. Let A be the (0, 1)-matrix of size m by t that is 
the incidence matrix for the subsets $1 . . . . .  Sm of X. Similarly, let B be the 
(0, 1)-matrix of size t by n that is the transpose of the incidence matrix for the 
subsets T1 . . . . .  T, of X. Then in the matrix equation (1.2) it follows that the 
matrix Y of size m by n has in its (i, j) position the sum of the indeterminates in
the set 
S, fq T/ (i = 1 . . . . .  m;  ] = 1 . . . . .  n). (1.4) 
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Thus the matrix Y gives us a complete description of the mn intersections (1.4) 
and, moreover, the matrix equation (1.2) displays all of our set theoretic informa- 
tion in an exceedingly compact form. 
Special cases of the matrix equation (1.2) are of great importance in their own 
right. The most intensively investigated is the case in which we set t = n and let B 
denote the transpose of the matrix A. Then (1.2) becomes 
AXA "r= Y. (1.5) 
The matrix Y in (1.5) is now a symmetric matrix of order m and has in its (i, ]) 
position the sum of the indeterminates in the set intersection 
St N Sj (i, ] = 1 . . . . .  m). (1.6) 
The matrix Y in (1.5) is called the set intersection matrix defined by A and the 
matrix equation (1.5) is called the matrix equation o[ set intersections. 
In (1.5) we may set xl . . . . .  x, = 1 and then (1.5) reduces to the classical 
equation 
AA w= Y(1 . . . . .  1). (1.7) 
This equation has an extensive literature in the theory of block designi and 
related areas. But notice that the matrix Y(1 . . . . .  1) of (1.7) reveals only the 
cardinalities of the set intersections and no longer contains the full set intersection 
information of the matrix Y of (1.5). 
We remark that algebraic properties of the matrix equation (1.2) for matrices 
with elements in an arbitrary field F were first studied in [10]. The theory of set 
intersection matrices has been developed in [9, 11]. Important related forbidden 
configuration theorems are due to Anstee [2, 3]. 
Another instance of considerable interest arises in the special case in which we 
set t = n and let B denote the complement of the transpose of the matrix A. Then 
(1.2) becomes 
AXC "r= Y, (1.8) 
where 
A+C=I .  (1.9) 
Here J is the matrix of l 's  of size m by n. The matrix Y in (1.8) is of order m and 
has in its (i, ]) position the sum of the indeterminates in the set difference 
S, - S i (i, ] = 1 . . . . .  m) .  (1 .10)  
Note that in particular it follows that Y has O's in the m main diagonal positions. 
We call the matrix Y in (1.8) the set difference matrix defined by A and we call 
the matrix equation (1.8) the matrix equation of set differences. 
Much of the recent interest in set differences has been stimulated by the 
Marica-SchSnheim theorem [7]. This theorem asserts that if $1 . . . . .  S,, are m 
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distinct finite sets then the number of distinct differences Si - Sj (i, j = 1 . . . . .  m) is 
at least m. We recall that a line of a matrix designates either a row or a column of 
the matrix. We mention next the following refinement of the Marica-Sch/Snheim 
theorem due to Dayken and Lov~sz [5]. In the matrix equation of set differences 
(1.8) suppose that the incidence matrix A has distinct rows. Then for m >~2 the 
set difference matrix Y of order m contains m distinct nondiagonal elements with 
no two of the nondiagonal elements on a line. 
It is natural to attempt o extend these results to the more general matrix 
equation (1.2). In this regard Ahlswede and Daykin [1] have established the 
following generalization of the Marica-Sch/Snheim theorem. Suppose that in the 
matrix equation (1.2) the rows of the incidence matrix A are distinct and suppose 
further that the l 's  in each row of A cover all of the O's in some column of B. 
Then the matrix Y of size m by n contains at least m distinct elements. Baston [4] 
points out that this result may be sharpened slightly to require that the m distinct 
elements in Y occur in distinct rows of Y. 
2. A theorem concerning the mala'ix Y 
In the light of the preceding discussion we now state and prove the following 
theorem. 
"I'aeorem 2.1. Let A and 13 be (0, 1)-matrices of sizes m by t and t by n, 
respectively. Let x~ . . . . .  x, denote t independent indeterminates over the rational 
held Q and define 
X = diag[x~,. . . ,  x,]. (2.1) 
Form the matrix equation 
= V. (2.2) 
Suppose that the matrix Y of size m by n has rank m. Then Y contains m distinct 
nonzero elements, one in each of the m rows of Y. 
1~oi .  From each row of Y we form a set consisting of the distinct nonzero 
elements in that row. The matrix Y is of rank m and hence Y does not contain a 
row of O's. Thus we have a family of m nonempty sets X1 , . . . ,  Xm and each of 
these sets contains no more than n elements. Suppose now that every r of these 
sets contain in their union at least r distinct elements for r = 1 . . . . .  m. Then it 
follows from the well-known theorem of P. Hall [6, 8] that the m sets X1 . . . . .  Xm 
will contain a system of distinct representatives. This means that the matrix Y 
contains m distinct nonzero elements, one in each of the m rows of Y, as 
required. Hence it suffices to prove that every r rows of Y contain in their union 
at least r distinct nonzero elements. 
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Let us suppose the contrary. We denote by I", a submatrix of r rows of Y with 
the property that Yr contains fewer than r distinct nonzero elements. Here r is 
some fixed integer in the interval 1 ~< r ~< m. Let the distinct nonzero elements in 
I", be denoted by a~ . . . .  , as, where s < r. Suppose that the element o~ of I", occurs 
exactly e~i times in row ] of Yr- We form the following system of s linear 
homogeneous equations in the r 'unknowns' c~ . . . .  , Cr : 
ei lCl " [ - "  " " -~- ei,q = 0 (i = 1 , . . . ,  s). (2.3) 
This system has an integral solution with not all of the c i = 0 (j = 1 . . . . .  r). We let 
cl . . . . .  c, denote such an integral solution and write 
eilClOQ--I--' '  + e i ,c ,~ = 0 ( i=1  . . . . .  s). (2.4) 
We return to the matrix Yr and multiply row ] of Y ,  by q (j = 1 . . . . .  r). We call 
the resulting matrix Z~. Now it follows from (2.4) that all of the elements of Z~ 
sum to 0. But each o~ is a sum of certain of the indeterminates xl . . . . .  x, and this 
means that all terms of the form cixk in 2~ involving a particular indeterminate xk
must also sum to 0. 
We now look at the location of these terms within 7_~. It is clear from the matrix 
equation (2.2) that an indeterminate xk in Y is confined to a certain submatrix of 
Y and Xk appears in every position of this submatrix. (The possibility that xk does 
not appear in Y is not excluded.) An entirely similar situation holds concerning 
the location of all terms of the form qxk in 7_,, involving a particular indeterminate 
Xk. NOW we have noted that all such terms within Z~ sum to 0. But then the 
location of these terms within Zr implies that all such terms within a particular 
column of Z, must also sum to 0. Thus all of the column sums of 7_,, are 0. But 
this means that there is a dependence relation among the rows of I", and this 
contradicts the hypothesis that Y is of rank m. 
It would certainly be of interest o refine the preceding theorem along the lines 
of Daykin and Lov~tsz [5] and prove that the matrix Y contains m distinct 
elements with no two of the elements on a line. The following very simple 
example merely points out that such a refinement need not be valid for (1 , -1) -  
matrices: 
[-11 ll[X~lJl_O xO][ll -11]=[ xl+x2 -x~+x21 
L--XI-~-- X2 X1-JrX2 I" 
Dedication 
This paper is cordially dedicated to Emilie V. Haynsworth on the occasion of 
her retirement from Auburn University. 
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