Abstract-Dictionary learning has been widely used in many image processing tasks. In most of these methods, the number of basis vectors is either set by experience or coarsely evaluated empirically. In this paper, we propose a new scale adaptive dictionary learning framework, which jointly estimates suitable scales and corresponding atoms in an adaptive fashion according to the training data, without the need of prior information. We design an atom counting function and develop a reliable numerical scheme to solve the challenging optimization problem. Extensive experiments on texture and video data sets demonstrate quantitatively and visually that our method can estimate the scale, without damaging the sparse reconstruction ability.
I. INTRODUCTION
S PARSE dictionary learning [1] aims to construct dictionaries according to specific input visual data. It gives rise to sparse representation of images patches or video volumes using only a few atoms and has become very popular in these years as it can be employed in solving many image processing problems [2] - [7] .
A dictionary contains many atoms in general. Its scale is highly variable, ranging from hundreds to hundreds of thousands in different applications. Experienced developers need a few tryouts or fix it to a number s/he feels comfortable with. For example, in [1] , [5] , and [8] , the scale is set according to experience. In [9] , three different dictionary scales are tested.
In terms of scale determination, previous approaches are either time consuming or requiring extensive knowledge. It is especially inconvenient when dealing with applications that involve processing large-scale data or learning many dictionaries at the same time.
For example, in texture synthesis illustrated in Fig. 1 , texture data have different dictionary scales, which depend on how informative structures are. For the simple brick texture, 23 dictionary atoms are enough to describe structure variation. On the contrary, for the "crowd" image, its complex patterns lead to a dictionary with 189 atoms. These numbers are not intuitive for humans to be aware of. If the dictionary scale can be determined automatically during optimization, visual data can be processed effectively without needing extensive human experience or prior knowledge. A texture image and its patch dictionary constructed in [2] . The patches whose correlation is larger than 0.99 are marked with the same color.
It has also been found if the scale of a dictionary deviates much from what it should be, the resulting atoms may not be sufficiently informative or contain many similar or even repeated atoms. The latter case could slow down the testing procedure. An example in Fig. 2 demonstrates that the method of [2] could suffer from redundant atoms.
Bayesian sparse models [10] were developed aiming to learn dictionaries in a non-parametric way. Inferring dictionary scales is also achievable. But, as pointed out in [11] , these methods may not know whether the Bayesian model is appropriate or not for the data at hand. Further, they generally take heavy computational costs. Ramirez et al. [11] employed the Minimum Description Length (MDL) principle to estimate dictionary size using an enumeration scheme. It estimates all possible dictionary scales from one to the maximum value allowed. When the latent dictionary scale is large, this enumeration scheme is not that efficient. Moreover, both Bayesian sparse [10] and MDL [11] models cannot avoid identical and very similar atoms theoretically.
In this paper, we propose a Scale Adaptive Dictionary Learning (SADL) method. Unlike enumeration in MDL [11] , it is a unified framework to learn the sparse dictionary rep- resentation and determine the appropriate number of atoms simultaneously, which has a dissimilarity lower bound for any two atoms theoretically.
Our main contribution is threefold. First, we enable the learnt dictionary scale automatically adaptive to the input data by introducing Atom Indicator Vectors (AIVs) to describe the compactness of output atoms. Second, we prove that our model can lead to a compact dictionary with a nonzero atomwise distance lower bound. Third, we utilize the Multivariate Moreau Proximal Indicator (MMPI) penalty to solve for SADL efficiently. Our extensive experiments in different visual data manifest that our learnt dictionaries preserve good reconstruction ability and their scales are appropriate.
II. ANALYSIS AND FORMULATION
In this paper, matrices, vectors and sets are in bold capital, bold lower-cased and calligraphic fonts respectively. For a dictionary matrix D, d i denotes the i -th column (i.e., an atom) andd j denotes the j -th row.
Typical dictionary learning is formulated as
where λ is a regularization parameter. X = {x 1 , . . . , x n } is the training data set with sparse coefficients
is the data fitting term whereas α i 1 is sparsity regularization. The problem can be solved via alternatively solving for D and A. Dictionary D is restricted to a closed convex set D following the setting in [9] :
In Eq. (1) the size of the dictionary is a free parameter. Originated in the well known model selection criteria, such as AIC and BIC [12] , we introduce a model scale penalty. In signal processing, scale penalty is described by a row-sparse norm [13] . We alternatively make use of the corresponding response from A and define Atom Indicator Vectors (AIVs)
, where α i, j is the j th element of α i . It is illustrated in Fig. 3 . AIVs can measure the importance of individual basis with the count of zero elements. To utilize this clue, we update the original dictionary learning framework to
where k j =0 I( α j ) imposes dictionary scale penalty and μ is a balance parameter. The indicator function is defined as
It outputs 1 for non-zero vectors. Hence, the sum of the indicator functions for all AIV elements, expressed as k j =1 I( α j ), can represent the number of the atoms that are indeed used.
Note that we do not assume that a dictionary originally contains zero vectors. Instead, the objective function within Eq. (3) can automatically control the number of non-zero AIVs in optimization. The linear sparse representation can be adjusted in scale by penalizing k j =1 I( α j ). We name this method as Scale Adaptive Dictionary Learning (SADL). We note that previous model selection methods, such as AIC and BIC [12] , aim to compare models. They cannot directly estimate a scale.
A. Dictionary Compactness and Scale Adaptation
High dictionary compactness makes learnt atoms discriminative. There are approaches, such as [14] , that add extra discriminative terms to accomplish this goal. But these methods still pre-define the dictionary size, independently from the data at hand. Our framework can ideally capture this compactness property. We prove in what follows that it can avoid identical or very similar atoms in dictionary learning. We also show that the Euclidian distance between any two learnt atoms in our results has a nonzero lower bound. These conditions have never been discussed in this field. They are also not necessarily satisfied in prior models. 
where
. The proof is given in the Appendix. Theorem 1 indicates that when μ = 0, Eq. (3) degrades to the traditional dictionary learning model expressed in Eq. (1). Given a non-zero μ, Theorem 1 ensures a dissimilarity lower bound for any two atoms, making the learnt dictionary compact.
III. MULTIVARIATE MOREAU PROXIMAL INDICATOR
The objective function in Eq. (3) involves multivariate indicator terms I( α j ). We introduce a novel Multivariate Moreau Proximal Indicator (MMPI) penalty ϒ(a) to avail optimization. The MMPI penalty is defined as 
If ρ is sufficiently large, MMPI approaches the multivariate indicator function I( α j ). To facilitate description, we plot the penalty of ϒ ρ in 1D and 2D under different ρ in Fig. 4 . The peak gets sharper with a larger ρ. When ρ = 1000, ϒ ρ is nearly identical to the multivariate indicator function I.
With the MMPI penalty, we can optimize the problem with a suitable model scale. Also, the MMPI penalty is quite different from the Moreau proximal mapping discussed in [15] , which involves only univariate indicator functions whereas our MMPI is a multivariate model. We give in Lemma 1 the MMPI solution. That lemma enables optimization in a very nice form.
Lemma 1: The solution to the MMPI penalty ϒ ρ (a) in Eq. (5) is with the form
Proof: We discuss two situations.
• When t = 0 n , it equals to ρ a 2 2 .
• When t = 0 n , the optimum is reached when t = a. In this case,
IV. OPTIMIZATION
We approximate the multivariate indicator term I( α j ) by the MMPI penalty ϒ ρ ( α j ) in Eq. (3) and obtain function min
It now can be solved efficiently in a two-step scheme, which optimizes D and A alternatively. The two steps are referred to as dictionary update and dictionary selective sparse coding respectively.
A. Dictionary Update
Given the estimated A in the previous step, we solve
We resort to the classical first-order projected stochastic gradient descent algorithm [16] to compute D. It updates D iteratively. In each iteration,
where δ t is the gradient operator, and D represents the projector to refine the dictionary in set D.
B. Dictionary Adaptive Sparse Coding
With the estimated D in the above step, we minimize A by solving
According to the definition of ϒ ρ (·) in Eq. (5), we rewrite Eq. (9) as
We provide its equivalent formulation as
Similar to α j , t j is the corresponding row vector in T, and t j is the column vector. It holds that
Since there are two variables A and T in Eq. (11), we decompose the problem into two sub ones, both of which have closed form solutions.
1) Updating A:
We ignore the constant terms with respect to A in Eq. (11) . The objective function becomes
Functions for different i are independent. We thus solve each separately as
It is a combination of quadratic term and 1 sparse term, this formation can be solved by iterative shrinkage and thresholding method [17] efficiently.
2) Updating T:
We ignore the constant term with respect to T in Eq. (11) and solve
It can be decomposed to k independent functions with respect to index j . Without loss of generality, we discuss how the j th problem is solved, which is
It is a standard MMPI penalty, and can be directly solved via Lemma 1.
C. SADL Framework Summary
In summary, starting with a random D, we apply Algorithm 1. In the inner iteration of {A, T}, when the energy 
Algorithm 1 Scale Adaptive Dictionary Learning (SADL)
reaches its limit, the system terminates. The final dictionary consists of atoms {d * j |I( t * j ) = 1}. The scale is automatically adaptive to input visual data.
D. Analysis and Discussion

1) Convergence Analysis:
In Algorithm 1, we increase ρ gradually in iterations as shown in Fig. 5 . This scheme, compared to fixing ρ as a large value, warms up the optimization, and has the effect to pull results out of local minima.
According to Eq. (6), the distance between A and T reduces in iterations, whose upper-bound in t th iteration is
where ρ t is the value of ρ in the t th iteration. With improved A and T, D is updated until convergence.
2) Parameter Discussion: Parameter λ controls the sparsity. Its value is in 0.2 ∼ 0.3. Its empirical validation on visual data is presented below. μ is the regularization strength. Its effect is to exclude atoms that are least used in the training data. Even if its value is fixed, scale can still be automatically adaptive. Empirically, we set μ = 0.002 in our experiments.
V. EXPERIMENTS
We conduct extensive experiments to verify our model. In qualitative evaluate, we define "safe dictionary" and "85%-dictionary." Safe dictionaries are trained via the traditional method [1] , which are with double the number of atoms than those produced in our method. If our dictionaries are similarly effective as these safe ones, our learnt dictionary is regarded as complete. Meanwhile, we train dictionaries with 85% of the size determined by our method. We call them 85%-dictionaries. If reducing 15% of the atoms significantly increases sparse reconstruction errors, it is obvious that our estimated scale is very close to the lower bound that a dictionary needs to be with.
A. Evaluation on Synthetic Data
This experiment is to manifest that our proposed approximation algorithm solving Eq. (19) can be very similar in terms 
We randomly generate a dictionary D ∈ R 16×s and the sparse coefficients [α 1 , . . . , α n ] with 20% sparsity ratio, where n = 40000 and the dictionary scale s is chosen under different levels from 10 to 200. Our data are generated via
We compare the results produced using the two models under different dictionary scales s. We achieve the solution of Eq. (18) by exhaustively trying all possible scales and finding the best one that gives a small reconstruction error. The results are demonstrated in Table I . It shows that the results from the two models are close enough.
We compare our estimates with those of [11] and [10] with ground truth dictionary scales s ranging from 10 to 1600. The estimation errors are listed in Table III . It shows our estimates are generally more accurate in terms of scales.
Our solver performs favorably with regard to running time. This is because MDL [11] adopting enumeration takes heavy computation as the dictionary scale grows and BDL [10] has to repeatedly solve optimization problems. We list running time of the three methods on a PC (CPU 2.80GHz, RAM 2.96GB) in Table IV . Our method is more efficient due to much less iterations in optimization being performed.
B. Texture Experiments
Sparse representation is very useful in solving many textureinvolved problems, such as texture inpainting, synthesis, and classification [18] , [19] . We first use them to evaluate our method. In general, structure complexity of texture or the amount of information stored can be coarsely perceived. For example, in Fig. 6 , the left most texture is apparently less complex than the right most ones. So the dictionary size should increase accordingly. In our experiments, we resize texture images to 400 × 400 pixels. Patches in each image are regularly sampled with size 16 × 16 in an overlapping manner. We compare the resulting dictionary scales and conduct inpainting to evaluate our method. 
1) Performance With Different Starting Points:
We use a random dictionary for initialization. Experiments have been conducted to evaluate how sensitive our algorithm is to different starting points. For each texture in Fig. 6 , we randomly generate 100 different initial dictionaries, starting from which we produce our results. Statistics are listed in Table VI. 2) Parameter Setting: Two parameters λ and μ are allowed to vary in our method. We show how results are influenced in Tables VII and VIII. These statistics manifest that our method is not vastly sensitive to these parameters when they are reasonably set and thus can use fixed values in general. 
3) Scale Adaption Evaluation:
We apply our method to a set of texture images in Fig. 6 . Our experimental results manifest the intuition that the left-and right-most dictionary sizes vary a lot. For the simple brick texture, 23 basis vectors are enough to describe structure variation, as shown in Fig. 7 . For the flower image, the texture has more details. Its dictionary size accordingly increases to 76. Finally for the crowd texture, although its resolution is small, the many details lead to a dictionary with 189 atoms, complying with our visual intuition. For each texture, we have 10, 000 training patches; the average training time for each texture is 5.90 minutes.
In quantitative evaluation, we calculate and compare average sparse reconstruction errors 1 n n i=1 x − Dβ 2 2 for all the patches. They are listed in Table V . They indicate that our dictionaries are complete and their scales are close to the lower bounds that the dictionaries need to be with.
We have also experimented with a larger-scale texture dataset [20] , which contains 25 texture classes and 40 samples in each class. We index the texture class from 1 ∼ 25 and define 25 mix-texture class (MTC) sets where the i th MTC set includes all textures from class 1 ∼ i -that is, the i th MTC is a subset of (i + 1) th MTC. For each MTC, the number of training patches is fixed to 50000; all texture classes contribute equally to the samples. The estimated dictionary scales by our method are shown in Table II . With the increase of patch structure variety, our dictionary size grows from MTC 1 to 25 steadily.
The convergence is guaranteed in our method. In applying patch-based dictionary learning to texture images, the energy in Eq. (7) decreases quickly within a few iterations, as shown in Fig. 8 .
Non-parametric Bayesian dictionary learning (BDL) [10] can also estimate the dictionary scale as a byproduct. It is notable that the dictionary compactness cannot be guaranteed in this method. We compare BDL with our SADL framework on 7 textures on texture reconstruction based on dictionary learning. The code of BDL is provided by the authors. Default parameters are used. Initial atom number is set to 256. The compared result is shown in Table IX . Our estimated dictionary scales are much smaller. We also plot the reconstruction errors for texture in Fig. 10(a) . The reconstruction errors on 100 randomly selected patches are comparable. Fig. 10(b) shows a resulting dictionary by BDL. Our method can achieve smaller dictionary scale in comparison to BDL under comparable error reconstruction.
4) Texture Inpainting:
We visually compare the sparse reconstruction results in texture inpainting using our dictionaries and the safe dictionaries with double the number of atoms. Reconstruction coefficients of the damaged texture patches are computed via minimizing
where m is a mask vector to indicate whether a pixel is missing or not. The operator · is element-wise multiplication. The two methods produce almost identical results, as shown in Fig. 9 . When using dictionaries with scale 85% of our estimated ones [1] , the results are worse.
C. Human Action Recognition
Sparse dictionary learning was used in human action recognition [22] . We adopt the spatio-temporal interest point detector proposed by Dollar et al. [23] . The dense features are extracted following the procedures in [22] and [23] . Then samples of training and testing data are the extracted motion dense features in the video interest points. For those color dataset, we convert the RGB frame to gray scale one using [24] .
1) Scale Adaption Evaluation:
Our goal is to learn a human action dictionary from videos containing several actions. We use the KTH dataset [21] , containing six types of human actions (walking, jogging, running, boxing, hand waving, and hand clapping) in the outdoor and indoor environment. Traditionally, finding suitable dictionary scales need tryouts in this task.
A few examples are shown in Fig. 11 , selected from the 589 short sequences. We index the actions from 1 − 6. We define 6 mix-action video (MAV) sets similar to that for MTC: the i th MAV set includes all data for actions 1 ∼ i . The estimated dictionary scales using our method on the 6 MAV sets are listed in Table XI . The tendency of increasing scales complies with our understanding of information richness in the input data. As the training set grows, scale increasing speed slows down. It is because the added patches share some common information with previous ones.
In quantitative evaluation, given learnt dictionary D, we compare the average sparse reconstruction error 1 n n i=1 x − Dβ 2 2 for 1000 randomly selected motion features, where β i is the i th training sample x i 's sparse coefficients over D. The sparse reconstruction errors are listed in Table X. They also manifest that our results are complete and the estimated scales are suitable.
We again compare BDL with our SADL framework. The initial atom number for BDL is chosen as 2000 for MAV dictionaries. We tabulate the result in Table XII . Our method obtains more compact dictionaries.
2) Human Action Recognition: We implement the human action recognition framework of [22] , [25] . Following the standard procedures, we compute an action descriptor z i by the max pooling for the i th video. y i ∈ Y = {1, . . . , L} is the label for the i th data. Then given the training data {z i , y i }, a linear SVM is used to classify different human actions. We adopt the Leave-One-Out scheme. Our experiments are conducted on both the KTH dataset [21] and the Weizmann set [20] . The recognition accuracy using our learnt dictionaries, safe dictionaries, and 85%-dictionaries is given in Table XIII . It is noticeable that the recognition accuracy using our dictionary and the safe one is very close. When the 85%-dictionaries are used, the rates drop. The detailed recognition accuracies on our learned dictionaries, "safe dictionary" and "85%-dictionary" are illustrate in Fig. 12 , represented by confusion matrices. Confusion matrix is widely used in human action recognition to evaluate results considering different actions. The element in the i th row and j th column means the percentage of action i being classified into action j . A good result is expected to have diagonal elements close to 1.
D. Unusual Event Detection
We also demonstrate that unusual event detection can benefit from our SADL method. This task needs to learn normal event patterns. Then any incoming frame that is greatly deviated from these normal patterns is labeled as unusual. Learning a dictionary for each local region is a common choice. In our experiment, we resize each frame to 120 × 160 pixels with 12 × 16 regular patches. So each patch is with 10 × 10 pixels.
Obviously, scales of dictionaries in different regions cannot be identical, since normal event patterns vary from region to region. We extract motion features following that of [26] and learn a dictionary for each subregion. Unusual subregions are those with the reconstruction error larger than a threshold (0.2 in our experiments). When the number of unusual subregions in 3 consecutive frame exceeds 30, an unusual event is detected. We test our method on two datasets, i.e., UCSD Ped1 dataset [27] and Subway dataset [28] .
To demonstrate the scale adaption ability of our SADL method, we report our learnt dictionary scales in different subregions on the UCSD dataset in Fig. 13 . In regions containing tree structures, the motion pattern is mostly regular. Therefore, a small dictionary is enough. On the contrary, the road regions involve complex crowd motion, which requires large dictionaries.
We compare our SADL with traditional dictionary learning [9] that sets the same scale for all dictionaries for different subregions. For fairness, we test setting a variety of scales including 50, 100, 200, 400, and 800 for the dictionaries. We report the results on the Subway dataset in Table XIV . With automatic dictionary scale estimation, our method runs faster and yields the more accurate detection result. We also compare results on the UCSD Ped1 Dataset. We tune the threshold (number of unusual subregions) to plot the ROC curve, given in Fig. 14 .
These experiments show that scale adaptation for dictionary learning is important. If the assigned scale is lower than necessary, normal patterns may not be well represented, resulting in more false alarms. On other hand, an overly large dictionary may smoothly represent abnormal patterns, increasing ambiguity. Note that hand-tuning these scales for all regions is impossible. 
VI. CONCLUSION
We have presented a new model to automatically estimate the dictionary size during learning. It involves Atom Indicator Vectors (AIVs) to indicate if one basis is important or not by evaluating the responses. The final function is solved by approximating the novel dimension constraining term by a Multivariate Moreau Proximal Indicator (MMPI) penalty. We evaluate the effectiveness of our system using texture and human action examples. They indicate that our estimated dictionary scale is suitable. Our framework is general. It could possibly benefit many image processing and computer vision problems and helps save time and effort in finding correct scales. 
Proof: The objective function for our model in Eq. (18) consists of the following three parts, i.e.,
Here, E 1 (D, A) is the data fitting term, E 2 (A, D) is the sparseinducing term, and E 3 (A, D) is the dictionary scale penalty term. Suppose {D * , A * } is an optimal solution. We can construct another solution {D * , A + } as
We discuss the relationship between {D * , A * } and {D * , A + } with regard to the above three terms respectively. For the data fitting term, we have
where R i = j ∈ α * i, j d * j −x i , and is the index set excluding u and v. Moreover, Eq. (23) is equivalent to
Given vectors a and b, the following inequality holds. 
We can derive an inequality from the above three equations, written as
Given · 1 an element-wise operator, the sparse term can be written as
since the norm operator satisfies the triangle inequality
For the dictionary size penalty term, we have 
