Biodiversity and natural ecosystems are under pressure from a large range of drivers. In south eastern Australia these include periods of drought and occasional floods, increasing urbanisation pressures, changing land use patterns, altered fire frequency and regime, habitat loss and degradation, impacts of invasive species, etc. Detailed and reliable information about the spatial distribution of species provides critical information for effective conservation planning. In Victoria, Australia, this responsibility is held by the Department of Sustainability and Environment, which maintains and curates a database of site records for species: the Victorian Biodiversity Atlas (VBA). Although this database is comprehensive and contains many records for numerous species, the information is provided in point form. This point data can be useful for some planning and management tasks, but does not provide an adequate view of distribution for all management purposes. By integrating known occurrences of species with environmental GIS data layers using statistical or machine learning algorithms, it is possible to build models and to predict the likelihood that the species may occur at particular locations across large landscapes. We have used the VBA to build species distribution models (SDMs) for 523 vertebrate fauna species across the whole state, providing predictive 'maps' that are available for use in various conservation planning activities. In this paper, we introduce and discuss the methods we developed and implemented for producing these models.
INTRODUCTION
Victoria's biodiversity provides critical ecosystem services (BES, 2010) , such as water purification, carbon storage for climate regulation, nutrient cycling, pollination of food crops and so on. However, Victoria's biodiversity and ecosystems are under pressure from a number of factors including droughts, floods, altered and fluctuating water regimes, increasing human population growth and urbanisation, land use change, altered fire regimes, invasive plants and animal species, and other drivers (BES, 2010; DSE, 2010) . Climate change will exacerbate these pressures, resulting in far reaching changes to species distribution and abundance, and ecosystem function (BES, 2010) .
Information on the spatial distributions of species is critical for both protecting the biodiversity and setting appropriate and achievable conservation priorities. Data on the distribution of plants and animals have been collected over many decades by public and Government agencies, and also by interested and keen private citizens. These records have been incorporated into the Victorian Biodiversity Atlas (VBA) and various databases that precede this current form. These datasets only hold the original point data, but do not provide information on locations where the species do not occur. Therefore, these data can be difficult to interpret directly for conservation planning. However, these data can be used together with environmental data to build distributional models, which can be extrapolated across the state to provide an estimate of the likelihood of suitable habitat. We have developed and tested several modelling strategies through many modelling experiments. We also used the best of these approaches to construct distributional models for 523 of Victoria's vertebrate fauna species. In this paper, we describe the strategy we have adopted to construct these models.
SPECIES DATA
Ideally data on species occurrences would all be derived from surveys that have been based upon rigorous statistical sampling design. However, this is the exception rather than the rule. The majority of data within the databases come from small scale studies and from opportunistic samples. Our data are from VBA, which includes records from surveys carried out by the researchers in Victoria Department of Sustainability and Environment, as well as data from university studies, external contractors, and members of the general public. As might be expected, there are some limitations when data from various sources are pooled (Graham et al., 2004) . Sources of error and bias include (Graham et al., 2004) : (1) Taxonomic identification error: This can be from incorrect identification as well as an incomplete or outdated taxonomic knowledge. To avoid such errors, a thorough knowledge of the taxonomic and systematic history of the group under study is needed and physical examination of the specimens is required. (2) Spatial error: This can be derived from many sources, but can often be detected by plotting the record points in the geographical and environmental spaces to detect outliers. This kind of error can be corrected by checking the specimens and the filed notes. The suspect records should be eliminated or down-weighted. (3) Collection bias in geographical space: We have more records near roads, towns and cities as well as accessible areas on public land. We have relatively very few records from freehold land, or from locations with steep or difficult terrain, very dense vegetation or remote areas. For species distribution modelling, spatial bias in the records may not be a problem if the data are not environmentally biased (Newbold, 2010) . Some studies have shown that museum records did not completely capture the environmental conditions inhabited by the target species (e.g. Hortal et al., 2008) . Other studies have shown that spatially biased museum record data are unrelated to major biases in environmental space (e.g. Kadmon et al., 2004; Newbold et al., 2009 ). (4) Presence-only data: As indicated above, biodiversity databases regularly contain a mixture of data from a variety of sources ranging from systematic surveys to incidental observations. It is very difficult to infer absence data. We therefore considered our data as presence-only, and pseudo-absence data (Graham et al., 2004) need to be created for some modelling techniques (including the one used in our work) requiring both presence and absence data.
We addressed these four issues in our work. The first two were dealt with by carefully checking the records and eliminating misleading data. The last two issues were dealt with by selecting pseudo-absences using targeted strategies which will be discussed later in this paper. The presence data for each species was split into two parts: training data (70%) and test data (30%). When the model is successfully evaluated with the test data, another model using all of the presence data is built to provide the predictions over the whole state.
ENVIRONMENTAL VARIABLES
The distribution of species in space and time is influenced by many drivers, including their environmental context. Theoretically a large number of environmental variables are potentially related to species distributions. While some variables may have direct effect on species distributions, others may only exert indirect effects. Understanding the main drivers shaping species geographic distributions is particularly important for species distribution modelling (Pulliam, 2000) . Spatial representations of environmental data have become easily accessible, however caution is required since it is important to only include variables that are ecologically relevant to the target species ). Primary drivers are related to environmental regimes of heat, moisture and nutrients (Franklin, 2009) , and these variables may have variable effects on species at different scales.
Though geographical coordinates (i.e. latitude and longitude) are not environmental variables directly, they can be used to account for some aspects of 1) historic accident, 2) founder effects, 3) species interactions, and 4) hidden or latent variables that may be to some degree spatially autocorrelated. For these reasons we have incorporated coordinates in SDM development (as in Ohse et al., 2009; Yen et al., 2011) .
In addition, remotely sensed data can also provide important information relevant to (current) species distributions. Some studies have demonstrated that including remotely sensed variables as predictors in SDMs improves their performance (e.g. Zimmermann et al., 2007) . This kind of data is especially related to current environment for the species.
For our work 24 explanatory variables were selected to develop models (Table 1) , and these were all represented at 30m×30m resolution. Three versions of spatial models (V1, V2 and V3 models) were developed for a range of anticipated uses. The V1 models only use the 12 bioclimatic, terrain and soil radiometric (BTSR) variables. The intention is to produce a model that extrapolates beyond the range of known geographic occurrence and predicts unoccupied but suitable habitat and/or potentially occupied but poorly surveyed habitat. Such a model could be used for designing new surveys for particular species or identifying potential translocation sites. V2 models used the same 12 BTSR variables however the x and y coordinates have also been supplied as additional independent variables. These models have been developed to predict the biophysically defined niche of the species, within its known geographic range and prior to habitat removal. Such models can be used to identify and select areas for habitat restoration and in conjunction with V3 models determine rough levels of habitat depletion. V3 models used all 24 variables, as predictors. The intention is to produce an accurate and contemporary distribution of the species. It is anticipated that V3 models would be used for systematic strategic and conservation planning and in support of the regulation of land-use and development.
MODELLING TECHNIQUE
There are many methods available to construct species distribution models, including statistical methods as well as machine-learning approaches, and both approaches are used widely for these tasks (see Elith et al., 2006) . Through comparison of 16 modelling techniques, these authors concluded that boosted regression trees (BRT) and Maxent are among the best methods. An additional machine-learning method developed by Breiman (2001) , random forest (RF), has also been used in species distribution modelling (e.g. Cutler et al., 2007; Liu et al., 2009; Williams et al, 2009; Stohlgren et al, 2010) . Through modelling and evaluation experiments we identified that models built with RF and BRT have similar levels of accuracy. We subsequently chose to use RF approach for computation and spatial application purposes.
RF is an ensemble learner, which consists of many (ntree) classification trees. A different bootstrap sample of the data is used to construct each tree. For each tree each node is split using the best among a subset (mtry) of predictors randomly chosen at that node, and the tree is grown to the largest extent possible without pruning (Liaw and Wiener, 2002) . When classifying a new point, the point is run through each of the trees of the forest, and each tree provides a classification. The forest chooses the classification having the most votes (across all trees in the forest) (Breiman and Cutler, Random forests, URL http://oz.berkeley.edu/users/breiman/RandomForests/cc_home.htm). RF consequently has two main parameters [the number of variables in the random subset at each node (mtry), and the number of trees in the forest (ntree)]. As a general rule, ntree should not be set to too small a number to ensure that every training point gets predicted at least a few times (Liaw and Wiener, 2002) . The software package provides default settings for these parameters (e.g. ntree = 500, and mtry = square root of the number of variables). Models are regularly robust to these values (Liaw and Wiener, 2002) , and our experiments confirm these findings.
BUILDING MODELS
For most fauna species databases provide no information about absences or when a species was not detected at a site. RF models require absence data, and we therefore created pseudo-absences for modeling purposes. There are several approaches to developing and selecting pseudo-absences. Two of these include (1) choosing points randomly from all the state; or (2) choosing points randomly from all the state but excluding the sites with known records. A third approach that we developed for our work was to use a model to filter the random points. This process built a profile model with only the true presence data to develop an environmental envelope for the species, and then selected a cut-off value to ensure 95% of the true presences are correctly predicted. Finally this model was applied to random points, and points predicted as presences were excluded while the remaining points were retained as pseudo-absences. For this project we used Mahalanobis distance (MD) to develop profile models. We compared the above three pseudo-absence selection methods with modelling experimentation and determined that the third approach outlined above performed much better than the other two processes. Table 1 . List of predictors used in developing each of the three different versions of SDMs. M e a n a n n u a l r a i n f a l l 1 , 2 , 3 2
Mean annual rainfall less mean annual evaporation 1,2,3 3
The highest temperature of any weekly maximum temperature 1,2,3 4
The lowest temperature (ºC) of any weekly minimum temperature 1,2,3 5
Log of altitude 1,2,3 6
Flow accumulation 1,2,3 7
Terrain Complexity Index 1,2,3 8
Shade relief at summer 1,2,3 9
Shade relief at winter 1,2,3 10
Ratio of the inverse radioelement count of Pottasium 1,2,3 and the radioelement count of Thorium 11
Ratio of the radioelement count of Thorium 1,2,3 and the radioelement count of Potassium 12
Ratio of the inverse radioelement count of Thorium 1,2,3 and the radioelement count of Potassium 13 Longitude 2,3 1 4 L a t i t u d e 2 , 3 15
Median Normalised Difference Wetness Index 3 derived from LANDSAT 7 TM of years 1989 -2005 16 Median Tasseled For V1 model, we first used the 12 BTSR variables to build a MD model, selected pseudo-absences from the environmental space which were outside of the 95% profile defined by this MD model, and built the V1 model using random forest with these pseudo-absences and presence data from the VBA.
For V2 model, we selected pseudo-absences from geographical space which were outside the 95% profile defined by the V1 model, and built the V2 model with these pseudo-absences and the presences.
For V3 model, we used the 10 remotely sensed variables to build a MD model, selected pseudo-absences from the geographical space which were within the 95% profile defined by this MD model and outside the 95% profile defined by the V2 model. Many approaches to forming SDMs use a large number of pseudo-absences in their modelling. The results from our modelling experiments clearly identified that this may not be a good strategy when using the random forest approach. We found that using the number of pseudo-absences ( 0 n ) a few times larger than the number of training presences ( 1 n ) provided better model performance. Specifically, we set 1 * 0 n k n = with 5 = k if 20 1 < n , and 2 = k otherwise.
MODEL EVALUATION
Model evaluation describes the processes required to justify the acceptance of a model for its intended purpose, and the choice of the evaluation strategy needs to be explicitly related to the subject and goals of modelling (Arajúo and Guisan, 2006) . Our primary purpose for building species distribution models was to predict the potential distributions of species, and therefore model generality or transferability (the ability of a model to predict independent events) must be evaluated.
If both presence and absence data are available, many accuracy measures can be used for model evaluation (see Liu et al., 2011 for a review) . Some researchers believe that the existing accuracy measures developed for presence/absence data (PA measures) cannot be used legitimately when absence data are not available (e.g. Boyce et al., 2002; Pearson et al., 2007; Peterson et al., 2008) . However others have considered that (at least) AUC [area under the receiver's operating characteristic (ROC) curve] can be used when absence data are replaced with random points (e.g. Phillips et al., 2009) . We proved theoretically and demonstrated through simulations that five existing accuracy measures including NPV (negative predictive value), PPV (positive predictive value), TSS (true skill statistic), MVDr (the maximum vertical distance from ROC curve to the diagonal line) and AUC can be used for within-species and but not among-species model comparisons.
We also investigated the behaviours of eight accuracy measures based on presence-only data (PO measures) and found that six including AUL (area under the lift curve), MVDl (the maximum vertical distance from lift curve to the diagonal line), MPA (minimal predicted area with pre-specified true positive rate), VDl (vertical distance from lift curve to the diagonal line), Lift and Se (sensitivity) can be used for both within-species and among-species model comparisons. However, it should be noted that different elements are being compared in these two different types of model comparisons. While the former compares the abilities of the models to distinguish true presences from true absences, the latter only compares the abilities of the models to distinguish true presences from random points. We also theoretically proved that within-species model comparisons with AUL, MVDl, VDl and Lift using PO data are equivalent to those with AUC, MVDr, VDr and PPV using PA data. Since PO measures can be used for model comparisons for both within-species and among-species, they (especially AUL, MVDl, VDl, Lift and Se) are preferred to PA measures when only presence data is available. Consequently we used these measures in our model evaluation.
THRESHOLD SELECTION
The species distribution modelling procedure used here produces continuous suitability predictions. These products need to be transformed into binary outputs using a threshold for both some model evaluation and for some particular applications. When both presence and absence data are available more than a dozen of threshold selection methods are available. Liu et al. (2005) compared 12 methods and recommended four including the method based on maximising the sum of sensitivity and specificity (
SSS max
). When absence data are not available, we also proved theoretically and demonstrated using simulations that SSS max is still a suitable method; however specificity is now apparent rather than true.
SSS max was used to threshold all models developed in this study.
STATE-WIDE PREDICTION
When the model is considered adequate after evaluation with the test data, all the presence data is used to build another MD profile model and a set of pseudo-absences is selected for use with this model. The number of pseudo-absences is determined using the same rule as previously mentioned. With these presences and pseudo-absences another RF model is built and is used to make the predictions over the whole state (i.e. at each of the 30m pixels). As this dataset is very large, customised parallel computing was developed to use a number of personal computers simultaneously to facilitate the production of spatial ouptuts. As an example, the three versions of models as well as the training data for the Brush-tailed Phascogale (Phascogale tapoatafa) are shown in Figure 1 
POTENTIAL APPLICATIONS
The product of our work, i.e. the predicted distributions for each species, can be used in various applications, which may include the following:
• Advice to various levels of government and associated agencies on the likelihood of the presence of habitat. This has direct applicability for land use planning and investment (high degree of spatial accuracy and credibility required). Anticipated contexts might be choosing between bids in environmental auctions, reserve design problems, trading and finding suitable offset sites for species. • Predicting habitat outside the known range of a species for threatened species survey, land-use planning, translocations and scenario planning. • Analyses of historic distributions for levels of habitat depletion, etc.
• Investigation, exploration and determination of specific concepts such as critical habitat, persistent habitat and thresholds / criteria for conservation actions. SDMs would be a primary input into such analyses. • Modelling invasive species and species that are not at equilibrium.
