A functional is elicitable (identifiable) if it is the unique minimiser (zero) of an expected scoring function (identification function). Elicitability and identifiability are essential for forecast ranking and validation, M -and Z-estimation, both possibly in a regression framework. To account for the set-valued nature of many interesting functionals such as quantiles, systemic risk measures or prediction intervals we introduce a theoretical framework of elicitability and identifiability of set-valued functionals. It distinguishes between exhaustive forecasts, being set-valued and aiming at correctly specifying the entire functional, and selective forecasts, content with solely specifying a single point in the correct functional. Uncovering the structural relation between the two corresponding notions of elicitability and identifiability, we establish that a set-valued functional can be either selectively elicitable or exhaustively elicitable. Notably, selections of quantiles such as the lower quantile turn out not to be elicitable in general. Applying these structural results to Vorob'ev quantiles of random sets, we establish their selective identifiability and exhaustive elicitability. In particular, we provide a mixture representation of elementary scores, leading the way to Murphy diagrams. Our paper is complemented by a comprehensive literature review elaborating on common practice in forecast evaluation of set-valued functionals.
Introduction 1.Elicitability and identifiability
A statistical functional T , such as a moment, a quantile, or a law-invariant risk measure, is called elicitable if it can be written as the unique minimiser of an expected loss or scoring function S : R × R → R, that is, T (F ) = arg min x S(x, y) dF (y) (Lambert, Pennock, & Shoham, 2008; Osband, 1985) . Such a scoring function, which incentivises truthful forecast from a risk-neutral forecaster, is called strictly consistent; see Subsection 2.1 for precise definitions. As such, the elicitability of a functional opens the way to meaningful forecast comparison (Gneiting, 2011a) which is closely related to comparative backtests in finance (Fissler, Ziegel, & Gneiting, 2016; Nolde & Ziegel, 2017) . Similarly, the elicitability of a functional is crucial for M -estimation and regression, such as quantile regression (Koenker, 2005; Koenker & Basset, 1978) or expectile regression (Newey & Powell, 1987) . The families of quantiles and expectiles are elicitable, and their most prominent members, the median and the mean, have the absolute error, S(x, y) = |x − y|, and the squared error, S(x, y) = |x − y| 2 , x, y ∈ R, as strictly consistent scoring functions, respectively. However, not all functionals are elicitable-the most prominent examples of non-elicitable functionals are variance and the quantitative risk measure Expected Shortfall. The reason behind their failure of having a strictly consistent scoring function roots in the fact that they do not possess the Convex Level Sets (CxLS) property. We say that a real-valued functional T satisfies the CxLS property if for any two distributions F 1 , F 2 with t := T (F 1 ) = T (F 2 ) it holds that their convex mixture has the same functional value, i.e., T ((1 − λ)F 0 + λF 1 ) = t where λ ∈ (0, 1). Osband (1985) was the first to show that the CxLS property is necessary for elicitability. Steinwart, Pasin, Williamson, and Zhang (2014) showed that, under appropriate regularity conditions, this condition is even sufficient for elicitability in case of onedimensional functionals. This importance was the reason that recently triggered a lot of interest in functionals with the CxLS property; see Delbaen, Bellini, Bignozzi, and Ziegel (2016) or Wang and Wei (2018) .
For multivariate functionals, such as a vector of different moments, the CxLS property continues to be necessary for elicitability, though sufficiency remains an open problem. Interestingly, non-elicitable functionals can be part of higher dimensional elicitable functionals. This has been known for the pair (mean, variance), while this result is relatively recent for the pair (quantile, Expected Shortfall) (Acerbi & Szekely, 2014; . One can also consider the identity functional, giving rise to probabilistic forecasts which are thought more informative than mere point forecasts. Traditionally, one uses a slightly different terminology in the context of probabilistic forecasts such that scoring functions are frequently referred to as scoring rules and consistency has the corresponding name of propriety. We refer the reader to Gneiting and Raftery (2007) for a comprehensive overview of probabilistic forecast evaluation.
Closely related to the notion of elicitability is the concept of identifiability. While the former is useful for forecast comparison or model selection, the latter aims at model and forecast validation or verification. For real-valued forecasts, a (strict) identification function V typically maps a forecast-observation pair (x, y) to the real number V (x, y) such that the expected identification function V (x, y) dF (y) vanishes (only) at the correctly specified forecast x = T (F ). Typical examples are V (x, y) = x − y for the mean or V (x, y) = 1{y ≤ x} − α, x, y ∈ R, for the α-quantile. In statistics and econometrics, identification functions are often called moment functions and give rise to the (generalised) method of moments (Newey & McFadden, 1994) or Z-estimation. A functional is called identifiable if it possesses a strict identification function. Steinwart et al. (2014) showed that for one-dimensional functionals, the CxLS property is not only equivalent to elicitability, but also to identifiability. For probabilistic forecasts, considering identification functions is akin to a goodness-of-fit analysis and, in particular, to assessing various notions of calibration with tools such as the probability integral transform (Gneiting, Balabdaoui, & Raftery, 2007) . For a discussion of identifiability and calibration in the context of assessing risk measures, we refer the reader to Davis (2016) and Nolde and Ziegel (2017) .
Set-valued functionals and novel contributions
The aim of the paper is to establish a thorough theoretical framework on how to define elicitability and identifiability of set-valued functionals. As outlined above, the literature on forecast evaluation has mainly focused on real-valued and vector-valued point forecasts as well as on probabilistic forecasts. While we could find various areas where forecasts of set-valued functionals are of interest (see Subsection 4 for a review), we are not aware of a comprehensive theoretical framework for the assessment of forecasts for set-valued functionals. Examples for set-valued functionals are manifold, e.g. various expectations or also quantiles of random sets (Molchanov, 2017) , where real-world examples of random sets might stem from climatology and meteorology (the area affected by a flood), reliability engineering (parts of a machine being affected by extreme heat) or medicine (tumorous tissue in the human body); cf. Bolin and Lindgren (2015) . But the observation does not necessarily need to be set-valued to arrive at an interesting set-valued functional. A vector of profits and losses of a financial system gives rise to set-valued systemic risk measures introduced in Feinstein, Rudloff, and Weber (2017) which specify the entire set of capital allocations adequate to render the system's risk acceptable. Still simpler is the problem of considering prediction intervals of real-valued quantities, or we might even follow option (ii) of the interesting discussion provided in Mizera (2010, p. 170) , and consider quantiles of random variables to be set-valued. That is, for some α ∈ [0, 1], the α-quantile q α is defined as
Section 2 formally introduces the notion of elicitability and identifiability for set-valued functionals. The key observation is that one should thoroughly distinguish whether one is interested in correctly specifying single points in the corresponding set-valued functional or if one is more ambitious and aims at correctly specifying the entire set. Mnemonically, we will label the former situation with the adjective selective, and we will use the term exhaustive to refer to the latter situation. Along with this distinction come two corresponding modes of elicitability and identifiability. Refining the classical result of the necessity of the convex level sets property for the elicitability of a functional (Proposition 2.10) leads the way to the main result of this article, Theorem 2.14: The two modes of elicitability are mutually exclusive-a set-valued functional is either selectively elicitable or exhaustively elicitable or not elicitable at all, subject to mild regularity conditions. This has several implications, e.g., quantiles of random variables are known to be selectively elicitable, thus failing to be exhaustively elicitable. Interestingly, also any selection of the quantile, such as the lower quantile, or Value at Risk in the risk management literature, is generally not elicitable; see Proposition 2.17 and the discussion thereafter. We dedicate Section 3 to a thorough discussion of Vorob'ev quantiles of random closed sets, and establish their exhaustive elicitability and selective identifiability. We close the paper with a comprehensive literature review on forecast evaluation for set-valued quantities, covering the fields of (spatial) statistics, machine learning, engineering, climatology and meteorology, and philosophy. This illustrates many interesting avenues for future research.
For a thorough discussion of elicitability and identifiability of set-valued systemic risk measures applying the theoretical framework of this paper, we refer the reader to Fissler, Hlavinová, and Rudloff (2019) where we establish selective identifiability results, exhaustive elicitability results and mixture representations of exhaustive scoring functions, leading to Murphy diagrams.
2 Two modes of elicitability and identifiability
Consistent scoring functions for point-valued functionals
We use the decision-theoretic framework described for example in Gneiting (2011a) ; cf. Savage (1971) , Osband (1985) , Lambert et al. (2008) , Fissler and Ziegel (2016, 2019) . Let (Ω, F, P) be some complete, atomless probability space rich enough to accommodate all random elements mentioned in the sequel. We consider a time series (Y t ) t∈N of observations of interest Y t taking values in some measurable space (O, O), called observation domain. Suppose there are m ∈ N different forecasters, where, at time point t − 1, each forecaster i ∈ {1, . . . , m} issues a one-step ahead forecast X i,t for time point t ∈ N, taking values in an action domain A, equipped with some σ-algebra A. Describing the evolving information of each forecaster i ∈ {1, . . . , m} in terms of a filtration (G i,t ) t∈N 0 and taking into account that the forecasts are non-anticipating, the time series Strähl and Ziegel (2017) . In order to rank and compare the different sequences of forecasts, one commonly evaluates the corresponding prediction-observation sequences (X i,t , Y t ) t∈N in terms of a loss or scoring function. This is a measurable map S : A × O → R * := (−∞, ∞] such that the prediction-observation pair (x, y) ∈ A × O is assigned the penalty S(x, y) ∈ R * . For A = O = R, standard examples are the squared loss S(x, y) = (x − y) 2 or the absolute loss S(x, y) = |x − y|. After N ≥ 1 time steps, the forecasters are ranked in terms of their realised scores
Invoking either a utility maximisation argument or a law of large numbers argument (under suitable mixing assumptions), each forecaster i has an incentive to minimise their expected realised score
. Hence, the optimal action, or Bayes-act, at each time point is given by
if the (conditional) expectations exist.
The choice of the scoring function might be justified by an economically meaningful interpretation as a cost function. Alternatively, a directive for an ideal forecast might be given in terms of some statistical property of F Yt|G i,t−1 , (the regular version of) the conditional distribution of Y t given G i,t−1 . Standard examples for such a property are the mean, some quantile, a risk-measure, or the probability distribution itself, giving rise to probabilistic forecasts. Mathematically speaking, the directive is given in terms of some functional T : M → A, which is commonly a map from M, a space of probability distributions or distribution functions on (O, O) containing the conditional distributions of the form F Yt|G i,t−1 , to the action domain A. In the latter setting, it is widely argued that the scoring function should incentivise truthful forecasts (Engelberg, Manski, & Williams, 2009; Murphy & Daan, 1985) in that S(T (F ), y)dF (y) ≤ S(x, y)dF (y) (2.2) for all distributions F ∈ M, for all x ∈ A, and where equality implies that x = T (F ). In line with we call a scoring function S strictly M-consistent for T : M → A if it satisfies (2.2), where we implicitly assume that E F [S(x, Y )] := S(x, y)dF (y) exists for all x ∈ A, F ∈ M and takes a value in R * . For the sake of brevity, we shall henceforth use the shorthandS(x, F ) := E F [S(x, Y )]. Following Lambert et al. (2008) and Gneiting (2011a) , we call a functional T : M → A elicitable if it possesses a strictly M-consistent scoring function.
Selective and exhaustive scoring functions
In the remainder of this paper, we shall mainly consider set-valued functionals. To unify notation, we assume that the functional takes the form
where W is some generic space. As illustrating examples, we recall and invoke various functionals of random sets, systemic risk measures, or the quantile of a real-valued random variable itself. We have mentioned that we will distinguish two modes of forecasts with the corresponding notions of scoring and identification functions. In decisiontheoretic terms, this means that we have two sensible choices for the action domain A:
(i) A = A sel ⊆ W : The elements of the action domain A sel representing possible forecasts are points in the space W . Truthful reporting means there are generally multiple best actions, namely all selections t ∈ T (F ) ⊆ A sel for F ∈ M. Mnemonically, we shall refer to A sel as a selective action domain. (ii) A = A exh ⊆ 2 W : The elements of the action domain A exh representing possible forecasts are subsets of the space W . Truthful reporting means there is a unique best action, namely the exhaustive functional T (F ) ∈ A exh for F ∈ M. Similarly, we shall refer to A exh as an exhaustive action domain.
As mentioned in the introduction, the two different choices of action domains lay claim to different levels of precision and ambition of the forecasts. For a certain functional T : M → 2 W , the connection between the choice of the selective action domain A sel ⊆ W and the exhaustive action domain A exh ⊆ 2 W will be specified if needed for a certain result, otherwise remaining unspecified. However, a sensible connection between the two choices we have in mind is
To allow for a rigorous treatment of forecast evaluation for set-valued functionals, we continue to use the dichotomy introduced above also for scoring functions evaluating forecasts for some set-valued functional T : M → 2 W .
Note that the strict consistency of a selective (exhaustive or selective) scoring function
. According to Gneiting and Raftery (2007) we call any two (selective or exhaustive) scoring functions S, S ′ : A × O → R equivalent if there is some λ > 0 and some function a : O → R such that S ′ (x, y) = λS(x, y) + a(y). It is immediate to see that this equivalence relation preserves M-consistency, and also strict M-consistency, subject to a being M-integrable. Along with the definitions of the two modes of consistency come two ways of defining elicitability.
If there is no risk of confusion, we shall drop the indices "sel" and "exh" to indicate the difference between selective and exhaustive interpretations, respectively.
For point-valued functionals such as the mean, the distinction between selective and exhaustive elicitability is obsolete, since any choice of an action domain leads to a unique best action. Hence, one is actually always in the exhaustive setting, and there is no point in mentioning this fact explicitly. Of course, we could identify a point-valued
Then clearly, the exhaustive and selective elicitability of T ′ are equivalent, and they are equivalent to the elicitability of T ; see Lemma 2.6.
While we are only aware of contributions to the literature which either consider the selective or the exhaustive interpretation (see Subsection 4), one novelty in the present paper is that we thoroughly study and compare these two alternative notions (see Subsection 2.4).
Selective and exhaustive identification functions
The notion of identifiability is closely connected to the notion of elicitability. Similarly to scoring functions, an identification function is a measurable map V : A × O → R where we again make the tacit assumption thatV (x, F ) := E F [V (x, F )] := V (x, y)dF (y) exists for all x ∈ A, F ∈ M with the additional assumption that the expectation be finite. Expectations of strictly consistent scoring functions are minimised by the correctly specified forecast for the functional at hand. Likewise, the set of zeros of the expectation of a strict identification function coincides with the correctly specified forecast for the functional at hand. Again, we make the distinction between selective and exhaustive identification functions to allow for a rigorous treatment of set-valued functionals.
In the literature about point-valued functionals, it has appeared to be appropriate to be a bit more flexible with the choice of the space the identification functions map to. In particular, Osband (1985) , Frongillo and Kash (2015) and suggest that the dimension of the identification function should coincide with the dimension of the forecasts. Indeed, statistical practice demands to evaluate the realised identification function, which can be seen as the counterpart of (2.1) upon replacing S with V . To this end, V needs to map to some linear space such as some functional space. Moreover, note that in order to define a property in the spirit of (2.5) or (2.6), it is not essential that the expected identification function attains a 0 at the correctly specified forecast (or an element thereof in the selective setting), but rather that it attains some predefined particular value(s)-the important requirement being that this value be identifiable in the common sense; see Fissler et al. (2019, Proposition 3.6 ) where a sort of generalised version of (selective) identifiability was introduced where the left-hand side of (2.5) is replaced by some more general statement.
Similarly to elicitability, when dealing with point-valued functionals, the distinction between selective and exhaustive identifiability is rather artificial and they essentially coincide; see Lemma 2.6.
Structural results
In this subsection, we gather structural relations between the notions of selective and exhaustive elicitability and identifiability, respectively. The first lemma, of which the proof is standard, basically states that these notions are equivalent for point-valued functionals.
The next lemma is concerned with selections of set-valued functionals. For a set W = ∅ and a set-valued functional
This suggests the question as to whether the selection can be elicitable (identifiable) at all, which the following proposition is concerned with.
However, any S ′ ∈ S ′ M fails to be strictly M-consistent for T . Hence, S M = ∅.
A common problem when applying Proposition 2.7 for practical purposes is that most characterisation results concerning the class of strictly consistent scoring functions assume regularity conditions on the scoring functions such as continuity or differentiability; cf. Table 1 in Gneiting (2011b) or Osband's Principle Osband, 1985) . Note that Proposition 2.17 establishes an alternative route to a similar result which does not rely on such a characterisation result of the class of strictly consistent scoring functions.
While for point-valued functionals mapping to A = R and satisfying sufficient regularity conditions, identifiability and elicitability are equivalent (Steinwart et al., 2014) , this is not always the case if one weakens the regularity conditions. (E.g., the lower α-quantile is elicitable relative to the class of strictly increasing distribution functions. However, it fails to be identifiable if some of the distributions are discontinuous in their α-quantile. On the other hand, the canonical scoring function S(x, y) = (1{y ≤ x} − α)(x − y) is still strictly consistent on that class. The discontinuity only implies that the expected scores are not differentiable.) A classical result dating back to the seminal work of Osband (1985) is that convex level sets (CxLS) of a functional are necessary both for elicitability and identifiability; see also Fissler and Ziegel (2019) for some refinements. Steinwart et al. (2014) showed that for point-valued functionals, the CxLS property is even sufficient for elicitability under some additional regularity conditions. Continuing with the consequent distinction between selective and exhaustive elicitability (identifiability) for set-valued functionals, we state the corresponding CxLS properties.
Definition 2.8. Let T : M → 2 W be a set-valued functional on some convex class of measures M, that is, for any F 0 , F 1 ∈ M and for any λ ∈ (0, 1) it holds that (1 − λ)F 0 + λF 1 ∈ M.
(i) T has the selective CxLS property if for any F 0 , F 1 ∈ M and λ ∈ (0, 1)
(ii) T has the selective CxLS* property if for any F 0 , F 1 ∈ M and λ ∈ (0, 1)
(iii) T has the exhaustive CxLS property if for any F 0 , F 1 ∈ M and λ ∈ (0, 1)
Note that the exhaustive CxLS property is the most common one in the literature, and the one used for point-valued functionals (Bellini & Bignozzi, 2015; Delbaen et al., 2016; Steinwart et al., 2014; Wang & Wei, 2018) . The selective CxLS property follows the one proposed in Gneiting (2011a) , while the selective CxLS* property is novel. However, it is noteworthy that the recent paper Brehmer and Strokorb (2019) introduced the notion of max-functionals. Using our notation, a real-valued functional T : M → R is called a max-functional if for any F 0 , F 1 ∈ M and λ ∈ (0, 1) The second point of Lemma 2.9 underpins why the distinction of the CxLS properties is obsolete for the point-valued case.
It is classical knowledge originating from the seminal work of Osband (1985) that the exhaustive CxLS property is necessary for exhaustive elicitability and exhaustive identifiability, and that the selective CxLS property is necessary for selective elicitability and selective identifiability. What is novel is that the selective CxLS* property is necessary for selective elicitability. Proof. Let F 0 , F 1 ∈ M, λ ∈ (0, 1) and define F λ = (1−λ)F 0 +λF 1 . Let S : A sel ×O → R * be a strictly M-consistent selective scoring function for
due to the strict M-consistency of S. This implies that
The identity in (2.7) stems from the fact that the expected scoreS(·, ·) behaves "linearly" in its second argument, which is the integration measure. Again, invoking the strict Mconsistency of S, the assertion follows.
For our next result, we need to introduce a property which essentially excludes any degenerate cases of set-valued functionals, e.g. being singleton-valued. Proof. Assume S is a strictly M-consistent exhaustive scoring function for T . Let F, G ∈ M such that ∅ = T (G) T (F ). Then
For any λ ∈ (0, 1) the selective CxLS* property implies that T ((1 − λ)F + λG) = T (G). Then there is a sufficiently small λ 0 ∈ (0, 1) such that
which violates the strict M-consistency.
Remark 2.13. Remarkably, the combination of the selective CxLS* property and the proper-subset property implies that there are F, G ∈ M with T (F ) = T (G) such that for all λ ∈ (0, 1) it holds that T ((1−λ)F +λG) ∈ {T (F ), T (G)}. That is, in our Theorem 2.12 we directly recover the condition of Theorem 3.3 in Brehmer and Strokorb (2019) . Even though their result is stated for real-valued functionals only, it immediately generalises to the set-valued case. Hence, the conclusions coincide in both instances implying that T fails to be (exhaustively) elicitable. Proposition 2.10 and Theorem 2.12 establish that the notion of selective and exhaustive elicitability are mutually exclusive under the mild proper-subset property.
Theorem 2.14 (Mutual exclusivity). Let M be a convex class of distributions and T : M → A exh ⊆ 2 A sel a set-valued functional with the proper-subset property. Then it holds that (i) if T is selectively elicitable, it is not exhaustively elicitable;
(ii) if T is exhaustively elicitable, it is not selectively elicitable.
Proof. Implication (i) is an immediate consequence of Proposition 2.10 and Theorem 2.12. Implication (ii) is merely the contraposition of (i).
This structural insight is an entirely novel and interesting result. It basically establishes that there are only three pairwise disjoint classes of set-valued functionals:
(1) The class of selectively elicitable functionals.
(2) The class of exhaustively elicitable functionals. (ii) If M is the class of distributions on R with finite support, then the mode functional is selectively elicitable on M with the strictly M-consistent selective scoring function S(x, y) = 1{x = y} (Gneiting, 2017; Heinrich, 2014) . Since the mode functional satisfies the proper-subset property on M, it also fails to be exhaustively elicitable on M. (Fissler, 2017; Gneiting, 2011a; Osband, 1985) . If T is not constant on M, then T − and T + also satisfy the proper-subset property, which means they violate the selective CxLS* property such that they are not selectively elicitable. Vice versa, if T + or T − satisfy the selective CxLS* property, then T or −T is a max-functional in the sense of Brehmer and Strokorb (2019) such that T (and −T ) is not elicitable unless it is constant, which recovers their Corollary 3.4.
(iv) In , the exhaustive elicitability of the set-valued systemic risk measures defined by Feinstein et al. (2017) has been established. The cash-invariance property of these risk measures implies that they satisfies the proper-subset property. This means that they cannot be selectively elicitable. (v) In Section 3 we establish that Vorob'ev quantiles of random sets are selectively identifiable and exhaustively elicitable. Under the additional mild proper-subset property, which is satisfied in a lot of settings, this means that Vorob'ev quantiles cannot be selectively elicitable.
Remark 2.16. It is worth noting the structural difference between elicitability and identifiability. While Theorem 2.12 carries over to exhaustive identifiability with an easy adaption of the proof,it does not seem to be possible to establish an analogon of Proposition 2.10 for selective identifiability due to possible cancellation effects. One can merely establish that selective identifiability implies the selective CxLS property. Therefore, it remains open if selective and exhaustive identifiability are mutually exclusive in the sense of Theorem 2.14.
Let us take another look at selections of selectively elicitable functionals T , such as the lower quantile if T is the quantile functional. Proposition 2.7 rules out the elicitability of such selections. However, the practical applicability of this result seems to be somewhat limited since one needs to know the class of all strictly consistent scoring functions for T and the corresponding selection. And these characterisation results typically impose regularity conditions on the scoring functions-if they are known at all. Interestingly, an argument similar to the one used in the proof of Theorem 2.12 leads to a result which rules out the elicitability of selections under very weak conditions on the functional. In particular, it dispenses with regularity conditions on scoring functions. In line with Bellini and Bignozzi (2015) we call a functional T from a convex class of distributions to some topological space A mixture-continuous if for any F 0 , F 1 ∈ F the map [0, 1] ∋ λ → T ((1 − λ)F 0 + λF 1 ) ∈ A is continuous. 
(2.8)
Then, any selection T sel : M → A of T fails to be elicitable and identifiable. In particular, if A is a space with a Fréchet topology, that is, if for any a, b ∈ A with a = b there is an open set U ⊆ A such that a ∈ U and b / ∈ U , then any selection T sel fails to be mixture-continuous.
Proof. Let T sel : F → A be a selection of T and suppose S : A × O → R * is a strictly M-consistent scoring function for T sel . Let F, G, H ∈ M satisfy (2.8) with t 1 = t 2 specified there. The selective CxLS* property implies that for any λ ∈ (0, 1) we have that t 1 = T sel ((1 − λ)F + λG) and t 2 = T sel ((1 − λ)F + λH). Then, for t 0 = T sel (F ) we have that t 0 = t 1 or t 0 = t 2 . Without loss of generality, assume t 0 = t 1 . The map γ : [0, 1] → A, λ → T sel ((1−λ)F +λG) is neither injective nor constant, such that Lemma B.1 in Fissler and Ziegel (2019) implies that T sel is not identifiable. Assume that there is a strictly M-consistent scoring function S for T sel . This implies that for all λ ∈ (0, 1)
This contradicts the elementary fact that the map [0, 1] ∋ λ →S(t 0 , (1 − λ)F + λG) − S(t 1 , (1 − λ)F + λG) is continuous (and even affine), which rules out the elicitability of T sel . Finally, if A has a Fréchet topology, γ is not continuous, which shows that T sel is not mixture-continuous. Indeed, let U ⊂ A be an open set such that t 0 ∈ U , but t 1 / ∈ U .
We would like to emphasise that the mere failure of mixture-continuity of T sel does not rule out its elicitability. Indeed, Proposition 2.2 in Fissler and Ziegel (2019) (cf. Proposition 3.4 in Bellini and Bignozzi (2015) ) only rules out the existence of a continuous strictly consistent scoring function for T sel .
Furthermore, we would like to remark that the α-quantile satisfies the condition at (2.8) if the class M is reasonably large, e.g. contains all distributions with finite support. Therefore, Proposition 2.17 rules out the elicitability of any selection of the quantile on such classes, e.g. the lower quantile or the selection introduced in the recent preprint Aronow and Lee (2018) .
3 Vorob'ev quantiles As Azzimonti, Ginsbourger, Chevalier, Bect, and Richet (2018) point out, the "problem of estimating the set of inputs that leads a system to a particular behavior is common in many applications", and they explicitly mention the fields of reliability engineering and climatology (see references therein). In such a context, the quantity of interest is a random set Y. This set could specify the region of a blackout in a country, the area affected by an avalanche in the mountains or tumorous tissue in the human body. In many situations such as extreme weather events, e.g. floods, storms or heatwaves, the random set Y is specified in terms of an excursion set {z ∈ R d | ξ z ≥ t}, t ∈ R, of some random field (ξ z ) z∈R d . Functionals of interest are various expectations of Y as described in the comprehensive textbook Molchanov (2017) , notably, the Vorob'ev expectation (Chevalier, Ginsbourger, Bect, & Molchanov, 2013) , the distance average expectation (Azzimonti, Bect, Chevalier, & Ginsbourger, 2016) and conservative estimates based on Vorob'ev quantiles (Azzimonti et al., 2018) .
In this section, we shall focus on Vorob'ev quantiles and shall notably establish exhaustive elicitability results and related selective identifiability results under reasonable conditions. In that respect, it generalises and extends the known result that the symmetric difference in measure is an exhaustive consistent scoring function for the median; see Proposition 2.2.8 in Molchanov (2017) and below for details.
To settle some notation, we work again on some suitable probability space (Ω, F, P). Let E be some generic separable Banach space equipped with its Borel σ-algebra, with the Euclidean space as a leading example. Let µ be some σ-finite non-negative reference measure on E and let U be the family of closed subsets of E. We shall use the convention to denote any subset of E with a capital latin letter, with the additional distinction that a random set will be denoted with a bold capital letter.
In decision-theoretic terminology, that means that our observation domain O coincides with U. In line with Definition 3.1 and following Chapter 1 in Molchanov (2017) , we equip U with the σ-algebra generated by the family B(U) := {U ∈ U : U ∩K = ∅, K ∈ K} where K is the collection of all compact subsets of E. Consequently, we shall identify the distribution F Y of a random closed set Y with its capacity functional. That is, we set
As before, let M denote some generic class of distributions K → [0, 1]. While F Y characterises the whole (joint) distribution of a random closed set Y, its restriction to singletons, in some sense, specifies the marginal distributions of Y. This restriction is called coverage function p Y : E → [0, 1] and is formally defined as
Finally, we can define the Vorob'ev quantiles of closed random sets. 
As p Y is an upper semicontinuous function (Molchanov, 2017) , Q α (Y) is a closed set in E. Therefore, in a decision-theoretic terminology, we set the exhaustive action domain to be U and the selective action domain to be E. Moreover, for further reference, define the sets
Note that the measurability of these sets is implied by the upper-semicontinuity (and thus measurability) of p Y . It goes without saying that the quantities Q α , Q > α and Q = α are functionals in that they only depend on the distribution F Y of a random closed set Y, and, a fortiori, on its coverage function p Y . Therefore, we shall consider them as maps defined on some generic selection of distributions M.
Proposition 2.2.8 in Molchanov (2017) establishes that the symmetric difference in measure
is an M-consistent exhaustive scoring function for the Vorob'ev median Q 1/2 (Y) : M → U. Other Vorob'ev quantiles solve a restricted minimisation problem; see Proposition 4 in Azzimonti et al. (2018) . More precisely, for α ∈ [0, 1], Q α = Q α (Y) it holds that
for all measurable sets M ⊆ E such that µ(M ) = µ(Q α ). To arrive at a consistent scoring function for a general α ∈ [0, 1], we first introduce a strict selective M-identification function for Q = α .
Proof. The proof follows directly from the definition of p Y .
This oriented strict M-identification function for Q = α turns out to be the main building block to construct an exhaustive M-consistent scoring function for Q α . The rationale is akin to the ones presented for the scalar case by , Dawid (2016) and the multivariate case in Fissler et al. (2019, Section 3.2) .
( 3.2) is an M-consistent exhaustive scoring function for Q α . More precisely, it holds that for all F ∈ M arg min
Proof. First note that-if we extend S α to the family of measurable subsets of E with finite measure-it holds that for any such D ⊆ E we have S α (X, Y ) = S α (D, Y ) whenever µ(X△D) = 0. Now, let X ∈ U 0 such that µ(X△D) = 0 for some measurable
Then, invoking Robbin's Theorem (Molchanov, 2017, Theorem 1.5.16) , it holds that for any M ∈ U 0 and any F ∈ M
where the last inequality follows from the orientation of V α . Moreover, the inequality is strict if and only if µ(Q
Then D is measurable and it can be easily verified that
Proposition 3.4 and in particular the equality at (3.3) exactly quantify by how much the score S α fails to be strictly consistent for Q α . Moreover, in contrast to the symmetric difference in measure at (3.1), the score S α at (3.2) assumes both negative and positive values in general. Imposing the normalisation condition that S α (Y, Y ) = 0 for all Y ∈ U which implies the non-negativity of S α , the score S α at (3.2) is equivalent to
Moreover, one can see that one really retrieves the symmetric difference in measure for α = 1/2. The following theorem states conditions for the strict consistency of S α . In the sequel we denote the closure of any set M ⊆ E with cl(M ) and its interior with int(M ). (i) For any u ∈ E the elementary score S α,u :
is a non-negative exhaustive M-consistent scoring function for Q α . (ii) Let π be a σ-finite non-negative measure on E. Then the map S α,π : U×U → [0, ∞],
Moreover, for any σ-finite positive measure π (that is, π assigns positive mass to all open non-empty sets) on E such that E F [π(Y)] < ∞ and π(Q α (F )) < ∞ for all F ∈ M, then the restriction of S α,π defined at (3.5) to the family U ′ : = {U ∈ U | U = cl(int(U ))} is a strictly M-consistent exhaustive scoring function for Q α .
To prove this theorem, we will need an auxiliary result that we introduce now.
Lemma 3.6. If for two sets A, B ⊆ E it holds that A = cl(int(A)) and B = cl(int(B)), then A△B = ∅ implies int(A△B) = ∅.
Proof. Let A, B as above and assume that there is some x ∈ A△B. Without loss of generality assume x ∈ A \ B. Since x ∈ A, there is a sequence (a n ) n∈N ⊆ int(A) converging to x. Moreover, since B is closed and x / ∈ B, there is some m ∈ N such that for all n ≥ m it holds that a n / ∈ B. Thus, for all n ≥ m we have a n ∈ int(A)
Since the interior of a set is the union of all its open subsets,
Proof of Theorem 3.5. The proof of (i) follows along the lines of the proof of Proposition 3.4 upon setting µ = δ u . Note that with this choice of µ, any set is of finite measure. (ii) is a direct consequence of the nonnegativity and consistency of S α,u (X, Y ). For (iii), let F ∈ M such that E F [π(Y)] < ∞ and note that for any M ∈ U ′ with π(M ) = ∞, we haveS α,π (M, F ) = ∞. Therefore it suffices to consider M ∈ U ′ with π(M ) < ∞ and one can invoke the equality at (3.3). If Q α (F ) is the topological closure of Q > α (F ), then X = Q α (F ) is the only closed set such that Q > α (F ) ⊆ X ⊆ Q α (F ). For any other closed set M ∈ U ′ we therefore obtain that X△M = ∅. This implies that int(X△M ) = ∅ and therefore, since π is positive, π(X△M ) > 0.
The orientation of the selective identification function V α directly implies order-sensitivity in the sense of Nau (1985) or Fissler and Ziegel (2019) with respect to the partial order induced by the subset relation.
Proposition 3.7. Let α ∈ [0, 1]. Then any exhaustive M-consistent scoring function S α,π for Q α of the form at (3.5) is order-sensitive. That means for any F ∈ M and for any A,
It is worth to explore further connections between mixture representation of consistent scoring functions established for Vorob'ev quantiles in Theorem 3.5 and the corresponding mixture representation in the one-dimensional case, which was introduced and discussed in Ehm, Gneiting, Jordan, and Krüger (2016) . Indeed, the elementary scores introduced there, 
As discussed in Example 2.15 (iv), the elicitability of q − α (Z) is equivalent to the exhaustive elicitability of [q − α (Z), ∞). One can easily check that for a positive measure H on R,
is a strictly consistent exhaustive scoring function for
. This retrieves the first condition in part (iii) of Theorem 3.5. Note that in the case of a one-dimensional quantile, the second condition is equivalent to q − α (Z) = q + α (Z), too. However, in the case of Vorob'ev quantiles it is more involved and does not follow from the first condition in general. This structural difference also highlights the importance of a thorough framework for dealing with set-valued functionals.
Another instance of such a mixture representation of a scoring function can be found in . There the functionals of interest are set-valued measures of systemic risk, taking values in the space of upper sets in R d , i.e. in P(R
A mixture representation of the scoring function opens the way to Murphy diagrams u → S α,u (X, Y ). Ehm et al. (2016) discuss the use of this powerful tool. In order to avoid the necessity of choosing a measure π, one instead considers the elementary scores at (3.4) over different values of the parameter u ∈ E. In the one-dimensional case discussed in Ehm et al. (2016) , one can easily visualise the expected values of the expected score differences graphically. With the possibly increasing dimensionality of E, the illustrative accessibility of this approach gets more involved. For an illustration of 2-dimensional Murphy diagrams, we refer the reader to .
Connections to forecast evaluation in the literature
We would like to close the paper with a comprehensive literature review of different practices of treating forecasts for set-valued functionals. We think that these various perspectives illustrate the advantage our unified theoretical framework on set-valued forecast evaluation, with the thorough distinction between a selective and an exhaustive mode, offers. At the same time, these perspectives offer numerous starting points for further research projects to uncover their behaviour in terms of the classification into selectively elicitable functionals, exhaustively elicitable functionals, and functionals failing to be elicitable at all.
Statistical forecast evaluation
While Lambert et al. (2008) only consider real-valued functionals where the distinction between selective and exhaustive scoring functions is superfluous, the influential paper Gneiting (2011a) treats functionals as potentially set-valued; cf. Bellini and Bignozzi (2015) . However, only the concept of selective scoring functions with the corresponding notion of (strict) consistency and elicitability are given. Presumably, the motivation for doing so was induced by the quantile-functional as one of the most prominent examples of a set-valued functional. To the best of our knowledge, forecasts for the quantile are exclusively considered in the selective sense (Gneiting, 2011b; Koenker, 2005; Komunjer, 2005) , in which they are elicitable. The reason for not considering them in the exhaustive sense might lie in the impossibility of establishing corresponding elicitability results, of which the first formal proof-to the best of our knowledge-is given in this paper.
On the other hand, the literature on evaluating prediction intervals considers reports for these functionals typically in the exhaustive sense, meaning that an interval is reported rather than a single point. Gneiting and Raftery (2007, Sections 6.2 and 9 .3) consider consistent exhaustive scores for the central (1 − α)-prediction interval. This basically amounts to a prediction for a pair of quantiles at the α/2-and (1 − α/2)-level. If one fixes a certain coverage of, say, 1 − α, this ansatz can be generalised to construct consistent scoring functions for a non-central (1 − α)-prediction interval of which the endpoints are specified in terms of quantiles at level β and β + 1 − α, where β ∈ (0, α). Schlag and van der Weele (2015) also consider exhaustive scoring functions for interval-valued predictions. However, they start with a certain scoring function of appeal to them and do not thoroughly characterise the functional which is elicited by this scoring function. Finally, we would like to refer the reader to Askanazi, Diebold, Schorheide, and Shin (2018) for a good overview of interval forecasts, who, however, mostly present impossibility results. While the complexity of reporting interval forecasts is quite modest and actually amounts to specifying a two-dimensional vector, our results, and in particular the mutual exclusivity result of Theorem 2.14, provide a novel insight in that there cannot be a scoring function R × R → R such that the expected score is minimised on an interval between two quantiles.
Statistical theory and risk measurement
Quantiles and expectiles (Newey & Powell, 1987) of univariate distributions are well known (selectively) elicitable functionals. In the risk measure literature, they are also common scalar risk measures. There are different competing attempts to generalise them to a multivariate setting. We refer the reader to two recent and insightful papers and the corresponding references therein: Hamel and Kostner (2018) introduce multivariate quantiles taking the form of convex sets, and Daouia and Paindaveine (2019) introduce hyperplane-valued multivariate M -quantiles with a particular focus on hyperplanevalued multivariate expectiles. For both approaches, it remains an intriguing open question whether these functionals are selectively elicitable, exhaustively elicitable or not elicitable at all.
Moreover, we would like to recall that in we have applied our newly established framework and have established exhaustive elicitability results and selective identifiability results for set-valued systemic risk measures introduced in Feinstein et al. (2017) .
Spatial statistics
As mentioned at the beginning of Section 3, estimating set-valued quantities is a common endeavour in spatial statistics. In that context, forecasts and estimates are commonly considered with what we call an exhaustive angle. Interesting open theoretical questions besides Vorob'ev quantiles are to consider other functionals, notably expectations, of random sets presented in the book Molchanov (2017) .
One area of particular interest in spatial statistics is meteorology and climatology. In these disciplines, forecast evaluation is more commonly known under the term forecast verification. We refer the reader to the comprehensive overview paper Dorninger et al. (2018) . Besides simply comparing a set-valued forecast and a set-valued observation as outlined above, there are also more involved situations covered. E.g. acknowledging the spatio-temporal structure of many processes such as precipitation, one might evaluate probabilistic forecasts for the marginal distributions of the random field of interest at certain grid points, using the neighbourhood method (see Dorninger et al. (2018) for references). Assessing the entire joint distribution of the random field seems extremely ambitious and we are unaware of any verification method at the moment.
Regression and Machine Learning
Recent literature on isotonic regression embraces the idea of explicitly modelling functionals as set-valued; see Jordan, Mühlemann, and Ziegel (2019) and Mösching and Dümbgen (2019) , where the two papers consider these functionals in the selective sense. Kivaranovic, Johnson, and Leeb (2019) examine how to obtain prediction intervals with deep neural networks. In the area of machine learning, the recent paper Gao, Chen, Chenthamarakshan (2019) considers set-valued regression as well, however, considering finite sets only. The observations (or response variables) Y t are finite subsets of some label space S, which is assumed to be at most countably finite. Denoting the regressors with X t ∈ R p then they are interested in finding a function m : R p → {I | I ⊆ S, |I| < ∞} such that m(X t ) is reasonably close to Y t . However, they do not explicitly specify the loss function they use for the regression problem. In an orthogonal direction, Zaheer et al. (2017) consider the case of set-valued regressors rather than set-valued responses, which does not lead to the question of an appropriate choice of loss function with set-valued arguments.
Philosophy
Within a more philosophical strand of literature about credences, i.e., subjective probabilities of degrees of belief, Mayo-Wilson and Wheeler (2016) argue that imprecise cre-dences about the probability of a binary event can be represented as subsets of the unit interval [0, 1]; cf. Seidenfeld, Schervish, and Kadane (2012) . They consider numerical accuracy measures, being functions of the set-valued credence and the binary outcome. In this regard, they consider scoring functions taking sets as arguments. However, this ansatz is distinct from our focus since we consider forecasts for functionals which are inherently set-valued and dispense with a discussion of subjective probabilities, whereas they consider set-valued forecasts for a functional which is actually real-valued, namely the probability of a binary event.
