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Abstract
We show that the p-power maps in the first Hochschild cohomology
space of finite-dimensional selfinjective algebras over a field of prime char-
acteristic p commute with stable equivalences of Morita type on the sub-
group of classes represented by integrable derivations. We show, by giving
an example, that the p-power maps do not necessarily commute with arbi-
trary transfer maps in the Hochschild cohomology of symmetric algebras.
1 Introduction
Let k be a field of prime characteristic p. For symmetric k-algebras, it is shown
in [5] that the Gerstenhaber bracket in Hochschild cohomology commutes with
the transfer maps introduced in [7]. Zimmermann proved in [10] that the p-
power map on (the positive part of) Hochschild cohomology commutes with
derived equivalences. We show in this paper that the p-power map, restricted
to the classes of integrable derivations, commutes with stable equivalences of
Morita type between finite-dimensional selfinjective algebras. We also show, by
giving an example, that p-power maps need not commute with arbitrary transfer
maps in the Hochschild cohomology of symmetric algebras. To state our main
result, we use the following notation: let A be a finite-dimensional selfinjective
k-algebra. For r a positive integer, we denote by Autr(A[[t]]) the subgroup of
k[[t]]-algebra automorphism of A[[t]] which induce the identity on A[[t]]/trA[[t]].
If α ∈ Autr(A[[t]]), then there is a unique k[[t]]-linear map µ on A[[t]] such that
α(a) = a+ trµ(a) for all a ∈ A[[t]].
An easy verification (see Proposition 3.5) shows that the map µ¯ induced by µ
on the quotient A[[t]]/tA[[t]] ∼= A is a derivation; any such derivation is called
r -integrable. We denote by HH1r(A) the image in HH
1(A) of all r-integrable
derivations. Let A, B be finite-dimensional selfinjective k-algebras, M be an
A-B-bimodule and N a B-A-bimodule. Following Broue´ [2], we say thatM and
N induce a stable equivalence of Morita type between A and B if M , N are
finitely generated projective as left and right modules with the property that
M ⊗B N ∼= A⊕X for some projective A-A-bimodule X and N ⊗AM ∼= B ⊕ Y
for some projective B-B-bimodule Y . If A, B are symmetric then N can by
replaced by M∨.
Theorem 1.1. Let A,B be finite-dimensional selfinjective k-algebras with sep-
arable semisimple quotients, and let M , N be an A-B-bimodule, B-A-bimodule,
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respectively, inducing a stable equivalence of Morita type between A and B. For
any positive integer r, the p-power map sends HH1r(A) to HH
1
rp(A), and we have
a commutative diagram of maps
HH1r(A)
HH1rp(A)
HH1r(B)
HH1rp(B)
∼=
[p][p]
∼=
where the horizontal isomorphisms are induced by the functor N⊗A − ⊗AM ,
and where the vertical maps are the p-power maps.
In Section 2, we recall some basic results. In Section 3 we prove the main
results concerning r-integrable derivation that allow us to prove in Section 4 the
Theorem 1.1. In the last section we provide an example of when the p-power
map does not commute with a transfer map between the Hochschild cohomology
of two symmetric algebras.
2 Background
Let A be a finite-dimensional algebra over k. For any integer n ≥ 0 and any
A⊗kA
op-moduleM the Hochschild cohomology of degree n ofA with coefficients
in M is denoted by HHn(A;M) in particular HHn(A) = HHn(A;A). It is well
known that HH0(A) = Z(A) and HH1(A) is the space of derivations modulo
inner derivations. The direct sum
⊕
n≥0HH
n(A) is a Gerstenhaber algebra,
in particular HH1(A) is a Lie algebra. In addition, if the characteristic of k is
positive, there is a map [p] : HH1(A)→ HH1(A), called p-power map. This map
is induced by the map sending a derivation f to fp that is f composed p-times
with itself. Then HH1(A) endowed with the p-power becomes a restricted Lie
algebra. Let A[[t]] be the formal power series with coefficients in A. By [6, 2.1]
the canonical map A[[t]]→ A[[t]]/trA[[t]] induces an isomorphism
HHn(A[[t]];A[[t]]/trA[[t]]) ∼= HHn(A[[t]]/trA[[t]]). (1)
for all n ≥ 0 and r > 0. The following is well known:
Lemma 2.1. Let A be a finite-dimensional algebra over k and let A[[t]] be the
formal power series with coefficients in A. Then the multiplication in A[[t]]
induce a k[[t]]-algebra isomorphism k[[t]]⊗k A ∼= A[[t]].
Proof. The isomorphism sends
∑
i≥0 λit
i ⊗ a to
∑
i≥0 λiat
i where λi ∈ k and
a ∈ A. In order to show that this is an isomorphism, we construct its inverse
as follows: let
∑
i≥0 ait
i ∈ A[[t]] and let {ej}1≤j≤n be a k-basis of A. Write
ai =
∑n
j=1 µijej for every non-negative integer i where µij ∈ k. The inverse
map sends
∑
i≥0 ait
i to
∑n
j=1
(∑
i≥0 µijt
i ⊗ ej
)
.
Corollary 2.2. Let A be a finite-dimensional algebra over k and let r be a posi-
tive integer. Then the canonical map Z(A[[t]])→ Z(A[[t]]/trA[[t]]) is surjective.
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Let n be an integer. We recall that if
0 X Y Z 0
τ σ
is a short exact sequence of cochain complexes with differentials δ, ǫ, ζ re-
spectively, then this induces a long exact sequence
. . . Hn(X) Hn(Y ) Hn(Z) Hn+1(X) . . .
Hn(τ) Hn(σ) dn
depending functorially on the short exact sequence, where dn is called the
connecting homomorphism which is obtained in the following way: let z¯ =
z+ Im(ζn−1) ∈ Hn(Z) for some z ∈ Ker(ζn) ⊆ Zn. Since σ is surjective in each
degree there is y ∈ Y n such that σn(y) = z. Then ǫ(y) ∈ Y n+1 satisfies
σn+1(ǫn(y)) = ζn(σn(y)) = ζn(z) = 0 (2)
Hence ǫ(y) ∈ ker(σn+1) = Im(τn+1). Thus the is an x ∈ Xn+1 such that
τn+1(x) = ǫn(y). It is easy to check that x ∈ Ker(δn+1) and the class x¯ =
x+Im(δn) ∈ Hn+1(X) depends only in the class z¯ of z in Hn(Z). The connect-
ing homomorphism sends z¯ to x¯.
For the next two sections all the tensor products are over k unless otherwise
specified.
3 Integrable derivations of degree r
Definition 3.1. (cf. [8, 1.1]) Let A be a finite-dimensional k-algebra. A higher
derivation D of A is a sequence D = (Di)i≥0 of k-linear endomorphisms Di :
A→ A such that D0 = Id and Dn(ab) =
∑
i+j=nDi(a)Dj(b) for all n ≥ 1 and
all a, b ∈ A.
For a fixed positive integer r we denote by Autr(A[[t]]) the group of all k[[t]]-
algebra automorphism of A[[t]] which the induce the identity on A[[t]]/trA[[t]].
Clearly we have an inclusion Autr(A[[t]]) ⊆ Aut1(A[[t]]) for every r ≥ 1.
Following [8] any higher derivation D = (Di)i≥0 of A determines a unique
automorphism α ∈ Autr(A[[t]]) satisfying α(a) =
∑
i≥0Di(a)t
i for all a ∈ A
and vice versa. Note that any k[[t]]-ring endomorphism of A[[t]] is determined
by its restriction to A. We denote by Outr(A[[t]]) the image of the canonical
map ϕ : Autr(A[[t]])→ Out(A[[t]]) and by Der(A) the set of derivations over A.
Lemma 3.2. Let A be a finite-dimensional k-algebra. Let r be a positive integer.
Then Outr(A[[t]]) is the kernel of the canonical group homomorphism
ψ : Out(A[[t]])→ Out(A[[t]]/(trA[[t]])). (3)
Proof. Clearly Outr(A[[t]]) ⊆ Ker(ψ). Let α be a representative of an element in
the kernel of ψ. Then ψ(α) is given by conjugation with an invertible element
u¯ = u + trA[[t]] in A[[t]]/trA[[t]] where u ∈ A[[t]]. If we denote by A[[t]] =
A[[t]]/trA[[t]], since u¯ is invertible in A[[t]], we have A[[t]] = A[[t]]u¯. Then we
can lift it to A[[t]] = A[[t]]u+ trA[[t]]. By Nakayama’s Lemma we have A[[t]] =
3
A[[t]]u hence u is invertible. Consequently if we replace α by α composed with
the conjugation given by u−1 then the resulting automorphism is in the same
class as α and it induces the identity on A[[t]]/trA[[t]].
Slightly extending Matsumura [8] we have the following terminology:
Definition 3.3. Let A be a finite-dimensional k-algebra and let r be a positive
integer. A derivation D ∈ Der(A) is called r -integrable if there exists a higher
derivation D = (Di)i≥0 such that D0 = Id, Di = 0 for 1 ≤ i ≤ r − 1, and
D = Dr. We denote by Derr(A) the set of r-integrable derivations of A and by
Innr(A) the set of r-integrable which are inner.
It is easy to check that these are abelian groups, using Proposition 3.4.
Note that for r = 1 we have the usual notion of integrable derivation that is
integrable derivations are 1-integrable. We recall from [8, 1.5]:
Proposition 3.4. The set of higher derivation is a group with the product
defined on (4). In particular if we let D = (Di)i≥0 and D
′ = (D′i)i≥0 be two
higher derivations, then:
D ◦D′ =
( n∑
i=0
Di ◦D
′
n−i
)
n≥0
(4)
Proposition 3.5. Let A be a finite-dimensional k-algebra. Let r be a positive
integer, let α ∈ Autr(A[[t]]) and let µ : A[[t]]→ A[[t]] be the unique k[[t]]-linear
map such that α(a) = a+ trµ(a) for all a ∈ A[[t]]. Then the following hold:
(a) The map µ¯ : A ∼= A[[t]]/tA[[t]] → A ∼= A[[t]]/tA[[t]] induced by µ is a
derivation. In addition if α is an inner automorphism, then µ¯ = [d¯,−] for
some d¯ ∈ A; that is µ¯ is a inner derivation.
(b) The class of µ¯ ∈ HH1(A) depends only on the class of α ∈ Out(A[[t]]).
Proof. Let a, b ∈ A[[t]], since α is an automorphism we have α(ab) = ab+trµ(ab)
is equal to α(a)α(b) = ab+trµ(a)+trµ(b)+t2rµ(a)µ(b) hence we obtain µ(ab) =
aµ(b) + µ(a)b+ trµ(a)µ(b). Reducing modulo tr we have
µ(ab) = aµ(b) + µ(a)b (5)
hence µ¯ is a derivation on A.
Now suppose that α is an inner automorphism induced by conjugation by an
element c ∈ (A[[t]])× that is α(a) = cac−1. Since α induces the identity on
A[[t]]/trA[[t]] then taking the projection of α in A[[t]]/trA[[t]] we have c¯a¯c¯−1 = a¯,
that is c¯a¯ = a¯c¯ hence c¯ ∈ Z(A[[t]]/trA[[t]])×. Since the map Z(A[[t]]) →
Z(A[[t]]/trA[[t]]) is surjective then there is an element z ∈ Z(A)× such that
z¯ = c¯ hence such that cz−1 ∈ 1 + trA[[t]]. So if we replace c by cz−1 we have
c = 1+ trd for some d ∈ A[[t]]. If we take an a ∈ A[[t]] we have cac−1 = α(a) =
a+ trµ(a) hence ca = ac+ trµ(a)c, that is [c, a] = trµ(a)c. Now if we replace c
by 1 + trd and we divide by tr we obtain
[d, a] = µ(a) + trµ(a)d. (6)
Consequently [d¯, a¯] = µ¯(a¯) hence the result.
For the second part we let α1, α2 be two representatives in Out(A[[t]]) with
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induced derivations µ1, µ2. Since α1 ◦ α
−1
2 ∈ Inn(A[[t]]) then using Proposition
3.4 and first part of the Proposition we have that µ1 − µ2 ∈ Inn(A). Hence the
result.
An equivalent definition of r-integrable can be deduced from the following:
let α ∈ Autr(A[[t]]) and let a =
∑∞
i=0 ait
i. Then α(a) =
∑
i,n≥0Dn(ai)t
i+n =
a + tr
∑
k≥r
∑k
n,i≥1,i+n=kDn(ai)t
r−i−n since Di = 0 for 1 ≤ i ≤ r − 1. Hence
we can write α as α(a) = a+trµ(a) where µ is an linear endomorphism of A[[t]].
From Proposition 3.5 the map µ¯ : A → A induced by µ is a derivation over A,
in fact, µ¯ is exactly Dr. Hence a derivation D on A is r-integrable if there is
an algebra automorphism of A[[t]], say α, and a k[[t]]-linear endomorphism µ of
A[[t]] such that α(a) = a+ trµ(a) for all a ∈ A[[t]] and such that D is equal to
the map µ¯ induced by µ on A ∼= A[[t]]/tA[[t]].
Proposition 3.6. Let A be a finite-dimensional k-algebra and let α ∈ Aut1(A[[t]]).
Let (Di)i≥0 be a higher derivation satisfying α(a) =
∑
i≥0Di(a)t
i for a ∈
A. The map that sends α to
∑
i≥0Dit
i induces a group homomorphism φ :
Aut1(A[[t]])→ (Endk(A)[[t]])
×.
Proof. Let β ∈ Aut1(A[[t]]). For l ≥ 0 let El ∈ Endk(A) such that β(a) =∑
l≥0El(a)t
l. For all a ∈ A let {ej}1≤j≤n be a k-basis of A. For every i ≥ 0
define µij : A→ k such that Di(a) =
∑n
j=1 µij(a)ej where a ∈ A. On one side
we have:
(β ◦ α)(a) = β
(∑
i≥0
Di(a)t
i
)
=
n∑
j=1
β
(∑
i≥0
µij(a)t
iej
)
=
n∑
j=1
∑
i≥0
µij(a)t
iβ(ej) =
∑
l≥0
∑
i≥0
n∑
j=1
µij(a)El(ej)t
i+l
(7)
where the third equation holds since β is an automorphism over k[[t]]. If we fix
a degree m ∈ N we have
∑
l,i
i+l=m
n∑
j=1
µij(a)El(ej)t
i+l =
∑
l,i
i+l=m
El(
n∑
j=1
µij(a)ej)t
m
=
∑
l,i
i+l=m
El(Di(a))t
m
(8)
Hence φ(β ◦α) in degree m is equal to
∑
i,l≥0
i+l=m
El ◦Dit
m. This is clearly equal
to the coefficient at tm of φ(β)φ(α).
Definition 3.7. Let A be a finite-dimensional k-algebra. Let r be a positive
integer then by HH1r(A) we denote the quotient Derr(A)/Innr(A).
Clearly HH1r(A) can be identified with a subgroup of HH
1(A).
Proposition 3.8. Let A be a finite-dimensional algebra over k. Let r be a
positive integer and let α ∈ Autr(A[[t]]) . Let µ the unique k[[t]]-linear map
on A[[t]] such that α(a) = a + trµ(a) for all a ∈ A[[t]]. We denote by µ¯ the
derivation induced on A by µ.
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(a) The derivation µ¯ is inner if and only if α induces an inner automorphism
in A[[t]]/tr+1A[[t]].
(b) We have the following short exact sequence of groups:
1 Outr+1(A[[t]]) Outr(A[[t]]) HH1r (A) 1
Proof. Let assume that µ¯ is inner derivation so µ¯ = [d¯,−] for some d ∈ A[[t]].
We can take c = 1+ trd as in the proof of Proposition 3.5. Then from Equation
6 we can choose τ(a) = −µ(a)d so we have [d, a] = µ(a) − trτ(a) and since
c = 1 + trd then
[c, a] = [1 + trd, a] = tr[d, a] (9)
So [c, a] = tr[d, a] = trµ(a) − t2rτ(a). Hence trµ(a) = [c, a] + t2rτ(a). Conse-
quently cac−1 = a+trµ(a)c−1−t2rτ(a)c−1. Using the fact that α(a) = a+trµ(a)
it follows that α(a) − cac−1 = trµ(a)(1 − c−1) + t2rτ(a)c−1. Since c belongs
to 1 + trA[[t]], we have c−1 ∈ 1 + trA[[t]] hence 1 − c−1 ∈ trA[[t]]. This shows
that α(a) − cac−1 ∈ t2rA[[t]] ⊂ tr+1A[[t]]. Consequently α induces an inner
automorphism on A[[t]]/tr+1A[[t]].
Conversely, suppose that α acts as an inner automorphism on A[[t]]/tr+1A[[t]].
Using the same argument as in Lemma 3.2 we may assume that α acts as iden-
tity on A[[t]]/tr+1A[[t]] hence it induces an inner derivation on A[[t]]/tr+1A[[t]].
Hence we can assume α such that α ∈ Autr+1(A[[t]]) . Hence α(a) = a +
tr+1µ′(a) for some µ′(a) ∈ A[[t]], which gives the equality µ(a) = tµ′(a). Con-
sequently we have that µ induces the zero map on A.
For the second part let β ∈ Autr(A) such that β(a) = a+t
rν(a) for all a ∈ A[[t]]
and for some linear morphism ν on A[[t]]. From Proposition 3.4 and Proposition
3.5 we have that the class determined by β◦α in HH1(A) is the class determined
by µ¯+ ν¯.
A way to understand the action of the p-power map on the integrable
derivations is by studying it on Aut1(A[[t]]) and then using the homomorphism
φ : Aut1(A[[t]])→ (Endk(A)[[t]])
×.
Proposition 3.9. Let D be a higher derivation and let l, n be positive integers.
The term at tl in
(∑
i≥0Dit
i
)n
is equal to
l∑
c=1
(
n
c
) ∑
i1,...ic≥1
i1+···+ic=l
c∏
j=1
Dij (10)
Proof. The term at tl in
(∑
i≥0Dit
i
)n
is given by
∑
i1,...,in≥0
i1+···+in=l
n∏
j=1
Dij . (11)
Let c be a positive integer. Then for each c-tuple (i′1, i
′
2, . . . , i
′
c) which has non-
zero components and such that
∑c
j=1 i
′
j = l, there are
(
n
c
)
different n-tuples
(i1, i2, . . . , in) which have the c non-zero components of the c-tuple (i
′
1, i
′
2, . . . , i
′
c)
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and rest equal to zero. Since D0 = Id then
∏n
j=1Dij =
∏c
j=1Di′j . For a fixed
c the Equation (11) is given by
(
n
c
)∑
i1,...ic≥1
i1+···+ic=l
∏c
j=1Dij . If we sum over all c
we have the result.
Corollary 3.10. Let A be a finite-dimensional k-algebra and let α ∈ Autr(A[[t]])
for some positive integer r. Then αp ∈ Autrp(A[[t]]). The p-power map sends
HH1r(A) to HH
1
rp(A), and Outr(A[[t]]) to Outrp(A[[t]]) and we have a commu-
tative diagram
Outr(A[[t]])
HH1r(A)
Outrp(A[[t]])
HH1rp(A)
( )p
[p]
where the vertical maps are from Proposition 3.8 (b), ( )p is the p-fold com-
position and [p] is the p-power map.
Proof. Let α ∈ Autr(A[[t]]) and let Dr the derivation in Derr(A). Let D
′ be the
higher derivation associated to αp. Using Proposition 3.9, in degree l ≤ p − 1
we have:
l∑
c=1
(
p
c
) ∑
i1,...ic≥1
i1+···+ic=l
c∏
j=1
Dij t
l = 0 (12)
since the binomial coefficient give us multiples of p. For l ≥ p
l∑
c=1
(
p
c
) ∑
i1,...ic≥1
i1+···+ic=l
c∏
j=1
Dij t
l =
∑
i1,...ip≥1
i1+···+ip=l
c∏
j=1
Dij t
l (13)
Now we know that each Di is zero for i = 1, . . . , r − 1 so in order to have
an element different from zero we should impose that each ij be at least r.
Therefore the sum i1 + · · · + ip = rp that is l = rp hence the first non-zero
coefficient is Dpr . Consequently the diagram commutes.
4 A cohomological interpretation of r-integrable
derivations
Integrable derivation can also being interpreted using a cohomological point of
view. Starting from the short exact sequence of A[[t]]-A[[t]]-bimodules:
0 A[[t]] A[[t]] A[[t]]/trA[[t]] 0
tr
after dividing by tA[[t]] and twisting on the right by the automorphism
α ∈ Autr(A[[t]]) we obtain the short exact sequence:
7
0 A[[t]]/tA[[t]] (A[[t]]/tr+1A[[t]])α A[[t]]/t
rA[[t]] 0
tr
since α induces the identity on A[[t]]/trA[[t]] hence also on A[[t]]/tA[[t]].
The following proposition is an adaptation of [6, 4.1] to the situation under
consideration.
Proposition 4.1. Let A be a finite-dimensional algebra over k. Set Aˆ = A[[t]]
and set Aˆe = Aˆ ⊗k[[t]] Aˆ
op. Let α ∈ Autr(Aˆ). Let r a positive integer and let
µ : A → A be the unique linear map satisfying α(a) = a + trµ(a). Let P be a
projective resolution of Aˆ as Aˆe-module. Applying the functor HomAˆ(P,−) to
the exact sequence of Aˆe-modules
0 Aˆ/tAˆ (Aˆ/tr+1Aˆ)α Aˆ/t
rAˆ 0
tr
yields a short exact sequence of cochain complexes
0 HomAˆe(P,A) HomAˆe(P, (Aˆ/t
r+1Aˆ)α) HomAˆe(P, Aˆ/t
rAˆ) 0
tr
The first non trivial connecting homomorphism can be identified with a map
EndAˆe(Aˆ/t
rAˆ)→ HH1(A) (14)
and this map sends IdAˆ/trAˆ to the class of the derivation induced by µ on A.
Proof. We take as a projective resolution the bar resolution P of Aˆ where the
tensor products are over k[[t]]:
. . . Aˆ⊗n+2 Aˆ⊗n+1 . . .
δn
which is given by δn(a0⊗· · ·⊗an+1) =
∑n
i=0(−1)
ia0⊗· · ·⊗aiai+1⊗· · ·⊗an+1.
The last non-zero differential is the map δ1 : Aˆ
⊗3 → Aˆ⊗2 which sends a⊗ b⊗ c
to ab⊗ c− a⊗ bc for a, b, c ∈ Aˆ. We have the following identifications:
H0(HomAˆe(P, Aˆ/t
rAˆ)) = HH0(Aˆ, Aˆ/trAˆ)
∼= HH0(Aˆ/trAˆ) = EndAˆe(Aˆ/t
rAˆ)
(15)
The identity map in EndAˆe(Aˆ/t
rAˆ) corresponds to the homomorphism
ζ : Aˆ⊗k[[t]] Aˆ→ Aˆ/t
rAˆ
a⊗ b 7→ ζ(a⊗ b) = ab+ trAˆ
(16)
for all a, b ∈ A[[t]]. This lifts to an Aˆe-homomorphism
ζ¯ : Aˆ⊗k[[t]] Aˆ→ (Aˆ/t
r+1Aˆ)α
a⊗ b 7→ ζ¯(a⊗ b) = aα(b) + tr+1Aˆ
(17)
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for a, b ∈ Aˆ since α induces the identity on Aˆ/trAˆ.
Since ζ¯ ∈ HomAˆ(Aˆ⊗ Aˆ, (Aˆ/t
r+1Aˆ)α) we need to apply the first non-zero differ-
ential
ǫ : HomAˆe(Aˆ
⊗2, (Aˆ/tr+1Aˆ)α)→ HomAˆe(Aˆ
⊗3, (Aˆ/tr+1Aˆ)α) (18)
which is given by composing with −δ1. Hence in Aˆ/t
r+1Aˆ we have:
(−ζ¯ ◦ δ1)(a⊗ b⊗ c) = −ζ¯(ab⊗ c+ a⊗ bc) = −abα(c) + aα(bc)
= a(α(b)− b)α(c) = traµ(b)α(c).
(19)
for all a, b, c ∈ Aˆ. We observe that traµ(b)α(c)+ tr+1Aˆ ∈ Aˆ/tr+1Aˆ is the image,
under tr : Aˆ/tAˆ → (Aˆ/tr+1Aˆ)α, of the map ψ : Aˆ
⊗3 → Aˆ/tAˆ, that is we have
the following commutative diagram:
ˆ
A/tAˆ (
ˆ
A/tr+1Aˆ)α
Aˆ⊗3
tr
−ζ ◦ δ
ψ
where ψ sends a ⊗ b ⊗ c to aµ(b)α(c) + tAˆ which is equal to aµ(b)c+ tAˆ since
α(c)− c ∈ trAˆ ⊆ tAˆ. Consequently ψ induces a map ψ¯ : Aˆ⊗3 → A which sends
a¯⊗ b¯⊗ c¯ to a¯µ¯(b¯)c¯ that can be restricted to the map ψ¯ : A→ A that sends b¯ to
µ(b¯). Using (1) the result follows.
5 Proof of Theorem 1.1
The proof of Theorem 1.1 requires the following result, which is a variation of
[6, 5.1]:
Theorem 5.1. Let A,B be finite-dimensional selfinjective k-algebras with sep-
arable semisimple quotients. Let r be a positive integer and let M , N be an A-
B-bimodule, B-A bimodule, respectively, inducing a stable equivalence of Morita
type between A and B. Then for any α ∈ Autr(A[[t]]) there is β ∈ Autr(B[[t]])
such that α−1M [[t]] ∼= M [[t]]β as A[[t]]-B[[t]]-bimodules. This correspondence
induce a group isomorphism Outr(A[[t]]) ∼= Outr(B[[t]]) making the following
diagram commutative:
Outr(A[[t]])
HH1r (A)
Outr(B[[t]])
HH1r (B)
∼=
∼=
where the vertical maps are from Proposition 3.8 and the lower horizontal
isomorphism is induced by the functor N ⊗A −⊗A M
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Proof. By the Lemma [6, 4.2] we have that the upper horizontal map is a group
isomorphism. Let α ∈ Autr(A[[t]]), β ∈ Autr(B[[t]]) such that α−1M [[t]] ∼=
M [[t]]β as A[[t]]-B[[t]]-bimodules. We also have that α is such that α(a) = a+
trµ(a) for all a ∈ A[[t]] and β such that β(b) = b+trν(b) for all b ∈ B[[t]] for some
k[[t]]-linear endomorphisms µ, ν. We denote by µ¯ and ν¯ the classes in HH1r(A)
and HH1r(B) respectively determined by the canonical group homomorphism
Outr(A[[t]]) → HH
1(A) and Outr(B[[t]]) → HH
1(B). Set Mˆ = M [[t]]. By the
assumptions, tensoring byM yields a stable equivalence of Morita type between
A and B. In particular we have:
HH1(A) ∼= Ext1A⊗kBop(M,M)
∼= HH1(B) (20)
induced by the functors − ⊗A M and M ⊗B −. In addition since B[[t]] is
isomorphic to Nˆ ⊗A[[t]] Mˆ in the relatively k[[t]]-stable category of B[[t]] ⊗k[[t]]
B[[t]]op-modules, it follows that the isomorphism
HH1(A) ∼= HH1(B) (21)
given by the composition of the two previous isomorphisms is induced by the
functor N ⊗A − ⊗A M . The functors M ⊗B −, − ⊗A M also induce algebra
homomorphisms
EndAe(A)→ EndA⊗Bop(M)← EndBe(B) (22)
where Ae = A ⊗k A
op and similarly for Be. Tensoring the following two exact
sequence
0 A (A[[t]]/tr+1A[[t]])α A[[t]]/t
rA[[t]] 0
and
0 B (B[[t]]/tr+1B[[t]])α B[[t]]/t
rB[[t]] 0
by −⊗A[[t]] Mˆ and Mˆ ⊗B[[t]] − yields short exact sequences of the form
0 M α−1(M [[t]]/t
r+1M [[t]]) M 0
0 M (M [[t]]/tr+1M [[t]])β M 0
By the naturality properties of the connecting homomorphism and from the
description of µ¯, ν¯ in Proposition 4.1 the image of µ¯ ⊗ IdM and IdM ⊗ ν¯ in
Ext1A⊗kBop(M,M) are equal to the images of IdMˆ under the two connecting
homomorphisms
EndA⊗kBop(Mˆ)→ Ext
1
A⊗kBop
(M,M) (23)
obtained after applying the functor HomA[[t]]⊗B[[t]]op(Mˆ,−) to the short exact
sequences using the same identification used in Proposition 4.1. By the Lemma
[6, 4.3] the two exact sequences are equivalent, consequently the connecting ho-
momorphism are equal. Hence the two images of IdM coincide. This shows
that the group isomorphism HH1r(B)
∼= HH1r(A) induced by Outr(B[[t]])
∼=
Outr(A[[t]]) is equal to the one determined by the functor N ⊗A − ⊗A M .
Hence the result.
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Proof of Theorem 1.1. We show first that the following diagram commutes:
Outr(A[[t]])
Outrp(A[[t]])
Outr(B[[t]])
Outrp(B[[t]])
∼=
( )p( )p
∼=
where the horizontal maps are from Theorem 5.1 and the vertical maps are p-fold
compositions. Let α ∈ Autr(A[[t]]) and β ∈ Autr(B[[t]]) such that α−1M [[t]] ∼=
M [[t]]β . Let µ, ν be the unique linear maps on A[[t]] such that α(a) = a +
trµ(a) and β(b) = b + trν(b) respectively. By Corollary 3.10 we have αp ∈
Autrp(A[[t]]), β
p ∈ Autrp(A[[t]]) and also that the maps µ¯, ν¯, induced by µ, ν
on A, is sent under the p-power map to µ¯p and ν¯p respectively. Hence we have
the commutativity of the diagram above since α−pM [[t]] ∼= M [[t]]βp . Using the
commutative diagram above and Theorem 5.1 we have that the class of µ¯p is
sent though the isomorphism defined in Theorem 1.1 to the class of ν¯p. Hence
we have the commutativity of the diagram of the Theorem 1.1.
6 Example
The purpose of the following example is to show that p-power maps do not com-
mute in general with transfer maps in the Hochschild cohomology of symmetric
algebras.
Let H = {1, (123), (132)} ∼= C3 ≤ S3 and M = kS3 considered as a kS3-kC3
bimodule. By 〈−,−〉 we mean the standard bilinear form for the group algebra
kH . We choose {1, t = (12)} as set of representatives of S3/H . We note that
M is finitely generated and projective as a right kC3-module, since [G : H ] = 2,
so there exist xi ∈ HomkC3(kS3, kC3) with 1 ≤ i ≤ 2 such that for any x ∈ M ,
x =
∑
i xiϕi(x). Explicitly:
ϕ1(1) = 1, ϕ1((123)) = (123),
ϕ1((132)) = (132), ϕ1(g) = 0
(24)
for every other g ∈ G. Similarly we define:
ϕt(12) = 1, ϕt((13)) = (132), ϕt((23)) = (123), ϕt(g) = 0 (25)
for every other g ∈ G. Since C3 is commutative then HH
1(kC3) = Derk(kC3)
which is generated by {f0, f1, f2} such that f0((123)) = 1, f1((123)) = (123)
and f2((123)) = (132). In this case the explicit formula of the transfer map by
[5, 2.5] is given by:
trM (f) =
∑
h∈H
〈
h−1, f(ϕ1(a))
〉
h+
〈
h−1t, f(ϕt(a))
〉
th+
〈
h−1, f(ϕ1(at))
〉
ht+
〈
h−1, f(ϕt(at))
〉
tht
(26)
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where f ∈ Derk(kC3). In particular for a = (123) we have:
trM (f0)((123)) =
∑
h∈H
(〈
h−1, f0((123))
〉
+
〈
h, f0((132))
〉)
h
=
∑
h∈H
(〈
h−1, 1
〉
+
〈
h,−(123)
〉)
h = 1− (132)
(27)
similarly we have:
trM (f0)(132) = 1− (123). (28)
We can note now that trM (f
[3]
0 ) = 0 since f
[3]
0 = 0, so tr
M (f
[3]
0 )(132) = 0. On
the other hand trM (f0)
[3]((132)) = trM (f0)◦tr
M (f0)(1−(123)) = tr
M (f0)(−1+
(132)) = 1 − (123). Since the transfer maps send elements on HH1(B) to el-
ements HH1(A) it should exists a inner derivation in S3 which sends (132) to
1 − (123) if we require the commutativity of the diagram. But there is no ele-
ment in a ∈ kS3 such that [a, (132)] = 1. Hence in this case the p-power map
does not commute with the transfer map.
Remark 6.1. This shows that the p-power map cannot be expressed in terms
of the BV -operator, as this is invariant under transfer maps, by [5, 10.7].
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