Whole-genome duplications (WGDs), thought to facilitate evolutionary innovations and adaptations, have been uncovered in many phylogenetic lineages. WGDs are frequently inferred from duplicate age distributions, where they manifest themselves as peaks against a small-scale duplication background. However, the interpretation of duplicate age distributions is complicated by the use of K S , the number of synonymous substitutions per synonymous site, as a proxy for the age of paralogs. Two particular concerns are the stochastic nature of synonymous substitutions leading to increasing uncertainty in K S with increasing age since duplication and K S saturation caused by the inability of evolutionary models to fully correct for the occurrence of multiple substitutions at the same site. K S stochasticity is expected to erode the signal of older WGDs, whereas K S saturation may lead to artificial peaks in the distribution. Here, we investigate the consequences of these effects on K S -based age distributions and WGD inference by simulating the evolution of duplicated sequences according to predefined real age distributions and re-estimating the corresponding K S distributions. We show that, although K S estimates can be used for WGD inference far beyond the commonly accepted K S threshold of 1, K S saturation effects can cause artificial peaks at higher ages. Moreover, K S stochasticity and saturation may lead to confounded peaks encompassing multiple WGD events and/or saturation artifacts. We argue that K S effects need to be properly accounted for when inferring WGDs from age distributions and that the failure to do so could lead to false inferences.
Introduction
The importance of gene duplication for evolutionary innovation has been widely recognized (Ohno 1970; Taylor and Raes 2004) . Small-scale gene duplications (SSDs) have been shown to be ubiquitous, and many eukaryotic genomes also contain traces of large-scale and even whole-genome duplications (WGDs) (Van de Peer, ). In particular, many plant species appear to have experienced one or more genome duplications in their evolutionary history (Ramsey and Schemske 1998; De Bodt et al. 2005; ; Van de Peer, Fawcett, et al. 2009 ). Recent findings suggest that all extant seed plants are in fact paleopolyploids (Jiao et al. 2011) . Examples of WGD events in other kingdoms include two rounds of WGD in the vertebrate ancestor and a third one in the teleost fish lineage (Dehal and Boore 2005; Panopoulou and Poustka 2005; Putnam et al. 2008) , three WGDs in the ciliate Paramecium tetraurelia (Aury et al. 2006) , and one WGD in the ancestor of the hemiascomycete Saccharomyces cerevisiae after its divergence from the Kluyveromyces clade (Wolfe and Shields 1997; Kellis et al. 2004) . In many species, duplicated transcriptional regulators and signal transducers have been retained in excess after WGDs, presumably because their loss is counteracted by dosage balance effects Freeling and Thomas 2006; Hakes et al. 2007; Freeling 2009 ; Van de Peer, Maere, et al. 2009 ). Several authors suggest that this regulatory spandrel might have facilitated the evolutionary innovations and/or diversifications observed in many post-WGD lineages Freeling and Thomas 2006; Fawcett et al. 2009; ; Van de Peer, Maere, et al. 2009; Birchler and Veitia 2010) . However, the occurrence and timing of WGDs and the precise nature of their link with evolutionary innovations and increased biological complexity remain important topics of discussion (Hughes and Friedman 2003; Soltis and Burleigh 2009; Abbasi 2010; Van de Peer, Maere, et al. 2010) . Lynch and Conery (2000) were among the first to investigate the overall degree of duplicate loss and retention within eukaryotic genomes. They demonstrated that age distributions of duplicates retained from small-scale duplications are typically L-shaped, with many recent duplicates and fewer older duplicates, due to the fact that most newly created gene duplicates are eventually lost. Some age distributions exhibit additional peaks superimposed on the L-shaped background, representing sudden bursts of new gene duplicates created by larger-scale duplication events in the evolutionary past of the species, such as aneuploidy events or WGDs ( fig. 1 ).
Although such WGD peaks can be very prominent, this is not always the case and they can sometimes hardly be distinguished from the small-scale duplication background (Blanc and Wolfe 2004) . Schlueter et al. (2004) fitted mixtures of one to five normal components, representing WGD events, to empirical age distributions and compared different WGD scenarios by means of likelihood ratio tests. Cui et al. (2006) first fitted a null model, that is, a constant rate duplicate birth-death model without WGDs, and applied mixture modeling techniques to detect WGDs if the null hypothesis was rejected. In addition to the aforementioned techniques, Barker et al. (2008) used the program SiZer (Chaudhuri and Marron 1999) to identify significant peak features in age distributions and boost confidence in the WGDs inferred by mixture modeling. Maere et al. (2005) introduced a different approach to infer WGDs, simulating empirical age distributions with a quantitative duplicate population dynamics model that takes into account both SSD and WGD modes of gene duplication.
The use of age distribution-based methods for WGD inference offers several advantages. These methods generally have a relatively low computational cost, they have been shown successful if only a limited part of the paranome is available, for example, based on expressed sequence tag (EST) collections (Cui et al. 2006) , and they do not require positional information on the paralogs. The latter is an important advantage over another type of methods frequently used to detect WGDs, namely synteny-based methods that search for syntenic gene blocks in and between different genomes to unravel their WGD history (Van de Peer 2004) . Age distributions have therefore become a popular tool to investigate the (non)occurrence of WGDs in species ranging from vertebrates (Vandepoele et al. 2004; Sato and Nishida 2010) to arthropods (Colbourne et al. 2011 ) and especially plants (Blanc and Wolfe 2004; Schlueter et al. 2004; Tang et al. 2010; Jiao et al. 2011 Jiao et al. , 2012 McKain et al. 2012) .
There are, however, also intrinsic difficulties associated with the interpretation of duplicate age distributions, related to the use of proxies for the age of duplicated gene pairs. The use of such proxies is necessitated by the difficulties associated with absolute dating of duplication events. The most commonly used measure of age since duplication is the number of synonymous substitutions per synonymous site (K S ) between paralogs. Because synonymous substitutions do not change protein products and are therefore putatively neutral (Kimura 1977) , they are thought to accumulate at an approximately constant rate. However, there are certain issues to take into account when using K S as an age proxy. A first concern is the stochastic nature of synonymous substitutions, whereby the synonymous substitution levels of simultaneously duplicated paralog pairs show increasing variation with time since duplication (Li 1997) . As a consequence, gene duplication peaks generated by older WGD events will be progressively flattened and dispersed in K S -based age distributions, and they will gradually blend into the L-shaped SSD background, an effect that is exacerbated by ongoing duplicate loss (Blanc and Wolfe 2004; Schlueter et al. 2004; Cui et al. 2006) . The second concern is K S saturation effects. With increasing age since duplication, paralog pairs start to accumulate multiple substitutions per site, and the evolutionary models employed for K S estimation are unable to fully correct for this, leading to K S estimates that are systematically lower than the real synonymous substitution levels and eventually saturate (Li 1997) . Because of this saturation effect, older gene duplicates are wrongfully lumped together at lower K S values, and an artificial saturation peak may be FIG. 1. Examples of empirical K S -based age distributions. (a) Illustration of two possible age distribution shapes. The solid line represents genomes impacted only by small-scale duplications (SSDs). The initial peak represents newly duplicated genes that are continuously being generated by SSD events (e.g., tandem duplications). The decreasing slope following this initial peak outlines the steady decrease of retained duplicates over time, reflecting the fact that most duplicates are eventually lost. The dotted line represents genomes impacted by one or more whole-genome duplications (WGDs). The SSD mode is distinctively present but superimposed are WGD components (indicated by black arrows). (b-h) Empirical age distributions for several species of interest. generated in the age distribution, which could be mistaken for a WGD peak (Long and Thornton 2001; Schlueter et al. 2004) . The combination of these two factors could potentially lead to scenarios wherein a true older WGD peak is dispersed in the same range of the age distribution where saturated K S estimates accumulate. None of the solutions devised so far for discerning WGD events account properly for stochastic and saturation effects on K S . Most authors have avoided these issues by only considering age distributions until a K S cutoff of 1 or 2 (Blanc and Wolfe 2004; Schlueter et al. 2004; Cui et al. 2006; Barker et al. 2008) . Usually, only K S estimates lower than 1 are considered reliable, and beyond this threshold, saturation effects are expected to become important (Li 1997) . Discarding the tail of the age distribution after a relatively low cutoff value does, however, limit WGD inference to more recent events.
Here, we use a two-step approach to investigate how K S stochasticity and saturation affect the shape of K S -based age distributions for various species. First, we simulate the synonymous evolution of coding sequences (CDS) for different time spans, taking into account species-specific genome characteristics, and we re-estimate the corresponding synonymous distances under the same evolutionary model to quantify the aforementioned effects. Second, we incorporate these effects in a duplicate population dynamics model and simulate the K S -based age distributions corresponding to predefined real age distributions with and without WGDs, to examine how K S stochasticity and saturation interfere with the inference of WGDs.
Materials and Methods

Data Collection and Preparation
The complete genome sequences of Arabidopsis thaliana, Candida albicans, and Kluyveromyces lactis were obtained from the PLAZA platform (bioinformatics.psb.ugent. be/plaza) ), the Candida Genome Browser (www.candidagenome.org) (Arnaud et al. 2007) , and Génolevures (www.genolevures.org) (Sherman et al. 2009 ), respectively. Genome sequences for other species (S. cerevisiae, Homo sapiens, Ciona intestinalis, and Danio rerio) were collected through Ensembl (www.ensembl.org) (Flicek et al. 2011) . Only protein coding genes were kept for further analysis. All genes flagged as either suspected or known pseudogenes by the different platforms were removed. If alternative transcripts were available, only the one with the longest CDS was kept. This resulted in data sets of in total 27, 363, 6, 668, 6, 006, 20, 488, 22, 826, 5, 076 , and 9,330 sequences for A. thaliana, S. cerevisiae, C. albicans, H. sapiens, D. rerio, K. lactis, and Cio. intestinalis, respectively.
Construction of Empirical K S Age Distributions
For each species, an all-against-all protein sequence similarity search was performed using BLASTP with an E-value cutoff of e
À10
. Species gene families were subsequently built through Markov Clustering (Enright et al. 2002) using the mclblastline pipeline (v10-201) (micans.org/mcl). For each gene family, a protein alignment was constructed using MUSCLE (v3.8.31) (Edgar 2004) . This alignment was used as a guide for aligning the DNA sequences of gene family pairs. Only gene pairs with a minimum gap-stripped alignment length of 100 amino acids were considered for further analyses. K S estimates were obtained through maximum likelihood estimation (MLE) using the CODEML program (Goldman and Yang 1994) of the PAML package (v4.4c) (Yang 2007) . Codon frequencies were calculated based on the average nucleotide frequencies at the three codon positions (F3x4), and a constant K N /K S (reflecting selection pressure) was assumed for every pairwise comparison (codon model 0), because a single pair of sequences generally does not provide sufficient information to detect variability in selection pressure. For each pairwise comparison, K S estimation was repeated five times to avoid suboptimal estimates because of MLE entrapment in local maxima. Only K S estimates lower than 5 were considered in the construction of empirical age distributions. Gene families were subdivided into subfamilies for which K S estimates between genes did not exceed a value of 5. To correct for the redundancy of K S values (a gene family of n members produces n[n -1]/2 pairwise K S estimates for n À 1 retained duplication events), an average linkage clustering approach was used as described in Maere et al. (2005) . Briefly, for each gene family, a tentative phylogenetic tree was constructed by average linkage hierarchical clustering, using K S as a distance measure. For each split in the resulting tree, corresponding to a duplication event, all m K S estimates between the two child clades were added to the K S distribution with a weight 1/m, so that the weights of all K S estimates for a single duplication event sum up to one.
Simulating Synonymous Evolution
Synonymous Evolution Model Two major biases influencing synonymous evolution are documented to vary between different species. First, transition bias, that is, an excess of transitional over transversional substitutions, is a mutational bias that can be observed at synonymous sites (Fitch 1967; Wakeley 1996) . Second, many species show a weak to strong preference for particular codons in a set of synonymous codons, an effect referred to as codon usage bias (Hershberg and Petrov 2008) . For the evolutionary simulations, we employed a simplified version of the codon model proposed by Goldman and Yang (1994) , as described by Yang and Nielsen (2000) , for the following reasons. First, as a codon model, it can account for both transition bias and codon usage bias (Goldman and Yang 1994; Muse and Gaut 1994) . Second, codon models are thought to outperform nucleotide and amino acid models in evolutionary analyses of protein coding genes (Seo and Kishino 2009) . Third, it is a mechanistic model allowing incorporation of features of the underlying process of evolution (Miyazawa 2011) . Fourth, estimation of K S values between the original and synonymously evolved sequences under the same evolutionary model is straightforward, by virtue of its implementation in the CODEML program (Goldman and Yang 1994 ) of the PAML package (Yang 2007 ).
Briefly, the substitution rate from codon i to codon j is given by the substitution rate matrix Q = {q ij }, with q ij = j if i and j differ by a synonymous transversion, q ij = j if i and j differ by a synonymous transition, and q ij = 0 otherwise, because we only simulate synonymous evolution. j is the equilibrium frequency of codon j (reflecting codon bias), and is the mutational transition/transversion rate ratio (reflecting transition bias). For each species, the values of the 61 j parameters were calculated from all available protein coding genes, under the assumption that the observed codon frequencies do not differ drastically from the equilibrium frequencies (Gojobori 1983) . To extract a genome-wide value for parameter , we averaged the values obtained from all possible pairwise comparisons among gene family members. Because previous work has indicated that likelihood-based methods outperform distance-based methods for calculating (Kristina Strandberg and Salter 2004) , we used the PAML package to extract for each pairwise comparison. The resulting values, however, still exhibited considerable heterogeneity. This has been observed before and has been attributed to the large estimation errors associated with estimation of short sequences, rather than true variance of between genes of the same genome (Rosenberg et al. 2003) . We indeed observed a striking relationship between the variability of estimates and (stripped) sequence alignment length for all seven species, as illustrated in supplementary figure S1, Supplementary Material online. Instead of taking the arithmetic mean to calculate a genome-wide value, we therefore calculated a weighted average of the estimates using the alignment lengths as weights:
where represents the genome-wide estimate for the transition bias, while n i and i represent the individual alignment lengths and estimates, respectively. For each species, the corrected value for is indicated on supplementary figure S1, Supplementary Material online. By extracting the above information from the genome data sets, one derives the substitution rate matrix Q = {q ij }. The diagonal elements of Q are determined by the requirement that the row sums are zero (Yang and Nielsen 2000) :
Furthermore, the elements of Q are multiplied by a scaling factor to normalize the expected number of nucleotide substitutions per codon and per time unit to one, thereby ensuring that evolutionary simulation times t can be determined in terms of the desired expected number of substitutions (see further) (Yang and Nielsen 2000) :
q ij Át gives the probability that any given codon i will change to a different codon j in an infinitesimally small time interval Át. The probability that a given codon i will change to a different codon j in a time interval t > 0 is given by its transition probability p ij (t). The transition probability matrix P(t) = {p ij (t)} can be derived from Q by solving P(t) = e Qt . We avoided numerically solving the matrix exponential by simulating the waiting times of a Markov chain, as described by Yang (2006) for nucleotides and briefly summarized hereafter for codons. For a single codon position, let q i = Àq ii = AE j6 ¼i q ij be the total exchange rate of the current codon i and t the total simulation time. A random waiting time s is drawn from an exponential distribution with mean 1/q i . If s > t, no change occurs in the time span t. If s < t, codon i is exchanged for another (synonymous) codon j with probability q ij /q i . Both the waiting times and transition probabilities are thus fully specified by the instantaneous rates given by Q. The remaining time t then becomes t À s, and a new random waiting time is drawn from an exponential distribution with mean 1/q j (j being the new codon) until s > t. For a stretch of codons, the total rate of exchange q is equal to the sum of the rates across the individual codon positions in the sequence, and s is drawn from an exponential distribution with the mean equal to 1/q. If s < t, the codon site to be mutated is randomly chosen with a probability proportional to its exchange rate q i , and the codon i is exchanged for a codon j with probability q ij /q i , as before.
Running the Simulations
The evolutionary simulation time t needed to produce a given expected number of (non)synonymous substitutions per (non)synonymous site (K S and K N, respectively) is given by (Yang and Nielsen 2000) :
with S and N the number of synonymous and nonsynonymous sites. Because we only simulate synonymous evolution, K N equals zero, and the second part of the equation can be ignored. Furthermore, (S + N)/3 equals the total number of codons in the sequence, denoted L c , so equation (4) can be rewritten as:
For each species, we use the genome-wide average number of synonymous sites per codon S/L c as the conversion factor to calculate the simulation time t needed to obtain a given K S on average. We let the Markov chain run in time step equivalents corresponding to an expected K S increase of 0.1 until a total simulation time $K S = 25, as we observed that the K S estimates for all species had approximately reached complete saturation by then. More precisely, a real protein coding gene was taken as the "ancestor gene" at time t = 0. This gene was then synonymously evolved in time step equivalents corresponding to an expected K S increase of 0.1. At each time step, the K S between the ancestral and evolved gene was re-estimated with CODEML under the same evolutionary model as used for the simulations (Yang and Nielsen 2000) . This was done for all available protein coding genes for each species, resulting in 27,363, 6,668, 6,006, 20,488, 22,826, 5,076, and 9,330 synonymously evolved genes at each time step for A. thaliana, S. cerevisiae, C. albicans, H. sapiens, D. rerio, K. lactis, and Cio. intestinalis, respectively. CODEML settings were the same as outlined earlier for the construction of empirical age distributions. Geometric means and standard deviations of the resulting K S estimates for each simulation time were calculated on the log-transformed distributions because K S estimates are expected to be log normally distributed (Morrison 2008 ).
Incorporation of K S Characteristics in Simulated Age Distributions
Duplicate Population Dynamics Model We use the duplicate population dynamics model described in Maere et al. (2005) to simulate age distributions of duplicated genes. Briefly, the simulation starts from a number of founder genes G 0 and simulates the birth and death of gene duplicates in SSD and WGD duplication modes in time steps corresponding to an expected K S interval of 0.1. The principal equations of the model are as follows:
D i (x, t) stands for the number of retained duplicates in the ith duplication mode (i = 0 for SSD and i = 1 for WGD) having an age x (measured in 0.1 K S equivalents) at time step t in the simulation. D tot (x, t) is the total number of duplicates of age x at time step t. Equation 6 describes the birth of duplicates in the continuous SSD mode at a birth rate of new duplicates per time step. Equation 7 models a discrete WGD at time point t 1 in the simulation. Equation 8 describes the loss of duplicates from one time step to the next, which follows a power law decay with constant 0 for the SSD mode and 1 for the WGD mode. Equation 9 couples equations 6, 7, and 8. A more detailed description of the model can be found in Maere et al. (2005) .
Age versus K S Distributions
The model described earlier produces "real age" distributions without K S stochasticity and saturation effects, featuring discrete WGD peaks. To convert these age distributions into K S -based age distributions, we incorporated the K S estimation biases gathered from our synonymous evolution simulations using the following smoothing procedure:
D'(x,t n ) represents the K S -based age distribution after smoothing. D tot (l,t n ) is the modeled "real age" distribution after n time steps, with l the age bin. f l (x) represents the species-specific frequency distribution of K S estimates for genes that were synonymously evolved for a time interval corresponding to l, as described before ( fig. 2 and supplementary fig. S2-S8, Supplementary Material online) .
To investigate sample size effects, we used a second approach where for each age l, D tot (l,t n ) K S estimates were randomly sampled (with replacement) from f l (x) to generate the K S -based age distribution D'.
Results
Characterization of K S Stochasticity and Saturation Effects through Synonymous Evolution Simulations
We simulated the synonymous evolution of sequences to characterize how the combined effects of K S saturation and the stochastic nature of the synonymous substitution process influence K S dating for different species. We used real protein CDS to generate data sets of synonymously evolved genes, artificially evolving them for certain amounts of time corresponding to predefined expected K S values (hereafter referred to as synonymous ages). Afterward, the K S distances between the real and synonymously evolved sequences were estimated under the same evolutionary model as used for the simulations, using CODEML (Goldman and Yang 1994) . The results are summarized in figure 2, and detailed results are presented in supplementary figures S2-S8, Supplementary Material online. The geometric mean and mode of the estimated K S distributions can be used to assess K S saturation effects, whereas the standard deviation of K S estimates reflects the impact of K S stochasticity and estimation errors. Figure 2a depicts the trends for A. thaliana. For a synonymous age of 1, the mode of K S estimates is equal to the expected K S , with the geometric mean offset to 1.1, and a lower and upper standard deviation of 0.24 and 0.30, respectively. Most K S estimates are thus found in the neighborhood of the expected K S value, with only minor variation. At a synonymous age of 2, the mode of K S estimates is still equal to the expected K S , with the geometric mean offset to 2.2 and a lower and upper standard deviation of 0.55 and 0.74, respectively. At a synonymous age of 3, the mode of K S estimates has shifted to 2.6, with a geometric mean of 3.1, and the lower and upper standard deviations increase to 0.75 and 0.99, respectively. At this point, K S saturation becomes noticeable. Saturation and K S variability continue to increase for higher synonymous ages. At synonymous ages of 5, 10, 15, and 20, the mode (geometric mean) shifts to 3.6 (4.0), 4.8 (5.1), 5.2 (5.4), and 5.4 (5.6), whereas the lower and upper standard deviations increase to 0.94 and 1.24; 1.16 and 1.50; 1.21 and 1.56; and 1.26 and 1.62, respectively (supplementary table S1, Supplementary Material online). At higher synonymous ages, the K S distribution characteristics stabilize as saturation becomes nearly complete.
Similar patterns are evident for the other six species presented in figure 2 (S. cerevisiae, D. rerio, H. sapiens, C. albicans, Cio. intestinalis, and K. lactis). The extent of K S saturation and K S variability seems to be within bounds until a synonymous age of 2, after which both start to manifest themselves increasingly. Although K S estimates higher than 1 are generally considered unreliable (Li 1997) , our results suggest that K S saturation and stochastic effects remain fairly acceptable until at least a synonymous age of 2. There are, however, considerable differences between species in the onset and degree of K S saturation. The K S curves for D. rerio, C. albicans, and K. lactis flatten out more quickly than for other species, indicating that there is a quicker onset of K S saturation. The A. thaliana and Cio. intestinalis curves saturate more slowly, whereas H. sapiens and S. cerevisiae exhibit intermediate saturation characteristics. At synonymous ages of 5/10, the geometric means for D. rerio, C. albicans, and K. lactis are located around 3.7/4.4, compared with values around 4.1/5.1 for A. thaliana and Cio. intestinalis (supplementary table S1, Supplementary Material online). Additionally, the K S curves for some species, in particular D. rerio and H. sapiens, plateau at a considerably lower level than for other species. Interestingly, a quicker onset of saturation is not necessarily linked to a lower plateau level, as becomes evident when comparing, for example, the C. albicans and H. sapiens curves on figure 2.
The Impact of Saturation Effects on Age Distributions
SSD Age Distributions Are Characterized by a Saturation Peak
We adapted the population dynamics model introduced by Maere et al. (2005) to investigate how K S stochasticity and saturation, as characterized by our synonymous evolution simulations, will affect the shape of K S -based age distributions. The population dynamics model takes into account SSD and WGD events and simulates a "real age" distribution at first, ignoring effects related to the use of age proxies such as K S . K S stochasticity and saturation effects were included by redistributing the duplicate counts in each age bin according to the distribution of K S estimates obtained for that age in the synonymous evolution simulations. We first modeled age distributions considering only a SSD mode of evolution. The number of required parameters is minimal in this case (eqs. 6-9): a number of founder genes (G 0 ), the birth rate of new duplicates per time step (), and a power law decay constant for duplicate loss ( 0 ). G 0 was arbitrarily set to 10,000 genes. and 0 were put to 0.03 and 0.80, respectively, based on parameter estimates obtained for A. thaliana by Maere et al. (2005) . In total, we constructed four SSD age distributions for each species, running the simulation for increasing time spans corresponding to maximum duplicate ages (in K S equivalents) of 5, 10, 15, and 20. Results for all seven species are presented in figure 3 .
A striking observation is that for each species, and for each simulated time span, the simulated K S distributions clearly deviate from the typical L-shape of real age distributions as advocated by Conery (2000, 2003) . In all cases, a secondary peak appears in the tail of the distribution. This peak results from the fact that old duplicates are deposited at earlier synonymous distances because of K S saturation effects, and it is therefore referred to as the saturation peak. Saturation peaks are generally spread out over a broad K S FIG. 3. SSD age distributions are characterized by a saturation peak. (a) SSD "real age" distributions generated by our population dynamics model over increasing evolutionary time spans, without correcting for the effects of K S saturation and stochasticity. (b-h) SSD "K S -based age" distributions for the species indicated on top of the panels, generated from the real age distributions displayed in panel (a) by incorporating species-specific K S saturation and stochasticity effects, as characterized by our synonymous evolution simulations. For all species, incorporation of K S effects results in a SSD saturation peak. Solid black lines on top of the distributions indicate the range of the saturation peak mode across evolutionary time spans (supplementary fig. S9 , Supplementary Material online).
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Detection of WGDs from Duplicate Age Distributions . doi:10.1093/molbev/mss214 MBE range, reflecting the fact that for the older duplicates in the saturation regime, stochastic K S variation and general uncertainty in K S estimates become increasingly important. The occurrence of a saturation peak is independent of the exact model parameters used (see further).
For all seven species, age distributions considering longer time spans exhibit progressive displacement of the saturation peak to higher ages and higher elevation above the L-shaped background. For A. thaliana, for instance, the mode of the saturation peak shifts from $2.8 to 4.4 for simulated evolutionary time spans going from 5 to 20. This is because an age distribution built over a longer evolutionary time span will contain more retained duplicates in the age range where K S saturation is an issue, and the average saturation effects will progressively shift to the higher end of the saturation curves presented in figure 2 .
Species-specific differences in the location of the saturation peaks can be reconciled with the results of the synonymous evolution simulations described in the previous section. It was noted above that D. rerio, C. albicans, and K. lactis saturate more quickly than, for example, A. thaliana or Cio. intestinalis. Accordingly, the mode of the saturation peak is consistently located at a smaller K S in these species than in other species ( fig. 3 ). H. sapiens and S. cerevisiae again exhibit intermediate characteristics. The differences between species become more pronounced for age distributions considering longer evolutionary time spans, because more retained duplicates fall in the saturation regime.
Interestingly, for none of the species, the mode of the saturation peak reaches the saturation limit shown on figure 2, even for a simulation time span of 20 (supplementary fig. S9 , Supplementary Material online). This reflects the fact that older duplicates close to the saturation limit are always outnumbered by younger duplicates in an earlier saturation stage, because of the dynamics of duplicate loss. Additionally, variation of the model parameters impacting duplicate birth () and loss ( 0 ) over sensible ranges ( from 0.01 to 0.05 and 0 from 0.65 to 1.10) have little impact on the location of peak modes (supplementary figs. S10-S16, Supplementary Material online). Therefore, the saturation peak in the empirical age distribution of a particular species ( fig. 1 ) will likely be located in the corresponding peak mode interval depicted in figure 3 (see further). Where exactly in this interval empirical saturation peaks will manifest themselves is mainly dependent on how many ancient duplicates can still be identified. Indeed, unlike in our idealized model, older duplicate pairs may have diverged, for example, through (non)synonymous substitutions, insertions, and deletions, to an extent that they can no longer be recognized as such. Assuming an average synonymous substitution rate in the order of 10 per synonymous site per billion years (from 2.5/ ss/By for mammals to 15/ss/By for invertebrates [Lynch and Conery 2003] ), duplicates with a synonymous age of 20 may be well over a billion years old.
The Number of Genes in the Age Distribution Impacts Its Shape Empirical age distributions often have a relatively rugged appearance because of the finite numbers of duplicates involved, especially in higher age bins. This is particularly the case for unsequenced organisms, for which age distributions are constructed from incomplete EST collections. To investigate the effects of limited sample size on the identifiability of saturation peaks, we used an alternative approach to include K S stochasticity and saturation effects in the modeled age distributions, based on direct sampling of the K S values for the duplicates in each age bin from the corresponding K S estimate distribution obtained in our synonymous evolution simulations (see Materials and Methods). The results of performing this sampling procedure on simulated A. thaliana age distributions with different numbers of founder genes (G 0 ) are presented in figure 4 (values for and 0 were kept at 0.03 and 0.80 as before). Results for other species are presented in supplementary figure S17, Supplementary Material online.
A first observation is that the general characteristics of the shape of the age distribution do not change. A saturation peak is still present in the tail of the distribution. Age distributions considering longer evolutionary time spans still display a shift in the location of the saturation mode and a higher elevation of the saturation peak above the L-shaped background. Supplementary figure S17, Supplementary Material online, demonstrates that species-specific differences MBE in the shape of the age distribution, due to differences in their synonymous evolution characteristics, also persist.
However, the number of founder genes has a strong effect on the smoothness of the distribution. For a low number of founder genes, G 0 = 1,000, and consequently a low number of duplicates in the age distribution (200/288 for evolutionary time spans of 5/20 on fig. 4a ), the saturation peak becomes barely discernible, especially for small evolutionary time spans, and locating the mode of the saturation peak becomes difficult. As the number of founder genes and consequently duplicate pairs grows (6,092/11,165 for evolutionary time spans of 5/20 on fig. 4c ), their K S distribution will converge to the smooth distribution depicted in figure 3.
K S Stochasticity and Saturation Also Affect WGD Peaks
So far, we only considered SSD age distributions, but many empirical age distributions contain superimposed peaks generated by WGD events ( fig. 1) . We investigated to which degree such WGD peaks are affected by K S -related effects. We therefore employed our duplicate population dynamics model to simulate age distributions that contain a single WGD event on top of the SSD background. Relative to the SSD-only model, the WGD model contains an extra parameter, namely the power law decay constant 1 for WGD duplicates, which was set to 0.90 for all scenarios. Values for the model parameters G 0 , , and 0 were kept at 10,000, 0.03, and 0.80, respectively. The results are qualitatively insensitive to the exact parameter values used. The results for A. thaliana, with simulated WGD events at synonymous ages of 1, 2.5, and 4, are presented in figure 5 . Results for other species can be found in supplementary figure S18, Supplementary Material online.
As expected, WGD events of low synonymous age suffer minimally from K S stochasticity and saturation effects, giving rise to a sharp K S peak with the mode located at the expected synonymous distance. For higher WGD ages, the WGD peak becomes more dispersed, and the mode is offset to a lower synonymous distance because of saturation effects. For a WGD with a synonymous age of 2.5, close to the lower limit for the mode of the saturation peak in A. thaliana ( fig. 3) , the WGD peak is still visibly discernible because of its location and amplitude. For higher WGD ages, however, it becomes increasingly more difficult to distinguish the WGD peak from the saturation peak. If only the complete distribution is considered in figure 5c , it appears that a single strong peak exists at a K S of 3.1-3.2, which could easily have been generated through saturation effects alone, as can be seen by comparing figure 5c with the SSD-only distributions on figure 3c. The same trends are apparent for other species (supplementary fig. S18 , Supplementary Material online).
Discussion
Synonymous Evolution Simulations Characterize the Effects of Using K S as a Proxy for Age Since Duplication
Saturating relationships between time since divergence and measured rate of change have been noted for a long time, for 
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Detection of WGDs from Duplicate Age Distributions . doi:10.1093/molbev/mss214 MBE example, for mitochondrial DNA in animals (Brown et al. 1979) , mammalian insulin genes (Perler et al. 1980) , and enterobacterial genes (Smith and Smith 1996) . These saturation patterns result from the inefficiency of the methods used to quantify (non)synonymous changes when confronted with sequences that underwent multiple substitutions per site on average, rather than from true saturation of the synonymous substitution dynamics (Gojobori 1983; Berg 1999) . Although real sequences diverge through many other processes such as nonsynonymous mutations, insertions, and deletions, evolutionary simulations focusing exclusively on synonymous evolution prove very useful to study K S saturation dynamics. Our genome-wide simulation results are in qualitative agreement with previous smaller scale empirical examples and confirm that the observed saturation characteristics result from the fact that K S estimation algorithms are unable to fully correct for the occurrence of multiple substitutions per site (Gojobori 1983) . Although K S estimates higher than 1 have generally been considered untrustworthy in literature (Li 1997) , our simulations indicate that K S estimates remain linearly related to the true synonymous distance until a synonymous age of at least 2. Complete K S saturation for most species is only reached at a synonymous age of 20 or higher.
Although in general, the K S of duplicate pairs becomes increasingly uncertain with age, and K S estimates > 2 can therefore not be relied upon as a proxy for the age of individual duplicates, K S estimates still provide useful information at higher ages for large-scale duplication events such as WGDs that produce ensembles of same-aged duplicates. Such ensembles are expected to follow the distributional trends apparent in figure 2 and supplementary figures S2-S8, Supplementary Material online. In support of this claim, the K S stochasticity effects observed in our genome-wide simulations for A. thaliana at a synonymous age of 0.7-0.8 are in quantitative agreement with an empirical example of 242 simultaneously duplicated gene pairs remaining from the most recent WGD in the A. thaliana lineage (Zhang et al. 2002) (supplementary table S2 , Supplementary Material online). Given a sufficient number of retained WGD duplicates, the mode of the ensemble K S distribution is relatively stable to stochastic K S variations for individual duplicates, and the true synonymous age of the WGD may be reconstructed by retracing the peak mode along a species-specific saturation curve as in figure 2 .
The fact that different species exhibit different saturation curves can be explained by the differences in their substitution rate matrix Q used for the synonymous evolution simulations. Two major species-specific determinants of Q are the transition/transversion rate ratio , reflecting transition bias, and the equilibrium frequency j , reflecting codon bias (see Materials and Methods) . Because all other parameters in the synonymous evolution simulations were the same for all species, this confirms that species-specific transition and codon bias have a substantial impact on K S estimation and saturation characteristics.
K S Stochasticity and Saturation Affect the Shape of Age Distributions
Inference of WGD events from age distributions is based on the idea that peak-like deviations from an L-shaped distribution curve represent the signal of large-scale duplication events in the evolutionary history of the species of interest (Blanc and Wolfe 2004) . To avoid issues associated with K S estimation, age distributions are often only evaluated until a K S of 1 or 2 (Blanc and Wolfe 2004; Schlueter et al. 2004; Cui et al. 2006; Barker et al. 2008 ). This limits their use for WGD inference, however, to more recent events. It was previously unknown whether, where, and to what degree K S saturation effects would manifest themselves in age distributions. We subjected simulated "real age" distributions, generated by a duplicate population dynamics model, to a redistribution procedure that incorporates the K S stochasticity and saturation effects learned from the synonymous evolution experiments discussed earlier. We demonstrated that K S -related effects indeed result in a saturation peak in the tail of age distributions, irrespective of the species and the exact model parameters used. Both the amplitude and the mode of the saturation peak increase when the duplicate dynamics model runs over longer evolutionary time spans, because more and older duplicates are displaced to this saturation peak. The location and amplitude of the saturation peak are also influenced by species-specific differences in the saturation characteristics caused by differences in transition and codon bias.
The applicability of our simulation results on empirical age distributions hinges on the accuracy of the evolutionary model used in the simulations. However, the synonymous evolution strategy we employed corresponds to a special case of sequence evolution (! = K N /K S = 0, absolute purifying selection) that is implausible, especially for recently duplicated genes, which are likely to undergo a period of relaxed selection. Moreover, nonsynonymous evolutionary processes could have considerable impact on the characteristics of synonymous sequence evolution trajectories, as well as on the K S estimation performance of tools such as CODEML. In the supporting information, Supplementary Material online, we consider a more complex scenario in which nonsynonymous mutations are allowed, corresponding to the full form of the codon model as specified by Yang and Nielsen (2000) , and we demonstrate that allowing for nonsynonymous mutations in the evolutionary simulations does not qualitatively change the results presented here, in particular regarding the occurrence of saturation peaks in K S -based age distributions. Although no evolutionary model can capture all intricacies of real evolutionary processes (Anisimova and Kosiol 2009; Zhai et al. 2012) , our simplified synonymous version of the full codon model outlined by Yang and Nielsen (2000) seems to provide a reasonable approximation in the present context (supporting information, Supplementary Material online).
Impact on the Use of Mixture Modeling Techniques to Detect WGDs
Mixture modeling techniques have proven successful in detecting even small deviations from a background distribution (Barker et al. 2008) , which has led to their widespread use as tools for WGD inference. Given the power of these techniques, they should have little trouble detecting a saturation peak, which could be interpreted erroneously as evidence for the occurrence of an older WGD event. Based on the locations of saturation peaks observed in our simulations, mixture modeling techniques for inferring WGDs from age distributions are only reliable for synonymous distances lower than 2-2.5. There have, however, been attempts recently to use mixture modeling techniques over a wider K S range, in an effort to elucidate older WGD events (Barker et al. 2009; Jiao et al. 2011 Jiao et al. , 2012 . For example, Jiao et al. (2011) evaluated the K S distribution of the basal angiosperm Amborella until a synonymous distance of 3. Using mixture modeling techniques, they found evidence for subtle dispersed peaks around a synonymous distance of 1.5-2.0 and 2.5-3.0. These peaks were suggested to correspond to angiosperm and seed plant-wide ancient WGD events, respectively, which they also detected through an extensive phylogenomic approach. In light of our results, it remains difficult to discern whether the second peak in the Amborella distribution truly corresponds to the seed plant-wide WGD event, or whether it could be attributed to saturation effects, or both.
The fact that age distributions become less smooth as the number of incorporated duplicates decreases may also have implications for WGD inference. The ruggedness of small-sample distributions was observed in our simulations ( fig. 4 ), but it is also evident in some of the empirical age distributions presented in figure 1. Age distributions that include fewer duplicates (e.g., K. lactis and C. albicans) generally display a more rugged surface curve than age distributions that include a higher number of duplicates (e.g., A. thaliana and H. sapiens). Our simulations indicate that when the number of duplicates upon which the age distribution is based decreases sufficiently, the surface curve becomes rugged to such an extent that secondary small peaks appear over the whole distribution range. Mixture modeling techniques are prone to fit some of the bigger peak artifacts, even when using model selection criteria to determine the optimal number of fitted mixture components, such as the Akaike Information Criterion or Bayes Information Criterion (Naik et al. 2007 ). The fitting of peak artifacts could be especially problematic when analyzing age distributions built from partial EST data sets. Cui et al. (2006) investigated EST-based age distributions for several basal angiosperm lineages using mixture modeling techniques and found among other things evidence for two WGDs in the Nuphar lineage, with modes around a K S of 0.5 and 1.25 (Cui et al. 2006; ). Both peaks are identified in a K S range where the occurrence of saturation peaks should not be an issue, but our simulations on small samples suggest that the second peak may include too few gene duplicates to confidently discern whether it originated from a true WGD event or through sample size effects, an issue that will soon be solved with more Nuphar sequence information becoming available (Yoo et al. 2010) . In summary, our results suggest that the use of mixture modeling techniques for WGD inference should be limited to synonymous distances smaller than 2-2.5 and to age distributions containing a sufficient numbers of duplicates.
Empirical Age Distributions Revisited
Our simulation results indicate that saturation peaks are to be expected in the tail of K S -based age distributions. In our analyses, the location of the saturation peak is influenced by species-specific sequence biases, by the evolutionary time span and the number of founder genes considered, and to a lesser extent by the duplicate birth and death rates, which depend on the life history traits of the species under study (Smith and Donoghue 2008 ) (figs. 3 and 4 and supplementary figs. S9-S17, Supplementary Material online). However, the precise location and magnitude of saturation peaks in empirical age distributions remain to be assessed, as well as their interplay with bona fide WGD peaks, which our simulations indicate can be considerable ( fig. 5 and supplementary fig.  S18 , Supplementary Material online).
In the empirical A. thaliana age distribution, a sharp peak is present at a synonymous distance of 0.8, and a more dispersed peak is found at a synonymous distance of 2.0-3.5. The first peak is located in a K S range where stochasticity and saturation effects are minimal. This peak can therefore unambiguously be identified as a large-scale duplication peak, in this case corresponding to the documented WGD event in the A. thaliana lineage (Bowers et al. 2003; Maere et al. 2005) . The mode of the second peak is located at a K S of 2.5, outside but close to the lower end of the range in which saturation peaks were observed in our simulations ( fig. 3b) , suggesting that it is not (primarily) caused by saturation effects. Indeed, previous modeling attempts indicate that this peak covers two older polyploidization events (the b tetraploidization and hexaploidization events) that have been documented in the A. thaliana lineage (Simillion et al. 2002; Bowers et al. 2003) . The right flank of the older peak may also contain remnants of the recently uncovered angiosperm-and seed plant-wide WGDs (Jiao et al. 2011) , in addition to saturated K S estimates from SSD duplicates. Clearly, the Arabidopsis age distribution, with two peaks covering at least three documented WGDs and a concealed saturation peak, demonstrates that dissection of age distributions without suitable mechanistic models is not evident.
A similar situation is encountered for the chordates. The age distributions of D. rerio and H. sapiens display a single peak with modes around K S = 2.7 and 3.3, respectively. This is in both cases at the lower end of the saturation peak mode range observed in our simulations ( fig. 3d and e) but with an amplitude that appears too high to be caused by saturation alone. Indeed, the peak in the human distribution likely covers two WGDs that happened in close succession around the origin of the vertebrates (Dehal and Boore 2005; Panopoulou and Poustka 2005; Putnam et al. 2008) . The peak in the zebrafish distribution should additionally contain the remnants of a third round of genome duplication in the teleost lineage (Jaillon et al. 2004; Meyer and Van de Peer 2005) , which is in itself remarkable because this fish-specific duplication is separated from the two vertebrate WGDs by ). That the zebrafish peak conceals an extra WGD is also suggested by the higher peak amplitude in the D. rerio distribution compared with the H. sapiens distribution and the pronounced kink in the D. rerio curve around a K S of 1.5. In contrast, the urochordate Cio. intestinalis is a documented preduplication species (Putnam et al. 2008 ), but its duplicate age distribution nevertheless contains a conspicuous peak around K S = 2.5-3.0, which can only be ascribed to saturation effects. Indeed, although the peak manifests itself in the same range as the WGD-concealing peaks in the vertebrate distributions, close to the lower saturation threshold observed in our simulations, it exhibits a distinctively smaller amplitude. The age distribution of Cio. intestinalis therefore confirms that saturation peaks can be observed in the tail of empirical age distributions.
This conclusion is reinforced by investigation of the empirical age distributions of the preduplication yeast species K. lactis and C. albicans (Dujon et al. 2004; Kellis et al. 2004) . Given the absence of WGDs, the empirical age distributions of these small yeast paranomes only contain a limited number of gene duplicates generated by SSD events. Although displaying a rough surface curve typical for age distributions incorporating limited numbers of duplicates, both the K. lactis and the C. albicans distributions contain a sizeable peak in their tail with modes around K S = 3.5 and > 4.0, respectively. In contrast to the previous examples, the K. lactis peak is situated well into the plausible range of saturation peaks for this species (fig. 3h ). The C. albicans peak even appears to overshoot this range ( fig. 3f) , although establishment of the true peak location is difficult given the low sample size of duplicates (supplementary fig. S17 , Supplementary Material online). Both peaks can be considered unambiguous examples of saturation peaks. Intriguingly, the age distribution for the post-WGD species S. cerevisiae (Wolfe and Shields 1997; Kellis et al. 2004 ) contains a similar peak with mode around a K S of 3.5 to 4.0. The fact that the amplitude of this peak is comparable to the amplitude of the saturation peaks in K. lactis and C. albicans suggests that it is also a saturation peak and that it does not cover the documented WGD in the S. cerevisiae lineage. Indeed, the age distribution for the WGD duplicate pairs found by Kellis et al. (2004) peaks at a much lower K S value, around 0.5, with a considerable number of paralog pairs exhibiting a synonymous divergence close to zero (supplementary fig. S19, Supplementary Material online) . This is consistent with the much higher initial peak in the empirical S. cerevisiae distribution compared with the K. lactis and C. albicans distributions ( fig. 1) . The early location of the WGD peak is puzzling, however, given that the yeast WGD is thought to be approximately 100 My old (Wolfe and Shields 1997; Conant and Wolfe 2007) , whereas a K S of 0.5 translates to only 31 My when assuming a silent substitution rate of 8.1/ss/By Conery 2000, 2003) . The apparent decelerated evolution of a sizeable proportion of yeast WGD duplicates has been observed before (Kellis et al. 2004 ) and has been variously ascribed to long-term gene conversion (Gao and Innan 2004; Sugino and Innan 2006) and strong codon usage bias (Lin et al. 2006) , both in connection with selective pressure on retained duplicates for increased dosage.
Conclusion
Our simulation results indicate that K S stochasticity and saturation have a large impact on duplicate age distributions and that saturation peaks are to be expected in the distribution tails. This is confirmed by investigating the empirical age distributions of non-WGD yeast and urochordate species such as K. lactis, C. albicans, and Cio. intestinalis. However, documented post-WGD species also exhibit sizeable peaks in the saturation range, and in many cases, these peaks conceal one or multiple WGD events in addition to saturated K S estimates. Elucidating the contribution of SSDs and WGDs to peaks in the saturation range of empirical age distributions will therefore require more elaborate methods than are currently in place. Mixture modeling approaches give good results for recent genome duplications (K S < 2), but our results indicate that they are less suitable for discriminating older WGD events and for analyzing age distributions incorporating small numbers of duplicates. Without advanced modeling approaches, it remains difficult to learn more about the events that shaped empirical age distributions. Our results suggest that quantitative modeling approaches, incorporating the relative contribution of SSD and WGD duplication modes as well as K S saturation and stochastic effects, will allow more reliable inference of the ancient WGDs that characterize many different lineages. In this respect, we are currently extending the duplicate population dynamics model introduced by Maere et al. (2005) to incorporate species-specific synonymous evolution characteristics.
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