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1. Introduction
1.1. Signal and noise in contrast discrimination
In the eﬀort to understand and model human spatial
vision it is crucial to understand how visual responses
vary with image contrast, and one route to an under-
standing of contrast coding is the measurement and mod-
elling of contrast discrimination. Sensory discrimination
depends on the variability (noise) of internal responses
to external events, and so a long-standing goal of research
has been to describe how both the mean and variance of
visual responses depend on contrast (Foley & Legge,
1981; Legge & Foley, 1980). This has been an elusive
goal, because performance depends on the signal:noise ra-
tio, and so it is not easy to disentangle the separate
dependences of signal and noise on contrast (Gorea &
Sagi, 2001; Kontsevich, Chen, Verghese, & Tyler, 2002b).
In a recent paper on contrast discrimination, Kontse-
vich, Chen, and Tyler (2002a) (henceforth KCT) re-consid-
ered the key question of whether the noise that limits
discrimination is ﬁxed (contrast-invariant) or variable
(contrast-dependent). They tested discrimination perfor-
mance for gratings with a wide range of incremental con-
trast levels at three masking (pedestal) contrasts, and
showed that a simple model with an expansive contrast-re-
sponse function and response-dependent noise could ﬁt the
data very well. However, they did not do the same detailed
ﬁtting for the ﬁxed-noise model, and so the question re-
mained open. We present that analysis here, and we test
whether the diﬀerence in model ﬁts is statistically
signiﬁcant.2. Fitting the two models
2.1. Variable-noise model (VAR4)
The KCT variable-noise model was deﬁned by two sim-
ple equations. The mean response r, and its standard devi-
ation r, as functions of contrast, are described by:
rðcÞ ¼ cp; ð1Þ0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.08.024rðcÞ ¼ k  rðcÞq; ð2Þ
where c is contrast, p, q, k are constants. KCT correctly
pointed out that this model was intended to apply to per-
formance at suprathreshold contrasts, and not at low con-
trasts near the detection threshold. The key question is
whether experimental data at medium to high pedestal con-
trasts can allow a clear distinction between q = 0 (ﬁxed
noise) and q > 0 (variable noise).
The ability to discriminate contrast c from (c + dc) is ex-
pressed by the d 0 metric of signal detection theory
d 0 ¼ rðcþ dcÞ  rðcÞ
r
; ð3Þ
where the denominator is the square-root of the average
response variance at the two contrasts involved. Using a
standard formula, P ¼ Uðd 0= ﬃﬃﬃ2p Þ, where U is the standard
normal integral, the discrimination measure d 0 can be
converted directly into a prediction (P) of the observers
probability of correct responses in a two-alternative
forced-choice task. In general, P is a function of the mask
or pedestal contrast (c) and the test or incremental contrast
(dc). In real experiments, however, observers may blink or
have lapses of attention or memory on a small proportion
(g) of trials on which they must then guess with 50% chance
of success. This slightly reduces (to P 0) the observed
proportion of correct trials
P 0 ¼ ð1 gÞP þ 0:5g. ð4Þ
Since there are four free parameters we denote this mod-
el as VAR4. In their paper, KCT adjusted the model
parameters p, q, k, g to ﬁnd the best ﬁt (minimum value
of the Pearson X2 statistic) between observed and predicted
values of performance P 0 for each of four datasets compris-
ing 32–36 pairings of c and dc for each of two observers
and two forms of temporal presentation—sustained (no
ﬂicker) or transient (16 Hz ﬂicker). Spatial frequency was
3 c/deg, and mask contrasts (c) were 0.15, 0.3 or 0.6. The
X2 statistic (Collett, 2003; Kontsevich et al., 2002a) is de-
ﬁned as
X 2 ¼
XN
i¼1
ðyi  P 0iÞ2
P 0i  ð1 P 0iÞ=ni
;where yi is the observed proportion correct, P
0
i is the pro-
portion correct predicted by the model including ﬁnger
Letter to the editor / Vision Research 46 (2006) 4294–4303 4295errors, at the ith data point, and ni is the number of tri-
als for that point, with summation across the N data
points within one of the four datasets. The excellent ﬁt
between model and data is reproduced in Fig. 1 (solid
curves), and parameter values (re-computed by us from
data kindly supplied by Kontsevich) are given in Table
1A. Our parameter values agree exactly with those of0 0.2 0.4 0.6 0.8
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Fig. 1. Fits of the ﬁxed-noise model (dashed curves, FIX3) and variable-noise
Subject AK, sustained presentation. (B) Subject SV, sustained. (C) Subject AK,
that of Fig. 3 in Kontsevich et al. (2002a). Each column illustrates a diﬀerent ma
± 1 SD of the binomial sampling distribution for the appropriate number ofKCT, and this serves as a useful check on our Matlab
implementation. Crucially, they found best-ﬁtting values
q around 0.8 for all four datasets, and so were led to
support the variable-noise model. This analysis, however,
does not tell us how well or badly a ﬁxed-noise model
might ﬁt the same data, and so we carried out further
model ﬁtting to address that question.2 0.4 0.6
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model (solid curves, VAR4) are compared for the whole KCT dataset. (A)
transient. (D) Subject SV, transient. The layout of this ﬁgure is identical to
sk (pedestal) contrast: 0.15 (left), 0.3 (centre), 0.6 (right). Error bars show
trials at each point.
Table 1
Best-ﬁtting parameters, and X2 goodness-of-ﬁt for three models
Sustained Transient
AK SV AK SV
(A) Variable noise, power transducer (VAR4)
p 2.325 2.328 2.694 2.025
q 0.760 0.827 0.845 0.852
k 0.232 0.161 0.412 0.282
g 0.000 0.011 0.003 0.028
X2 35.206 28.490 76.011 39.451
N 36 32 34 32
df 32 28 30 28
P value (v2) 0.319 0.439 0.000 0.074
P value (MC) 0.154 0.383 0.000 0.056
(B) Fixed noise, power transducer (FIX3)
p 0.641 0.441 0.788 0.340
k 0.061 0.030 0.097 0.048
g 0.018 0.014 0.050 0.044
X2 46.875 29.746 128.259 42.551
df 33 29 31 29
P value (v2) 0.055 0.427 0.000 0.050
(C) Fixed noise, contrast gain control (FIX4)
p 2.743 2.441 2.818 2.560
s 0.070 0.000 0.130 0.124
k 0.068 0.030 0.109 0.079
g 0.018 0.014 0.050 0.042
X2 43.752 29.746 115.717 40.853
df 32 28 30 28
P value(v2) 0.081 0.375 0.000 0.055
P value (MC) 0.061 0.320 0.000 0.048
P value (v2) is the probability of obtaining a value as great or greater than
the observed X2, computed from the cumulative v2 distribution with
df = NM, as shown, where N is the number of data points and M is the
number of free parameters in the model. P values (MC) were derived from
the Monte Carlo distributions shown in Fig. 3.
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When q = 0, Eqs. (1)–(4) deﬁne a ﬁxed-noise model
(FIX3). Parameters p, k, g were varied by the Simplex algo-
rithm (function fmins in Matlab 5.2) to minimize the X2 er-
ror measure between model and data (exactly as in KCT),
while q = 0. Following the recommendation of Wichmann
and Hill (2001) we constrained the lapse rate to a small
maximum value (0.05) during the ﬁtting procedure. To pre-
vent division by 0 in calculation of X2, the minimum lapse
rate was set at 0.0001. Fig. 1 (dashed curves) shows that
this ﬁxed-noise model also appears to give a very good ﬁt
to the four KCT datasets, but with three, rather than four,
free parameters. It is tempting to suppose that the similar-
ity by eye of ﬁts produced by VAR4 and FIX3 settles the
issue—the models cannot be distinguished by these data.
However, with very large numbers of trials (200–486) per
point, the experiment has great statistical power and even
small diﬀerences in the ﬁts might be signiﬁcant.
To assess a models goodness-of-ﬁt for individual data-
sets, one can test the observed X2 (Table 1) against tabulat-
ed values of v2 with NM degrees of freedom, where N isthe number of datapoints and M is the number of free
parameters in the model (Press, Flannery, Teukolsky, &
Vetterling, 1992; Wichmann & Hill, 2001, footnote 13). Ta-
ble 1A and B shows that for both models (VAR4, FIX3)
three of the four datasets gave an acceptable ﬁt (P values
P0.05) while one dataset (AK, transient) showed highly
signiﬁcant deviations from both models.
Finding that individual models ﬁt well does not allow us
to decide on the key question of whether the ﬁt of one mod-
el is signiﬁcantly better than another. Such inference is pos-
sible, however, when one model is nested within another.
Here FIX3 is a special case of VAR4 with one parameter
ﬁxed (q = 0). In general, let VAR3 be the VAR4 model
re-ﬁtted to the data but with q set to some ﬁxed value;
FIX3 is thus an instance of VAR3. With one fewer free
parameter, the X2 error for VAR3 must necessarily be
higher than for VAR4. Fig. 2 shows for each of the four
datasets how X2 increases as q departs from its optimum
VAR4 value (ﬁlled symbol). Let this increase be DX2. Con-
ﬁdence limits for q are determined by critical values of DX2,
distributed as v2 with 1 df (Press et al., 1992; Wickens,
2002). KCT used exactly this method to calculate the (rath-
er narrow) 68% conﬁdence interval for q given by the val-
ues of q at which DX2 = 1. We have extended that analysis
to assess signiﬁcance at the 0.05 level.
Fig. 2 (dash-dot line) shows how farX2 has to rise to reach
the 95% conﬁdence limits on q, corresponding to
DX2 = 3.84. Fig. 2A, for example, shows that for AK, sus-
tained, small changes in q causedX2 to rise above the critical
level. The 95% limits, where the open symbol curve crosses
the dash-dot line, were still quite tightly tuned around
q = 0.76, and we can reject at the 95% conﬁdence level the
hypothesis that qwas small or 0 for this dataset. On the other
hand, for SV sustained, and SV transient, this was not so.
The rise in X2 with decreasing q was shallow (Figs. 2B and
D), and all values of q down to 0 remained within the 95%
conﬁdence bounds. For these two datasets, then, we cannot
conclude that VAR4 is a signiﬁcantly better ﬁt than FIX3.
For the fourth dataset (AK, transient) we draw the same
conclusion, but for a diﬀerent reason. Wickens (2002, p.
219) points out that to apply the DX2 test for model diﬀer-
ences: ‘‘the more general model must ﬁt the data adequate-
ly. If it is substantially wrong, then its parameters may
have little meaning, and tests of their values are not inter-
pretable’’. Likewise, Press et al. (1992) advise that ‘‘unless
the goodness-of-ﬁt is credible, the whole estimation of
parameters is suspect’’ (p. 695). All models for this dataset
(VAR3, FIX3, and VAR4) failed the goodness-of-ﬁt test
resoundingly (Table 1A and B). Observed X2 values (circles
in Fig. 2C) lie way above the critical v2 (dashed line and
short horizontal line in Fig. 2C), and so we must conclude
that no statistical decision can be made about q in this case.
To summarize, in a direct and statistically powerful
comparison of the ﬁxed- and variable-noise models
(VAR4 vs FIX3), one of the four datasets signiﬁcantly fa-
voured the variable-noise model but three out of four did
not.
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Fig. 2. Model comparison. Is the best-ﬁtting variable-noise model (VAR4) a signiﬁcantly better ﬁt than the ﬁxed-noise model (FIX3)? For this to be so,
two tests must both be passed: (i) VAR4 must be a good ﬁt in its own right. The ﬁlled symbol should lie below the short horizontal bar, representing the
critical v2 for P = 0.05, with N-4 df, where N is the number of data points, and (ii) FIX3 (open symbol at q = 0) should lie above the 95% conﬁdence limit
for VAR4 (dash-dot line). For AK sustained (A), these criteria are met, but for the other three out of four datasets one or other test is failed and FIX3
cannot be rejected in favour of VAR4. Dotted line simply passes through the lowest X2 value (VAR4, ﬁlled symbol). Broken line represents the goodness of
ﬁt test for VAR3 (open symbols)—the critical v2 for P = 0.05, with N-3 df, but this does not form part of the model comparison test. See text for details.
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The 3-parameter ﬁxed-noise model (FIX3) is a simpliﬁ-
cation of a widely used, more general formulation for con-
trast discrimination and pattern masking. In the contrast
transducer or contrast gain control equation (Foley,
1994; Legge & Foley, 1980; Stromeyer & Klein, 1974) the
mean response r, and its standard deviation r, can be de-
scribed by:
rðcÞ ¼ c
p
sn þ cn ; ð5Þ
rðcÞ ¼ k; ð6Þ
where c is contrast, p, s, n, k are constants. Note that if
s = 0, Eq. (5) reduces to a simple power transducer as in
FIX3, but with exponent pn. Parameters p, s, k, g were
optimized as before, while n = 2 was a ﬁxed value based
on previous literature. (It was necessary to ﬁx n in order
to produce stable ﬁtting, given the limited range of mask
contrasts in the dataset.) It is clearly of some interest to
ask how well this standard, 4-parameter FIX4 compares
with the 4-parameter VAR4.Table 1C shows that the X2 values were better (lower)
for FIX4 than FIX3 (as they should be, because FIX3 is
a special case of FIX4, and FIX4 has an extra free param-
eter), but not as low as VAR4. Perhaps the key point from
Table 1 is that in three out of four cases none of the three
models could be rejected with any conﬁdence (P value (v2)
P0.05). No DX2 comparison between the ﬁts for VAR4
and FIX4 is possible, because neither model is nested with-
in the other. The pattern of diﬀerences, however, was sim-
ilar to that seen in the comparison of VAR4 with FIX3,
above. For AK, sustained, the X2 diﬀerence (8.5) was
markedly in favour of VAR4, but for SV the diﬀerences
were small (1.25, sustained; 1.4, transient). For AK, tran-
sient, neither model ﬁt well, so comparison was fruitless.
Klein (2001) sounds a note of caution on the use of tab-
ulated values of v2 to evaluate goodness-of-ﬁt for psycho-
metric functions. He suggests that with some probabilities
near unity, or with non-linear models: ‘‘Monte Carlo sim-
ulations would be more trustworthy’’ (p. 1442). According-
ly we ran a simulation in which the best-ﬁtting model
psychometric functions were used to generate 5000 simulat-
ed datasets through binomial sampling at the contrast lev-
els and number of trials actually used in the experiment.
For each synthetic dataset the model was re-ﬁtted and
4298 Letter to the editor / Vision Research 46 (2006) 4294–4303the X2 deviation between synthetic data and re-ﬁtted model
was computed. The distribution of X2 values that emerged
(Fig. 3) shows the range of X2 values that should be expect-
ed if the model were ﬁtted to other datasets generated by
the same set of underlying true probabilities. For suﬃcient-
ly large datasets, X2 should be distributed as v2 with NM
df. If the observed X2 (ﬁlled circle in Fig. 3) lies to the right
of the simulated distribution, then we can infer a statistical-
ly signiﬁcant lack of ﬁt, as found for AK transient. For the0 20 40 60 80
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Fig. 3. Goodness-of-ﬁt for models VAR4 (left) and FIX4 (right) assessed by M
statistic) between data and best-ﬁtting model. Histograms show the distribution
psychometric function, simulating 5000 replications of the experiment. The m
Observed values falling well within the Monte Carlo distribution represent good
represent statistically signiﬁcant lack of ﬁt. Vertical dashed line shows a con
transient, showed a clear lack of ﬁt-for both models. Smooth curves show the v2
points and M = 4 is the number of free parameters in the ﬁtted model.other three datasets, ﬁts of VAR4 and FIX4 were (just)
acceptable at the 0.05 level [see Table 1A and C, P value
(MC)]. Smooth curves show that the v2 (NM) distribu-
tion was usually close to the simulated distribution imply-
ing that the distributional assumption adopted above was
sound in all but one case, where Kleins warning about
the impact of probabilities close to 1 seems to apply.
As above, these goodness-of-ﬁt tests do not tell us
whether one model ﬁts better than the other. To resolve0 20 40 60 80
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s of X2 values produced by binomial sampling from the best-ﬁtting model
odel was re-ﬁtted before computing X2 for each new synthetic dataset.
ﬁts between model and data. Values falling to the right of the distribution
ventional criterion for rejection of the ﬁt (reject if P 60.05). Only AK,
distribution with NM degrees of freedom, where N is the number of data
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Fig. 4. Monte Carlo simulation that allows the two non-nested models (VAR4, FIX4) to be compared directly. Single circle shows the X2 deviation
between experimental data and VAR4 (x-axis) or FIX4 (y-axis). Cloud of 2000 white points shows the expected 2-D distribution of such deviations, when
the best-ﬁtting VAR4 model is true (i.e., when VAR4 is used to generate the synthetic data). Black cloud shows the corresponding distribution when the
FIX4 model is true. One of the four datasets (A) favours the VAR4 model, but the other three do not. See text for details.
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method just described that does allow a direct comparison
of the models, and might be useful more generally. We
illustrate the method by reference to Fig. 4A. Consider ﬁrst
that ﬁtting two models to the experimental data yields two
error measures, X 2V for VAR4 and X
2
F for FIX4. We cannot
simply ask whether one error is smaller than the other,
since we have no appropriate test of the diﬀerence for these
non-nested models. Instead we consider the pair of ob-
served errors ðX 2V;X 2FÞ as an experimental observation,
and ask whether it is more likely to have arisen from the
VAR4 or FIX4 model. The method rests on considering
the bivariate distribution of ðX 2V;X 2FÞ under the two
hypotheses. Thus, as before, we generate many synthetic
datasets from one hypothesis (e.g., the best-ﬁtting
VAR4), but then re-ﬁt both models to each of these data-
sets. This gives a 2-D Monte Carlo distribution of
ðX 2V;X 2FÞ under the hypothesis that VAR4 is true, as shown
by the cloud of white points in Fig. 4A. The white ellipse
represents an approximate 95% conﬁdence limit—the re-gion within which 95% of the white points should lie—
obtained from the 2-D Gaussian function that has the same
statistics (marginal means and variances, and correlation
coeﬃcient) as the cloud. Black points and black ellipse
represent the equivalent distribution and conﬁdence limit
under the hypothesis that FIX4 is true. The white and
black clouds overlap rather little, implying that for this
dataset (AK, sustained) the ﬁts of the two models are suf-
ﬁciently diﬀerent to be distinguishable. The single circle in
Fig. 4A represents the observed pair of errors ðX 2V;X 2FÞ,
and it clearly falls within the white cloud and outside the
conﬁdence limits of the black one. This dataset therefore
signiﬁcantly favours the VAR4 model over the FIX4 mod-
el. That is, the observed deviation ðX 2V;X 2FÞ of the data
from the two models is consistent with binomial sampling
from the best-ﬁtting VAR4 psychometric functions, but
not consistent with FIX4. Note that we could not draw this
conclusion from the one-dimensional distributions of
Fig. 3. They can be considered as projections of the white
points onto the x-axis and the black points onto the y-axis
4300 Letter to the editor / Vision Research 46 (2006) 4294–4303of Fig. 4. These 1-D distributions overlap a good deal, and
the experimental point falls plausibly within both of them
(Fig. 3A), but the new, 2-D method enables a ﬁner distinc-
tion to be drawn. Intriguingly, the correlation of X 2V with
X 2F is very high (r = 0.987) under the FIX4 hypothesis—
all the black points lie on or close to the the line of equality.
This means that even if FIX4 were true we could not expect
X 2F < X
2
V—reinforcing the point that a simple comparison
of goodness-of-ﬁt measures is insuﬃcient.
We turn now to the other three datasets. For SV, sus-
tained (Fig. 4B), the two distributions overlap completely;
indeed the FIX4 distribution is contained within that for
VAR4. The experiment has little power to distinguish the
models, and the observed point lies well within the conﬁ-
dence limits of both. For SV, transient (Fig. 4D), the exper-
iment did have the power to distinguish the models, but the
observed point ðX 2V;X 2FÞ lay close to equality, well within
the limits for both models. So, for SV neither dataset allows
any decision between the models. The same is true for AK,
transient (Fig. 4C), but here the observed point lies well
outside both distributions, and so (consistent with
Fig. 3C) this experimental dataset favours neither model.
It appears from Fig. 1C that four or ﬁve rogue points
(outliers) prevented either model from ﬁtting well.
3. Discussion
We aimed to compare the ﬁxed- and variable-noise
explanations of KCTs results as rigorously and objectively0 0.2 0.4 0.6 0.8
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Fig. 5. Diﬀerence between the model predictions is small. (A) Diﬀerence in the n
(VAR4 minus FIX3) at each test contrast for AK, sustained. Dashed lines indi
probabilities P 0 and the number of trials run at each contrast. (B) As (A), foras possible. We compared FIX3 with VAR4 using the DX2
method and found that just one dataset favoured VAR4
signiﬁcantly. The other three datasets were ambivalent be-
cause for SV both models ﬁt well, and did not diﬀer signif-
icantly, while for AK (transient) neither ﬁt well enough.
Exactly the same conclusions for each dataset were drawn
in a comparison of FIX4 with VAR4, using a novel Monte
Carlo method. Thus, while the KCT results hint at a pref-
erence for the variable-noise model, they stop well short of
establishing it.
It seems obvious from Fig. 1 that the two models
(VAR4, FIX3) make very similar predictions. To get a
clearer idea of the similarity, we calculated how many trials
would have a diﬀerent outcome under the two hypotheses.
Fig. 5 shows for two datasets the pattern of diﬀerences
across incremental contrasts, for each of the three pedestal
contrasts. Although there were 200–400 trials per point, the
typical diﬀerence between the model predictions is only
about ± 2 correct trials (Fig. 5). The predicted diﬀerences
here amounted to about 0.5% of the trials (49/7800 for
AK sustained; 38/7326 for SV transient). These small dif-
ferences usually fell within ± 1 SD of the expected binomial
sampling variation (dashed curves). Now, it is true that in
one case (AK, sustained), these diﬀerences emerged as sig-
niﬁcant (Figs. 2A and 4A), because in this case the lapse
rate was low or zero, the expected binomial variance for
VAR4 became vanishingly small at high dc (Fig. 5A),
and then a very small change in the predicted number of
correct trials at high dc can have a large impact on X2.0.2 0.4 0.6
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Fig. 6. Why is it diﬃcult to distinguish the models? Pairs of psychometric functions were generated from the best-ﬁtting variable-noise model (VAR4, Eqs.
(1)–(4); solid curves) and the ﬁxed-noise model (FIX3, Eqs. (1)–(4), q = 0; dashed curves), (A) Parameters were those of subject SV, transient, Table 1.
Actual parameters for VAR4 and FIX3 are shown, in that order, in the centre panel. Error bars show ±1 SD of the binomial sampling variation for the
number of trials used in the experiment at each point (ranging from 200 to 486 trials per point). (B) As (A), but with noise level k doubled. (C) As (A), but
with noise k set to four times the observed value. Note how the diﬀerence between the two predictions increases with the assumed noise level, but the
diﬀerence is small (in A) when the noise is as low as that observed experimentally.
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stantial. Such small diﬀerences—often within the range of
ﬁnger errors and sampling variation—appear fragile, and
this may help to explain why three of the four datasets re-
vealed no reliable diﬀerence. A possible complication here
is that KCTs method allowed observers to reject trials that
they felt involved blinks or inattention. The rejection rate
was reported to be about 2%. This rate is larger than the
predicted diﬀerence between the models, and clearly intro-
duces some uncertainty in interpreting the asymptotic lev-
els of performance that are so crucial to this study.
The ﬁxed- and variable-noise models are diﬀerent in
principle, so why do they perform so similarly in ﬁtting
the contrast discrimination data? KCTs Fig. 2 showed that
in some cases the two models (exempliﬁed by q = 0, q = 1)
gave very diﬀerent relationships between d 0 and dc, and so
KCT proposed that the two should be readily distinguished
by an experiment of the kind they carried out. The key idea
for their study was that the shape of the psychometric func-
tion, if measured carefully enough, should distinguish be-
tween ﬁxed- and variable-noise models that have
compressive and accelerating transducers, respectively.We show here that, when the noise level is high enough,
the two models do predict very diﬀerent psychometric
shapes, but at the noise levels observed experimentally
the two models are much more similar. For example,
Fig. 6C (solid curves) shows model psychometric functions
generated from the VAR4 parameters for subject SV tran-
sient (Table 1A) but with the noise level k increased by a
factor of 4. Dashed curves show the corresponding FIX3
prediction. It is clear that at higher dc the diﬀerences are
substantial, especially for the lower pedestal contrasts.
When the noise level k is reduced, however, we see that
the diﬀerences also reduce (Fig. 6B), and when k is further
reduced to the value estimated from the experimental data
(Fig. 6A), the diﬀerences are small (cf. Fig. 5B). A similar
pattern of increasing diﬀerence with increasing noise level
was produced for the other three sets of parameters (not
shown). These greater diﬀerences would presumably be
more readily distinguished by experiment, but they require
higher noise levels than those observed. Thus, while psy-
chometric function shape could in principle have been a
useful diagnostic tool, we conjecture that the human
observers sensitivity was too high (noise level too low)
4302 Letter to the editor / Vision Research 46 (2006) 4294–4303for the models to be readily distinguished by the
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3.1. Other psychophysical studies
In an elegant study of luminance increment detection,
Nachmias and Kocher (1970) used rating ROC methods
to infer the mean and variance of the underlying response
distributions. They found that near threshold (outside the
range of KCTs study), variance increased somewhat with
d 0. For discrimination between two suprathreshold incre-
ments they reported that the variance often appeared to de-
crease at the higher mean value. In an analogous study of
contrast discrimination, Katkov, Gan, Tsodyks, and Sagi
(2005) aimed to infer the means and variances directly from
a suﬃcient number of pairwise contrast discriminations,
using signal detection theory but without invoking a specif-
ic signal-processing model. They found that their 2AFC
data were at least consistent with the constant-noise
assumption, but this conclusion was limited by uncertainty
in the mathematical solution of the inverse problem. In a
second study, the use of a category rating task reduced this
uncertainty and from these results Katkov et al. inferred
that noise did not increase with contrast, and was nearly
constant over most of the contrast range (10–80%).
In a very extensive study (3 subjects · 3 durations, 9
pedestal levels ·  10 signal levels; total 75000 trials)
analogous to KCTs, Wichmann (1999) modelled the per-
formance surface (percent correct as a joint function of
pedestal and test contrasts) using a generic model with
six free parameters that incorporated both VAR4 and
FIX4 (and other models) as special cases. Thus the
generic model allowed for accelerating or compressive
transducers, and allowed noise with ﬁxed and response-
dependent components. At all durations, the best-ﬁtting
transducer was accelerating at very low contrasts but
compressive at higher contrasts, as in the standard gain
control model. At the longest (1.5 s) duration the estimat-
ed noise contained only the constant component for all
three observers. Thus at 1.5 s, the best-ﬁtting model was
the same as FIX4. At briefer durations (20, 79 ms), esti-
mated noise SD increased 2- to 5-fold over the 100-fold
contrast range from 1% to 100%. By comparison, the
VAR4 model, with its strongly accelerating transducer re-
sponse, requires the noise SD to increase by a factor of
3000 over the same range. Thus Wichmanns study points
to ﬁxed noise in the sustained condition, but to modest
departures from ﬁxed noise at brief durations.
3.2. Cortical physiology
Physiological ﬁndings from the visual cortex are relevant
to the variable-noise question, but their bearing on the is-
sue is indirect because the relation between performance
of single-cells and performance of psychophysical mecha-
nisms depends entirely on the linking hypothesis that one
adopts. Until recently, the evidence has favoured the ideathat cell response variance is roughly proportional to the
mean response. The classic studies (Tolhurst, Movshon,
& Dean, 1983; Tolhurst, Movshon, & Thompson, 1981)
were done on anesthetized animals, and these authors were
much concerned that slow drifts in responsiveness (non-
stationarity) might contribute greatly to the observed re-
sponse variance. This may well be so, because variance
was found to be lower over shorter time periods, and be-
cause a more recent study in the alert monkey (Gur, Beylin,
& Snodderly, 1997) found much lower variance, especially
when the inﬂuence of ﬁxational eye movements was also
factored out. Indeed, for individual cells Gur et al. found
no systematic relation between response mean and vari-
ance, though across a population of cells the approximate
proportionality of variance to mean was again found.
One possible interpretation is that diﬀerent cells have diﬀer-
ent gains, but with similar input noise. This would lead to a
high correlation between mean and variance across the
population, but no relation at the single cell level if the in-
put noise itself had constant variance. This interesting dis-
sociation in Gur et al.s data is thus consistent with a
constant-noise hypothesis. At the very least, the physiolog-
ical evidence on this question is more ambivalent than is of-
ten supposed.
4. Conclusion
Assumptions about internal noise lie at the heart of all
models for visual discrimination. In relation to Kontsevich
et al.s (2002a) psychophysical data, neither the ﬁxed- nor
variable-noise model could be rejected with any conﬁdence.
Most importantly, for three of the four datasets we could
not conclude that the VAR4 model was a signiﬁcantly bet-
ter ﬁt than FIX3, though for one out of four we could do
so. We conclude that Kontsevich et al.s (2002a) psycho-
physical experiment does not allow us to decide ﬁrmly be-
tween models for contrast discrimination that assume
either multiplicative, contrast-dependent noise, or ﬁxed,
additive, contrast-invariant noise. A brief review of other
literature lends some support to the ﬁxed noise assumption,
or to modest departures from it. However much we might
like to see this important issue resolved, the question re-
mains open.
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