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1.1. HIS'_ jRICO 
O estudo matemãtico de processos de aprendjzagem se origi-
nou de certos experimentos da escola de psicologia denominada co~ 
portamentalismo. A fim de entender melhor os conceitos aqui usa-
dos, vamos apresentar um experimento introduzido por 
(1939). 
Humphreys 
Foi colocada uma lâmpada na extrema direita e outra de igual 
intensidade na extrema esquerda de um lado de uma mesa. A ilumina 
ção dessas lâmpadas era manipulada pelo experimentador ("profes-
sor"), fora da vista dos sujeitos ("alunos"). As lâmpadas eram fa 
cilmente observadas pelos "alunos" de vãrios ângulos na sala de 
experiência. A primeira lâmpada era estímulo inicial e quando aceg 
dia indicava o início de um ensaio. A lâmpada esquerda era sempre 
ligada pelo experimentador e os "alunos" foram instruídos para e~ 
creverem em espaços preparados: "X" se eles esperavam que em se-
guida seria acer;a a lâmpada direita e "O" a ausência da luz. De-
pois de 5 segundos, algumas vezes a lâmpada direita era acesa, 
indicando se os alunos acertavam ou não a resposta. PÔr causa dis 
so, o sinal da lâmpada direita é chamado de reforço, e os alunos 
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tinham que "aprender" a frequência de acendimento da lâmpada- re-
forço. Após um certo número de ensaios, Humphreys constatou que a 
frequência de acendimento da lâmpada direita era quase igual a 
frequência de "X". No sentido restrito em que nos induzimos a pa-
lavra "aprender", podemos dizer que os alunos aprendiam. 
Em seguida vários autores construiram modelos matemáticos , 
demonstrando o mesmo comportamento daquele observado porH~ys. 
o interesse em uma discussão matemátira -na o está em expl! 
Céi.r os fenômenos que podemos observar na "natureza", mas estudar 
sobre os fenômenos apresentados por máquinas com características 
de imitar as construções e os comportamentos das preposições de-
senvolvidas por seres humanos. Estas máquinas são as que fazem: 
leitura automática de caracteres, classificação de figuras georn~-
tricas, algoritmos de classificação, etc. 
Agora, ternos corno objetivo princip~l resolver a questão de 
corno podemos construir tais algoritmos capazes de aprender. 
1.2. UM SISTEMA LINEAR CAPAZ DE APRENDER 
DEFINIÇÃO 1. 2 .1. Um sistema linear capaz de aprender medidas·· e 
dado pela quintupla 
(~, s, g, f, v) 
onde temos: 
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n: é a classe dos conjuntos do "ambiente" do sistema com uma a-
álgebra S; 
g: S + IR+ é a medida de Uht "evento" A E S como "apresentação" 
de um evento no meio do sistema; 
v: S + IR+ é uma medida de um evento A E s como "suposição" 
do sistema sobre um evento; 
f: g x v + v e uma função de correçao da "memória" (o conjtmto das 
suposições) do sistema após ocorrência de um evento A E S. 
Se as medidas na definição 1.1.1 -sao normalizadas a 1, o 
sistema é chamado um sistema capaz de aprender probabilidades. E 
nesse sistema, para S 1 uma subclasse de S, podemos obter equa-
ções funcionais através da propriedade de medida de v, para os 
seguintes cas0s: 
1. S 1 e uma subclasse que contém conjuntos disjuntos; 
2. S 1 e uma subclasse que contém conjuntos que são p-inde-
pendentes. 
No primeiro caso, através das equaçoes 
v(A U B) = v(A) + v(B) ~ 
f I (g (A u B), v (A u B)) = f I (g (A) ,v (A)) +f I (g (B)) ,v (B)) 
segue a função ajuste aditivo 
f 1 ( g (A) , v (A) ) = _ Bg (A) + a v (A) 
B + a 
( S, a) 1- (O, O) , 
E para o segundo caso, ternos através das 
v(A n B) = v(A) • v(F) 
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(1.2.1) 
+ B,a E IR 
f*(g(AnB), v(AnB)) = f*(g(A), v(A)) • f*(g(B), v(B)) 
segue a função ajuste multiplicativo 
(g (A)) S (v (A)) a 
f* ( g (A) , v (A) ) = (1.2.2) 
com S, a E IR 
Desde que c • log (f*) = f 1 , com c > O, então f* -e urna 
função rnonotonicarnente crescente de f. Portanto achamos suficien 
te tratar a função dada por 1.2.1. 
Existem, claramente, vários tipos de aprendizagem, associa-
dos a sistemas capazes de aprender; um deles é: 




onde N e o Índice de tempo, e as distribuições das variáveis 
aleatórias sao cópias das distribuições 
aleatórias gN, SN e exN para N > 1. Os coe fi cientes o. e S po-
dem ser considerados como parâmetros para a classificação de pro-
cesses de aprendizagem, isto é, para sequências de ajustamentos 
ou correçoes. 
Aqui tratamos do caso mais geral, onde em cada etapa de 
"aprendizagem", os parâmetros e sao escolhidos indepen-
dentemente das distribuições sobre IR+ com JE (ex) e JE (S) fi-
nitas e O < N (ex) < oo e O < N ( S) < oo. E também em cada etapa 
um vetor gN é escolhido de uma distribuição sobre 
peranças e variâncias finitas. 
Então 
a) lim JE (vN) existe e tem o valor 
N+oo 





se e somente se JE ex < 1. 
b) lim N (vN) existe com 
N+oo 
N (v) = l (NSg + JE 2 (v )Nex) 
00 2 00 1-JEex 
se e somente se JE ,._,2 1 u. < • 




Agora, queremos uma relação entre as variáveis aleatórias a 
e B para termos um processo de aprendizagem não-viciado, um pro-
cesso para qual vale JE (v ) = JE g. Achamos que para isso: 
00 
JEB+JEa=l (1.2.6) 
Certamente, a maneira mais fácil de assegurar a validade da 
equação (1.2,6), consiste em fazer 
B = 1 - a, (1.2. 7) 
perdendo a independência entre a e B. Procedendo dessa maneira, 
temos o segundo tipo de aprendizagem: 
O sistema reduzido, caracterizado pela fórmula de recorren-
c ia 
(1.2.8) 
onde as d1stribuiç6es das variáveis aleatórias gN+l e aN+l sao 
cópias das variáveis e aN, respectivamente, para todos os 
N > 1, e as variáveis sao p-independentes entre si. 
Então valem: 
a) lim JE (v*) = JE v* = JE g N oo N+oo 
(1.2.9) 
se e somente se JE a < 1. 
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b) lirn N (v~) = N (v,!) = 
N-+oo 
Ng (1.2.10) 
se e somente se 2 JEa < 1. 
Ternos o seguinte coro~ãrio que descreve vantagens que um 
processo reduzido tem sobre puramente estocástico. 
COROLÂRIO 1.2.1. Se as variáveis a e g sao idênticas as variãveis 
a e g no processo reduzido, ternos 
2 N v* < N g ~ JE a > JE a 
00 




< N g ~ JE B < JE (1- a ) 
Se JE g ~ O 
Nv < Ng~> 
00 
]-V_g_ 
2 2 ~-r 




( 1. 2 . 12) 
(1.2.13) 
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-A equaçao (1. 2 .1) restringe os parâmetros a e S no espaço 
IR+, então para o caso reduzido a > O e l-a > O. Nesse caso a 
é uma variável aleatória definida sobre o intervalo (0,1) cumprin-
do sempre lE a > lE a 2 • 
Então o processo reduzido sempre produz uma distribuição da 
variável aleatória v , cuja variância e menor do que aquela va-
oo 
riável aleatória a ser aprendida, isto é JV (v!) .:5_ JV g. As demons 
trações e maiores discussões acham-se em Rohrer (1978). 
1.3. CONSIDERAÇÕES SOBRE A CONSTRUÇÃO DE UM SISTEMA CAPAZ DE 
APRENDER. 
O nosso sistema "capaz de aprender" está exposto a tnn ambien-
te, que produz sequências de padrões a serem classificados. Ele 
deveria aprender classificações certas. A probabilidade deverá ser 
entendida como uma estimativa da chance de que a designação de p~ 
drões para as classes, tenha sucesso. 
O nosso sistema capaz de aprender (~, s, g, f, v) sabe que 
existe um agrupamento ~ sobre ~, com vá: las subclasses C. E ~­
l 
E também que qualquer padrão g pertence a uma subclasse c .. No 
l 
sistema que está sendo apresentado, as subclasses são descritas 
por "modelos" R. (~v.). 
J J 
No nosso caso específico, trabalhamos sobre urn e.spaço IR n 
onde localizam-se as subclasses caracterizadas por hipercubos 
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com distribuição inicial uniforme para os R., e os padrões tem 
J 
distribuição multinormal. Supomos que o sistema conhece os nurne-
ros das subclasses de st em C, mas nao conhece o próprio a:. Sup~ 
mos tê.mbérn que, pelo menos na parte inicial do processo de apren-
dizagern, o sistema tem um professor ao lado que pode verificar as 
classificações do sistema de tal forma que quando o sistema errou 
(isto é, g E C. não vale) ele dá a classificação certa (isto é, 
1. 
g E Ck, com kr!i). No outro caso (quando o sistema não errou) ele 
simplesmente reafirma a classificação dada. 
Quanto ao sistema, a: depende apenas do professor, e se ele 
mudar, o connecimento aprendido anteriormente sobre a: pode es-
tar sujei to a mudanças. Se as subclasses C i e Ck tinham repre-
sentantes vi e vk na memória co sistema (vi f vk), e estas 
classes não são consideradas mais distintas (por exemplo, por urna 
mudança do professor) , queremos então como urna exigência mínima 
que os representantes vi e vk se "aproximem", talvez até coin 
cidir, isto é, que o sistema extinga da sua memória a distinção 
entre as duas classes. Verbos como "aproximar, coincidir" irnpli-
c~rn tacitamente na existência de uma métrica. Explicitamente va-
mos exigir que o JRn das "apresentações" e das "suposições" pos-
sua a métrica euclidiana, denominada por 11 .IJ. As decisÕes tornadas 
pelo sistema são baseadas em med.:.ções de distâncias entre "mode-
los" e os padrÕes submetidos. Quer dizer é escolhido corno certo o 
rnooelo R. que apresentou a menor distância do padrão submetido. 
J 
No nosso caso específico, calculadas as distâncias D.,entre pontos 
J 
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R. uniformes n-dirnensional e o padrão normal n-dirnensional, es-
J 
colhemos corno certo o modelo ~ correspondente a menor distân-
cia Dk. 
E a cada etétpa corrigimos o modelo ~ escolhido corno cer-




Então, para que ocorra a convergência do processo de apren-
dizagern, é necessário que a função correção satisfaça a seguinte 
condição de Lipschitz: 
sup 
(N) .J (N) 
vi rVk 
11 ( (N)) f( (N) f g,vi - g,vk ) 11 
< 1 (1.3.1) 
Isto é, f é urna função que diminui distância, pois apl~ 
cando-o sobre o sisternd reduzido, pelas vantagens citadas an~rior 
mente, a condição fica: 
11 ( 1-aN) gN + a v ( N) - ( ( 1- (:3 ) g + (:3 v ( N) ) 11 N i N N N k 
Vv~N) f V(N) 
l k (1.3.2) 
Apenas com as condições anteriormente impostas sobre a e S 
(ou a e \1-a) no processo de aprendizagem reduzido), ou seja, 
(a,(:3) E (0,1) 2 ; não podemos obter a propriedade de adaptação a 
qualquer mudança no ambiente do sistema. Então para que possamos 
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obter tal propriedade, devemos impor mais algumas restrições so-
bre as variáveis a e B. 
Então Rohrer (1978) chegou que um operador definido como 
max 11 g - v ~ N) 11 
l~j~S N J 
cumpre a condição (1.3.1). 
+ a 
+ 
, a E IR (1.3.3) 
A função de aprendizagem reduzido será escrita explicitame~ 
te como: 





Segundo o teorema de Iosifescu (1969), esta função de ap~ 
dizagem introduz para v uma distribuição assintoticamente normal. 
Podemos ver que a forma de (1.3.4) mostra um comportamento 
que se espera intuitivamente de uma tal função: se o padrão em 
questão está perto do representante de sua classe, este represen-
tante não precisa ser corrigido muito, e no caso contrário, se o 
padrão se encontrou muito distante, a funçãc assegura que a memó-
ria sobre esta classe será mudada drasticamente. Isto quer dizer 
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que quando cria-se os representantes de urna subclasse (a maneira 
nao importa) e se eles forem mal criados, a função de correcao as 
E: -
segura que a aproximação aos representantes "verdadeiros" aconte-
ce relativamente rápida, e se forem bem criados, esta mesma fun-
ção de correção assegura que este estado bom não é deixado. 
1.4. OBJETIVO DO NOSSO TRABALHO. 
Dado um ambiente, se utilizamos a função de correçao B da 
maneira corno foi definida em 1.3.3, ocorre a convergência do pro-
cesso de aprendizagem. 
Então temos corno interesse principal determinar a distribui 
çao de:sa variável aleatória B, em um caso específico. Nós esco-
lhemos o seguinte ambiente experimental: 
1) os pontos (padrões) g são criados através de urna dis-
tribuição rnultinorrnal. 
2) cada classe é caracterizada por um hipercubo com distri-
buição uniforme. 
No capítulo II, fazemos um desenvolvimento analítico e deri 
vamos a distribuição da variável aleatória B. Devido a intratabi-
lidade da função densidade de probabilidade B, numa forma simples 
e explícita, recorremos ao auxílio de um computador. No capítulo 
III, damos um enfoque paramétrica, simulamos as variáveis B e 
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estimamos os par~metros de uma distribuiç~o Beta (p,q); a distri-
buiç~o que propomos para a nossa variável S. Essas variáveis nem 
sempre podem ser consideradas distribuídas como Beta (p,q). Ent~o 
no capítulo IV, verificamos quais as condições necessárias para 
que S venha a ter distribuiç~o proposta. No capítulo V tiramos as 
conclusões finais expondo uma aonjetura que possibilite um sist~ 
ma capaz de aprender, nao necessitar mais de uma presença consta~ 
te de um "professor". Anexamos também um Apêndice, com o programa 




2.1. DISTRIBUIÇÃO EXATA. 
Sejam x1 ,x2 , ... ,Xn variáveis aleatórias independentes ten 
do a densidade normal 
fx (x,, = 
i ~ 
l 
Denotemos X. ~ N (~.,a.). 
~ ~ ~ 
' -oo < X. < oo 
~ 
(2.1.1) 
O k-ésimo momento dessa variável pode ser calculado através 
de 
JE X~ = (M ( k) ( t) I t = o ) I i k , 
~ 
(2.1.2) 
t E lR, k > O é um inteiro, onde 
vada da sua função característica 
ponto t = O. 
M(k) (t} !t=O é a k-ésirna deri-
a? t 2 
M (t) = exp (~i ti - ~ 2 ) no 
Sejam Y1 ,Y 2 , ... ,Yn variáveis aleatórias independentes e 





, a. <y. < b. 
1- 1 1 
a. ,b.E JR 
1 1 
O caso contrário 
Y. '\., U(a., b.'). 
1 1 1 
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(2.1.3) 
O k-ésimo momento da variável aleatória Y. é definido co-
1 
mo 





1 k > o inteiro. 
Sejam w1 ,w2 , ... ,Wn variáveis aleatórias, onde w. 1 
(2.1.4) 
-sao de 
finidas como o quadrê.do da diferença entre as variáveis aleatórias 
X. e Y .. Isto é, 
1 1 




Como primeiro passo, determinamos a função densidade da va-
riável aleatória Z .. Por convolução temos que: 
1 
fz ( z. ) 
. 1 
1 
fy (x. - z.) fx (x. ) dx. 
. 1 1 . 1 1 
1 1 
para -oo < X. < oo 
1 
e a. < x.- z. < b. 
1 1 1 1 
(2.1.5) 
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Substituindo as densidades das variáveis X. e Y. na fun 












fy C x . - z . ) fx ( x . ) dx . = 
i l l i l l 
!{ xi - JJi} 2 
1 1 2 di 
e b.-a. I2TI a. l l 
l 
l l 
dx. = l 




l l l l 
Portanto, z 1 ,z 2 , ... ,zn e uma sequência de variáveis a1eató 
rias independentes com a função densidade 








(b. +z. -p. ) I a. f l l l l 
(a.+z.-p.)/a. 
l l l l 
2 
e-t / 2dt 




Tendo a densidade de Z. 1 queremos obter a densidade dava-
1 
riãvel aleatória Wil onde 2 w. = z .. 
1 1 
A função densidade de W. 1 para os valores de w. > O 1 1 e 
fw (w.) = 
i 1 
1 1 .1 
= 2~ b. -a. !2TI 
1 1 1 
(b. -~.- /W,") I a. 
+ f 1 1 1 1 
(ai-p. -~)/a. 
1 1 1 
(b. -~. +/W~) /a. f 1 1 1 1 
(a.-~.+~)/a. 




e-t / 2dt + 
(2.1.7) 
A média e a variância da variável aleatória w. foram cal-
1 
culadas e sao respectivamente 
JE (W. ) 
1 
= JE (X. - y. ) 2 
1 1 
= IE X~ - 2 IE (X . ) IE ( Y . ) + IE ( Y~ ) 
1 1 1 1 
Utilizando os resultados (2.1.2) e (2.1.4), ternos que 
IE (W. ) 
1 
2 2 
=a. + lJ. - 1J. (a. +b.) + 
1 1 1 1 1 
b~ + a.b. +a~ 




N (W.) = N (X. - Y.) 2 = JE (X - y.) 4 
1 1 1 i 1 
= JE (X~) -4JE (X.) JE (Y~) +6JE (X~) JE (Y~) 
1 1 1 1 1 
Novamente, utilizando os resultados (2.1.2) e (2.1.4) mais 
os resultados (2.1.8) ternos que 
1 3 4 2 2 4 2 + i 2 2 1 2 2 
- -3 ~.a. + 3 a.b. + 3 a.a.b. 3 a.a. + 3 ~.b. 1 1 1 1 1 1 1 1 1 1 1 
2 2 + l 2 2 2 
3 ~.a.b. 3 ~.a. - 4a.~.a. 1 1 1 1 1 1 1 1 
(2.1.9) 
Agora, queremos estudar urna distribuição que meça a distân-
cia das variáveis normais e uniformes, seja esta medida D a dis 
n n n 2 tância euclidiana. V = L: W. = L: (X. - Y.) w. independentes. 




W. = / ~ (X.-Y.) 2 
l i=l l l 
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(2.1.10) 
LEMA 2.1.1. A distribuição da variável aleatória V , sorna das di 
n 
ferenças ao qu~drado entre variáveis normais e uniformes ~ a se-
guinte: 
para v > v 1 > • • • > v 1 > O n- n- - - (2.1.11) 
o , caso contrário 
onde 
I Jvon K (n) (v -v 1 ) K( l)dv 1 , para n n- n- n- n > 2 
= l K(l) (vl) , para n = 1. 
e 





(b. -f.!. +v"V-:-) /o. [J l l l l 
(a. -f-1. +;:V,"") /o. 
l l l l 
2 
e-t /t dt+ 
(b. -f-1. -/v-.--) /o. f l l ~ l 
(a.-p.-/V. )/o. 
l l l l 
2 
e-t / 2 dt ] 
PROVA: 
Para n = 1 
2 




(b1-1J1-/Vi)/a1 J(al-~1-!Vll/al -t2/2 e dt}, para 
o caso contrário 
Esta função densidade pode também ser escrita como: 
1 









Para n = 2 










e dt + 
_1_ X 
l2iT 





o caso contrário. 






+ J (a2-~2-lv2-vl)/cr2 -t2;2 e dt] . 
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rr (bi-ai) K(n-1) I 
i=l 
v >v >.~.>v >O 
n-1- n-2 - - 1 
caso contrário. 




K (n-1 ) (v -v ) = 
n-1 n-2 
(b -~ -/v -v )/o 
+ I n-1 n-1 n-1 n-2 n-1 
(a -~ -/v -v )/o 
n-1 n-1 n-1 n-2 n-1 
-t2/2 
e dt] 
Então para n, temos vn = w1 + w2 + ••• + Wn_1 + Wn = 
= v 1 + w . n- n 
A função densidade da variável v 
n 
e 
f v (v ) n n 
v 
r n 
= J o 







2 /v -v 1 n n-
(v -v 1 ) fv (vn-l)dvn-1 I o < v -v n n- - n n-1 n-1 
=>v 
n-1 < v n 
(v -v 1 ) fv (vn-1)dvn-1 = n n-
n-1 
(b -~ +/v -v 1 ) ;o 1 1 f n n n n- n 
---{ 






(b -~ -/v -v )/o 
+ J n n n n-1 n 
(a -~ -/v -v )/o 
n n n n-1 n 
x K(n-1)dvn-1 = 
1 n -1 -n/2 
= - 3- II (b. -a. ) TI 2 _E_ i=1 1. 1. 
2 
(b -~ -/v -v )/o 
f 
n n n n-1 n 
+ . 
= 
(a -~ -/v -v )/o 
n n n n-1 n 
1 




2 -(n-1 ) n-1 
e - t I 2 dt } 1 TI 2 -1 3 ( 1 ) rr (b.-a.) 2 n- · 1 1 1. 2 1.= 
J
von __ 1 __ _ 
/v -v 
n n-1 
(b -u +lv -v )/o 
f 
r. n n n-1 n -t2/2 [ e dt 
(a -~ +/v -v )/o 




(b - J-1 +I v +v 1 ) I o 
K(n) (v -v 
1
) = 
n n- I 
n n n n- n 
[ (a - J-1 +I v -v ) I o 
-t2/2 
e dt + 
lv -v 
n n-1 n n n n-1 n 
(b -]J -/v -v )/o 
f 
n n n n-1 n 
+ (a -J-1 -/v -v )/o 
n n n n-1 n 
-t2/2 
e dt] 
Com isto, a fÓrmula de recorrência está provada. 
Pensarr:do em D (2.1.10) corno D = N, a densidade desta 
n n n 
variável é obtida: 
2d fv (d2) I d > o n n n n 
fD (d ) = (2.1.17) n 
n o contrário caso 
.. 
d (2 n) -n/2 n -1 (d ) n (2.1.18) fD = n-1 11 (b. - a.) K (n) n i=l l l n 2 
onde 
, para n = l 





(b.-f.l.+d. )/a. f ]_ ]_ ]_ ]_ 
[ (a -f.l.+d.)/a. 




-t /2 f ]_ ]_ ]_ ]_ 
e dt + 
(a.-f-1.-d.)/a. 
]_ ]_ ]_ ]_ 
2 
e -t / 2 dt] , 
> d2 o l > • 
O desenvolvimento anterior foi feito para calcular a d'_stân 
cia de um ponto normal n-dimensional em relação a um ponto conti-
do em uma das classes uniforme n-dimensional. Mas é de nosso in-
teresse calcular a distância desse ponto, em relação a vários po~ 
tos uniformes n-dimensionais. Onde cada ponto uniforme esta conti 
do num hipercubo que representa uma classe. A seguir estendemos 
para o caso de multiclasse. 
Seja a variável aleatória (X1 ,x2 , ... ,Xn) com uma distribui-
çao normal n-dimensional. Então a sua densidade f(x 1 ,x2 , ... ,xn)é 
da forma: 
fx(x 1 ,x2, •.. ,xn) = )2 exp[- 1 (2n)n IJV! 2JVJ 
-co < X, < oo 1 ]_ 
(2.1.19) 
onde JvJ f O é o determinante da matriz V de momentos de se-
gunda ordem ajk definidos por: 
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2 
al al2 aln 
2 
a2l 0 a2n v = 2 . -e aik e a covarJ.ancia 
de X. e xk. J_ 
a 
2 
nl a n2 a n 
e JVjkJ é o complemento algébrico do termo 
da matriz V. 
no determinante 
No problema apresentado aqui, supomos que as variáveis alea 
tórias x1 , x2 , ... , Xn sao independentes, portanto, a ik = O (i =1- k), 
isto é, x1 ,x2 , ... ,Xn sao não correlacionadas e lVI toma o seu 
2 2 2 
valor máximo lVI = a 1 a 2 ••• on. 
E a função densidade (2.1.19) fica como: 
1 ( 1 / 2 n x. - ]J . 2 e- L: (lo l) ) 
para 
i=l i 
-oo <X. < oo 
J_ 
(2.1.20) 
. yj ( j j j ) . l k . , . d k l SeJa = y 1 ,y2 , ... ,yn , J= , ... , , J.naJ.can o as c as 
ses; um vetor aleatório formado por variáveis aleatórias unifornes 




I1 (b~ -a~) 
i=l ]. ]. 
(2.1.21) 
o 1 caso contrário 
Para a primeira apresentação de um vetor X ternos então o 
vetor aleatório Dj definido corno 
n 
L: ( yj - X ) 2 ) 112 I j = 1 I 2 I ••• I k 
rn=l rn rn 








(b j_ j)-1 j . a. 1 . 
1 1 (n dJ) 
I n 
O caso contrário 
(2.1.22) 





1 para n = 1 
(d j) 2 
2J n K(n) [(dj) 2 -(dj ) 2]Kj · dj d dj 
0 n n-1 (n-l dJ ) n-1 n-1 
' n-1 
para n > 2 
2 
e t / 2 dt + 
2 
e-t / 2 dt] . 
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Afinal lembramos que é de nosso interesse encontrar a dis-
tribuição de B 1 uma variável aleatória que denominaremos BETAj e 




j = um valor entre 1 e k (2.1.24) 
onde Dj é a variável aleatória cuja função densidade foi dada 
n 




(D 1 1 D2 1 ••• 1 Dk) um vetor k-dimensional n n n e seja (d
1 d 2 n I n I 




1 ••• 1 Dk). n n n Denotamos 
(d ( 1) n I 
(k) 
1 ••• 1 d ) a estatística de ordem n dos valores 
que a variável aleatória pode assumir. 
Então a variável aleatória BETAj pode ser escrita como 
1 j=ll21 • • • 1k• (2.1.25) 
A função densidade conjunta da i-ésima e da j-ésima estatis 
ti c a de ordem D (i) e D ( j ) ( 1 < i < j < k) e 
n n 
g .. (d(i) d(j)) = 
lJ n 1 n 
k! 
(i-1) ~ (j-i-1)! (k-j)! 
x f . ( d (i) ) f . ( d ( j ) ) 1 par a 
0 1 n 0 J n 
n n 
(F . (d (i))] i-1 x 
0 1 n 
n 
A função densidade da variável aleatória para 
e: 
(2.1.26) 




___ k_~--- [F . (betaj d (k)) ]i-l [F (d (k)) 
(i-1) .! (k-i-1)! DJ n Dk n 
n n 
F . (betaj d (k))] k-i- 1 · f . (betaj d (k)) 
DJ n DJ n 
n n 
(2.1.27) 
Fazendo as substituições com resultados obtidos em (2.1.23) 
temos: 
f .(betaj) = 
BETA] fooo 
tj 
n (2n) -n/2 x 





_n_ (2 n) -nl2 TI 
2n-l i=l 
betajd (k) n . . . 
-----,--n_ ( 2n) -nl2 TI (b~ - a~) -lKJ 





x n (2n)-nl2 
n-1 2 
O caso contrário 
(hm )d(hm ) 
n-1 n-1 
( m m) I m m 
f 
b . - ll • +h . o . t212 r (b. - 11 . -h. ) 1 o. 1 1 1 1 e- dt+j 1 1 1 1 
m m, I lt. m I (a.-p.+h. o. (a.'f-1.-h.) o. 
ll jJ_ l lll l 
2 
e -t 12dt] 
que descreve a distribuição exata da variável aleató~ia S. 
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2.2. DISTRIBUIÇÃO DA ESTAT!STICA DE ORDEM ASSINTOTICA. 
Para podermos tratar nao somente o primeiro caso de classi 
fi cação de um vetor X, mais também os seguintes para 9., = 2 f3 f ••• fN f 
supc:m:JS agora que para um k grande f D~.Q., tem aproximadamente urna 
distribuição normal, com média ~9., e variância o.Q.,. 
Então a função densidade de Betai 
f . (betaj) = r k! 
BETAi 9., j O (i-1}! (k-i-1)! 
X ( 



















fazendo a mudança 1 t = s, temos que 
12 
(i-1)! (k-i-1)! fooo [J:.. IIT 
k! = __ __.:.~---
X 
00 2 (00 
J 
-s 1 [..!.. e ds -- J 
r- (k) IIT J. (k) -
v"TT ( -d ) / ( "'2 ) ( b ta d )/ (/2 o ) 





k! =--_:.._ __ 
(i-1)! (k-i-1)! 
fl -d(k) 
x [l erfc( ~ n~ ) 




(i -1) ! (k-i-1) ! J
co 1 1 [--- Erf 
o 2 /iT 
1 
j (k) 2 




Po~to, a função densidade de BETAj pode ser escrita como: 
k! 
(i -1) ! (k-i -1) ! cr~2TI 
1 X[-
/TI 
X d (k) dd (k) 
n.Q, n.Q, 




r 1 1 .Q, n.Q. · .Q, 
J [- + -( ) X O 2 1IT 12a.Q, 
. (k) 
3 )Jn-beta~d n 2 k-·-1 
_ ) _ ( Xo 1v Tix., . ) ] l 
2 12a.Q, 










a e c quaisquer valores 
exceto c = O. 
e (a)k = a(a+1) ... (a+k-1) 1 
(a) = 1 1 
o 
z 
e = 1F 1 (a;a 1 z). 
Erf e Erfc sao respectivamente função erro e função 








= 2 erf(z) 
/TI 
2 erfc(z) 




A função erro pode ser escrita como uma função hipergeomé-
trica do seguinte modo: 
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1 3 2 Erf(z} =z 1F1 (2 ; 2 ,-z) (2.2.7) 
Chegamos a uma distribuição exata da variável aleatória 8 
na subseção 2.1. E como vemos por (2.1.28), ela envolve fórmulas 
recursivas, que mesmo quando conhecemos os fatores e os formos 
substituindo na fórmula, ainda teremos resultcdos de formas com-
plexas. 
A fim de se evitar essas fórmulas recursivas, usamos o ar-
gumento de que a variável distância tem distribuição normal assi~ 
taticamente e obtivemos o resultado (2.2.3). Mas, ainda este cami 
nho simplificado nos levou a utilização de recursos como as fun-
ções especiais e o resultado permaneceu difícil de manusear e se-
gundo Rathie e Rohrer (1978) 1 , até seu desenvolvimento numérico 
é de extrema complexidade. 
Pê ·a contornar o problema da intratabilidade das distribui-
ções resultantes do modelo (padrão normal, classe uniforme) assu 
mido em (2.1.28), propusemos um enfoque paramétrica; trata-se de 
simular a variável 8 e comparar a distribuição observada com urna 
distribuição familiar encontrando as condições necessárias para 
um bom ajuste. 
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CAPITULO III 
DESENVOLVIMENTO POR SIMULAÇÃO 
3.1. PROCEDIMENTO DA SIMULAÇÃO. 
A simulação envolveu as seguintes etapas: 
1. Partimos de um espaço lRn (n ~ l), sobre ele urna normal n-va-
riado com parâmetros ~ e L identificada corno a dos padrões. Es-
paço este contendo k (k > l) classes inicialmente unifor 
me s com os parârretros k k k ((al ,bl), ... ' (an ' 
2. Para iniciar a simulação, em cada classe C., escolhemos alea-
J 




'1 'l 'l 
= (i{ , Yi , ... , ':!.;; 1 . Denominaremos este ponto de 11 referente 11 
R~ da classe C .. 
J J 
3. Geramos aleatoriamente X = (X 1 ,x 2 , ... ,x ) , um vetor rn rn rn rnn com 
distribuição normal (~,L) que envolve os seguintes passos: 
3.1. Queremos um vetor de dimensão n, mas inicialmente geramos 
(z 1 ,z 2 ) um par de números de (0,1)
2 
com distrib~ção unifor 
me U(O,l). Fazemos: 
41 




s = yl + y2 (3.1.2) 
Para s<l, z n=y.-r29.,ns I Q,=Q,+j ,j=l,2' 9=0, ... ,[.!:!2] 
- mx, J s (3.1.3) 
Isto e, geramos dois números normalmente distribuídos e re-
petimos esse processo de geração até obtermos no total n 
números, ou seja n 9.,=[2]. Juntamos todos esses números nove 
tor Z = (z 1 ,z 2 , ... ,z ) que deste modo tem distribuição m m m rnn 
N(O,I). Fazendo a nos.~a matriz de covari~ncia I fica fâcil 
gerar amostras normalmente distribuídas, porque as variâ-
veis são independentes e identicamente distribuídas com va-
riância 1. 
3.2. Para obtermos X , um vetor com distribuição normal com me-
m 
dia ~ e matriz de covari~ncia I, usamos a seguinte transfor 
m2:ão (ver por exemplo Fukunaga (1972)) 
= QL112~ + ~' onde 
m 
Q = matriz de autovetores 
de I 
(3.1.4) 
L= matriz diagonal de autovalores 
À de I. 
m 
4. Nesta etapa, verificamos se o ponto gerado pertence a alguma 
das classes C .. Se o ponto não pertencer a nenhuma classe,vo! 
J 
tamos a etapa 3 e procedemos até localizarmos Xm' um ponto que 
partence a alguma das k classes. 
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5. Calculamos as distâncias do ponto gerado ~orn relação a todas 
as k classes, ou seja, as distâncias do vetor X. ]. do referen-
te 
n . 
= ( l: (Y~ rn 
i=l ]. 
rn > ·1 
2 1/2 ·-X mi) ) , J -1 , 2 , •.. , k (3.1.5) 
Diremos que X E C. se a distância euclidiana m entre X e R. 
m J rn J 
for a mínima entre todas as distâncias de Xm e m . Rj , J=l, ... ,k. 
E verificamos sobre o acertarnento, se realmente o ponto perte~ 
cia a classe que res1:l tou na menor distância do referente com 
o ponto. Senão, j = j' , onde J é índice da classe correta. 
6. Corno o referente tem que ser aprendido, efetuamos urna correçao 
sobre ele a fim de que numa próxima etapa produza a menor dis-
târ:cia do ponto aleatório, se realmente 
classe c .. Então 
J 
m+l m R. = B X + (1-B)R. 
J m rn rn J 
onde 
Dj 










7. Voltamos a etapa 3 e repetimos esse processo até m=N, o tama-
nho da nossa amostra. Portanto obtemos o vetor arnostral (S1 ,B2 , ... ,SN). 
8. A fim de testarmos o ajuste dos valores obtidos com o modelo 
Beta (p,q) proposto, utilizamos o teste x2 . 
8.1. 
8.2. 
Fazemos o histograma da variável B. , dividindo em r inter 
l 
valos. Calculamos a frequência absoluta f (~) das variáveis 
a 
Si em cada intervalo (L(~) ,S(~)], ~ = l, ... ,r. 




A(~) =[L(~),S(~)], (obviamente A(~) c (0,1) V~) 
l se B. E A (O 
l 
O se B. ~ A ( ~) . 
l 
Calculamos a frequência estimada f (~), segundo a distri-
e 
bu1ção Beta (p,q) que propusemos. 
8.2.1. Estimamos os parâmetros p e q da distribuição Beta, 
pelo método de máxima verossimilhança que descrevere 
mos na subseção 3.2. 
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8.2.2. Calculamos a probabilidade 
J
S(,Q,) - -pCe.) = r(~)r(q) 
L(,Q,) f(p + q) 
fP-l(l-t)q-ldt (3.1.9) 
Onde a integral 
(3.1.10) 
é resolvida usando o método de Simpson com 60 subin-
tervalos. Como a funç~o tem derivadas continuas de 
quarta ordem, segundo Bakhavalov (1975), a regra de 
Simpson converge para o verdadeiro valor da integral, 
-4 
no pior caso com velocidade k , onde k é o numero 
de subintervalos utilizados. 
8.2.3. A frequência estimada e obtida por: 







,Q,=l, ... ,r (3.1.11) 
8.3. Estimados os parâmetros p e q através das amostras, quere-
mos verificar se a caracteristica S,Q, tem uma -distribuiç~o 




(f (t) -f (9,)) 2 
a e 




O modelo Beta(p,q) sera considerado satisfatório se houver 
evidência de ajuste, ou seja, se para a pr~ 
fixado. 
9. Voltamos a etapa 8.2.2 para outros valores dos parâmetros, a 
fim de verificar se o método que utilizamos para estimação dos 
parâmetros deu bom resultado. Então, fazemos p e q variarem até 
2% em torno de seus valores. Tornamos 
p'= p ± O,OOSsp (3.1.13) 
,s=l, ... ,4 
q'= q ± 0,005 s q (3.1.14) 
3.2. ESTIMAÇÃO DOS PARÂMETROS DE UMA BETA (p,q). 
Para testarmos o ajuste dos valores obtidos com o modelo 
Beta (p,q), ternos que estimar os parâmetros desta distribuição. 
Seja S uma variável aleatória, cuja distribuição é Beta com 
parâmetros p e q. Sua densidade é definida corno: 
bp-1(1-b) q-1 
B(plq) 




r (p + q) 
1 0<b<l 
1 caso c'-1trário 
podemos escrever essa função densidade como 
onde 
r ( s) 
r<p+q) bp-l(l-b)q-l I o < b < 1 
f(p)r(q) 
o 1 caso contrário 
s-1 -x 






A nossa hipótese não especificou os valores dos parâmetros 
p e q. I .tão usamos o seguinte método desenvolvido por Be~kman e 
Tietjen (1978) para estimar o valor desses parâmetros. 
de variáveis aleatórias 
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independentes de uma distribuiç~o B(p 1 q) 1 as equaç6es de máxima 






e G2 = 
n 
rr (1-b.) 1/n 
. 1 l l= 
e \)J(z) d 9,n r~ z) = dz : função Psi. 
Resolvemos a primeira equação em (3.2.5) para \)J(p) 
~ 
Da segunda equaçao em (3.2.5) 






Substituímos esse valor de A p na segunda equaçao de (3.2.5), 
para obtermos uma equaç~o com uma finica variâvel: 
(3.7.9) 
Para resolver a equaçao (3.2.9) para A q, usamos um método 
baseado no método da secante para encontrar a raiz. Este método 
requer que especifiquemos um intervalo (A,B) dentro da qual a raiz 
está localizada. 
bos 
A soluç~o requer que estejamos capacitados para estimar am-
\j;(z) e \j;-l(z). 
Estimar -1 y (z) é equivalente a encontrar a raiz c da equa-
çao \j;(c) - z = O, e isso é realizada pela técnica de resolver raí 
zes discutida acima. 
Para calcular aproximadamente \j;(z), usamos a seguinte apro-
ximaç~o 
1 
,,, ( z) "' .Q,n z - 1 1 + 1 ~ 2Z - 12z 2 120z 4 ----~6 , para z > 3 256z 
e 
\jJ ( z) = \jJ ( z + 1) - 1 , para 
z 




Essas aproximações segundo Beckman e Tietjen (1978) dão uma 
precisão de 6 casas decimais. 
Pc~eríamos ter estimado esses parâmetros por outros métodos 
mais simples, como por exemplo usando método dos momentos. Porém, 
nesse caso não poderíamos garantir a validade do teste x2 . Pelo 
contrário, se os parâmetros p e q são est_imados pelo método de 
máxima verossimilhança, a distribuição da estatística x2 definida 
em etapa 8.3 da subseção 3.1, quando n + oo tende para a distri-




Em seguida apresentamos os resultados obtidos e como pross~ 
guimos para encontrar as condições sob as quais a variável S. tem 
l 
distribuição B(p,q). 
Quando trabalhamos no espaço com dimensão n=2 e tomamos o 
número de classes k=S, obtivemos o seguinte: 
I I , 
~aracterís-
x2 x2 Graus de jticas das Acertamento Parâmetros Observado para 5% Liberdade 
classes 
~ ~ ·~ ~~· . ~~ 
~lasses pe- , Certos= 2000 p = 3.26 
f!uenas e s~l 91.207 32.671 21 
P d 1 Errados = O éi = 35.37 ara as. 
aUil'entado c;s I, Certos=l982 
classes , éllll p = 3.12 53.083 31.410 20 
da sem inter Errados= 18 q=l8.37 -
se~ao 
aurrentando Certos = 1848 p = 2.81 
mais as elas 
:;es com algum 47.891 33.924 22 Errados = 152 q = 10.83 ~tos canuns 
aurrentando Certos= 1610 p = 2.68 
mais as elas 
pes com váriÕs 40.285 33.924 22 Errados = 390 éi = 8.40 pontos cormms 
grandes cl~ Certos = 1331 p = 2.16 
ses interce:e. -13.407 28.869 18 tando uma Errados = 669 5.43 
. na outra. q= 
TABElA 4.1. 
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Para n = 3, k = 5 
I caracterís~ x2 x2 Graus de 
cas das Aoortarrento Parânetros Observado para 5% Liberdade 
classes 
classes~ Certos = 2000 p = 5.42 
nas e se- 38.490 28.869 18 
paradas Errado = O q = 40.89 
atmentando um Certos = 1998 p = 4.39 pouoo, éllll- 38.620 27.587 17 da, sern_in- Errados = 2 q = 22.67 tersecçao 
atmentado ffi:3ic: Certos = 1943 p = 3.97 as classes 27.219 26.296 16 
CX)In algtms Errados =57 q = 17.00 
.JU( S CXllTilmS 
aurrentando Certos = 1786 p = 3.59 43.860 26.296 16 mais as elas 
ses CX)ffi vá:r:Iã: Errados= 214 q = 13.34 
r:x:ntos CXllTilms 
várias elas- Certos= 15.77 p = 2.06 
ses interoo.E. 214.017 30.144 19 tando uma Errados= 423 q = 3. 98 
na outra 
TABELA 4.2. 
p 5 k - 5 ara n - . I 
Característi-
x2 x2 Graus de 
das Aoorta.rrento Parârretros 




classes r:e- Certos = 1991 - 9.10 27.587 17 p = 23.512 quenas e q = 42.02 separadas Errados = 9 
classes r:e- Certos = 1916 p= 7.36 
27.587 17 quenas CX)ffi 21.967 





mais as elas Certos = 1792 ~ 6. 72 ~- p= ses <XllTl va- 31.010 27.587 17 rios p:::ntos Errados = 208 q = 22.78 em ccm.:rm 
aurrentando Certos = 1397 - 5.05 mais as p= 67.409 26.296 16 
classes Errados = 603 q = 14.57 
classes gran Certos = 902 - 4.92 des interceE: p= 
tando urna 111.941 23.685 14 
na outra Errados = 1098 q = 12.16 
TABELA 4.3. 
Os resultados acima pela tabela (4.1) parecia nos permitir 
conjeturar o seguinte: a medida que fornos aumentando o tamanho 
das classes, obtivemos valores menores de x2 . Até chegarmos a nao 
ter nenhuma evidência em rejeitar que a nossa variável 6. tem dis 
l 
tribuição Beta com parâmetros p = 2.16 -e q = 5.43, quando to-
rnarnos as nossas 5 classes bem grandes, interceptando urna na outra. 
Já a análise das tabelas 4.2 e 4.3 nos levaria a urna conclusão 
exatamente oposta a anterior, poj_s obtivemos valores de x2 pe-
quenos quando tornamos as 5 classes pequenas e separadas. 
Então tivemos que deixar esses resultados de lado e partir 
em outras buscas, pois E:les não nos levam a urna conjetura coeren 
te. 
Visto que a distribuição rnultivariada em k dimensões tem 
urna densidade constante sobre elipsóides da forma 
( 4. 1) 
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2 
c sendo uma constante. Então concentramos as nossas classes nes 
ta elipsóide. 
Iniciamos com pontos normais bivariados que formam uma re-
gião de concentração de forma elíptica com a direção dos eixos da 
das por autovetores da matriz de covariância. 
Obtivemos resultados semelhantes para diferentes vetores mé 
dia e matrizes de covariância. A fim de ilustrarmos as conclusões 
obtidas, tomamos como exemplo uma das matrjzes por nos trabalhada. 
Temos 
variância 
n = 2, o vetor média ~ = (-10, 80) e 
;'2412.77 -1780.40~ 
t= = (, ) 
\~1780.40 2681.17/ 
' / 
Tomamos k = lO classes (retângulos) que sao: 
CLASSES EIXO 1 EIXO 2 
l (-5o 1 -30) (120, 140) 
2 ( -80 1 -6 o) 90, 115) 
3 (-30, -10) 90, 115) 
4 ( -6 o 1 -30) 55, 75) 
5 (-52 1 -27) 22, 42) 
6 (-20, 2 o) 50, 75) 
7 (-10 f 25) 24, 42) 
8 (35' 60) 50, 75) 
9 8, 30) 80 1 102) 
10 o I 30) (110, 130) 
a matriz de co 
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Com os valores estimados - -p = 2.88 e q = 23.31, obtivemos 
a seguinte tabela: 
INTERVALOS FREQU~NCIA AB~;OLUTA FREQU~NCIA ESTIMADA 
.0000 
--1 .0162 33 20.7 
.0162 
-1 .0323 89 93.6 
.0323 -1 .0485 140 166.0 
.0485 -I .0647 189 214.0 
.0647 -1 .0808 231 234.0 
.0808 -1 . 09 70 262 231.0 
.0970 -1 .1132 226 212.0 
.1132 -1 .1294 192 185.0 
.1294 -1 .1455 154 155.0 
.1455 -1 .1617 156 125.0 
.1617 -1 .1779 90 98.4 
.1779 -I .1940 72 75.3 
.1940 -I .2102 39 56.4 
.2102 -1 .2264 30 41.3 
.2264 -1 .2425 25 29.6 
.2425 -1 .2587 29 20.9 
.2587 -f .2749 15 14.4 
.2749 -1 .2910 8 9.8 
.2910 -1 .3072 7 6.6 
.3072 -1 .3234 6 4. :r 
.3234 -1 .3396 1 2.8 
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• 3 8 9 6 -1 . 3 5 5 7 2 1.8 
.3557 -1 .3719 o 1.1 
. 3 719 -1 . 3 8 81 1 . 7 
. 3881 -1 . 4042 4 • 4 
TABELA 4.4. 
E o x2 observado foi 42.293 com 17 gr~us de liberdade 
2 x5 % = 27.587 
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Quando aumentamos as nossas regiões, ou seja, a elipse onde 
estão localizados os pontos normais bivariados fica mais coberta, 




[_~"- / ' J 6 l6u 8 / 
l_J 
- 10 o -80 -Go -qO -20 20 40 60 80 lO 0 120 
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Figura 4.2 
A situação melhora e as classes sao: 
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CLASSE EIXO 1 EIXO 2 
1 (-52, -28) (118, 142) 
2 ( -821 -58) 88, 117) 
3 ( -321 -8) 88, 117) 
4 ( -62 1 -28) 53, 7 7) 
5 (-54 1 -25) 20, 44) 
6 (-22, 22) 48, 77) 
7 ( -12 1 2 7) 22, 4 4) 
8 33, F2) 48, 77) 
9 6 I 32) 78, 104) 
10 -2, 32) (108 1 132) . 
Os valores estimados foram -p = 3.01 e q = 20.88 e obtive 
mos as seguintes frequências 
INTERVI\LO FREQU~NCIA ABSOLUTA FREQU:f:NCIA ESTIMADA 
.0000 --1 .0184 28 16.9 
.0184 --1 .0369 82 84.3 
.0369 --l .0553 133 158.0 
.0553 -I .0738 183 211. o 
. o 73 8 -i .0922 221 235.0 
.0922 --I .1106 253 235.0 
.1106 -i .1291 235 218.0 
.1291 -i .1475 211 191. o 
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.1475 --1 .1660 18Q 160.0 
.1660 --1 .1844 137 129.0 
.1844 --1 .2028 97 101. o 
.2028 --l .2213 76 76.5 
.2213 --1 .2397 42 56.5 
.2397 -1 .2581 48 40.8 
.2581 --1 .2766 18 28.8 
.2766 --1 .2950 17 19.8 
.2950 -I .3135 14 13.4 
.3135 -1 .3319 9 8.8 
.3319 --1 .3503 8 5.7 
.3503 -1 . 36 88 1 3.6 
.3688 -1 . 3872 4 2.2 
.3872 -I .4057 o 1.3 
.4057 ~ .4241 1 . 8 
.4241 -1 .4425 1 .5 
.4425 -I . 4610 1 . 3 
TABELA 4. 5. 
E x2 observado foi 33.77 com 17 graus de liberdade 
2 
XS% = 27.587. 
E finalmente tornamos as nossas . - independentes cobrin regloes 
-
do praticamente toda a elipse, corno podemos ver no gráfico seguinte: 
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' ' ' ' 
-100 -so -6u -40 -2o 20 4U 60 80 100 
Figura 4.3 
As 10 classes sao: 
CLASS .s EIXO 1 EIXO 2 
1 
-8, 25) (104, 126) 
2 (-25, -9) (104, 160) 
3 ( -72 1 -26) ( 10 81 16 o) 
4 ( -72 f -26) 86, 107) 



















Obtivemos os seguintes resultados: 
p == 2.55 q == 12.64 
e observado == 27.46 com 18 graus de liberdade. 
Obtivemos as seguintes frequências: 
INTERVALOS FREQUl!:NCIA ABSOLUTA FREQUl!:NCIA 
.0000. -~ .0230 30 24.5 
.0230 -I .0459 87 90.6 
.0459 -I .0689 128 150.0 
.0689 -1 . 0919 176 189.0 
.0919 -I .1148 216 207.0 
. 1148 -1 .1378 212 209.0 
.1378 -1 .1608 204 199.0 
.1608 --J .1837 193 180.0 
.1837 -1 .2067 184 158.0 
.2067 -1 .2297 118 134.0 




.2527 -l .2726 85 88.9 
.2726 --i .2986 6~ 70.0 
.2986 --i .3216 40 53.8 
.3216 
--i .3445 29 40.6 
.3445 --i .3675 36 29.9 
.3675 --i .3905 19 21.6 
.3905 --i .4134 21 15.3 
.4134 --i .4364 15 10.3 
.4364 --i .4594 8 7.1 
.4594 --i .4823 3 4.7 
.4823 --i .5053 6 3.0 
.5053 --l .5283 2 1.9 
.5283 --l .5512 o 1.1 
.5512 --l .5742 1 . 7 
TABELA 4.6. 
Não temos nenhuma evidência em rejeitar a hipótese que as 
variáveis S~s tem distribuição B(p,q) ao nível de confiança de 
1 
5%. Pois a esse nível de confiança e com 18 graus de liberdade 
só rejeitaremos a hipótese para valores do qui-quadrado maiores que 
2P..869. 
Este raciocínio, isto e, deixar cobrir as classes o espaço 
mais provável criado pela L da multinormal, foi seguido para ou-
tros valores de médias e matrizes de covariância e também para di 
ferentes dimensões n e obtivemos resultados semelhantes. 
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Como já citamos, na etapa 11 da nossa simulação, calculamos 
o x2 para diferentes valores de p e q. Variamos p e q em tor 
no de até 2% de p e q, a fim de verificar o comportamento das 
est.imativas obtidas pelo método de máxima verossimilhança. 
Vejamos em duas situações diferentes. 
Primeiro, quando tivemos uma situação em que as classes 
não cobriam a elipsóide que é região de concentração dos pontos 
padrões, as estimativas obtidas pela máxima verossimilhança -nao 
justificavam a explicação de S por uma Beta. A estimativa do p~ 
râmetro q apresentou um valor demasiadamente grande. Fomos va-
riando os valores dos parâmetros p e q e notamos que quando 
diminuímos ambos p e q, o qui-quadrado também decresceu até 
certo valor e voltando a crescer novamente. E quando houve aumen-
to de valores de 2 p e q, X cresceu sempre. 
Podemos observar no seguinte exemplo. Para variáveis aleató 
rias normas bidimensionais com média ~ = (0,0) e matriz de cova-
l 
riância z = . Os pontos normais estão concentrados 
-1 
na elipse seguinte (fig. 4.4) e tomamos as 10 classes da seguinte 
forma 




--;_-r-- 2 -- -l 






Obtivemos p = 3. 41 e 




A q = 50.27 
2 X5% = 28.869. 







e x2 = 105.7 
63 
com 18 
O gráfico da variação de p e q em torno de até 2% de p 
e q e apresentado em seguida. 
Os valores de X2 para 
-f -p ~ p :! • OOOSip 
-I q = -+ q_ .OOOSiq 
!i'l • 
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Figura 4.5 













I t l I 
'"- • I 3~ J+z..l~ .J!lj' 
65 
Na vizinhança de até 2% que tomamos, sempre rejeitamos a hi 
pótese que a variável B tem distribuição Bera(p,q). 
Temos a segunda situação, quando as classes cobrem a elipse. 
Nesse caso, calculamos o x2 para p e q na vizinhança de até 
1% em torno das estimativas e obtivemos valores próximos a aque-
les obtidos anteriormente para e q. As vezes chega até a 
"melhorar" o valor de x2 obtido para as estimativas, mas essa 
"melhora" é pouco significativa. Já para p e q próximos a 2% 
de p e q, obtivemos valores de grandes, isto é, a medida 
que fomos afastando dos valores est_imados - - 2 p e q, o valor de X 
foi aumentando de tal forma que chegamos em alguns casos, até a 
rejeitar a hipótese que a variável aleatória S. tem distribui-
1 
ção B(p,q). Então o uso do estimador de máxima verossimilhança , 
mais uma vez, se justificou plenamente, mesmo em um caso de simu-
lação. 
Podemos observar no mesmo exemplo anterior, onde as classes 









E obtivemos o seguinte comportamento do para as varia-
-çoes de p e q. 
p = 2.85 -q = 18.01 
x2 observado = 21.81 com 17 graus de liberdade. 
2 x5% = 27.587. 
A figura 4.7 representa as variações de p e q em torno 
de até 2% dos valores estimados p e q. 
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Apresentamos alguns resultados obtidos, ilustrando casos nos 
quais a distribuição da variável pode ser explicado por uma Be-
ta (p ,q) 
n = 2 k = 10 
(1 o 
lJ = ( 1 1) L: = I i \ o 2 ! \ J 
' 
CLASSES EIXO 1 EIXO 2 
1 (1.251, 2.000) (1.660, 2.430) 
2 . 350 f 1.250) (2.001, 2.500) 
3 .350, 1.250) (1.252, 2.000) 
4 (-.200, .349) . 9 80 f 2.000) 
5 (1.251, 2.120) . 90 o f 1.649) 
6 ( .350, l. 250) .252, 1.251) 
7 (-.200, .349) .000, .979) 
8 (1.251, 2.120) .252, .899) 
9 ( . 350 f 1.250) (-.500, . 251) 
10 (1.251, l. 850) (-.450, . 2 51) 
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Distribuição beta com p = 3.14 e q = 15.38. 
INTERVALOS FREQU~NCIA ABSOLUTA FREQU:t;NCIA ESTIMADA 
.0000 -l .0206 11 7.9 
.0206 -i .0412 54 45.8 
.0412 -1 .0618 87 97.7 
.0618 -1 .0824 131 145.0 
. 0824 -1 .1030 181 180.0 
.1030 -1 .1237 174 198.0 
.1237 -1 .1443 197 202.0 
.1443 -1 .1649 220 194.0 
.1649 -1 .1855 190 178.0 
.1855 -1 .2061 156 157.0 
.2061 -1 .2267 140 134.0 
.2267 -l .2473 122 111. o 
.2473 -1 .2679 87 89.4 
.2679 -1 .2885 66 70.3 
. 2 885 -1 .3091 56 54.0 
.3091 -1 .3298 32 40.6 
.3298 -l .3504 33 29.8 
.3504 -1 .3710 16 21.4 
.3710 -; .3916 14 15.1 
.3916 -; .4122 8 10.4 
.4122 -1 .4328 11 7 .JJ 
.4328 -I .4534 8 4.6 
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.4534 ~ .4740 3 2.9 
.4740 -i .4946 1 1.8 
.4946 -I .5152 1 1.1 
~ui-quadrado observado = 23.617 com 19 graus de liberdade. 
Qui-quadrado crítico= 30.144 com a= 5% 
n = 3 k = 10 
/ 
837.76\ ' 1087.02 728.30 
\ 
].1 = ( 6 o' -45, 75.9) L: = 728.30 2209.00 325.71 ! 
837.76 325.71 1089.00 
CLASSES EIXO 1 EIXO 2 EIXO 3 
1 20, 60) -80' -10) 100, 150) 
2 60, 100) -80, -10) 100, 150) 
3 (-10 6 o) ( -15 o' -80) 50, 100) 
4 ( 6 o' 130) (-150, -80) 50, 100) 
5 ( -10' 6 o) -80, -10) se, 100) 
6 ( 6 o' 130) -80, -10) 50, 100) 
7 ( -10' 6 o) -10, 60) 50, 100) 
8 60, 130) -10, 60) 50, 100) 
9 20, 60) -80, -10) o' 5 (;) 
10 60, 100) -80, -10) o' 50) 
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Distribuição beta com p = 3.88 e q = 11.12 
INTERVALOS FREQU~NCIA ABSOLUTA FREQU:E:NCIA ESTIMADA 
.0000 --t .0252 3 1.0 
.0252 
-i .0504 15 10.5 
.0504 
--t .0756 33 32.9 
.0756 
--t .1008 61 64.6 
.1008 
-i .1260 5'5 99.6 
.1260 -i .1512 138 132.0 
.1512 -i .1764 132 158.0 
.1764 --t .2016 177 175.0 
.2016 
--t .2268 193 182.0 
.2268 
--t .2520 201 180.0 
.2520 
--t .2772 173 171.0 
.2772 
--t .3024 150 156.0 
.3024 
--t .3276 133 137.0 
.3276 
--t .3528 122 117.0 
.3528 
--t . 3780 94 97.2 
.3780 
--t .4032 79 78.2 
.4032 --t .4284 56 61.1 
.4284 -i .4536 44 46.3 
.4536 -i .4788 39 34.1 
.4788 --t .5040 22 24.3 
.5040 -i .5292 20 16.8 
.5292 -i .5544 16 11."2 
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-.5544 -l .5796 7 7.2 
.5796 -l .6048 2 4.5 
.6048 -l .6300 4 2.6 
Qui-quadrado observado = 18.414 com 20 graus de liberdade. 
Qui-quadrado critico = 31.410 com a = 5% 
n = 5f k = 10 
ll = (20 f -lO f 32f 14f -30) 
\ 
I \ /51.69 8.81 12.31 15.39 11.12' 
8.81 76.56 12.26 15.32 22.08 
L: = 12.31 12.26 26.94 6.06 10.56 
15.39 15.32 6.06 94.67 9.50 
\ 
I 
'·11.12 22.08 10.56 9.50 66.26 
CLASSES EIXO 1 EIXO 2 EIXO 3 EIXO 4 EIXO 5 
1 (lO f 2 o) -4f 12) (2 8 f 35) ( 2 o f 34) ( -36 f -25) 
2 ( 2 o f 30) 
-4f 12) (2 8 f 35) ( 2 o f 3 4) ( -3 6 f -25) 
3 ( 5 f 20) ( -16 f -4) (21 f 2 8) 7 f 20) ( -4 7 f -36) 
4 ( 20 f 35) ( -16 f -4) ( 21 f 2 8) 7f 20) (-47f -36) 
5 ( 5 f 2 o) ( -16 f -4) ( 2 8 f 35) 7 I 2 o) ( -36 1 -25) 





( 51 20) (-161 -4) (351 43) 
(201 35) (-161 -4) (351 43) 
(101 20) (-281 -16) (281 35) 
(201 30) (-281 -16) (281 35) 
~ Distribuição beta com p = 6.10 e q 
INTERVALOS FREQU~NCIA ABSOLUTA 
.0000 
-i .0249 o 
.0249 
-i .0497 1 
.0497 
-i .0746 5 
.0746 
-i .0995 15 
.0995 -i .1243 35 
.1243 -i .1492 63 
.1492 -i .1740 96 
.1740 -i .1989 139 
.1989 -i .2238 154 
.2238 -i .2486 188 
.2486 -i .2735 201 
.2735 -i .2984 188 
.2984 -i .3232 174 
.3232 -i .3481 187 
.3481 -i .3729 139 
.3729 -i .3978 120 
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71 20) .·(-251-13) 
71 20) (-251 -13) 
( -6 1 7) (-36 1 -25) 




















.3978 ---; .4227 100 89.7 
.4227 ---; .4475 66 66.9 
.4475 ---; .4724 54 47.9 
.4724 ---; . 49 73 28 32.7 
.4973 --l .5221 21 21.4 
.5221 --l .5470 17 13.3 
.5470 --l .5718 4 7.9 
.5718 --l .5967 3 4.4 
.5967 --l .6216 2 2.4 
Qui-quadrado observado= 11.794 com 18 graus de liberdade 




O nosso sistema "capaz de aprender" (rt, S, g, f, v), aqui 
corno sistema de aprendizagem reduzido, sabe que existem várias 
classes C. sobre rt e qualquer padrão a ser classificação per-
1 
tence a urna das classes C .. 
l 
As classes do professor são hipercubos distribuídos unifor-
me inicialmente, as classes do sistema sao hiperbolas (a regra 
de decisão e a da mínima distância) , e o ambiente é gerado por va 
riáveis aleatórias rnultinorrnais. 
Após urna análise sobre o comportamento da variável aleatória 
8, a função correção dada em (1.3.3), chegamos que urna distribui-
ção Beta com parâmetros p e q dá um ajuste satisfatório quando as 
classes aprendidas estão sobre a região onde os pontos "eventos" 
estão concentrados. Há então, indicação pelos resultados das sirnu 
lações que podemos por corno indicador de urna apredizagern correta 
o ajuste da distribuição arnostral da variável aleatória 8 a urna 
distribuição teórica Beta. 
Lembramos que da maneira corno foi construída, as variáveis 
B's nao são independentes. Pois os pontos referentes podem ser al 
terados em qualquer das etapas iterativas e estas al·terações- dei;Bndern do 
valor de B nurra certa etapa anterior. Mesmo assim, obtivemos que 
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a variável B pode ser explicada por urna distribuição Beta (p,q) 
nas condições descritas anteriormente. O fato de urna classifica-
ção ser correta ou incorreta também não influi no ajuste de urna 
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