INTRODUCTION
Let 0 be a bounded and smooth domain of R N and let us consider the evolution problems { u t &2u=f (u) in
where f : R Ä R is a smooth function. In this paper we investigate the asymptotic behavior of global and bounded solutions of (V), (VV). Many authors have studied this question [2 9, 11, 13 15, 17] . When f is analytic L. Simon [15] has proved convergence of solutions of (V), (VV) to some equilibrium point. The proofs of Simon's results rely on the so-called Lojasiewicz inequality (c.f., [10] ) generalized for this purpose in the infinite dimensional setting. This generalized inequality will be called below the``Lojasiewicz Simon inequality,'' c.f., Proposition 1.3. The original proofs also use a stability lemma (see Lemma 1, p. 542 of [15] ) and some estimates of solutions to (V) and (VV) and related linearized equations. The object of this paper is to give a more transparent article no. FU973174 proof of Simon's results. Our method differs from the method of [15] in the following way: first, for (V) we use the stability lemma as in [15] . To apply this lemma it is necessary for the solution to remain confined in a neighborhood of the alleged limit in which the Lojasiewicz Simon inequality is valid. In order to do that, Simon had to devise a series of additional estimates in Section 4 of [15] . Actually, we have been able to avoid these calculations since we observed the following: assuming the solution enters for some time interval a region where the Lojasiewicz Simon inequality is valid, it has to stay there for ever and therefore converges.
For (VV), by constructing a new Liapunov functional which is a suitable perturbed energy, we show that the proof for equation (V) is also applicable to (VV). Therefore we do not have to use inequality 2.1, p. 537 of [15] , anymore and in addition we can circumvent all the tedious estimates of Sections 5 and 6 of [15] .
Our approach seems to be more natural since we use the unified point of view of Liapunov functionals and differential inequalities which is classical in this type of problem. The corresponding drawback is that we obtain now the same kind of results as Simon for higher order operators (for instance 2 2 instead of &2) and vector-valued systems of gradient type. In fact let d be an integer, L 2 (0, R d ) the usual Hilbert space and we consider a real Hilbert space V/L 2 (0,
with its dual and we denote by V$ the dual of V. The inner product and the norm in R d are denoted, respectively, ( } , } ), | } |. The norm in V and
On the other hand, let a(u, v) be a bilinear continuous form on V which is symmetric and coercive, which means:
With this form we associate the linear operator A from V into V$ defined by
A is an algebraic and topological isomorphism from V into V$ and it can also be considered as a self-adjoint unbounded operator in
The space D(A) is equipped with the graph norm [&Au&+&u&] . The spectral theory of these operators allows us to define the powers 
, endowed with the graph norm for which it becomes a Banach space.
Furthermore we assume that there exists p 2 such that
which satisfies (H3) F is analytic with respect to s``uniformly'' in x # 0, and {F( }, } ),
. We consider the evolution equation
and the stationary problem
and
We denote by
For simplicity, we set H=L
is denoted by &u& X (resp. &u& p ). The main results of this paper are the following. Theorem 1.1. Under the hypotheses (H1) (H3), let u be a solution of (1.1) and assume that
(1.6)
Then there exists a solution of (1.3) such that
Under the hypotheses (H1) (H3), let u be a solution of (1.2) and assume that
(1.7)
In the proof of Theorem 1.1 and Theorem 1.2 we have to use the following result which generalizes in our abstract framework inequality 2.2 of [15] . (1.8)
The paper is organized as follows: In Section 2 we prove Theorem 1.1, in Section 3, Theorem 1.2. In Section 4 we give examples of application of Theorem 1.1 and 1.2. In Section 5, we prove Proposition 1.3.
THE PARABOLIC EQUATION 1.1
The object of this section is to prove Theorem 1.1.
Proof of Theorem 1.1. Let u 0 # V such that the solution u of (1.1) satisfies (1.6), and we define the |-limit set of u 0 by:
We know (and we refer to [5] for a simple proof) that |(u 0 ) is a non-empty compact, connected subset of S.
Let . # |(u 0 ), up to the change of variable u=.+v, we can assume that .=0 and f (x, 0)=0 \x # 0.
Since 0 # |(u 0 ),
On the other hand on multiplying (1.1) by duÂdt and integrating over 0, we find
From (2.1) (2.3) because in the new setting we have E(0)=0, it follows that E(u(t, } )) Ä 0 as t Ä and E(u(t, } )) 0 \t 0. On the other hand by using (2.1) we have
(We choose N large enough such that &u(t n , } )&<=Â2 for n>N and % is as in Proposition 1.3.) Let
and suppose that tÃ < . Now we distinguish two cases, either there exists t 0 # R + such that E(u(t 0 , } ))=0, so E(u(t, } ))=0 \t t 0 : it now follows from (2.2) and backward uniqueness that we have a stationary solution. Otherwise by combining (2.3) (1.8) we obtain for all t # (t N , tÃ ),
(% is as in Proposition 1.3.). By integrating (2.5) in t on (t N , tÃ ) we get
Combining (2.4), (2.6) yields
Since by the precompactness condition (1.6), every sequence converging in
which immediately contradicts the definition of tÃ , then tÃ = .
Then (2.6) becomes:
Now
THE ELLIPTIC EQUATION 1.2
The object of this section is to prove Theorem 1.2.
Proof of Theorem 1.2. Let u be a solution of (1.2) satisfying (1.7) . First we show that
On multiplying (1.2) by u t and integrating over 0 we find 7) and we define the |-limit set of (u 0 , u 1 ) by
We know that |(u 0 , u 1 ) is non-empty compact, connected subset of S. As in the proof of Theorem 1.1, we only study the case where (0, 0) # |(u 0 , u 1 ) and f (x, 0)=0 \x # 0. Now let = a positive real number, and we define for all t 1,
where E(u) is as in (1.4) . Remark that by (1.7) H(t) makes sense.
We have for all t 1:
This calculation is formal, but can be rigorously justified by using hypothesis (1.7) and a density argument.
By choosing = small enough and using the fact that A is positive we obtain
Then H is nonincreasing. Since (0, 0) # |(u 0 , u 1 ) then H(t) 0 \t 1. On the other hand, let % be as in Proposition 1.3, then we obtain:
By using Holder inequality, we get
where C 1 >0 is a constant. Thanks to Young's inequality we obtain
Then (3.4) becomes for all t 1,
By using (3.1) and the fact that (1&%)Â%>1, there exist T>0 and C 2 >0 such that for all t T,
Since (0, 0) # |(u 0 , u 1 ), there exists a sequence t n Ä such that &u(t n , } )& X Ä 0 when n Ä . So for all $>0 ($< <_) there is N>0 such that for all n N,
We assume to choose N large enough that &u(t n , } )&<$Â2 and t N >T. Now let
and suppose that tÃ < . Now by using (1.8), (3.5) becomes for all t # (t N , tÃ )
Combining (3.2), (3.3), and (3.7) we get for all t # (t N , tÃ ),
By integrating (3.8) in t over (t N , tÃ ) we get
Combining (3.6), (3.9) yields &u(tÃ , } )&<$.
It suffices now to use (1.7) and to choose $ small enough in (3.6) to have
which contradicts the definition of tÃ , and then tÃ = . So (3.9) becomes:
Now (3.10) implies the existence of the limit of u in L 2 (0, R d ). By (1.7) u converges in X. Theorem 1.2 is completely proved. 
The proof is the same as Theorem 1.2 with the following Liapunov functional
EXAMPLES
We give here examples to which we can apply Theorem 1.1 or Theorem 1.2. Let
Example 4.1. Second order problem. In this example, we give the equations which have been studied in [15] by L. Simon.
In these examples d=1, A=&2, V=H Remark that the regularity needed here for u is W 2, p and not C 2, : , : # (0, 1), as in [15] .
Let us remark that, in the case of homogeneous Neumann boundary conditions our result is applied to A=&2+id and to the nonlinearity f(x, u)+u.
In this example d=1, A=2 2 , V=H 2 and by the elliptic regularity we can take X=(
with p>NÂ2 and p 2. The typical example of equation in this form is the Ginzburg-Landau equation where F(x, u)=C(1& |u| 2 ) 2 with u=(u 1 , u 2 ) and the boundary conditions is u=( g 1 , g 2 ) on R + _ 0. If (g 1 , g 2 )=(0, 0) we have no problem; if this is not the case, let ,=(, 1 , , 2 ) be the solution of the problem (&2, 1 , &2, 2 )=(0, 0) in 0
and we make the variable change v=u&,.
PROOF OF PROPOSITION 1.3
Throughout this section C 1 , C 2 , ... denote various constants. The Proposition 1.3 is a generalization of Theorem 3 of [15] , which is an extension in infinite dimension of the result of Lojasiewicz [10] 
Proof of Proposition 1.3. As in the proof of Theorem 1.1, we only study the case where .=0, f (x, 0)=0 and F(x, 0)=0 \x # 0.
We begin by defining the maps L which is given, for all u # D, by
The kernel of L is
First note that we can find a real *>0 such that *id&L is coercive on V. Let h # H, using the Lax-Milgram theorem, there is a unique v # V such that
(The element v # D is the solution of the equation *v&Lv=h.) Set v=Th, we obtain a compact operator (since V/H with compact imbedding)
On the other hand the equation Lu=h is equivalent to u=T(&h+*u), by setting v=h&*u, it is also equivalent to v&*Tv=h.
We are in the conditions of the Fredholm alternative (c.f., [1] , p. 92). Thus we have either Now we define
Then L is one to one and onto. By hypotheses (H1), (H2), this last property is also true from
We are going to use the analyticity hypothesis. We introduce the next definition.
Definition 5.2. Let X, Y two Banach spaces. A mapping T : X Ä Y is analytic iff for each x 0 # X, there exist a ball B centered in 0 and 
is analytic.
Proof of Proposition 1.3 (Continued). Let now
Using Lemma 5.3 and the hypotheses (H1), (H3), we deduce that N is analytic in the neighborhood of 0 and DN(0)=L which is a bijection. Applying the local inversion theorem (analytic version c.f., [16] , Corollary 4.37, p. 172), we can find a neighborhood of 0,
and an analytic map
For ! # R m such that ! is small enough for m j=1 ! j . j # W 2 (0)), we define the map 1 by
The function 1 is real analytic in some neighborhood of 0 in R m . Now we have to use the following result. By choosing % a little smaller and replacing _ by a smaller real _$, we are lead to the case C=1. Proposition 1.3 is completely proved.
