Abstract-Breast cancer is one of the most deadly malignancies worldwide and the second leading cause of death in women. Mammography, i.e. the screening for breast cancer with x-ray imaging, has significantly improved the prognosis of patients diagnosed with the disease. The evaluation of mammograms requires a panel of radiologists, but even well trained experts can err in their assessment. For this reason, Computer-Aided Detection (CAD) systems are becoming more prevalent. In this paper, we introduce a novel approach for breast Micro-Calcification (MC) diagnosis using temporal sequences of digital mammograms. The goal is to increase the MC detection accuracy by subtracting prior images. A new dataset, with precise marking of MC locations, was created specifically for this study. The proposed approach began with temporal subtraction of mammograms, after demon-based registration, which effectively removed unchanged regions and MCs (17.3% reduction in the number of MCs). The second step was the classification of the MCs as benign or suspicious using the subtracted images. A set of diverse features were selected for the classification. Four different classifiers were tested with leave-one-patient-out cross-validation. For comparison, the MC classification was also performed, using single mammograms, without temporal subtraction. The average accuracy of the classification of the MCs as benign or suspicious was 91.3% without and 99.2% with temporal subtraction using Support Vector Machines (statistically significant p=0.026). These results show that temporal subtraction could be a valuable addition to CAD systems to assist radiologists in effectively detecting breast MCs.
I. INTRODUCTION
Breast cancer is the most common form of cancer and the leading cause of mortality in women. However, over the past decades, the mortality of this malignancy is following a downward trend due to the introduction of mammographic screening. Mammography, which includes X-ray imaging of the two breasts, is a reliable and practical method for the diagnosis of breast cancer even at its early stages. Various abnormalities could be identified from the mammograms including Micro-Calcifications (MCs), which were considered in this study. MCs are microscopic deposits of calcium that appear as small bright spots on a mammogram. Most of the time they are benign but when they form new Micro-Calcifications Clusters (MCCs) they indicate a high probability of cancer.
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Radiologists evaluate the mammograms to identify any sign of malignancy. Unfortunately, this task is challenging in the case of MCs, which are small, low contrast, quite numerous and can easily be misinterpreted. To assist with this task, Computer Aided Diagnosis (CAD) systems are being developed [1] . Numerous algorithms have been proposed in the literature for the detection and classification of MCs using a single (the most recent) mammogram of a patient [1] - [4] . The main drawback of these approaches is the lack of prior knowledge regarding the timeline of the MC appearance, something the radiologists always consider. Some studies were conducted for the evaluation of temporal features to improve the classification accuracy for mass lesions [5] - [7] . However, studies related to temporal subtraction of mammograms for MC diagnosis have not been performed.
In this work, a technique for the automated detection and classification of MCs, based on the subtraction of temporal sequences of digital mammograms, is presented. Using this method, the Contrast Ratio (CR) was increased, several old MCs were eliminated, falsely detected regions were removed and the remaining MCs were further characterized as benign or suspicious with higher classification accuracy compared to using only the most recent mammograms.
II. MATERIALS AND METHODS

A. Dataset
The algorithm was developed and tested on an original set of mammographic data, which includes 46 pairs of full-field digital sequential mammograms from CC (above) and MLO (side-angled) views, a total of 184 images (average 2-4 years apart). In half the cases only benign MCs appeared. The remaining 23 cases, contained at least one suspicious MC or MCC in the most recent mammogram. This unique dataset includes detailed annotations of each individual MC (both benign and suspicious) from two expert radiologists and was used as the ground truth (Fig. 1) . The creation of a new dataset was necessary since the public databases do not contain temporal sequences of mammograms as well as such detailed annotations. For the diagnosis of MCs using temporal subtraction, prior and recent mammograms are needed. The algorithm started with the normalization of the mammograms followed by pre-processing using border removal and gamma correction. For border removal, the high intensity areas connected to the border were removed using
where, I is the original image and F the marker for the effect. Next, I was used as the mask image for the creation of H that contained only the structures connected to the border such as
with the difference 1 − H showing the areas that were not attached to the border [8] . Gamma correction was applied to adjust the contrast towards the darkest pixels without removing any MCs, i.e.
where, l max was the maximum intensity value of I and γ the Gamma parameter, which was set to 2 [9] . Subsequently, the prior mammogram was registered to the most recent. Registration is perhaps the most critical aspect of temporal subtraction since changes occur in the breasts over time and the images further differ due to the mechanical deformation of the breast during mammography. The performance of Affine and Demons registration was compared by measuring the residuals (the sum of the remaining pixels after subtraction). Affine is an intensity-based registration method that includes shearing, scaling, translation and rotation and can be described by
where, t x and t y are the translation of vectors, x and y are the original points, x and y are the transformed points and a 1 , a 2 , b 1 , b 2 are the affine parameters [10] . On the other hand, Demons is based on local intensities and finds the displacement field that aligns the prior image to the most recent one. It can be represented as the energy function with respect to the update field u, using fixed image F , moving image M and a transformation field s, as follows
where, σ 2 i is the noise on the image intensity and σ 2 x the spatial uncertainty. Using Taylor expansion, (5) can be linearized and the energy function will reach its minimum when gradient descent is zero. The registration must be solved iteratively, as the update field is based on local information [11] . After temporal subtraction, the CR of the difference image was compared to the originals to assess the effectiveness of the subtraction in enhancing the clarity of the image.
The segmentation of the MCs began with range filtering [12] . Thresholding was then used to make the image binary and the threshold value was selected by optimizing the global classification rate. The binary image was further processed with morphological operations and the algorithm considered the remaining areas as possible MCs.
For the elimination of the False Positives (FPs), the periphery regions, which were incorrectly identified as MCs due to minor misalignments in the registration procedure, were removed. At the same time, the MCs (both benign and suspicious) that overlapped in both screening rounds were eliminated for the purpose of considering only the newly developed MCs.
For the classification of MCs, various Machine Learning algorithms (ML) were evaluated. ML has been widely used in cancer research for classification and prediction. For every possible MC that detected earlier, 24 intensity, shape, first order statistic and gray level co-occurrence matrix features were extracted: area, convex area, eccentricity, equivalent diameter, Euler number, extent, filled area, major axis length, minor axis length, orientation, perimeter, solidity, minimum intensity value, maximum intensity value, average intensity value, standard deviation, variance, entropy, skewness, kurtosis, contrast, correlation, energy and homogeneity. The above features were chosen since they better characterize MCs. In order to select the features that produced the best results, feature selection and optimization was performed, which included a paired t-test and Multivariate Analysis of Variance (MANOVA).
For the classification, 4 classifiers were evaluated: Discriminant Analysis (DA) [13] , Support Vector Machines (SVM) [14] , Decision Trees (DT) [15] and Ensemble of Decision Trees (EDT) [16] . We used the complete dataset in a leave-one-patient-out cross-validation for the training stage. Each time the 4 images from each patient were used as the test set and the rest were used as the training set, until all the cases were classified. This validation approach is critical in order to avoid any bias when including images from the same patient in both test and training sets. Initially the possible detected MCs were classified as MCs vs. normal tissues. Subsequently, the true MCs were further classified as benign or suspicious. The classification performance was evaluated by computing the accuracy, sensitivity, specificity and the Area Under the receiver operating characteristics Curve (AUC).
C. MC classification from single mammograms
For comparison, the classification algorithm was applied to the most recent mammograms without temporal subtraction. The purpose was to prove that temporal subtraction can increase the classification accuracy and remove the MCs that appear in both screening rounds.
During this procedure, only the most recent mammogram was used for the identification and classification of the MCs. Normalization and pre-processing were applied, followed by range filtering, thresholding and morphological operations, exactly as before. Then, ML was implemented for the elimination of FPs and the classification of MCs as benign or suspicious. All processes were optimized, as before, but only for the single mammogram data set.
III. RESULTS
A. MC
Classification from temporally subtracted mammograms Figure 3 is a box plot of the residuals to compare the two registration techniques. The average residuals with Demons were significantly lower. Demons registration performed considerably better compared to Affine and successfully tracked the MCs changes over the years, without introducing any risks. After temporal subtraction, the CR of the most recent image (without pre-processing) was compared to that of the subtracted (Fig. 4 & 5) . The CR of the subtracted images was almost 60 times higher. Therefore, the unnecessary background was effectively discarded and the mammograms were enhanced. In addition, the MCs that appeared in both mammograms (old) were removed. Table I shows that there was a 17.3% reduction in the total number of MCs, both benign and malignant (20% of the old MCs were removed). For the elimination of FPs, EDT reached 99.9% accuracy (Table II) , using area, eccentricity, extent, major and minor axis length, orientation, perimeter, solidity, minimum and average intensity values, standard deviation, contrast and energy. Only 1 suspicious MC was missed and 1 benign MC was incorrectly classified as suspicious. In the second round of classification, i.e. benign vs. suspicious, SVM achieved 99.2% accuracy (Table III) , with the use of the area, eccentricity, equivalent diameter, Euler number, extent, major and minor axis length, orientation, perimeter, solidity, minimum, maximum and average intensity values, standard deviation, skewness, kurtosis, entropy and homogeneity (Fig.  6 ). Only 1 suspicious MC was missed and 1 was identified as a benign region instead of suspicious.
B. MC classification from single mammograms
The best combination of features for the elimination of the FPs using only recent mammograms, were the area, convex area, eccentricity, equivalent diameter, extent, major and minor axis length, orientation, perimeter, solidity, minimum and average intensity values, standard deviation, contrast and correlation. While EDT achieved the best classification accuracy with 94.2% (Table IV) , 44 MCs were falsely categorized as normal and 95 normal regions were incorrectly characterized as MCs. Henceforth, SVM achieved 91.3% accuracy (Table V) , missed 17 suspicious MCs and classified 6 benign MCs as suspicious using the area, eccentricity, Euler number, extent, minor axis length, orientation, perimeter, solidity, maximum and average intensity values, entropy, skewness, kurtosis and homogeneity.
IV. DISCUSSION
As can be seen from these results, the average performance of the proposed methodology of temporally subtracting the mammograms is superior. In the elimination of FPs, the classification accuracy has increased by 5% and in the characterization of the true MCs as benign or suspicious, accuracy increase was 8%. The improvement in the accuracy by adding temporal subtraction, was statistically significant with p = 0.026. Another key improvement is the elimination of the old MCs. With the addition of temporal subtraction, a 17.3% reduction in the total number of MCs was achieved, compared to the recent images. The unchanged regions were removed and only the newly developed MC were included in the classifiers, thus reducing the probability of error.
It is important to mention, that the algorithms related to MC classification in the literature use only the most recent mammograms of the patient, so direct comparison with the proposed method is not straightforward. Comparisons are also not applicable when considering temporal subtraction for mass lesions [5] - [7] . Since the publicly available mammographic databases do not contain temporal sequences of mammograms, a custom dataset was created for this study, so the proposed algorithm was not tested on available data. Furthermore, most studies in the literature divide their detected regions randomly into test and training sets, which introduces bias. For this study, leave-one-patient-out cross-validation was used, which is more stringent.
V. CONSLUSION
In this study, an automated method for breast MC classification, using digital temporal subtraction of mammogram pairs, is presented. The results generated by using temporally subtracted mammograms were superior than those from using only the most recent mammograms. The contrast of the subtracted image was increased, old MCs were efficiently removed and higher classification accuracy was achieved. These results are encouraging since the proposed methodology, if incorporated into PACS systems, can assist radiologists to more efficiently and more accurately identify MCs using digital sequential mammograms. To reach that stage, the algorithm must be tested on a larger dataset. Furthermore, additional types of abnormalities, such as mass lesions, could be included into the analysis. 
