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iv INHALTSVERZEICHNIS
Kapitel 1
Einleitung
Die ab-initio-Quantenchemie ist in den letzten Jahrzehnten in allen klassischen Teilbe-
reichen der Chemie zu einem immer wichtigeren Werkzeug fu¨r die chemische Forschung
geworden. Dieser Erfolg gru¨ndet nicht nur auf der Mo¨glichkeit, mit quantenchemischen
Verfahren Experimente nachzuvollziehen und so Interpretationen zu erleichtern, son-
dern auch auf dem Sachverhalt, dass Computer-
”
Experimente“ durchgefu¨hrt werden
ko¨nnen, die in der Realita¨t nur mit viel Aufwand oder u¨berhaupt nicht machbar sind,
und damit experimentell unzuga¨ngliche Teilaspekte untersuchbar werden. Ferner kann
die Quantenchemie auch bei der Auswahl von noch nicht realisierten Experimenten
helfen oder neue Experimente anregen, indem sie Vorabinformationen u¨ber bislang un-
erforschte Sachverhalte liefert. Gerade hier ist von Vorteil, dass die ab-initio-Methoden
im Gegensatz zu semiempirischen Verfahren keine empirischen Parameter beno¨tigen
und zumeist einer systematischen Minimierung von auftretenden Fehlern zuga¨nglich
sind.
Fu¨r eine breite Anwendbarkeit von ab-initio-Methoden ist es wichtig, dass auch
gro¨ßere Moleku¨le berechnet werden ko¨nnen. Dies erfordert neben der Bereitstellung
immer schnellerer Computer vor allem auch die Entwicklung leistungsfa¨higer Metho-
den, die in der Lage sind, die geforderten Rechenschritte mit maximaler Effizienz und
unter Ausschluss nicht signifikanter Beitra¨ge durchzufu¨hren. Seit den fru¨hen achtzi-
ger Jahren wurden auf diesem Gebiet bedeutende Fortschritte erzielt, von denen be-
sonders die Implementierung effizienter Strategien zur Integralberechnung [1–7], In-
tegralvorabscha¨tzungen im Rahmen von direkten, also arbeitsspeicherbasierten Ver-
fahren [8–10] sowie die Entwicklung sogenannter niedrig-skalierender Methoden, deren
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Rechenzeitaufwand nur mit einer geringen Potenz zur Moleku¨lgro¨ße ansteigt [11–37],
hervorzuheben sind. Dem Skalenverhalten des Rechenzeitaufwands kommt dabei eine
eminente Bedeutung zu, da sehr große Systeme nur noch mit niedrig- bzw. linear-
skalierenden Verfahren berechenbar sind. Durch Anwendung linear-skalierender Algo-
rithmen im Rahmen von Hartree-Fock-(HF)-Verfahren oder der Dichtefunktionaltheo-
rie (DFT) lassen sich heutzutage nicht nur Energien, sondern auch Eigenschaften wie
zum Beispiel NMR-Verschiebungen fu¨r Systeme mit mehr als tausend Atomen auf ein-
fachen PCs berechnen [33, 38], solange die Moleku¨le elektronisch lokale Eigenschaften
besitzen.
Fu¨r viele Fragestellungen ist es notwendig, u¨ber die Hartree-Fock-Methode, welche
die einfachste Na¨herung der ab-initio-Quantenchemie darstellt, hinauszugehen. Beispie-
le bei denen die Anwendung dieser sogenannten Elektronenkorrelationsverfahren un-
umga¨nglich ist, sind die Berechnung von Dispersions-/van der Waals-Wechselwirkungen
oder auch von 13C-NMR-Verschiebungen. Da bei der Dichtefunktionaltheorie mit den
heutigen Funktionalen Elektronenkorrelationsbeitra¨ge ha¨ufig nur unzureichend beru¨ck-
sichtigt werden [39, 40], sind Wellenfunktions-basierte Verfahren meist die einzige zu-
verla¨ssige Alternative. Die vom Rechenaufwand her einfachste Na¨herung stellt dabei
die Møller-Plesset-Sto¨rungstheorie zweiter Ordnung (MP2) [41] dar, deren Rechenzeit
mit der fu¨nften Potenz der Moleku¨lgro¨ße anwa¨chst. Da sich dadurch die Anwendbarkeit
der Methode auf den Bereich von 50 bis 100 Atomen beschra¨nkt, ist die Entwicklung
niedrig-skalierender MP2-Verfahren ein wichtiges Ziel der quantenchemischen Metho-
denentwicklung. In den letzten Jahren sind auf diesem Gebiet bedeutende Fortschrit-
te [13–17, 27, 28, 30–32, 34–36] bis hin zu einer linear-skalierenden Formulierung mit
rigoroser Integralvorabscha¨tzung gelungen [42–44], so dass sich, zumindest fu¨r kleine
Basissa¨tze, Systeme mit 1000 Atomen und 10 000 Basisfunktionen im Rahmen der
MP2-Na¨herung berechnen lassen.
Ein vorrangiges Ziel der vorliegenden Arbeit war die Verringerung des Vorfak-
tors der Berechnung fu¨r die linear-skalierende MP2-Methode, damit auch gro¨ßere Ba-
sissa¨tze verwendet werden ko¨nnen. Weitere unter dem Aspekt der Methodenentwick-
lung zu betrachtende Themen befassen sich mit der Effizienzsteigerung durch Integral-
vorabscha¨tzung sowie der Berechnung der Coulomb-Matrix im Rahmen von Hartree-
Fock. Daneben werden Anwendungen quantenchemischer Methoden zur Berechnung
von 1H-NMR-Verschiebungen vorgestellt, wodurch Beitra¨ge zum Versta¨ndnis ku¨nst-
3licher molekularer Rezeptoren und bei der Untersuchung der Selbstaggregation eines
Peptides erbracht werden konnten.
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Kapitel 2
Allgemeine Grundlagen
2.1 Grundlegendes zur quantenmechanischen Be-
schreibung von Moleku¨len
Am Anfang der nichtrelativistischen, quantenmechanischen Beschreibung eines Mo-
leku¨ls mit N Elektronen und M Kernen steht der molekulare Hamilton-Operator Hˆ
(Hamiltonian), welcher die Gesamtenergie des Moleku¨ls beschreibt (in atomaren Ein-
heiten) [45]:
Hˆ = −
N∑
i
1
2
∇2i −
M∑
A
1
2MA
∇2A −
NM∑
iA
ZA
riA
+
NN∑
i,j>i
1
rij
+
MM∑
A,B>A
ZAZB
RAB
. (2.1)
Dabei laufen die Indizes i, j u¨ber Elektronen, A,B u¨ber Kerne, r bezeichnet Absta¨nde
zwischen Elektronen bzw. Elektronen und Kernen, R Absta¨nde zwischen Kernen, MA
ist die Masse und ZA die Ladungszahl des Kerns A. Die ersten beiden Terme beschrei-
ben die kinetische Energie der Elektronen und Kerne, da diese wegen der quantenme-
chanischen Darstellung des Impulsoperators p = −i∇ z.B. fu¨r ein Elektron j gegeben
ist durch Tj = p
2
j/2 = −∇2j/2. Die u¨brigen Terme stellen die potentielle Energie durch
Coulomb-Wechselwirkung zwischen Kernen und Elektronen untereinander und mitein-
ander dar.
Die Zustands- oder Wellenfunktion, die das Moleku¨l beschreibt, erha¨lt man als
Lo¨sung der Schro¨dinger-Gleichung (Postulat):
i~
∂Ψ
∂t
= HˆΨ (2.2)
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bzw. fu¨r den stationa¨ren (zeitunabha¨ngigen) Fall aus der stationa¨ren Schro¨dinger-
Gleichung:
HˆΨ = EΨ. (2.3)
Der Eigenwert E stellt die Energie eines Energiezustandes des Moleku¨ls dar.
Der Hamiltonian in Gl. 2.1 beschreibt strenggenommen kein Moleku¨l mit einer
definierten Struktur, sondern lediglich eine Ansammlung von Elektronen und Ker-
nen. In den allermeisten Fa¨llen kann aber aufgrund des starken Massenunterschie-
des von Kernen und Elektronen die Kernbewegung gegenu¨ber der Elektronenbewe-
gung vernachla¨ssigt werden, so dass die Kerne als statisch angesehen werden (Born-
Oppenheimer-Na¨herung), wodurch der zweite Term in Gl 2.1 Null und der letzte Term
konstant wird. Dadurch beschreibt man nur noch die Elektronenstruktur bei einem
gegebenen Kerngeru¨st, weswegen man den resultierenden gena¨herten Hamiltonian als
elektronischen Hamiltonian und die entsprechende Schro¨dinger-Gleichung als elektro-
nische Schro¨dinger-Gleichung bezeichnet:
HˆelecΨelec = EelecΨelec. (2.4)
Die Gesamtenergie setzt sich dann aus der elektronischen Energie und der positiven
konstanten Abstoßungsenergie des Kerngeru¨stes zusammen. Im folgenden wird nur auf
die stationa¨re elektronische Schro¨dinger-Gleichung eingegangen und der Index
”
elec“
fortgelassen. Ebenso wird im weiteren Verlauf das Dachzeichen zur Kennzeichnung der
Operatoren weggelassen, wenn eindeutig ist, was gemeint ist.
2.2 Hartree-Fock-Na¨herung
Die Schro¨dinger-Gleichung ist selbst bei Anwendung der Born-Oppenheimer-Na¨herung
nur fu¨r Einelektronensysteme exakt lo¨sbar. Bei Mehrelektronensystemen verhindert der
Elektronenabstoßungsterm in Gl. 2.1 eine Separation der Schro¨dinger-Gleichung, wes-
wegen eine analytische Lo¨sung nicht mo¨glich ist, obwohl die exakte Lo¨sung prinzipiell
beliebig genau angena¨hert werden kann. Dies ist in der Praxis aber nur fu¨r sehr kleine
Moleku¨le mo¨glich.
Bei der einfachsten Na¨herung zur Lo¨sung der Schro¨dinger-Gleichung, der Hartree-
Fock-Na¨herung [45], wird die Zustandsfunktion fu¨r ein N -Elektronensystem durch eine
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sogenannte Slaterdeterminante ψ approximiert, welche sich aus Einelektronenfunktio-
nen ϕ(x) zusammensetzt:
ψ(x1,x2, ...,xN) = (N !)
−1/2
∣∣∣∣∣∣∣∣∣∣∣∣
ϕi(x1) ϕj(x1) · · · ϕN(x1)
ϕi(x2) ϕj(x2) · · · ϕN(x2)
...
...
...
ϕi(xN) ϕj(xN) · · · ϕN(xN)
∣∣∣∣∣∣∣∣∣∣∣∣
. (2.5)
Die ϕ heißen Spinorbitale, sie setzen sich aus einer Ortsfunktion φ und einer Spinfunk-
tion1 α zusammen:
ϕ(x) = φ(r)α(σ) x = {r, σ} , (2.6)
mit der Ortskoordinate r und der Spinkoordinate σ. Die Slaterdeterminante hat ge-
genu¨ber einem einfachen Produkt aus Einelektronenfunktionen den Vorteil, dass sie
sowohl die Ununterscheidbarkeit der Elektronen als auch das Pauli-Prinzip (Vorzei-
chenwechsel der Zustandsfunktion bei Vertauschung zweier Elektronen) beru¨cksichtigt.
Einsetzen der Slaterdeterminante in den Ausdruck fu¨r den Energieerwartungswert fu¨r
normierte Funktionen ψ, E = (ψ|H|ψ), Anwenden des Variationsprinzips, d.h. Mini-
mierung dieses Ausdrucks (unter der Nebenbedingung der Orthonormalita¨t der Spi-
norbitale, (ϕi|ϕj) = δij) sowie Ausnutzen der Tatsache, dass eine unita¨re Transforma-
tion der Spinorbitale an der physikalischen Beschreibung der Zustandsfunktion nichts
a¨ndert, fu¨hrt zur kanonischen Hartree-Fock-Gleichung, die die Orbitalenergie ²k eines
Spinorbitals ϕk bestimmt:
fϕk = ²kϕk. (2.7)
Diese Gleichung hat, obwohl sie zuna¨chst nur fu¨r N Spinorbitale hergeleitet wurde,
unendlich viele Lo¨sungen ϕk, von denen man die N niedrigsten als besetzte Spinorbitale
(im folgenden durch Indizes i, j gekennzeichet) und die u¨brigen als virtuelle Spinorbitale
(im folgenden durch Indizes a, b gekennzeichet) bezeichnet. Der Fock-Operator f setzt
sich aus einem Anteil h zusammen, der nur von einer Elektronenkoordinate abha¨ngt,
sowie aus den Coulomb- und Austausch-Operatoren J und K, welche ihrerseits von
1Der Spin erkla¨rt sich erst aus der relativistischen Behandlung der Quantenmechanik und kommt in
der (nichtrelativistischen) Schro¨dinger-Gleichung nicht vor. In der nichtrelativistischen Theorie fu¨hrt
man ihn daher nachtra¨glich u¨ber Spinfunktionen in die Gleichungen ein.
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zwei Elektronenkoordinaten abha¨ngen:
f = h+
N∑
j
(Jj −Kj) . (2.8)
Der Coulomb-Operator beschreibt die klassische Coulomb-Wechselwirkung zweier La-
dungsverteilungen, der Austauschterm kommt letztlich durch die Beru¨cksichtigung des
Pauli-Prinzips zustande und beschreibt die rein quantenmechanische Austauschwech-
selwirkung. Der Fock-Operator ist diagonal in der Basis der Spinorbitale, mit den
Orbitalenergien als Diagonalelementen (z.B. fu¨r ein besetztes Spinorbital ϕi ≡ i):
²i = (i|h|i) +
N∑
j
[(ii|jj)− (ij|ji)] . (2.9)
Dabei wurde die Mulliken-Notation fu¨r Zweielektronen-Integrale, im folgenden auch
Elektronenabstoßungs-Integrale (ERIs) genannt, verwendet:
(ii|jj) =
∫
ϕ∗i (x1)ϕi(x1)
1
r12
ϕ∗j(x2)ϕj(x2)dx1dx2. (2.10)
Das gleiche Integral lautet in der Dirac-Notation:
〈ij|ij〉 =
∫
ϕ∗i (x1)ϕ
∗
j(x2)
1
r12
ϕi(x1)ϕj(x2)dx1dx2. (2.11)
Die gesamte HF-Energie entspricht nicht der Summe der Orbitalenergien, da in die-
sem Fall die Wechselwirkung eines Elektrons mit allen u¨brigen doppelt geza¨hlt wu¨rde,
sondern lautet
E =
N∑
i
(i|h|i) + 1
2
N∑
ij
[(ii|jj)− (ij|ji)] . (2.12)
Da die Spinorbitale (kanonische Moleku¨lorbitale, MOs) a priori unbekannt sind,
stellt man sie na¨herungsweise in einer Basis aus bekannten Funktionen (im folgenden
immer atomzentrierte Gaußfunktionen (AOs)) dar:
ϕk =
NBasis∑
µ
Cµkχµ, k = 1, ..., NBasis (2.13)
mit den Entwicklungskoeffizienten C (im weiteren Verlauf werden Funktionen meist
direkt durch den Index angegeben, z.B. χµ ≡ µ). Die kanonischen MOs sind u¨ber das
ganze Moleku¨l delokalisiert, wa¨hrend die AOs auf die lokale Umgebung eines Atoms
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beschra¨nkt sind2. Einsetzen der Entwicklung Gl. 2.13 in die Hartree-Fock Gleichung
Gl. 2.7 liefert fu¨r den geschlossenschaligen Fall die Roothaan-Hall Gleichung:
FC = SC², (2.14)
mit der Matrixdarstellung F des Fock-Operators in der Basis der χµ, der Koeffizi-
entenmatrix C, der Diagonalmatrix ² der Orbitalenergien sowie der U¨berlappmatrix
(S)µν = (χµ|χν). Fu¨r die Fock-Matrix gilt:
Fµν = hµν +
∑
σλ
Pσλ [2(µν|λσ)− (µσ|λν)] (2.15)
= hµν + Jµν −Kµν , (2.16)
mit der Coulomb- und Austausch-Matrix J bzw. K sowie der Dichtematrix
Pµν =
Nocc∑
i
CµiC
∗
νi, (2.17)
mit der Anzahl Nocc an besetzten Orbitalen. Das Aufsummieren der Produkte von In-
tegralen und Dichtematrixelementen bezeichnet man als Integralkontraktion. Die Glei-
chung 2.14 ist aufgrund ihrer Matrixform fu¨r Computer besser handhabbar als die
Integro-Differentialgleichung Gl. 2.7. Da die Spinorbitale im Ausdruck fu¨r den Fock-
Operator auftreten, muss die Gleichung iterativ gelo¨st werden, indem von geratenen
Startorbitalen ausgegangen (initial guess) und der iterativen Zyklus so lange durch-
gefu¨hrt wird, bis sich die Orbitale nicht mehr signifikant a¨ndern (SCF-Verfahren).
Wenn die verwendete Basis ebenso viele Basisfunktionen hat wie das Moleku¨l Elek-
tronen, spricht man von einer Minimalbasis. Da Minimalbasen aber u¨blicherweise sehr
ungenaue Resultate liefern, verwendet man in der Regel gro¨ßere Basissa¨tze, was zur
Folge hat, dass am Ende einer HF-Rechnung nicht nur die durch HF optimierten Nocc
besetzten Orbitale, sondern auch Nvirt virtuelle (unbesetzte) Orbitale erhalten wer-
den (s. vorne). Die virtuellen Orbitale haben zuna¨chst keine physikalische Bedeutung,
2Die AOs werden in den Computerprogrammen aus Effizienzgru¨nden u¨blicherweise sogenannten
Schalen zugeordnet. Die einer Schale zugeordneten Basisfunktionen haben die gleiche Drehimpuls-
quantenzahl und sind um dasselbe Atom zentriert. Da die Anzahl der Schalen immer kleiner oder
gleich der Anzahl der Basisfunktionen ist, kann man den Verwaltungsaufwand der Algorithmen stark
verringern, wenn man die beno¨tigen Schleifen u¨ber Schalen, also gewissermaßen u¨ber Blo¨cke von Ba-
sisfunktionen, laufen la¨sst.
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da bei Hartree-Fock nur der Grundzustand optimiert wird, sie sind aber fu¨r weiterge-
hende Optimierungen der Zustandsfunktion bei Elektronenkorrelationsverfahren (siehe
unten) sehr wichtig, da sie der Zustandsfunktion Flexibilita¨t verleihen. Aus demsel-
ben Grund werden fu¨r Elektronenkorrelationsmethoden auch gro¨ßere Basissa¨tze als fu¨r
Hartree-Fock beno¨tigt.
Durch die Approximierung der molekularen Zustandsfunktion durch die aus Ein-
elektronenfunktionen aufgebaute Slaterdeterminante Gl. 2.5 u¨berfu¨hrt die Hartree-
Fock-Na¨herung das komplizierte Mehrelektronenproblem Gl. 2.3 in die Einelektro-
nengleichung Gl. 2.7, welche jedes Elektron in einem gemittelten Feld der u¨brigen
Elektronen beschreibt. Dabei wird eine Korrelation der Bewegung eines Elektrons mit
der Bewegung der anderen Elektronen nur fu¨r Elektronen gleichen Spins u¨ber das
Pauli-Prinzip erfasst (Fermi-Loch), die entsprechende Korrelation von Elektronen ent-
gegengesetzten Spins (Coulomb-Loch) wird nicht beru¨cksichtigt. Der dadurch auftre-
tende Fehler in der Gesamtenergie, d.h. die Differenz der Hartree-Fock-Energie am
Hartree-Fock-Limit (Verwendung einer unendlich großen Basis {χ}) zur exakten nicht-
relativistischen Energie wird als Korrelationsenergie bezeichnet. Die Bestimmung der
Korrelationsenergie ist die Aufgabe der sogenannten Elektronenkorrelations- oder Post-
Hartree-Fock-Methoden.
Die Hartree-Fock-Methode ist neben DFT die am wenigsten rechenzeitintensive ab-
initio-Methode. Man unterscheidet prinzipiell zwischen der indirekten HF-Methode,
bei der die beno¨tigten Integrale nach ihrer Berechnung auf Festplatte gespeichert und
bei jeder Iteration wiederverwendet werden, und der direkten HF-Methode, bei der die
Integrale in jeder Iteration neu berechnet werden. Durch die Einfu¨hrung von Integral-
vorabscha¨tzungen (Screening), insbesondere der Schwarz-Abscha¨tzung
|Pµν ||(µν|λσ)| ≤ |Pµν |(µν|µν) 12 (λσ|λσ) 12 (2.18)
in den achtziger Jahren [9], und effiziente Algorithmen zur Integralberechung [2–5]
hat das direkte Verfahren heute eine gro¨ßere Bedeutung, da sich die Integrale zum
einen schnell und zum anderen durch Ausnutzen des exponentiellen Abfalls zwischen
den Basisfunktionspaaren µν bzw. den entsprechenden Schalenpaaren mit lediglich
quadratisch-skalierendem Aufwand berechnen lassen.
Moderne Algorithmen, bei denen der Austausch- und der Coulombteil getrennt
behandelt werden, erlauben hier eine Berechnung der Energie mit einem linear mit
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der Moleku¨lgro¨ße skalierenden Aufwand, sofern die Dichtematrix lokal ist. Grundlage
dafu¨r ist die Tatsache, dass bei diesen Systemen die Anzahl der signifikanten Ele-
mente der Dichtematrix P linear skaliert, wohingegen die Koeffizientenmatrix C dicht
besetzt ist. Dies fu¨hrt bei Anwendung der Schwarz-Abscha¨tzung fu¨r den Austausch-
teil der Fock-Matrix direkt zu einem linearen Skalenverhalten, da die Dichtematrix
die (jede fu¨r sich linear-skalierende) Bra- und Ketseite (linke und rechte Seite) des
Integrals koppelt (Order-N Exchange [24], LinK [26]). Fu¨r den Coulombteil existiert
diese Kopplung nicht, jedoch lassen sich hier die Integrale (µν|λσ) je nach ra¨umlichem
Abstand von µν und λσ in Nah- und Fernfeld-Integrale aufspalten, die jeweils in linear-
skalierendem Aufwand berechnet werden ko¨nnen (Continuous Fast Multipole Method,
CFMM) [19]. Dies wird mit Hilfe einer Einteilung des Moleku¨ls in Boxen und anschlie-
ßender Zusammenfassung der Ladungsverteilungen in jeder Box erreicht. Mithilfe einer
neuartigen multipolbasierten Integralabscha¨tzung (MBIE) [10], welche im Gegensatz
zur Schwarz-Abscha¨tzung auch den Abstand zwischen den beiden Schalenpaaren der
Bra- und Ketseite beru¨cksichtigt, la¨sst sich die linear-skalierende HF-Methode noch
weiter beschleunigen.
2.3 Elektronenkorrelationsmethoden
Obwohl die Hartree-Fock-Methode die exakten absoluten Energien in der Regel zu 99%
reproduzieren kann, ist sie fu¨r die Energieberechnung ha¨ufig dennoch zu ungenau, da
die chemisch interessanten relativen Energien meist nur einen sehr kleinen Bruchteil
der absoluten Energien ausmachen. Daher ist eine na¨herungsweise Beru¨cksichtigung der
Elektronenkorrelation oft unvermeidlich, sei es durch Wellenfunktions-basierte Elektro-
nenkorrelationsmethoden oder Dichtefunktionaltheorie, wobei Letztere aufgrund ihres
methodischen Sonderstatus in einem anderen Kapitel besprochen wird.
Man kann die Korrelationsenergie meistens na¨herungsweise in zwei Beitra¨ge auf-
spalten, in einen langreichweitigen (statische Korrelation) und in einen kurzreichwei-
tigen Beitrag (dynamische Korrelation). Ersterer ist ein Maß fu¨r das Unvermo¨gen,
den elektronischen Zustand durch nur eine Determinante zu beschreiben, wie es bei
der HF-Methode getan wird. Die Gro¨ße des statischen Korrelationsbeitrags kann sich
von Moleku¨l zu Moleku¨l stark unterscheiden. Er ist vor allen Dingen dann groß, wenn
der Zustand durch mehrere Determinanten (= Elektronenkonfigurationen) beschrie-
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ben wird, deren Energie a¨hnlich ist. Im Gegensatz dazu beschreibt die dynamische
Korrelation die instantane Coulomb-Abstoßung der Elektronen (Coulomb-Loch).
Bei den Post-HF-Verfahren zur Berechnung der Korrelationsenergie kann man un-
terscheiden zwischen Methoden, welche im Prinzip auf einer Entwicklung der mole-
kularen Zustandsfunktion in einer Basis aus verschieden angeregten Slaterdetermi-
nanten (Elektronenkonfigurationen) beruhen, und einem sto¨rungstheoretischen An-
satz. Zum ersten Typ geho¨ren die Konfigurationswechselwirkung (CI), die Coupled-
Cluster-Methode (CC) sowie die Multikonfigurations-SCF-Verfahren (MCSCF), auf
die hier nicht na¨her eingegangen werden soll. Beim zweiten Typ, der Møller-Plesset-
(MP)-Sto¨rungstheorie, definiert man den Hartree-Fock-Hamiltonian (Summe der Fock-
Operatoren) als ungesto¨rten Operator und betrachtet somit die Elektronenkorrelation
als Sto¨rung, welche mit der Sto¨rungstheorie bestimmt werden kann.
2.3.1 Møller-Plesset-Sto¨rungstheorie
Der allgemeine sto¨rungstheoretische Ausdruck fu¨r die Schro¨dinger-Gleichung lautet:
H(0)Ψ+ λH ′Ψ = EΨ, (2.19)
mit dem Hamiltonian H(0) fu¨r das ungesto¨rte System, dem Sto¨roperator H ′ sowie
dem Sto¨rparameter λ, welcher im Lauf der Sto¨rungsrechnung auf eins gesetzt wird. Im
Rahmen der MP-Sto¨rungstheorie [41] entspricht H(0) dem Hartree-Fock-Hamiltonian
als Summe der Fock-Operatoren fu¨r jedes Elektron i,
H(0) =
∑
i
f(i). (2.20)
Der Sto¨roperator stellt die Differenz zwischen dem exakten und dem im Hartree-Fock-
Hamiltonian gena¨herten Zweielektronenteil dar:
H ′ =
∑
i<j
1
rij
−
∑
ij
(Ji(j)−Ki(j)) . (2.21)
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Die Sto¨rungsrechnung liefert fu¨r die Sto¨renergien nullter, erster und zweiter Ordnung:
E(0) =
∑
i
²i (2.22)
E(1) = −1
2
∑
ij
[(ii|jj)− (ij|ji)] ≡ −1
2
∑
ij
(ii||jj) (2.23)
E(2) = −1
4
∑
ijab
|(ia||jb)|2
²a + ²b − ²i − ²j , (2.24)
wobei i, a, j, b kanonische HF-MOs darstellen, und jetzt und im folgenden besetzte Or-
bitale mit den Indizes i, j, ... und unbesetzte (virtuelle) Orbitale mit den Indizes a, b, ...
bezeichnet werden. Die Summe von ungesto¨rter Energie und Energie erster Ordnung
ergibt die Hartree-Fock-Energie (Gl. 2.12), so dass der Korrelationsbeitrag erst ab der
Sto¨renergie zweiter Ordnung folgt. Da im weiteren Verlauf der Arbeit nur noch auf ge-
schlossenschalige (closed-shell) Systeme und reelle Basisfunktionen eingegangen wird,
sei hier der closed-shell Energieausdruck zweiter Ordnung aufgefu¨hrt:
E(2) = −
∑
ijab
(ia|jb) [2 (ia|jb)− (ib|ja)]
²a + ²b − ²i − ²j . (2.25)
Die MP-Sto¨rungstheorie zweiter Ordnung (MP2 bzw. im folgenden in der MO-
basierten Variante als MO-MP2 bezeichnet) ist die einfachste Wellenfunktions-basierte
Methode zur Berechnung der Elektronenkorrelation. Der Rechenaufwand der Methode
skaliert mit der fu¨nften Potenz der Moleku¨lgro¨ße, wobei der zeitbestimmende Schritt
die Integraltransformation von der AO- in die MO-Basis ist:
(iν|λσ) =
∑
µ
Cµi (µν|λσ) (2.26)
. . .
(ia|jb) =
∑
σ
Cσb (ia|jσ) .
Dadurch ist die Anwendbarkeit von MO-MP2 auf heutigen Workstations auf Moleku¨le
mit 50 bis 100 Atomen beschra¨nkt.
2.3.2 Atomorbitalbasierte Møller-Plesset-Sto¨rungstheorie
Das Problem bei MO-MP2, dass die Anzahl der transformierten Vierzentren-Integrale
im Za¨hler von Gl. 2.25 wegen der delokalisierten Natur der kanonischen Moleku¨lorbitale
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mit der vierten Potenz der Moleku¨lgro¨ße ansteigt, ließe sich bei Anwendung von lokali-
sierten MOs, welche durch eine unita¨re Transformation der kanonischen MOs erha¨ltlich
sind3, beheben. Da jedoch der Ausdruck Gl. 2.25 bedingt durch die Orbitalenergien im
Nenner nicht invariant gegenu¨ber einer solchen unita¨ren Transformation ist, schlugen
Almlo¨f und Ha¨ser Anfang der neunziger Jahre vor, den MO-MP2-Energieausdruck
durch den Laplace-transformierten Ausdruck zu ersetzen [15–17,28]:
E(2) = −
∑
ijab
∫ ∞
0
(ia|jb) [2 (ia|jb)− (ib|ja)] exp(−∆ijabt)dt (2.28)
∆ijab = ²a + ²b − ²i − ²j. (2.29)
Durch Darstellung des Integrals u¨ber eine Gauß-Quadratur mit Gewichtungsfaktoren
w und Stu¨tzpunkten t und eine Redefinition der MOs als iα = i exp((²i− ²F )tα/2) und
aα = a exp(−(²a − ²F )tα/2) gelangt man zu
E(2) = −
τ∑
α
wα
∑
iαjαaαbα
(iαaα|jαbα) [2 (iαaα|jαbα)− (iαbα|jαaα)] (2.30)
≡ −
τ∑
α
wαe
(2),α. (2.31)
Fu¨r µH-Genauigkeit (H = Hartree) reichen in der Regel fu¨nf bis acht Quadraturpunkte
aus [16]. Die Fermi-Energie ²F im Ausdruck fu¨r die MOs kann im Prinzip auf jeden
endlichen Wert gesetzt werden, da sie lediglich die Verteilung des Besetztheitsgrades
(sparsity) zwischen der besetzten und virtuellen Pseudodichte (siehe unten) bestimmt.
Die Gl. 2.30 ist nun in der Tat invariant gegenu¨ber unita¨ren Orbitaltransformatio-
nen, so dass die MP2-Theorie auch in der Atomorbitalbasis formuliert werden kann
(Atomorbitalbasierte MP2-Sto¨rungstheorie, AO-MP2).
3Fu¨r eine unita¨re Matrix U gilt:
UTU = 1. (2.27)
Es la¨sst sich leicht zeigen, dass Observablen bei unita¨rer Transformation der Spinorbitale einer Sla-
terdeterminante nicht vera¨ndert werden [45].
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Durch die Definition einer besetzten und virtuellen Pseudodichte,
P
(α)
µµ′ =
Nocc∑
i
CµiCµ′i exp((²i − ²F )tα) (2.32)
P
(α)
µµ′ =
Nvirt∑
a
CµaCµ′a exp(−(²a − ²F )tα), (2.33)
kann man Gl. 2.30 unter Weglassen des Quadraturindex umformulieren zu
e(2) =
∑
µνλσ
(
µν|λσ) [2(µν|λσ)− (µσ|λν)] (2.34)
= 2e
(2)
J − e
(2)
K , (2.35)
wobei die Pseudo-MOs µ, µ aus den Atomorbitalen (AOs) µ′ durch Transformation mit
den Pseudodichten gebildet werden:
µ =
∑
µ′
P µµ′µ
′ (2.36)
µ =
∑
µ′
P µµ′µ
′ (2.37)
(in der Praxis werden die Gewichtungsfaktoren w in die Pseudodichten einbezogen).
Eine wichtige Eigenschaft der Pseudodichten ist, dass die Anzahl ihrer signifikanten
Elemente fu¨r elektronisch lokale Systeme linear mit der Moleku¨lgro¨ße (bzw. mit der
Anzahl der BasisfunktionenN) skaliert. Dies hat zur Folge, dass der Rechenaufwand fu¨r
die Berechnung der transformierten Integrale in Gl. 2.34 a priori quadratisch skaliert
(O(N2)). Da die Anzahl der untransformierten Integrale ebenfalls quadratisch mit der
Moleku¨lgro¨ße zunimmt, skaliert der Gesamtaufwand zur Berechnung der MP2-Energie
wie O(N2), wenn man die nicht signifikanten Integrale vor ihrer Berechnung durch ein
Schwarz-Screening-Protokoll aussortiert. Durch Arbeiten innerhalb unserer Arbeits-
gruppe konnte der Skalenaufwand mit Hilfe der multipolbasierten Integralabscha¨tzung
(MBIE, [10]) weiter auf linear reduziert werden, da nun nicht nur der (bei Gaußfunktio-
nen als AOs) exponentielle Abfall der Funktionswerte bei Trennung einer Ladungsver-
teilung (µ′ν ′) bzw.
(
µν
)
, sondern auch der R−4 Abfall der Integralwerte bei Trennung
zweier Paare mit Abstand R beru¨cksichtigt wird. Dies wird durch Konstruktion von
rigorosen oberen Integralschranken [42] erreicht. Damit ero¨ffnet sich die Mo¨glichkeit
zu einer rigorosen Berechnung der MP2-Energie von großen Moleku¨len, wenn auch der
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Vorfaktor des Rechenaufwandes mit den fu¨r Korrelationsrechnungen beno¨tigten großen
Basissa¨tzen noch groß ist.
2.4 Dichtefunktionaltheorie
Die Dichtefunktionaltheorie [46,47] ist im Gegensatz zu den bereits besprochenen Ver-
fahren keine Wellenfunktions-basierte Methode. Sie basiert auf der Berechnung der
Grundzustandsenergie als Funktional der Elektronendichte ρ,
E = E[ρ]. (2.38)
Die theoretische Grundlage fu¨r diese Vorgehensweise liefern die Hohenberg-Kohn-Theo-
reme [48], die beweisen, dass ein ein-eindeutiger Zusammenhang zwischen der Elektro-
nendichte des Grundzustands und der Grundzustandsenergie eines Systems existiert.
Daraus ergibt sich gegenu¨ber den Wellenfunktions-basierten Methoden der Vorteil,
dass die exakte Energie nur durch drei Variablen (die drei Raumkoordinaten, von de-
nen die Dichte abha¨ngt), unabha¨ngig von der Gro¨ße des Systems, bestimmt ist und
nicht durch 4Ne Variablen (Ne = Zahl der Elektronen). Leider liefern die Hohenberg-
Kohn-Theoreme nur den Beweis der Existenz des Energiefunktionals Gl. 2.38, aber
keine Konstruktionsvorschrift. Man kann daher zwar das exakte Funktional durch ver-
schiedene Verfahren approximieren, hat aber bislang keine Mo¨glichkeit, ein Funktional
auf systematische Weise zu verbessern.
Das Energiefunktional Gl. 2.38 kann man bei Verwendung der Born-Oppenheimer-
Na¨herung in drei Anteile aufspalten: In ein Funktional fu¨r die kinetische Energie T [ρ]
sowie jeweils eines fu¨r Elektron-Kern- und Elektron-Elektron-Wechselwirkung, Ene[ρ]
und Eee[ρ]. Letzteres kann wiederum, analog zu HF, in einen Coulomb- und einen Aus-
tauschteil, J [ρ] und K[ρ] aufgespalten werden. Bekannt sind zwei Terme, na¨mlich der
Ene- und der J-Term, die sich direkt aus den entsprechenden klassischen Ausdru¨cken
fu¨r die Coulomb-Wechselwirkung einer Ladungsverteilung ρ ergeben. Die beiden ande-
ren Terme T und K sind a priori unbekannt. Eine Ansatz ist, von einem Elektronengas
konstanter Dichte auszugehen, da hier sowohl fu¨r T als auch K explizite Ausdru¨cke for-
muliert werden ko¨nnen (Thomas-Fermi-Dirac-(TFD)-Modell [49–51]). Da molekulare
Systeme aber keine homogene Ladungsverteilung aufweisen, erweist sich diese Na¨he-
rung dort als zu schlecht. Es zeigt sich, dass hier vor allem der Fehler in der kinetischen
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Energie sehr groß ist. Um eine akzeptable Genauigkeit auch fu¨r Moleku¨le zu erreichen,
bedient man sich eines Tricks, indem man fu¨r die kinetische Energie die exakte kineti-
sche Energie eines Systems aus nicht-wechselwirkenden Elektronen,
TS =
N∑
i
(i| − 1
2
∇2|i), (2.39)
mit Moleku¨lorbitalen i, plus einen Korrekturterm einfu¨hrt (Kohn-Sham-(KS)-Verfahren
[52]):
E[ρ] = TS[ρ] + Ene[ρ] + J [ρ] + Exc[ρ]. (2.40)
Der Korrekturterm zu T ist dabei zusammen mit dem Austausch-Korrelationsteil in
einem sogenannten Austausch-Korrelations-Funktional Exc[ρ] zusammengefasst:
Exc[ρ] = (T [ρ]− TS[ρ]) + (Eee[ρ]− J [ρ]) . (2.41)
Der Vorteil hierbei ist, dass der Fehler in der kinetischen Energie jetzt sehr viel klei-
ner ist, so dass sich DFT sinnvoll in der Quantenchemie einsetzen la¨sst. Durch die
Einfu¨hrung von Orbitalen ha¨ngt die Energie jetzt aber wieder von 3N Variablen ab.
Das KS-Verfahren ist hinsichtlich Vorgehensweise und Rechenzeitaufwand der HF-
Methode sehr a¨hnlich. Zur Bestimmung der optimalen Moleku¨lorbitale minimiert man
das Energiefunktional Gl. 2.40 unter der Nebenbedingung der Orthonormalita¨t der
MOs und gelangt so zur Kohn-Sham-Gleichung. Der Unterschied zur HF-Gleichung
liegt darin, dass der Austauschteil bei HF durch den Austausch-Korrelationsteil bei KS
ersetzt wird. Letzterer ha¨ngt von der Elektronendichte bzw. zusa¨tzlich von Ableitun-
gen der Elektronendichte ab und muss durch numerische Integration berechnet werden.
Die heutzutage verwendeten Austausch-Korrelations-Funktionale sind u¨blicherweise in
einen Austausch- und einen Korrelationsteil aufgespalten und lassen sich grob in drei
Klassen einteilen, je nachdem ob sie nur von der Dichte selbst (erste Klasse) oder zusa¨tz-
lich von Ableitungen der Dichte abha¨ngen (zweite Klasse), oder ob sie einen
”
exakten
Austauschteil“ enthalten (dritte Klasse), der dem HF-Ausdruck fu¨r den Austausch,
allerdings mit den KS-Orbitalen, entspricht. Zur ersten Klasse geho¨ren Funktionale,
die Austausch und Korrelation eines einheitlichen Elektronengases wiedergeben, wie
die Local-Spin-Density-Approximation (LSDA) [49–51, 53, 54] fu¨r den Austausch- und
die Vosko-Wilk-Nusair-(VWN)- [55] oder Perdew-Wang-(PW)- [56] Parametrisierung
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fu¨r den Korrelationsteil. In der zweiten Klasse (auch Generalized Gradient Approxi-
mation, GGA, genannt) sind beispielsweise der Becke-(B)- [57] Austausch, die Lee-
Yang-Parr-(LYP)- [58] Korrelation oder die Austausch-Korrelationsfunktionale PW91
(Perdew-Wang) [56, 59] bzw. PBE (Perdew-Burke-Ernzerhof) [60] zu nennen. In die
dritte Klasse fa¨llt unter anderem das sehr popula¨re B3LYP-Funktional [61, 62].
Die Dichtefunktionaltheorie ist die momentan am ha¨ufigsten verwendete quanten-
chemische Methode. Dies liegt daran, dass der beno¨tigte Rechenaufwand a¨hnlich dem
der Hartree-Fock-Methode und somit relativ gering ist (siehe oben), die Resultate aber
meistens genauer sind als bei HF, da Elektronenkorrelationseffekte teilweise beru¨ck-
sichtigt werden. Ein großer Nachteil der Methode ist jedoch, dass sie keinen Weg bie-
tet, die Resultate systematisch zu verbessern. Daher existieren sehr viele verschiedene
Austausch-Korrelations Funktionale, deren Qualita¨t fu¨r die Beschreibung eines Mo-
leku¨ls ha¨ufig empirisch ermittelt werden muss. Zusa¨tzlich enthalten viele Funktionale
an empirische Daten angefittete Parameter, so dass DFT dann strenggenommen keine
ab-initio-Methode mehr darstellt. Ferner sind die heutigen Funktionale (noch) nicht
in der Lage, Dispersionseffekte zuverla¨ssig zu beschreiben. Auf der praktischen Seite
besteht die Gefahr, dass durch ein unzureichendes Grid fu¨r die numerische Integration
Fehler in den Resultaten erhalten werden, was zusa¨tzliche Vorsicht bei der Anwendung
von DFT erfordert.
2.5 Die Resolution-of-the-Identity-Approximation
Die Resolution-of-the-Identity-(RI)-Verfahren [63–66] basieren auf der Tatsache, dass
fu¨r den Identita¨tsoperator in einer vollsta¨ndigen, orthonormalen Basis {m} gilt:
1 =
∑
m
|m) (m| . (2.42)
Durch
”
Einschieben“ dieser sogenannten Resolution-of-the-Identity in ein Elektronen-
abstoßungsintegral erha¨lt man zuna¨chst [67]:
(µν|λσ) =
∑
m
(µνm) (m|λσ) , (2.43)
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mit den Dreizentren-U¨berlapp- und den Dreizentren-Elektronenabstoßungs-Integralen
(µνm) =
∫
µ(x1)ν(x1)m(x1)dx1 (2.44)
(λσ|m) =
∫
λ(x2)σ(x2)
1
r12
m(x1)dx1dx2. (2.45)
Die RI-Na¨herung ist prinzipiell u¨berall dort anwendbar, wo Mehrzentren-Integrale ver-
wendet werden. Fu¨hrt man die RI zweimal ein, erha¨lt man:
(µν|λσ) =
∑
mn
(µνm) (m|n) (nλσ) , (2.46)
mit
(m|n) =
∫
m(x1)
1
r12
n(x2)dx1dx2. (2.47)
Das Ziel ist dabei ein Effizienzgewinn durch Ersetzen der aufwa¨ndig zu berech-
nenden Vierzentren-Integrale mit schneller zu berechnenden Zwei- und Dreizentren-
Integralen. Da aber die Multiplikation Gl. 2.46 rechenintensiv ist, ist die Verwendung
von RI nur dort sinnvoll, wo, wie beim Coulombteil von HF und DFT, auf diese Mul-
tiplikation verzichtet werden kann, weil die Dreizentrengro¨ßen direkt zur Coulomb-
Matrix bzw. -energie kontrahiert werden ko¨nnen, oder aber transformierte Integrale ge-
bildet werden mu¨ssen, deren Berechnung auf dem konventionellen Weg sehr aufwa¨ndig
ist, wie zum Beispiel bei MP2.
In der Praxis ergeben sich nun zwei A¨nderungen: Zum einen ist die verwendete Basis
{m}, die sogenannte Hilfs- oder Auxiliarbasis, nicht orthogonal, weshalb sie, u¨blicher-
weise durch symmetrische Orthogonalisierung mit der Wurzel aus der U¨berlappmatrix,
S−
1
2 , orthogonalisiert werden muss. Zum anderen ist man auf endliche, nicht vollsta¨ndi-
ge Hilfsbasen mit Dimension Naux beschra¨nkt, so dass die RI nur einen Na¨herungswert
an das Vierzentren-Integral liefert. Aus Gl. 2.43 bzw. 2.46 wird so
(µν|λσ) ≈
Naux∑
mn
(µνm)S−1mn (n|λσ) (2.48)
(µν|λσ) ≈
Naux∑
mnop
(µνm)S−1mn (n|o)S−1op (pλσ) . (2.49)
Es hat sich gezeigt, dass sowohl Gl. 2.48 als auch Gl. 2.49 fu¨r die praktische Anwen-
dung im allgemeinen zu ungenau sind. Dies wird deutlicher, wenn man die RI-Na¨herung
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unter einem anderen Gesichtspunkt, na¨mlich als Approximierung eines Basisfunktions-
paares bzw. einer Ladungsdichteverteilung betrachtet [68]:
µν ≈
∑
m
cµνmm, (2.50)
mit Entwicklungskoeffizienten cµνm . Aufgrund der Approximation einer Ladungsdichte
spricht man in diesem Zusammenhang anstatt von RI ha¨ufig von Density Fitting.
Definiert man eine Fehlerfunktion R mit
Rµν = µν −
∑
m
cµνmm, (2.51)
so erha¨lt man bei Minimierung der Norm (RµνRµν) (U¨berlapp-Metrik) fu¨r die Entwick-
lungskoeffizienten
cµνn =
∑
m
(µνm)S−1mn, (2.52)
was genau Gl. 2.48 bzw. 2.49 entspricht. Minimiert man dagegen das Integral
(Rµν | 1r12 |Rµν), geht also zur Coulomb-Metrik u¨ber, erha¨lt man
cµνn =
∑
m
(µν|m) (m|n)−1 . (2.53)
Dabei meint die Formulierung (m|n)−1 das Element m,n der durch Inversion der
Zweizentren-ERI-Matrix (m|n) gebildeten Matrix. Durch Einsetzen der Gl. 2.50 in
ein ERI und Verwenden von Gl. 2.53 fu¨r die Koeffizenten erha¨lt man schließlich
(µν|λσ) ≈
∑
mn
(µν|m) (m|n)−1 (n|λσ) . (2.54)
Diese Approximation ist aufgrund der Tatsache, dass der Fehler im Integral und nicht in
der Ladungsdichte minimiert wird, um etwa eine Gro¨ßenordnung genauer als Gl. 2.49,
weswegen sie heute die u¨blicherweise verwendete RI-Na¨herung darstellt. Außerdem ist
diese Approximation im Gegensatz zu Gl. 2.48 und 2.49 robust und variationell (siehe
unten).
In ju¨ngerer Zeit wurde vorgeschlagen, den r−112 -Operator in Gl. 2.53 durch den atte-
nuierten Coulomb-Operator erfc (ω r12) /r12 zu ersetzen [69]. Man kann dann mit dem
Parameter ω zwischen der Coulomb-Metrik (ω = 0) und der U¨berlapp-Metrik (ω →∞,
d.h. erfc (ω r12) /r12 → δ12) wechseln. Dadurch hofft man, die Vorteile beider Metriken
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(gute Genauigkeit bei der Coulomb-Metrik, nur wenige signifikante Integrale bei der
U¨berlapp-Metrik) vereinen zu ko¨nnen.
Eine allgemeine Formulierung der RI-Methode unter dem Aspekt des sogenannten
robusten und variationellen Fittings, was bedeutet, dass die Energie in erster Ordnung
unabha¨ngig sowohl von Fehlern durch den Fit als auch von einer Variation der Dichte
bleibt, stammt von Dunlap [70]: Schreibt man die approximierten Gro¨ßen mit einem
Tildezeichen,
µ˜ν =
∑
m
cµνmm, (2.55)
gilt fu¨r das robuste Fitting:
˜(µν|λσ) = (µν|λ˜σ) + (µ˜ν|λσ)− (µ˜ν|λ˜σ) (2.56)
= (µν|λσ)− (Rµν |Rλσ).
Man sieht, dass der Fehler durch die Approximation hier erst in zweiter Ordnung
(quadratisch) eingeht. Damit das Fitting variationell ist, muss gelten
(µν − µ˜ν|m) = 0. (2.57)
Dies ist gegeben, wenn die Koeffizienten c durch Gl. 2.53 bestimmt sind. In diesem Fall
sind auch alle drei Terme auf der rechten Seite von Gl. 2.56 einander gleich, so dass
diese in Gl. 2.54, also die u¨blicherweise verwendete RI-Approximation, u¨bergeht. Pro-
blematisch wird es dann, wenn eine andere Gleichung als Gl. 2.53 zur Bestimmung der
Koeffizienten verwendet wird, also zum Beispiel bei Verwendung der U¨berlapp-Metrik
(Gl. 2.52) oder des attenuierten Coulomb-Operators. In diesen Fa¨llen muss ein robu-
stes und variationelles Fitting von Gl. 2.56 ausgehen und Gl. 2.57 als Nebenbedingung
einfu¨hren [71].
Die RI-Approximation hat in den letzten 15 Jahren einen großen Popularita¨ts-
zuwachs erfahren, was zahlreiche Entwicklungen vor allem im Rahmen von MP2 [67,
72–80], HF und DFT [81–92] belegen. Dies wurde nicht zuletzt durch die Entwicklung
von zuverla¨ssigen Hilfsbasissa¨tzen [73–75,85,86,91,93,94] ermo¨glicht, welche nicht viel
mehr als das Dreifache der Zahl der Standardbasisfunktionen enthalten du¨rfen, wenn
der Effizienzgewinn durch die RI-Methode nicht gefa¨hrdet werden soll.
Neuere Entwicklungen zielen darauf ab, niedrig- oder linear-skalierende RI-Verfahren
zu entwickeln [95], sei es durch ra¨umliche Beschra¨nkung der Hilfsbasis (z.B. [76, 77,
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79, 81, 82, 89, 92, 96]) oder durch Verwendung der attenuierten Coulomb-Metrik (z.B.
[69, 71, 78]), was letztlich ebenfalls auf eine ra¨umliche Eingrenzung der Hilfsbasisfunk-
tionen hinausla¨uft. Die Einteilung in ra¨umliche
”
Signifikanzbereiche“ bedingt, dass
die Inversion zur Bildung der (m|n)−1 fu¨r jeden Bereich mit den entsprechenden Au-
xiliarfunktionen durchgefu¨hrt werden muss. Einerseits bewirkt dies (bei einer linear-
skalierenden Anzahl von Dreizentren-Integralen), dass auch die Inversion linear skaliert,
andererseits du¨rfen die Bereiche nicht zu groß werden und sollten nicht zu stark u¨ber-
lappen, sonst wird die Methode durch den dann auftretenden großen Vorfaktor der
Inversion ineffizient.
2.6 Berechnung von NMR-Verschiebungen
Die NMR- chemische Verschiebung eines Kerns wird durch seinen chemischen Abschir-
mungstensor σ bestimmt. Dieser verknu¨pft das lokale magnetische Feld (bzw. genauer
die magnetische Flussdichte) am Kernort Bloc mit dem externen Feld Bext, das bei der
Messung angelegt wird:
Bloc = (1− σ)Bext. (2.58)
Der Tensor σ la¨sst sich als gemischte zweite Ableitung der Energie nach demMagnetfeld
B und dem kernmagnetischen Moment M darstellen:
σ =
(
∂2E
∂B∂M
)
, (2.59)
und ist so einer quantenmechanischen Berechnung [97,98] zuga¨nglich. Fu¨r eine Hartree-
Fock-Wellenfunktion muss man dafu¨r unter anderem die Ableitungen der MO-Koeffi-
zienten (Gl. 2.13) bzw. der Dichtematrix (Gl. 2.17) nach dem Magnetfeld B berechnen,
was durch Lo¨sen der sogenannten Coupled-Perturbed-Hartree-Fock-(CPHF)-Gleichung
getan wird (siehe z.B. Ref. [99]). Dabei werden die abgeleiteten (gesto¨rten) Koeffizien-
ten C(1) durch unita¨re Transformation der ungesto¨rten Koeffizienten berechnet:
C(1) = U(1)C(0). (2.60)
Die CPHF-Gleichung nimmt dann die folgende Form an:
A(0)U(1) = D(1), (2.61)
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wobei die Matrix A(0) nur ungesto¨rte Terme und die Matrix D(1) vonU(1) unabha¨ngige
gesto¨rte Terme entha¨lt.
Ein Problem bei der Berechnung von Moleku¨leigenschaften in Magnetfeldern ist die
Wahl des Eichursprungs fu¨r das magnetische Vektorpotential A. Dieses ha¨ngt mit B
zusammen u¨ber
B = ∇×A, (2.62)
und taucht bei Vorhandensein eines a¨ußeren Magnetfeldes im Ausdruck fu¨r die kine-
tische Energie im Hamiltonian auf, da das a¨ußere Magnetfeld mit dem durch die Be-
wegung eines geladenen Teilchens induzierten Magnetfeld wechselwirkt. Dadurch muss
der Impuls p durch den kanonischen Impuls
pi = p− qA (2.63)
ersetzt werden, mit der Ladung q des Teilchens. Da ∇ × ∇f = 0 fu¨r eine beliebige
Funktion f ist, ist das Vektorpotential nicht eindeutig bestimmt, da zu A der Gradi-
ent einer beliebigen Funktion addiert werden kann, ohne dass sich B, die physikalische
Observable, a¨ndert. Das Zentrum des festzulegenden Vektorpotentials nennt man Ei-
chursprung. Da dessen Position physikalisch keinen Einfluss auf beobachtbare Gro¨ßen
hat, sollten als Konsequenz auch die entsprechenden quantenmechanisch berechneten
Gro¨ßen unabha¨ngig vom Eichursprung sein. Dies wa¨re bei Verwendung einer unendli-
chen Basis der Fall, gilt aber nicht notwendigerweise fu¨r eine endliche Basis. Fu¨r die
Vergleichbarkeit von Resultaten muss man sich dann immer auf denselben Eichursprung
beziehen. Eine geschickte Methode, das Problem zu umgehen, ist die Festlegung eines
eigenen Eichursprungs fu¨r jedes Atomorbital χµ in einer solchen Weise, dass alle zu
berechnenden Matrixelemente nur von Differenzen des Vektorpotentials abha¨ngen und
damit die Abha¨ngigkeit vom Eichursprung verschwindet (Gauge Including/Invariant
Atomic Orbitals, GIAO) [100–104]4. Ein weiterer Vorteil des GIAO-Verfahrens ist, dass
man bei Verwendung eines gegebenen Basissatzes im allgemeinen sowohl fu¨r das un-
gesto¨rte als auch fu¨r das gesto¨rte System eine vergleichbare Qualita¨t der Beschreibung
erha¨lt [105,106].
Das herko¨mmliche, MO-basierte GIAO-HF-Verfahren beschra¨nkt die Anwendbar-
keit der ab-initio-Berechnung von NMR-chemischen Verschiebungen auf Systeme mit
4Die Wellenfunktion selbst ha¨ngt dann u¨ber die Basisfunktionen vom Eichursprung ab.
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etwa einhundert Atomen. Ausgehend von einer linear-skalierenden, Dichtematrix-ba-
sierten Formulierung der HF-Theorie (D-SCF) kann man die CPHF-Gleichung umfor-
mulieren [25, 38, 107] und unter Anwendung von CFMM und LinK fu¨r die Integral-
kontraktionen zu einem linear-skalierenden GIAO-Verfahren (D-GIAO) zur Berech-
nung von NMR-chemischen Verschiebungen auf HF- und DFT-Niveau gelangen [33,38].
Mit Hilfe dieser Methode ist die Berechnung der NMR-Verschiebungen von Moleku¨len
mit mehr als tausend Atomen auf normalen Workstations ohne Genauigkeitseinbußen
mo¨glich, sofern die Moleku¨le u¨ber eine lokale Dichtematrix verfu¨gen5.
5Im weiteren Text wird, falls nicht explizit erwa¨hnt, nur noch auf Moleku¨le mit lokaler Dichtematrix
eingegangen.
Kapitel 3
Entwicklung niedrig-skalierender
RI-MP2-Verfahren
3.1 Motivation
Fu¨r eine allgemeine und zuverla¨ssige Beschreibung von Elektronenkorrelationseffekten
ist die Dichtefunktionaltheorie bislang nicht geeignet, weswegen man auf Wellenfunk-
tions-basierte Korrelationsmethoden zuru¨ckgreifen muss. Weil diese in ihrer herko¨mm-
lichen Formulierung in der Basis der delokalisierten, kanonischen HF-Moleku¨lorbitale
ein Skalenverhalten von mindestens O(N5) zeigen und damit, je nach der geforder-
ten Genauigkeit, nur fu¨r sehr kleine bis maximal mittelgroße Systeme anwendbar sind,
ist der Entwicklung niedrig-skalierender Verfahren zur Berechnung der Elektronenkor-
relation in den letzten eineinhalb Jahrzehnten viel Aufmerksamkeit gewidmet wor-
den. Als wichtige Beispiele sind hier neben dem Divide-and-Conquer-Ansatz [108] die
Atomorbitalbasierte Møller-Plesset-Sto¨rungstheorie (AO-MP2, vgl. Kapitel 2.3.2 und
Refn. [16, 17]) sowie die lokalen Korrelationsverfahren [18] fu¨r MP2-sto¨rungstheoreti-
sche Rechnungen [27, 31] oder Coupled-Cluster-Rechnungen [109, 110] zu nennen. Der
grundlegende Ansatz der letzten beiden Methoden ist der U¨bergang von der delokali-
sierten MO-Basis in die AO-Basis oder in eine Basis von lokalisierten MOs (LMOs).
Dadurch verringert sich das Skalenverhalten der Anzahl zu berechnender transformier-
ter Vierzentren-Integrale. Wa¨hrend die AO-MP2-Methode in ihrer urspru¨nglichen For-
mulierung durch Verwendung der Schwarz-Abscha¨tzung fu¨r die Integrale (vgl. Gl. 2.18)
eine Bestimmung der MP2-Energie in rigoroser Weise mit einem quadratischen Skalen-
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verhalten ermo¨glicht, geht diese Rigorosita¨t bei den bislang verfu¨gbaren lokalen Me-
thoden, welche in der Lage sind, Korrelationsenergien mit linear ansteigendem Rechen-
aufwand zu bestimmen, verloren. Dies ist bedingt durch die Einfu¨hrung von Doma¨nen,
fu¨r deren Auswahl rigorose Kriterien fehlen. Diese Doma¨neneinteilung ist aus Effizi-
enzgu¨nden no¨tig und bestimmt den Wechselwirkungsradius fu¨r ein gegebenes LMO
(beziehungsweise ein Paar von LMOs) mit anderen LMOs, was bedeutet, dass fu¨r das
Referenz-LMO alle Integrale mit LMOs außerhalb dieses Radius wegfallen. Dabei stellt
sich nicht nur das Problem, wie groß der Wechselwirkungsradius fu¨r ein bestimmtes
System gewa¨hlt werden muss, um eine ausreichende Genauigkeit zu erhalten, es tre-
ten auch unstetige Potentialfla¨chen auf, was zu Problemen bei Geometrieoptimierun-
gen und bei der Berechnung von Schwingungsfrequenzen fu¨hren kann. Auch wenn das
Unstetigkeitsproblem durch Einfu¨hrung von sogenannten
”
Bump“-Funktionen, welche
kein scharfes Abschneiden an der Doma¨nengrenze, sondern einen stetigen U¨bergang ge-
gen Null bewirken [96], zumindest abgemildert zu werden scheint, ist eine Formulierung
vorzuziehen, welche ohne lokale Na¨herungen auskommt.
Mithilfe der multipolbasierten Integralschranken (MBIE) [10] la¨sst sich, im Gegen-
satz zum konventionellen Schwarz-Screening, die Abstandsabha¨ngigkeit der Schalen-
paare bei der Vorabscha¨tzung beru¨cksichtigen. Dieses Verfahren erlaubt in Kombinati-
on mit der AO-MP2-Methode eine linear-skalierende Formulierung zur Berechnung von
MP2-Energien [42] und Gradienten [111] ohne den Einsatz lokaler Doma¨nen und mit
rigoroser Fehlerkontrolle. Dadurch lassen sich bereits MP2-Energien von Systemen mit
bis zu 1000 Atomen und 10 000 Basisfunktionen (6-31G*-Basissatz) berechnen [44].
Durch die Formulierung in der AO-Basis hat die AO-MP2-Methode den Nachteil,
dass die Indizes der transformierten Integrale nicht auf den besetzten bzw. virtuel-
len Raum beschra¨nkt sind, wie bei der herko¨mmlichen MO-MP2-Formulierung (Gl.
2.24), sondern u¨ber den gesamten Basissatz laufen. Dass sich dieses Problem bei gro¨ßer
werdenden Basissa¨tzen verscha¨rft, wird in Abb. 3.1 deutlich, in der der Quotient der
formalen Anzahl an transformierten Integralen fu¨r die AO-Methode (N4Basis) und die
herko¨mmliche MO-Formulierung (N2occN
2
virt) fu¨r das lineare Alkan C5H12 dargestellt ist.
Hier ist der Faktor fu¨r die beiden double-zeta-Basissa¨tze 6-31G* und SVP recht a¨hnlich,
nimmt dann aber fu¨r die triple-zeta-(cc-pVTZ)- und quadruple-zeta-(cc-pVQZ)-Basen
stark bis auf einen Wert von fast 1000 zu.
Dieser Nachteil la¨sst sich beheben, indem man eine Cholesky-Zerlegung der bei
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Abbildung 3.1: Quotient der formalen Integralzahl (N4Basis/N
2
occN
2
virt) von AO- und
MO-MP2 fu¨r C5H12 bei unterschiedlichen Basissa¨tzen.
AO-MP2 auftretenden Pseudodichtematrizen a¨hnlich der Cholesky-Faktorisierung [112]
der Einteilchen-Dichtematrix [113] vornimmt [114, 115]. Die mit den nun erhaltenen
Cholesky-Faktoren transformierten Orbitale entsprechen im Prinzip lokalen Funktio-
nen, welche nur u¨ber den besetzten beziehungsweise virtuellen Raum laufen. Die so
entstandene, ebenfalls linear-skalierende Variante von AO-MP2 [114, 115] wird im fol-
genden
”
CDD-MP2“ (Cholesky-Decomposed Density-based-MP2) genannt, wa¨hrend
”
AO-MP2“ im folgenden immer die linear-skalierende Variante meint.
Im Rahmen dieser Arbeit wurde eine Implementierung der Resolution-of-the-Identi-
ty-(RI)-Approximation zur Berechnung der Energie sowohl fu¨r AO-MP2 als auch fu¨r
CDD-MP2 [115] vorgenommen. Das Ziel dabei war, den Vorfaktor der Rechenzeit beider
Methoden zu senken. Die Implementierung beschra¨nkt sich hierbei auf die Berechnung
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der Coulomb-artigen Energie, welche man aus der Coulomb-artigen Integralkontrakti-
on (erster Faktor auf der rechten Seite von Gl. 2.28) erha¨lt. Die Coulomb-artige MP2-
Energie la¨sst sich im Rahmen der sogenannten Scaled-Opposite-Spin-(SOS)-Methode
[32] direkt verwenden. Eine Behandlung der Austausch-artigen Terme wurde aus Zeit-
gru¨nden nicht durchgefu¨hrt, ist aber selbstversta¨ndlich auch mo¨glich. Im folgenden
werden zuna¨chst einige Grundlagen der linear-skalierenden AO-MP2- sowie CDD-MP2-
Formulierungen erla¨utert, deren Entwicklung jedoch nicht Gegenstand dieser Arbeit
war. Im Anschluss daran wird mit der Einfu¨hrung der RI-Na¨herung fu¨r beide Fa¨lle
und den resultierenden Algorithmen sowie Ergebnissen auf eigene Arbeiten eingegan-
gen.
3.2 Grundlagen: Linear-skalierendes AO-MP2
Die linear-skalierende Methode zur Berechnung der Coulomb-artigen AO-MP2-Energie
(AO-MP2J) geht von einer Umformulierung des AO-MP2-Ausdrucks (Gl. 2.34) in halb-
transformierten Integralen aus [42]:
e
(2)
J =
∑
µνλσ
(
µν|λσ) (µν|λσ) (3.1)
=
∑
µνλσ
(
µν|λσ)(µν|λσ), (3.2)
(µ′ und µ bezeichnen im folgenden AOs, der Quadraturindex α wird der U¨bersicht-
lichkeit halber immer weggelassen). Die Verwendung der halbtransformierten Integrale
(HTIs) hat zwei entscheidende Vorteile: Da die beiden halbtransformierten Ausdru¨cke
in Gl. 3.2 durch Transponierung ineinander u¨berfu¨hrbar sind, braucht man zum einen
anstatt aller vier Indizes nur zwei zu transformieren, und zum anderen nur einen In-
tegralsatz statt jeweils einen fu¨r die voll- und die untransformierten Integrale zu spei-
chern.
Die Anzahl der Produkte in Gl. 3.2 skaliert linear mit der Moleku¨lgro¨ße. Um bei
der Berechnung ebenfalls ein lineares Skalenverhalten zu erreichen, werden zwei Sorten
von Integralvorabscha¨tzungen (Screening) durchgefu¨hrt: Die beno¨tigten HTIs werden
beim sogenannten externen Screening mittels MBIE bestimmt, das interne Screening
verwendet Schwarz-Schranken zur Bestimmung der fu¨r die Transformation beno¨tigten
Integrale.
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Die Grundlage fu¨r das externe Screening ist die MBIE-Methode [10]. Diese basiert
auf der Abscha¨tzung des Absolutwertes eines Integrals mittels einer Entwicklung in
Multipolen, M (n), d.h. Monopolen (U¨berlapp) M (0) = S, Dipolen M (1) und Termen
ho¨herer Ordnung,
|(µν|λσ)| ≤
∣∣∣M (0)µν M (0)λσ ∣∣∣
R
(3.3)
+
∣∣∣M (1)µν M (0)λσ −M (0)µν M (1)λσ ∣∣∣
R2
+
∣∣∣M (2)µν M (0)λσ − 2M (1)µν M (1)λσ +M (0)µν M (2)λσ ∣∣∣
R3
+O(R−4),
wobei R den Abstand der beiden Ladungsverteilungen ΩA = µν und ΩB = λσ darstellt.
Wegen der Orthogonalita¨tseigenschaften der Pseudodichtematrizen, (P)TSP = 0, gilt∑
µ′ν′
P µµ′Sµ′ν′P ν′ν = Sµν =M
(0)
µν = 0, (3.4)
weswegen bei einer Transformation alle Terme, die den U¨berlapp M (0) beinhalten,
verschwinden.
Um eine rigorose Integralschranke zu erhalten, mu¨ssen die ho¨heren Terme in Gl.
3.3 durch einen geschlossenen Ausdruck ersetzt werden. Wie in Ref. [10] gezeigt wird,
ist dies analytisch mo¨glich, und man erha¨lt MBIE-Gleichungen der Ordnung n (MBIE-
n), was bedeutet, dass alle Terme mit Ordnung gro¨ßer als n durch einen analytischen
Ausdruck ersetzt werden. Die MBIE-2-Gleichung lautet:
|(µν|λσ)| ≤
∣∣∣∣∣M(0)µνM(0)λσR
∣∣∣∣∣ (3.5)
+
∣∣∣∣∣M(1)µνM(0)λσ +M(0)µνM(1)λσR2
∣∣∣∣∣
+
∣∣∣∣∣M(2)µνM(0)λσ + 2M(1)µνM(1)λσ +M(0)µνM(2)λσR′3 −R′2
∣∣∣∣∣ ,
mit den absoluten Multipolen M(n) [10] und R′ = R − RA − RB, wobei RA und
RB Konstanten sind, welche als Ausdehnungen der Ladungsverteilungen ΩA bzw. ΩB
interpretiert werden ko¨nnen. Gibt man die pseudodichtetransformierten Ladungsver-
teilungen mit einem Tildezeichen an, d.h. ΩA˜ = µν bzw. ΩB˜ = λσ, erha¨lt man durch
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Einsetzen in Gl. 3.2 die fu¨r das externe Screening verwendete rigorose obere Schranke:
∣∣(µν|λσ)(µν|λσ)∣∣ ≤ ∣∣∣∣∣M
(1)
A˜
M(0)B M(0)A M(1)B˜
R2
A˜B
R2
AB˜
∣∣∣∣∣ (3.6)
+
∣∣∣∣∣∣
(
M(2)
A˜
M(0)B + 2M(1)A˜ M
(1)
B
)
M(0)A M(1)B˜(
R′3
A˜B
−R′2
A˜B
)
R2
AB˜
∣∣∣∣∣∣
+
∣∣∣∣∣∣
M(1)
A˜
M(0)B
(
M(0)A M(2)B˜ + 2M
(1)
A M(1)B˜
)
R2
A˜B
(
R′3
AB˜
−R′2
AB˜
)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
(
M(2)
A˜
M(0)B + 2M(1)A˜ M
(1)
B
)(
M(0)A M(2)B˜ + 2M
(1)
A M(1)B˜
)
(
R′3
A˜B
−R′2
A˜B
)(
R′3
AB˜
−R′2
AB˜
)
∣∣∣∣∣∣ ,
mit R′
A˜B
= RA˜B − RA˜ − RB und analog fu¨r R′AB˜. Dabei wird zusa¨tzlich u¨berpru¨ft, ob
die Schwarz-Abscha¨tzung (QQZZ)∣∣(µν|λσ)(µν|λσ)∣∣ ≤ QµνQλσZµνZλσ (3.7)
mit der Schwarz-Matrix Q und der pseudodichtetransformierten Schwarz-Matrix Z,
Qµν = (µν|µν)
1
2 Zµν =
(
µν|µν) 12 , (3.8)
einen kleineren Wert als die MBIE-Abscha¨tzung liefert, und das Minimum beider Scree-
nings verwendet, d.h. beide Abscha¨tzungen werden komplementa¨r eingesetzt. An dieser
Stelle soll noch erwa¨hnt werden, dass in der Implementierung nicht die exakte Z-Matrix
verwendet wird, da diese zu aufwa¨ndig zu berechnen ist, sondern eine gena¨herte Matrix,
welche aus den einfach transformierten Schwarz-Matrizen X und Y,
Xµν′ =
(
µν ′|µν ′) 12 (3.9)
Yµ′ν = (µ
′ν|µ′ν) 12 , (3.10)
nach Transformation mit der besetzten bzw. virtuellen Pseudodichte
X2µν =
∑
ν′
∣∣P νν′∣∣Xµν′ (3.11)
Y 2µν =
∑
µ′
∣∣P µµ′∣∣Yµ′ν
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gebildet wird:
Zµν ≈ Z˜µν = min
(
X2µν , Y 2µν
)
. (3.12)
Das interne Screening verwendet die Schwarz-Abscha¨tzung zur Ermittlung der sig-
nifikanten untransformierten und einfach transformierten Integrale bei der Transfor-
mation. Die bei den beiden Transformationsschritten(
µν ′|λ′σ′) = ∑
µ′
P µµ′(µ
′ν ′|λ′σ′) (3.13)
(
µν|λ′σ′) = ∑
ν′
P νν′
(
µν ′|λ′σ′) (3.14)
auftretenden Summanden werden abgescha¨tzt nach∣∣P µµ′(µ′ν ′|λ′σ′)∣∣ ≤ ∣∣P µµ′∣∣Qµ′ν′Qλ′σ′ (3.15)∣∣P νν′ (µν ′|λ′σ′)∣∣ ≤ ∣∣P νν′∣∣Xµν′Qλ′σ′ . (3.16)
Die gewu¨nschten Genauigkeiten fu¨r das externe und das interne Screening lassen sich
getrennt mithilfe eines externen und internen Thresholds ϑext bzw. ϑint angeben.
3.3 Grundlagen: Linear-skalierendes CDD-MP2
Die CDD-MP2-Formulierung basiert auf der Cholesky-Zerlegung der Pseudodichte-
Matrizen [114,115]:
P µµ′ =
Nocc∑
i
LµiLµ′i, P νν′ =
Nvirt∑
a
LνaLν′a. (3.17)
Einsetzen in Gl. 3.2 liefert fu¨r die Coulomb-artige Energie
e
(2)
J =
Nocc∑
ij
Nvirt∑
ab
(
ia|jb) (ia|jb) . (3.18)
Dieser Ausdruck hat den Vorteil, dass die Indizes auf den besetzten bzw. virtuellen
Raum beschra¨nkt sind, sich aber das Skalenverhalten der Produkte im Vergleich zu
AO-MP2 nicht a¨ndert, da die Anzahl der transformierten Schalenpaare ia linear ska-
liert und das 1/R6-Abklingverhalten der transformierten Schalenpaare untereinander
mittels MBIE ausgenutzt werden kann. Die Bildung des Quadrats aus den volltransfor-
mierten Integralen
(
ia|jb) (FTIs) impliziert außerdem, dass nur positive Summanden
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zur Energie beitragen, das heißt der Betrag der CDD-MP2 Coulomb-artigen Energie
(EJ, CDD) ist immer kleiner oder gleich dem Betrag der entsprechenden MP2-Energie
(EJ, std), wenn die FTIs genau genug gebildet werden
1:∣∣EJ, CDD(Edukt)∣∣ ≤ ∣∣EJ, std(Edukt)∣∣ (3.19)∣∣EJ, CDD(Produkt)∣∣ ≤ ∣∣EJ, std(Produkt)∣∣ .
Da die MP2-Energie immer dasselbe Vorzeichen hat, folgt fu¨r relative Energien als
Energiedifferenzen von Edukten und Produkten, dass der maximale Fehler in der
Coulomb-artigen relativen Energie nicht gro¨ßer werden kann als der maximale Feh-
ler der Edukt- bzw. Produktseite, d.h. die Fehler beider Seiten sind niemals additiv.
Es la¨sst sich leicht zeigen, dass die aus der Cholesky-Zerlegung der Pseudodichten
resultierenden besetzten und virtuellen Matrizen L bzw. L der Orthogonalita¨tsbedin-
gung genu¨gen [114,115]:
LTSL = 0. (3.20)
Aus diesem Grund fallen in der Multipolentwicklung fu¨r die untransformierten Integrale
(Gl. 3.3) bei Transformation auch hier alle U¨berlapp-Terme heraus und man erha¨lt mit
der MBIE-2-Gleichung (Gl. 3.5)
∣∣(ia|jb)∣∣ ≤
∣∣∣∣∣∣2
M(1)ia M(1)jb
R′3 −R′2
∣∣∣∣∣∣ , (3.21)
mit R′ = R−Ria−Rjb, wobei R den Abstand zwischen den transformierten Ladungsver-
teilungen Ωia und Ωjb darstellt und die Konstanten Ria und Rjb als die entsprechenden
Ausdehnungen interpretiert werden ko¨nnen. Die Schwarz-Abscha¨tzung fu¨r die FTIs
(ZZZZ) lautet ∣∣(ia|jb) (ia|jb)∣∣ ≤ Z2iaZ2jb, (3.22)
mit der Cholesky-Faktor-transformierten Schwarz-Matrix Z, welche analog zu AO-
MP2 na¨herungsweise unter Verwendung der einfach Cholesky-Faktor-transformierten
Schwarz-Matrizen X und Y berechnet wird. Fu¨r das externe Screening wird wieder das
1Dies bedeutet, dass die Summe aus dem Fehler der Laplace-Transformation und dem internen
Screening (bei der Integraltransformation) kleiner sein muss als der Fehler durch das externe Screening.
Die RI-Na¨herung hat hier keinen Einfluss, da die Coulomb-artige RI-Energie vom Betrag her ohnehin
immer kleiner (oder gleich) der exakten Energie ist.
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Minimum aus der Schwarz und MBIE-Abscha¨tzung verwendet. Das interne Screening
verla¨uft mit Hilfe von Schwarz-Abscha¨tzungen analog zu AO-MP2 (vgl. Gln. 3.15-
3.16), ist vom Verwaltungsaufwand allerdings dadurch komplizierter, dass jetzt alle
vier Indizes transformiert werden mu¨ssen.
Mithilfe des externen Screenings (MBIE und Schwarz) fu¨r die FTIs sowie des in-
ternen Screenings (Schwarz) bei der Transformation la¨sst sich analog zu AO-MP2 eine
linear-skalierende Implementierung erstellen. Dabei tritt allerdings das Problem auf,
dass die Anzahl der bei der Transformation auftretenden einfach- und zweifachtrans-
formierten Integrale sehr groß ist, so dass sich beim momentanen Stand der Imple-
mentierung [114] fu¨r kleinere Basissa¨tze kein großer Zeitgewinn gegenu¨ber AO-MP2
zu ergeben scheint. Hier ist eine Anwendung der RI-Approximation besonders sinnvoll,
da die Transformation der Dreizentrengro¨ßen schnell verla¨uft und der bei RI zeit-
bestimmende Schritt der Bildung der gena¨herten Integrale von der Begrenzung der
transformierten Indizes profitiert.
3.4 Anwendung der RI-Na¨herung
Um den Vorfaktor der AO-MP2-Implementierungen zu reduzieren, wurde die RI-Ap-
proximation im Rahmen dieser Arbeit sowohl auf AO-MP2 als auch auf CDD-MP2
angewendet. Dabei wurde immer von Gl. 2.54 (V-Na¨herung in Ref. [66]) ausgegangen,
(x1x2|x3x4) ≈
∑
mn
(x1x2|m) (m|n)−1 (n|x3x4) , (3.23)
wobei die Indizes xy hier fu¨r allgemeine (transformierte oder untransformierte) Basis-
funktionen stehen.
Ein wichtiger Aspekt bei der Einfu¨hrung der RI-Na¨herung ist das Skalenverhalten
des Rechenzeitaufwandes. Wenn immer die volle Hilfsbasis verwendet wird, verschlech-
tert sich das Skalenverhalten einer vormals linear-skalierenden Formulierung auf qua-
dratisch oder, im Limit sehr großer Systeme, sogar auf kubisch, da quadratische Schritte
mit gro¨ßerem Vorfaktor und kubische Schritte mit kleinem Vorfaktor auftreten (siehe
unten). Dadurch tritt ein sogenannter Crossoverpunkt im Vergleich zu den unapproxi-
mierten linear-skalierenden Verfahren auf, der die Moleku¨lgro¨ße markiert, ab der die
RI-Implementierung langsamer wird. Hier kommt es entscheidend darauf an, wo die-
ser Punkt auftritt und wie groß der Bereich ist, in dem die RI-Implementierung sowohl
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schneller als kanonisches RI-MO-MP2 als auch AO-MP2 bzw. CDD-MP2 ist. Wie durch
Vergleich der Zeiten in den Tabellen 3.9 und 3.10 ersichtlich wird, ist die RI-Na¨herung
bei CDD-MP2 effizienter als bei AO-MP2, was an der Begrenzung der Indizes und der
Approximation von voll- und nicht nur halbtransformierten Integralen liegt.
Im folgenden wird zuna¨chst auf die Anwendung von RI bei AO-MP2 eingegangen
(RI-AO-MP2) und anschließend auf das RI-approximierte CDD-MP2 (RI-CDD-MP2).
Bei allen hier vorgestellten Algorithmen wird immer die volle Hilfsbasis verwendet.
3.5 RI-AO-MP2
3.5.1 Theorie und Skalenverhalten
Die Anwendung von Gl. 3.23 zur Berechnung der halbtransformierten Integrale ergibt
[116]: (
µν|λ′σ′) ≈∑
mn
(
µν|m) (m|n)−1 (n|λ′σ′) . (3.24)
Es ist sinnvoll, diesen Schritt in zwei Teile aufzuspalten: Zuna¨chst wird durch Mul-
tiplikation der untransformierten Dreizentren-Integrale mit der inversen Zweizentren-
Matrix eine Zwischengro¨ße D gebildet,
Dλ′σ′n =
∑
m
(n|m)−1 (m|λ′σ′) , (3.25)
die anschließend mit der transformierten Dreizentren-Integralmatrix multipliziert wird,(
µν|λ′σ′) ≈∑
n
(
µν|n)Dλ′σ′n. (3.26)
Die Transformation der Dreizentren-Integrale erfolgt ebenfalls zweistufig:(
µν ′|n) = ∑
µ′
P µµ′ (µ
′ν ′|n) (3.27)
(
µν|n) = ∑
ν′
P νν′
(
µν ′|n) . (3.28)
Die Kontraktion der halbtransformierten Integrale zur Energie (Gl. 3.2) sowie alle
u¨brigen Schritte sind mit dem AO-MP2-Verfahren [42,43] identisch.
Durch die Verwendung der vollen Auxiliarbasis ist der dargestellte Ablauf nicht
mehr linear-skalierend, sondern entha¨lt quadratische und kubische Teilschritte. Dabei
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ist zu beachten, dass die Berechnung der untransformierten Zwei- und Dreizentren-
Integrale, die Inversion und die Berechnung der D-Matrix nur einmal und nicht fu¨r
jeden Laplacepunkt durchgefu¨hrt werden mu¨ssen, da hier keine Abha¨ngigkeit von der
Pseudodichte auftritt. Deswegen sind diese Schritte, obwohl diejenigen mit kubischem
Skalenverhalten dazugeho¨ren, bei den hier betrachteten Systemen nicht zeitbestim-
mend, und die Gesamtzeit zeigt ein quadratisches Skalenverhalten. Die Anzahl der un-
transformierten Zwei- und Dreizentren-ERIs sowie die entsprechende Rechenzeit ska-
liert quadratisch mit der Moleku¨lgro¨ße (genauer: ∝ Naux · Naux bzw. ∝ N · Naux),
da zwar die Anzahl der untransformierten Schalenpaare µ′ν ′ wegen des exponentiel-
len Abfalls der beteiligten Gaußfunktionen linear skaliert, wegen des langsamen 1/r-
Abklingverhaltens aber keine starke Kopplung der Schalenpaare mit den Auxiliarfunk-
tionen existiert. Die Inversion der Zweizentren-Integralmatrix ist ein kubischer Schritt,
der sich jedoch problemlos mittels hoch effizienter Programmbibliotheken (siehe z.B.
Ref. [117]) vollziehen la¨sst, weswegen die Rechenzeiten hier bei den in Betracht kom-
menden Systemgro¨ßen gegenu¨ber anderen Teilschritten praktisch vernachla¨ssigbar sind.
Die Bildung der D-Matrix (Gl. 3.25) skaliert mit der dritten Potenz der Mo-
leku¨lgro¨ße. Dieser Schritt hat einen deutlich gro¨ßeren Vorfaktor als die Inversion, ist
aber, da er nur einmal durchgefu¨hrt werden muss, bezu¨glich der Gesamtrechenzeit nicht
bestimmend2. Die verbleibenden zwei RI-Schritte, Transformation (Gln. 3.27/3.28) und
Bildung der Integrale (Gl. 3.26), mu¨ssen fu¨r jeden Laplacepunkt durchgefu¨hrt werden.
Die Transformation skaliert quadratisch, da die transformierten Indizes zwar mit den
untransformierten Indizes der Standardbasis gekoppelt sind, nicht aber mit den Auxi-
liarindizes. Auch die Bildung der Integrale ist ein quadratischer Schritt, da fu¨r jedes
halbtransformierte Integral, deren Anzahl linear skaliert, Naux Multiplikationen durch-
gefu¨hrt werden mu¨ssen. Bei den betrachteten Systemen war immer die Bildung der
Integrale bestimmend fu¨r die Gesamtzeit und dessen Skalenverhalten.
3.5.2 Algorithmen und technische Details
Die Berechnung der Zwei- und Dreizentren-Integrale wird mit bereits vorhandenen
Integralroutinen des Q-Chem-Paketes [118] durchgefu¨hrt. Fu¨r Inversion und Matrix-
2Aus diesem Grund ist auch die ebenfalls mo¨gliche Multiplikation der Inversen mit den transfor-
mierten Dreizentren-Integralen nicht sinnvoll.
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multiplikationen wird die Intel MKL Programmbibliothek [117] verwendet. Die inverse
Matrix sowie die untransformierten Integrale werden vor der Schleife u¨ber die Laplace-
punkte gebildet und auf Festplatte gespeichert, ebenso die D-Matrix, welche u¨ber Ma-
trixmultiplikationen aus den Dreizentren-Integralen und der Inversen berechnet wird
(vgl. Abb. 3.2/3.3).
Fu¨r jeden Laplacepunkt werden zuna¨chst die Pseudodichte- und Pseudoschwarz-
Matrizen (Gln. 2.32-2.33 und 3.9-3.12) berechnet. Anschließend wird das externe Scree-
ning (MBIE- und Schwarz-Abscha¨tzung) durchgefu¨hrt und ein Index der zu berech-
nenden halbtransformierten Integrale (HTindex) u¨ber Schalen erstellt. Der Index wird
normalerweise im Arbeitsspeicher gehalten (normaler Algorithmus, Abb. 3.2). Da er
aber bei großen Basissa¨tzen viel Speicherplatz beansprucht, kann er auch auf Festplat-
te gespeichert und anschließend in Stu¨cken (sogenannten Batches) eingelesen werden.
Dieser zweite Algorithmus wird im folgenden
”
split“-Algorithmus genannt, vgl. Abb.
3.3. Da bei der Bildung der halbtransformierten Produkte (Gl. 3.2) einmal die Bra- und
einmal die Ket-Seite transformiert bzw. untransformiert ist, ist der HTindex bezu¨glich
Bra und Ket symmetrisch, nicht aber bezu¨glich der beiden Schalen eines Schalenpaars,
da die besetzt und virtuell transformierten Schalen keine Symmetrie aufweisen. Außer-
dem wird noch ein Index HTbra von allen vorkommenden Schalenpaaren auf der Bra-
(bzw. Ket-) Seite erstellt, welcher fu¨r die Transformation beno¨tigt wird.
Im Anschluss wird zur Vorbereitung auf die Transformation der Dreizentren-Integra-
le das interne Screening durchgefu¨hrt. Hier werden zwei Indizes erstellt, wovon einer
die fu¨r die erste Transformation beno¨tigten untransformierten Schalenpaare (T1index,
fu¨r jedes einfach transformierte Schalenpaar ein Index) auflistet, der andere entspre-
chend fu¨r jedes in HTbra vorkommende zweifachtransformierte Schalenpaar die einfach
transformierten Schalenpaare (T2index, wieder ein Index pro Schalenpaar). Die Indizes
werden u¨ber die Schwarz-Abscha¨tzungen Gl. 3.15 und 3.16 erstellt, wobei anstelle von
Qλ′σ′ das Maximalelement Qmax verwendet wird, da die Ket-Seite erst bei der Bildung
der approximierten Integrale festgelegt wird und das transformierte Bra-Schalenpaar
daher fu¨r alle untransformierten Ket-Schalenpaare genau genug sein sollte. Anschlie-
ßend werden die Multiplikationen nach Vorgabe der Indizes und unter Ausnutzung der
Symmetrie der untransformierten Indizes einzeln ausgefu¨hrt und die transformierten
Integrale auf Festplatte gespeichert. Fu¨r die Transformation werden die untransformier-
ten Dreizentren-Integale u¨blicherweise von der Festplatte eingelesen. Um Festplatten-
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Bestimme Laplacepunkte α (RAM)
Berechne (m|n) O(N2)
Bilde Inverse (m|n)−1 O(N3)
Berechne (µ′ν ′|n) O(N2)
Berechne Dµ′ν′n =
∑
m(µ
′ν ′|m)(m|n)−1 O(N3)
Beginn Schleife u¨ber Laplacepunkte α
Berechne Pseudodichten (RAM) O(N2)
Berechne Xµν′ , Yµ′ν , Zµν (RAM) O(N
2)
Externes Screening: HTindex (RAM) O(N2)
Internes Screening: T1index, T2index (RAM) O(N1)
Berechne transformierte Integrale (µν|n) O(N2)
Berechne HTIs (µν|λ′σ′) =∑n(µν|n)Dλ′σ′n O(N2)
Kontrahiere HTIs zu eJ O(N
1), I/O: O(N2)
Ende Schleife u¨ber Laplacepunkte
Abbildung 3.2: Normaler RI-AO-MP2-Algorithmus mit asymptotischem Skalenver-
halten. Alle gebildeten Gro¨ßen werden, wenn nicht der Zusatz
”
(RAM)“ angegeben ist,
auf Festplatte gespeichert. Der Quadraturindex wurde der U¨bersicht halber weggelas-
sen.
platz zu sparen, ko¨nnen sie jedoch auch jeweils neu berechnet und direkt transformiert
werden. Obwohl die Zeit fu¨r die Integralberechnung gegenu¨ber der Transformationszeit
fast vernachla¨ssigbar ist, ist diese Variante etwas ineffizienter, da die Schleifenstruktur
in der Integralroutine fu¨r die Abspeicherung der Integrale auf Festplatte ungu¨nstiger
ist, weil die transformierten Integrale nicht kontinuierlich hintereinander, sondern in
verteilten Abschnitten geschrieben werden mu¨ssen. Dies bewirkt auf den verwendeten
Rechnern einen Anstieg bei den Zeiten beim spa¨teren Wiedereinlesen der Integrale.
Daher wird im folgenden immer die Variante verwendet, bei der die untransformierten
Integrale von der Festplatte eingelesen werden. Schließlich sei noch erwa¨hnt, dass die
untransformierten und transformierten Integrale bei gro¨ßeren Moleku¨len nicht mehr
in den Arbeitsspeicher passen, so dass eine Batchunterteilung gemacht werden muss.
Dabei wird der Auxiliarindex in Abschnitte eingeteilt und nur die Integrale mit Auxili-
arfunktionen des entsprechenden Abschnitts werden eingelesen und transformiert. Die
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Vor α-Schleife: siehe normalen Algorithmus
Beginn Schleife u¨ber Laplacepunkte α
Berechne Pseudodichten (RAM) O(N2)
Berechne Xµν′ , Yµ′ν , Zµν (RAM) O(N
2)
Externes Screening: HTindex (gebatcht) O(N2)
Internes Screening: T1index, T2index (RAM) O(N1)
Berechne transformierte Integrale (µν|n) O(N2)
Beginn Schleife u¨ber HTindex-Batches
Berechne HTIs (µν|λ′σ′) =∑n(µν|n)Dλ′σ′n (RAM) O(N2)
Kontrahiere HTIs zu eJ O(N
1)
Ende Schleife u¨ber HTindex-Batches
Ende Schleife u¨ber Laplacepunkte
Abbildung 3.3: Split-RI-AO-MP2-Algorithmus mit asymptotischem Skalenverhalten.
Alle gebildeten Gro¨ßen werden, wenn nicht der Zusatz
”
(RAM)“ angegeben ist, auf
Festplatte gespeichert. Der Quadraturindex wurde der U¨bersicht halber weggelassen.
Transformation ist noch einmal schematisch in Abb. 3.4 dargestellt.
Die Bildung der Integrale beim normalen Algorithmus (Abb. 3.5) wird u¨ber die
Schalen aus dem HTindex mittels Matrixmultiplikationen durchgefu¨hrt, da hierfu¨r ef-
fiziente Bibliotheksroutinen verwendet werden ko¨nnen. Dies hat allerdings zur Folge,
dass die Integrale nach der Multiplikation noch umsortiert werden mu¨ssen (siehe un-
ten). Schreibt man die zu bildenden Vierzentren-Integrale (HTIs) abku¨rzend mit den
Schalenindizes als (KL|IJ), setzt K,L (mit λ′ ∈ K und σ′ ∈ L) als die untransformier-
ten und I, J (mit µ ∈ I und ν ∈ J) als die transformierten Indizes an und definiert,
dass in der Vierzentren-Integralmatrix K am langsamsten und J am schnellsten la¨uft,
sieht man, dass als Offset fu¨r die D-Matrix der Index K und fu¨r die transformierte
Dreizentren-Integralmatrix I in Frage kommt. Jetzt werden zwei Schleifen u¨ber ent-
sprechende Batches von K und I definiert und beide Matrizen zuna¨chst von Festplatte
eingelesen, und zwar der Einfachheit halber in der Weise, dass fu¨r jeden Batch der a¨uße-
ren Schleife einmal die komplette Dreiindexmatrix der inneren Schleife eingelesen wird.
Dadurch skaliert der Einleseaufwand bei linearem Skalenverhalten der Batchanzahl in
jeder Schleife fu¨r die Matrix der a¨ußeren Schleife quadratisch und fu¨r die Matrix der in-
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Beginn Schleife u¨ber Hilfsbasis-Batches nB
Lese (µ′ν ′|nB) ein
Beginn Schleifen u¨ber µ′, ν ′
Beginn Schleife u¨ber signifikante µ (T1index)
Beginn Schleife u¨ber n ∈ nB
(µν ′|n) + = P µµ′(µ′ν ′|n)
Ende Schleife u¨ber n ∈ nB
Ende Schleife u¨ber signifikante µ
Ende Schleifen u¨ber µ′, ν ′
Beginn Schleifen u¨ber signifikante µ, ν (HTbra)
Beginn Schleife u¨ber signifikante ν ′ (T2index)
Beginn Schleife u¨ber n ∈ nB
(µν|n) + = P νν′(µν ′|n)
Ende Schleife u¨ber n ∈ nB
Ende Schleife u¨ber signifikante ν ′
Ende Schleifen u¨ber µ, ν
Speichere (µν|nB) auf Festplatte
Ende Schleife u¨ber Hilfsbasis-Batches nB
Abbildung 3.4: Detaillierte Funktionsweise der Transformation. Der Quadraturindex
sowie die Schalenindizes wurden der U¨bersicht halber weggelassen.
neren Schleife kubisch, da im zweiten Fall mehr als die eigentlich individuell beno¨tigten
Indizes eingelesen werden (ein individuelles Einlesen der Dreiindexgro¨ßen wa¨re wegen
des hohen Verwaltungsaufwandes beim Suchen der Indizes ho¨chstwahrscheinlich sehr
ineffizient, und die Einlesezeiten der momentanen Implementierung sind im Vergleich
zur Gesamtzeit gering). Anschließend werden Schleifen u¨ber die durch den jeweiligen
Batch definierten K und I durchlaufen, und fu¨r jedes K, I-Paar wird eine Matrix-
multiplikation durchgefu¨hrt, bei der die zugeho¨rigen L, J Indizes gebildet werden. Dies
bedingt nicht nur, dass ein umsortierter HTindex verwendet werden muss, sondern ent-
sprechend ist auch die zuna¨chst erhaltene Laufgeschwindigkeitsreihenfolge der Integrale
in der Ordnung K, I, L, J , welche zur weiteren Behandlung in die K,L, I, J-Ordnung
gebracht werden muss (vgl. Abb. 3.5). Eine weitere wichtige Folge der Verwendung von
40 KAPITEL 3. NIEDRIG-SKALIERENDE RI-MP2-VERFAHREN
Matrixmultiplikationen ist die Notwendigkeit, mehr Integrale zu berechnen als nach
dem HTindex eigentlich gebraucht wu¨rden3. Dies ist leicht ersichtlich, wenn man be-
denkt, dass fu¨r jedes L eines K, I-Paares ein individueller Satz von J Indizes existiert.
Eine strikte Berechnung nur der beno¨tigten Integrale erfordert daher den Einsatz einer
Matrix-Vektor-Multiplikation fu¨r jedes K, I, L-Tripel. Da sich dies in Testrechnungen
als sehr ineffizient herausgestellt hat, wird fu¨r jedes K, I die Gesamtheit aller vorkom-
menden L, J-Indizes gesammelt und die entsprechenden Dreizentren-Matrizen werden
in einem
”
gather“-Schritt erstellt. Nach der Matrixmultiplikationen werden alle nicht
im HTindex markierten Integrale verworfen. Schließlich wird die Symmetrie der un-
transformierten Indizes K,L ausgenutzt, d.h. wegen (λ′σ′|µν) = (σ′λ′|µν) werden nur
Integrale mit L ≤ K berechnet, und, da diese Symmetrie im HTindex nicht genutzt wer-
den kann (siehe oben), an die entsprechenden Positionen von (λ′σ′|µν) und (σ′λ′|µν)
in der gebildeten Integralmatrix kopiert. Um die Anzahl der Matrixmultiplikationen
und gather-Schritte zu verringern, wurde ferner eine Variante implementiert, bei der
die K, I-Paare zu gro¨ßeren Blo¨cken zusammengefasst werden ko¨nnen (mit einstellbarer
Blockgro¨ße). Mit steigender Blockgro¨ße wird auch die Anzahl der zuviel berechneten In-
tegrale gro¨ßer, so dass eine optimale Blockgro¨ße existiert, bei der die Effizienz maximal
ist. Bei Testrechnungen zeigte sich, dass das Zusammenfassen von Blo¨cken insgesamt
nur Zeitgewinne im Bereich von etwa zehn Prozent liefert, so dass sich die weitere
Besprechung nur auf die Implementierung mit individuellen K, I-Paaren bezieht.
Beim split-Algorithmus wird im Gegensatz zum normalen Algorithmus die lineare
Batchstruktur des auf Festplatte abgespeicherten HTindex, welche auf einer Eintei-
lung der (langsam laufenden) Bra-Indizes beruht, fu¨r die Standardindizes verwendet
und zusa¨tzlich u¨ber den Auxiliarindex gebatcht (vgl. Unterschrift zu Abb. 3.5). Da bei-
de Dreizentrenmatrizen fu¨r jeden Standardbatch einmal vollsta¨ndig eingelesen werden,
skaliert der Einleseaufwand fu¨r beide Matrizen kubisch mit der Moleku¨lgro¨ße, was aber
wegen des kleinen Vorfaktors des Einlesens nicht problematisch ist. Ferner mu¨ssen fu¨r
einen Standardbatch die bei allen Auxiliarbatches gebildeten vorla¨ufigen HTIs aufsum-
miert werden, da erst die Summe die korrekten, approximierten HTIs repra¨sentiert, was
vom Zeitaufwand her aber ebenfalls kein Problem darstellt. Ein weiterer Unterschied
zum normalen Algorithmus liegt in der Durchfu¨hrung der Kontraktion der approxi-
mierten halbtransformierten Integrale zur Coulomb-artigen Energie: In der normalen
3Dies beeinflusst jedoch das Skalenverhalten nicht, da die Kopplung der Indizes erhalten bleibt.
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Sortiere HTindex um: HTindexS
Beginn Schleife u¨ber Batches µ
B
Lese (µ
B
ν|n) ein
Beginn Schleife u¨ber Batches λ′B
Lese Dλ′Bσ′n ein
Beginn Schleife u¨ber λ′ ∈ λ′B
Beginn Schleife u¨ber µ ∈ µ
B
Bestimme alle vorkommenden σ′, ν nach HTindexS
Sammle entsprechende (µν|n) ≡ Aµνn und Dλ′σ′n
Multipliziere HTIλ′µνσ′ =
∑
nDλ′nσ′Aµνn
Sortiere HTIs in Reihenfolge HTIµνλ′σ′
Speichere signifikante HTIs auf Festplatte
Ende Schleife u¨ber µ ∈ µ
B
Ende Schleife u¨ber λ′ ∈ λ′B
Ende Schleife u¨ber Batches λ′B
Ende Schleife u¨ber Batches µ
B
Abbildung 3.5: Detaillierte Funktionsweise der Bildung der Integrale am Beispiel der
Routine fu¨r den normalen Algorithmus. Beim split-Algorithmus wird im Gegensatz da-
zu die lineare Batchunterteilung des auf Festplatte gespeicherten HTindex fu¨r die Stan-
dardindizes verwendet und zusa¨tzlich auch u¨ber den Auxiliarindex gebatcht, wobei die
gebildeten Integrale jeweils auf die beim vorherigen Auxiliarbatch gebildeten HTIs auf-
addiert werden mu¨ssen. Die Indexreihenfolge der Matrizen A,D und HTI ≡ (µν|λ′σ′)
ist von rechts (schnell) nach links (langsam) definiert. Der Quadraturindex sowie die
Schalenindizes wurden der U¨bersicht halber weggelassen.
Variante werden die Integrale nach der Bildung auf Festplatte gespeichert und bei der
Kontraktion batchweise wieder eingelesen. Da jedes Integral mit einem entsprechen-
den Integral aus der transponierten HTI-Matrix multipliziert werden muss, mu¨ssen
fu¨r jeden Batch alle u¨brigen Batches eingelesen werden. Auch wenn sich dabei die
Bra-Ket-Symmetrie ausnutzen la¨sst, ist der Einleseprozess ein quadratischer Schritt,
der bei großen Basissa¨tzen viel I/O-Zeit, d.h. Zeit fu¨r Schreib- und Lesevorga¨nge der
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Festplatte, beansprucht. Dieses Problem wird beim split-Algorithmus umgangen, da
hier die batchweise nach Vorgabe des eingeteilten HTindex berechneten Integrale di-
rekt kontrahiert werden, ohne sie auf Festplatte auszulagern4. Die direkte Kontraktion
erfordert eine Modifikation des HTindex, worauf hier nicht na¨her eingegangen werden
soll, da dies bereits in Ref. [43] beschrieben ist. Die CPU-Zeiten sind beim normalen
und beim split-Algorithmus a¨hnlich, die Gesamtzeiten sind fu¨r den split-Algorithmus
wegen des verminderten Einleseaufwands bei großen Systemen aber deutlich geringer.
Da bei letzterem Verfahren außerdem sehr viel Festplattenplatz eingespart wird, wur-
de fu¨r alle im folgenden vorgestellten Rechnungen, wenn nicht anders vermerkt, der
split-Algorithmus verwendet.
3.6 RI-CDD-MP2
3.6.1 Theorie und Skalenverhalten
Die RI-Approximation fu¨r die mit den Cholesky-Faktoren transformierten FTIs lautet
[115]: (
ia|jb) ≈ ∑
mn
(ia|m) (m|n)−1 (n|jb) (3.29)
=
∑
mno
(ia|m) (m|n)− 12 (n|o)− 12 (o|jb) ,
wobei im zweiten Schritt die inverse Zweizentrenmatrix als Produkt ihrer Quadratwur-
zeln dargestellt ist. Durch Definition einer Matrix B mit
Bian =
∑
m
(ia|m) (m|n)− 12 (3.30)
la¨sst sich Gl. 3.29 schreiben als(
ia|jb) ≈∑
n
BianBjbn. (3.31)
4Die direkte Kontraktion ist prinzipiell unabha¨ngig von einer Batcheinteilung des HTindex, eben-
so kann der gebatchte HTindex auch fu¨r einen Algorithmus mit Plattenspeicherung der Integrale
verwendet werden. Im Rahmen dieser Arbeit werden aber lediglich die Kombinationen ungebatch-
ter HTindex/Plattenspeicherung der HTIs (normaler Algorithmus) und gebatchter HTindex/direkte
Kontraktion der HTIs (split-Algorithmus) untersucht.
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Diese Formulierung ist fu¨r volltransformierte Integrale sinnvoll, da fu¨r den Appro-
ximationsschritt Gl. 3.31 nur eine Dreizentrenmatrix beno¨tigt wird. Um den kubisch-
skalierenden Multiplikationsschritt in Gl. 3.30 nicht fu¨r jeden Laplacepunkt durchfu¨hren
zu mu¨ssen, wird zuna¨chst die untransformierte B-Matrix gebildet und anschließend
diese anstelle der Dreizentren-Integrale transformiert:
Bµνn =
∑
m
(µν|m) (m|n)− 12 (3.32)
Bian =
∑
µν
LµiLνaBµνn. (3.33)
Bezu¨glich des Skalenverhaltens ist der RI-CDD-Algorithmus sehr a¨hnlich zu RI-AO-
MP2. Alle analogen Schritte zeigen dasselbe Skalenverhalten und es kommt lediglich ein
neuer Schritt, na¨mlich die Cholesky-Zerlegung der Pseudodichten, hinzu. Diese zeigt
ein kubisches Skalenverhalten, allerdings mit einem sehr kleinen Vorfaktor, so dass die
Zeiten praktisch vernachla¨ssigbar gegenu¨ber den meisten anderen Schritten sind. Au-
ßerdem la¨sst sich die Cholesky-Zerlegung fu¨r positiv (semi-)definite Matrizen prinzipiell
auch mit einem linear-skalierenden Aufwand durchfu¨hren [119]. Der zeitbestimmende
Schritt der RI-CDD-MP2-Methode war bei den hier untersuchten Systemen immer die
quadratisch-skalierende Bildung der FT-Integrale.
3.6.2 Algorithmen und technische Details
Fu¨r die Berechnung der RI-CDD-MP2-Energie wurde ein mit dem split-RI-AO-MP2-
Verfahren verwandter Algorithmus implementiert. Alle Integralberechnungen werden
mit Standardroutinen des Q-Chem-Paketes [118] vollzogen, fu¨r Matrixdiagonalisierun-
gen und -multiplikationen wird die Intel MKL Programmbibliothek verwendet. Die
vor der Schleife u¨ber die Laplacepunkte vorkommenden Schritte, na¨mlich die Berech-
nung der untransformierten Zwei- und Dreizentrenmatrizen, sind zum RI-AO-MP2-
Algorithmus praktisch gleich und werden in gleicher Weise durchgefu¨hrt. Der einzige
Unterschied ist, dass statt der inversen Matrix die inverse Quadratwurzel der Matrix
verwendet wird, welche effizient u¨ber eine (kubisch-skalierende) Diagonalisierung be-
rechnet werden kann. Da die untransformierten Dreizentren-Integrale nach der Bildung
der B-Matrix nicht mehr beno¨tigt werden, muss fu¨r die folgenden Schritte nur die un-
transformierte B-Matrix auf der Festplatte gespeichert bleiben. Eine U¨bersicht u¨ber
den Algorithmus ist in Abb. 3.6 dargestellt.
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Bestimme Laplacepunkte α (RAM)
Berechne (m|n) O(N2)
Bilde Inverse (m|n)− 12 O(N3)
Berechne (µ′ν ′|n) O(N2)
Berechne Bµ′ν′n =
∑
m(µ
′ν ′|m)(m|n)− 12 O(N3)
Beginn Schleife u¨ber Laplacepunkte α
Berechne Pseudodichten (RAM) O(N2)
Berechne Cholesky-Faktoren (RAM) O(N3)
Berechne Xiν′ , Yµ′a, Zia (RAM) O(N
2)
Externes Screening: FTindex O(N2)
Internes Screening: T1index, T2index (RAM) O(N1)
Berechne transformierte Matrix Bian O(N
2)
Berechne FTIs
(
ia|jb) =∑nBianBjbn (RAM) O(N2)
Kontrahiere FTIs zu eJ O(N
1)
Ende Schleife u¨ber Laplacepunkte
Abbildung 3.6: U¨bersicht u¨ber den RI-CDD-MP2-Algorithmus mit asymptotischem
Skalenverhalten. Ohne den Zusatz
”
(RAM)“ angegebene Gro¨ßen werden auf Festplatte
gespeichert. Der Quadraturindex wurde der U¨bersicht halber weggelassen.
Innerhalb der Schleife u¨ber die Laplacepunkte wird nach der Bildung der Pseudo-
dichten zuna¨chst deren Cholesky-Zerlegung durchgefu¨hrt (fu¨r den genauen Algorithmus
siehe Ref. [120]). Dabei wird der Dekompositionsthreshold, welcher die Genauigkeit der
Zerlegung steuert, auf einen festen Wert von max(Pii)×N ×10−15 gesetzt [121], wobei
max(Pii) das maximale Diagonalelement der zu zerlegenden Matrix und N ihre Dimen-
sion ist. Dies sollte eine Zerlegung mit der numerisch maximal erreichbaren Genauigkeit
fu¨r den Datentyp double ergeben, welcher eine Genauigkeit von etwa 10−15 fu¨r eine
Gleitkommazahl liefert. Im Anschluss werden die mit den Cholesky-Faktoren trans-
formierten Schwarz-Matrizen X,Y und Z erstellt und das externe Screening durch-
gefu¨hrt, wobei die zu berechnenden signifikanten FTIs in einem u¨ber Basisfunktionen
laufenden FTindex gespeichert werden. Da dieser Index bei großen Moleku¨len und Ba-
sissa¨tzen viel Speicherplatz beansprucht, wird er wie beim split-RI-AO-MP2-Verfahren
in Batches auf Festplatte gespeichert. Der FTindex ist symmetrisch bezu¨glich i und
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j. Fu¨r die Transformation wird aus dem FTindex ein zweidimensionaler Index FT-
Bra fu¨r die Bra- bzw. Ket-Seite erstellt. Das interne Screening und die Transformati-
on verlaufen analog zu RI-AO-MP2 (Kap. 3.5.2), allerdings wird statt des Maximal-
elements Qmax der Schwarz-Matrix das Maximalelement Zmax der Choleskyfaktor-
transformierten Schwarz-Matrix als Stellvertreter fu¨r die Ket-Seite verwendet.
Fu¨r die Bildung der FT-Integrale wird ein in die Ordnung i, j, b, a umsortierter
FTindex verwendet, der, im Gegensatz zum HTindex beim split-RI-AO-MP2, lediglich
u¨ber i gebatcht ist (vgl. Abb. 3.7). Da der j-Index von Null bis i la¨uft, mu¨ssen, wenn
man die B-Matrix fu¨r einen i-Batch nur einmal einlesen will, fu¨r diesen Batch alle In-
dizes i, a mit i ∈ [0, iB,max] der B-Matrix eingelesen werden, wobei iB,max der maximale
i-Index fu¨r diesen Batch ist. Der Einfachheit halber wird momentan fu¨r einen i-Batch
die gesamte B-Matrix eingelesen. Da die Indizes nicht individuell fu¨r jedes beno¨tigte
FTI eingelesen werden, resultiert bei einer linear-skalierenden Anzahl von Batches ein
kubisches Skalenverhalten fu¨r den Einleseprozess, was aber wegen des kleinen Vorfak-
tors nicht problematisch ist. Zusa¨tzlich ist eine zweite Batchunterteilung u¨ber den Hilfs-
basisindex no¨tig. Anschließend werden fu¨r ein i, j-Paar alle vorkommenden a, b-Indizes
gesammelt und entsprechende tempora¨re B-Matrizen Bian und Bjbn erstellt, welche
dann miteinander zu einer tempora¨ren FT-Matrix multipliziert werden. Wegen des
Zusammenfassens aller a, b-Indizes fu¨r die Matrixmultiplikation entha¨lt diese Matrix
auch nichtsignifikante Indexkombinationen, die im Anschluss aussortiert werden. Fu¨r
jeden Auxiliarbatch werden die FTIs auf die beim vorherigen Auxiliarbatch gebildeten
Integrale aufaddiert. Erst nach der Schleife u¨ber die Hilfsbasisbatches kann dann der
Energiebeitrag durch Quadrieren und Aufaddieren aller FTIs fu¨r den jeweiligen i-Batch
berechnet werden. Die direkte Berechnung der Energie ohne Zwischenspeicherung der
FTIs auf Festplatte unterstreicht die A¨hnlichkeit zum split-RI-AO-MP2-Verfahren, nur
dass sich der Kontraktionsschritt sehr viel einfacher gestaltet, da nicht zusa¨tzlich mit
der transponierten Integralmatrix gearbeitet werden muss.
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Sortiere FTindex um: FTindexS
Beginn Schleife u¨ber Batches iB
Beginn Schleife u¨ber Auxiliarbatches nB
Lese (ia|nB) ein
Beginn Schleife u¨ber i ∈ iB
Beginn Schleife u¨ber j (≤ i)
Bestimme alle vorkommenden a, b nach FTindexS
Sammle entsprechende Bian und Bjbn
Multipliziere FTIijba = BinaBjbn
Addiere signifikante FTIs auf die bei (nB − 1)
gebildeten FTIs auf
Ende Schleife u¨ber j
Ende Schleife u¨ber i ∈ iB
Ende Schleife u¨ber Auxiliarbatches nB
Kontrahiere FTIs zu (eJ)B
Ende Schleife u¨ber Batches iB
Abbildung 3.7: Detaillierte Funktionsweise der Bildung der FT-Integrale. Die In-
dexreihenfolge der Matrizen B und FTI ist von rechts (schnell) nach links (langsam)
definiert. Der Quadraturindex wurde der U¨bersicht halber weggelassen.
3.7 Ergebnisse
Im folgenden sollen die Genauigkeit und Effizienz der RI-AO-MP2 sowie der RI-CDD-
MP2-Methode untersucht werden. Dazu wurden Rechnungen an linearen Alkanen und
DNA-Fragmenten sowie fu¨r das Wassermoleku¨l und den S22-Testsatz [122] durch-
gefu¨hrt. Als allgemeine Einstellung wurde dabei immer die Frozen-Core-Na¨herung [123]
verwendet, ferner wurden alle Rechnungen mit einem Integralthreshold von 10−10 und
mit auf 10−7 (DIIS-Fehler [124]) konvergierten MO-Koeffizienten durchgefu¨hrt. Auf-
grund des genauen Integralthresholds und der Verwendung gleicher Grundeinstellun-
gen fu¨r die (RI-)AO-MP2- bzw. (RI-)CDD-MP2- und die entsprechenden Referenz-
rechnungen (MO-MP2 bzw. RI-MO-MP2) sollten alle Fehler, welche nicht durch die
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(RI-)AO-MP2/(RI-)CDD-MP2-Na¨herung auftreten, wie zum Beispiel Fehler bei der
Berechnung von untransformierten Integralen, vernachla¨ssigbar sein. Ferner tritt nur
ein vernachla¨ssigbarer Einfluss des RI-Fehlers auf, wenn man die RI-AO-MP2- bzw. RI-
CDD-MP2-Rechnungen gegen RI-MO-MP2 vergleicht, wie in Kap. 3.7.2 gezeigt wird.
Dadurch wird der Gesamtfehler im folgenden u¨blicherweise nur durch die drei (beliebig
kontrollierbaren) AO-MP2-/CDD-MP2-Fehler bestimmt, na¨mlich den Fehler durch die
Laplace-Na¨herung und durch das externe und interne Screening (der bei der Cholesky-
Zerlegung im Rahmen von CDD-MP2 gemachte Fehler sollte vernachla¨ssigbar sein,
da die Zerlegung mit der maximal erreichbaren numerischen Genauigkeit durchgefu¨hrt
wird, siehe Kap. 3.6.2). Da die Algorithmen bisher nur fu¨r die Coulomb-artige Inte-
gralkontraktion implementiert sind, beziehen sich alle berechneten Energien und Fehler
nur auf Coulomb-artige Energien.
3.7.1 Einfluss der Laplace-Na¨herung
Um den Einfluss des Laplace-Fehlers auf die Energie abzuscha¨tzen, wurden die Feh-
ler im Vergleich zu RI-MO-MP2 fu¨r Rechnungen mit zwei bis acht verwendeten La-
placepunkten fu¨r H2O und C5H12 mit den Basissa¨tzen SVP und cc-pVTZ ermittelt
(Tab. 3.1). Da der Threshold fu¨r die Laplacekoeffizienten auf einen festen Wert von
10−6 gesetzt wurde, ist eine maximale Genauigkeit von etwa einem µH zu erwar-
ten. Um durch Screening verursachte Fehler mo¨glichst auszuschalten, wurden alle ent-
sprechenden Thresholds auf 10−10 und der sogenannte Multipole-Extent der MBIE-
Abscha¨tzung5 auf einen Wert von 40 gesetzt.
Die Analyse der Werte in Tabelle 3.1 zeigt, dass die Fehler fu¨r die RI-AO und die
RI-CDD-Methode wie zu erwarten gleich sind, wenn man von leichten Schwankungen
5Der Multipole-Extent ist ein empirischer Parameter, der die Ausdehnung eines untransformierten
Schalenpaares und damit die Gro¨ßen R′ (vgl. Gln. 3.6 bzw. 3.21) beeinflusst. Problematisch dabei
ist, dass die MBIE-Abscha¨tzung bei einer zu kleinen Wahl des Extent-Thresholds nicht mehr rigoros
ist, andererseits aber die Algorithmen bei zu großen Extents sehr langsam werden. Die Rigorosita¨t
der Abscha¨tzung fu¨r CDD-MP2 wurde von Lucien Clin bei einem HF -Dimer als Testsystem fu¨r die
Basissa¨tze 6-31G*, SVP und cc-pVTZ u¨berpru¨ft [125], wobei fu¨r 6-31G* und cc-pVTZ ein Extent von
15 fu¨r eine rigorose Abscha¨tzung (ϑint = ϑext = 10−8) ausreichte, bei SVP jedoch die Schranke fu¨r
zwei Produkte unterscha¨tzt wurde, welche beide einen Zahlenwert in der Gro¨ßenordnung von 10−8,
also der Thresholds, hatten. Da dieser Fehler aber vernachla¨ssigbar ist, wird im folgenden, wenn nicht
anders angegeben, auch fu¨r SVP immer ein Extent von 15 verwendet.
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bei C5H12/cc-pVTZ absieht, welche aber kleiner als der Threshold fu¨r die Laplace-
koeffizienten sind. Außerdem erkennt man, dass der Fehler bei Verwendung von fu¨nf
Laplacepunkten bereits auf etwa ein µH Genauigkeit konvergiert ist, so dass diese An-
zahl an Koeffizienten prinzipiell ausreichend sein sollte. Alle im weiteren vorgestellten
Rechnungen wurden daher immer mit fu¨nf Laplacepunkten durchgefu¨hrt.
∆E (SVP) ∆E (cc-pVTZ)
Moleku¨l #(Laplacepunkte) RI-AO RI-CDD RI-AO RI-CDD
2 -179.23 -179.23 116.70 116.70
3 2.95 2.95 -9.71 -9.71
4 -0.22 -0.22 -3.72 -3.72
H2O 5 -0.04 -0.04 -0.73 -0.73
6 0.00 0.00 -0.05 -0.05
7 0.00 0.00 -0.01 -0.01
8 0.00 0.00 -0.01 -0.01
2 3.24 3.24 899.06 899.07
3 -6.21 -6.21 73.71 73.73
4 -0.31 -0.31 -14.47 -14.45
C5H12 5 0.00 0.00 -1.53 -1.48
6 -0.01 -0.01 -0.09 -0.03
7 0.00 -0.01 -0.11 -0.04
8 -0.01 -0.02 -0.17 -0.05
Tabelle 3.1: Fehler der Absolutenergien im Vergleich zu RI-MO-MP2 (∆E = E (RI-
MO-MP2) −E (RI-AO-/RI-CDD-MP2)) in µH in Abha¨ngigkeit der Zahl an verwen-
deten Laplacepunkten fu¨r zwei Moleku¨le und die Basissa¨tze SVP und cc-pVTZ. Fu¨r
die Rechnungen wurde ein Multipole-Extent von 40 verwendet sowie der interne und
externe Threshold auf 10−10 gesetzt.
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3.7.2 Einfluss der RI-Na¨herung
Bei der Verwendung strikter Thresholds sollte der Fehler durch die RI-Approximation
(verglichen zum entsprechenden MP2-Wert) beim RI-AO-MP2- bzw. RI-CDD-MP2-
Verfahren praktisch genauso groß sein wie beim kanonischen RI-MO-MP2. Um dies zu
u¨berpru¨fen, wurden entsprechende Testrechnungen fu¨r H2O und C5H12 mit den Ba-
sissa¨tzen SVP und cc-pVTZ durchgefu¨hrt (siehe Tabelle 3.2). Da die RI-AO-MP2-/RI-
CDD-MP2-Methoden mit den jeweiligen AO-MP2-/CDD-MP2-Methoden verglichen
werden, sollte sich der Laplace-Fehler bis auf eventuelle numerische Schwankungen
aufheben. Es zeigt sich, dass die maximalen Abweichungen der Absolutenergien im
Vergleich von RI-MO- zu RI-AO- bzw. RI-CDD-MP2, welche nicht in der Tabelle dar-
gestellt sind, im Bereich von 2 µH liegen, was mit dem Fehler der Laplace-Entwicklung
erkla¨rbar ist. Die maximalen Abweichungen bei den RI-Fehlern (siehe Tabelle 3.2) sind
hingegen um zwei Gro¨ßenordnungen kleiner und werden vermutlich durch Akkumula-
tion numerischer Fehler verursacht, da sie nur beim gro¨ßten der untersuchten Systeme
(C5H12/cc-pVTZ) auftreten.
Die Zusammenfassung der in Kapitel 3.7.1 und 3.7.2 dargestellten Ergebnisse zeigt,
dass die approximativen RI-Verfahren im Grenzfall exakter Thresholds und exakter
Laplace-Entwicklung dem kanonischen RI-MO-MP2-Verfahren entsprechen.
Moleku¨l Methode ∆E (SVP) ∆E (cc-pVTZ)
Kanonisch 152.83 49.43
H2O AO-MP2 152.83 49.43
CDD-MP2 152.83 49.43
Kanonisch 575.43 217.53
C5H12 AO-MP2 575.43 217.51
CDD-MP2 575.43 217.52
Tabelle 3.2: RI-Fehler der Absolutenergien (∆E = E (RI-MP2) −E (MP2)) in µH
fu¨r zwei Moleku¨le und die Basissa¨tze SVP und cc-pVTZ. Fu¨r die AO-MP2-/CDD-
MP2-Rechnungen wurde ein Multipole-Extent von 40 verwendet sowie der interne und
externe Threshold auf 10−10 gesetzt.
50 KAPITEL 3. NIEDRIG-SKALIERENDE RI-MP2-VERFAHREN
3.7.3 Einfluss der MBIE-Abscha¨tzung
Um den durch das MBIE-Screening verursachten Fehler bei gro¨ßeren Moleku¨len ab-
scha¨tzen zu ko¨nnen, wurden Testrechnungen mit dem SVP-Basissatz fu¨r die linearen
Alkane C40H82 und C60H122 durchgefu¨hrt, bei denen der Multipole-Extent schrittweise
erho¨ht bzw. (bei C40H82) das MBIE-Screening abgeschaltet, d.h. durch reines QQZZ-
bzw. ZZZZ-Screening ersetzt wurde (siehe Tabelle 3.3). Da fu¨r vergleichbare Genau-
igkeiten bei der SVP-Basis die Thresholds beim Cholesky-basierten Verfahren kleiner
gewa¨hlt werden mu¨ssen als beim regula¨ren AO-MP2, wurden die externen/internen
Thresholds fu¨r CDD auf 10−8 und sonst auf 10−7 gesetzt.
Beim Vergleich der Fehler in Tabelle 3.3 erkennt man, dass diese bis auf eine Aus-
nahme wie erwartet zu gro¨ßeren Extents hin kleiner werden und sich dem Fehler bei
reinem QQZZ- bzw. ZZZZ-Screening anna¨hern. Dabei tritt die gro¨ßte Verminderung
sowohl bei RI-AO-MP2 als auch bei RI-CDD-MP2 fu¨r den U¨bergang von Extent 10
zu 15 auf, auch wenn der Grad der Verminderung beim Cholesky-basierten Verfahren
etwas kleiner ist. Zu gro¨ßeren Extents hin wird die Abnahme des Fehlers immer kleiner.
Es fa¨llt auf, dass diese im Falle von RI-CDD-MP2 gleichma¨ßig und bei RI-AO-MP2
ungleichma¨ßig verla¨uft. Im letzteren Fall tritt bei C60H122 an einer Stelle sogar eine
Zunahme des Fehlers bei Vergro¨ßerung des Extents auf: Hier nimmt der Fehler beim
Wechsel 20 zu 30 ungewo¨hnlich stark ab, nimmt dann beim Wechsel 30 zu 40 leicht
zu und ist beim Extent 60 wieder am kleinsten. Einen Erkla¨rungsansatz fu¨r dieses un-
terschiedliche Verhalten des RI-CDD- und des herko¨mmlichen RI-AO-MP2-Verfahrens
bietet die Betrachtung einer mo¨glichen Kompensation von Energiebeitra¨gen: Da beim
Cholesky-Verfahren zur Berechnung der Coulomb-artigen Energie nur positive Beitra¨ge
zur Energie summiert werden, ko¨nnen sich diese nicht wie beim herko¨mmlichen AO-
MP2 gegenseitig kompensieren. Wenn die FT-Integrale genau genug gebildet werden,
d.h. wenn der Laplace-Fehler sowie der Fehler durch das interne Screening (Transfor-
mation) genu¨gend klein sind, ha¨ngt der Fehler in der Energie direkt von der Anzahl der
beru¨cksichtigten FTIs ab, welche sich mit steigendem Extent vergro¨ßert. Da im vorlie-
genden Fall sowohl der Laplace-Fehler als auch der vom internen Screening verursachte
Fehler klein ist im Vergleich zum vom externen Screening verursachten Fehler (vgl.
Kap. 3.7.1 und 3.7.4), nimmt der Energiefehler beim Cholesky-Verfahren gleichma¨ßig
ab. Bei AO-MP2 hingegen ist keine lineare Abha¨ngigkeit der Energie von der Anzahl
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der beru¨cksichtigten HTIs gegeben, da sich positive und negative Beitra¨ge zur Energie
kompensieren ko¨nnen. Das hat nicht nur zur Folge, dass der Betrag der erhaltenen
Coulomb-artigen Energie im Gegensatz zum Cholesky-Algorithmus auch gro¨ßer als der
Betrag der entsprechenden exakten MO-MP2-Energie sein kann, sondern es ko¨nnen
auch Schwankungen in der Energie bei Erho¨hung der Anzahl der beru¨cksichtigten HTIs
auftreten.
Die Zeiten (Intel Xeon 3.0 GHz) nehmen bei Erho¨hung des Extents zu, wobei der
Grad der Zunahme zu gro¨ßeren Extents hin abnimmt. Fu¨r einen Multipole-Extent von
15, welcher bei allen im folgenden vorgestellten Rechnungen verwendet wurde, sind die
Rechenzeiten insgesamt gesehen nicht wesentlich langsamer als beim kleinsten Extent
von 10, bei deutlich ho¨herer Genauigkeit. Hier liegt der Anteil des MBIE-Fehlers am
Gesamtfehler fu¨r die gewa¨hlten Thresholds bei etwa einem Drittel (RI-CDD-MP2) bzw.
einem Viertel (RI-AO-MP2).
3.7.4 Einfluss des externen und internen Thresholds
In Tabelle 3.4 sind Gesamtfehler und -zeiten (Intel Xeon 3.0 GHz) der RI-AO- bzw.
RI-CDD-MP2-Methode mit SVP-Basis fu¨r verschiedene Kombinationen von externem
und internem Threshold bei C60H122 aufgefu¨hrt. Es wird deutlich, dass die Gro¨ßenord-
nung des Fehlers bei beiden Verfahren mit Ausnahme von ϑext = 10
−10 vom externen
Threshold bestimmt wird und der maximale Einfluss des internen Thresholds fu¨r alle
gewa¨hlten externen Thresholds etwa 7 – 10 µH (RI-AO-MP2) bzw. 87 – 90 µH (RI-
CDD-MP2) betra¨gt. In allen Fa¨llen zeigt der Fehler durch das interne Screening ein
zum Fehler durch das externe Screening entgegengesetztes Vorzeichen6. Dadurch ist es
im Falle der Kombination eines sehr kleinen externen Thresholds wie ϑext = 10
−10 mit
einem sehr großen internen Threshold wie ϑint = 10
−6 auch beim Cholesky-basierten
Verfahren mo¨glich, dass die Coulomb-artige Energie betragsma¨ßig gro¨ßer wird als die
entsprechende exakte Energie, da der Fehler durch das interne Screening gro¨ßer ist
als jener durch das externe Screening, d.h. die volltransformierten Integrale sind dann
fu¨r die durch den externen Threshold vorgegebene Genauigkeit zu ungenau. Die Ge-
samtfehler nehmen beim U¨bergang von ϑext = 10
−6 zu ϑext = 10−8 um etwa zwei
6Der Laplace-Fehler sollte bei der gewa¨hlten Einstellung von fu¨nf Laplacepunkten im Bereich von
einem µH liegen und damit gegenu¨ber den hier diskutierten Fehlern vernachla¨ssigbar sein, vgl. Kap.
3.7.1.
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RI-AO-MP2 RI-CDD-MP2
Moleku¨l Extent ∆E [µH] Wall [h] ∆E [µH] Wall [h]
10 -178 8.86 -131 1.80
15 -114 10.13 -100 1.86
20 -105 10.93 -87 1.92
C40H82 30 -95 12.34 -76 2.01
40 -92 13.54 -71 2.09
60 -86 15.34 -67 2.19
Ohne MBIE -84 72.96a -64 2.74
10 -305 22.06 -210 5.10
15 -177 24.81 -160 5.25
20 -160 27.29 -138 5.39
C60H122 30 -136 30.34 -120 5.59
40 -139 33.70 -113 5.77
60 -130 38.05 -107 6.17
a normaler Algorithmus (Speicherung der HTIs auf Festplatte); CPU-Zeit: 24.75 h
Tabelle 3.3: Fehler im Vergleich zu RI-MO-MP2 (SVP) (∆E = E (RI-MO-MP2)
−E (RI-AO-/RI-CDD-MP2)) sowie Gesamtzeiten fu¨r Rechnungen mit verschiede-
nen Multipole-Extents. Beim RI-AO-MP2-Algorithmus wurde der externe und interne
Threshold auf 10−7 und beim Cholesky-basierten Verfahren auf 10−8 gesetzt.
Gro¨ßenordnungen und entsprechend beim U¨bergang von ϑext = 10
−8 zu ϑext = 10−10
um eine knappe Gro¨ßenordnung ab. Die CDD-Fehler sind dabei um einen Faktor von
etwa 3 – 4 gro¨ßer als die entsprechenden Fehler von AO-MP2.
Bei beiden Verfahren hat die Wahl des internen Thresholds nur einen kleinen Ein-
fluss von maximal etwa 22 % bzw. 14 % auf die Gesamtzeit. Bei den U¨berga¨ngen von
den gro¨ßeren zu den kleineren externen Thresholds in der Tabelle verla¨ngern sich die
Rechenzeiten beim herko¨mmlichen RI-AO-MP2 (Faktor etwa 1.9) in sta¨rkerem Maße
als beim RI-CDD-MP2 (Faktor etwa 1.5).
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Die Ergebnisse in Tabelle 3.4 zeigen, dass der interne Threshold bei praktischen
Rechnungen, bei denen man u¨blicherweise keine hochgenauen Schranken einsetzt, kei-
nen großen Einfluß, weder auf die Genauigkeit noch auf die Rechenzeit, ausu¨bt. Da
zum einen ein im Vergleich zum externen Threshold gro¨ßerer interner Threshold keine
signifikante Verringerung der Rechenzeit bringt, aber im Fall des Cholesky-basierten
Verfahrens die Beziehung des Betrags der Coulomb-artigen Energie als untere Schranke
zur entsprechenden betragsma¨ßigen exakten Energie zersto¨ren kann, und zum ande-
ren ein kleinerer interner Threshold keine im Vergleich zum Gesamtfehler wesentliche
Erho¨hung der Genauigkeit nach sich zieht, wurden beide Thresholds bei allen im fol-
genden vorgestellten Rechnungen immer auf denselben Wert gesetzt.
RI-AO-MP2 RI-CDD-MP2
θext/θint ∆E [µH] Wall [h] ∆E [µH] Wall [h]
6/6 -2611 16.02 -7142 3.27
6/8 -2618 18.15 -7230 3.51
6/10 -2618 20.51 -7229 3.81
8/6 -30 33.25 -70 4.99
8/8 -39 35.69 -160 5.32
8/10 -39 38.35 -160 5.58
10/6 4 67.29 68 7.76
10/8 -6 69.76 -22 8.08
10/10 -6 71.92 -22 8.49
Tabelle 3.4: Fehler im Vergleich zu RI-MO-MP2 (SVP) (∆E = E (RI-MO-MP2)
−E (RI-AO-/RI-CDD-MP2)) sowie Gesamtzeiten fu¨r Rechnungen an C60H122 mit ver-
schiedenen Kombinationen des externen (ϑext = 10
−θext) und internen (ϑint = 10−θint)
Thresholds.
3.7.5 Untersuchung der Genauigkeit
Um die Genauigkeit des RI-AO-MP2- bzw. RI-CDD-MP2-Verfahrens hinsichtlich einer
praktischen Anwendung fu¨r verschiedene Thresholds zu ermitteln, wurden Rechnungen
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fu¨r den S22-Testsatz von Moleku¨len [122] sowie lineare Alkane und DNA-Fragmente
mit den Basissa¨tzen SVP und cc-pVTZ durchgefu¨hrt. Im folgenden sollen die Fehler der
absoluten Coulomb-artigen Energien im Vergleich zu den entsprechenden RI-MO-MP2
Werten besprochen werden, ohne dass auf relative Energien eingegangen wird.
3.7.5.1 S22-Testsatz
Der S22-Testsatz [122] entha¨lt 22 Komplexe7, welche durch Wasserstoffbru¨ckenbin-
dungen und/oder Dispersionswechselwirkungen zusammengehalten werden. Obwohl er
eigentlich entwickelt wurde, um die Fa¨higkeit einer neuen approximativen Methode
bei der Berechnung von Wechselwirkungsenergien zu testen, sollen hier lediglich die
Fehler bei der Berechnung der Absolutenergien im Vergleich zur bekannten RI-MO-
MP2-Methode bestimmt werden.
Die Tabellen 3.5 und 3.6 listen die Fehler bei verschiedenen externen/internen
Thresholds fu¨r die RI-AO-MP2- und die RI-CDD-MP2-Methode auf (Zuordnung der
Komplexe: siehe Fußnote 7). Tabelle 3.5 zeigt die Genauigkeiten und Standardabwei-
chungen fu¨r den SVP-Basissatz. Man erkennt, dass die Fehler bei beiden Methoden
fu¨r den U¨bergang vom gro¨ßten zum mittleren Threshold um etwa eine Gro¨ßenordnung
abnehmen, beim U¨bergang vom mittleren zum kleinsten Threshold die Abnahme je-
doch vor allem beim RI-AO-MP2 geringer ist. Dies la¨sst sich dadurch erkla¨ren, dass
die Fehler bei den genauesten Rechnungen ha¨ufig schon im Bereich von wenigen µH
und damit im Bereich des Laplace-Fehlers liegen, so dass sie bezu¨glich der Thresholds
bereits auskonvergiert sind. Ferner sieht man, dass die Cholesky-basierte Methode bei
gleichen Thresholds um etwa eine Gro¨ßenordnung ungenauere Ergebnisse liefert als die
RI-AO-MP2-Methode. Dieses Verhalten a¨ndert sich beim cc-pVTZ-Basissatz (Tabelle
3.6): Zum einen ist hier die Abnahme der Fehler beim U¨bergang vom mittleren zum
kleinsten Threshold fu¨r RI-AO-MP2 gro¨ßer, was vermutlich an den insgesamt gro¨ßeren
Fehlern liegt (s. oben), zum anderen sind die Gro¨ßenordnungen der Fehler bei gleichen
7 1: 2-Pyridoxin · 2-Aminopyridin; 2: Adenin · Thymin (stack); 3: Adenin · Thymin (WC); 4:
Ammoniak-Dimer; 5: Benzol · Ammoniak; 6: Benzol-Dimer (C2h); 7: Benzol-Dimer (C2v); 8: Benzol ·
HCN; 9: Benzol · Methan; 10: Benzol · Wasser; 11: Ethen-Dimer; 12: Ethen · Ethin; 13: Formamid-
Dimer; 14: Ameisensa¨ure-Dimer; 15: Indol · Benzol (stack); 16: Indol · Benzol (T-Form); 17: Methan-
Dimer; 18: Phenol-Dimer; 19: Pyrazin-Dimer; 20: Uracil-Dimer (HB); 21: Uracil-Dimer (stack); 22:
Wasser-Dimer.
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Thresholds fu¨r RI-AO-MP2 und das Cholesky-basierte Verfahren gleich. Das bedeutet,
dass die Cholesky-Methode beim gro¨ßeren Basissatz an Genauigkeit im Vergleich zum
herko¨mmlichen RI-AO-MP2 gewinnt, was sich durch die Begrenzung der transformier-
ten Indizes bei CDD-MP2 erkla¨ren la¨sst. Schließlich muss noch erwa¨hnt werden, dass
fu¨r cc-pVTZ nur 19 statt der 22 Systeme gelistet werden. Dies liegt daran, dass die
Pseudoschwarz-Integrale der herko¨mmlichen Methode fu¨r die Systeme Nr. 7, 16 und 18
beim gegebenen Integralthreshold von 10−10 zu ungenau gebildet wurden, woraufhin
die Rechnung abgebrochen wurde (beim Cholesky-basierten Verfahren trat dieses Pro-
blem nicht auf). Um nicht alle Rechnungen mit einem genaueren Integralthreshold neu
durchfu¨hren zu mu¨ssen, wurden die drei entsprechenden Systeme aus der Auswertung
herausgenommen.
Die Abbildung 3.8 stellt die Ergebnisse der beiden Tabellen fu¨r den mittleren und
kleinsten Threshold noch einmal graphisch dar.
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∆E (RI-AO-MP2) [µH] ∆E (RI-CDD-MP2) [µH]
System 6/6 7/7 8/8 6/6 7/7 8/8
1 -245 -24 -9 -745 -77 -10
2 -182 -17 -6 -1232 -124 -15
3 -257 -24 -10 -2300 -259 -37
4 -83 -6 0 -74 -7 -1
5 -129 -12 -5 -289 -26 -5
6 -175 -16 -6 -491 -46 -7
7 -199 -12 -5 -1307 -131 -15
8 -130 -10 -5 -579 -58 -8
9 -206 -16 -5 -656 -58 -8
10 -95 -12 -4 -246 -25 -6
11 -233 -12 -2 -175 -15 -2
12 -100 -6 -1 -251 -25 -3
13 -85 -2 -1 -475 -53 -6
14 -87 -4 -1 -430 -48 -5
15 -261 -20 -6 -701 -63 -8
16 -229 -13 -3 -1541 -149 -14
17 -243 -15 -1 -112 -10 -1
18 -252 -19 -6 -509 -56 -9
19 -53 -13 -4 -572 -51 -7
20 -114 -11 3 -2123 -251 -39
21 -55 -5 -5 -907 -98 -13
22 -51 -4 0 -73 -6 -1
Std. Abw. 75 6 3 625 71 10
Tabelle 3.5: Fehler im Vergleich zu RI-MO-MP2 (SVP) (∆E = E (RI-MO-MP2) −E
(RI-AO-/RI-CDD-MP2)) fu¨r den S22-Testsatz bei verschiedenen Thresholds (θext/θint).
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∆E (RI-AO-MP2) [µH] ∆E (RI-CDD-MP2) [µH]
System 6/6 7/7 8/8 6/6 7/7 8/8
1 -5388 -441 -85 -2924 -333 -91
2 -9125 -745 -105 -3882 -408 -97
3 -7928 -611 -93 -9232 -1002 -166
4 -1514 -117 -7 -260 -27 -4
5 -3573 -308 -60 -974 -120 -53
6 -6750 -617 -95 -1657 -190 -76
8 -3600 -288 -61 -1903 -196 -63
9 -4400 -354 -66 -2106 -207 -61
10 -3561 -320 -65 -932 -126 -58
11 -3813 -318 -34 -563 -57 -21
12 -2071 -135 -17 -864 -98 -19
13 -2306 -138 -11 -1848 -208 -26
14 -2200 -124 -13 -1827 -203 -26
15 -7505 -683 -101 -2036 -218 -78
17 -3064 -232 -14 -374 -47 -4
19 -5508 -487 -97 -1539 -190 -83
20 -5761 -428 -79 -8210 -975 -165
21 -5694 -422 -71 -3604 -389 -84
22 -1293 -99 -7 -294 -30 -4
Std. Abw. 2265 200 36 2469 278 48
Tabelle 3.6: Fehler im Vergleich zu RI-MO-MP2 (cc-pVTZ) (∆E = E (RI-MO-
MP2) −E (RI-AO-/RI-CDD-MP2)) fu¨r den S22-Testsatz bei verschiedenen Thresholds
(θext/θint). Die Systeme Nr. 7, 16 und 18 sind nicht beru¨cksichtigt (siehe Text).
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3.7.5.2 Lineare Alkane und DNA-Fragmente
In Tabelle 3.7 werden die Fehler der Coulomb-artigen Energien fu¨r die RI-AO-MP2-
und die RI-CDD-MP2-Methode fu¨r lineare Alkane und DNA-Fragmente verglichen.
Dabei wurde der externe und interne Threshold auf 10−8 gesetzt, mit Ausnahme von
(RI-)AO-MP2/SVP, wo die Thresholds gro¨ßer zu setzen sind, um Fehler in der gleichen
Gro¨ßenordnung zu erhalten (vgl. Kapitel 3.7.5.1). Man sieht, dass der Fehler fu¨r SVP
bei den kleineren Moleku¨len der Reihen fu¨r die Cholesky-basierte Methode zuna¨chst
sta¨rker als bei RI-AO-MP2 ansteigt, der Anstieg aber im Falle der gro¨ßeren Moleku¨le
bei beiden Verfahren in etwa linear zur Moleku¨lgro¨ße verla¨uft (lineare Alkane). Dieses
Verhalten zeigt auch die cc-pVTZ-Basis, wobei hier aus rechenzeitlichen Gru¨nden die
gro¨ßeren Moleku¨le nur mit dem Cholesky-basierten Verfahren berechnet wurden. Beim
U¨bergang von der SVP- zur cc-pVTZ-Basis vergro¨ßern sich die Fehler fu¨r die kleinen
Moleku¨le der Reihen bei gleicher Wahl der Thresholds im Fall von RI-AO-MP2 um
einen Faktor von 30 (lineare Alkane) bzw. 9 (DNA) und fu¨r RI-CDD-MP2 entsprechend
um einen Faktor 4 – 7 (lineare Alkane) bzw. 3.6 (DNA). Wie beim S22-Testsatz wird
auch hier deutlich, dass die RI-CDD-MP2-Methode beim U¨bergang zum gro¨ßeren cc-
pVTZ-Basissatz ein gu¨nstigeres Verhalten zeigt als die RI-AO-MP2-Methode.
Zum Vergleich zeigt Tabelle 3.7 auch die Fehler der linear-skalierenden AO-MP2-
Methode (verglichen zu MO-MP2). Auch hier sieht man bei den gro¨ßeren linearen Alka-
nen einen mit der Systemgro¨ße nahezu linear ansteigenden Fehler. Allerdings wechselt
dieser dabei das Vorzeichen, was darauf hindeutet, dass der Fehler durch das interne
Screening, der beim RI-freien AO-MP2 fu¨r große Moleku¨le deutlich wichtiger ist [43]
als bei den RI-basierten Verfahren, bei den linearen Alkanen ein anderes Vorzeichen
aufweist als der Fehler durch das externe Screening. Dadurch kompensieren sich beide
Fehler und es tritt ein Nulldurchgang dort auf, wo das interne Screening fehlerbe-
stimmend wird. Schließlich wird deutlich, dass die Genauigkeiten hier vergleichbar zu
RI-AO-MP2 bzw. RI-CDD-MP2 sind, wenn man die Thresholds wie in der Tabelle
angegeben wa¨hlt.
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3.7.6 Untersuchung der Effizienz
Fu¨r eine sinnvolle Anwendbarkeit mu¨ssen die im Rahmen dieser Arbeit entwickelten
RI-AO-MP2- bzw. RI-CDD-MP2-Methoden fu¨r einen mo¨glichst großen Gro¨ßenbereich
von Moleku¨len effizienter sein als kanonisches RI-MO-MP2 bzw. linear-skalierendes
AO-MP2. Zur Demonstration der Effizienz werden daher die beno¨tigten Integralzahlen
sowie die Gesamtzeiten fu¨r Rechnungen an linearen Alkanen und DNA-Fragmenten im
Vergleich zu diesen beiden Referenz-Verfahren aufgelistet (siehe Tabellen 3.8 – 3.10).
Die Gesamtzeiten (Wall-Zeiten) setzen sich dabei additiv aus den Zeiten fu¨r Berech-
nungen (CPU-Zeiten) und fu¨r Schreiben und Einlesen von Daten auf/von Festplatte
(I/O-Zeiten) zusammen. Die externen/internen Thresholds sind jeweils angegeben und
wurden so gewa¨hlt, dass alle Methoden eine vergleichbare Genauigkeit bezogen auf
ihre jeweilige Referenz (kanonisches MO-MP2 bzw. fu¨r die RI-basierten Methoden ka-
nonisches RI-MO-MP2) aufweisen. Alle Rechnungen wurden auf Intel Xeon 3.0 GHz
Workstations (ein verwendeter Prozessor) mit 8 GB Hauptspeicher durchgefu¨hrt, mit
Ausnahme der AO-MP2-Rechnungen und der RI-AO-MP2-Rechnungen mit normalem
Algorithmus an DNA-Fragmenten, wo 16 GB Arbeitsspeicher zur Verfu¨gung stand.
Tabelle 3.8 zeigt die Anzahl sowie das Skalenverhalten8 der fu¨r den ersten Laplace-
koeffizienten beno¨tigten signifikanten halbtransformierten (HTIs, AO-MP2) bzw. voll-
transformierten Integrale (FTIs, CDD-MP2) fu¨r lineare Alkane und DNA-Fragmente
bei Verwendung der SVP- oder der cc-pVTZ-Basis. In allen Fa¨llen wird das erwar-
tete lineare Skalenverhalten im Limit der großen Systeme erreicht. Betrachtet man
zuna¨chst die HTIs, fa¨llt auf, dass sich bei beiden Moleku¨lklassen das Skalenverhalten
nicht a¨ndert, wenn man von der SVP- zur cc-pVTZ-Basis u¨bergeht, aber die Anzahl
an beno¨tigten Integralen im letzteren Fall um etwa den Faktor 20 – 30 gro¨ßer ist. Die-
ses Verhalten zeigen auch die FTIs, nur dass der entsprechende Faktor hier mit 5 – 7
deutlich kleiner ist. Vergleicht man das Skalenverhalten der FTIs mit dem der HTIs, so
8Das in einer Zeile angegebene Skalenverhalten berechnet sich nach der folgenden Formel, wobei N
die Zahl der Basisfunktionen meint und sich das Subskript ”groß“ auf das System der aktuellen Zeile
und ”klein“ auf das System der daru¨berliegenden Zeile bezieht:
O =
lg
(
#groß
#klein
)
lg
(
Ngroß
Nklein
) . (3.34)
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stimmt der Skalenexponent in fast allen Fa¨llen mit dem HTI-Exponenten des na¨chst-
kleineren Moleku¨ls der Reihe u¨berein, d.h. der Einsatz des linearen Skalenverhaltens
erfolgt spa¨ter als bei den HTIs (eine Ausnahme findet sich bei den gro¨ßeren Moleku¨len
der DNA-Reihe, wo das Skalenverhalten der HTIs langsamer gegen linear geht als bei
den FTIs). Dies folgt daraus, dass bei den HTIs zwei untransformierte Funktionen im
Integral stehen, welche kompakter sind als die transformierten Funktionen, so dass der
Nahfeldbereich, also die Anzahl an signifikanten Integralen fu¨r eine gegebene Funkti-
on, im Verha¨ltnis zur Gesamtzahl der Integrale bei den HTIs kleiner ist als bei den
FTIs. Die Gesamtzahl an beno¨tigten volltransformierten Integralen ist aber aufgrund
der formalen Beschra¨nkung auf den besetzten/virtuellen Index deutlich kleiner als die
Zahl an HTIs, und zwar asymptotisch um etwa den Faktor 13 (lineare Alkane) bzw. 4
(DNA) bei SVP und 55 (lineare Alkane) bzw. 20 (DNA2) bei cc-pVTZ.
In den Tabellen 3.9 und 3.10 sowie den Abbildungen 3.9 und 3.10 werden die Ge-
samtzeiten der RI-AO-MP2- bzw. RI-CDD-Methode mit jenen fu¨r das linear-skalierende
AO-MP2 sowie fu¨r kanonisches RI-MO-MP2 verglichen9. Dabei betra¨gt der Anteil der
I/O-Zeit an der Wall-Zeit u¨blicherweise weniger als 20 %, mit Ausnahme des linear-
skalierenden AO-MP2 sowie des normalen RI-AO-MP2-Algorithmus, welche beide eine
Abspeicherung der HTIs auf Festplatte beinhalten: Hier tragen die I/O-Zeiten bei dem
jeweils gro¨ßten System mit maximal etwa 40 % im ersten Fall bzw. maximal 60 – 80
% im zweiten Fall zur Gesamtzeit bei. Der asymptotische Skalenexponent ist bei den
RI-Verfahren um eins gro¨ßer als fu¨r die Integralzahlen, da immer die volle Auxiliarbasis
verwendet wird (vgl. Kapitel 3.5.2 und 3.6.2).
Betrachtet man zuna¨chst die linearen Alkane in der Tabelle 3.9 (SVP), sieht man,
dass sich das Skalenverhalten von RI-CDD-MP2 im Verha¨ltnis zu den AO-basierten
Methoden im allgemeinen a¨hnlich verha¨lt wie fu¨r die Integralzahlen in Tabelle 3.8.
Allerdings treten fu¨r die Skalenexponenten Abweichungen bei den gro¨ßeren Moleku¨len
auf, welche teilweise zu einem Anstieg des Skalenexponenten fu¨hren. Dies erkla¨rt sich
entweder durch einen Anstieg der I/O-Zeiten (ab C40H82 beim linear-skalierenden AO-
9Es wird nicht mit den Zeiten fu¨r das linear-skalierende CDD-MP2 (ohne RI) verglichen, da die
Implementierung [114] dafu¨r noch vorla¨ufig ist und noch nicht die Berechnung gro¨ßerer Moleku¨le
erlaubt. Erste Testrechnungen fu¨r kleine Systeme wie C5H12 zeigen aber, dass die Rechenzeiten (CPU)
von CDD-MP2 durch die RI-Na¨herung deutlich reduziert werden (z.B. fu¨r C5H12 um die Faktoren 46
(SVP) bzw. 68 (cc-pVTZ)).
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MP2 und bei C40H82 bis C60H122 beim RI-CDD-MP2) oder durch einen entsprechen-
den Anstieg bei den CPU-Zeiten (split-RI-AO-MP2 bei C60H122 bis C80H162), welcher
durch ungu¨nstiger skalierende Teilschritte erkla¨rt werden kann, oder durch beides (nor-
males RI-AO-MP2 bei C60H122 bis C80H162). Durch große I/O-Zeiten wird im Fall von
AO-MP2 und beim normalen RI-AO-MP2-Algorithmus auch das Skalenverhalten beim
U¨bergang von DNA1 nach DNA2 verschlechtert, wo fu¨r die reinen CPU-Zeiten im ersten
Fall ein Exponent von 3.1 und im zweiten Fall von 3.4 gemessen wird.
Vergleicht man die absoluten Zeiten, wird deutlich, dass alle RI-AO-MP2-Methoden
fu¨r den betrachteten Moleku¨lbereich effizienter sind als das linear-skalierende AO-
MP210. Ferner sieht man, dass der split-RI-AO-MP2-Algorithmus wegen der geringeren
I/O-Zeiten bis zu einem Faktor von zwei schneller ist als der normale Algorithmus.
Mit Abstand am effizientesten ist aber der RI-CDD-MP2-Algorithmus, welcher fu¨r die
großen linearen Alkane und DNA2 um etwa einen Faktor 10 schneller ist als das linear-
skalierende AO-MP2 (fu¨r kleinere Systeme ist der Faktor gro¨ßer). Die Crossoverpunkte
im Vergleich zu RI-MO-MP2 liegen fu¨r den split-RI-AO-MP2-Algorithmus zwischen
C60H122 und C80H162 sowie beim Cholesky-basierten Verfahren zwischen C20H42 und
C40H82 bzw. DNA2 und DNA4 (siehe auch Abb. 3.10).
Mit der cc-pVTZ-Basis (Tabelle 3.10) wurden mit den AO-MP2-Methoden (ohne
CDD) aus Rechenzeit- oder Speicherplatz-Gru¨nden nur die beiden kleinsten linearen
Alkane der Reihe sowie, mit dem split-RI-AO-MP2-Algorithmus, das DNA1-Moleku¨l
berechnet. Die Skalenexponenten sind hier bei den beiden I/O-intensiven Methoden
wieder durch große I/O-Zeiten vergro¨ßert, die entsprechenden reinen CPU-Zeiten zei-
gen fu¨r den U¨bergang C5H12 nach C10H22 bei AO-MP2 einen Exponenten von 3.1 und
beim normalen RI-AO-MP2-Algorithmus von 3.2, was etwas gro¨ßer ist als beim SVP-
Basissatz (Tabelle 3.9). Der Skalenexponent fu¨r diesen U¨bergang ist auch beim split-
Algorithmus sowie beim kanonischen RI-MO-MP2 gro¨ßer als bei der SVP-Basis, nicht
aber bei der Cholesky-basierten Methode, bei der er in etwa gleich bleibt. Die Rechen-
zeiten sind gegenu¨ber SVP deutlich erho¨ht, wobei sich dies bei den nicht Cholesky-
basierten Methoden sta¨rker auswirkt (Faktor 50 fu¨r C10H22 beim split-Algorithmus)
10Es existiert auch fu¨r diese Methode ein Algorithmus ohne Festplattenspeicherung der Integrale, bei
welchem die I/O-Zeiten deutlich reduziert sind [43]. Dafu¨r ist die Integraltransformation aufwa¨ndiger,
so dass die CPU-Zeiten la¨nger sind. Dies ist beim split-RI-AO-MP2-Algorithmus deutlich weniger
problematisch, da die Integraltransformation hier unvera¨ndert bleibt.
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als bei RI-CDD-MP2 (Faktor von etwa 9 – 14). Die Cholesky-basierte Methode ist
auch hier am effizientesten, wobei sich der Abstand gegenu¨ber den anderen AO-MP2-
Methoden im Vergleich zu SVP noch vergro¨ßert hat. Dies erkla¨rt sich direkt aus der
Beschra¨nkung der Indizes auf den besetzten/virtuellen Raum, welche sich bei Vergro¨ße-
rung der Basis immer vorteilhafter auswirkt (siehe Abb. 3.1). Dadurch ist die Methode
bei C10H22 und DNA1 um etwa einen Faktor von 28 schneller als der split-RI-AO-
MP2-Algorithmus. Das Skalenverhalten der RI-CDD-MP2-Methode ist vergleichbar zu
jenem bei SVP, wie nach der Analyse der Integralzahlen auch zu erwarten war. Ebenso
liegt der Crossoverpunkt verglichen zu kanonischem RI-MO-MP2 ebenfalls zwischen
C20H42 und C40H82. In den Abbildungen 3.9 und 3.10 sind noch einmal die Zeiten
der RI-AO-MP2- bzw. RI-CDD-MP2-Methode im Vergleich zum linear-skalierenden
AO-MP2 bzw. kanonischen RI-MO-MP2 fu¨r lineare Alkane gegen die Moleku¨lgro¨ße
aufgetragen.
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Abbildung 3.9: Vergleich der Gesamtzeiten der RI-AO-/RI-CDD-MP2-Verfahren
zum (
”
disk“-basierten) linear-skalierenden AO-MP2 fu¨r lineare Alkane (SVP-Basis),
siehe Tabelle 3.9. In Klammern ist das Skalenverhalten fu¨r den U¨bergang C40H82 nach
C60H122 angegeben. Die verwendeten externen/internen Thresholds sind in der Legende
aufgefu¨hrt.
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Abbildung 3.10: Vergleich der Gesamzeiten der RI-AO-/RI-CDD-MP2-Verfahren zu
kanonischem RI-MO-MP2 fu¨r lineare Alkane bei der SVP-Basis (oben) und der cc-
pVTZ-Basis (unten), siehe Tabellen 3.9 und 3.10. Die verwendeten externen/internen
Thresholds sind in der Legende angegeben.
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Abschließend sollen noch die Zeiten und das Skalenverhalten wichtiger Teilschritte
des split-RI-AO-MP2-Verfahrens (Tabelle 3.11) und der RI-CDD-MP2-Methode (Ta-
belle 3.12) analysiert werden. Bei der Cholesky-Variante ist die Bildung der untrans-
formierten Dreizentren-Integrale sowie der untransformierten B-Matrix von den Zeiten
her praktisch identisch zu den analogen Schritten beim split-Algorithmus, weswegen
dort die entsprechenden Zeiten nicht aufgefu¨hrt werden11. Bei beiden Verfahren ist die
Bildung der approximierten HTIs bzw. FTIs zeitbestimmend, gefolgt von der Trans-
formation der Dreizentren-Gro¨ßen, ausgenommen fu¨r die kleinen Alkane beim CDD-
Verfahren, bei denen die Bildung der Pseudoschwarz-Matrizen zeitbestimmend (C5H12)
bzw. langsamer als die Transformation (C10H22) ist.
Der Skalenexponent der Transformation und der Bildung der Integrale na¨hert sich
asymptotisch dem erwarteten Wert von zwei an, auch wenn er fu¨r die Integralbildung
beim split-Algorithmus am Schluss wieder leicht ansteigt. Letzters liegt an den Ein-
leseschritten fu¨r die D-Matrix und die zweifachtransformierten Integrale, welche beide
durch das im Zuge der Batchunterteilung notwendige wiederholte Einlesen kubisch
skalieren. Dies ist allerdings nicht problematisch, da die Einlesezeiten auch bei den
großen linearen Alkanen noch klein im Vergleich zu der Zeit fu¨r die Integralbildung
sind. Beim Cholesky-basierten Verfahren macht sich die kubisch-skalierende Einlesezeit
noch nicht im Skalenverhalten fu¨r die Integralbildung bemerkbar. Hier wird außerdem
bei der Integralbildungszeit noch die Zeit fu¨r die Kontraktion zur Energie einbezogen;
diese hat aber insgesamt nur einen kleinen Anteil.
Das externe Screening ist in beiden Fa¨llen quadratisch-skalierend implementiert.
Dieses Skalenverhalten wird beim split-Algorithmus asymptotisch erreicht, wohinge-
gen das Screening bei CDD auch bei C80H162 noch fast kubisch skaliert. Dies liegt an
der noch nicht optimalen Implementierung, was aber angesichts der im Vergleich zur
Gesamtzeit kurzen Dauer bisher unproblematisch ist. Die Bildung der untransformier-
ten Zwischengro¨ße D (bzw. B) skaliert wie erwartet asymptotisch kubisch12, wobei
der in Tabelle 3.11 zu beobachtende Sprung in den Exponenten durch eine sprung-
11Da nicht alle zeitaufwa¨ndigeren Schritte, wie zum Beispiel die in der momentanen Implementierung
quadratisch-skalierende Bildung der Pseudoschwarz-Matrizen oder, bei CDD, zusa¨tzlich die Bildung
der transformierten Schalenpaarzentren und -ausdehnungen aufgefu¨hrt sind, addieren sich die Zeiten
der Teilschritte nicht genau zur Gesamtzeit.
12Die Zeit fu¨r die ebenfalls kubisch-skalierende Inversion der Zweizentren-Integralmatrix war in allen
Fa¨llen gegenu¨ber der Gesamtzeit vernachla¨ssigbar.
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hafte Zunahme der I/O-Zeit erkla¨rbar ist Schließlich erkennt man, dass die Bildung
der untransformierten Dreizentren-Integrale schlechter skaliert als erwartet, was an
der ungu¨nstigen Abspeicherreihenfolge der Integralbatches innerhalb des Integralcodes
liegt. Die Verwendung dieser Reihenfolge ist aber insofern geschickt, da sie bei spa¨teren
Schritten das Einlesen der Integrale in gro¨ßeren Blo¨cken ermo¨glicht, wodurch wiederum
Zeit eingespart wird.
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3.7.7 Fazit
Die in den vorangehenden Kapiteln pra¨sentierten Resultate zeigen, dass die imple-
mentierten RI-AO-MP2- und RI-CDD-MP2-Methoden jeweils ein vernu¨nftiges Feh-
lerverhalten aufweisen und fu¨r den Bereich der untersuchten linearen Alkane und
DNA-Fragmente effizienter sind als das linear-skalierende AO-MP2, bei vergleichba-
rer Genauigkeit. Dabei ist RI-CDD-MP2 deutlich schneller als RI-AO-MP2, und auch
der Crossoverpunkt verglichen zu kanonischem RI-MO-MP2 liegt bei merklich kleine-
ren Systemen. Aufgrund ihres quadratischen und bei sehr großen Systemen kubischen
Skalenverhaltens werden die RI-Verfahren ab einer bestimmten Moleku¨lgro¨ße langsa-
mer als das linear-skalierende AO-MP2. Dieser zweite Crossoverpunkt du¨rfte mit der
SVP-Basis fu¨r split-RI-AO-MP2 bei nicht sehr viel gro¨ßeren Systemen als C80H162 lie-
gen, wa¨hrend er fu¨r die Cholesky-Variante erst fu¨r Systeme mit mehreren hundert
C-Atomen zu erwarten ist13. Dadurch ist der sinnvolle Anwendungsbereich, der zwi-
schen den Crossoverpunkten gegen RI-MO-MP2 und AO-MP2 liegt, deutlich gro¨ßer
fu¨r RI-CDD-MP2 als fu¨r RI-AO-MP2. Durch den auch bei großen Basissa¨tzen wie
cc-pVTZ kleinen Vorfaktor ist RI-CDD-MP2 fu¨r die kleineren linearen Alkane bzw.
DNA-Systeme im Vergleich zu AO-MP2 um ein bis zwei Gro¨ßenordnungen schneller.
Dadurch wird es nun prinzipiell mo¨glich, niedrig-skalierende Korrelationsrechnungen
mit rigoroser Fehlerabscha¨tzung auch mit gro¨ßeren Basissa¨tzen durchzufu¨hren.
13Fu¨r DNA-Fragmente und die cc-pVTZ-Werte ist hier die ermittelte Datenbasis fu¨r zuverla¨ssige
Aussagen zu klein. Der Trend bei cc-pVTZ sollte aber derselbe sein wie bei SVP, nur dass RI-CDD-
MP2 im Verha¨ltnis zu den AO-MP2-Methoden einen kleineren Vorfaktor haben sollte.
Kapitel 4
Untersuchung eines alternativen
Integral-Screenings am Beispiel des
HF-Austauschteils
4.1 Motivation und Funktionsweise
Im Rahmen der Hartree-Fock-Methode wurde ein Screeningverfahren implementiert,
welches die Beitra¨ge der Integralkontraktion zur Gesamtenergie und nicht zur Fock-
Matrix beru¨cksichtigt. Statt des u¨blichen Signifikanzkriteriums mit Threshold ϑ (am
Beispiel des Austauschteils)
|Pσλ|(µσ|µσ) 12 (λν|λν) 12 ≤ ϑ, (4.1)
wird Gl. 4.2 verwendet:
|Pσλ|(µσ|µσ) 12 (λν|λν) 12 |Pµν | ≤ ϑ. (4.2)
Die Anwendung dieser Vorabscha¨tzung ist zwar prinzipiell fu¨r den Coulomb- und den
Austauschteil mo¨glich, la¨sst aber aufgrund der exponentiellen Kopplung der Schalen
innerhalb eines Schalenpaares nur fu¨r den Austauschteil gro¨ßere Geschwindigkeitsvor-
teile erwarten. Daher wurde diese Abscha¨tzung nur fu¨r den Austauschteil implementiert
und getestet.
Die Idee zu dieser Vorabscha¨tzung wurde zwar unabha¨ngig entwickelt, es stellte
sich jedoch heraus, dass die Abscha¨tzung bereits 1981 von Karlstro¨m [126] vorgeschla-
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gen und von Almlo¨f et al. [8] analysiert worden ist, allerdings ohne Verwendung der
Schwarz-Schranken. Der Vorteil dieses alternativen Screenings ist, dass sehr viel weni-
ger Integrale berechnet werden mu¨ssen, da die Dichtematrix quadratisch eingeht, dabei
aber der Fehler in der Energie sehr klein bleibt, da direkt auf die Energiegenauigkeit
hin abgescha¨tzt wird. Der große Nachteil ist, dass sich Fehler in der Fock-Matrix akku-
mulieren ko¨nnen. Dies wird deutlich, wenn man einen einzelnen Beitrag fu¨r ein Element
Kµν der Austausch-Matrix betrachtet [8]:
|Kσλµν | = |Pσλ||(µσ|λν)|. (4.3)
Setzt man diese Beziehung in Gl. 4.2 unter Ersetzen der Schwarz-Integrale durch den
Betrag des Vierzentren-Integrals ein, erha¨lt man:
|Kσλµν | = |Pσλ||(µσ|λν)| ≤
ϑ
|Pµν | , (4.4)
wodurch deutlich wird, dass der Threshold bei |Pµν | < 1 keine untere Schranke mehr fu¨r
den Beitrag |Kσλµν | bildet. Die Folge davon ist, dass der SCF-Zyklus unter Umsta¨nden
nicht mehr konvergiert. Um zu untersuchen, wie sich das Screening bei praktischen
Rechnungen verha¨lt, wurde Gl. 4.2 fu¨r den Austauschteil implementiert und getestet.
4.2 Ergebnisse
Untersucht wurden lineare Alkane und DNA-Fragmente mit der 6-31G*-Basis. Da-
bei hat sich gezeigt, dass ein Unterschied von etwa sechs Gro¨ßenordnungen zwischen
Konvergenz- und Integralthreshold des Austauschteils beno¨tigt wird, um SCF-Konver-
genz zu erreichen. Die Anwendung unterschiedlicher Konvergenzkriterien (DIIS Fehler
< ϑ [124] oder
∣∣dE
dP
∣∣ < ϑ [25] mit der HF-Energie E) sowie verschiedener Konver-
genzbeschleuniger (DIIS, GDM, DM, Newton-Raphson) [99, 124, 127] fu¨hrte zu keiner
Verbesserung. Die Untersuchung des Fehlers in der dE
dP
-Matrix zeigte eine gleichfo¨rmige
Verteilung falscher Werte (Rechnungen an C10H22 und C20H42), wie nach Gl. 4.4 auch
zu erwarten war.
Zum Erreichen der Konvergenz kann man, wie oben erwa¨hnt, einen Abstand zwi-
schen dem Integralthreshold ϑ und dem Konvergenzthreshold von etwa sechs Gro¨ßen-
ordnungen wa¨hlen oder aber das alternative Screening nach Unterschreiten einer be-
stimmten Fehlergrenze in der Dichtematrix abschalten, d.h. durch das regula¨re Schwarz-
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Screening ersetzen. Beide Methoden sind unpraktikabel, die erste, weil man zum Errei-
chen einer bestimmten Genauigkeit einen sehr kleinen Threshold fu¨r den Austauschteil
wa¨hlen muss, wodurch der Zeitvorteil durch das alternative Screening stark verringert
wird, und die zweite, weil man das alternative Screening schon recht fru¨h, d.h. bei un-
serem Testsystem DNA HF/6-31G* bei einem DIIS-Fehler von drei Gro¨ßenordnungen
oberhalb des Konvergenzthresholds abschalten muss, wodurch der Zeitvorteil ebenfalls
minimiert wird. Im letzten Fall fehlt außerdem ein Kriterium, ab wann genau das al-
ternative Screening abzuschalten ist. Zur Illustration wird in Tabelle 4.1 das regula¨re
Screening mit dem alternativen Screening beim Austauschteil fu¨r drei DNA-Fragmente
verglichen. Fu¨r das alternative Screening wurde ein Abstand von sechs Gro¨ßenordnun-
gen zwischen dem Integralthreshold des Austauschteils und dem Konvergenzthreshold
gewa¨hlt. Ferner wurde das Differenzdichteverfahren verwendet, d.h. statt der Dichte-
matrix wurde ab der dritten Iteration die Differenz der aktuellen zur vorhergehenden
Dichte verwendet1. Man erkennt, dass der Fehler in der Gro¨ßenordnung des Konver-
genzthresholds liegt, also praktisch vernachla¨ssigbar ist. Die Zeitersparnis (gesamte
SCF-CPU-Zeit) bleibt unter 30 %, nimmt aber immerhin mit steigender Moleku¨lgro¨ße
zu. Letztlich sprechen jedoch sowohl die verha¨ltnisma¨ßig geringe Zeitersparnis als auch
die schwer zu definierenden Selektionsthresholds und die damit einhergehende unprakti-
kable Benutzbarkeit gegen eine Verwendung dieser Abscha¨tzung bei SCF-Rechnungen.
1Dabei wird ein Beitrag zur Differenz-Austauschmatrix, ∆Kσλµν = K
′σλ
µν −Kσλµν abgescha¨tzt nach
|∆Kσλµν | ≤ (µσ|µσ)
1
2 (λν|λν) 12
(
|P ′σλ| − |Pσλ|
)
|P ′µν |. (4.5)
Die Verwendung von Differenzdichten hat auf das alternative Screening praktisch keinen Einfluss.
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HF-Energie [H] Fehler [µH] Totale SCF-CPU-Zeit [s]
Moleku¨l std alternativ std alternativ
DNA1 -1753.0587568 -1753.0587566 -0.13 1137 994
DNA2 -4486.0536757 -4486.0536753 -0.33 11441 8791
DNA4 -9952.0267414 -9952.0267406 -0.80 28544 20554
Tabelle 4.1: Vergleich des regula¨ren Schwarz-Screenings (std) mit dem alternativen
Screening (alternativ) fu¨r DNA-Fragmente (HF/6-31G*). Bei allen Rechnungen betrug
der Konvergenzthreshold 10−7 und der Integralthreshold fu¨r den Coulombteil 10−10;
der Integralthreshold fu¨r den Austauschteil betrug beim regula¨ren Screening 10−10 und
beim alternativen Screening 10−13.
Kapitel 5
Entwicklung eines
linear-skalierenden RI-J-Verfahrens
5.1 Motivation
Der zeitbestimmende Schritt der CFMM-Methode [19, 20] zur Berechnung des Cou-
lombteils bei Hartree-Fock und DFT ist die Integralberechnung fu¨r den Nahfeldbe-
reich. Da sich die Integralberechnungen mit Hilfe der RI-Approximation deutlich be-
schleunigen lassen, liegt es nahe, den Nahfeldteil mit Hilfe von RI zu approximieren.
Die Schwierigkeit hierbei ist, dass dabei die Hilfsbasis ebenfalls auf etwa den Nah-
feldbereich eingeschra¨nkt werden muss, da ansonsten das lineare Skalenverhalten der
CFMM-Methode, bedingt durch das quadratische Skalenverhalten der RI-Na¨herung
mit voller Hilfsbasis, verlorengeht. Trotz der bereits erzielten Fortschritte auf diesem
Gebiet [88,96] wurde ein eigener Ansatz untersucht, der im folgenden beschrieben wird.
Beim herko¨mmlichen RI-basierten Algorithmus zur Berechnung der Coulomb-Ma-
trix J (RI-J) wird diese in drei Schritten bestimmt: Zuna¨chst werden die Dreizentren-
Integrale berechnet und mit der Dichtematrix zu einer Zwischengro¨ße γm kontrahiert:
γm =
∑
µν
Pµν (µν|m) . (5.1)
Anschließend multipliziert man mit der Inversen,
γ
′
m =
∑
n
(m|n)−1 γn, (5.2)
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und konstruiert die Coulomb-Matrix:
Jµν =
∑
m
(µν|m) γ′m. (5.3)
Alle drei Schritte skalieren bei Verwendung der vollen Auxiliarbasis asymptotisch qua-
dratisch mit der Moleku¨lgro¨ße.
5.2 Funktionsweise
Wenn man das Skalenverhalten der RI-J-Methode auf linear reduzieren will, muss man
1. das Problem des langsam abklingenden 1/R-Verhaltens zwischen Bra- und Ket-
Schalenpaaren lo¨sen. Dies wird durch die CFMM-Methode geleistet, welche Paa-
re mit genu¨gend großem Abstand (Fernfeld) u¨ber eine Multipolentwicklung be-
schreibt.
2. die Hilfsbasis auf das Nahfeld beschra¨nken.
Im folgenden soll ein Algorithmus untersucht werden, bei dem der Nahfeldteil fu¨r jedes
Schalenpaar IJ individuell bestimmt und gleichzeitig der Fernfeldteil nach dem re-
gula¨ren CFMM-Algorithmus berechnet wird. Die Auswahl des Nahfeldes geschieht mit
Hilfe der CFMM-Box-Einteilung, welche (unter anderem) fu¨r ein Schalenpaar IJ die
signifikanten Schalenpaare LS des Nahfeldes bestimmt. Diese werden wiederum durch
eine Schwarz-Abscha¨tzung,
|Pσλ||(µν|λσ)| ≥
∑
σλ
|Pσλ| (µν|µν)1/2 (λσ|λσ)1/2 , (5.4)
endgu¨ltig ausgewa¨hlt, wobei µν und λσ die korrespondierenden Basisfunktionspaare
zum IJ- und LS-Schalenpaar darstellen. Die Auxiliarbasis fu¨r IJ wird nun aus allen
Hilfsbasisfunktionen konstruiert, welche auf allen zugeho¨rigen Atomen des IJ-Paars
und der zugeordneten signifikanten LS-Paare zentriert sind. Anschließend werden alle
gleichen Bereiche zusammengefasst, so dass individuelle Hilfsbasisbereiche ζ mit zuge-
ordneten Schalenpaaren IJ , fu¨r welche ζ die verwendete Hilfsbasis darstellt, u¨brigblei-
ben.
Die drei Schritte des RI-J-Algorithmus ko¨nnen nun fu¨r jeden Bereich ζ durchgefu¨hrt
werden. Da die Anzahl der Bereiche linear mit der Moleku¨lgro¨ße skaliert und jeder
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Bereich zu gro¨ßeren Moleku¨len hin irgendwann konstant bleibt, wird im Limit großer
Moleku¨le ein lineares Skalenverhalten erreicht. Der neue Algorithmus ist in Gl. 5.5 – 5.7
dargestellt, wobei die Standardbasisfunktionen fu¨r den Auxiliarbereich ζ einem Bereich
ξ zugeordnet werden.
γξ
mζ
=
∑
(µν)ξ
P(µν)ξ
(
(µν)ξ|mζ) (5.5)
γ
′ξ
mζ
=
∑
nζ
(
mζ |nζ)−1 γξ
nζ
(5.6)
(Jµν)
ξ =
∑
mζ
(µν|mζ)γ′ξ
mζ
(5.7)
In der Praxis ist die Anzahl der Bereiche recht groß, mit meist nur wenigen zugeord-
neten Coulomb-Matrixelementen. Da fu¨r jeden Bereich die Inversion der Zweizentren-
Integralmatrix durchgefu¨hrt werden muss, kann der Vorfaktor der Methode sehr groß
werden, wodurch das Verfahren dann nicht mehr konkurrenzfa¨hig zur Standardberech-
nung des Nahfeldbereichs ist. Um dieses Problem zu lo¨sen, kann man die Bereiche durch
ein zusa¨tzliches Boxing-Schema weiter zusammenfassen, wodurch das Nahfeld fu¨r die
Auxiliarbasis vergro¨ßert wird. Dadurch ergibt sich die Mo¨glichkeit, eine optimale Gro¨ße
fu¨r dieses Nahfeld zu finden, bei der einerseits der Aufwand durch die Inversionen nicht
zu groß und andererseits das Nahfeld selbst nicht zu umfangreich ist.
5.3 Ergebnisse
Der Kernpunkt des neuen Algorithmus ist die Auswahl der Bereiche ζ. Diese gru¨ndet
auf der Annahme, dass fu¨r das Nahfeld eines Schalenpaars (Ladungsverteilung) IJ nur
Hilfsbasisfunktionen aus dem ra¨umlichen Bereich dieses Nahfeldes beno¨tigt werden.
Vom mathematischen Standpunkt her ist diese Annahme aber eigentlich nicht gerecht-
fertigt, da das langsam abklingende 1/R-Verhalten durch den Coulomb-Operator 1/r12
in den Dreizentren-ERIs im Prinzip keine solche Lokalisierung zula¨sst. Es handelt sich
hier also in gewisser Weise um eine lokale RI-Methode [76, 89], nur dass die Auswahl
nicht u¨ber einen bestimmten Abstandsbereich, sondern durch das von CFMM bestimm-
te Nahfeld erfolgt. Eine solche Methode ist nicht von vorneherein zum Scheitern verur-
teilt, da die Mo¨glichkeit besteht, dass der Fehler durch die Reduktion der Auxiliarbasis
nur klein ist, zumal es sinnvoll erscheint, dass die fu¨r ein gegebenes Schalenpaar wich-
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tigsten Beitra¨ge zur Coulomb-Matrix von Auxiliarfunktionen aus dem Nahfeld geliefert
werden.
In der Tabelle 5.1 sind Ergebnisse fu¨r Rechnungen an linearen Alkanen mit einer
SVP-Basis aufgefu¨hrt. Dabei wurde der sogenannte CFMM-Grain, ein Parameter, wel-
cher letztlich u¨ber die Anzahl der Boxen entscheidet (ein gro¨ßerer Grain bedeutet mehr
Boxen), bei Verdoppelung der Moleku¨lgro¨ße in etwa verdoppelt. Der Auxiliarthreshold
θaux ist der Threshold fu¨r die Schwarz-Abscha¨tzung Gl. 5.4, welche bei der Konstruktion
der Hilfsbasisbereiche ζ verwendet wird, und ist ein Mittel, um die Gro¨ße der Bereiche
zu beeinflussen. Fu¨r den großen Threshold θaux = 10
−2 wurden a¨hnliche Bereiche zu-
sammengefasst, wobei die Zusammenfassung durch einen Parameter
”
Bound“ gesteuert
wurde: Nur Bereiche, die eine La¨nge von kleiner oder gleich
”
Bound“ Prozent der Scha-
lenanzahl der Auxiliarbasis besitzen, werden bei der Zusammenfassung beru¨cksichtigt.
Das Zusammenfassen verringerte hier den Fehler und ermo¨glichte ku¨rzere Rechenzeiten
durch weniger Bereiche und damit weniger Inversionen. In Tabelle 5.1 sind die Feh-
ler in der Nahfeld Coulomb-Energie verglichen mit einer Nahfeldberechnung mit voller
Auxiliarbasis dargestellt. Man erkennt, dass die Fehler bei den gro¨ßeren Moleku¨len
in etwa linear mit der Moleku¨lgro¨ße zunehmen und insgesamt recht klein bleiben, so-
gar bei dem extrem großen Auxiliarthreshold von θaux = 10
−2. Beim Vergleich der
CPU-Zeiten wird deutlich, dass die Methode linear skaliert und fu¨r θaux = 10
−2 um
etwa einen Faktor von maximal zwei bis drei schneller ist als das Standard-CFMM-
Verfahren. Der Crossoverpunkt gegenu¨ber dem Standard-RI-J-Verfahren liegt fu¨r den
großen Auxiliarthreshold zwischen C40H82 und C80H162.
Dieses vielversprechende Verhalten gilt allerdings nicht fu¨r DNA-Fragmente, wel-
che ebenfalls untersucht wurden. Dort konnte fu¨r eine akzeptable Genauigkeit kein
Geschwindigkeitsvorteil gegenu¨ber dem Standard-CFMM gefunden werden, da die An-
zahl der Bereiche entweder sehr groß war, oder, bei Zusammenfassung, die Bereiche an
sich sehr groß wurden. Auch durfte der Auxiliarthreshold nicht mehr so groß gewa¨hlt
werden, um ein Herausfiltern signifikanter Elemente zu vermeiden. Dies zeigte sich
bei der Wahl von großen Thresholds θaux = 10
−2 und θaux = 10−3 durch extreme
Schwankungen des Fehlers bei unterschiedlicher Boxeinteilung, also unterschiedlichen
CFMM-Grains fu¨r das gleiche Moleku¨l im Bereich von teilweise mehreren zehn Milli-
Hartree. Die auftretenden großen Fehler bei θaux = 10
−2 und θaux = 10−3 wurden auch
durch Zusammenfassung der Bereiche (gesteuert u¨ber den Parameter Bound) nicht
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verringert, sondern schwankten nur geringfu¨gig um den Fehler, der ohne Zusammen-
fassen beobachtet wurde (dabei konnte der Fehler bei Zusammenfassung auch etwas
gro¨ßer sein als ohne). In Tabelle 5.2 sind Genauigkeiten und CPU-Zeiten fu¨r DNA4 mit
θaux = 10
−4 in Abha¨ngigkeit vom CFMM-Grain aufgetragen. Dabei wird neben den
langen Zeiten fu¨r die DNA-Systeme deutlich, dass der Fehler auch hier unsystemati-
sche Schwankungen in Abha¨ngigkeit vom Grain zeigt (dasselbe Verhalten trat auch bei
den linearen Alkanen bei Testrechnungen mit θaux = 10
−2 fu¨r unterschiedliche Grains
auf). Dies zeigt, dass der Auxiliarthreshold θaux, zumindest dann, wenn er groß gewa¨hlt
wird, als Steuerparameter fu¨r die Hilfsbasisgro¨ße nicht robust ist. Fu¨r kleinere Auxiliar-
thresholds aber verringert sich ein mo¨glicher Zeitvorteil gegenu¨ber Standard-CFMM
und Standard-RI-J stark.
Der hier vorgestellte Ansatz zur Kombination von RI-J und CFMM hat sich durch
die fehlende Robustheit des (als empirischen Parameter zu betrachtenden) Auxiliar-
thresholds sowie die langsamen Rechenzeiten bei DNA als unpraktikabel herausgestellt.
Das Verfahren stellt u¨berdies eine nicht-rigorose, lokale Methode bezu¨glich der Wahl
der Auxiliarbasis dar und tra¨gt daher die Gefahr, unstetige Potentialhyperfla¨chen zu
liefern (was jedoch in der vorliegenden Arbeit nicht untersucht wurde). Gegenu¨ber an-
deren lokalen Methoden, welche die Hilfsbasis mit Hilfe eines Abstandskriteriums in
Doma¨nen einteilen, ist sie zudem unu¨bersichtlich, da die Wahl der Hilfsbasis u¨ber das
CFMM-Boxing-Schema und zusa¨tzlich u¨ber eine Schwarz-Abscha¨tzung erfolgt und da-
mit nicht so leicht nachvollziehbar ist wie eine Doma¨neneinteilung. Die Fragestellung
einer rigoros linear-skalierenden RI-Methode verbleibt weiterhin eine Herausforderung,
auch wenn lokale Ansa¨tze als pragmatische, aber nicht rigorose Lo¨sung [71, 89, 96] an-
gesehen werden ko¨nnen.
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Fehler [µH] Nahfeld CPU-Zeit [s] und Skalenverhalten
Moleku¨l Grain RI-Ja RI-Jb RI-Ja O RI-Jb O std. CFMM O
C10H22 3 0.00 0.00 3 2 11
C20H42 6 0.06 0.17 14 2.39 12 2.48 30 1.53
C40H82 10 0.25 0.98 58 2.07 31 1.41 76 1.36
C80H162 22 0.78 2.39 141 1.29 66 1.09 178 1.24
C160H322 44 1.83 4.48 320 1.19 166 1.33 403 1.19
a θaux = 10−10
b θaux = 10−2
Tabelle 5.1: Lineare Alkane (SVP-Basis). Fehler in der Nahfeld Coulomb-Energie
verglichen mit einer Nahfeldberechnung mit voller Auxiliarbasis sowie CPU-Zeiten und
Skalenverhalten fu¨r eine Iteration mit einer konvergierten Dichtematrix (Integralthre-
shold ϑint = 10
−10, fu¨r den Auxiliarthreshold θaux = 10−2 wurden a¨hnliche Bereiche
(Bound = 20) zusammengefasst). Die angegebenen Grains gelten nur fu¨r RI-J, beim std.
CFMM wurden die vom Programm automatisch vorgeschlagenen Grains verwendet.
Grain Anzahl Bereiche Fehler [µH] Nahfeld CPU-Zeit [s]
4 11 0.14 2351
5 52 0.13 6778
6 112 0.96 10867
8 247 -3.77 20038
10 546 -7.70 31562
12 1081 -1.74 53012
Tabelle 5.2: DNA4 (SVP-Basis). Fehler in der Nahfeld Coulomb-Energie verglichen
mit einer Nahfeldberechnung mit voller Auxiliarbasis sowie CPU-Zeiten fu¨r eine Ite-
ration mit einer konvergierten Dichtematrix (Integralthreshold ϑint = 10
−10, Auxiliar-
threshold θaux = 10
−4), aufgetragen fu¨r verschiedene CFMM-Grains. Die entsprechende
Standard-CFMM Nahfeld CPU-Zeit (Grain 12) betra¨gt 2215 s.
Kapitel 6
Untersuchung eines
Aminopyrazol-Peptides
6.1 Motivation
Ein in der Arbeitsgruppe von Schrader synthetisiertes Aminopyrazol-Peptid [128] (siehe
Abb. 6.1) zeigt in der Kristallstruktur eine rosettenartige, hexamere Form mit dreiza¨hli-
ger Symmetrieachse, bei der die sechs Monomere eine zylinderartige Anordnung aus vier
u¨bereinanderliegenden Schichten einnehmen (Abb. 6.2). Die Hexamerisierung tritt bei
der Kristallisation aus Trifluoressigsa¨ure/Diethylether ein, wobei in der Lo¨sung selbst
kein Hexamer gefunden wurde. Allerdings wurde bei der Untersuchung des Peptides in
wa¨ssriger Lo¨sung beobachtet, dass das NMR-Spektrum bei einer Temperatur unterhalb
von 275 K neben den Monomersignalen einen zweiten Satz von NMR-Signalen zeigt, so
dass der Verdacht besteht, dass nicht nur im Kristall, sondern auch in wa¨ssriger Lo¨sung
eine Hexamerisierung auftritt. Um diesen Sachverhalt weiter zu untersuchen, wurden
im Rahmen dieser Arbeit die 1H-NMR-Verschiebungen von Monomer und Hexamer
quantenchemisch berechnet [128], um so eine Zuordnung der experimentellen NMR-
Spektren zu erleichtern und strukturelle Aussagen und Interpretationen zu erzielen.
Sowohl das Experiment als auch die Berechnungen lieferten dabei Anhaltspunkte fu¨r
die Existenz der Hexamerstruktur auch in wa¨ssriger Lo¨sung.
Das Aminopyrazol-Hexamer ist bislang das einzige ku¨nstliche Rosettenmodell, wel-
ches in Wasser stabil ist und fu¨r das gleichzeitig eine Kristallstruktur erhalten werden
konnte [128]. Seine Struktur zeigt A¨hnlichkeit mit Nukleinsa¨ureaggregaten, und die
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Untersuchung der der Hexamerbildung zugrundeliegenden Mechanismen ko¨nnte An-
regungen fu¨r die Synthese neuer Biomaterialien liefern. Im folgenden sollen jedoch
mechanistische Details [128] ausgeklammert und lediglich die Ergebnisse der quanten-
chemischen NMR-Untersuchung zusammengefasst werden.
Abbildung 6.1: Strukturformel des Monomers mit Nummerierung (oben) sowie die
MMFF94/H2O-optimierte Struktur (unten).
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Abbildung 6.2: Struktur des Hexamers (534 Atome) in Aufsicht (links) und von der
Seite (rechts). In Aufsicht ist die dreiza¨hlige Symmetrieachse des Aggregrates deutlich
zu erkennen. Die Struktur entspricht der Festko¨rperstruktur, bei der nur die Wasser-
stoffpositionen mit dem MMFF94/H2O-Kraftfeld optimiert wurden. Je eine der beide
Doppellagen wird aus drei Monomeren gebildet und durch Wasserstoffbru¨ckenbindun-
gen innerhalb einer Lage sowie durch pi − pi-Wechselwirkungen zwischen beiden Lagen
zusammengehalten. Die beiden Doppellagen fu¨gen sich zu dem Vierlagensystem des
Hexamers zusammen, welches zusa¨tzlich durch Komplexierung der sechs kronenether-
artigen Reste mit der Ammoniumgruppe des Lysins stabilisiert wird.
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6.2 Ergebnisse
Die 1H-NMR-Verschiebungen wurden mit der linear-skalierenden GIAO-HF-Methode
[33, 38] und dem 6-31G**-Basissatz mit einem Konvergenzthreshold von 10−6 und ei-
nem Integralthreshold von 10−8 berechnet. Die gewa¨hlten Thresholds ko¨nnen als ausrei-
chend betrachtet werden, da der Vergleich mit einer mit kleineren Thresholds (Konver-
genz: 10−7, Integral: 10−10) durchgefu¨hrten Rechnung fu¨r das Monomer keine numerisch
signifikanten A¨nderungen der berechneten chemischen Verschiebungen ergab. Relative
chemische Verschiebungen wurden durch Vergleich mit Tetramethylsilan (TMS) erhal-
ten, berechnet auf demselben theoretischen Niveau. Strukturoptimierungen wurden mit
dem MMFF94/H2O-Kraftfeld unter Verwendung des Programms Macromodel durch-
gefu¨hrt. Dabei wurde das Monomer ohne Einschra¨nkungen optimiert, beim Hexamer
hingegen wurde von der Kristallstruktur ausgegangen und nur eine Optimierung der
Wasserstoffpositionen durchgefu¨hrt, da diese bei der Kristallstrukturanalyse nicht be-
stimmt wurden. Die Qualita¨t der Kraftfeldoptimierung der Wasserstoffpositionen wur-
de durch eine Vergleichsrechnung am Monomer u¨berpru¨ft, bei der die Positionen einmal
durch das MMFF94/H2O-Kraftfeld und einmal durch eine B3LYP/6-31G*-Rechnung
mit kleinen Thresholds und großem Grid fu¨r die numerische Integration bestimmt wur-
den (fu¨r Details siehe Ref. [128]). Die auf dem GIAO-HF/6-31G**-Niveau berechne-
ten 1H-NMR-Verschiebungen beider Strukturen wichen typischerweise um 0.1 – 0.2
ppm und maximal um 0.3 ppm voneinander ab, so dass die Kraftfeldoptimierung der
Wasserstoffpositionen hier als ausreichend genau angesehen werden kann. Die fu¨r die
Berechnung der 1H-NMR-Verschiebungen verwendeten Strukturen fu¨r Monomer und
Hexamer sind in den Abb. 6.1 und 6.2 dargestellt.
In den Tabellen 6.1 und 6.2 werden die experimentellen 1H-NMR-Verschiebungen
fu¨r das Monomer und das vermutete Hexamer, welche in wa¨ssriger Lo¨sung bei 275 K
aufgenommen wurden, mit den berechneten verglichen (fu¨r die Nummerierung siehe
Abb. 6.1). Fu¨r das Hexamer sind die u¨ber alle sechs Monomere gemittelten Werte
der berechneten Verschiebungen angegeben, da die Unterschiede in den Verschiebungs-
Werten zwischen den individuellen Monomeren fu¨r a¨quivalente Protonen aufgrund der
symmetrischen Hexamerstruktur nur maximal etwa 0.1 ppm betragen und damit ver-
nachla¨ssigt werden ko¨nnen. Die Tabellen sind ferner horizontal durch einen Balken in
zwei Abschnitte eingeteilt: Im oberen Teil sind Protonen, welche an Kohlenstoff ge-
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bunden sind (C-Hs), und im unteren Teil an Stickstoff gebundene Protonen (N-Hs)
aufgefu¨hrt. Die drei an der Ammoniumgruppe des Lysinrestes befindlichen Protonen
werden als Proton Nr. 31a/b/c bzw. 31a′/b′/c′ aufgelistet, hier werden die Abweichungen
zum experimentellen Mittelwert angegeben.
Beim Vergleich der experimentellen Werte fu¨r Monomer und Hexamer fa¨llt auf, dass
diese recht a¨hnlich sind und die Unterschiede sa¨mtlich innerhalb des Fehlerbalkens der
quantenchemischen Berechnung (aufgrund der Vernachla¨ssigung von Lo¨sungsmittelef-
fekten hier in etwa 1 ppm, sonst 0.2 – 0.4 ppm, vgl. auch Refn. [129–131]) liegen. Daher
lassen sich die beiden Strukturen durch die Rechnung zwar nicht unterscheiden, es la¨sst
sich aber pru¨fen, ob die angenommenen Strukturen prinzipiell vorliegen ko¨nnen oder
nicht. Fu¨r die C-Hs liegen die Differenzen zwischen berechneten und experimentellen
Verschiebungen sowohl fu¨r das Monomer als auch fu¨r das Hexamer typischerweise in-
nerhalb 0.7 ppm und in einem Fall bei maximal 1.2 ppm, so dass ausgehend von diesen
Daten die Existenz der beiden Strukturen mo¨glich ist.
Bei den N-Hs liegen die Abweichungen bei allen Protonen des Monomers und bei den
Protonen Nr. 28, 29 und 31c′ des Hexamers in der Gro¨ßenordnung von 2 – 4 ppm, wobei
die experimentellen Werte gegenu¨ber den berechneten immer tieffeldverschoben sind.
Diese Tieffeldverschiebung la¨sst sich durch unter den experimentellen Bedingungen vor-
handene Wasserstoffbru¨ckenbindungen dieser Protonen zu Lo¨sungsmittelmoleku¨len er-
kla¨ren, welche bei der quantenchemischen Rechnung nicht beschrieben wurden, so dass
die berechneten Verschiebungen fu¨r diese Protonen keine Aussagen zulassen und bei
der Auswertung nicht beru¨cksichtigt werden sollen. Demgegenu¨ber werden die Protonen
Nr. 27, 30, 31a′ , 31b′ , 32 und 33 des Hexamers durch die Rechnung recht gut beschrie-
ben (Abweichungen ≤ 1.0 ppm). Alle diese Protonen sind Teil von intermolekularen
Wasserstoffbru¨ckenbindungen des Hexamers, welche offensichtlich in der vorliegenden
Hexamerstruktur korrekt wiedergegeben werden. Da die chemischen Verschiebungen
empfindlich von den Strukturparametern der Wasserstoffbru¨cke abha¨ngen, ist die gute
U¨bereinstimmung zwischen Theorie und Experiment hier ein deutlicher Hinweis auf
die Existenz der Hexamerstruktur in Lo¨sung.
Obwohl die quantenchemische Berechnung der 1H-NMR-Verschiebungen keinen ein-
deutigen Beweis fu¨r die Existenz des Hexamers erbringt, so liefert sie dennoch deutliche
Hinweise. Dies liegt zum einen an der guten U¨bereinstimmung zwischen Theorie und
Experiment fu¨r nicht stark durch das Lo¨sungsmittel beeinflusste Protonen und zum
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anderen an der guten Beschreibung der an intermolekularen Wasserstoffbru¨ckenbin-
dungen des Hexamers beteiligten Protonen in der vorliegenden Hexamerstruktur. Da
eine unabha¨ngige experimentelle NMR-Untersuchung ebenfalls starke Hinweise auf das
Vorliegen des Hexamers in Lo¨sung liefert [128], kann die Existenz des Hexamers unter
den gegebenen experimentellen Bedingungen (wa¨ssrige Lo¨sung unterhalb 275 K) als
gesichert gelten.
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Proton δcalc δexp δexp − δcalc
1 4.0 3.8 -0.2
7 4.3 4.2 -0.1
8 1.4 2.0 0.6
9 1.2 0.9 -0.3
11 4.2 4.4 0.2
12 1.7 1.8 0.1
13 2.1 1.4 -0.7
14 2.0 1.6 -0.4
15 3.4 2.9 -0.5
21 3.6 4.2 0.6
22 3.3 3.7 0.4
23 3.3 3.7 0.4
24 3.2 3.6 0.4
25 3.2 3.5 0.3
26 3.2 3.2, 3.3 0.1
4 7.9 6.7, 6.8 -1.2
18 7.5 6.6 -0.9
27 6.6 10.7 4.1
28 5.5 8.6 3.1
29 5.5 8.6 3.1
30 6.9 10.3, 10.4 3.5
31a/b/c 4.9/4.6/4.5 7.6 2.7/3.0/3.1
32 9.8 - -
33 10.3 - -
Tabelle 6.1: Vergleich der berechneten und experimentellen relativen 1H-NMR che-
mischen Verschiebungen in [ppm] fu¨r das Monomer. Ein Strich bei den experimentellen
Werten bedeutet, dass das entsprechende Proton nicht zugeordnet werden konnte.
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Proton δcalc δexp δexp − δcalc
1 4.2 4.0 -0.2
7 4.7 - -
8 1.6 2.0 0.4
9 1.2 0.8, 1.0 -0.3
11 4.3 - -
12 1.5 1.8 0.3
13 2.0 - -
14 2.4 1.6 -0.8
15 3.0 3.1 0.1
21 3.8 3.9, 4.1 0.2
22 4.0 - -
23 3.3 4.1 0.8
24 3.5 - -
25 3.5 - -
26 3.5 3.4 -0.1
4 7.6 7.0 -0.6
18 6.2 7.1 0.9
27 9.5 10.1 0.6
28 6.6 8.8 2.2
29 5.1 8.8 3.7
30 11.2 10.8 -0.4
31a′/b′/c′ 8.4/7.4/3.5 7.7 -0.7/0.3/4.2
32 11.9 12.5 0.6
33 13.4 12.4 -1.0
Tabelle 6.2: Vergleich der berechneten und experimentellen relativen 1H-NMR che-
mischen Verschiebungen in [ppm] fu¨r das Hexamer. Ein Strich bei den experimentellen
Werten bedeutet, dass das entsprechende Proton nicht zugeordnet werden konnte.
Kapitel 7
Untersuchung von molekularen
Pinzetten und Clips
7.1 Motivation
Unter molekularen Pinzetten (Tweezern) und Clips versteht man ku¨nstlich syntheti-
sierte Moleku¨le, deren Struktur an Pinzetten bzw. Clips erinnert [132]. In den Arbeits-
gruppen von Kla¨rner und Schrader wurden in den letzten zwo¨lf Jahren verschieden-
artige Pinzetten und Clips hergestellt [129–145], welche sich in der Regel aus Benzol-
und Naphtalineinheiten mit verbru¨ckenden CH2-Gruppen zusammensetzen. Im Falle
der Clips konnte auch eine sich vom Anthracen ableitende Struktur synthetisiert wer-
den (Beispiele fu¨r Pinzetten und Clips sind in Abb. 7.1 dargestellt). Die Verbru¨ckung
auf der Oberseite, gegenu¨ber der O¨ffnung, erfolgt entweder durch eine Benzol- oder
eine Naphtalineinheit. An dieser Verbru¨ckung ko¨nnen auch verschiedene Substituenten
angebracht werden, wodurch, bei Verwendung von Methylphosphonat (-OPMeO−2 ) als
Substituent, auch wasserlo¨sliche Pinzetten und Clips darstellbar sind.
Das Interesse an diesen Moleku¨len ru¨hrt von ihrer Fa¨higkeit her, verschiedenartige
Gastmoleku¨le zu binden und damit Wirt-Gast-Komplexe zu bilden. Dies funktioniert
bei den oben erwa¨hnten Pinzetten und Clips aber nur, wenn das Gastmoleku¨l entweder
elektronenarm oder kationisch ist, was mit einem negativen Potential auf der Innenseite
(Konkavseite) der Wirtsmoleku¨le in Verbindung gebracht wurde [132,134–136]. Dabei
werden aliphatische Ga¨ste nur von benzolverbru¨ckten Wirten gebunden, wa¨hrend die
naphtalinverbru¨ckten Pinzetten und Clips bevorzugt aromatische Gastmoleku¨le einla-
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gern [132]. Neben einfacher gebauten elektronenarmen Aromaten wie zum Beispiel
Dicyanobenzol oder Tetracyanochinon ko¨nnen auch Lysin und Arginin [140] sowie
NAD+ und seine Untereinheiten [138, 141, 143, 145] als Gastmoleku¨le fungieren, was
die Pinzetten und Clips als potentielle Enzyminhibitoren interessant macht.
In den letzten Jahren wurden bereits einige quantenchemische Untersuchungen an
den Pinzetten- und Clip-Systemen durchgefu¨hrt, die im folgenden kurz angesprochen
werden sollen, jedoch nicht Bestandteil dieser Arbeit waren. Die Strukturen der Pinzet-
ten und Clips wurden mittels Kristallstrukturanalyse sowie Fest- und Flu¨ssigphasen-
NMR-Spektroskopie aufgekla¨rt, wobei die quantenchemische ab-initio-Berechnung von
NMR-Verschiebungen ein wertvolles Hilfsmittel bei der Interpretation der Spektren
war, vor allem dann, wenn keine Kristallstruktur erhalten werden konnte [141]. Auch
ko¨nnen zusa¨tzliche Informationen zur Struktur und Energetik erhalten werden, wie
sich zum Beispiel bei der Untersuchung der Wirt-Gast-Wechselwirkung eines Dicyano-
benzol-Pinzette-Komplexes zeigte, bei der von Koziol und Ochsenfeld bewiesen werden
konnte, dass die aromatischen Einheiten der Pinzette fu¨r den Großteil der Wirt-Gast-
Wechselwirkung verantwortlich sind und die verbru¨ckenden CH2-Einheiten lediglich ei-
ne formgebende Funktion erfu¨llen [129]. Durch die Mo¨glichkeit, NMR-Verschiebungen
mit einem linear mit der Moleku¨lgro¨ße skalierenden Rechenzeitaufwand zu berech-
nen [33], konnte unter anderem die Konvergenz der Festko¨rper-NMR-Verschiebungen
mit der Gro¨ße des gewa¨hlten Ausschnitts untersucht werden [131, 146], ohne dass
man auf inkrementelle Verfahren zuru¨ckgreifen musste [129]. Ebenso liessen sich die
NMR-Verschiebungen von Snapshots aus Moleku¨ldynamik-Simulationen eines Wirt-
Gast-Komplexes mit umgebenden Lo¨sungsmittelmoleku¨len berechnen [33].
Nach einem kurzen Abschnitt zur Genauigkeit der Berechnung von NMR-Verschie-
bungen auf HF- und DFT-Niveau soll im folgenden auf die Untersuchung einer Dime-
risierung von Pinzetten und Clips sowie auf die Komplexbildung von NAD+ und ver-
wandten Systemen in wa¨ssriger Phase eingegangen werden. Im Rahmen dieser Arbeit
wurden fu¨r diese Systeme die 1H-NMR-Verschiebungen berechnet, wodurch Beitra¨ge
zur Strukturaufkla¨rung geleistet werden konnten [130,145].
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Abbildung 7.1: Beispiele fu¨r benzol- und naphtalinverbru¨ckte molekulare Pinzetten
(oben) und Clips (unten).
7.2 Genauigkeit der berechneten NMR-Verschieb-
ungen
Die erreichbare Genauigkeit bei der Berechnung von relativen NMR-Verschiebungen
ha¨ngt im wesentlichen von zwei Faktoren ab: Zum einen von der A¨hnlichkeit der zu-
grundegelegten Moleku¨lstruktur mit der tatsa¨chlich vorliegenden Struktur und zum
anderen von der Qualita¨t der theoretischen Berechnungsmethode. Fehler durch eine
ungenaue Struktur ko¨nnen beispielsweise durch methodische Effekte bei einer Nachop-
timierung der Festko¨rperstruktur [129], durch die Wahl eines zu kleinen Festko¨rperaus-
schnitts oder durch Unkenntnis der exakten Strukturgleichgewichte in Lo¨sung und da-
mit der genauen
”
gemittelten“ Struktur zustande kommen. Die Anforderungen an das
theoretische Modell zur Berechnung von NMR-Verschiebungen ha¨ngen vom Atomtyp
des Kerns ab, dessen Verschiebungen man betrachten mo¨chte. Protonenverschiebungen
(1H-NMR) werden im allgemeinen bereits durch die HF-Methode mit moderaten Ba-
sissa¨tzen wie SVP oder 6-31G** ausreichend gut beschrieben, wa¨hrend man fu¨r andere
Kerne (wie etwa 13C) Elektronenkorrelationsmethoden und große Basissa¨tze verwenden
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muss, um einen zuverla¨ssigen Vergleich mit experimentellen Spektren zu erreichen [129].
Bei Pinzetten und Clips liegt der maximale Fehler fu¨r ausreichend große Festko¨rper-
fragmente auf HF/6-31G**- oder HF/SVP-Niveau bei etwa 0.2 – 0.4 ppm [129] und
entsprechend fu¨r die Beschreibung in Lo¨sung (ohne Einbeziehung der Lo¨sungsmittelmo-
leku¨le bei der Berechnung) bei typischerweise etwa 1 ppm [130,131]. Diese Fehlerbalken
gelten allerdings nicht fu¨r Protonen, welche stark durch das Lo¨sungsmittel beeinflusst
sind.
Bei Berechnung der komplexinduzierten Verschiebungen ∆δ, also der Verschie-
bungsdifferenzen der Kerne in einem isolierten und einem im Komplex gebundenen
Monomer, wurde am Beispiel der Pinzette festgestellt, dass die ∆δ Werte durch DFT
bei Verwendung kleinerer Basissa¨tze wie 6-31G** zum Teil unterscha¨tzt werden [131].
Eine Untersuchung an einem Modellsystem ergab, dass dieses Verhalten durch die
Unterscha¨tzung des Einflusses von benachbarten aromatischen Ringsystemen auf die
komplexinduzierten Verschiebungen bedingt wird (siehe Ref. [131], Tabelle 2). Da die
Gru¨nde fu¨r diese schlechtere Beschreibung bisher nicht vollsta¨ndig klar sind, wurden im
Rahmen der vorliegenden Arbeit keine DFT-Berechnungen von NMR-Verschiebungen
durchgefu¨hrt.
7.3 Dimerisierung von Pinzetten und Clips
Das wasserlo¨sliche naphtalinverbru¨ckte Pinzettenmoleku¨l 2 sowie der ebenfalls was-
serlo¨sliche benzolverbru¨ckte Anthracen-Clip 4 (vgl. Abb. 7.1), beide mit R1 = R2 =
OPMeO−2 Li
+, zeigen bei Lo¨sung in Methanol und Wasser jeweils stark unterschiedli-
che 1H-NMR-Verschiebungen, besonders fu¨r die Protonen Hb (siehe Abb. 7.2) [130].
Die maximalen Verschiebungsdifferenzen der Pinzette und des Clips betragen dabei
drei bzw. zwei ppm, wobei die Verschiebungen in Wasser gegenu¨ber denen in Me-
thanol hochfeldverschoben sind. Dieses ungewo¨hnliche Verhalten fu¨hrte zu der Ver-
mutung, dass die Moleku¨le in wa¨ssriger Lo¨sung dimerisieren [130], wobei sich in den
Dimeren die stark hochfeldverschobenen Protonen jeweils innerhalb der Kavita¨t des
Partnermoleku¨ls befinden sollten (Abb. 7.2). Um diese These zu untermauern, wur-
den fu¨r die kraftfeldoptimierten Strukturen der Monomere und Dimere in Abb. 7.2 die
GIAO-HF/SVP- und GIAO-HF/TZP-1H-NMR-Verschiebungen berechnet und daraus
die Verschiebungsa¨nderungen durch die Dimerisierung ermittelt [130]. Alle im folgen-
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den gezeigten chemischen Verschiebungen stellen relative Verschiebungen verglichen zu
einem auf demselben theoretischen Niveau berechneten TMS-Moleku¨l dar.
Um den Einfluss des Basissatzes zu u¨berpru¨fen, sind in der Tabelle 7.1 die Ver-
schiebungen der Protonen Ha, Hb der Pinzette sowie Ha – Hd des Clips am Beispiel der
Dimere [2]2 und [4]2 fu¨r den SVP- und den TZP-Basissatz einander gegenu¨bergestellt.
Man erkennt, dass der Einfluss auf die Verschiebungen beim U¨bergang von der double-
zeta-Basis SVP zur triple-zeta-Basis TZP mit ≤ 0.3 ppm gering ist. Dies bedeutet,
dass die Verschiebungen auf triple-zeta-Niveau als ausreichend gut mit dem Basissatz
konvergiert erachtet werden ko¨nnen und somit die quantenchemische Berechnung hier
verla¨ssliche Ergebnisse liefert.
In Tabelle 7.2 werden die auf TZP-Niveau berechneten Verschiebungen der stark
beeinflussten Protonen fu¨r die Monomere und Dimere mit den experimentellen Werten
fu¨r die beiden Lo¨sungsmittel CD3OD und D2O verglichen. Aufgrund der durch Signal-
verbreiterung nachgewiesenen schnellen Gleichgewichte werden im Experiment nur die
Mittelwerte der Verschiebungen der Protonen eines Typs (z.B. Ha) beobachtet, so dass
auch die berechneten Werte von Monomeren und Dimeren u¨ber alle Protonen eines
Typs gemittelt wurden. Auf der rechten Seite der Tabelle 7.2 sind die berechneten
und experimentellen Verschiebungsdifferenzen zwischen jeweils Monomer und Dimer
bzw. den Spektren in den beiden Lo¨sungsmitteln gegenu¨bergestellt. Die maximale Ab-
weichung zwischen Theorie und Experiment betra¨gt hier 1.1 ppm, wobei die u¨brigen
Abweichungen deutlich kleiner sind (max. 0.5 ppm). Der Vergleich zeigt ferner, dass
die berechneten Verschiebungen fu¨r die Dimere gut mit den experimentellen Werten
in D2O und die berechneten Verschiebungen fu¨r die Monomere gut mit dem Spektrum
in CD3OD u¨bereinstimmen. Durch die gute U¨bereinstimmung von Theorie und Ex-
periment wird belegt, dass in wa¨ssriger Lo¨sung tatsa¨chlich jeweils eine Dimerisierung
stattfindet.
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GIAO-HF [ppm]
Komplex Proton δSVP δTZP max. Differenz
Ha 6.3/6.6 6.5/6.8 0.2
Ha′ 6.5/6.8 6.7/7.0 0.2
[2]2 Hb 3.2/3.4 3.3/3.5 0.1
Hb′ 4.0/4.3 4.1/4.4 0.1
Ha 5.9/6.8/6.8/7.2 6.0/6.9/7.0/7.4 0.2
Hb 2.5/4.4/5.8/6.4 2.6/4.5/6.0/6.6 0.2
[4]2 Hc 5.9/6.6/6.9/7.3 6.1/6.8/7.1/7.4 0.2
Hd 6.1/6.2/6.2/6.7 6.3/6.4/6.4/7.0 0.3
Tabelle 7.1: Vergleich der berechneten relativen chemischen SVP- und TZP-
Verschiebungen fu¨r die Dimere. Die Werte gelten jeweils fu¨r eine Pinzette/einen Clip
innerhalb des jeweiligen Dimers, die Verschiebungsdifferenzen a¨quivalenter Protonen
zwischen beiden Monomeren innerhalb eines Dimers betragen fu¨r die hier gezeigten
Protonen maximal 0.1 ppm (TZP). Die verschiedenen Protonen eines Typs sind, in
jeweils gleicher Sortierung, durch Schra¨gstriche getrennt dargestellt.
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GIAO-HF [ppm] Exp [ppm]
Moleku¨l Proton δmonomer δdimer δCD3OD δD2O ∆δcalc ∆δexp
Ha 7.4 6.7 6.3 0.7 0.8
Ha′ 7.5 6.9
7.1
6.4 0.6 0.7
2
Hb 7.0 3.4 3.6 3.6 3.1
Hb′ 7.2 4.3
6.7
3.7 2.9 3.0
Ha 7.9 6.8 7.7 6.9 1.1 0.8
Hb 8.3 4.9 8.1 5.8 3.4 2.3
4
Hc 7.9 6.9 7.8 6.8 1.0 1.0
Hd 6.9 6.5 7.2 6.8 0.4 0.4
Tabelle 7.2: Vergleich der berechneten, u¨ber alle Protonen eines Typs gemittel-
ten Monomer- und Dimer-Verschiebungen (TZP) mit dem Experiment in D2O und
CD3OD. Die Dimer-Werte gelten jeweils fu¨r eine Pinzette/einen Clip innerhalb des je-
weiligen Dimers, die Verschiebungsdifferenzen a¨quivalenter Protonen zwischen beiden
Monomeren innerhalb eines Dimers betragen fu¨r die hier gezeigten Protonen maximal
0.1 ppm (TZP).
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Abbildung 7.2: Monomer und Dimer der Pinzette 2 (oben) und des Clips 4 (un-
ten). Alle gezeigten Strukturen sind kraftfeldoptimiert (Macromodel 6.5, Amber*/H2O,
Monte-Carlo Konformerensuche mit 5000 Strukturen).
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7.4 Komplexierung von NAD+
In ju¨ngerer Zeit wurde in den Arbeitsgruppen von Kla¨rner und Schrader beobachtet,
dass einige wasserlo¨sliche molekulare Pinzetten und Clips vom Typ 1 bzw. 3 (vgl. Abb.
7.1) in der Lage sind, Aminosa¨uren [140] und Nucleotide wie NAD+ [138, 141, 145]
selektiv zu binden. Dadurch stellt sich die Frage, ob sich die Pinzetten und Clips
als ku¨nstliche Enzyminhibitoren eignen und welche Vorteile sich daraus ergeben. Erste
Ergebnisse zur Inhibierung von Alkoholdehydrogenase sehen vielversprechend aus [143],
auch wenn sich die Forschung hier noch in einem sehr fru¨hen Stadium befindet.
Abbildung 7.3: Strukturformeln und Nummerierung von NAD+ und den untersuch-
ten Strukturanaloga. NADH wird nicht explizit aufgefu¨hrt, da es sich von NAD+ le-
diglich durch Hydrierung an N-4 unterscheidet.
Im Rahmen dieser Arbeit wurde die Komplexierung von NAD+ und strukturell ver-
wandten Systemen in wa¨ssriger Lo¨sung durch den wasserlo¨slichen Clip 3 mit R1 = R2
= OPMeO−2 Li
+ oder R1 = R2 = OPO
2−
3 2Li
+ mittels quantenchemischer Berechnun-
gen der 1H-NMR-Verschiebungen untersucht. Experimentell wurde festgestellt, dass
die komplexinduzierten Verschiebungen fu¨r den Nicotinamid- und den Adeninteil von
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NAD+ (vgl. Abb. 7.3), berechnet als Differenz aus den Verschiebungen des NAD+-
Gastes ohne und mit Zugabe des Clips, in gepufferter Lo¨sung große Werte annehmen,
was auf die Existenz von Einlagerungskomplexen hinweist, wohingegen die ∆δ-Werte
bei ungepufferten Bedingungen in leicht saurer Lo¨sung klein bleiben [145]. Das letztere
Verhalten kann durch Bildung von NAD+-Aggregaten in ungepufferter Lo¨sung erkla¨rt
werden, was durch kalorimetrische Messungen (Isothermal Calorimetry, ITC) besta¨tigt
werden konnte [145]. Die Aggregate sind im Gegensatz zu den Monomeren offensicht-
lich nicht in der Lage, sich in die Clipmoleku¨le effektiv einzulagern. Die ITC-Messungen
zeigten u¨berdies, dass sich keine Dimere, sondern gro¨ßere Aggregate bilden. Aufgrund
der großen komplexinduzierten Verschiebungen in gepufferter Lo¨sung kann man da-
von ausgehen, dass die bei diesen Bedingungen monomer vorliegenden Gastmoleku¨le
mit den Clips Wirt-Gast-Komplexe unter Einschluss einer der beiden NAD+-Einheiten
bilden. Dabei besteht auch die Mo¨glichkeit, dass ein Gleichgewicht zwischen dem un-
komplexierten Zustand und zwei Komplexen, bei denen jeweils der Nicotinamid- oder
der Adeninteil im Wirt gebunden ist, existiert.
Um diesen Sachverhalt genauer zu analysieren, wurde neben der Untersuchung des
NAD+-Systems auch die Komplexbildung mit den Gastmoleku¨len N -Methylnicotin-
amid (NMNA), Nicotinamidnucleotidphosphat (NMN) und Adenosinmonophosphat
(AMP), welche man als Untereinheiten von NAD+ auffassen kann (Abb. 7.3), betrach-
tet. Zusa¨tzlich wurde auch NADH, das enzymatische Reduktionsprodukt von NAD+,
untersucht. Als Erga¨nzung zu den von den Kooperationspartnern durchgefu¨hrten ex-
perimentellen Untersuchungen [145] wurden im Rahmen dieser Arbeit quantenche-
mische 1H-NMR-Verschiebungen fu¨r mo¨gliche, kraftfeldoptimierte Komplexstrukturen
der oben genannten Systeme berechnet.
Die fu¨r die Berechnungen verwendeten Strukturen wurden durch in der Arbeits-
gruppe von Kla¨rner durchgefu¨hrte Kraftfeldoptimierungen (Amber*/H2O) erhalten.
1H-NMR-Verschiebungen wurden dann im Rahmen dieser Arbeit mittels der ab-initio-
NMR-Methode GIAO-HF/SVP berechnet, wobei relative chemische Verschiebungen
sich immer auf ein auf dem gleichen theoretischen Niveau gerechnetes TMS-Moleku¨l
beziehen. Komplexinduzierte Verschiebungen wurden als Differenzen fu¨r den freien und
gebundenen Gast erhalten. Da bei den Rechnungen keine Lo¨sungsmitteleffekte beru¨ck-
sichtigt wurden, werden nur Protonenverschiebungen mit einer geringen Abha¨ngigkeit
vom Lo¨sungsmittel (von wenigen Zehntel ppm) in die Interpretation einbezogen.
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7.4.1 Untersuchung der NAD+-Komplexe
Fu¨r die Berechung der 1H-NMR-Verschiebungen der NAD+-Komplexe wurden insge-
samt neun Komplexstrukturen und drei Strukturen des freien Gastes herangezogen
(Amber*/H2O, siehe Supporting Information in Ref. [145]). In sechs Komplexstruk-
turen ist die Nicotinamideinheit und in dreien die Adenineinheit in der Clipkavita¨t
gebunden. Die drei Gaststrukturen unterscheiden sich bezu¨glich der relativen Verschie-
bungen nicht wesentlich fu¨r die untersuchten Protonen (max. Abweichung 0.6 ppm),
so dass sich alle im folgenden gezeigten komplexinduzierten Verschiebungen nur auf
diejenige Gaststruktur beziehen (vgl. Abb. 7.4 und
”
g3“ in der Supporting Information
von Ref. [145]), welche bei den Maximalabweichungen tendenziell die beste U¨berein-
stimmung mit dem Experiment ergibt.
Der Vergleich mit dem Experiment in gepufferter Lo¨sung (vgl. Abb. 7.5) zeigt fu¨r
die Nicotinamid-gebundenen Komplexe eine bessere U¨bereinstimmung als fu¨r Adenin-
gebundene. So lieferte die Struktur NAD-Nic in Abb. 7.5 (oben) mit Nicotinamid-
bindung die beste U¨bereinstimmung mit dem Experiment mit einer maximalen Ab-
weichung der komplexinduzierten Verschiebungen des Nicotinteils von 0.8 ppm und
der Adenineinheit von 0.6 ppm. Die u¨brigen untersuchten Nicotinamid-gebundenen
Komplexstrukturen zeigen gro¨ßere maximale Abweichungen von 1.4 – 3.9 ppm fu¨r die
Nicotinamid- und 0.5 – 1.1 ppm fu¨r die Adenineinheit, wohingegen die maximalen Ab-
weichungen bei den Adenin-gebundenen Strukturen immer recht groß mit insgesamt
2.1 – 2.6 ppm fu¨r die Adenin- und 2.5 – 3.7 ppm fu¨r die Nicotinamideinheit sind. Der
Adenin-gebundene Komplex NAD-Ade mit der besten U¨bereinstimmung ist in Abb.
7.5 unten dargestellt.
Als Schlussfolgerung ergibt sich, dass die Ergebnisse der Rechnungen in der Tat auf
die Existenz von Wirt-Gast-Komplexen des Clips mit NAD+ in gepufferter wa¨ssriger
Lo¨sung hinweisen, auch wenn, bedingt durch die große Flexibilita¨t des Systems und die
begrenzte Anzahl an berechneten Strukturen ein Strukturbeweis nur in Kombination
mit weiteren (experimentellen) Untersuchungen mo¨glich ist [145]. Da eine Nicotinamid-
gebundene Struktur die beste U¨bereinstimmung mit dem Experiment zeigt und ande-
rerseits die ebenfalls recht großen komplexinduzierten Verschiebungen beim Adenin
sowie weitere experimentelle Hinweise (siehe unten) auf eine ebenfalls stattfindende In-
korporation der Adenineinheit in die Kavita¨t des Clips hinweisen, kann man schlussfol-
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gern, dass bei den gegebenen experimentellen Bedingungen ein dynamisches Gleichge-
wicht zwischen beiden Komplexformen existiert, bei dem die Nicotinamid-gebundene
Form den gro¨ßeren Anteil tra¨gt, so dass die gemittelte Struktur der NAD-Nic-Struktur
nahekommt.
δcalc [ppm] ∆δcalc [ppm]
Proton Gast NAD-Nic NAD-Ade NAD-Nic NAD-Ade ∆δexp [ppm]
N2 10.0 8.0 8.4 2.0 1.6 1.2
N4 9.9 6.2 7.7 3.7 2.2 2.9
N5 8.0 4.7 7.3 3.3 0.7 3.2
N6 8.8 7.0 8.0 1.8 0.8 1.5
N1’ 5.7 4.7 4.8 1.0 0.9 0.3
A2 8.4 7.9 5.8 0.5 2.6 0.5
A8 8.0 7.0 6.6 1.0 1.4 1.6
A1’ 5.9 5.5 5.4 0.4 0.5 0.6
Tabelle 7.3: Berechnete relative 1H-NMR-Verschiebungen fu¨r den freien Gast (Abb.
7.4) und die Komplexe NAD-Nic und NAD-Ade (Abb. 7.5) sowie Vergleich der ent-
sprechenden komplexinduzierten Verschiebungen ∆δ mit dem Experiment (gepufferte
Lo¨sung).
Abbildung 7.4: Die in der Auswertung verwendete Struktur des freien NAD+-Gastes
(Amber*/H2O).
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Abbildung 7.5: Die jeweilige Nicotinamid-gebundene (NAD-Nic, oben) und Adenin-
gebundene (NAD-Ade, unten) Struktur aus dem Ensemble der kraftfeldopti-
mierten Strukturen (Amber*/H2O), deren berechnete komplexinduzierte
1H-NMR-
Verschiebungen die kleinsten Abweichungen zum Experiment in gepufferter Lo¨sung
zeigen. Die Zahlen geben die entsprechenden experimentellen (gepufferte Lo¨sung) und
berechneten (GIAO-HF/SVP) Verschiebungen fu¨r die jeweiligen Protonen im Format
Experiment/Theorie an.
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7.4.2 Untersuchung der NMNA-, NMN-, AMP- und NADH-
Komplexe
Der experimentelle Befund in gepufferter Lo¨sung fu¨r die mit NAD+ strukturverwand-
ten Systeme NMNA, NMN und AMP zeigt in allen Fa¨llen große komplexinduzierte
Verschiebungen fu¨r die Nicotinamid- bzw. Adeninprotonen (vgl. Tabellen 7.4 – 7.6).
Dies legt eine Einlagerung des entsprechenden Gastes in die Clipkavita¨t nahe, was
durch quantenchemische Berechung der komplexinduzierten Verschiebungen besta¨tigt
werden konnte: In den Tabellen 7.4 – 7.6 sind die komplexinduzierten Verschiebungen
derjenigen Komplexe aufgelistet, die innerhalb der Menge der untersuchten Systeme
die beste U¨bereinstimmung mit dem Experiment ergeben [145], in den Abb. 7.6 – 7.8
sind die entsprechenden Komplexstrukturen und die der freien Ga¨ste dargestellt. Die
maximalen Abweichungen betragen 0.4 ppm, 0.5 ppm und 1.4 ppm fu¨r NMNA, NMN
und AMP und liegen damit innerhalb bzw. nur wenig außerhalb der theoretischen Feh-
lerbalken. Da man NMNA und das Nucleotid NMN als Modell fu¨r den Nicotinamidteil
des NAD+ und AMP als entsprechendes Modell fu¨r den Adeninteil auffassen kann,
ist die Existenz der Wirt-Gast-Komplexe dieser Moleku¨le mit dem Clip ein deutlicher
Hinweis auf eine Einlagerung sowohl der Nicotinamid- als auch der Adenineinheit in
den NAD+-Komplex.
Schließlich wurden auch die komplexinduzierten Verschiebungen von NADH, dem
Produkt der enzymatischen Reduktion von NAD+, untersucht. Die großen ∆δ-Werte
fu¨r die Adeninprotonen und die praktisch vernachla¨ssigbar kleinen komplexinduzier-
ten Verschiebungen des Dihydronicotinamidteils in gepufferter Lo¨sung lassen auf einen
Komplex mit alleiniger Einlagerung der Adenineinheit schließen. Auch dieser Befund
konnte durch quantenchemische Rechnungen besta¨tigt werden. Gerechnet wurden ins-
gesamt elf Komplexstrukturen und drei Strukturen des freien Gastes [145], von denen in
Tabelle 7.7 und Abb. 7.9 die am besten zum Experiment passende Kombination gezeigt
ist. Die maximale Abweichung zum Experiment betra¨gt hier 1.1 ppm und liegt damit
nur knapp außerhalb der theoretischen Fehlerbalken. Da der NADH-Komplex, wie im
Experiment festgestellt werden konnte [145], sehr viel instabiler ist als der NAD+-
Komplex, lassen sich die beiden Oxidationszusta¨nde NAD+/NADH unterscheiden und
der Clip ist nicht anfa¨llig fu¨r eine Inhibierung durch NADH.
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δcalc [ppm]
Proton Gast Wirt-Gast ∆δcalc [ppm] ∆δexp [ppm]
N2 10.1 8.3 1.8 1.8
N4 9.3 5.4 3.9 3.7
N5 8.4 5.3 3.1 3.3
N6 9.1 6.3 2.8 2.6
N-CH3 4.5 3.1 1.4 1.0
Tabelle 7.4: Berechnete relative 1H-NMR-Verschiebungen fu¨r den freien NMNA-Gast
und den Wirt-Gast-Komplex mit der besten U¨bereinstimmung mit dem Experiment
(vgl. Abb. 7.6), sowie der Vergleich der entsprechenden komplexinduzierten Verschie-
bungen mit den experimentellen Werten (gepufferte Lo¨sung).
Abbildung 7.6: Freier NMNA-Gast und der Wirt-Gast-Komplex mit der besten U¨ber-
einstimmung von Theorie und Experiment (Amber*/H2O).
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δcalc [ppm]
Proton Gast Wirt-Gast ∆δcalc [ppm] ∆δexp [ppm]
N2 10.5 8.9 1.6 1.3
N4 9.0 5.9 3.1 2.9
N5 8.0 5.0 3.0 3.5
N6 9.3 7.5 1.8 1.8
N1’ 5.6 5.0 0.6 0.6
N4’ 3.7 3.3 0.4 0.1
Tabelle 7.5: Berechnete relative 1H-NMR-Verschiebungen fu¨r den freien NMN-Gast
und den Wirt-Gast-Komplex mit der besten U¨bereinstimmung mit dem Experiment
(vgl. Abb. 7.7), sowie der Vergleich der entsprechenden komplexinduzierten Verschie-
bungen mit den experimentellen Werten (gepufferte Lo¨sung).
Abbildung 7.7: Freier NMN-Gast und der Wirt-Gast-Komplex mit der besten U¨ber-
einstimmung von Theorie und Experiment (Amber*/H2O).
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δcalc [ppm]
Proton Gast Wirt-Gast ∆δcalc [ppm] ∆δexp [ppm]
A2 8.0 7.1 0.9 0.7
A8 9.0 6.3 2.7 3.1
A1’ 5.6 3.7 1.9 0.5
A3’ 2.9 3.5 -0.6 0.1
Tabelle 7.6: Berechnete relative 1H-NMR-Verschiebungen fu¨r den freien AMP-Gast
und den Wirt-Gast-Komplex mit der besten U¨bereinstimmung mit dem Experiment
(vgl. Abb. 7.8), sowie der Vergleich der entsprechenden komplexinduzierten Verschie-
bungen mit den experimentellen Werten (gepufferte Lo¨sung).
Abbildung 7.8: Freier AMP-Gast und der Wirt-Gast-Komplex mit der besten U¨ber-
einstimmung von Theorie und Experiment (Amber*/H2O).
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δcalc [ppm]
Proton Gast Wirt-Gast ∆δcalc [ppm] ∆δexp [ppm]
N2 7.9 8.4 -0.5 0.2
N1’ 4.0 4.2 -0.2 0.2
A2 8.0 5.6 2.4 1.3
A8 8.6 7.6 1.0 0.5
A1’ 5.8 4.8 1.0 0.3
Tabelle 7.7: Berechnete relative 1H-NMR-Verschiebungen fu¨r diejenige Kombination
aus freiem NADH-Gast und Wirt-Gast-Komplex (vgl. Abb. 7.9), welche am besten mit
dem Experiment u¨bereinstimmt, sowie der Vergleich der entsprechenden komplexindu-
zierten Verschiebungen mit den experimentellen Werten (gepufferte Lo¨sung).
Abbildung 7.9: Kombination von freiem NADH-Gast und Wirt-Gast-Komplex mit
der besten U¨bereinstimmung von Theorie und Experiment (Amber*/H2O).
Kapitel 8
Zusammenfassung und Ausblick
Die im Rahmen dieser Arbeit entwickelten RI-AO-MP2- und RI-CDD-MP2-Methoden
[114,115] zeigen fu¨r kompakte Moleku¨le einen deutlich verringerten Vorfaktor im Ver-
gleich zum linear-skalierenden AO-MP2 [42, 44]. Besonders deutlich ist der Effizienz-
gewinn fu¨r RI-CDD-MP2, wo Geschwindigkeitsvorteile von ein bis zwei Gro¨ßenord-
nungen beobachtet werden und die Vorteile fu¨r gro¨ßere Basissa¨tze zunehmen. Obwohl
die RI-Methoden kein lineares Skalenverhalten zeigen, skalieren sie doch deutlich bes-
ser als das konventionelle RI-MO-MP2-Verfahren, so dass sie schon fu¨r mittelgroße
Systeme mit diesem konkurrieren ko¨nnen und fu¨r große Moleku¨le deutlich u¨berlegen
sind. Vor allem durch die RI-CDD-MP2-Methode kann so der Anwendungsbereich fu¨r
MP2-Berechnungen mit den fu¨r Korrelationsverfahren relevanten großen Basissa¨tzen
deutlich erweitert werden [115].
Die Entwicklung eines linear-skalierenden RI-MP2-Verfahrens ist bisher nur durch
pragmatische, aber nicht rigorose Ansa¨tze im Kontext von lokalen Korrelationsmetho-
den effizient realisiert worden (siehe z.B. Ref. [76]), so dass eine rigorose Implementie-
rung als Herausforderung fu¨r zuku¨nftige Entwicklungen verbleibt. Demgegenu¨ber stellt
die Implementierung der Austausch-artigen Energieterme, welche fu¨r das RI-AO- und
RI-CDD-MP2-Programm noch fehlt, kein prinzipielles Problem dar [116].
Ebenfalls entwickelt wurde eine alternative Integralvorabscha¨tzung, welche fu¨r den
Hartree-Fock-Austauschteil getestet wurde sowie ein linear-skalierendes RI-J-Verfahren.
Dabei wurde gezeigt, dass beide Methoden zwar prinzipiell richtige Resultate liefern,
hinsichtlich einer praktischen Anwendbarkeit aber nicht robust und effizient genug sind.
Der zweite Teil der Arbeit befasst sich im wesentlichen mit der Berechnung von
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1H-NMR-Verschiebungen auf Hartree-Fock-Niveau. Fu¨r die Berechnungen wurde ein
in unserer Arbeitsgruppe entwickeltes Programm verwendet, das die Bestimmung von
NMR-Verschiebungen fu¨r elektronisch lokale Systeme mit einem linear-skalierenden
Aufwand gestattet [33,38]. Dadurch konnten im Rahmen der vorliegenden Arbeit wich-
tige Hilfestellungen bei der Strukturaufkla¨rung eines Aminopyrazol-Systems [128] so-
wie von molekularen Pinzetten und Clips [130,145] geleistet werden. Ebenso wurde die
Konvergenz von NMR-Spektren mit der Gro¨ße von Festko¨rperausschnitten untersucht.
Dabei wurden fu¨r ein Wirt-Gast-System aus molekularer Pinzette und Dicyanoben-
zol NMR-Verschiebungen auf HF- und DFT-Niveau berechnet (die DFT-Rechnungen
wurden von Jo¨rg Kußmann durchgefu¨hrt), wobei das gro¨ßte betrachtete Festko¨rperfrag-
ment aus 13 Komplexen mit 1196 Atomen und 13 260 Basisfunktionen besteht [146]. Da
diese Arbeiten noch nicht vollsta¨ndig abgeschlossen sind, werden sie in der vorliegenden
Dissertation nicht besprochen, sondern sind Gegenstand einer Publikation [146].
Anhang A
Technische Details
Die neuen Methoden wurden in eine Entwicklungsversion des Programmpaketes Q-
Chem [118] implementiert. Alle ab-initio-Rechnungen wurden, bis auf gelegentliche Ver-
gleichsrechnungen zu Testzwecken, welche mit dem Programmpaket Turbomole [147]
vollzogen wurden, ebenfalls mit Q-Chem durchgefu¨hrt. Kraftfeldrechnungen erfolgten
mit dem Programm Macromodel [148], wobei die Kraftfelder MMFF94/H2O [149] und
Amber*/H2O [150] verwendet wurden (die Amber*/H2O-Rechnungen wurden von Ko-
operationspartnern durchgefu¨hrt).
Als Basissa¨tze wurden die double-zeta-Basen 6-31G* bzw. 6-31G** [151–153] und
SVP [154] sowie die triple-zeta-Sa¨tze TZP [154] und cc-pVTZ [155, 156] verwendet.
Fu¨r die RI-Rechnungen wurden die Hilfsbasissa¨tze von Ahlrichs et al. verwendet [75,
86,157,158]. Ferner kam bei einer Rechnung das DFT-Funktional B3LYP [61,62] zum
Einsatz. Die in Kapitel 3 und Kapitel 5 besprochenen, fu¨r Zeitmessungen relevanten
Rechnungen wurden gro¨ßtenteils auf Intel Xeon EM64T Zweiprozessor-Workstations
durchgefu¨hrt, wobei nur ein Prozessor verwendet wurde. Fu¨r die entsprechenden Rech-
nungen in Kapitel 4 wurden Intel Pentium 4 PCs (ein Prozessor) verwendet.
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Anhang B
Verwendete Abku¨rzungen
Amber Assisted Model Building with Energy Refinement
AMP Adenosine-Monophosphate
AO Atomic Orbital
AO-MP2 Atomic Orbital-based Second-Order MP Perturbation Theory
B Becke
B3LYP Becke 3-Parameter Lee-Yang-Parr
CC Coupled Cluster
CDD-MP2 Cholesky-Decomposed Density-based Second-Order
MP Perturbation Theory
CFMM Continuous Fast Multipole Method
CI Configuration Interaction
CPHF Coupled-Perturbed Hartree-Fock
CPU Central Processing Unit
DFT Density Functional Theory
D-GIAO Density-based Gauge Including/Invariant Atomic Orbitals
DIIS Direct Inversion in the Iterative Subspace
DM Direct Minimization
DNA Desoxyribonucleic Acid
ERI Electron Repulsion Integral
FTI Fully Transformed Integral
FTindex Index of Fully Transformed Integrals
FTindexS Resorted Index of Fully Transformed Integrals
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GDM Geometric Direct Minimization
GGA Generalized Gradient Approximation
GIAO Gauge Including/Invariant Atomic Orbitals
HF Hartree-Fock
HTbra Index of Bra Indizes of Half Transformed Integrals
HTI Half Transformed Integral
HTindex Index of Half Transformed Integrals
HTindexS Resorted Index of Half Transformed Integrals
I/O Input/Output
ITC Isothermal Calorimetry
KS Kohn-Sham
LinK Linear K
LMO Localized Molecular Orbital
LSDA Local Spin-Density Approximation
LYP Lee-Yang-Parr
MBIE Multipole-Based Integral Estimates
MCSCF Multiconfigurational Self Consistent Field
MKL Math Kernel Library
MMFF Merck Molecular Force Field
MO Molecular Orbtial
MO-MP2 Molecular Orbital-based Second-Order MP Perturbation Theory
MP Møller-Plesset
MPn Møller-Plesset n-th Order Perturbation Theory
NAD+ Nicotinamide Dinucleotide
NADH Nicotinamide Dinucleotide (reduced form)
NMN Nicotinamide Nucleotidphosphate
NMNA N-Methylnicotinamide
NMR Nuclear Magnetic Resonance
PBE Perdew-Burke-Ernzerhof
PW Perdew-Wang
RAM Random Access Memory
RI Resolution-of-the-Identity
RI-J Resolution-of-the-Identity for the HF Coulomb part
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SCF Self Consistent Field
SOS Scaled Opposite Spin
T1index Shell-pair Index for the first Transformation
T2index Shell-pair Index for the second Transformation
TFD Thomas-Fermi-Dirac
TMS Tetramethylsilane
VWN Vosko-Wilk-Nusair
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