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In this work we introduce a geometric integrator for molecular dynamics simulations of physical
systems in the canonical ensemble. In particular, we consider the equations arising from the so-called
density dynamics algorithm with any possible type of thermostat and provide an integrator that
preserves the invariant distribution. Our integrator thus constitutes a unified framework that allows
the study and comparison of different thermostats and of their influence on the equilibrium and non-
equilibrium (thermo-)dynamic properties of the system. To show the validity and the generality of
the integrator, we implement it with a second-order, time-reversible method and apply it to the
simulation of a Lennard-Jones system with three different thermostats, obtaining good conservation
of the geometrical properties and recovering the expected thermodynamic results.
I. INTRODUCTION
While dynamics in the microcanonical ensemble is eas-
ily generated from the standard Hamilton equations of
motion for a conservative system, a problem arises when
trying to generate deterministic equations of motion that
reproduce a given system in contact with a thermal reser-
voir at a fixed temperature, i.e. a system in the canoni-
cal ensemble. This problem is relevant, for example, for
molecular dynamics simulations, since the canonical en-
semble is more useful for comparison with experimental
situations [1–3]. Several algorithms for simulations in
the canonical ensemble have been suggested in the lit-
erature [4, 5]; here, we focus on those that extend the
physical phase space of the system of interest by adding
an extra dimension which takes into account the interac-
tion of the system with the environment. Such methods
are usually referred to as thermostat algorithms, the most
well-known being Nose´-Hoover dynamics [6, 7].
It is known that several possible inequivalent deter-
ministic thermostats correctly generate the canonical en-
semble in the physical phase space [8–10]. Fukuda and
Nakamura [11] provided an algorithm called Density Dy-
namics (DD) that can generate, in principle, any invari-
ant distribution in the extended and in the physical phase
space. For example, Nose´-Hoover dynamics corresponds,
in this scheme, to prescribing a Gaussian distribution
for an extended variable that controls the interaction be-
tween the system and the environment. However, this
choice is not unique: choosing a different distribution for
the extended variable can also lead to a canonical ensem-
ble in the physical phase space.
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Recently, two of the present authors introduced a simi-
lar algorithm, Contact Density Dynamics (CDD) [12], in
which the equations of motion stem from contact Hamil-
tonian mechanics [13]. One can show that this algorithm
leads to results equivalent to those of DD; see Section II.
Given the fact that a canonical ensemble in the physi-
cal phase space can be reproduced by means of different
types of thermostatting dynamics, an interesting ques-
tion arises as to whether one can distinguish between
such thermostats and establish criteria to prefer one over
the other, at least for particular systems. For exam-
ple, one such criterion is the lack of ergodicity for some
value of the thermostatting parameter or for different
temperature ranges, which would lead to a dynamics
that does not correctly reproduce the expected thermo-
dynamic properties. Therefore, for instance, one would
like to show that for a given system a thermostat is supe-
rior over another in that it produces the correct results
for a wider range of the thermostatting parameter and
of the external temperature. Such a problem can be ad-
dressed either with theoretical investigations or with ref-
erence to numerical simulations; for the latter, for con-
sistent comparisons it is necessary to have a unified and
general framework for the numerical integration of any
thermostat dynamics. Moreover, this unique numerical
integrator should be constructed to respect the relevant
geometric structures of each different thermostat.
In this work we introduce a numerical integrator with
the above prescribed properties. It is a geometric integra-
tor (geometric in the sense of structure-preserving [14])
for the equations of motion of Density Dynamics, adapted
to the simulation of a physical system in the canonical
ensemble. We show that our integrator works for any
choice of the thermostatting mechanism and thus applies
to any canonically thermostatted dynamics. The inte-
grator is constructed by splitting the vector field of the
dynamics and composing the individual flows using the
symmetric Trotter factorization [4, 5, 15–17].
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2To show the usefulness of our integrator, we use it to
simulate a Lennard-Jones fluid with 256 particles in the
canonical ensemble within three different thermostatting
schemes: the Gaussian (Nose´-Hoover) model, the quar-
tic model of Fukuda and Nakamura [18], and the logistic
model that we proposed in [12]. The results show that
our integrator is suitable for performing numerical simu-
lations with any of the thermostatting schemes, and that
it maintains control over the invariant quantity through-
out the simulation once equilibrium is reached. Further-
more, all three schemes generate results that are consis-
tent with the canonical ensemble. This is of particular
interest to perform simulations where the Nose´-Hoover
method fails, or takes a long time to reach equilibrium,
such as occurs for the harmonic oscillator [7, 19–21], and
to compare the results obtained by different thermostat-
ting schemes.
We remark that the main difference between our inte-
grator and the one described by Fukuda and Nakamura
is that in [18] the authors built a numerical integrator
in the (2n + 2)-dimensional extended phase space, as-
suming that an unspecified splitting was given for the
(2n + 1)-dimensional vector field. Here, instead, we di-
rectly provide, for the first time, an explicit splitting for
the (2n+ 2)-dimensional vector field.
II. DENSITY DYNAMICS IN THE CANONICAL
ENSEMBLE
The standard Hamilton equations imply the conserva-
tion of energy and consequently they generate a dynam-
ics in the microcanonical ensemble. There are several
proposals to produce non-Hamiltonian dynamics con-
sistent with different ensembles [5, 7, 10, 22]. In this
work, we consider the Density Dynamics (DD) algorithm,
which provides dynamical equations that generate an ar-
bitrary density ρ(p,q, ζ) as the invariant distribution in
a (2n+ 1)-dimensional phase space [11].
The DD equations are given by
q˙i =
∂Θ(p,q, ζ)
∂pi
,
p˙i = −∂Θ(p,q, ζ)
∂qi
− ∂Θ(p,q, ζ)
∂ζ
pi ,
ζ˙ =
n∑
i=1
pi
∂Θ(p,q, ζ)
∂pi
− n ,
(1)
(2)
(3)
where p and q are the mechanical variables of the phys-
ical system of interest and ζ is an additional variable
associated with the degrees of freedom of the thermal
reservoir. Here Θ(p,q, ζ) = −lnρ(p,q, ζ) and i goes from
1 to n, the number of degrees of freedom of the physical
system. We take ρ to be the product of two independent
distributions,
ρ = ρsys(p,q)ρth(ζ) , (4)
where the desired invariant distribution ρsys for the phys-
ical system is obtained by integrating out the unphysical
degree of freedom ζ over the distribution ρth of the ther-
mostat.
A further justification for DD can be given in terms
of the geometrical setting provided by Contact Den-
sity Dynamics (CDD). In this framework, one derives
the equations of motion from contact Hamiltonian me-
chanics [13]; see equations (11)–(13) in [12]. To re-
cover (1)–(3) from CDD one fixes the contact Hamilto-
nian to be h = exp(Θ/n) and rescales time according to
dt 7→ h/n dt.
Another important property of the system (1)–(3) is
that it has an invariant function [18]. To see this, it
is convenient to extend the (2n + 1)-dimensional phase
space to one with dimensionality 2n+ 2, denoted in this
work as the Extended Phase Space (EPS), by addition of
the new coordinate ν, whose equation of motion is
ν˙ = −div(X)
n
, (5)
where X is the vector field defining the system (1)–(3).
A straightforward calculation shows that
ν˙ =
∂Θ(p,q, ζ)
∂ζ
(6)
and that, given a solution φ(t) of (1)–(3), the quantity
Iφ(t) = Θ(φ(t)) + nν(φ(t)) . (7)
is constant with respect to time t (i.e., I˙φ ≡ 0) and thus
is an invariant of the flow.
For performing simulations in the canonical ensemble,
the distribution ρ is factored out as in (4):
ρ(p,q, ζ) =
exp(−βH(p,q))
Z f(ζ) , (8)
with H(p,q) the Hamiltonian of the physical system, β
a constant (the inverse of the temperature of the reser-
voir), Z the partition function and f(ζ) a distribution
for the variable ζ. Substituting the joint distribution (8)
into equations (1)–(3) and using (6), we get the following
equations of motion in the EPS:
q˙i = β
∂H(p,q)
∂pi
,
p˙i = −β ∂H(p,q)
∂qi
+
f ′(ζ)
f(ζ)
pi ,
ζ˙ = β
n∑
i=1
∂H(p,q)
∂pi
pi − n ,
ν˙ = −f
′(ζ)
f(ζ)
.
By rescaling the vector field as
X 7→ X
β
≡ XEPS , (9)
3which is equivalent to the scaling in time t 7→ βt, we get
a more natural form for the equations of motion, namely
q˙i =
∂H(p,q)
∂pi
,
p˙i = −∂H(p,q)
∂qi
+
f ′(ζ)
βf(ζ)
pi ,
ζ˙ =
n∑
i=1
∂H(p,q)
∂pi
pi − n
β
,
ν˙ = − f
′(ζ)
βf(ζ)
.
(10)
(11)
(12)
(13)
Since β is constant, such a rescaling in time changes
neither the equilibrium properties of the system nor the
integral curves of the vector field [23].
The invariant quantity (7) after rescaling reads
Iφ(t) = H(p(φ(t)),q(φ(t))− lnf(ζ(φ(t))
β
+
n
β
ν(φ(t)) .
(14)
Finally, it can be shown that the dynamics (10)–(13)
in the EPS has the invariant measure [24]
dµ = enνdnqdnpdζdν , (15)
which, using the conservation law (14), can be rewritten
as
dµ = enνδ
(
H(p,q)− lnf(ζ)
β
+
n
β
ν − C
)
dnqdnpdζdν ,
(16)
where C is a constant defined by the initial condition.
From (16) a canonical distribution for the physical phase
space follows after integration of the additional degrees
of freedom ζ and ν. Therefore, assuming ergodicity and
provided there are no additional integrals of motion, the
dynamics (10)–(13) dynamically generates the canonical
ensemble [24].
We remark that the role of the thermostat is codified
in the function f(ζ) and that different choices of f lead to
different dynamics, which are all, in principle, consistent
with the canonical ensemble. For example, choosing f(ζ)
as a Gaussian distribution one obtains the Nose´-Hoover
dynamics, choosing a quartic distribution one obtains the
dynamics proposed in [18], and with a choice of a logistic
distribution one obtains the dynamics introduced in [12].
III. GEOMETRIC INTEGRATION
In this section, we present the main result of this paper,
i.e. a geometric numerical integrator for the flow (10)–
(13) that applies to any possible choice for the ther-
mostatting function f(ζ).
A. Splitting of the vector field
An integrator is called geometric if it preserves exactly
one or more of the geometric properties of a system of
differential equations [16]. For example, symplectic inte-
grators are suitable for the integration of systems in the
microcanonical ensemble, as they conserve the symplec-
tic form and hence the phase space volume exactly [16].
Furthermore, even though the energy is not preserved
exactly by the approximate dynamics, the errors are
bounded along the integration; see [5] for details. So,
it is a desirable property of an integrator to be geometric
or structure-preserving [14].
We now present a geometric integrator for the sys-
tem (10)–(13) with properties analogous to those of sym-
plectic integrators for conservative systems, since it con-
serves the invariant measure (15) and maintains the error
in the invariant quantity (14) bounded. The fulfillment
of the first property can be examined analytically, while
the second property is checked through numerical exper-
iments.
To build the integrator we use the splitting method [15].
The idea of this method is to decompose a vector field X
into vector fields Xi, with X =
∑
iXi, such that each Xi
shares the same properties as X; the advantage is that
the Xis are easier to treat numerically. In our case, the
property that we want to preserve with the splitting is the
conservation of the invariant measure. For concreteness,
since XEPS given in (9) satisfies
£XEPSdµ = 0 , (17)
where £ is the Lie derivative (i.e. the derivative along
the vector field XEPS [5]) and dµ is given in (15), we
require each vector field in the splitting XEPS =
∑
iXi
to separately satisfy
£Xidµ = 0 . (18)
We begin by separating XEPS into two parts,
XEPS = Xsys +Xth , (19)
with Xsys the vector field associated with the Hamilto-
nian evolution of the physical system,
Xsys = X
1
sys +X
2
sys (20)
=
[
−∂H(p,q)
∂qi
∂
∂pi
]
+
[
∂H(p,q)
∂pi
∂
∂qi
]
(21)
and Xth the vector field associated with the action of the
thermostat,
Xth = X
1
th +X
2
th (22)
=
[(
n∑
i=1
∂H(p,q)
∂pi
pi − n
β
)
∂
∂ζ
]
+
[
g(ζ)
β
pi
∂
∂pi
− g(ζ)
β
∂
∂ν
]
,
(23)
where g(ζ) ≡ dlnf(ζ)/dζ. It is easy to check that if
the Hamiltonian of the physical system is of the form
H(p,q) = K(p) + V (q), then
£
X
(i)
α
dµ = 0 for α = sys, th and i = 1, 2 (24)
4and thus the individual vectors X1sys, X
2
sys, X
1
th and X
2
th
provide the required splitting of XEPS.
We proceed with the composition of the individual
flows generated by each vector field Xiα. There are differ-
ent ways to perform such a composition; see e.g. [15, 25].
Here, we use a simple factorization scheme that is enough
to illustrate the validity of our integrator.
B. Numerical algorithm
We recall that formally the flow φEPS(t) defined by the
vector field XEPS is applied to an initial condition ω as [5]
φEPS(t)(ω) = exp(tXEPS)(ω) . (25)
Since the right hand side of (25) cannot be evaluated
analytically, we take advantage of the splitting of the
previous section and of a particular method of composi-
tion in order to numerically integrate the dynamics (10)–
(13). The method of composition that we use in this
work is the symmetric Trotter factorization (also known
as the Strang splitting formula or Suzuki’s 2nd order
method) [4, 17, 26], which is one of the simplest methods
to implement a geometric algorithm and test its proper-
ties [14].
The Trotter factorization of the flow corresponding to
the splitting (19), applied to a single time step τ , is
exp(τXEPS) = exp
(τ
2
Xth
)
exp(τXsys) exp
(τ
2
Xth
)
+O(τ3) . (26)
Applying again the Trotter factorization to the further
splittings (20) and (22), we obtain
exp(τXEPS) = exp
(τ
4
X1th
)
exp
(τ
2
X2th
)
exp
(τ
4
X1th
)
exp
(τ
2
X1sys
)
exp(τX2sys) exp
(τ
2
X1sys
)
exp
(τ
4
X1th
)
exp
(τ
2
X2th
)
exp
(τ
4
X1th
)
+O(τ3) . (27)
Alternatively, the superscripts 1 and 2 may be exchanged,
producing an equivalent algorithm.
From now on, we consider a mechanical system with
Hamiltonian
H(p,q) =
n∑
i=1
p2i
2mi
+ V (q) . (28)
The flow defined by (27) applied to any initial condition
ω starts with the evaluation of the operator exp
(
τ
4X
1
th
)
,
namely the translation
exp
(τ
4
X1th
)
(ω) = exp
(
τ
4
(
n∑
i=1
p2i
mi
− n
β
)
∂
∂ζ
)q
i
pi
ζ
ν
 =

qi
pi
ζ +
τ
4
(
n∑
i=1
p2i
mi
− n
β
)
ν
 . (29)
We proceed to evaluate exp( τ2X
2
th). Note that the com- ponents of X
2
th commute with each other. This allows us
to apply directly the operator exp( τ2X
2
th) over the evolved
initial condition without a further splitting, to obtain
5exp
(τ
2
X2th
)

qi
pi
ζ +
τ
4
(
n∑
i=1
p2i
mi
− n
β
)
ν
 = exp
(
τ
2
(
g(ζ)
β
pi
∂
∂pi
− g(ζ)
β
∂
∂ν
))

qi
pi
ζ +
τ
4
(
n∑
i=1
p2i
mi
− n
β
)
ν
 =
exp
(
τ
2
(
g(ζ)
β
pi
∂
∂pi
))

qi
pi
ζ +
τ
4
(
n∑
i=1
p2i
mi
− n
β
)
ν − τ
2
(
g(ζ)
β
)

=

qi
pi exp
(
τ
2
(
g(ζ)
β
))
ζ +
τ
4
(
exp
(
τ
g(ζ)
β
) n∑
i=1
p2i
mi
− n
β
)
ν − τ
2
(
g(ζ)
β
)

, (30)
where in the last equality we have used the identity
[exp
(
cx ∂∂x
)
]f(x) = f(x exp(c)) [4]. Then we apply again
the operator exp
(
τ
4X
1
th
)
to the evolved condition (30),
obtaining
qi
pi exp
[
τ
2
(
g(ζ˜)
β
)]
ζ˜ +
τ
4
[
exp
(
τ
g(ζ˜)
β
)
n∑
i=1
p2i
mi
− n
β
]
ν − τ
2
(
g(ζ˜)
β
)

, (31)
with
ζ˜ = ζ +
τ
4
(
n∑
i=1
p2i
mi
− n
β
)
. (32)
The set of equations (29), (30), (31) defines the first inte-
gral operator Lth(τ) = exp(τ/2Xth) in (26), representing
the action of the thermostat.
Now we proceed with the composition of the evolution
operators of the vector fields associated to the physical
system. A straightforward calculation shows that in our
scheme the factorization
exp(τXsys) = exp
(τ
2
X1sys
)
exp(τX2sys) exp
(τ
2
X1sys
)
(33)
leads to the velocity Verlet algorithm, which is a standard
second-order integrator for Hamiltonian systems [4, 5];
we write LVerlet(τ) = exp(τXsys). Therefore we conclude
that the total effect of the operator on the right hand
side of (26) may be codified in the following composition
for each time step τ and initial condition ω
[Lth(τ) ◦ LVerlet(τ) ◦ Lth(τ)] (ω) (34)
which is our geometric algorithm for the integration of
the equations (10)–(13). We remark that we recover the
known integrator for Nose´-Hoover dynamics considered
in [14, 26]. An extension of this factorization to a higher-
order method may be obtained using the Suzuki-Yoshida
scheme [4].
IV. NUMERICAL EXPERIMENTS
In this section, we report the results of an implementa-
tion of our algorithm in the Julia language (available at
[27]), to perform simulations of a 256-particle Lennard-
Jones fluid in 3 dimensions.
A. Thermostat distributions
We use three different thermostat distributions f(ζ) for
the dynamics (10)–(13), corresponding to the known dif-
ferent dynamics mentioned in the introduction. Namely,
the Gaussian distribution, which yields the classical
Nose´-Hoover dynamics, the logistic distribution, intro-
duced in the context of Contact Density Dynamics [12]
and the quartic distribution, considered by Fukuda and
Nakamura in Density Dynamics [11]. They are summa-
rized in Table 1, together with the single free parameter
associated to each one.
B. Methods and notation
We use a shifted-force potential [1] with a cutoff
distance r∗c = 2.5 (the superscript
∗ denotes reduced
units [3]). In addition, we consider the system enclosed
in a cubic box with periodic boundary conditions [29].
For comparison with experimental values, we take this
potential as a model for argon. A time step ∆t∗ = 0.005
(corresponding to a physical one of ∆t = 11 fs) and a
reduced density ρ∗ = 0.8 (ρ = 34 mol/L) are used. N =
256 is the number of particles considered. T ∗sys refers to
6Distribution f(ζ) Parameter
Gaussian
√
β
2piQ
exp
(
−βζ
2
2Q
)
Q
Logistic
exp(ζ −m)
(1 + exp(ζ −m))2 m
Quartic
2Γ(3/4)√
2pic−1/4
exp(−c ζ4) c
TABLE 1. Distributions f(ζ) used to perform molecular sim-
ulations. The parameter in the Gaussian distribution corre-
sponds to the standard deviation, while in the logistic distri-
bution it corresponds to the mean. The quartic distribution is
a generalized Gaussian distribution with parameter c related
to the standard deviation [28].
the instantaneous reduced temperature of the system
T ∗sys =
2〈K∗〉
3(N − 1) , (35)
while T ∗th refers to the fixed temperature of the thermo-
stat. The conversion factor between the reduced and
physical temperature is 119.8 K. The simulations are
carried out by setting the free parameters in the distri-
butions to the values Q = 1.0, m = 2.0 and c = 0.1.
Finally, we take an initial configuration with particles
arranged in a cubic simulation cell containing 64 face-
centered cubic unit cells and velocities determined by the
Boltzmann distribution at temperature T ∗th.
C. Results
In figures 1, 2 and 3, we show the behaviour of T ∗sys with
respect to time after equilibrium is reached for the three
different thermostats. It is evident that T ∗sys fluctuates
around a mean value that coincides with T ∗th. We report
also the behavior of the reduced kinetic energy and its
numerical distribution compared to the theoretical one,
ρ(K∗) =
e−βK
∗
(K∗)
3(N−1)
2 −1
β
3(N−1)
2 Γ
(
3(N−1)
2
) , (36)
showing that the results agree with the theoretical ex-
pectations in all three cases.
The fluctuations of the energy are used to determine
the reduced heat capacity of the system according to
C∗v =
〈(H∗ − 〈H∗〉)2〉
N〈T ∗sys〉2
, (37)
where the average is performed with respect to time in
the numerical simulation. In figure 4 we compare the re-
sults obtained with the tabulated values for argon under
the same conditions [30]. We display the mean values
of C∗v for the three different temperatures analyzed, to-
gether with the corresponding standard deviation bars
obtained using a sample of 50 simulations for each case.
FIG. 1. Evolution of the reduced temperature of the sys-
tem (35) at equilibrium with the Gaussian thermostat at a
reduced temperature T ∗th = 1.5. We report also the behavior
of the reduced kinetic energy K∗ and its numerical distribu-
tion f(K∗), compared with the theoretical one (36).
FIG. 2. Evolution of the reduced temperature of the sys-
tem (35) at equilibrium with the logistic thermostat at a re-
duced temperature T ∗th = 1.5. We report also the behavior of
the reduced kinetic energy K∗ and its numerical distribution
f(K∗), compared with the theoretical one (36).
Clearly our results agree statistically with the experimen-
tal values.
As a final test that the three different dynamics cor-
rectly reproduce the canonical ensemble, we calculate in
each case the scaled covariance of the kinetic and the
potential energy, defined as
cov∗(K,U) =
〈∆K∗∆U∗〉
N〈T ∗sys〉2
(38)
with ∆Y = Y − 〈Y 〉 for Y = U∗,K∗. This quantity is
expected to vanish at equilibrium [31]. In Table 2 we dis-
play the statistical results of covariances for samples of 50
simulations. They are in agreement with the expectation
in all cases.
Additionally, to test the validity of the integrator, we
keep track of the evolution of the invariant quantity (14)
as the system is numerically integrated. Since the algo-
7FIG. 3. Evolution of the reduced temperature of the sys-
tem (35) at equilibrium with the quartic thermostat at a re-
duced temperature T ∗th = 1.5. We report also the behavior of
the reduced kinetic energy K∗ and its numerical distribution
f(K∗), compared with the theoretical one (36).
FIG. 4. Reduced heat capacities of each thermostatted dy-
namics at three different thermostat temperatures (T ∗th = 1.5,
T ∗th = 2.0 and T
∗
th = 2.5). The error bars represent the stan-
dard deviation of the result corresponding to 50 realizations
of the simulation.
T ∗th = 1.5 T
∗
th = 2.0 T
∗
th = 2.5
Reservoir mean std mean std mean std
Gaussian −6.22× 10−4 0.017 −1.67× 10−3 0.014 −6.76× 10−4 0.012
logistic 8.64× 10−3 0.025 5.73× 10−3 0.018 2.66× 10−3 0.014
quartic −1.23× 10−3 0.015 1.00× 10−4 0.013 7.61× 10−4 0.008
TABLE 2. Mean reduced covariances (mean) and standard
deviations (std) of the kinetic and potential energy calculated
with formula (38) for 50 simulations in each case under the
specified conditions.
rithm is constructed so as to preserve just the invariant
measure, the invariant quantity is not necessarily pre-
served exactly by the approximate dynamics. However,
its fluctuations are expected to be bounded and not to
have any particular drift. Figure (5) confirms this ex-
pectation for the three thermostat dynamics considered.
FIG. 5. Evolution of the relative error in the invariant
δIφ(t
∗) =
I(t∗)−I(t∗eq)
I(t∗eq)
after equilibrium has been reached
(t∗eq = 5.0). A random simulation was chosen for the same
reduced temperature T ∗th = 1.5.
V. CONCLUSIONS
In this work we have provided a new integrator for
molecular dynamics simulations in the canonical ensem-
ble. The main characteristics of our integrator are that
it is geometric, in the sense that it preserves the invari-
ant measure of the dynamics, and that it works for any
type of thermostat within the density dynamics formal-
ism. Different thermostatted dynamics may be generated
according to equations (10)–(13) by specifying the distri-
bution f(ζ) and they are all expected to give rise to a
canonical ensemble, provided the ergodic assumption is
fulfilled. Our algorithm provides a unified framework for
the integration of all these thermostatted dynamics, and
thus a useful tool for their comparison. In fact, while
in principle the thermodynamic properties of the system
do not depend on the subtleties of the thermostat al-
gorithm, in practice there are issues that may cause a
thermostat to be preferable over another. As an exam-
ple, it is known for the Nose´-Hoover thermostat that the
choice of Q is an important factor for the correctness of
the simulation [19, 31].
In order to obtain results that are consistent and com-
parable for simulations of different thermostatted dynam-
ics, it is necessary to use the same integrator for all cases.
Our integrator provides such a unified scheme to compare
different canonical dynamics, as shown here, or even to
extend the comparison to more sophisticated determin-
8istic algorithms, such as Nose´-Hoover chains [22].
Future work will be devoted to the implementation of
the algorithm with higher-order methods, to the simula-
tion of several physical systems and to the extension of
the integrator to ensembles different from the canonical
one.
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