Abstract. In the process of the massive data classification in large-scale computer information management system, due to the large amount of data, and included large number of feature data, the correlation of data is reduced, resulting in low efficiency of computer operation. A model for massive data depth classification mining based on belief network is put forward. According to the relation between the probabilities of data in all the data domain, the correlation between knowledge and data domain can be inferred. Through the training sample set find the most suitable Bayesian belief network for the sample data, then according to the possible management structure and the tacit understanding degree between data samples, the optimal solution within data management structure of large scale computer. The experimental results show that, using the improved algorithm for massive data classification processing, can improve the accuracy of classification, and achieve satisfactory results.
Introduction
Data classification is the core part of computer data extraction [1] . By using the method of data classification, it can make reasonable classification of the massive data according to the user's needs, so as to realize the accurate extraction of the effective network data, improve the operation efficiency of network [2] , the method has a high value of application in the field of database fields, becoming the hot topic in required research field of data management in large computer [3] . Currently, data classification algorithm mainly includes the methods based on the support vector machine, wavelet transform and the data gain algorithm [4] [5] [6] . Among them, the most commonly used is the wavelet transform algorithm.
In order to avoid the defects of traditional methods, a model for massive data depth classification mining based on belief network is put forward. According to the relation between the probability of data in all the data domain and possible data management structure and the tacit understanding between samples, the optimal classification data within the data management structure in the large computer is obtained. The experimental results show that, using the improved algorithm for massive data classification processing, can improve the accuracy of classification, and achieve satisfactory results.
The principle analysis of massive network data classification
Massive network data classification is a powerful guarantee of network communication. Usually, the distribution of big data in network data is the normal distribution, which can be described by 
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The network data are treated by using wavelet transform, the data is still subject to the normal distribution, which can be described using the following formula: of wavelet transform processing is acquired. In the above mentioned status, using the following formula can make wavelet transform processing:
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The model for depth classification mining of massive data based on Bayesian belief network Bayesian belief network. Definition 1:setting a arbitrarily variable set { }
, if a combination contingent probability on x is disperse, then it can be defined using Bayesian belief network as follows:
Among this, X is a m dimensional vector quantity； G is a directed acyclic graph, the arcs represent a functional dependence; θ represents a group of parameter to make quantization network. Definition 2: If there is an arc from the variable Y to X, then Y is X's parents or the direct precursor, while X is the successor of Y. Once given its parents, all variables in acyclic graph in the graph independent of the non-successor of nodes, all variables of parents of 1 X in G are as a set Output:the optimal network from1,2, ,  to n (1) compress: according to D and 1 n B − , the use of candidate compression, from 1 X , 2 X ,…, n X , select a candidate farther set ( 
Experimental results and analysis
By using simulation software matlab 7.1 construct the experiment environment. The number of all the data in a database of large computer is set up as 1000. The number of feature data types needed for classification are 20 kinds. From the above database, 10 different characteristics of the data are randomly selected, the specific situation can be described with the figure 1. In the figure, each color represents one kind of the characteristics of data. figure 2 , it can be learned, if the types of feature data is relatively few, the efficiency of data classification utilizing the improved algorithm is similar to and the traditional algorithm.
When the type of the feature data in the database are more, using different algorithms for feature data classification respectively, the feature data classification results obtained can be used to describe by figure 3: Figure 3 the classification results when the types of feature data are more According to the experimental results in figure 3 , it can be learned, if the types of feature data is relatively more, the efficiency of data classification utilizing the improved algorithm is higher than the traditional algorithm.
When the type of the feature data in the database are fewer, using different algorithms make 5 times redundant data classification, the feature data classification results obtained can be used to describe by In circumstances of more types of feature data, the use of different algorithms to make 5 feature data classification, the data in the experimental process are analyzed, to get the experimental results in table 2: machine  algorithm（%）  1  89  78  69  98  2  87  72  67  98  3  92  78  67  98  4  85  77  65  96  5  78  58  42  92 Through the above experiments it can be learned, using the improved algorithm for massive data classification in large-scale computer information management, can avoid the defect of the poor correlation between the mass data in the database, so as to improve the efficiency of feature data classification.
Conclusions
For the problem of in the process of the massive data classification in large-scale computer information management system, due to the inevitable low correlation of data caused by large amount of data, resulting in low efficiency of computer operation, a model for massive data depth classification mining based on belief network is put forward. According to the relation between the probabilities of data in all the data domain, the correlation between knowledge and data domain can be inferred. Then, through the training sample set find the most suitable Bayesian belief network for the sample data, then according to the possible management structure and the tacit understanding degree between data samples, the optimal classification data within data management structure of large scale computer. The experimental results show that, using the improved algorithm for massive data classification processing, can improve the accuracy of classification, and achieve satisfactory results.
