In this paper, extended learning scale is proposed to improve the efficiency of reinforcement learning. The learning scale is defined and its impact on the performance of learning is investigated. Based on the correlation of the spatial or temporal neighboring states, fuzzy state and ant colony optimization are incorporated into reinforcement learning for the extension of learning scale. In the simulation experiments, the proposed learning methods with extended learning scale are applied in a robot path planning problem. The experimental results indicate that the extension of spatial and temporal learning scale improves the learning efficiency.
Introduction
Reinforcement learning is a machine learning technique that searches for a solution by the trial-anderror interaction with the environment. It provides a promising way that agents learn to work in an unsupervised manner. There are currently many ongoing researches to apply reinforcement learning to optimization and control applications[1~5]. However, the learning time of straight reinforcement learning does not scale up well with the dimension of the state space. The learning speed gets lower with complex problems of larger state spaces, which is not preferable to real-world applications.
Researches have been carried out to improve learning efficiency. Hierarchical approaches have proved more efficient with large state spaces, which learn to achieve easier sub-goals by decomposition of the task into statetransfer sub-sequences of subtasks [1] . These methods imply that changing the learning scale can affect the learning performance.
The concept of scale has been widely used in signal processing and image processing [6] . In this paper, the definition of learning scale is given. With the incorporation of fuzzy state and ant colony optimization, the learning performance with extended spatial and temporal scale is investigated. It is proved by experiments that changing the learning scale in the state space affects the learning performance. Two learning methods with extended spatial and temporal learning scale are proposed and applied in a robot path planning problem respectively. Computer simulation experiments show the two methods are more efficient than the traditional reinforcement learning method.
A review of reinforcement learning

The elements of reinforcement learning
Reinforcement learning is an unsupervised on-line learning method that solves the problem of Markov decision process (MDP). A stochastic process is Markovian if the state transfer probability satisfies:
In Markov decision problems, the task of the control system is to bring the environment into a goal state. Reinforcement learning automatically constructs and optimizes control strategies by the trial-and-error interaction with the environment. There are five elements in reinforcement learning [1] [2]: state set, action set, control strategy, reinforcement signal and state evaluation function. All the possible system states belong to a finite state set S. And all the possible control actions (the control strategy's decision output) belong to a finite action set A. The control strategy is defined as a mapping from the state set S to the action set A. It is considered as a function:
The reinforcement signal, or payoff, is a feedback from the environment to the control system after a certain action is taken. For example, it can be defined as:
The state evaluation function is a measure of the distance between a certain state and the goal state. The evaluation of state x is defined as the expected value of the weighted sum of the payoffs when the learning agent searches its way from the initial state to the goal state [1] [2]:
where E denotes the expected value; γ is a discount factor that satisfies: 0< γ <1 and γ makes the infinite series converge to a finite value; r t+1 is the payoff at time t+1; x 0 denotes the initial state. The larger the evaluation value is, the nearer the state is from the goal state.
In reinforcement learning, the state evaluation function and the control strategy are two main objects to be learned. The learning procedure is as following: Step1 Observe the system state at time t as s t Step2 The control strategy gives a decision output, a t Step3 After a t is carried out, the system transfers to state s t+1 , at the same time a reinforcement signal, r t , is given Step4 According to r t and the state transfer, the value of adjustment ε is calculated, and the estimation of state evaluation function and the control strategy is adjusted The four operations described above make up one learning step in the learning process. The learning steps are repeated until an optimal control strategy is found.
In this paper, ε is obtained by the temporal difference (TD) method. In TD method, ε is calculated as
where r t+1 is the reinforcement signal at time t+1; is the discount factor; x t is the environment state at time t; V t (x t+1 ) and V t (x t ) are the estimation of state evaluation of x t+1 and x t . The process of reinforcement learning is virtually a statistic optimal search process in the strategy space, i.e. various actions are tried and the probability to select actions of better performance will increase. To enable the random search mechanism, a control strategy with stochastic property is adopted. For each environment state s, every possible action is assigned a value of probability to be selected: {P 1 (s), P 2 (s), … , P N (s)} where N is the elements' number in action set A. The decision output is given by a random selection process according to the probability values assigned. To all the environment states, these probability values constitute a probability matrix P: (5) where N is the elements' number in action set A and L is the elements' number in state set S. Therefore, under any state, various actions can be tried. As the learning process going on, optimal actions will be enhanced, i.e. their probabilities to be selected will increase. As a result, the control strategy will converge to an optimal one.
In one learning step, the value of V(x) and P are updated as [2] :
x P x P (7) where x t is the state just gone through and a is the action just taken. β and ρ are the learning rates for V(x) and P respectively.
Reinforcement learning with extended spatial and temporal learning scale
The definition of learning scale
In traditional reinforcement learning, one learning step only includes the state just gone through. In order to perform learning for all environment states, every state should be gone through at least once. When the state space is large, the learning speed gets slow. However, neighboring states are correlated in a local area of the state space, or in a state-transfer sequence. Based on the correlation between neighboring states spatially or temporally, it is inspired that extending the learning scale, i.e. including neighboring states in one learning step, will affect the learning speed.
Therefore, the learning scale is defined as the amount of neighboring states included in one learning step. Neighboring states mean adjacent states in a statetransfer sequence or in the state space. Learning scale may change spatially or temporally. In this paper, it is shown that changes of the learning scale affect the learning performance.
The extension of spatial learning scale with fuzzy states
Since V(x) is the measure of distance between x and the goal state, neighboring states always have similar values of V(x). The degree of correlation between neighboring states in the state space decreases when the distance between them gets larger. To reflect the degree of correlation, fuzzy state is proposed to represent an area of neighboring states in the state space. A fuzzy state is defined as a fuzzy set with a conical membership function, whose peak point is the currently observed state. The membership function is defined as:
where x is a neighboring state of current observed state x t , and D ( x , x t ) is the distance between x and x t . D (x , x t ) is defined specifically according to different application. For instance, in the robot navigation problem, D (x , x t ) can be defined as the Euclidean distance between two positions x and x t . R has a positive value that is the radius of the neighboring area. The value of the membership function reflects the degree of correlation between neighboring states. For reinforcement learning with scalar state representation, the estimation of V(x) and control parameters for a state is updated only when that state is experienced. In another word, at each learning step only the parameters of the state just experienced is updated. However, by introducing fuzzy state, at each learning step the parameters of several neighboring states can be updated. This will improve the learning efficiency. If fuzzy state is used, at each learning step the estimation of V(x) and control parameters of neighboring states are updated simultaneously. This is feasible given the similarity of neighboring states. The calculation of ε and the updating of V(x) and P are redefined as:
In one learning step, a neighboring state of x t will be included in learning if its membership function value is not zero.
Learning with fuzzy state differs from the traditional learning method in: (1) the calculation of ε , and (2) the amount of states included in one learning step. Based on fuzzy state, the neighboring states with non-zero function values are included in one learning step. When R gets larger, more states will be included in learning. Therefore, different values of R correspond to different learning scales in the state space.
The extension of temporal learning scale inspired by ACO
The extension of temporal learning scale is inspired by the Ant Colony Optimization(ACO). ACO is an optimization algorithm that has ant colony foraging behavior as its counterpart in nature. Ants can always find the shortest path from their colony to the food source [7] . The ACO algorithm extracts the optimization mechanism from the ant colony's shortest-path-finding phenomenon and forms an efficient discrete optimization algorithm. Each ant in the ACO algorithm moves from one state to another in probability according to the pheromone trial density, at the same time recording the states it has passed. When every ant in the colony has finished its tour in the solution space, the phenomenon trail is updated based on each ant's performance, i.e. the quality of the solutions found [7] . With the positive feedback process and the partiality for better solutions, the ACO algorithm can quickly find solutions of high quality.
Compared with the ACO algorithm, the traditional reinforcement learning method has its limitation in obtaining high efficiency: the estimation of state evaluation function and the control strategy are adjusted according to local feedback from the environment, while global feedback is ignored. In the ACO algorithm, an ant updates the pheromone trail according to the quantity of the solution found. To extend the temporal learning scale, the above advantage of ACO is incorporated by making the learning agent act as a searching ant simultaneously. Therefore, the learning procedure is as following: Step1 Observe the system state at time t as s t Step2 Record current state s t Step3 The control strategy gives a decision output, a t Step4 After a t is carried out, the system transfers to state s t+1 , at the same time a reinforcement signal, r t , is given Step5 According to r t and the state transfer, the value of adjustment ε is calculated, and the estimation of state evaluation function and the control strategy are both adjusted Step6 If the goal state is reached, the strategy is adjusted as a whole according to the evaluation of the whole control process, just as in the ACO algorithm
Computer simulation experiments
The proposed two reinforcement learning methods on extended learning scale are applied to a robot navigation problem for performance comparison. In the computer simulation experiment, the robot's workspace is discretized. The x coordinate and y coordinate are discretized into 16 intervals respectively. The workspace contains a goal point and three obstacles of complex shapes. The learning task is navigating the robot to the goal point from any starting point in minimum steps, without colliding into the obstacles.
In the experiments, the discrete locations correspond to states. The action set is defined as the moving directions of the robot: { Move East, Move West, Move North, Move South }. The reinforcement signal is defined as Equation (2) . In the learning procedure, one learning period includes a sequence of learning steps. A learning period ends whenever any of the following events occurs: (a) the robot reaches the goal point, (b) the robot collides into any obstacle, (c) a maximum number of learning step is reached.
To compare the learning process, the average step numbers to reach the goal point is counted every 200 learning periods. We get Figure 1 and Figure 2 according to the data obtained in the experiment. The x coordinate in Figure 1 and Figure 2 represents the time ordinal numbers at which the statistical data is recorded. In Figure 1 and Figure 2 , the curves of dotted line represent the learning process of traditional reinforcement learning method, while the curves of real line represent the learning process with extended learning scale. Figure 1 and Figure 2 indicate that the average step numbers used to reach the goal point has a decreasing tendency with the learning going on. Figure 1 shows that introducing the fuzzy state leads to faster learning. Figure 2 shows that the extension of temporal learning scale greatly improves the learning speed. Figure 3 shows the path planning strategy learned. The arrows show the direction the robot should follow at each discrete position. The black rectangles represent obstacles and G represents the goal point. Following the guide of the arrows, from any starting point the robot can reach the goal point along an optimal path. The average step numbers to reach the goal ( number of steps ) 
Conclusion
In this paper, the impact of learning scale on the efficiency of reinforcement learning is investigated. Two learning methods with extended learning scale are proposed based on the fuzzy state and ACO. In the computer simulation experiments, the proposed learning methods are applied in a robot path planning problem. Experimental results indicate that extending learning scale can improve the learning efficiency based on the correlation of neighboring states. Future research will focus on the combination of spatial and temporal learning scale extension for further improvement of learning efficiency.
