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1. INTRODUCTION 
Consider a recurrent sequence uo, uI, u2, . . . given by 
Ullt1 = 3% (n even); 
u,+r = (n+ l)u, (n odd). 
Is it possible to generate this sequence 1,3,6, l&72,216, 1296,3888, .. . by one 
recurrence relation, possibly with non-constant coefficients? After some trial 
and error we find 
24 A ni2 = 2_n %l+,+U-n2)%l. 
Thus given manic polynomials f and g in the shift operator E (with effect 
Eu,=u,+,) and 
f(E)u, = 0 (n even); 
g(E)u, =0 (n odd). 
Is it possible to find a polynomial w(E) with 
W(E)& = 0 (n=O, 1,2,3,**.)? 
In our problem we had 
w(E) = (n-2)E2+3E+3(1-n2). 
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Duparc [2], Simons [4] and Vogels [5] also considered the trialistic problem 
(1 
S(J%n = 0 
(1) g(E)u -0 3n+1- 
h(E)u -0 3n+2 - 
and proved the existence of a polynomial w(E) with w(E)u, =O. They solved 
this problem by (ingenious) calculations. The outcome w(E) may be of a degree 
higher than necessary. 
In this paper we give a more structural approach by expressing u3,, , u3n + 1 
and U3n + 2 in terms of an auxiliary sequence, which satisfies a recurrence rela- 
tion of lowest degree. 
It will be obvious that in solving the three-way model (1) we also solve the 
many-way model in the same way. In virtue of clarity we confine ourselves to 
the three-way model. 
2. THE PROBLEM RESTATED 
We assume that f(E), g(E) and h(E) are polynomials in E with coefficients 
from the field K=F(n), the field of rational functions in n over a ground field 
F (e.g. F= Q, or F= Z,,). Also we assume thatf(O), g(0) and h(O) are not equal 
to zero, so that we may rewrite the sequence backwards. When we rewrite the 
polynomial f(E) as 
J-69 =fo(E3)+fi(E3).E+.ME3).E2 
and do the same for g(E) and h(E) then our system (1) may 
form 
be rewritten in the 
h,(E3)E3 h2(E3)E3 ho(E3) 
With E3 = D and u3,, =x,,, ujn + ,= y,, and u~,,+~ = z, we may rewrite this as 
fo(D) fi (0) .MD) x, 0 
gz(D) .D g,(D) sl(D) h,(D)-D W3.M ) 1 II 11 Y, =0 .z,,0 
We observe that as operators: 
D(G) =E3h3,) = ~3n+3 =%+I, 
hence D works as a shift operator on x,,, y,, and zn. 
The polynomials A(D), g;(D) and h;(D) all belong to the skew polynomial 
ring K[D, a] 
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with commutation rule D- n = (n + I)D, 
and in general D. 4 = a(qP, 
where the automorphism o of F(n) is defined by 
o{q(n)) = 4(n + 1) 
for all rational functions q(n) belonging to F(n). With the abbreviations 
fo(O fi(O h(D) 
(2) A(D) = 
I 
g,(D)D go(D) g,(D) 3 h,WD M-W ho(D) 1 
and XII un = Yn 9 iI the problem is to solve the system 2, 
(3) A(D)& = 0 
of linear recurrence relations with (in general) non-constant coefficients. 
We now write the matrix A as a polynomial in D with matrix coefficients Aj 
which are 3 x 3-matrices with entries from the field K=F(n). The system (3) 
may be rewritten as 
(A,Dk+Ak_,Dk-‘+ . . . +A,D+A,)U, = 0. 
This equation has the form of a linear recurrence relation with matrix coeffi- 
cients. 
3. THE CONSTANT-COEFFICIENT-CASE 
If we assume that the matrix entries of Ai are elements of the ground field 
F (i.e. f, g and h have constant coefficients) we can introduce a generating 
function 
and the start-polynomial 
B,(s) = ;: Ai{~i-1Uo+s’-2Ui + . . . +s Q_2+ Q-,3. 
Both U(s) and Be(s) are vectors with entries consisting of formal Laurent- 
series and polynomials in s respectively. 
Just as in the elementary case we find 
= s{A(.s)}-' . B,(s), 
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hence 
U(s) = s{det A(s)}-’ .A(s)~&,(s), 
where Am is the adjoint of A(s), i.e. the transpose of the matrix of cofactors. 
Multiplexing the results we find 
u,+~+~+~+ . . . 
s2 s3 
=X(s3)+~Y(s3)+L(s3) 
s s S2 
=I[s2 s l] 
X(s3) 
S2 1 I US31 aS3> 
[s2 s 11 A (s3)%&3) 
S 
det A(s3) ’ 
which is an explicit solution. 
4. THE CASE OF NON-CONSTANT COEFFICIENTS IN CHARACTERISTIC 0 
In this general case we can use the theory of matrices over skew polynomial 
rings, cf. Cohn [l], p. 489. Hence there exist invertible matrices P(D) and Q(D) 
such that 
0 
0 P WI /I W2, W2 I/ W3. 
~3 CD) 1 
The notation w1 11 w2 means that w,(D) is a total divisor of w2(D), i.e. there 
exists an invariant polynomial c(D) such that w1 ICI w2. The condition for c(D) 
to be invariant is that for each polynomial c,(D) there should exist a poly- 
nomial c2(D) such that tic = cc, and vice versa. Following [4] Theorem 2 the 
invariant polynomials have the form D’ if char F= 0. If char F=p#O however 
the invariant polynomials have the form 
Di(ao + a, Dp + a2D2P + . . .), 
where the Ui are rational functions in np - n, hence the p-polynomial between 
the brackets is a central polynomial. If we proceed with char F= 0 it is easy to 
see that w,(D) = D’l, w2(D) = Diz and w3(D) = Dbw(D) with il I i2 I i3. Sum- 
marizing we have that there exist invertible matrices P(D) and Q(D) such that 
PAQ = [T $ Di3s:(D)] , i,ri,ri,. 
We observe that A(0)=Ao must be non-singular (we must be able to rewrite 
the sequence backwards), hence il = i2 = i3 = 0. 
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Our system of recurrence relations now becomes 
If we write 
r, 
il 
Xtl 
St? = Q-' I1 Y, tn Z, 
then 
10 0 
01 0 
rtl 
1 il s, = t, 
0 
[I 0 7 0 
and we can simplify this to 
r,, = s, = 0 and w(D)t, = 0. 
Finally we have 
[z] =Q[;;] = [ii; i:; ;ii] [;] 9 
hence 
U3n = x, = 913fn 
U3nc 1 = Yn = q23tn 
U3n+2 = ZrI = q33tn 
with w(D)t, = 0 and qi3 E K[D, a]. 
The introduction of an auxiliary sequence t, gives the possibility to deter- 
mine the degree of w(D) as low as possible. 
The case of characteristic p # 0 will be considered in a second paper. 
5. EXAMPLES 
We return to our two-way example mentioned in the introduction: 
u n+1= 3% (n even); 
u,+~ = (n+ l)u, (n odd). 
Hence 
[ 
-3 
E2 -,(:+,)I [trl:,,l = I:1 ’
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and 
[ 
-3 1 
D -2(n + 1) 1 
thus 
[ 
1 0 
0 D-6(n+l) 1 
[:I = [:I ’ 
% 0 [J [I = tn 0 
with 
rr 
s, = x,-+y, 
tn = Yll. 
Finally we have w(D) = D - 6(n + 1) and 
! 
x, = it, 
Yn = t, 
with 
t n+~ = 6@+ IIt,, 
where the lower degree of w(D), compared with the second degree of w(D) in 
the introduction, is apparent. 
As an example of a three-way system we now consider the sequence 
uO=O, u,=1, u2=1, us=3, uq=4, z+=lO, ug=18, . . . 
given by the recurrence relations 
I 
&It2=u,t1 +%7, nr0 (mod 3) 
~nt2=untl +2%7, n=l (mod 3) 
l.4 nt2=%l+1 +u,, n = 2 (mod 3). 
Hence 
f(E) = E2-E-2, 
g(E) = E2-E-2, 
h(E) = E2-E- 1. 
Elementary but cumbersome calculations result in 
1 
z4jn =x, = h(lOtn-tnt,) 
U3n+l =Yn = i&lt,-%7) 
%,+2 = Zn = t,,, 
where t,, satisfies 
t n+z=%+l +4t,, to= 1, II = 10. 
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Of course this example fits also in the constant-coefficient case of section 3 and 
we then find 
,+u’+~+~+ . . . 
s s2 s3 
0 
S 
= 
s6 - 6s3 - 4 
0 
1 
s(s4+s3+3s2-2s+4) 
= 
s6-6s3-4 * 
REMARK. The remaining case, when the characteristic of F is not equal to 
zero, is more complicated and we shall have no more to say about it. We hope 
to discuss this case in a later paper. 
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