Abstract. Diagonalized Chebyshev rational spectral methods for solving second-order elliptic problems on the half/whole line are proposed. Some Sobolev bi-orthogonal rational basis functions are constructed which lead to the diagonalization of discrete systems. Accordingly, both the exact solutions and the approximate solutions can be represented as infinite and truncated Fourier-like Chebyshev rational series. Numerical results demonstrate the effectiveness of the suggested approaches.
Introduction
Many science and engineering problems are set on unbounded domains, such as fluid flows in an infinite strip, nonlinear wave equations in quantum mechanics and so on. How to accurately and efficiently solve such problems is a very important and difficult subject, since the unboundedness of the domain causes considerable theoretical and practical challenges. A variety of numerical approaches have been proposed and investigated for dealing with such problems. For spectral methods, we usually restrict calculations to some bounded subdomains and impose certain artificial boundary conditions. It is easy to be performed, but it lowers the accuracy sometimes. Alternatively, we may approximate the problems on unbounded domains directly by using some orthogonal polynomials/functions on unbounded domains, such as the Hermite spectral method and the Laguerre method, see, e.g., [1, 2, 5, 8, 9, 12, 15, 16, [18] [19] [20] 24] . However, since the Laguerre and Hermite Gauss points are too concentrated near zero, the approximation results are usually not ideal, especially where the points are far away from zero. Another effective spectral method to approximate differential equations on unbounded domains is to use algebraically mapped
Notations and preliminaries
Let Λ be a certain interval and ω(x) be a weight function in the usual sense. For integer r ≥ 0, we define the weighted Sobolev spaces H r ω (Λ) as usual, with the inner product (u, v) r,ω , the semi-norm |v| r,ω and the norm v r,ω , respectively. We omit the subscript r or ω(x) whenever r = 0 or ω(x) ≡ 1. For simplicity, we denote ∂
Chebyshev polynomials
We first recall the Chebyshev polynomials. Let I = (−1, 1) and T k ( y) be the Chebyshev polynomial of degree k, which is the eigenfunction of the singular Strum-Liouville problem (cf. [20] ):
The set of all Chebyshev polynomials forms a complete L Moreover, the following recurrence relations are satisfied with T 0 ( y) = 1 and T 1 ( y) = y (cf. [20] ),
Chebyshev rational functions on the whole line
We next recall the Chebyshev rational functions on the whole line. Let Λ 1 = (−∞, +∞). The Chebyshev rational function of degree k on the whole line is defined by (cf. [22] )
For convenience, let R k (x) ≡ 0 for any integer k < 0. By (2.1), we know that R k (x) is the eigenfunction of the singular Sturm-Liouville problem:
Due to (2.4), the Chebyshev rational functions satisfy the following recurrence relations
The set of Chebyshev rational functions
forms an orthogonal system with the weight function ω(x) on the whole line, namely,
By (2.6) and (2.10), we further know that
Lemma 2.1. The following equalities hold:
Proof. By (2.7a), (2.7b), (2.7c) and a direct computation, we can verify easily the results of (2.12) and (2.13) for 0 ≤ k ≤ 3. Next, by (2.7c) and (2.7b), we deduce that for k ≥ 4,
Similarly, by using (2.7c), (2.7a) and (2.7b) successively, we get that for l ≥ 4,
Next, assume that
Then, by (2.10) and integration by parts, we obtain
Moreover, by (2.14), (2.15) and (2.11), we deduce readily that
A combination of (2.16)-(2.18) leads to the results of (2.12) and (2.13) for k ≥ 4.
Chebyshev rational functions on the half line
We now recall the Chebyshev rational functions on the half line. Let Λ 2 = (0, +∞). The Chebyshev rational function of degree k on the half line is defined by (cf. [11] )
For convenience, let r k (x) ≡ 0 for any integer k < 0. By (2.1) we know that r k (x) is the eigenfunction of the singular Sturm-Liouville problem:
Due to (2.4), the Chebyshev rational functions on the half line satisfy the following recurrence relations with r 0 (x) = 1,
Next, denote by
Then, we have
forms an orthogonal system with the weight function χ(x) on the half line, namely,
Moreover, by (2.20) and (2.24), we find that
In order to construct the diagonalized Chebyshev rational spectral methods for problems defined on the half line, we need to consider the following two kinds of polynomials:
Lemma 2.2. For any k ≥ 1, we have
Moreover, for k, l ≥ 1, the following results hold:
Proof. We first verify the result (2.27). Clearly, by (2.21a) we know that
Particularly,
Next, by (2.4), (2.29) and (2.30) we get
From (2.31) we further deduce that
This ends the proof of (2.27).
Next, by (2.24) and (2.33) we get that for l < k − 4,
Moreover, by (2.24) and (2.33), a direct calculation yields
This leads to the result of (2.28).
Diagonalized Chebyshev rational spectral methods
In this section, we propose diagonalized Chebyshev rational spectral methods for solving second-order elliptic equations on unbounded domains. The main idea is to find biorthogonal rational functions with respect to the coercive bilinear form, such that both the exact solution and the approximate solution can be expressed explicitly.
Diagonalized Chebyshev rational spectral method on the whole line
Consider the second-order elliptic equation on the whole line:
A weak formulation of (3.1) is to find u ∈ H
Next, let N be any positive integer, and
To propose a diagonalized approximation scheme for (3.3), we need to construct two kinds of basis functions {ϕ k } 0≤k≤N and {ψ k } 0≤k≤N , which are bi-orthogonal with respect to the bilinear operator A µ (·, ·).
Then we have
where
, and
We first use mathematical induction to verify (3.5). By (3.7), (2.12), (2.13) and (2.10), we deduce that
On the other hand, by (3.4) we know that A µ (ϕ 1 , ψ 0 ) = A µ (ϕ 0 , ψ 1 ) = 0. This means a 1,0 = c 1,0 = 0 and ϕ 1 (x) = ψ 1 (x) = R 1 (x). Similarly, by (3.4), (2.12), (2.13) and (2.10), we have
In the same manner, we can verify the results of (3.5), as well as the corresponding coefficients in (3.6) for k = 3, 4. Next, assume that for any 0 ≤ l ≤ k − 1 and k ≥ 5,
We shall prove that for k ≥ 5,
Clearly, by (3.4), (3.7) and (2.10), we get that for k > l ≥ 0,
Taking l = 0, 1, · · · , k − 5, l = k − 3 and l = k − 1 in (3.9) successively, and using (2.12), (2.13), (2.10) and the induction assumption, we derive readily that for k ≥ 5,
This leads to (3. It remains to confirm the coefficients a k , b k , c k , d k and η k . By using (3.9), (3.5), (2.12), (2.13) and (2.10), we get that for k ≥ 5,
Next, by (3.2), (2.13) and (2.10), we derive that
By using (3.4) and (3.5), we know that for k ≥ 1,
On the other hand, by (2.12), (2.10) and the definition of A µ (·, ·), we have
Therefore
This ends the proof.
Thus the variational forms (3.2) and (3.3) together with the biorthogonality of {ϕ k (x)} and {ψ k (x)} lead to the following main theorem in this subsection. 
Remark 3.1. Wang and Guo [22] presented the convergence of scheme (3.3): if µ > 1 4 and r ≥ 1, then
Diagonalized Chebyshev rational spectral method on the half line
Consider the second-order elliptic equation on the half line:
. The Chebyshev rational spectral scheme for (3.11) is to find u N ∈ 0 N (Λ 2 ) such that
To propose a diagonalized approximation scheme for (3.12), we need to construct two kinds of basis functions {Φ k (x)} 1≤k≤N and {Ψ k (x)} 1≤k≤N , which are bi-orthogonal with respect to the bilinear operator B µ (·, ·).
Lemma 3.2.
Let p k (x) = q k (x) ≡ 0 for any k ≤ 0, and
(3.13)
Then for k ≥ 2, we have
Then, by (3.16), (2.28), (2.26) and (2.24), we deduce that for any 1 ≤ l ≤ k − 5,
On the other hand, by (3.16) and (3.13) we get that for 1 ≤ l ≤ k − 5,
Hence, a k,l = 0 for 1 ≤ l ≤ k − 5. This means
Similarly, we deduce that
For simplicity of the notations, we take a k
Then we obtain the result (3.14). It remains to confirm the coefficients
and ρ k . By (2.28), (2.26), (2.24) and (3.13) we know that
Hence, we have
In the same manner, we can derive the coefficients
and ρ k for k ≤ 5 as shown in (3.15) . We next verify the results in (3.15) for k ≥ 6. In fact, by (2.28), (2.26) and (2.24) we obtain
On the other hand, by (3.14) and (3.13) we get
Similarly, we have
By using (3.22) and (3.21), a direct computation leads to the desired result (3.15).
Theorem 3.2. Let u(x)
and u N (x) be the solutions of (3.11) and (3.12), respectively. Then both u(x) and u N (x) have the explicit representations in {Φ k (x)}, 
Numerical results
In this section, we examine the effectiveness and accuracy of the diagonalized Chebyshev rational spectral method for solving second-order elliptic equations on the half/whole line. We first examine the second-order elliptic problem on the whole line. We take µ = 1 in (3.1) and consider the following four cases:
2 sin(k x), which decays exponentially at infinity with oscillation. In Fig. 1, we plot the log 10 of the discrete L • u(x) = sin(k x)(1 + x 2 ) −h , which decays algebraicly at infinity with oscillation. In • u(x) = ln(1 + x 2 )(1 + x 2 ) −h , which decays algebraicly at infinity without oscillation.
In Fig. 3 , we plot the log 10 of the discrete L • u(x) = arctan(k x), which does not decay at infinity. In Fig. 4 , we plot the log 10 of the discrete L We next examine the second-order elliptic problem on the half line. We take µ = 1 in (3.10) and consider the following four cases:
2 sin(k x), which decays exponentially at infinity with oscillation. In Fig. 5, we plot the log 10 of the discrete L • u(x) = sin(k x)(x 2 + 1) −h , which decays algebraicly at infinity with oscillation. In • u(x) = ln(1 + x 2 )(1 + x 2 ) −h , which decays algebraicly at infinity without oscillation.
In Fig. 7 , we plot the log 10 of the discrete L • u(x) = arctan(k x), which does not decay at infinity. In Fig. 8 , we plot the log 10 of the discrete L To demonstrate the essential superiority of our diagonalized Chebyshev rational spectral method to the classic Chebyshev rational spectral method, we examine the issue on condition numbers for the resulting algebraic systems.
The diagonalized Chebyshev rational spectral method use the Sobolev bi-orthogonal Chebyshev rational functions
as the basis functions for (3.1) and (3.10), respectively. All the condition numbers of the corresponding total stiff matrices are equal to 1. While in the classic Chebyshev rational spectral method, the basis functions are chosen as {R k (x)} N k=0
and {r k (x)+ r k−1 (x)} N k=1
for (3.1) and (3.10), respectively. The corresponding total stiff matrices have off-diagonal entries. In Table 4 .1 below, we take µ = 1 and list the condition numbers of the total stiff matrices of the classic Chebyshev rational spectral method for (3.1) and (3.10). We note that the condition numbers of the resulting systems increase asymptotically as (N 2 ). 
