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ces	 améliorations	 techniques	 font	 espérer	 des	 avancées	 importantes	 en	 recherche	 médicale,	 les	
méthodes	 d’apprentissage	 statistique	 mises	 en	 œuvre	 doivent	 être	 capables	 de	 faire	 face	 aux	
problèmes	rencontrés	dans	les	espaces	de	grande	dimension.	Les	méthodes	de	classification	dans	des	
sous-espaces	et	les	méthodes	«	sparses	»	introduites	ces	dernières	années	se	proposent	de	répondre	





practices	 deeply	 modified	 because	 of	 the	 dimensionality	 of	 the	 data.	 Although	 these	 technical	
improvements	promise	significant	advances	in	medical	research,	the	statistical	learning	methods	must	
be	 able	 to	 cope	 with	 the	 problems	 encountered	 in	 those	 high-dimensional	 spaces.	 The	 subspace	
classification	and	"sparse"	methods	introduced	in	recent	years	propose	to	meet	this	expectation.	This	








façon	 exhaustive	 ces	 données	 dans	 un	 temps	 raisonnable.	 En	 particulier,	 de	 nombreuses	















En	particulier,	 la	grande	dimension	des	données	 (nombre	de	variables	 important)	pose	un	
ensemble	de	problèmes	à	 la	statistique	multivariée	classique	que	 l’on	résume	usuellement	
par	le	terme	«	fléau	de	la	dimension	».	Parmi	les	problèmes	que	posent	la	grande	dimension	
des	 données	 on	 peut	 citer	 les	 problèmes	 numériques,	 les	 problèmes	 d’inférence	 ou	 les	
problèmes	 de	 biais	 des	 estimateurs.	 Il	 a	 donc	 été	 nécessaire	 de	 développer	 ces	 dernières	
années	des	méthodes	capables	de	pallier	ces	problèmes.	Nous	allons	dans	cet	article	explorer	











d’observer	 cela	 est	 de	 s’intéresser	 au	 volume	 de	 l’hyper-sphère1	 unité	 en	 fonction	 de	 la	
dimension	de	l’espace.	Ce	volume	est	donné	par	la	formule		 	et	la	









que	 les	données	de	grande	dimension	 se	 regroupent	dans	des	 sous-espaces	de	dimension	







Les	approches	usuelles	pour	 contourner	 les	problèmes	posés	par	 la	grande	dimension	des	
données	sont	la	réduction	de	dimension,	la	régularisation	et	l’usage	de	modèles	parcimonieux.	
La	réduction	de	dimension	est	certainement	l’approche	la	plus	ancienne	et	la	plus	utilisée	en	





V (p) = ⇡p/2/ (p/2 + 1)
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dimensionnalité	 mais	 qui	 a	 le	 désavantage	 de	 potentiellement	 engendrer	 une	 perte	
d’information	 discriminante.	 La	 régularisation	 s’attaque	 quant	 à	 elle	 aux	 problèmes	
numériques,	 notamment	 dus	 à	 la	 grande	 colinéarité3	 des	 variables.	 Ces	 techniques	 de	
régularisation	 peuvent	 s’avérer	 en	 revanche	 difficile	 à	 paramétrer.	 Enfin,	 les	 approches	
parcimonieuses	 contraignent	 la	modélisation	pour	 réduire	 leur	niveau	de	paramétrisation,	





elles	 pleinement	 le	 phénomène	 de	 l’espace	 vide.	 D’une	 part,	 parmi	 les	 méthodes	
discriminatives	(i.e.	donc	le	but	unique	est	de	construire	une	fonction	de	classification),	 les	
méthodes	 à	 noyaux	 (support	 vector	 machines)	 et	 les	 réseaux	 de	 neurones	 (convolutional	
neural	networks)	n’hésitent	pas	à	projeter	les	données	dans	des	espaces	de	dimension	grande,	












l’hypothèse	 que	 les	 données	 vivent	 dans	 des	 sous-espaces.	 PLSDA	 (partial	 least	 square	
discriminant	analysis,	Barker	et	Rayens	 (2003))	 recherche	des	 représentations	 latentes	des	
données	et	de	 la	 variable	 à	prédire	 telles	que	 la	 covariance	entre	 les	deux	 soit	maximale.	
PSLDA	 est	 une	 méthode	 très	 utilisée	 dans	 les	 disciplines	 telles	 que	 la	 génomique	 ou	 la	









grande	 dimension	 tout	 en	 conservant	 l’avantage	 de	 l’interprétation	 vis-à-vis	 des	 variables	
d’origines.	Le	critère	de	Fisher	peut	être	utilisé	dans	ce	cadre	également	et	le	Lambda	de	Wilks	
permet	notamment	de	construire	des	tests	statistiques	pour	décider	de	l’utilité	d’une	variable.	
Malheureusement,	 ces	 approches	 se	 sont	 rapidement	 heurtées	 à	 la	 combinatoire	 de	
l’exploration	des	sous-ensembles	de	nombreuses	variables.	 Il	a	 fallu	attendre	 le	début	des	
																																																						
3	Deux	vecteurs	 	et	 sont	dits	colinéaires	s’il	existe	un	scalaire	 	tel	que	 .	
4	Certains	modèles	supposent	que	la	matrice	de	covariance	de	chacune	des	classes	est	diagonale.	
u v   v =  u
années	2000	pour	voir	émerger	une	nouvelle	approche	:	la	sélection	de	variable	par	«	sparsité	
Lasso	».	 	Les	approches	Lasso	opèrent	une	sélection	de	variables	en	ajoutant	à	 la	 fonction	
objective	 d’apprentissage	 une	 pénalisation	 de	 type	 .	 L’approche	 Lasso	 nécessite	 en	
revanche		de	définir	le	niveau	de	parcimonie	et	cela	est	en	général	fait	par	validation-croisée.	









par	 a	 priori	 bayésien	 au	 sein	 d’HDDA.	 Ainsi,	 la	méthode	 résultante	 sparse	HDDA	 (sHDDA,	













La	 radiomique	 est	 une	 technique	 émergente	 en	 recherche	 médicale	 qui	 consiste	 en	
l’extraction	de	caractéristiques	 tumorales	à	partir	d’images	médicales,	 telles	que	 l’IRM,	CT	
scan	ou	PET	scan.	Les	caractéristiques	extraites	sur	les	tumeurs	décrivent	leur	hétérogénéité,	
leur	forme	et	leur	texture.	Le	nombre	de	variables	extraites	peut	varier,	selon	la	technologie	
utilisée,	 de	 quelques	 dizaines	 à	 plusieurs	 centaines	 de	 variables.	 L’apprentissage	 d’un	
classifieur	performant	est	 complexifié	par	 le	 fait	 que	 la	plupart	des	études	 incluent	moins	
d’une	centaine	de	patients.	Le	ratio	nombre	de	patients	/	nombre	de	variables	est	alors	très	
défavorable	 à	 l’estimation	 statistique.	 Les	 méthodes	 de	 classification	 telles	 que	 sHDDA	
permettent	 d’espérer	 discriminer	 efficacement	 le	 sous-type	 de	 lésion	 (ce	 qui	 pourrait	
diminuer	le	nombre	de	biopsies	nécessaires)	tout	en	sélectionnant	les	variables	pertinentes	




la	 prédiction	 du	 sous-type	 histologique	 en	 cancer	 du	 sein.	 Dans	 cette	 étude,	 les	 auteurs	
disposent	d’une	cohorte	de	26	patientes	atteintes	d’un	cancer	du	sein	et	traitées	au	Centre	






X|Z = k ⇠ N (µk,⌃k), où ⌃k = VkSkV tk + bkIp














résultats	 sont	 obtenus	 à	 partir	 des	 variables	 radiomiques.	 La	 Figure	 6	 permet	 en	 outre	
d’observer	 la	 sélection	 de	 variables	 proposée	 par	 sHDDA,	 en	 fonction	 du	 nombre	 de	








l’avons	 illustré,	 ces	 outils	 avancés	 peuvent	 être	mis	 en	œuvre	 afin	 d’obtenir	 des	 résultats	
significatifs	dans	des	applications	médicales	comme	l’oncologie	sur	la	base	de	technologies	
récentes	 telles	 que	 la	 radiomique	 ou	 la	 métabolomique.	 Cette	 chaîne	 de	 traitement	 de	
données	pourrait	permettre	à	moyen	terme	de	prédire	le	sous-type	histologique	de	la	lésion	
sans	avoir	recourt	à	une	biopsie.	Un	objectif	à	plus	long	terme	serait	de	pouvoir	s’appuyer	sur	
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Figure	1.	Evolution	du	volume	de	l'hyper-sphère	unité	en	fonction	de	la	dimension	de	
l'espace.	
	
	
	
	
	
	
	 	
	
	
	
	
	
	
	
	
	
	 	
Figure	2.	Frontières	de	classification	d'un	classifieur	discriminatif	(gauche)	et	d'un	classifieur	génératif	(droite).	
	
	
	
	
	
	
	
	
	
	
	
	 	
	 	
Figure	3.	Illustration	de	la	modélisation	des	classes	dans	des	sous-espaces	
spécifiques.	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
Figure	4.	Illustration	de	la	sélection	de	variable	opérée	par	sHDDA	pour	une	classe.	
	 	
	
	
	
	
	
	
	
	
	
	
	
Figure	5.	Performance	de	classification	(score	de	Youden)	pour	la	prédiction	du	type	triple-négatif	avec	différentes	méthodes	
de	classification	(avec	l'aimable	autorisation	de	Orlhac	et	al.	(2018)).	
	
Figure	6.	Variables	radiomiques	sélectionnées	par	la	méthode	sHDDA	pour	la	prédiction	du	type	triple-négatif	(avec	
l'aimable	autorisation	de	Orlhac	et	al.	(2018)).	
