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Abstract
In this paper we shall study the following variant of the logistic equation with diffusion:
−du′′(x) = g(x)u(x) − u2(x)
for x ∈ R. The unknown function u corresponds to the size of a population. The function g corre-
sponds to the birth (or death) rate of the population which takes on both positive and negative values
on R; the −u2 term in the equation corresponds to the fact that the population is self-limiting and
the parameter d > 0 corresponds to the rate at which the population diffuses. We have obtained our
results by the construction of sub and supersolutions and the study of asymptotic properties of solu-
tions. Our results show the interplay between the birth rate of the species and the extent of diffusion
in determining the existence or nonexistence of nontrivial steady-state distributions of population.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We shall study the following variant of the logistic equation with diffusion:
ut (x, t) = d∆u(x, t)+ g(x)u(x) − u2(x) (1)
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G.A. Afrouzi / J. Math. Anal. Appl. 303 (2005) 342–349 343for x ∈ R, t > 0. The unknown function u corresponds to the density of a population.
The parameter d > 0 corresponds to the rate at which the population diffuses. If we write
λ = 1/d , we see that steady-state solutions of (1) must satisfy
−u′′(x) = λ[g(x)u(x)− u2(x)] (2)
for x ∈ R. The −u2 term in the equation corresponds to the fact that the population is self-
limiting and the function g corresponds to the birth rate of the population if self-limitation
is ignored. We assume throughout that g is a smooth function which takes on both positive
and negative values on R; at points where g(x) > 0 (< 0) the population, ignoring self-
limitation, has positive (negative) birth rate. Because u represents a population density, we
investigate only nonnegative solutions. Such solutions correspond to possible steady-state
distributions of population.
In Section 2 by constructing sub and supersolutions we prove an existence result and
also prove under the strong restriction that g(x) < 0 in a neighbourhood of infinity that
every positive solution must tend to 0 as |x| → ∞. In Section 3 under the weaker assump-
tion that g+ is small at infinity (g+(x)  k/|x|2+δ) we again prove that every positive
solution must tend to 0 as |x| → ∞ and also establish nonexistence and uniqueness re-
sults.
Diffusive logistic equations on all of RN were previously studied in the periodic-
parabolic case by Koch Medina and Schatti [7] and Hieber et al. [6] under the assumption
that g is negative at infinity in the dynamical systems framework of spaces of bounded
uniformly continuous functions.
Steady-state solutions of (1) on a bounded region with Neumann boundary conditions
were recently studied by Cantrell et al. [5], and on all of RN for N  3 by Afrouzi and
Brown [2].
2. Existence of solutions
First we assume that g :R → R is a smooth function which is bounded above and takes
on both positive and negative values in R and we prove the existence of positive solutions
by constructing appropriate sub-and supersolutions. The existence of a solution lying be-
tween a sub-and supersolution is a standard result for a bounded domain. It is, however,
easy to obtain the same result when the bounded region is replaced by all of R by consid-
ering a sequence of intervals of increasing radius and using a subsequence argument (see,
e.g., [4]).
It is easy to see that, since g is bounded above, then sufficiently large positive constants
are supersolutions of (2).
We now show how to construct subsolutions. Let r > 0, Br = (−r, r) and consider the
eigenvalue problem{−u′′(x) = λg(x)u(x), x ∈ (−r, r), (3)u(−r) = 0 = u(r).
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eigenvalue which we denote by λ+1 (r). It is also well known (see, e.g., [3]) that
λ+1 (r) = inf
{ ∫ r
−r u
′2 dx∫ r
−r gu2 dx
: u ∈ H 10 ((−r, r)),
r∫
−r
gu2 dx > 0
}
.
It is easy to see that r → λ+1 (r) is a decreasing function and so limr→+∞ λ+1 (r) must
exist. Suppose λ∞ = limr→∞ λ+1 (r). Then λ∞  0 and λ∞ has the following variational
characterisations (see [1, Lemmas 2.7 and 2.8]):
λ∞ = inf
{ ∫
R
u′2 dx∫
R
gu2 dx
: u ∈ C∞0 (R),
∫
R
gu2 dx > 0
}
and
λ∞ = inf
{ ∫
R
u′2 dx∫
R gu
2 dx
: u ∈ H 1(R), u has compact support,
∫
R
gu2 dx > 0
}
.
Now suppose that λ > λ∞. Then we may choose r s.t. λ+1 (r) < λ. We will define u by
u(x) =
{
φ(x) if x ∈ (−r, r),
0 otherwise,
where φ is the positive eigenfunction corresponding to λ+1 (r). It is easy to see that u is a
subsolution of (2) for arbitrarily small  > 0.
We now show that ψ(x) = M/(1 + x2) is also a supersolution of (2). We have ψ ′(x) =
−2Mx/(1 + x2)2 and so
ψ ′′ = −2M(1 + x
2)2 + 8Mx2(1 + x2)
(1 + x2)4 =
−2M(1 + x2) + 8Mx2
(1 + x2)3 .
Then we have
−ψ ′′(x) = 2M
(1 + x2)2 −
8Mx2
(1 + x2)3 =
M
1 + x2
[
2
1 + x2
(
1 − 4x
2
1 + x2
)]
= ψ(x)
[
2
1 + x2
(
1 − 4x
2
1 + x2
)]
.
Hence ψ is a supersolution iff
ψ(x)
2
1 + x2
[
1 − 4x
2
1 + x2
]
 λg(x)ψ(x) − λ[ψ(x)]2,
i.e.,
2
1 + x2
[
1 − 4x
2
1 + x2
]
 λg(x) − λ M
1 + x2 ,
i.e.,
2
2
[
1 + λM − 4x
2
2
]
 λg(x) (4)1 + x 2 1 + x
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it is possible to choose M sufficiently large so that (4) is satisfied. The following theorem
is a trivial consequence of the above results
Theorem 1. There exists a positive solution of (2) such that u → 0 at ∞ whenever λ > λ∞.
Theorem 2. Suppose that there exists r0 > 0 such that g(x) < 0 whenever |x| r0. If u is
a positive solution of (2), then lim|x|→∞ u(x) = 0.
Proof. First we assume that u is bounded; since −u′′(x) = λ[g − u]u, we have u′′(x) > 0
for x such that |x|  r0. Hence u′(x) is an increasing function of x , for |x|  r0 and so
u′(x) is eventually of one sign. Thus u is eventually a monotone function and so, since u is
a bounded function, lim|x|→∞ u(x) exists. For x such that |x| > r0, we have −u′′ −λu2
and so u′′  λu2. By integrating we obtain
u′(x) − u′(r0) λ
x∫
r0
u2(x) dx. (5)
Thus, if lim|x|→∞ u(x) = 0, letting |x| → ∞ in (5), we see that lim|x|→∞ u′(x) = ∞. This
is impossible as u is bounded and so we must have lim|x|→∞ u(x) = 0.
Now we shall prove that every solution of (2) must → 0 as |x| → ∞. It is sufficient
to prove that every positive solution of (2) must be bounded for all x such that |x| r0.
Hence this implies that for x , |x| r0, every turning point of u must be a local minimum
and so u must be eventually monotone.
Now suppose that u is not bounded. Since u is eventually monotone, it follows that
lim|x|→∞ u(x) = ∞, and that, for x such that |x| is sufficiently large, e.g., |x|  r1, we
have u′(x) > 0 and so u′′u′ > λu′u2. Therefore we have(
1
2
(u′)2 − ku3
)′
 0
for some constant k > 0 whenever |x| r1. Hence 12 (u′)2  c+ ku3, where c is a constant,
and so, as lim|x|→∞ u(x) = ∞, we have
u′ > k1u3/2
for some positive constant k1 whenever |x| r1. Thus u′u−3/2 > k1 and so
−2u−1/2(−r1) + 2u−1/2(x) k(−x − r1) (6)
for all x −r1 which is a contradiction since lim|x|→∞ u(x) = ∞. Similarly
−2u−1/2(x) + 2u−1/2(r1) k(x − r1) (7)
for all x  r1, which is also a contradiction since lim|x|→∞ u(x) = ∞. Hence we have
shown that every positive solution of (2) must be bounded and so lim|x|→∞ u(x) = 0. 
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For the remainder of the paper we shall assume that there exists k > 0, δ > 0 and r1 > 0
such that
g+(x) k|x|2+δ , |x| r1.
Theorem 3. Suppose u is a positive solution of (2) such that lim|x|→∞ u(x) = 0. Then
u,u′ ∈ L2(R) and gu ∈ L1(R).
Proof. For x ∈ [r1,+∞) we have
x∫
r1
g+udx  k
x∫
r1
1
t2+δ
dt = k−1 − δ [t
−1−δ]xr1 =
−k
1 + δ
[
1
x1+δ
− 1
r1+δ1
]
and since
lim
x→∞
k
1 + δ
[
1
r1+δ1
− 1
x1+δ
]
= k
(1 + δ)r1+δ1
,
we have g+u ∈ L1[0,+∞).
Now suppose that g−u + u2 /∈ L1[0,+∞). We have
u′′ = −λ(g+ − g− − u)u = −λg+u + λ(g−u + u2)
and so
x∫
r1
u′′ = −λ
x∫
r1
g+u + λ
x∫
r1
(g−u + u2).
Since g−u + u2 /∈ L1[0,+∞), we obtain that lim|x|→∞ u′(x) = +∞ which is a contra-
diction. Thus we must have g−u ∈ L1[0,+∞) and u ∈ L2[0,+∞). Now we show that
u′ ∈ L2[0,+∞). We have
x∫
r1
u′′ = −λ
x∫
r1
(gu − u2)
and so
u′(x) = u′(r1) − λ
x∫
r1
(gu − u2).
Thus limx→+∞ u′(x) exists. Also as u′′ = −λ(gu − u2) we have
uu′′ = −λ(gu − u2)u = −λ(g+u − g−u − u2)u = λ(g+u)u + λ(g−u + u2)u
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have
x∫
r1
uu′′ = −λ
x∫
r1
(gu − u2)u
and so
u(x)u′(x)− u(r1)u′(r1) −
x∫
r1
(u′)2 = −λ
x∫
r1
(gu − u2)u.
Since limx→+∞ u(x) = 0, limx→+∞ u′(x) exists and (gu − u2)u ∈ L1[0,+∞), it follows
that u′ ∈ L2[0,+∞). By a quite similar argument it can be shown that
u,u′ ∈ L2(−∞,0] and gu ∈ L1(−∞,0].
In fact we have proved that
u,u′ ∈ L2(R) and gu ∈ L1(R). 
Theorem 4. There exists λ′ > 0 such that if λ < λ′, then there does not exist a positive
solution of (2) such that limx→+∞ u(x) = 0.
Proof. Suppose that u is a positive solution of (2) such that lim|x|→+∞ u(x) = 0. We have
x∫
0
(u′)2 = u(x)u′(x)− u(0)u′(0) + λ
x∫
0
(gu − u2)u
and so there exists k1 > 0 such that
∞∫
0
(u′)2 < λk1
∞∫
0
gu2.
Similarly we can show there exists k2 > 0 such that
0∫
−∞
(u′)2 < λk2
0∫
−∞
gu2.
Now by choosing k′ = max{k1, k2} we have
+∞∫
−∞
(u′)2 < λk′
+∞∫
−∞
gu2. (8)
Since u,u′ ∈ L2(R), so u ∈ W 1,2(R). It is known that∫
(ϕ′)2  λ∞
∫
gϕ2 dx (9)R R
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from (8) and (9) that λk′  λ∞, i.e., λ 1k′ λ∞ = λ′, and so the proof is complete. 
Theorem 5. There exists at most one positive solution of (2) such that lim|x|→∞ u(x) = 0.
Proof. Suppose that u and v are two distinct such solutions . If neither u v nor v  u,
we define s(x) = inf{u(x), v(x)}. Then s ≡ u and s ≡ v and s is a supersolution for (2).
On the other hand, as before we can construct an arbitrarily small subsolution and so there
must exists a solution w of (2) such that w  s. Clearly w  u and w  v. Thus we may
assume without loss of generality that u v and u ≡ v. Multiplying the u-equation by v,
the v equation by u, integrating over (−x, x) and subtracting gives
v(x)u′(x) − v(−x)u′(−x)− u(x)v′(x) + u(−x)v′(−x) = λ
x∫
−x
uv(u − v).
Letting |x| → +∞ gives ∫ +∞−∞ uv(u − v) = 0 and this is a contradiction. 
Theorem 6. If u is a bounded positive solution of (2), then
lim|x|→∞u(x) = 0.
Proof. It is easy to see that either u → 0 or u is eventually monotone. We assume u → 0.
As −u′′ = λgu − λu2  λg+u − λu2 we have
u′(x) − u′(r1)−λ
x∫
r1
g+u + λ
x∫
r1
u2.
Since
∫ x
r1
g+u is converges, we obtain lim|x|→∞ u′(x) = +∞, and this a contradiction as u
is bounded. 
Theorem 7. Every positive solution of (2) is bounded.
Proof. Suppose u is unbounded. Then u is eventually monotone increasing, i.e., u(x) →
+∞ as x → +∞ or x → −∞. We prove the theorem for the case that u(x) → +∞ as
x → +∞, the case u(x) → +∞ as x → −∞ is similar. Let v(x) = ex/2u(x). Since u is
eventually monotone increasing, so is v. Thus there exists r ′ ∈ R such that v′′(x) > v(x)
for all x > r ′. Then choosing k > 0 such that v(x) − kex > 0 and [v(x) − kex]′ > 0 when
x = r ′, it is easy to show that v(x) > kex for all x  r ′. Hence, if x  r ′,
v′′ > ce−x/2v2 > ce−x/2k1/2ex/2v3/2 = k′v3/2
for some constant k′ > 0. Thus, as v′ > 0, we must have
v′′v′ > k′v3/2v′,
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1
2
(v′)2 − 2k
′
5
v5/2
]′
 0.
Hence
(v′)2  a + bv5/2
for x  r ′, where a and b > 0 are constants. Because v is unbounded, it follows that there
exists r ′′  r ′ and c > 0 such that
v′  cv5/4,
where x  r ′′. Thus v−5/4v′ > c and so 4(v−1/4(c) − v−1/4(x)) c(x − c) for all x  c.
Since limx→∞ v(x) = ∞, this is a contradiction and so we may conclude that u is
bounded. 
Now from Theorems 6 and 7 we have
Theorem 8. If u is a positive solution of (2), then
lim|x|→∞u(x) = 0.
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