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Topological states of matter exhibit a wealth of novel properties including the exact
quantisation of macroscopic observables and the presence of edge states. In this thesis,
we study the non-equilibrium dynamics of a class of topological phases, known as Chern
insulators. By focusing on the Haldane model, we study quenches between the topolog-
ical and non-topological phases, and the dynamics induced on physical observables. A
notable feature is that the Chern number, calculated for an inﬁnite system, is unchanged
under the dynamics following such a quench. However, in ﬁnite-size geometries, the ini-
tial and ﬁnal Hamiltonians are distinguished by the presence or absence of edge states.
We study the edge excitations and describe their impact on the dynamics of the edge
currents and the magnetisation. We show that, following a quantum quench, the edge
currents relax towards new steady-state values, and that there is light-cone spreading of
the currents into the interior of the sample. The late-time behaviour of the edge currents,
after multiple traversals of the sample, is captured by a Generalised Gibbs Ensemble.
We further provide an analysis of the Hall response following a quantum quench in an
isolated system, with explicit results for the Haldane model. We show that the Hall con-
ductance is no longer related to the Chern number in the post-quench state, in contrast
to the equilibrium case. We also discuss the eﬀects of generic open boundary conditions
and conﬁnement potentials. Finally, we discuss the impact of disorder on the phases
of the Haldane model, both in and out of equilibrium. We conclude with a discussion
of ongoing work on the non-equilibrium dynamics of the entanglement spectrum of the
Haldane model, and with prospects for further research.
The results presented in Chapters 2 and 3 are published in Refs [1, 2]. The results
in Chapter 4 are currently in preparation for publication [3].
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Preface
A central aspect of condensed matter physics is the study of new phases of matter, the
macroscopic behaviour of which is due to the quantum mechanical properties of their
constituents, whether they are electrons, spins or ions. The vast majority of phases of
matter are distinguished by the presence or absence of some kind of ordering of the par-
ticles in the system. Until the 1970s, the emergence of order was understood in terms of
symmetry breaking. For instance, a solid is a system in which the lattice arrangement
of the atoms is due to the breaking of the continuous translational symmetry. This
description of phase transitions has proven to be successful in a wide range of systems,
from liquid crystals to ferromagnets. A general theory for phase transitions from the
ﬁrst half of the 20th century, Landau theory [4], ﬁnds one of its spectacular ﬂagships in
superconductivity [5]. However, some phases of matter cannot be described in terms of
symmetry breaking. Indeed, in 1972, Kosterlitz and Thouless discovered a new type of
phase transition in two-dimensional systems [6, 7], where topology plays a crucial role,
and which cannot be understood in terms of Landau theory. Their predictions were
conﬁrmed in experiments on superﬂuid Helium [8]. Another striking example of a topo-
logical phase is provided by the integer quantum Hall eﬀect [9, 10], where topological
properties of the ground state lead to the precise quantisation of the Hall conductance
in multiples of q2/h, where q = −e is the electric charge, and h is the Planck constant;
see Fig. 1. This was observed in 1980 by von Klitzing [10]. Subsequently to early work
by Laughlin [12], in 1982, Thouless, Kohmoto, Nightingale, and den Nijs exposed the
12
Figure 1: Observation of the quantum Hall eﬀect. Experimental data for
the longitudinal ρxx and Hall ρxy resistance upon varying the magnetic ﬁeld
B perpendicular to the two-dimensional sample. Each step in the Hall resis-
tance is given by 1ν
h
q2
, with integer ν. It follows that the Hall conductance
σxy = ρ
−1
xy is quantised in units of q
2/h. Figure adapted from Ref. [11].
intimate relation of the quantised Hall conductance to topological invariants [13], via
their famous TKNN formula. In 1982, the even more remarkable fractional quantum
Hall eﬀect was discovered [14, 15]. In contrast to the integer quantum Hall eﬀect, where
electron-electron interactions are less important than disorder, here interactions play
a crucial role. In particular, they lead to the appearance of plateaus of the Hall con-
ductance at precise fractional values of e2/h. One of the important ramiﬁcations of
this observation is that the quasi-particles in the system carry a fractional charge [15],
as observed in experiment [16–18]. In the same period, Haldane discussed the role of
topology in discriminating between integer and half-integer spin chains [19, 20], which
also received experimental validation [21, 22]. These breakthroughs were followed by a
number of Nobel prizes: von Klitzing was awarded the 1985 Nobel prize for his observa-
tion of the integer quantum Hall eﬀect; the 1998 Nobel prize was awarded to Laughlin,
Störmer and Tsui for their work on the fractional quantum Hall eﬀect; and in 2016 the
13
Nobel prize was awarded to Thouless, Kosterlitz and Haldane, in recognition of their
pioneering theoretical work.
In the light of these discoveries, topological phases of matter were believed to be
exceptional in nature, and to occur only in one or two dimensions. However, with the
recent discovery of topological insulators and topological superconductors, topological
phases have been shown to exist also in three dimensions [23–40]. This has rendered
topological phases more prevalent in condensed-matter research.
A fundamental property of many examples of topological matter is the presence of
gapless edge states which are robust to local perturbations1. This, in combination with
the quantisation of macroscopic observables, makes topological systems ideal for techno-
logical applications. For example, the exact quantisation of the Hall response is crucial
for applications in metrology. The spin-momentum locking in topological insulators
makes them suitable candidates for “spintronic” devices [41]. Quantum computing is a
further attractive application: the building block of a quantum computer, the “quan-
tum bit”, could ﬁnd its realisation in topological materials [42]. For such applications,
it is important that the information imprinted in the “quantum bit” is safely stored,
and not lost due to external perturbations. It is therefore crucial to investigate the
response of topological phases of matter to strong perturbations and, more in general,
their behaviour when driven out of equilibrium.
The work presented in this thesis places itself at the interface of the ﬁelds of topologi-
cal phases of matter and of non-equilibrium physics. We investigate the non-equilibrium
dynamics of Chern insulators, i.e. quantum Hall systems on a lattice, focusing on fast
processes known as quantum quenches. Ultimately, the insights contained in this thesis
may provide some orientation for further research on the non-equilibrium properties of
topological insulators and of topological phases of matter in general.





In this introduction, we give a broad but brief overview of topological phases of matter.
We focus on the quantum Hall eﬀect and its realisation on a lattice, the Chern insulator.
We also introduce the Haldane model and its equilibrium phase diagram. This has no
presumption to be a comprehensive survey of the vast body of work in this ﬁeld, but
we try to cover the advances that set the context for this thesis. Moreover, we believe
this overview to be timely, given the recognition and attention which topological phases
of matter have received with the 2016 Nobel Prize in Physics. We also discuss some
advances in the ﬁeld of many-body quantum systems out of equilibrium, focusing on the
concepts of a quantum quench and the Generalised Gibbs Ensemble.
1.1 Landau Theory
Before Thouless and Kosterlitz’s work [6, 7], it was believed that phase transitions occur
following the spontaneous breaking of a symmetry (or its restoration). A general theory
of phase transitions is provided by Landau theory [4]. In Landau theory, the symmetry
breaking is accompanied by the appearance of an order parameter, i.e. a non-vanishing
expectation value of some local observable. An example is provided by magnets. To
15
1.2. Kosterlitz–Thouless Transition
each position in space r, one can associate a local magnetisation vector M(r), which,
in a non-magnetic material, can point in any direction, resulting in a vanishing aver-
aged value. The material becomes magnetised when the rotational symmetry of this
local order parameter is broken, and the system ﬁxes a magnetisation direction for the
whole sample. A further example is given by liquid crystals, where again the rotational
symmetry is broken, in favour of the alignment of the molecules in the system. As a
last example, we mention the BCS theory of superconductivity (named after the Nobel
prize winners Bardeen, Cooper and Schrieﬀer) [43], in which electrons form bound states
called Cooper pairs and the spontaneously broken symmetry is a U(1) gauge symmetry.
In the superconducting phase, the locking of the U(1) phase throughout the whole sys-
tem is accompanied by the appearance of an energy gap, which is the order parameter
of superconductivity.
Topological phase transitions are very diﬀerent, as they do not manifest any or-
der parameter, nor spontaneous symmetry breaking. Rather, in topological phases,
the “ordering” is associated with extensive geometrical properties of the quantum wave
function.
1.2 Kosterlitz–Thouless Transition
In the context of transitions to ordered phases following spontaneous symmetry breaking,
the Mermin–Wagner theorem [44–46] plays an important role. It states that, in one and
two dimensions, for systems with short-range interactions, continuous symmetries cannot
be spontaneously broken at ﬁnite temperature. Intuitively, quantum ﬂuctuations, in low
dimensions, suppress the appearance of long-range order. In the 1980s, the study of low-
dimensional systems ﬂourished, especially in view of the exotic behaviours enhanced by




Kosterlitz and Thouless were interested in the stability of order in two-dimensional
systems and, in particular, in the role of dislocations and topological defects. In their
1973 paper [7], they consider the classical XY model for spins conﬁned to a plane. The





cos(θi − θj). (1.1)
For J > 0, the lowest energy is obtained when all the spins are aligned. When considering





is exponentially decreasing (∼ e−r/ξ). Below
this temperature, on the other hand, it approaches a constant, indicating long-range
order. Things become more interesting in two dimensions. The continuum limit of the




Assuming that −∞ < θ <∞, one ﬁnds that the correlation function decays as a power
law [7]. The power law behaviour, which is not incompatible with the Mermin–Wagner
theorem, persists even at high temperatures, where an exponential decay is expected.
This paradox was resolved by Kosterlitz and Thouless [6, 7]. They realised that the
periodicity of θ, which gives rise to vortices, plays a crucial role in the appearance of a







dr · ∇θ(r) ∈ Z (1.3)
which counts the number of times a spin conﬁguration winds whilst varying r along a
closed circuit Γ; see Fig. 1.1. From Eqs (1.2) and (1.3), it follows that the energy cost
17
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Figure 1.1: Spin conﬁguration in the classical XY model, in the presence of
vortices. The vorticity computed along a path enclosing a vortex (Γ1) or
anti-vortex (Γ2) is respectively v = 1 and −1. For a path enclosing an equal
number of vortices and anti-vortices (Γ3), the vorticity is vanishing.
for a v = ±1 vortex is [7]
Ev = J/2
∫
dr2 (1/r)2 = Jπ ln(L/a), (1.4)
where L is the size of the system and a is a short distance cut-oﬀ, which can be set to
the size of the vortex.
For a large system, it is unfavourable to create a single vortex. However, the energy
cost for creating a vortex (v = 1) anti-vortex (v = −1) pair is 2Jπ ln(d/a), with d the
distance between the two vortices [7]. The low-temperature phase corresponds to a gas
of vortex anti-vortex pairs. To identify the temperature for the transition to a phase
of free vortices, Kosterlitz and Thouless turn to a thermodynamic argument. The free
18
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energy for a single vortex is [7]
F = E − TS = Jπ ln(L/a)− TkB ln(L2/a2), (1.5)
where kB is Boltzmann’s constant, and L
2/a2 is the number of possible positions for a
vortex of size a2. It follows that, at temperatures above TKT = Jπ/2kB , it becomes
favourable to decouple the pairs into free vortices. Although there is no symmetry break-
ing, in conformity with the Mermin–Wagner theorem, there is a phase transition [6, 7],
as veriﬁed experimentally [8, 48]. This is often referred to as the Berezinskii–Kosterlitz–
Thouless transition, as Berezinskii had early insights into the role of topological de-
fects [49, 50].
1.3 Quantum Hall Effect
The next milestone in the understanding of topological phases of matter is given by the
integer quantum Hall eﬀect. The remarkable experimental observation of the quantum





of a two-dimensional electron gas subject to a strong perpendicular magnetic ﬁeld, at low
temperature1; see Fig. 1. Here, ν is an integer and q = −e is the charge of the carriers.
Simultaneously, the observed dissipation is vanishing, σxx = 0. The quantisation of
the Hall conductance has an accuracy of 10−10 and is independent of the microscopic
details of the sample. As demonstrated by Laughlin, the precise quantisation of the Hall
response is immune to sample defects. In fact, the plateaus in the Hall conductance
(Fig. 1) broaden with increasing disorder [12]. The traditional understanding of this
1 The relativistic quantum Hall effect was recently observed in graphene at room temperature [51].
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eﬀect is based on Landau quantisation. Here, we do not go into the details of this
argument. However, in the spirit of keeping this thesis self-contained, we discuss the
Landau quantisation and the broadening of the plateaus with disorder in Appendix A.
The early theoretical insight [9] and the experimental observation [10] of the quantum
Hall eﬀect have revolutionised our understanding of phases of matter, and, together with
the discovery of the Kosterlitz–Thouless transition discussed above, have paved the way
for the discovery of new topological phases of matter. The quantum Hall eﬀect provides
an exquisite example of a macroscopic quantum phenomenon, and is as fundamentally
signiﬁcant as superconductivity.
1.4 Topological Invariants
In 1982, Thouless, Kohmoto, Nightingale and den Nijs (TKNN), by means of linear
response theory, demonstrated that the exact quantisation of the Hall response is inti-
mately related to a topological invariant, known as the Chern number [13].
The term “topology” refers to those geometrical properties that are invariant under
smooth deformations, an example being the number of holes of a torus transforming
into a mug; see Fig. 1.2. Let us remind the reader of some well known results in this
context. Consider a closed surface M . Although quantities, like the Gaussian curvature
K, may be local and dependent on the details of the surface M , their integrated value
is, on the contrary, a global topological property which does not change under smooth





KdA = χ(M) (1.7)
where χ(M) is the Euler characteristic of the surface M . For orientable compact closed
surfaces, this has a clear interpretation. In this case χ(M) = 2(1 − g), where g is the





Figure 1.2: Topology is the study of the geometrical properties of surfaces
which are preserved under smooth deformations, i.e. twisting or stretching,
but not piercing or gluing. (a) In this picture, a torus can be smoothly
deformed into a mug without tearing the surface. They are topologically
equivalent with the same genus g = 1. (b) The same applies for the double-
torus and a two handled cup; both have genus g = 2. In this simple example,
the number of holes determines the topological character of the surface.
Gauss–Bonnet theorem.
Chern Number
A generalisation of the Gauss–Bonnet theorem by Chern [52] is instrumental to under-
stand how topology is relevant for physics. The general idea is to monitor how the wave
function of a system changes with respect to a parameter X. The Gauss–Bonnet theo-
rem is generalised by considering X ∈ M2, where M2 is a closed orientable 2-manifold.
For a system invariant under a local gauge transformation |ψ′(X)〉 = e−iλ(X) |ψ(X)〉,
one may deﬁne a covariant derivative
|Dµψ(X)〉 = |∂µψ(X)〉 − |ψ(X)〉 〈ψ(X) | ∂µψ(X)〉 , (1.8)
where |ψ(X)〉 〈ψ(X)| projects out the parts of |∂µψ(X)〉 that are not orthogonal to
|ψ(X)〉. Introducing the Berry connection Aµ(X) = i 〈ψ(X) | ∂µψ(X)〉, Eq. (1.8) takes
the form |Dµψ(X)〉 = |∂µψ(X)〉 + iAµ(X) |ψ(X)〉, which is reminiscent of the gauge
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covariant derivative in electromagnetism. A variation in parameter space along a closed





known as the Berry phase [53]. In order to preserve the single-valuedness of the wave






dXµ ∧ dXσ Ωµσ(X) ∈ Z, (1.10)
where Ωµσ = 〈Dµψ(X) |Dσψ(X)〉−〈Dσψ(X) |Dµψ(X)〉 is the Berry curvature, and the
resemblance with Eq. (1.7) is manifest.
Aharonov–Bohm Effect
The parallel with electromagnetism is not only formal. In fact, in this case, the Berry
connection corresponds to the usual vector potential, and the parameter space X is real
space. Let us consider a situation in which a magnetic ﬂux ΦB exists only in a limited
region in space, for example in the presence of an inﬁnite conducting coil. Interestingly,
the vector potential is allowed to be non-vanishing even in region of space where there
is no magnetic ﬁeld. Let us now imagine to split an electron wave along two paths (Γ1

















A(x′) · dx′, (1.11)
where q = −e is the electron charge, and A(x) is the electromagnetic vector potential.
The integral on the right-hand side is the magnetic ﬂux in the region between the two
paths, and thus we obtain ∆φ = q
~











Figure 1.3: (a) Schematic illustration of the Aharonov–Bohm eﬀect. Two
partial electron waves move from point A to B, along diﬀerent paths Γ1 and
Γ2. If a non-vanishing magnetic ﬂux ΦB exists in the region between the
two paths, the two partial waves will display an interference pattern. (b)
If the electrons ﬂow in a superconducting circuit (green ring), the magnetic
ﬂux is quantised: ΦB =
h
2eν, with integer ν.
Bohm eﬀect [54, 55]. The phase in Eq. (1.11) corresponds to the Berry phase introduced
above, and does not need to be quantised. Let us instead consider the more relevant case
in which the electrons move in a superconducting wire with cross section larger than
the London penetration depth; see Fig. 1.3(b). In this case, the wave function must be
coherent, and the phase diﬀerence for the Cooper pairs in the superconducting circuit
(with charge q = −2e) must be vanishing. One ﬁnally ﬁnds that the magnetic ﬂux must
be quantised as 2e
~
ΦB = 2πν, with ν ∈ Z. Finally, writing explicitly the magnetic ﬂux as
the integral of the magnetic ﬁeld, ΦB =
∫
dxB(x), we recognise in ν the Chern number,
and in the magnetic ﬁeld the analogue of a component of the Berry curvature.
Chern Number in Periodic Potentials
After having gone through the exercise of computing the Aharonov–Bohm phase shift,
we are now equipped to understand how topology aﬀects electrons in a two-dimensional
lattice. The mathematics is the same as above, however here the parameter space X
is the quasi-momentum space, with periodic boundary conditions. For lattice models,
this corresponds to the Brillouin zone. Let us then consider a Hamiltonian varying in
quasi-momentum space, Hˆ(k), and a state |ψ(k)〉. As the state moves along a closed
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where Ak = 〈ψ(k) | i∇ |ψ(k)〉 is the Berry connection. In order to preserve the single-
valuedness of the wave function, then one must impose φ = 2πν. Here, ν is the Chern
number given by Eq. (1.10). Note, however, that in order to obtain a non-vanishing
Chern number, the Berry connection must have some singularities somewhere in the
Brillouin zone. Indeed, the line integral ofAk around the Brillouin zone boundaries must
vanish ifAk is a smooth function in the vicinity of that contour, since contributions from
opposite edges of the Brillouin zone exactly cancel. These singularities can be avoided
by using diﬀerent gauge patches in diﬀerent parts of the Brillouin zone; see for example
Ref. [56]. More easily, the Chern number can be computed by integrating the curl of






dk Ω ∈ Z (1.13)
where Ω = ∂kxAky − ∂kyAkx is the Berry curvature.
We can now appreciate the incredible breakthrough of TKNN [13]. They were able
to demonstrate that the macroscopically observable Hall conductance is proportional to









Figure 1.4: Honeycomb lattice of the Haldane model. The solid (dashed)
lines correspond to the nearest (next-to-nearest) neighbour hopping. Open
and solid dots are the two sub-lattices A and B, respectively. a and b label
regions with opposite magnetic ﬂux. The arrows point in the direction of
positive phase ϕ in the next-to-nearest neighbour hopping. Figure adapted
from Ref. [57].
1.5 Haldane Model
An important feature of Eq. (1.14) is that it is independent of any applied magnetic
ﬁeld. In 1988, Haldane showed that the integer quantum Hall eﬀect does not require
a net magnetic ﬁeld, and in fact belongs to a wider class of phenomena associated
with broken time-reversal symmetry [57]. He proposed a two-dimensional model which
exhibits a quantised Hall conductance, in the absence of a net magnetic ﬁeld2 [57]. A
key feature of the Haldane model is that it does not need disorder, nor interactions,
to exhibit a topological phase. It is therefore ideal to address very general and broad
questions about the non-equilibrium dynamics of Chern insulators.
The Haldane model describes spinless fermions hopping on a honeycomb lattice
with both nearest and next-to-nearest neighbour hopping parameters; see Fig. 1.4. The
2In fact, this is also a property of the Hofstadter model [58], where each plaquette is pierced by a
rational multiple P/Q of the flux quantum. If one considers a super-cell of Q plaquettes, this will be
pierced by P ∈ N flux quanta. However, the magnetic flux on a lattice is only defined modulo the flux
quantum. This situation is therefore equivalent to a super-cell threaded by zero flux. We thank Prof.























where the fermionic operators obey the anti-commutation relations {cˆj , cˆ†j} = δij and
nˆi ≡ cˆ†i cˆi. Here, 〈i, j〉 and 〈〈i, j〉〉 indicate the summation over the nearest and next-to-
nearest neighbour sites respectively, and A and B label the two sub-lattices. The phase
factor ϕij = ±ϕ corresponds to the Aharonov–Bohm phase due to a staggered magnetic
ﬁeld with the full symmetry of the lattice, such that the local ﬂux within a hexagonal
plaquette is non-zero, but the total ﬂux through a plaquette vanishes, and it is taken
positive (negative) for anticlockwise (clockwise) next-to-nearest neighbour hopping; see
Fig. 1.4. The associated time-reversal symmetry breaking leads to a quantum Hall
eﬀect in the absence of a net magnetic ﬁeld. The energy oﬀ-set ±M breaks spatial
inversion symmetry. Although this parameter is not necessary for the quantum Hall
eﬀect, it allows us to also explore the non-topological semi-conducting phase. The phase
diagram of the Haldane model is shown in Fig. 1.5. Following Ref. [57], we assume that
|t2/t1| ≤ 1/3 so that the bands may touch, but not overlap; see Fig. 1.6.
Figure 1.5: Phase diagram of the Haldane model obtained from the low-
energy Dirac fermion representation, showing topological (ν = ±1) and









Figure 1.6: (a) Band structure of the Haldane model [57]. (b) At low-
energies, the model reduces to a sum of two Dirac Hamiltonians with a
gapped relativistic dispersion relation.
Dirac Hamiltonian
In Fourier space, the Hamiltonian (1.15) is given by [57]


















where σµ are Pauli matrices and I is the identity matrix. Here, a1,a2,a3 are the dis-
placements from a B site to its three nearest-neighbour A sites. The bi’s are deﬁned
via cyclic permutations of b1 = a2 − a3 and correspond to the second-neighbour dis-
placements, ±bi. For t2,M ≪ t1, the Hamiltonian (1.16) has a linear dispersion near
the six corners of the hexagonal Brillouin zone, but only two of these are inequivalent.
We denote these by kα, with α = ±1 labelling the two Dirac points. Expanding the








2 −Π2ασ1) +mαc2σ3, (1.17)
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where mα = (M − 3
√
3αt2 sinϕ)/c
2 is the eﬀective mass, c = 3t1a/2~ is the eﬀective











In order to simplify the notations we parameterise the complex number Π2α + iΠ
1
α as




 mαc2 −c p eiαθ
−c p e−iαθ −mαc2

 . (1.19)
The Chern number ν, discussed previously, is integer and non-vanishing in the topologi-
cal phases, and is zero in the semiconducting phase [13, 52, 53, 57]. For the ground state
of the Haldane model, ν ∈ ±1, 0. This may be decomposed into contributions from the
two Dirac points as ν = ν+ + ν−, where
να = −α2 sign(mα) ∈ ±1/2. (1.20)
The boundaries of the topological phases correspond to the locations where m± changes
sign. They are thus given byM/t2 = ±3
√
3 sinϕ, and are independent of t1; see Fig. 1.5.
Experimental Realisation
In this thesis, we present results based on the Haldane model. This choice is particularly
timely, given that it was realised experimentally in 2013 [59]. The realisation of this
model went beyond Haldane’s expectations. Indeed, in his 1988 paper, he concludes [57]:
While the particular model presented here is unlikely to be directly physically
realisable, it indicates that [...] the QHE can be placed in the wider context
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of phenomena associated with broken time-reversal invariance, and does not
necessarily require external magnetic fields.
The element of the model which made its realisation “unlikely” was the staggered mag-
netic ﬁeld used to break time-reversal symmetry. However, this technical challenge was
overcome thanks to recent advances in ultracold atoms [60–64]. In particular, the realisa-
tion of the symmetry-breaking phase factor e±iϕ was made possible through modulation
of the optical lattice [65, 66], without any staggered magnetic ﬁeld. A more detailed
description of this experiment is provided in Appendix B.
1.6 Topological Insulators
The importance of the Haldane model goes beyond the possibility to obtain an integer
quantum Hall eﬀect in the absence of a net magnetic ﬁeld. Indeed, the Haldane model
proved instrumental for the discovery of the broader class of time-reversal symmetric
topological insulators. In 2005, motivated by work on graphene [67–70], Kane and Mele
proposed a slightly more realistic model respecting the symmetries of graphene, includ-
ing time-reversal invariance [23, 24]. Taking into account the spin of the electrons, and
adding a spin-orbit potential, they obtained a new time-reversal invariant “topological
insulator” phase, distinct from an ordinary insulator. The Kane–Mele model, in its sim-
plest formulation, consists of two copies of the Haldane model, for the opposite spins.
Each of the two copies breaks time-reversal symmetry leading to a quantised Hall con-
ductance. Each copy has an opposite Chern number ν↑ = −ν↓, and hence Hall currents
ﬂowing in opposite directions J↑ = −J↓. The two copies together, however, do not
break time-reversal symmetry. Although the opposite currents annihilate charge trans-
port, one can observe a non-vanishing spin current Js =
~
2e(J
↑ − J↓), with a quantised
spin Hall conductance of e/2π.
Together with work by Zhang and collaborators [25, 26], this model opened a new
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area of research on topological insulators. Subsequently, topological insulators were
further theorised and experimentally observed both in two and three dimensions [27–
29, 34, 35, 37–40, 71, 72].
1.7 Non-Equilibrium Systems
In this thesis, we focus on the non-equilibrium dynamics of Chern insulators. So far,
we have introduced the topological concepts required for this work. Here, we introduce
some key notions to contextualise the non-equilibrium elements of this thesis.
Much of physics is focused on the equilibrium behaviour of classical and quantum
systems. However, as faster and smaller devices become increasingly ubiquitous in mod-
ern technologies, the analysis of their response to perturbations becomes more and more
important. In particular, having a clear view over the non-equilibrium behaviour of
topological systems could potentially beneﬁt ﬁelds of research oriented towards the ex-
ploitation of these phases of matter for spintronic devices and in quantum computation.
For advances in this direction, see Refs [73–83]. Moreover, the interest for understanding
non-equilibrium processes goes beyond its technological applications, as it interrogates
the foundations of statistical mechanics. For example, classical equilibrium statistical
mechanics rests on the ergodic hypothesis, according to which a system uniformly sam-
ples the phase space in time. However, little is known about the dynamics which leads
to thermal equilibrium, and only in the last decade there has been a real and grow-
ing interest towards these kinds of fundamental questions [84–88]. Recent experimental
advances in ultracold atoms have motivated and further bolstered the interest of the




In the context of many-body systems, a typical protocol used to drive systems out of
equilibrium is the quantum quench [83, 87, 90–103], which will be ubiquitous in this
thesis. Consider a Hamiltonian Hˆ(g) which is dependent on some parameter g. A
quantum quench consists in preparing the system in the ground state of Hˆ(g), |ψg〉,
and, at time t = 0, suddenly changing g to g′. Upon quenching the parameter g, the
state evolves unitarily under the new Hamiltonian:
|ψ(t)〉 = e− i~ Hˆ(g′)t |ψg〉 , (1.21)
and the corresponding density matrix is ρˆ(t) = |ψ(t)〉〈ψ(t)|.
A natural question which arises is whether the quenched system eventually ther-
malises. Thermalisation means that the expectation value of an observable Oˆ, 〈Oˆ〉 =
Tr[ρˆ(t)Oˆ], eventually becomes indistinguishable from the expectation value for a ther-
mal ensemble Tr[exp(−βHˆ(g′))Oˆ], where β is an inverse temperature. If a system ther-
malises, it is well described by a few macroscopic quantities only, such as the temperature
and the number of particles in the system. The success of thermodynamics is mostly
due to the fact that interacting systems eventually reach thermal equilibrium. However,
although several thermalisation mechanisms are known [84–88], a rigorous proof for the
thermalisation of quenched interacting many-body systems is still missing [104].
Generalised Gibbs Ensemble
In spite of the success of statistical mechanics, not all systems thermalise. The ﬁrst
experiment showing the absence of thermalisation in a many-body system is given by
the “quantum Newton’s cradle” [89]. In this experiment, an array of distinct parallel
one-dimensional Bose-Einstein condensates are prepared in a harmonic trap. The atoms
of the Bose gas are later split into a superposition of states with opposite peaks in their
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Figure 1.7: Quantum Newton’s cradle experiment. An array of one-
dimensional Bose-Einstein condensates are prepared in a harmonic trap.
The atoms of the Bose gas are split into a superposition of states with op-
posite peaks in their momentum distribution, and are allowed to oscillate
and collide with each other. After a variable waiting time t, a time of ﬂight
measurement is performed, resulting in the ﬁgure. The system does not equi-
librate, even after thousands of collisions. Figure adapted from Ref. [89].
momentum distribution, and are allowed to oscillate and collide with each other; see
Fig. 1.7. In spite of the collisions, the system does not equilibrate over the duration of
the experiment.
Motivated by this experiment, research on the equilibration properties of integrable
systems intensiﬁed. Integrable systems, typically systems with a large number of con-
served quantities, fail to thermalise, due to the constraints imposed by the constants of
the motion. Nevertheless, their long time behaviour is captured by a Generalised Gibbs
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where Z = Tr exp
(
−∑γ λγ Iˆγ), Iˆγ is the set of conserved quantities in the system, and
λγ is the corresponding set of generalised inverse temperatures. The Generalised Gibbs
Ensemble is relevant for the work presented in Chapter 3.
Alternative protocols
Global quantum quenches are not the only protocols used to drive systems out of equi-
librium. A popular alternative choice are sweeps or ramps [100, 106–110]. In this case,
the change of the parameter g → g′ is not instantaneous but happens in a ﬁnite time
interval. Another example is given by local, rather than global, quantum quenches [111–
113]. The experimental side of this ﬁeld is also thriving, especially thanks to the high
degree of control available in cold atom experiments [89, 102, 114, 115].
A further research ﬁeld in non-equilibrium physics is provided by the study of driven
systems, where the non-equilibrium aspects are inherently embedded in the system. In
this class, we mention photonic systems, which can be used, alternatively to cold atom
experiments, as quantum simulators [116–124]. Another example is provided by Floquet
systems [66, 125–138], where time-dependent Hamiltonians with periodic driving are
considered. It is worth noting that the experimental realisation of the Haldane model via
periodic modulation of the lattice [59] is theoretically described in terms of the Floquet
theory. In this thesis, however, we take a step back from the details of the speciﬁc
periodic driving scheme, and instead we focus on the pure non-equilibrium dynamics of
the Haldane model. In this way, we avoid conﬂating the driven dynamics of Floquet





In Chapter 2, we explore the non-equilibrium response of Chern insulators. We con-
sider quantum quenches between topological and non-topological phases in the Haldane
model, and study the associated non-equilibrium dynamics. A striking result is that the
Chern number, calculated for an inﬁnite system, is preserved following such a quench.
In spite of this preservation, physical observables such as the edge currents and the
magnetisation undergo non-trivial dynamics in ﬁnite-size systems. This is due to the
formation or disappearance of the edge modes, and their re-population. In particular
we show that, following a quantum quench, the edge currents reach new steady-state
values. We also provide evidence for the light-cone propagation of the currents into the
interior of the sample. The results presented in this Chapter are published in Ref. [1].
In Chapter 3, we analyse the unitary evolution of the Hall response following a quan-
tum quench, providing explicit results, both numerical and analytical, for the Haldane
model. Out of equilibrium, the Hall response is no longer quantised. We then further
explore the non-equilibrium dynamics of the edge currents, showing that, at late times,
these can be described in terms of a Generalised Gibbs Ensemble. To make connec-
tions with experiments in cold atom settings, we also consider the eﬀects of an external
trapping potential. The results presented in this Chapter are published in Ref. [2].
In Chapter 4, we discuss the role of disorder on the non-equilibrium dynamics of
ﬁnite-size Chern insulators. We provide an overview of the equilibrium phase diagram of
the Haldane model in the presence of on-site potential disorder, characterising the topo-
logical phases by means of the local Chern marker introduced by Bianco and Resta [139].
We then explore the time-evolution of the local Chern marker, and its average over many
lattice sites and disorder realisations, following quantum quenches between the topolog-
ical and non-topological phases. We observe light-cone propagation of “Chern currents”
from the boundaries towards the interior of the sample, reminiscent of the evolution of
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the edge currents discussed in Chapter 2. The results presented in this Chapter are
currently in preparation for publication [3].
Finally, in Chapter 5, we present the Conclusions of this thesis and discuss some
ongoing work on the non-equilibrium dynamics of the entanglement entropy and entan-




Chern Insulators Out of Equilibrium
In this Chapter1, we explore the non-equilibrium response of Chern insulators, focusing
on the paradigmatic Haldane model. We study the dynamics induced by quantum
















Figure 2.1: (a) Phase diagram of the Haldane model obtained from the
low-energy Dirac fermion representation, showing topological (ν = ±1) and
non-topological (ν = 0) phases [57]. We study quantum quenches and sweeps
between diﬀerent regions of the phase diagram, as illustrated by the arrows.
(b) The low-energy spectrum of the Haldane model is described by excita-
tions around the two Dirac points. After a quench, carriers in the lower
band are excited to the upper band.
Out of equilibrium, on physical grounds, one expects the Hall response to depart
from its quantised value. A natural starting point is therefore to explore the evolution
1The results presented in this Chapter are published in Ref. [1].
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of the Chern number. A striking result is that the Chern number, in an inﬁnite system, is
unchanged under the dynamics following such a quench. The topological Chern index, by
deﬁnition robust to local perturbations, is robust even against strong, global, quenches.
We return to the calculation of the Hall response in Chapter 3.
Another deﬁning characteristic of Chern insulators is the appearance of edge states in
the energy spectrum for ﬁnite-size samples. In order to probe the edge physics in ﬁnite-
size geometries, we analyse the dynamics of physical observables which are sensitive
to the presence or absence of the edge states, such as the edge currents and the orbital
magnetisation. In spite of the preservation of the Chern number in the absence of sample
boundaries, these observables undergo non-trivial dynamics. We show that, following
a quantum quench, the edge currents relax towards new steady-state values, and that
there is light-cone spreading of the currents into the interior of the ﬁnite-size sample.
Quantum Quenches
In order to gain insight into the non-equilibrium dynamics of the Haldane model, we
make use of the quantum quench protocol introduced in Section 1.7. Throughout this
thesis, we consider quantum quenches between diﬀerent points (M,ϕ) on the phase
diagram shown in Fig. 2.1(a), for ﬁxed values of t1 and t2. At time t = 0, the system
is prepared in the ground state of the Haldane model with parameters (M0, ϕ0). At
half-ﬁlling, the initial state ﬁlls the lower band of Fig. 1.6. We then abruptly change
the parameters of Hˆ to (M,ϕ), and let the system evolve unitarily under the action of
this new Hamiltonian. In general, this will lead to a non-trivial occupation of both the
lower and the upper bands; see Fig. 2.1.
We ﬁrst demonstrate the preservation of the Chern number following a quantum
quench by focusing on the contributions from the two Dirac points. This analysis cap-
tures the physics of this non-equilibrium process, in spite of the fact that high-energy
states, far from the Dirac points, can be populated. In this low-energy framework, we
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also show that the Chern number is preserved under linear sweeps. We then show that
the Chern number is preserved for the Haldane model, beyond the low-energy descrip-
tion. Finally, we give a general intuitive argument for this preservation, based on spin
textures in quasi-momentum space. Similar results were also obtained by D’Alessio and
Rigol [132].
2.1 Contributions from the Dirac Points
We begin by examining the non-equilibrium response of the eﬀective Dirac Hamiltonian
Hˆ = Hˆ+ + Hˆ−, with Hˆα given by Eq. (1.19). From Eq. (1.20), we recall that ν =
−12 [sign(m+)− sign(m−)]. Quenching between diﬀerent phases corresponds to changing
the sign of one or both of the masses mα. For a given Dirac point, such changes will lead
to a re-distribution of carriers between the two bands, which may be measured through
band-mapping techniques [59]; see Fig. 2.1. We denote the energies in the lower and
upper bands by El,uα (p), and the corresponding eigenstates by |lα(p, θ)〉 and |uα(p, θ)〉.
We recall that the quasi-momenta near the Dirac point α are parameterised by p eiαθ.
From Eq. (1.19), it is straightforward to check that the eigenvalues of Hα(p, θ), E
l,u
α (p),
are independent of θ. For a generic state in a θ-independent superposition of the upper
and lower states,
|ψα(p, θ)〉 = aα(p)e−iElα(p)t |lα(p, θ)〉+ bα(p)e−iEuα(p)t |uα(p, θ)〉 , (2.1)
the Chern number is formally given by







where, for the low-energy ﬁeld theory, the domain of integration in Eq. (1.13) is extended
to the whole two-dimensional quasi-momentum space. Here, aα(p) and bα(p) are complex
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c-numbers, and δ = arg(aα(∞))− arg(bα(∞)). In general, να(t) is time-dependent, and
diﬀers from its ground-state values of ±1/2. However, the time-dependence only enters
via the superposition coeﬃcients evaluated at k =∞.
Proof of Equation (2.2)
In order to prove Eq. (2.2), we focus here on the α = −1 Dirac point. The case α = +1
can be treated analogously. For the Dirac Hamiltonian, given by Eq. (1.19) with α = −1,
the Berry connection is given by A−p = i 〈ψ− | ∂pψ−〉 and A−θ = i 〈ψ− | ∂θψ−〉. For the





















the coeﬃcients A−p and A
−
θ are independent of θ. As a result, the contribution of this




















where Ω− = ∂pA−θ − ∂θA−p . Using the explicit forms in Eq. (2.3), one obtains










2The index ± of f±(p,m) should not be confused with the Dirac point index α = ±.
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where a˜−(p, t) = a−(p)e−iE
l
−
(p)t and b˜−(p, t) = b−(p)e−iE
u
−













|b˜−(0, t)|2 m− > 0
|a˜−(0, t)|2 m− < 0.
(2.8)
Eq. (2.2) follows by substituting Eqs (2.7) and (2.8) into Eq. (2.5).
Quantum Quenches at the Dirac Points
Equation (2.2) shows the contributions from a single Dirac point α to the Chern number,
for the state deﬁned in Eq. (2.1). Here, we explicitly show that bα(∞) = 0, following
a quantum quench; see Fig. 2.2. In addition, bα(0) = 0,±1, so that the potential





, is compensated for by the change













Figure 2.2: Probability of occupying the upper band for a single Dirac point
(α = −1) with the eﬀective speed of light set to c = 1, following a quench
of mα. Sign-preserving quench, m− = −1 → m′− = −0.1 (solid line) and a
sign-changing quench, m− = −1 → m′− = 0.1 (dashed line). In both cases,
b−(∞) = 0, corresponding to the time-independence of ν−(t) using Eq. (2.2).
The sign-changing quench yields |b−(0)|2 = 1, but the contribution to ν−(t)
in Eq. (2.2) is compensated for by the change in sign of m−. As a result, ν−
is unchanged from its initial value.
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Let us, once again, specialise to the α = −1 Dirac point, without loss of generality.
We now consider a quench m− → m′−. The system is initially prepared in the ground
state of Hˆ−(m−), corresponding to the ﬁlled lower band, |l−〉. Immediately after the
quench, we may decompose |l−〉 into the eigenstates of the post-quench Hamiltonian:
a−(p) = f−(p,m−)f−(p,m′−) + f+(p,m−)f+(p,m
′
−),
b−(p) = f+(p,m−)f−(p,m′−)− f−(p,m−)f+(p,m′−).
(2.9)
The probability of being in the upper band, |b−(p)|2, is plotted in Fig. 2.2. In particular,
one obtains b−(∞) = 0 and b−(0) = 0 (b−(0) = ±1) for sign-preserving (sign-changing)
mass quenches. As a result, the Chern number is unchanged from its initial value, even
if one quenches between diﬀerent phases.
Linear Sweeps
We extend the results for the Chern number preservation to linear, time-dependent,
sweeps. We again consider α = − and set m− = tτ in Eq. (1.19), corresponding to a sign
changing sweep over the interval t ∈ [−∞,∞]. We prepare the system in the ground
state at t = −∞ and track the subsequent evolution [73]. At any instant of time the
state can be written as a superposition of the eigenstates of Hˆ−(t):
|ψ−(p, θ, t)〉 = a−(p, t) |l−(p, θ, t)〉+ b−(p, t) |u−(p, θ, t)〉 . (2.10)
Using Eq. (2.5) and Eq. (2.6), one obtains





















2.1. Contributions from the Dirac Points
We now need to evaluate the coeﬃcients a−(p, t) and b−(p, t) for p = 0 and p =∞. For
p = 0 the eigenstates of Hˆ−(t) are





2 (1− sign t)√
1
2 (1 + sign t)

 , (2.12)










These are time-independent for t 6= 0. For p = 0 the system remains in the lower band
up to t = 0−. At t = 0+, the mass parameter changes sign, and at p = 0, it overlaps
completely with the upper band:
|〈l−(0, θ, 0−) ∣∣u−(0, θ, 0+)〉| = 1. (2.14)
Henceforth, the p = 0 mode remains in the upper band. At p = ∞, the eigenstates are
independent of time:
























0, t < 0
1, t > 0
and |b−(∞, t)| = 0 ∀t. (2.17)
This parallels the situation for the quench protocol as shown by the dashed line in
Fig. 2.2. The preservation of ν− follows by substituting Eq. (2.17) into Eq. (2.11).
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2.2 Preservation of the Chern Number
Having established the preservation of ν using the low-energy Dirac Hamiltonian, we
now examine the non-equilibrium response of the Haldane model, without the low-
energy approximation. Under a quantum quench it is possible to occupy high energy
states, far from the Dirac points. Nevertheless, we show here that the result obtained
for the Dirac Hamiltonians can be extended to the Haldane model.
Immediately after a quantum quench, the wave function, and hence the Chern num-
ber, remains unchanged. Explicitly, limt→0+ |ψ(t)〉 = |ψ0〉, where |ψ0〉 is the pre-quench
ground-state and |ψ(t)〉 is the post-quench state. It follows that ν is continuous at t = 0.
In order to prove the preservation of the Chern number, we only need to show that ν˙ = 0,
under unitary time-evolution.







In general, A˙kµ = i〈ψ˙|∂kµ |ψ〉 + i〈ψ|∂kµ |ψ˙〉 = 〈ψ|[∂kµ , Hˆ]|ψ〉, or equivalently, A˙kµ =
〈ψ|(∂kµHˆ)|ψ〉, and we further notice that it is gauge invariant. Expanding the initial







In general, this is time-dependent. However, using the symmetries of the ﬁnal Hamil-
tonian, the components of A˙kµ along the Brillouin zone boundary occur in equal pairs
and cancel in the line integral for ν˙. For example, within the upper and lower trian-
gles depicted in Fig. 2.3, Hˆ(kx, ky) = Hˆ
∗(kx,−ky). Periodicity in k-space ensures that
Hˆ(kx, ky) = Hˆ(kx,−ky) along the corresponding zone boundaries, so that Hˆ is real on











































Figure 2.3: First Brillouin zone of the Haldane model. (a) In each of the
triangles the Berry connection and the Berry curvature are time-dependent.
However, the Chern number is given by the line integral of the Berry con-
nection along the zone boundary, as indicated by the arrows. Following a
quench, the time-dependent contributions to ν from opposite sides of the
boundary cancel each other. (b) Time derivative of the Berry curvature for
M = 1, t1 = 1 and t2 = 1/3 following a quench from the non-topological
phase with ϕ = π/6 to the topological phase with ϕ = π/3. Although Ω˙ 6= 0,
numerical integration over the Brillouin zone conﬁrms that ν˙ = 0.
so these two contributions to ν˙ cancel. By symmetry, this argument holds also for the
other two pairs of opposite triangles in Fig. 2.3, so that ν˙ = 0. This, together with the
continuity of ν at t = 0, concludes the proof of the preservation of the Chern number
under quantum quenches between different points of the phase diagram.
2.3 Spin Textures in Quasi-Momentum Space
An intuitive way to understand the persistence of ν following a quantum quench is in
terms of spin-textures in quasi-momentum space. The Dirac Hamiltonian in Eq. (1.19)
can be recast as an eﬀective spin in a p-dependent magnetic ﬁeld, hα(p). Explicitly,
Hˆα(p) ≡ −hα(p) ·σ/2, where σ are the Pauli matrices. In equilibrium, the phases with
να = ±1/2 correspond to meron spin conﬁgurations which wind on the upper (lower)
half-sphere [56]. Following a quantum quench, the spins precess in the eﬀective magnetic
ﬁeld of the new Hamiltonian, preserving the topological characteristics of the initial spin
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(a) (b)
Figure 2.4: (a) In quasi-momentum space, the Hamiltonian of the Haldane
model, Eq. (1.16), can be thought of as the Hamiltonian for a spin in a
k-dependent magnetic ﬁeld. In equilibrium, the spins are aligned to the
eﬀective magnetic ﬁeld. The resulting spin texture, in the topological phase,
maps the Brillouin zone (shaded area) onto the sphere (b). A quench of the
eﬀective magnetic ﬁeld results into the precession of the spins around the
new ﬁeld directions, which does not unwind the initial spin conﬁguration.
conﬁguration. A similar argument may also be applied to the Haldane model (1.15) in
k-space; see Fig. 2.4. Indeed, one expects the preservation of topological invariants
under time evolution to be a general feature for non-interacting fermions in a periodic
system, where each k-state evolves unitarily under some Hamiltonian Hˆ(k), provided
Hˆ(k) is smoothly varying in k-space. The persistence of the topological invariant of
a state, even under changes in the topology of the underlying Hamiltonian, has also
been noted in the context of quantum quenches of topological superﬂuids [129, 140] and
Floquet-Chern insulators [132]. In principle, the preservation of the Chern index may
be measured experimentally by expansion-imaging techniques, which can allow the wave
functions of the occupied single particle states to be fully determined across the Brillouin
zone [61, 80, 141, 142]. It is important to stress, however, that this does not imply the
preservation of the Hall response. The latter depends on the ﬁnal state Hamiltonian,
not just the initial state. Out of equilibrium, the usual TKNN formula [13] does not





















Figure 2.5: Energy spectrum of the Haldane model obtained by exact diag-
onalisation on a ﬁnite-size strip of width N = 20 unit cells with armchair
edges; see Fig. C.1 in Appendix C. We take periodic (open) boundary con-
ditions along (transverse to) the strip and set t1 = 1, t2 =
1
3 , and M = 1.
(a) Equilibrium population of the energy levels in the non-topological phase
with ϕ = π6 . (b) Re-population of the levels after a quench to the topo-
logical phase with ϕ = π3 , corresponding to the solid arrow in Fig. 2.1 (a).
The size of the dots is proportional to the probability of ﬁnding a particle
in the mode. Post-quench, the ﬁlling of the edge states and the bands is
non-trivial.
2.4 Edge States
In the above discussion we have demonstrated that the value of ν is unchanged as one
quenches and sweeps between diﬀerent phases. However, there is a fundamental distinc-
tion between the topological and non-topological phases, due to the presence or absence
of edge states in a ﬁnite-size sample [143]. In quenching between phases of diﬀerent
topological character, these edge states will either appear or disappear, depending on
the direction of the quench. This is conﬁrmed in Fig. 2.5, which shows the re-construction
and re-population of the energy levels following a quench from the non-topological phase
to the topological phase. It is readily seen that the edge states emerge and are populated
as a result of the quench, in spite of the fact that ν remains equal to zero in the absence
of boundaries. Conversely, a quench from a topological phase to the non-topological
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phase eliminates the edge states, whilst ν remains pinned at unity.
Having examined the re-population of the edge states, we now consider physical
observables that depend on these states, including the edge currents and the orbital
magnetisation. We ﬁrst consider these quantities in equilibrium, which already display
interesting features.
Edge Currents and Orbital Magnetisation




l cˆj − h.c.),
where tlj is the hopping parameter of the Haldane model between sites l and j, δjl is the
vector displacement of site l from j, and the sum is over the nearest and next nearest
neighbours. The site indices may be decomposed into the triplet {m,n, s} labelling the
x and y positions of the unit cell and the sub-lattice index s = A,B; see Fig. C.1 in
Appendix C. The total longitudinal current ﬂowing along the strip in the x-direction
at a deﬁnite transverse y-position is therefore given by Jxn = 〈Jˆxn 〉 =
∑
ms〈Jˆxmns〉. In
Fig. 2.6(a) we plot this current within the topological phase for M = 0 and ϕ = π/3.
The presence of the counter-propagating edge currents is readily seen. In Fig. 2.6(b) we
show the dependence of these edge currents on ϕ where, for clarity, we deﬁne the edge
currents Jxedge precisely on the sample boundaries. Measurements of edge currents have
been performed for ladder systems [144], and other forms of local imaging have been
proposed [145]. Somewhat surprisingly, the edge currents vanish on loci (i.e. for certain
values of M and ϕ) within the topological phase, in spite of the presence of edge states
in the spectrum. The edge currents are composed of counter-propagating contributions
which cancel at ϕ = π/2; this can be seen in Fig. C.2 in Appendix C. Moreover, the
longitudinal currents Jxn exhibit π-periodicity in ϕ. This is a consequence of being at
half-ﬁlling and occurs in spite of the fact that the Hamiltonian and the current operator
have a periodicity of 2π. To prove the π-periodicity in ϕ we ﬁrst note that both the














































Figure 2.6: Equilibrium properties of the Haldane model on a ﬁnite-size
strip as used in Fig. 2.5. (a) Total longitudinal current Jxn along the strip
as a function of the transverse spatial index n ∈ 1, . . . , 20, for M = 0 and
ϕ = π/3. (b) Edge currents corresponding to Jxn with n = 1 (solid) and
n = 20 (dashed) for M = 0. The edge currents exhibit π-periodicity in ϕ
and vanish when ϕ = π/2. (c) Orbital magnetisation M as a function of
ϕ for M = 0. (d) Intensity plot of M where the dashed lines correspond
to the boundaries of the topological phases. Numerically we observe that
M vanishes on the loci M = ± sinϕ (solid) within the topological phases.
The loci are ﬁts to the numerical data (triangles) where M = 0. The
magnetisation also vanishes on the vertical lines ϕ = π/2, π, 3π/2, . . . as
follows from symmetry considerations.
ϕ → ϕ + π, cˆmnA → cˆmnA, cˆmnB → −cˆmnB , thereby interchanging the upper and the
lower bands. At half-ﬁlling, we ﬁll only the lower band, and it follows that Jxn(M,ϕ) =
Jxn(−M,ϕ + π). In addition, the current changes sign under the parity transformation
x→ −x. This interchanges the sub-lattices and corresponds to M → −M and ϕ→ −ϕ.
It follows that Jxn(M,ϕ) = −Jxn(−M,−ϕ) = Jxn(−M,ϕ), where in the last step we
use the transformation properties under time-reversal. Combining these relations, one
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obtains the π-periodicity in ϕ and the vanishing of the longitudinal currents for ϕ = π/2.






d2r r× 〈Jˆ(r)〉, (2.20)
where Jˆ(r) is the local current density operator and A is the area. As shown in Fig. 2.6(c)
this also vanishes within the topological phases and has π-periodicity in ϕ [146, 147]. Our
numerical computations also reveal that the magnetisation vanishes on a sinusoidal locus
M = ± sin(ϕ) within the topological phases; see Fig. 2.6(d). In addition, M(M,ϕ) has
extrema at M = 0 and on the topological phase boundaries, M = ±√3 sin(ϕ), for ﬁxed
ϕ. Away from half-ﬁlling, the particle-hole symmetry is broken and the periodicity of the
currents and the magnetisation is restored to 2π. The increase or decrease of the edge
currents depends on the sign of the doping and on the Chern index, as shown in Fig. C.3
in Appendix C. Further details on the equilibrium edge currents and magnetisation are
given in Appendix C.
2.5 Dynamics of the Edge Currents
Having discussed the equilibrium properties of the edge currents we now consider their
response to quantum quenches. In Fig. 2.7 we show quenches from the topological to the
non-topological phase. The edge currents decay towards new values that are numerically
close, but not equal, to the equilibrium values of the post-quench Hamiltonian. In Fig. 2.8
we show magniﬁed images of Fig. 2.7 at later times. It may be seen that the system
is generically left in an excited state following a quantum quench, as follows from the
evolution under a unitary Hamiltonian. Nonetheless, the values of the steady-state
current, reached after the quench, are constrained by the ﬁnal Hamiltonian, not just
the initial state. This occurs in the spite of the fact that the Chern index is preserved
in inﬁnite-size samples. In Fig. 2.9 we show further examples of this behaviour for
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Figure 2.7: Dynamics of the edge current JxN (t) forN = 30 (circles) andN =
40 (crosses) following a quantum quench between the topological phase and
the non-topological phase with t1 = 1, t2 =
1
3 and ﬁxed ϕ = π/3. Quenches
from M = 1.4 to M = 1.6 (main panel) and from M = 1.4 to M = 2.2
(inset) showing that the edge currents approach new equilibrium values. For
the chosen parameters, these are very close to the ground-state expectation













Figure 2.8: Late-time dynamics of the edge current JxN (t) following a quan-
tum quench from the topological to the non-topological phase. Panels (a)
and (b) correspond to the parameters used in Fig. 2.7 and the inset re-
spectively. The horizontal solid line indicates the ground-state value of the
edge current in the ﬁnal Hamiltonian. The system is generically left in an
excited state due to unitary evolution under the post-quench Hamiltonian;
the dashed line corresponds to the time average of the late-time current.
Nonetheless, the edge current is close to the ground-state value and is con-
strained by the ﬁnal Hamiltonian; see Fig. 2.7. This occurs in spite of the
preservation of the Chern index in inﬁnite-size systems.
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diﬀerent quench parameters. Quenches from the non-topological to topological phases
exhibit similar behaviour; see Fig. 2.10. We also numerically observe that the oscillation
frequencies coincide for quenches to the same ﬁnal Hamiltonian; see Fig. 2.10.
Further insight into the non-equilibrium evolution may be gleaned from the time-
evolution of the longitudinal currents across the two-dimensional system. As shown in
Fig. 2.11, the damped oscillations of the edge currents is accompanied by the light-
cone spreading of the currents into the interior of the sample. It would be interesting
to observe this dynamics in experiment, which is in principle possible if local imaging
is available [145]. From Fig. 2.11, it is clear that, eventually, the steady-state value
reached by the edge currents will be perturbed by the onset of ﬁnite-size eﬀects. In the
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Figure 2.9: (a) Dynamics of the edge current JxN (t) following a quantum
quench from the topological to the non-topological phase with N = 60,
t1 = 1, t2 = 1/3, ϕ = π/3 and M = 1.4 → −2.2. The inset shows a
magniﬁed view of the edge current at late times. The solid horizontal line
corresponds to the ground-state value of the edge current for the post-quench
Hamiltonian. The system is generically left in an excited state under unitary
evolution. The dashed line corresponds to the time-averaged edge current at
late times. (b) Edge current JxN (t) following a quench within the topological
phase for N = 40, t1 = 1, t2 = 1/3, M = 1.4 and ϕ = π/3 → π/2. Again,
the system is left in a weakly excited state.
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Figure 2.10: Edge current JxN (t) following a quantum quench within the
topological phase (ﬁlled circles) and from the non-topological phase to the
topological phase (empty circles). We set N = 30, t1 = 1, t2 = 1/3 and
ϕ = π/3 and consider quenches of the mass parameter M = 0.5 → 1.4
(full circles) and M = 2.2 → 1.4 (empty circles). The horizontal line corre-
sponds to the ground-state expectation value of the edge current for the post
quench Hamiltonian. The coincidence between the oscillation frequencies is
consistent with the fact that we quench to the same ﬁnal Hamiltonian.
Figure 2.11: Dynamics of the currents |Jxn(t)| following a quantum quench
from the topological to the non-topological phase for the parameters used
in the inset of Fig. 2.7. The damped oscillations of the edge currents are
clearly visible, as is the light-cone spreading of the currents into the interior
of the sample, where c = 3t1/2~ = 3/2 is the eﬀective speed of light of
the Haldane model. The waves propagating from the two edges meet at
time t ∼ (N/2)√3/2c ∼ 5.77, leading to resurgent oscillations in ﬁnite-size
samples; see Fig. 2.12.
previous examples, we have considered time scales which are simultaneously long enough
to display the relaxation of the post-quench edge currents and short enough to avoid the
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onset of ﬁnite-size eﬀects. In fact, at later times, we see resurgent oscillations, due to
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Figure 2.12: Time dependence of the edge current JxN (t) after a quantum
quench from the topological phase with M = 1.4 to the non-topological
phase with M = 1.6, keeping t1 = 1, t2 = 1/3 and ϕ = π/3 ﬁxed. This cor-
responds to the main panel of Fig. 2.7 over a longer time duration. The three
panels from the top to the bottom correspond to strips of width N = 20, 30
and 40 respectively. The appearance of resurgent oscillations is evident in all
three panels due to the ﬁnite width of our system. The dashed lines indicate
the time-scale t = (N/2)
√
3/2c at which signals propagating from the two
edges meet, corresponding to the onset of ﬁnite-size eﬀects. The horizontal
line corresponds to the ground-state expectation value of the edge current
for the post quench Hamiltonian.
for these resurgent oscillations increases with the width of the strip. This timescale is
given by t = d/2c where d = N
√
3/2 is the width of the sample and c = 3t1/2~ is the
eﬀective speed of light of the Haldane model. This timescale is indicated by the dashed
lines in Fig. 2.12. In order to avoid ﬁnite-size eﬀects in our predictions we restricted
the domain of the previous simulations to be within this time interval. The agreement
between the results for N = 30 and N = 40 in Fig. 2.7 highlights that we are probing




In this Chapter we have explored the non-equilibrium dynamics of the Haldane model.
We have demonstrated that, in absence of system boundaries, the Chern number is
preserved in both quenches and sweeps between diﬀerent regions of the phase diagram.
Similar results were also found by D’Alessio and Rigol [132]. However, in ﬁnite-size
systems, the edge states may be re-constructed and re-populated leading to changes in
the accompanying edge currents. Predictions for experiments include the vanishing of
the equilibrium edge currents in the topological phases, and the light-cone spreading of
the currents following a quantum quench. The experimental conﬁrmation is in principle
possible if local imaging is available [145]. In the next Chapter we further explore the
quench dynamics of Chern insulators, investigating the Hall conductance and its relation





In this Chapter1 we further analyse the quench dynamics of Chern insulators. A funda-
mental and deﬁning signature of equilibrium Chern insulators is the exact quantisation
of the Hall response, independently of sample defects [10, 12]. As discussed in the Intro-
duction, its robustness is intimately linked to the topological Chern invariant ν [13, 148],
via the celebrated TKNN formula [13]
σxy = νq
2/h, (3.1)
where ν is the Chern number and q = −e is the charge of the carriers. As shown in the
previous Chapter, the Chern number is robust under unitary evolution, even following
quenches between topological and non-topological phases [1, 132]. However, this does
not imply the persistence of all physical observables. For example, the presence or
absence of edge states in ﬁnite-size samples, depends on the ﬁnal Hamiltonian and not
just the initial state. The re-population of these states following a quantum quench leads












Figure 3.1: Phase diagram of the Haldane model showing topological (ν =
±1) and non-topological phases (ν = 0) [57]. The triangle and the square
indicate the starting points of quenches along the dashed line, as shown in
Figs 3.3 and 3.4.
to changes in the edge currents and the orbital magnetisation [1]. This is accompanied
by the light-cone spreading of currents into the interior of the sample, and the onset of
ﬁnite-size eﬀects.
In a similar way, in this Chapter, we show that the Hall response does not neces-
sarily remain quantised, providing explicit results for the Haldane model [57]. This is
consistent with recent calculations by Wang et al. [149, 150], who have investigated the
Hall response following a quantum quench, including an external reservoir to induce de-
coherence and reduce to the diagonal ensemble. The results are also in good agreement
with analytical approximations based on the low-energy Dirac Hamiltonian. See also
Refs [151, 152] for work on the Hall response out of equilibrium.
In this Chapter we also examine in more detail the dynamics of the edge currents
in ﬁnite-size systems with open boundary conditions along one direction. In contrast to
the previous Chapter, where we focused on the dynamics before the onset of ﬁnite-size
eﬀects, we here investigate the late-time dynamics. In particular, we show that after
multiple traversals of the sample, the late-time behaviour is captured by a Generalised
Gibbs Ensemble (GGE) [87, 94, 105]. With a view towards cold atom experiments, the
ﬁnal part of this Chapter is dedicated to the eﬀects of harmonic conﬁnement potentials.
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Figure 3.2: Setup used to evaluate the Hall response in the presence of
periodic boundary conditions. An auxiliary time-dependent magnetic ﬂux
Φ(t) generates a longitudinal electric ﬁeld Ex(t) = −∂Φ(t)∂t . Note that this
ﬂux does not correspond to the time-reversal symmetry breaking parameter
ϕ in the Haldane model. The Hall conductance σxy(t) is obtained from the
transverse current that is in phase with Ex(t).
3.1 Hall Response
In order to further diﬀerentiate the physical characteristics of the initial and ﬁnal states,
we examine the Hall response following a quantum quench. We use linear response
theory, as done by TKNN in Ref. [13]. Here, however, we focus on a generic excited
state, rather than the ground state. In particular, we calculate the in-phase transverse
response to an applied time-dependent electric ﬁeld E(t) = E0 cosωt. In the presence of
periodic boundary conditions it is convenient to generate this electric ﬁeld by means of an
auxiliary magnetic ﬂux threading a toroidal sample [12, 13, 148]; see Fig. 3.2. For recent
work examining the dynamics of one-dimensional currents following “ﬂux quenches” in
ring geometries see Ref. [153].
In momentum space, the resulting Hamiltonian may be decomposed into a sum over
independent modes Hˆ =
∑
k
Hˆk where ~k˙ = qE(t), or equivalently ~k(t) = ~k(0) +






vˆk.(qE0/ω) sinωt, where vˆk = dHˆk/~dk is the velocity operator. Within the framework
of time-dependent perturbation theory it is convenient to expand the state of the system





−iEb,kt/~ |b,k〉 . (3.2)
Here b = l, u refer to the lower and upper band respectively and Eb,k are the energies of
the single-particle states; see Fig. 1.6. The case where the coeﬃcients cb,k are constant
describes the unperturbed (E = 0) evolution of the system under the post-quench Hamil-
tonian. In the presence of E, ﬁrst order perturbation theory yields cb,k(t) ≈ cb,k+δcb,k(t)
where






dt′Mb,b′(k, t′)ei∆b,b′ (k)t′cb′,k. (3.3)
Here, ∆b,b′(k) ≡ (Eb,k−Eb′,k)/~, andMb,b′(k, t′) ≡ 〈b,k| vˆk.(qE0/ω) sinωt′ |b′,k〉 is the
matrix element of the perturbation. The transverse current Jˆy =
∑
k
〈ψk(t) | qvˆy |ψk(t)〉,
which ﬂows in response to an electric ﬁeld along the x-direction, is examined in order to
determine the Hall conductance. In this pursuit, we neglect the zeroth order contribution
which arises in the absence of Ex0 , due the redistribution of carriers between the bands
following the quench. At ﬁrst order in Ex0









Substituting Eq. (3.3) into Eq. (3.4) and restricting attention to frequencies below the
gap ω ≪ ∆b,b′(k), one obtains
















where C ≡ −i|cb,k|2 〈b,k| qvˆy |b′,k〉 〈b′,k| qvˆx |b,k〉. In order to deﬁne the Hall conduc-
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tance we extract the contribution to J
(1)
y that is in phase with the electric ﬁeld. Denoting
J
(1)













〈b,k| vˆx |b′,k〉 〈b′,k| vˆy |b,k〉 −H.c.
ω2 −∆b,b′(k)2 . (3.7)
In the limit ω → 0, Ω˜b(k) reduces to the Berry curvature of the b-th band, and the








in agreement with Refs [149, 150]. An analogous result is also found in the context of
Floquet-Chern insulators [133]. Equation (3.8) provides a generalisation of the TKNN
formula [13] to handle (arbitrarily prepared) excited states. The usual TKNN formula is
recovered in the limit where |cl,k|2 = 1 and |cu,k|2 = 0, corresponding to the ground state
with σxy(0) = νq
2/h. The result (3.8) has a straightforward physical interpretation in
terms of a semi-classical Boltzmann-like approach. The centre of mass velocity of a wave-
packet with momentum k and band index b is given by r˙b,k = ∂εb(k)/~∂k−(k˙× zˆ)Ωb(k),
where ~k˙ = qE0. The second term is the anomalous velocity associated with the Berry
curvature Ωb(k) [154–157], where zˆ is a unit vector perpendicular to the sample. The
corresponding current is given by


















Figure 3.3: Hall conductance in units of q2/h following a quantum quench
from the topological phase with ϕ = π/3 andM = 1 (as indicated by the tri-
angular symbol in Fig. 3.1) to ϕ = ϕ′ and M = 1. The gray dots are numer-
ical results for the Haldane model obtained from Eq. (3.8). The black solid
line is the analytical result for the corresponding quenches in the low-energy
Dirac approximation, obtained by summing contributions from Eq. (3.12).
The results are in quantitative agreement for small quenches in the vicinity
of ϕ = π/3, and in qualitative agreement for larger quenches. The vertical
dashed lines correspond to the boundaries of the topological phases. The
Hall conductance remains numerically close to q2/h for quenches within
the same topological phase (ν = 1), but does not saturate at −q2/h when
quenching to the other topological phase (ν = −1).
This yields a contribution proportional to E0:






d2k |cb,k|2(E0 × zˆ)Ωb(k), (3.10)
in agreement with the Hall response (3.8). In equilibrium, this can be used to extract
the Berry curvature [158] from measurements of the transverse drift [59, 159].
In Fig. 3.3 we show numerical results for the Hall conductance in the post-quench
state, starting from the topological phase. It is readily seen that the values are no longer
quantised in integer multiples of q2/h. Similarly, quenches from the non-topological to
the topological phase also fail to yield the quantised values found in the equilibrium
ground state with ν = ±1; see Fig. 3.4. Heuristically, the quench “heats up” the sample
by promoting carriers to the upper band which contribute to the Hall response by the
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Figure 3.4: Hall conductance in units of q2/h following a quantum quench
from the non-topological phase with ϕ = π and M = 1 (as indicated by
the square symbol in Fig. 3.1) to ϕ = ϕ′ and M = 1. The gray dots
are numerical results for the Haldane model obtained from Eq. (3.8). The
black solid line is the analytical result for the corresponding quenches in the
low-energy Dirac approximation, obtained by summing contributions from
Eq. (3.12). The results are in quantitative agreement for small quenches in
the vicinity of ϕ = π, and in qualitative agreement for larger quenches. The
vertical dashed lines correspond to the boundaries of the topological phases.
Berry curvature of that band, thus yielding a non-quantised Hall response.
More generally, we may use Eq. (3.6) to determine the a.c. Hall response for fre-
quencies smaller than the band gap, ω ≪ ∆b,b′(k); see Fig. 3.5. For larger frequencies,
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Figure 3.5: Hall response σxy(ω) in units of q
2/h evaluated using Eq. (3.6)
for frequencies below the direct band gap ∆ ≡ min[∆b,b′(k)], following a
quantum quench from the topological phase withM = 1 and ϕ = π/3, to the
non-topological phase with M = 1 and ϕ = ϕ′. The three curves correspond
to ϕ′ = 7π/8 (circles), ϕ′ = π (triangles) and ϕ′ = 9π/8 (squares), for which
∆ ∼ 0.67, 2, and 0.67× t1/~, respectively.
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non-diagonal contributions of the form cb,kc
∗
b′,k do not disappear under unitary evolution
and the current (3.4) must be employed.
3.2 Low-Energy Approximation
Analytical results for the Hall response (3.8) may be obtained within the framework
of the low-energy Dirac Hamiltonian for suﬃciently small quenches. We recall that, at
low-energies, the Haldane model may be described as the sum of two Dirac Hamiltonians
H = H++H− [57], withHα, and α = ± labels the two inequivalent Dirac points [57]. We
also remind the reader that, in this representation, a quench of the Haldane parameters
M →M ′ and ϕ→ ϕ′ corresponds to quenches of the eﬀective masses mα → m′α.
For a single Dirac point α, the occupation probability amplitudes of the lower and
upper bands following an eﬀective mass quench mα → m′α, are given by Eq. (2.9)2. The
Berry curvature of the upper band is given by αΩD(p,m), where ΩD(p,m) = cpm/(p
2+
m2c2)3/2; the Berry curvature of the lower band has the opposite sign [158]. Substituting

























for the two Dirac points. This is in agreement with Refs [149, 150]. In deriving this
result, the integral over the two-dimensional Brillouin zone has been replaced by an
integral over the inﬁnite two-dimensional momentum-space. The solid lines in Figs 3.3





2Actually, Eq. (2.9) only shows the occupations a−(p) and b−(p). However, the occupations a+(p)
and b+(p) have the same form, with m+ and m
′





approximation is in good agreement with the exact numerical results for the lattice model
(1.15). For small quenches, which do not explore the non-linear regime of the dispersion
relation, the results agree quantitatively. For larger quenches, the approximation breaks
down, but it still captures the qualitative features. For large quenches, with |m−m′| →
∞, the contribution to the Hall conductance from a single Dirac point shows plateaus at
(±π/8)q2/h; see Fig. 3.6. These results are consistent with the notion that preservation
of ν does not imply the preservation of the Hall response σxy(0). In the absence of
interactions, the ﬁnal state is non-thermal, and characterised by the occupations cb,k in
Eq. (3.8). In this excited state the Hall response need not be quantised.








Figure 3.6: Post-quench Hall conductance in units of q2/h for a single Dirac
point (α = +), following a quench from m > 0 to m′. For the same choice of
quench parameters, the other Dirac point (α = −) displays the opposite Hall
conductance. Note that for quenches in the Haldane model, the changes in
mass for each Dirac point may diﬀer, yielding a non-zero Hall response. The
dashed lines correspond to the asymptotes σxy(0) = ±(π/8)q2/h, which can
be determined analytically from Eq. (3.12).
On the preservation of the Chern number
In contrast to the Chern number, which remains ﬁxed to its initial value, we have shown
that the Hall response does change after a quantum quench. We here comment on the
time-scales associated with the preservation of the Chern number. It is evident that, for a
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ﬁnite-size system, the concept of a Chern index must eventually break down at late times
following a quantum quench, as one cannot resolve momenta on scales smaller than the
inverse system size, L−1.3 The Berry phase acquired upon circulating a plaquette of size
2π/L becomes ill-deﬁned once the Berry connection Akµ becomes as large as |Akµ | ∼ L,
and so too does the Chern number. Since, out of equilibrium, |ψ〉 is in a superposition
of ground and excited states, it oscillates at the energy diﬀerence ∆Ek. The associated
Berry connection Akµ = 〈ψ(t)|∂kµ |ψ(t)〉 grows in time, t, as Akµ ∼ [∂∆Ek/∂(~k)µ]t = vt
where v = ∂∆Ek/∂(~kµ) is a characteristic diﬀerence of band velocities, limited by
v . 2vmax with vmax the maximum group velocity. Thus |Akµ | ∼ L when vt ∼ L.
The Chern number becomes ill-deﬁned for timescales larger than the time required for
light-cone propagation across the interior of the sample, t & L/2c.
3.3 Generalised Gibbs Ensemble
A quantitative description of the non-thermal post-quench state can be obtained by
considering the system in a cylindrical geometry with open boundary conditions along
one direction; see Fig. 3.7. In Section 2.5, we showed that the resulting edge currents
undergo non-trivial dynamics, due to the presence or absence of edge modes in the
spectrum [1]. In particular, we showed that the edge currents decay towards new values
that depend on the post-quench Hamiltonian, and not just the initial state; see Figs 2.7,
2.9, 2.10, and 3.8. This evolution is accompanied by light-cone spreading of currents
into the interior of the sample, with the eventual onset of ﬁnite-size eﬀects and resurgent
oscillations; see Fig. 2.11. Here, we study the evolution of the total edge currents at
longer times, after many traversals of the sample. We show that the long-time behaviour
is captured by a Generalised Gibbs Ensemble (GGE) [87, 94, 105].
In the ﬁnite-size cylindrical geometry depicted in Fig. 3.7, the Hamiltonian can be
3We are grateful to Prof. B. I. Halperin for this argument.
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Figure 3.7: Finite-size cylindrical geometry with periodic (open) boundary
conditions along the x- (y-) direction. When ϕ 6= 0 there are generically
edge currents, Jx1 and J
x
N , ﬂowing along the sample boundaries in opposite
directions. After a quantum quench, the edge currents evolve as a function
of time, and currents ﬂow into the interior of the sample.
Figure 3.8: (Main) Total edge current Jx1 (t) in units of qt1a/~ following a
quantum quench within the topological phase with ν = −1. The time t
is measured in units of ~/t1. We set ϕ = π/3 and quench M from 1.4 to
−1.4. The solid horizontal (green) line corresponds to the time-averaged
total edge current, in the quasi-stationary regime before the onset of ﬁnite-
size traversals. (Inset) Late-time data after 29 traversals of the sample. The
dashed (red) line corresponds to the prediction of the GGE. This agrees with
the time-average of the late-time data, as shown by the solid horizontal line
(blue), to within approximately 3%.
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Υ(kx)fˆΥ(kx), where we have exploited the periodicity
in the x-direction, and Υ = 1, . . . , 2N labels the energy levels at each kx-point. In the
non-interacting model (1.15), the number operators nˆΥ(kx) = fˆ
†
Υ(kx)fˆΥ(kx) are the
conserved observables Iˆ of Eq. (1.22). Denoting the pair of indices {Υ, kx} by γ, the











where nˆγ are the conserved occupations of a given energy state, γ labels the energy level
and the momentum index, and Z = Tr exp
(
−∑γ λγ nˆγ). Here, the λγ ’s are generalised
inverse temperatures. These are determined by the self-consistency condition that the
mode occupations immediately after the quench coincide with the averages computed via
the GGE, 〈nˆγ〉 = Tr(ρˆGGEnˆγ). This yields λγ = ln[(1− 〈nˆγ〉)/ 〈nˆγ〉] [94]. In Fig. 3.9 we
show the comparison between the time-averaged total edge current along a single edge









































Figure 3.9: Comparison of the time-averaged total edge current in the







the GGE (triangles) for quantum quenches with ϕ = π/3 held ﬁxed and
M = 1.4 → M ′. The time averaging is performed over a single traversal
period of the ﬁnite-size system, following 29 traversals of the sample. The




Thus far, we have explored the dynamics of the Haldane model in toroidal and cylindri-
cal geometries, as periodic boundary conditions provide considerable simpliﬁcations for
theory and simulation. In order to make clear predictions for experiment, it is instruc-
tive to consider ﬁnite-size samples with open boundaries, especially due to the use of
optical traps for cold atoms. We ﬁrst consider the eﬀects of transverse conﬁnement in
the cylindrical geometry depicted in Fig. 3.7, before discussing the case of rotationally
symmetric conﬁnement. For earlier work exploring the eﬀects of trapping potentials on
the equilibrium edge physics of topological systems see Refs [160, 161].
We consider the Haldane model in the setup shown in Fig. 3.7, with an additional
harmonic conﬁnement potential applied along the y-direction, V (y) ∝ (y − y0)2. Here
y0 is the centre of the trap which we take to be located at the midpoint of the strip. It







where n = 1, . . . , N labels the row of the strip, ζ controls the eﬀective width of the
conﬁned sample, and C is a constant. For suitable choices of C and ζ, for a strip of a given
width N , the equilibrium particle density is approximately uniform for ζ < n < N − ζ;
see Fig. 3.10(a). The corresponding current proﬁle in the topological phase shows clearly
separated edge currents that are broadened due to the smooth conﬁnement potential;
see Fig. 3.10(b). In contrast to the case of hard wall boundaries [1], the bulk also
contains longitudinal Hall currents if it corresponds to a topological phase with non-
zero Chern number. These arise due to the eﬀective transverse electric ﬁeld generated
by the harmonic potential.
Following a quantum quench, the edge currents spread towards the interior of the
sample, as found in the case of hard wall boundaries [1]; see Fig. 3.11. The currents also
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Figure 3.10: Equilibrium properties of the Haldane model in the cylindri-
cal geometry shown in Fig. 3.7, with an additional harmonic conﬁnement
potential Vn given by Eq. (3.14). We consider the topological phase with
M = 0 and ϕ = π/3 and set N = 70, C = 1.2 and ζ = 15. (a) Particle
density ρn as a function of the row index n ∈ 1, ..., 70. At half-ﬁlling, the
potential conﬁnes the particles into the region ζ < n < N − ζ, as indicated
by the vertical dashed lines. This imposes an eﬀective system size in which
it is possible to observe edge eﬀects. (b) Total longitudinal current Jxn along
the cylinder showing clearly separated edge currents, broadened due to the
smooth potential. Hall currents exist in the interior of the sample due to
the eﬀective electric ﬁeld generated by the trap.
spread outside the initial sample area to a lesser extent due to the harmonic conﬁnement;
see also Fig. 3.12. The light-cone propagation is clearly visible in the presence of the trap,
but the apparent speed of light diﬀers slightly from the uniform case. This is attributed
to the broadening of the edge current proﬁles and the presence of the equilibrium bulk
Hall currents, induced by the harmonic potential.
The case of fully open boundary conditions presents a signiﬁcant increase in the
numerical computations required, but is not expected to lead to diﬀerent results. In the
presence of a rotationally symmetric harmonic trap, as shown in Fig. 3.13(a), broadened
edge currents will ﬂow on the eﬀective sample boundaries; see Fig. 3.13(b). Likewise,
equilibrium bulk Hall currents will also circulate (in the opposite sense to the edge
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Figure 3.11: Dynamics of the currents |Jxn(t)| following a quantum quench
from the topological phase with M = 0 and ϕ = π/3 to the non-topological
phase M = 3 and ϕ = π/3. We set N = 70, C = 1.2 and ζ = 15. The
spreading of the currents into the interior (and to a lesser extent the exte-
rior) of the eﬀective sample is visible even in the presence of the harmonic
potential. However, the propagation speed departs from the eﬀective speed
of light, due to the broadening of the edge currents and the contribution of
bulk Hall currents.
Figure 3.12: Dynamics of the currents |Jxn(t)| following the instantaneous
release of the conﬁning potential, for ﬁxed M = 0, ϕ = π/3, and N = 70.
We start with C = 1.2 and ζ = 15, and, at time t = 0, we switch oﬀ the
trapping potential, i.e. we set C = 0. The edge currents, initially localised
around n = ξ and n = N − ξ, spread towards the interior and the exterior of
the sample. Simultaneously, the bulk Hall currents in the x-direction, due
to the potential trap V (y), are suppressed.
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Figure 3.13: (a) Illustration of the potential landscape of a hexagonal op-
tical lattice in the presence of a rotationally symmetric harmonic trap. (b)
Circulating equilibrium currents in the resulting disk geometry. Following a
quantum quench between the topological and the non-topological phases the
edge currents are expected to propagate into the interior (and the exterior)
of the sample at the eﬀective speed of light. This will be smoothed out due
to the broadening of the edge currents and the presence of the bulk Hall
currents.
currents) due to the eﬀective radial electric ﬁeld. Following a quantum quench, the edge
currents will ﬂow towards the interior of the sample, exhibiting light-cone propagation;
this will be smoothed out by the edge current broadening and the bulk Hall currents,
which are present even in equilibrium.
An estimate of the timescales for the light-cone propagation can be inferred from
the experimental parameters used for the realisation of the Haldane model [59]. Using
the typical hopping parameter t1 ∼ 102 hHz, the eﬀective speed of light is c ∼ 103 a/s,
measured in inter-site spacings per second. Lattice site propagation occurs on millisecond
timescales. The timescale for observing the onset of the current plateau in Fig. 3.8, and
the light-cone propagation in Fig. 3.11, is thus of the order of several milliseconds; the
unit of time in Figs 3.8 and 3.11 is ~/t1 ∼ 10−3 s. This is comparable with the timescales




In this Chapter, we have explored the transport properties of Chern insulators following
a quantum quench in an isolated system undergoing unitary evolution. The Hall con-
ductance is no longer described by the ground-state relation σxy(0) = νq
2/h, in spite
of the preservation of ν in inﬁnite-size systems. This is explained by the fact that the
Chern index is a property of the state, while the Hall response depends on both the
state and the ﬁnal Hamiltonian.
By studying ﬁnite-size geometries, we have shown that the total edge currents are
described by a GGE at late times. It would be interesting to explore the quench dynamics





A deﬁning characteristic of topological phases of matter is their resilience to local per-
turbations and sample defects. So far, we have probed the non-equilibrium response of
the Haldane model to abrupt global perturbations. A natural question which arises is
whether sample defects can aﬀect the non-equilibrium dynamics of Chern insulators.
Here, we address this question by studying the Haldane model in the presence of on-site























where1 vi ∈ [−V, V ] is a random variable drawn from a ﬂat distribution of width 2V .
The Haldane model, in Eq. (1.15), is retrieved for V = 0. For the numerical results
shown in the remainder of this Chapter, we set t2 = t1/3, as done in Chapters 2 and 3.
The inclusion of disorder comes with a number of technical challenges. Not least is the
fact that it breaks translational symmetry, and hence prevents us from characterising the
topological phases by means of the Chern number deﬁned via integration over momentum
1 V should not be confused with the potential trap of Chapter 3.
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space, Eq. (1.13). However, proposals exist to characterise the Chern insulator phase
in disordered systems, ranging from the analysis of the entanglement spectrum [162], to
matrix-coupling approaches [163]. Here we use the local “Chern marker” introduced by
Bianco and Resta [139]. This has been used successfully in equilibrium for clean and
disordered systems [139, 164], and out of equilibrium for clean systems [135].
In this Chapter2, after brieﬂy introducing the Chern marker, we discuss the evolution
of the equilibrium phase diagram with increasing disorder strength. We then study the
dynamics following quantum quenches between diﬀerent points of the phase diagram. In
contrast to the global Chern index, which is preserved under unitary evolution in clean
systems [1], the local Chern marker undergoes non-trivial dynamics in both clean and
disordered samples. Similarly to the non-equilibrium dynamics of the edge currents dis-
cussed in Chapter 2, following a quantum quench, the local Chern marker spreads from
the boundaries of the ﬁnite-size sample towards the interior. However, this spreading is
inhibited by the presence of disorder.
4.1 Topological Characterisation in Coordinate Space
In order to deﬁne the local “Chern marker” [139], let us go back to the Chern number,
as deﬁned in Eq. (1.13) for a toroidal inﬁnite-size system, and rewrite it as [13]








where ψpk(r) = e
−ik·rφpk(r) is the periodic part of the occupied Bloch states. Note that
we have slightly changed the notation; with respect to Eq. (1.13), here we substitute
|ψ(k)〉 with |ψpk(r)〉. This choice is motivated by the necessity of labelling the band
p and keeping the spatial dependence explicit. For free-electron systems, the ground
2The results presented in this Chapter are currently being prepared for publication [3], in collabora-
tion with Dr M. J. Bhaseen, Prof. N. R. Cooper, and Dr G. Möller.
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state is uniquely determined by the ground-state projector operator P (r, r′) which, for
insulators, is exponentially decreasing with |r − r′|. The idea is that, by writing the
Chern number in terms of this projector, it is possible to deﬁne a local topological
marker in real space. By inserting a complete set of states in Eq. (4.2), we obtain










where the missing terms are real. Although the position operator is ill-deﬁned in the
case of periodic boundary conditions, it is still possible to deﬁne its non-diagonal matrix
elements as [165]


















where Ac is the area of the unit cell. For k 6= k′, the matrix elements vanish and,





BZ dk |φpk〉 〈φpk| and
Qˆ = 1 − Pˆ onto the occupied and empty states, respectively. A real-space formula,
similar to Eq. (4.5), can be found in earlier work by Kitaev [166].
The pivotal point to deﬁne the Chern marker is to realise that the trace in Eq. (4.5)
is independent of the representation. Using simple properties of projectors and of the




〈r| (xˆP yˆQ − yˆP xˆQ) |r〉 (4.6)
where xˆP = Pˆ xˆQˆ, yˆQ = QˆyˆPˆ , and the Chern number can be retrieved as ν =
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limV→∞ 1V
∫
V dr ν(r). The local Chern marker shares some similarities with the Bott
index [167] used in Refs [131, 132]. However, no rigorous matching of the two exists.
Out of equilibrium, the Chern marker is computed via Eq. (4.6), using the projector
Pˆ (t) onto the time-evolved Slater determinant.
Even though we exploited periodic boundary conditions whilst deﬁning the Chern
marker, it has been shown in Ref. [139] that this Chern marker can also be used to
characterise topological phases in ﬁnite-size samples. Here, we characterise the state by






where N is the number of sites in the sub-region V, see Fig. 4.1. We further deﬁne
C, where the bar indicates an average over NV diﬀerent realisations of the disorder. In
the following numerical results, we ﬁx NV = 20. For convenience in the site-indexing
of the numerical computations, the ﬁnite-size geometry we use has a diamond shape;
see Fig. 4.1. Note that it is important for V to be smaller than the sample, as the
integral of ν(r) over the whole ﬁnite-size sample necessarily has to vanish [139]. In
fact, ImTr(Pˆ xˆQˆyˆ) in Eq. (4.5) can be rewritten as 12iTr[Pˆ xˆPˆ , Pˆ yˆPˆ ] and the trace of a
commutator vanishes. However, this argument is only valid for ﬁnite-size samples, as
Tr[Pˆ xˆPˆ , Pˆ yˆPˆ ] is not well deﬁned in the presence of periodic boundary conditions. As a
consequence, looking at the value of the Chern marker, say for values of M and ϕ which,
in the inﬁnite-size system, correspond to a topological phase with ν = 1, one ﬁnds that
ν(r) ∼ 1 in the bulk of the sample and becomes largely negative on the boundaries,
such that the total Chern number vanishes; see Fig. 4.2. If the sub-region V is far
enough from the boundary region of the sample, the averaged Chern marker C will not
be aﬀected by them, and, in the limit of large V, it will capture the bulk topological
characteristic.
75







































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.1: Finite-size diamond shape geometry used to compute the local
Chern marker ν(r). e1 and e2 are the directions of the primitive vectors of
the honeycomb lattice. The lattice is composed of a total of N = 2 l2 sites,
where l is the number of unit cells in the e1 and e2 directions. L =
√
3 a l is
the length of the sample, where a = 1 is the lattice spacing. The averaged
Chern marker C is computed as the average over the N sites belonging to
the sub-region V (red diamond).
4.2 Equilibrium Phase Diagram
Before interrogating the response of the Chern marker to global quantum quenches,
we ﬁrst study the behaviour of the Chern marker at equilibrium. First we want to
verify that, in the absence of disorder, the phase diagram calculated in this fashion
agrees with the phase diagram of the clean Haldane model. Comparing Fig. 4.3(a)
with the phase diagram of Fig. 1.5, we observe that, away from the phase boundaries
(M/t2 = ±3
√
3 sinϕ), the averaged Chern marker agrees with the quantised values
ν = 0,±1 of the clean Haldane model. A vertical slice through the phase diagram shows
clear plateaus, with values of C close to integers; see Fig. 4.4. In the region close to
the boundaries of the topological phases, C is not quantised, but instead goes smoothly
76
4.2. Equilibrium Phase Diagram
from C = ±1 to 0, due to the ﬁnite-size of the sample. As pointed out in Ref. [139],
near the phase transitions, the eﬀective size of the boundary region increases and it is
not possible to distinguish the bulk from the edges; see Fig. 4.2. Indeed, at the phase
transition, the bulk gap closes and the notion of well-deﬁned edge energy states ceases
to exist, as they become indistinguishable from the bulk energy states of the bands.
This suggests that, at the phase transition, independently of the ratio between the area
of V and the total area of the sample, the averaged Chern marker ceases to be a good
estimator of the topology of the state.
The smearing of the phase boundary increases with increasing disorder strength, see
Fig. 4.3, where the phase diagram (M,ϕ) is plotted for diﬀerent values of the disorder
V . In Fig. 4.4, we specialise to the case ϕ = π/2, and study the variation of C for













Figure 4.2: Local Chern marker ν(r) for a cut through the centre of the
sample in the direction e1, showing the broadening of the boundary region
near the phase transition. In the ﬁgure, e1 is the coordinate in the e1
direction. We set t1 = 1, t2 = 1/3, V = 0, and ϕ = π/3. Far from the
transition (M = 0.9), it is possible to clearly distinguish a bulk region,
with ν(r) ∼ 1, from the boundary regions. An increase of M towards the
transition (M = 1.5), makes the boundary region inﬁltrate the bulk. It
follows that, independently of the size of V, C is not pinned at unity close to
the transition. This ﬁgure, necessary for our discussion, reproduces Fig. 4
from Ref. [139].
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Figure 4.3: Exact diagonalisation results for the spatially and disorder av-
eraged Chern marker C with increasing disorder strength. The results are
obtained for a sub-region with N = 288 sites in an N = 512 site sample, for
ﬁxed t2 = t1/3 and (a) V = 0, (b) V = t1, (c) V = 2t1, and (d) V = 3t1.
The data in panel (a) are consistent with the equilibrium phase diagram of







































Figure 4.4: Exact diagonalisation results for the disordered Haldane model.
Spatially and disorder averaged local Chern marker C as a function of M ,
for a sub-region of N = 512 sites in an N = 2048 site sample, with ﬁxed
ϕ = π/2. The disorder strength is V = 0 (crosses), 0.5t1 (triangles), 1.0t1
(squares), 1.5t1 (circles), and 2t1 (diamonds). The value of C shows clear
plateaus at 0 and 1.
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increasing disorder, the size of the region where the averaged Chern marker C fails to
give a quantised value increases, making it harder to establish a deﬁnite transition point
between the topological and non-topological phases. Nonetheless, C provides a good
characterisation of the phases, away from the transition.
For the clean Haldane model, we ﬁt the spatially averaged Chern marker of Fig. 4.4,
obtained through exact diagonalisation, to Fermi functions 1/(1+exp[k(M−M0)]). This
is a standard ﬁtting choice to characterise discrete, logic (0 or 1) quantities. This allows
us to deﬁne, for each system size, an eﬀective transition point as the midpoint of the
Fermi function, M0. In Fig. 4.5, we show the ﬁtted Fermi functions for data obtained
with the size of V kept ﬁxed, and increasing total system size N . By increasing the
Increasing
L







Figure 4.5: Fermi functions 1/(1 + exp[k(M − M0)]) resulting from the
ﬁtting of C for the clean Haldane model, corresponding to V = 0. Here, we
ﬁx ϕ = π/2 and N = 512. Increasing the total system size (from left to
right N = 2048, 2592, 3200, 3872) makes the transition sharper.
system size, the transition region shrinks and the transition becomes sharper. In Fig. 4.6,
we show that the eﬀective transition point M0 varies as 1/L, where L is the system size
shown in Fig. 4.1. The extrapolation of the transition point to the thermodynamic
limit agrees with the exact transition point of the clean Haldane model; see Fig. 4.6. As
the disorder strength is increased, the topological regions of the phase diagram appear
to expand slightly, as illustrated in Figs. 4.3(b) and (c). This is consistent with the
extrapolation in the thermodynamic limit shown in Fig. 4.7. Similar behaviour was
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Figure 4.6: Eﬀective transition point M0 as a function of the system size
(crosses), for the topological to non-topological phase boundary, with V = 0
and ϕ = π/2. The extrapolation of the transition point to the thermody-
namic limit is compatible with the exact result for the clean Haldane model

















Figure 4.7: Extrapolation to the thermodynamic limit of the topological
to non-topological phase boundary as in Fig. 4.6, for V = 0, 0.5, 1, 1.5, 2 in
units of t1. The shaded areas correspond to 99% conﬁdence intervals for the
linear regression. The data are compatible with a slight expansion of the
topological regions of the phase diagram with increasing weak disorder, as
suggested by Fig. 4.3. However, stronger disorder ultimately destroys the
topological phases. The red dot corresponds to the exact location of the
transition in the clean Haldane model.
observed in Ref. [168].
For stronger disorder, it becomes harder to infer the presence or absence of well
deﬁned phases and of a sharp transition; see Fig. 4.3(d). Indeed, disorder is ultimately
expected to destroy the topological phases. In Fig. 4.8, we show the value of C as a
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Figure 4.8: Spatially and disorder averaged Chern marker C as a function
of the disorder strength V , for ﬁxed values of M and ϕ. The system size
is ﬁxed to N = 288 and N = 512. The solid line is a ﬁt to the Fermi
function 1/(1 + exp[k(V − V0)]) where the vertical dashed line corresponds
to V0. Increasing the system size does not reduce the transition region; see
Fig. 4.9.
function of the disorder strength V for three ﬁxed choices of ϕ and M . The value of C
continuously decreases from unity to zero, at the same rate. The transition of C from
unity to zero, as a function of the disorder, does not sharpen up as the system size
increases, at least in the tested range of system sizes, and for ﬁxed V; see Fig. 4.9. If
much larger systems could be simulated, one might expect that the transition would
approach a step function.
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Figure 4.9: Spatially and disorder averaged Chern marker C as a function
of the disorder strength V , for ﬁxed values of M = 0 and ϕ = π/3. We ﬁx
N = 128 and show results for diﬀerent values of the system size N = 512
(crosses), 648 (triangles), 800 (squares), 968 (circles), and 1152 (diamonds).
The data do not show a clear trend towards the sharpening of the phase
boundary and do not allow us to obtain an extrapolation as done in Fig. 4.7.
4.3 Dynamics of the Local Chern Marker
Having discussed the equilibrium phase diagram of the Haldane model in the presence of
on-site potential disorder, we now interrogate the non-equilibrium dynamics of the local
Chern marker ν(r), and of its averaged value C. Here, we perform quenches between
the topological and non-topological phases, for ﬁxed values of the disorder strength V .
In Chapter 2, we saw that the Chern number, in inﬁnite-size systems, is robust under
quenches of this kind [1, 132]. However, in spite of this preservation, in the presence
of boundaries, observables sensitive to the presence or absence of edge states, such as
the longitudinal currents in Chapter 2, undergo non-trivial non-equilibrium dynamics.
In contrast to the global Chern number, we ﬁnd that the local Chern marker shows
non-trivial time-dependence. In Fig. 4.10, we consider quenches from the topological to
the non-topological phase. It is readily seen that the averaged Chern marker C initially
remains pinned at unity, independently of the disorder strength, until a characteris-
tic time-scale is reached. After this, the time-evolution is dependent on the disorder
strength. We observe that increasing the disorder strength hinders changes of the aver-
aged Chern marker, as one might naively expect on physical grounds.
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Figure 4.10: Time-evolution of the averaged Chern marker C after a quantum
quench from the topological phase (with M = 0) to the non-topological
phase (with M = 5), with ﬁxed ϕ = π/3, t1 = 1, t2 = 1/3, N = 800,
N = 3200, and increasing values of the disorder V = 0 (solid), V = t1 (long
dashes), V = 2t2 (short dashes). The dashed vertical line corresponds to
the time-scale at which a signal, travelling at the maximum speed allowed
by the band structure, reaches the area V, starting from the boundary of
the sample. The departure of C from unity at a slightly earlier time is
qualitatively compatible with the fact that at time t = 0, the boundary
region already penetrates into the interior of the sample. Note that there is
a sharp light-cone even in the presence of disorder.
The reason for the initial plateau close to C = 1 in Fig. 4.10 is readily understood
from the space-time diagram for the local Chern marker shown in Fig. 4.11. Here, the
light-cone propagation of the local Chern marker is reminiscent of the non-equilibrium
behaviour of the longitudinal currents in cylindrical geometries shown in Fig. 2.11. From
this ﬁgure, one can see that most of the spreading happens at the eﬀective speed of light
of the Haldane model (c = 3t1a/2~). However, this is not the maximum speed allowed
by the exact bands, and the apparent “superluminal” motion is consistent with the band
structure; see Fig. 4.10. As discussed above, the boundaries of the topological phases
are not well deﬁned due to the broadening of the sample’s boundary region close to the
phase transition. The non-vanishing size of the transition region in the phase diagram
of Fig. 4.3, currently prevents us from simulating quenches between points (M0, ϕ0) in
the topological phase and (M,ϕ) in the non-topological phase, such that M0 −M ≪ 1
and ϕ0 − ϕ ≪ 1. It would be possible to simulate these small quenches only if much
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Figure 4.11: Dynamics of the local Chern marker along a cut through the
middle of the sample of Fig. 4.1, in the direction e1, following the same
quench depicted in Fig. 4.10, for the clean case corresponding to V = 0.
Here, we show ν(r) as a function of the projection of r onto the x-axis. The
light-cone propagation of the local Chern marker towards the interior of the
sample is reminiscent of the spreading of the currents in Fig. 2.11. The
dashed lines correspond to signals propagating at the eﬀective speed of light
of the clean Haldane model.
larger system sizes were available. In this case, the quench would only excite low-energy
modes in the linear regime of the band structure. If such small quenches were accessible,
we would expect the spreading to occur at the eﬀective speed of light c. In Fig. 4.12,
we show further data for the spreading of the local Chern marker in the interior of the
sample, following a quantum quench in the presence of disorder.
4.4 Summary
In this Chapter we have studied the role of disorder on the non-equilibrium dynamics
of Chern insulators. Characterising the topological phases via the local Chern marker,
averaged over space and over disorder realisations, we have examined the equilibrium
phase diagram of the disordered Haldane model. For a range of disorder strengths, we
found a slight expansion of the topological lobes of the phase diagram. However, the
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4.4. Summary
Figure 4.12: Dynamics of the disorder averaged local Chern marker along a
cut through the middle of the sample of Fig. 4.1, in the direction e1, following
the same quench depicted in Fig. 4.10, for the disordered case corresponding
to V = t1. Here we show ν(r) as a function of the projection of r onto the
x-axis. The dashed lines correspond to signals propagating at the eﬀective
speed of light of the clean Haldane model. The spreading toward the interior
of the sample is inhibited as a result of the disorder.
topological phase is ultimately destroyed for strong disorder. Similar non-monotonic
behaviour was also found in Ref. [168].
We also studied the dynamics of the local Chern marker, and of its average over
space and disorder realisations. In contrast to the global Chern marker, preserved in
inﬁnite-size samples, the local Chern marker displays non-trivial dynamics. In particular,
we found a spreading of the local Chern marker towards the interior of the sample,
reminiscent of the spreading of the edge currents in Chapter 2. We ﬁnally showed that
the presence of disorder hinders changes of the local Chern marker, and of its average




In this thesis, we have discussed the non-equilibrium dynamics of Chern insulators. By
focusing on the Haldane model, we have demonstrated that in inﬁnite-size systems, after
a quench or a linear sweep, the Chern number remains ﬁxed to its initial quantised value.
In spite of this preservation, we have shown that other physical observables, such
as the edge currents and the magnetisation, do change under such a quantum quench.
In particular, we showed that, following a quantum quench, the edge currents spread
towards the interior of the sample in a light-cone fashion, and that their long-time
behaviour is captured by a Generalised Gibbs Ensemble. We conﬁrmed the spreading
of the currents for the case of harmonic conﬁnement, relevant for experiments in cold
atom settings.
In order to further study the transport properties of the Haldane model, we consid-
ered the Hall response. As expected on physical grounds, the Hall conductance changes
following a quantum quench, in contrast to the Chern number which remains preserved.
The Hall conductance, under the non-equilibrium unitary evolution, is found to be di-
rectly related to the non-trivial occupation of the bands. Therefore, the equilibrium
TKNN formula does not capture the relation between the preserved Chern number and
the changed Hall response, following a quantum quench.
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5.1. Work in progress
We ﬁnally analysed the role of disorder in ﬁnite-size Chern insulators. We ﬁrst exam-
ined the phase diagram of the disordered Haldane model. We characterised the phases
with the local Chern marker introduced by Bianco and Resta [139], averaged over a
sub-region of the system and over multiple disorder realisations. Increasing the disorder
strength, we noted a slight expansion of the topological lobes, with respect to the phase
diagram of the clean system. However, as expected, a high disorder strength ultimately
destroys the topological phase. Lastly, we investigated the non-equilibrium dynamics
of the local Chern marker and of its average over space and disorder realisations. As
opposed to the global Chern number, which remains ﬁxed to its initial quantised value,
the local Chern marker and its averaged value undergo non-trivial dynamics. We ob-
served a light-cone spreading of the Chern marker, reminiscent of the non-equilibrium
behaviour of the longitudinal currents.
5.1 Work in progress
This thesis focused on the non-equilibrium dynamics of the Chern number and of sev-
eral local observables. Therefore, it is natural to ask about the dynamics of non-local
observables. For example, one might interrogate the non-equilibrium evolution of the
entanglement entropy and/or of the entanglement spectrum1.
It is well known that the scaling of entanglement entropy of topological systems is
given by2 S(L) = αL−γ+ ..., where the term γ is inherent to topological systems, and is
known as the topological entanglement entropy [169–172]. Here, α > 0 is a constant, and
the ellipsis represents terms that vanish in the limit of inﬁnite system size, i.e. L→∞.
However, γ is vanishing in the case of the integer quantum Hall eﬀect [171]. Thus,
it is not immediately clear whether a computation of the non-equilibrium dynamics of
1 A thorough definition of these observables goes beyond the scope of this thesis. However, a complete
discussion of the equilibrium entanglement entropy and spectrum can be found, for example, in Ref. [56].
2 γ should not be confused with the joint index used in Section 3.3.
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the entanglement entropy of the Haldane model would give any extra insights into its
topological properties.
Nevertheless, a correspondence exists between the energy spectrum of ﬁnite-size
Chern insulators and the entanglement spectrum of an inﬁnite-size system, where the
edge is provided by the entanglement cut [173]. In particular, in the topological phase,
both spectra present degenerate edge modes. This holds true also for the broader class
of topological insulators. Furthermore, for non-interacting systems, there exists an addi-
tional mapping between the entanglement spectrum and the spectrum of the correlation
matrix, CR = 〈c†i cj〉, with i, j ∈ R [174, 175]. Here, R is the region delimited by the
entanglement cut, and the spectrum of CR is known as the single-particle entanglement
spectrum [176]. This spectrum also displays degenerate edge states; see Fig. 5.1.
Figure 5.1: (a) Single-particle entanglement spectrum ξ of the Haldane
model in the topological phase with ϕ = π/3 and M = 0. In the topological
phase, the spectrum displays degenerate edge states. (b) Torus geometry
used to compute the single-particle entanglement spectrum. The dashed
lines, corresponding to the entanglement cuts, delimit the region R.
The study of the single-particle entanglement spectrum of the Haldane model fol-
lowing quantum quenches might therefore give extra insights into the non-equilibrium
dynamics of Chern insulators. Interesting work on the non-equilibrium dynamics of
the entanglement spectrum for Floquet-Chern insulators was recently published [177].
However, it is interesting to study the evolution of the entanglement spectrum for the
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Haldane model, so as to decouple the dynamics due to the quench from the driven
dynamics of Floquet systems.
Preliminary results show that a quantum quench from the topological phase to the
non-topological phase opens a gap in the spectrum. However, the dynamics of the single-
particle entanglement spectrum does not have a straightforward interpretation. Work
in progress focuses on the characterisation of the time-scales at which the gap opens.
5.2 Future Directions
The work presented in this thesis provides a natural starting point for further investi-
gation into the non-equilibrium aspects of topological phases of matter. Building upon
this work, one could study the role played by interactions on the non-equilibrium dy-
namics of the Haldane model. Furthermore, in this thesis, we have shown how disorder
hinders changes of the local Chern marker. It would be interesting to examine locali-
sation aspects which might be connected to this inhibition. In this context, one might
even interrogate the role of many-body localisation and Anderson localisation in the
presence or absence of interactions. Further extensions to our work include the study of
the non-equilibrium dynamics of topological insulators. For example, one could focus on
quantum quenches in the Kane–Mele model. This would be the next step towards the
non-equilibrium dynamics of surface states in three-dimensional topological insulators.
Research is thriving both in the ﬁeld of topological phases of matter and of non-
equilibrium physics. Advances in these areas promise to have a strong impact on future
technologies. We believe that part of the excitement is surely given by the experimental
advances in cold atom and photonic settings. Our work places itself at the interface





In order for this thesis to be self-contained, we provide an overview of the quantum Hall
eﬀect; see Fig. A.1. Following Ref. [178], we discuss the Landau quantisation, and the
role played by disorder for the appearance of the plateaus in the Hall conductance shown
in Fig. 1.
Figure A.1: Schematic setting for the quantum Hall eﬀect. An electron gas
conﬁned in a two-dimensional plane is subjected to a strong magnetic ﬁeld B
perpendicular to the plane. A voltage diﬀerence ∆V induces a Hall current
I = σxy∆V in the transverse direction. For strong magnetic ﬁelds, the Hall
conductance σxy becomes quantised and edge currents are localised on the
boundaries of the sample.
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Landau Quantisation
Consider a particle with mass m and charge q in the x-y plane, subject to a trans-
verse magnetic ﬁeld B = Bzˆ, where zˆ is a unit vector in the z-direction. In the
Hamiltonian, the ﬁeld is accounted for by the minimal substitution of pˆ = (pˆx, pˆy)
with Πˆ = (Πˆx, Πˆy) = pˆ − qAˆ. For the gauge-invariant momentum, [Πˆx, Πˆy] = iq~B.
Since the Hamiltonian is quadratic in Πˆ, it is convenient to introduce ladder operators
aˆ = lB√
2~




Here, ωc = ~/ml
2
B is the cyclotron frequency and lB =
√
~/qB is the magnetic length.
The corresponding energy levels, known as Landau levels, are those of a harmonic oscil-
lator ǫn = ~ωc(n + 1/2), with eigenstates |n〉. Since we have so far identiﬁed only one
quantum number n and the system is two-dimensional, the Landau levels have to be
degenerate. To account for this degeneracy, we introduce the gauge-dependent quantity
ˆ˜
Π = pˆ + qAˆ, for which [ ˆ˜Πx,
ˆ˜Πy] = −[Πˆx, Πˆy]. Since ˆ˜Π is gauge-dependent, we have to
ﬁx the gauge. For convenience, we choose the symmetric gauge Aˆ = B/2(−yˆ, xˆ, 0). By






( ˆ˜Πx− i ˆ˜Πy),
we obtain a second integer quantum number l, via bˆ†bˆ |l〉 = l |l〉. The Hilbert space is
spanned by |l, n〉 = |l〉 ⊗ |n〉. Within a semi-classical approach, we can get a phys-
ical intuition for this degeneracy. The particle in the strong magnetic ﬁeld under-
goes circular cyclotron motion, and the position operators of the centre of motion are
Xˆ = ˆ˜Πy/qB and Yˆ = − ˆ˜Πx/qB [178]. Since [Xˆ, Yˆ ] = il2B , this guiding centre is smeared






We shall now see why disorder plays a crucial role in the quantum Hall eﬀect. Let us
assume a potential landscape given by a disorder impurity potential, smooth on the scale
of the magnetic length. We can therefore write the potential as a function of the position
of the guiding centre Rˆ = (Xˆ, Yˆ ), and the Hamiltonian becomes Hˆ = HˆB + U(Rˆ).
Because of the translational symmetry breaking disorder, [Hˆ, Rˆ] = [U(Rˆ), Rˆ] 6= 0. The
equations of motion for the guiding centre are i~
˙ˆ






[Yˆ , Hˆ ] = −il2B ∂Vˆ∂Xˆ ; i.e.
˙ˆ
R ⊥ ∇V . From a semi-classical point of view, the guiding centre
moves along equipotential lines. For closed equipotential lines, therefore, there is no
transport through the sample. However, in the presence of a conﬁning potential, say in
the y direction, the equipotential lines on the edges of the sample are open and allow for
transport in the x direction; see Fig. A.2. Because the strength of the conﬁning potential,
Figure A.2: (a) The potential in the y-direction is composed of disorder
(dashed) and trapping potential (solid). (b) The equipotential lines corre-
sponding to the disorder potential form closed paths (dashed lines) and do
not contribute to charge transport. Those corresponding to the trapping
potential are open (solid lines), and contribute to the transport along the
edges of the sample.
with translational invariance along the x-direction, varies strongly on the edges of the
sample, let us treat it from a quantum-mechanical point of view. Choosing the Landau
gauge to exploit the translational invariance, one ﬁnds that the harmonic oscillator levels








Notice that with this gauge choice, the degeneracy of the Landau levels (in the absence
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of any potential) is given by the momentum vector kx = px/~ = 2πl/L, with integer l.
The current carried by a ﬁlled Landau level, Jxn = q/L
∑
kx
〈n, kx | vx |n, kx〉, where
〈n, kx | vx |n, kx〉 = 1~
∂ǫn,kx
∂kx
∼ L2π~ ∆ǫnl∆l , is readily found to be Jxn = (q2/h)∆V , where
∆V = ∆U/q is the voltage diﬀerence between the upper and lower edges of the sample. A
completely ﬁlled Landau level contributes a quantum of conductance q2/h to the charge
transport. However, the plateaus in the conductance as a function of the magnetic ﬁeld
(and thus of the ﬁlling) in Fig. 1 are not yet explained. The plateaus become clear in the
semi-classical approximation. The equipotential lines of disorder in the bulk give rise to
a landscape of valleys and peaks which is suitable for a percolation interpretation. The
idea is that, at low ﬁlling of the Landau level, the particles ﬁll the bottom of the valleys
and do not contribute to the transport. As the ﬁlling is increased, the adjacent “lakes”
of particles start merging. At half ﬁlling, a transition occurs, and the lakes of particles
may be able to join the two sides of the sample, thus contributing to the transport with
an extra quantum of conductance; see Fig. A.3.
The stronger the disorder, the broader the plateaus in the Hall conductance. For
further and more comprehensive readings on the quantum Hall eﬀect, see Refs. [178–180].
Figure A.3: Density of states without (top) and with (bottom) disorder. In
the presence of disorder, the Landau levels broaden. The dotted line is a
depiction of the Hall conductance as a function of the ﬁlling. At low ﬁlling
of each broadened Landau level, the particles ﬁll localised states and do not
contribute to the transport. At half ﬁlling, the particles ﬁll a delocalised
state (dashed vertical lines), and thus contribute to the transport with an
extra quantum of conductance.
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Appendix B
Experimental Realisation of the
Haldane Model
“It doesn’t matter how beautiful your theory is, it doesn’t matter how smart
you are. If it doesn’t agree with experiment, it’s wrong.”
Richard Feynman
The interest in the Haldane model has increased substantially, following its experimental
realisation using ultracold atoms [59]. The main strength of ultracold atom experiments
lies in the possibility of ﬁne-tuning the parameters of the system, from the shape of the
lattice structure to the tunnelling amplitudes or the interactions. This makes them ideal
to simulate complex quantum mechanical behaviours of real materials. In recent years,
great eﬀort has been made to simulate topological phases of matter in cold atom settings;
see, for example, Refs. [159, 181–192]. In the following, we review the experimental
realisation of the Haldane model performed by Esslinger’s group at ETH Zürich.
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Figure B.1: Unit cell of the Haldane model, as reproduced in the experiment
at ETH Zürich. The lattice positions are modulated in time to simulate the
presence of the staggered magnetic ﬂux of Haldane’s paper. Figure adapted
from [59].
Experiment at ETH Zürich
In the Haldane model, there are two key components: inversion symmetry breaking and
time-reversal symmetry breaking. In cold atom experiments, the former is somewhat
simpler to implement. It consists in modulating spatially the lattice potential between
the A and B lattice sites [193]; see Fig. B.1. This modulation is achieved by frequency-
detuning the X¯ and X beams in Fig. B.2. However, the feature of the Haldane model
Figure B.2: Laser beam set-up for the experimental realisation of the Hal-
dane model. A frequency detuning between the X¯ and X laser beams breaks
the inversion symmetry between the A and B sites of Fig. B.1. Two retro-
reﬂecting mirrors are mounted on piezo-electric actuators, to control the
phase shift of the reﬂected beams. The shaking of the lattice introduced by
the moving mirrors gives rise to the phase in the next-to-nearest neighbour
hopping parameter of the Haldane model. Figure adapted from [59].
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which makes its realisation diﬃcult is the phase ϕ in the next-to-nearest neighbour hop-
ping parameter. This phase is responsible for the time-reversal symmetry breaking, and
provides the interesting physics of the model. In Haldane’s original paper [57], he as-
sumed this phase to be an Aharonov–Bohm phase resulting from a staggered magnetic
ﬁeld. However, one of the problems of this approach is that the atoms are electrically
neutral. Nevertheless, the technical challenge to create the required complex tunnelling
parameter in the optical lattice was overcome by modulating (or “shaking”) the lat-
tice [65, 66] via circular polarisation of the lattice positions; see Fig. B.2. The resulting
gap in the energy spectrum is probed by driving Landau-Zener transitions at the Dirac
points. A constant force in one direction (say the x-direction) is applied, giving rise to
Bloch oscillations. After one full Bloch oscillation, it is possible to measure the fraction
of particles in the upper band with band mapping techniques [193]. The number of
particles excited to the upper band is an indicator of the size of the band gap, and has
a maximum when the gap is vanishing; see Fig. B.3. This is in qualitative agreement
Figure B.3: Experimental measurement of the fraction of particles in the
upper band ξ following the application of a constant force for the duration
of a Bloch oscillation. Here, ξ is measured as a function of (a) the energy
oﬀset between A and B sub-lattices, with ﬁxed ϕ = 0, and (b) the phase
ϕ of the next-to-nearest neighbour hopping, keeping the energy oﬀset ﬁxed
to zero. The maxima correspond to a vanishing band gap. Figure adapted
from [59].
with the phase boundaries of the Haldane model. However, the energy spectrum alone
is not enough to measure the Berry curvature. As shown in Refs. [157, 158, 194, 195],
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the impact of a non-trivial Berry curvature on the equations of motion is analogous to
having a magnetic ﬁeld in momentum space. To measure the Berry curvature, a force Fy
is applied, in the y-direction. As particles move in quasi-momentum space, they acquire
a drift velocity in the transverse direction vx
k
(Fy) ∝ FyΩ(k). In order to avoid measur-
ing other sources of orthogonal-drift [196, 197], they measure the drift resulting from
Fy and −Fy [158]. In the topological phase, vxk(Fy) − vxk(−Fy) ∝ 2FyΩ(k), and is zero
otherwise. By looking at this differential drift D(k), they retrieve the phase diagram
shown in Fig. B.4.
Figure B.4: Experimental data for the diﬀerential drift D(k) in quasi-
momentum space as a function of the energy oﬀset ∆AB = M between the
sub-lattices A and B, and of the phase ϕ of the next-to-nearest neighbour
hopping. The diﬀerential drift is measured in order to probe the non-trivial
Berry curvature of the topological phases. Indeed, comparing the data with
Fig. 1.5, we see that the diﬀerential drift, corresponding to opposite senses of
the Hall eﬀect, well represents the presence of a non-trivial Chern number.
Figure adapted from [59].
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Appendix C
Edge Currents and Orbital
Magnetisation
In this Appendix, we give further details about the equilibrium properties of the edge
currents and of the orbital magnetisation of the Haldane model. In order to examine the
behaviour of the edge currents we consider the Haldane model on a ﬁnite-size strip with
armchair edges and periodic (open) boundary conditions along (transverse to) the strip.
The geometry we use is shown in Fig. C.1. The numerical computations in the main
text are performed on strips of width N = 20, 30 or 40 unit cells. For a tight binding
model, the total current operator is computed as the time derivative of the polarisation
operator Pˆ =
∑
jRj nˆj, i.e. J = i[Hˆ, Pˆ], as shown for example in Refs. [198, 199].
Clearly, the only term of the Hamiltonian which contributes to the commutator is the
kinetic one and we ﬁnd Jˆ = −i∑lj tlj δli cˆ†l cˆj , where δjl = Rl −Rj is the vector that





















Figure C.1: The strip geometry used for the ﬁnite-size computations. The
strip is N cells wide with arm chair edges and has periodic (open) bound-
ary conditions in the longitudinal (transverse) directions. Each unit cell is
labelled by two indices m and n, and contains two sites belonging to the A
or B sub-lattices. The phase ϕ of the Haldane model is taken as positive
for anticlockwise next-to-nearest neighbour hopping.
with tlj = t1 for l, j being nearest neighbours, tlj = t2e
iφlj for next-to-nearest neighbours
and tlj = 0 otherwise. The indices l, j are each a triplet {m,n, s} which label the x and
y positions of the unit cell, and the sub-lattice s = A,B of the site within the unit cell.








l cˆj − tjlcˆ†j cˆl) (= Jˆxmns) (C.2)
where we have used t†lj = tjl. We also deﬁne the longitudinal current operator ﬂowing
















We exploit the periodic boundary conditions along x by taking its Fourier transform.










































































kx cˆ†nA(kx)cˆn−1B(kx) + e
































As shown in Fig. C.2, the terms in the summation of Eq. (C.5) appear with both



















Figure C.2: Momentum space contributions to the equilibrium currents
along the strip, 〈Jˆxn(kx)〉, with N = 20, t1 = 1, t2 = 1/3 and M = 0. For
clarity, the size of the dots is proportional to the fourth power of 〈Jˆxn(kx)〉
and the blue (red) dots indicate negative (positive) values. (a) ϕ = π/3
showing counter-propagating contributions to the currents. The net cur-
rents vanish in the bulk but are non-zero close to the edges; see Fig. 2.6(a).
(b) ϕ = π/2 showing balanced contributions throughout the strip, leading
to 〈Jˆxn〉 = 0.
opposite contributions which perfectly cancel when ϕ = π/2. Doping the system with
particles or holes breaks this symmetry and restores the 2π-periodicity, as shown in
Fig. C.3. The eﬀect of doping is to change the relative contributions of the bulk and the
edge states to the total edge currents; for particle (hole) doping the edge (bulk) states
contribute more to the overall edge current.
Zeros of the orbital magnetisation also occur within the topological phases. As shown
in Fig. C.4, M(M,ϕ) has extrema at M = 0 and on the boundaries of the topological
phases at M = ±√3 sinϕ. Numerically we observe that the zeros of M occur on the
sinusoidal loci M = ± sinϕ. Once again, the eﬀect of doping is to change the relative














ν = 1 ν = −1
Figure C.3: Equilibrium edge current JxN for N = 20, t1 = 1, t2 = 1/3 and
M = 0 with a 5% particle (solid) or hole (dashed) doping. In contrast to the
half-ﬁlled case shown in Fig. 2.6(b), the currents no longer vanish at ϕ = π/2.
Instead, the currents have the same periodicity as the Hamiltonian. The
increase or decrease of the edge current at ϕ = π/2 reﬂects both the sign of





Figure C.4: Orbital magnetisation M with N = 20, t1 = 1, t2 = 1/3 and
ϕ = π/3. Numerically we observe that M vanishes within the topologi-
cal phases when M = ± sinϕ. We also observe that M has extrema for
M = 0 and M = ±√3 sinϕ; the latter correspond to the boundaries of the
topological phases as indicated by the dotted lines.
(hole) doping the edge (bulk) states contribute more to M.
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