Abstract-This paper presents the development of a hybrid control for an Atlas humanoid robot moving forward in a static locomotion regime. The experiments are carried out in the Gazebo simulation environment. The developed system consists of the modeling of the mechanics of the robot, including the dynamic equations that allow controlling the joints by computedtorque control. Locomotion is planned by agents through the approximate Q-Learning algorithm. A reduced simulated environment is used in the training stage, providing the agents with prior knowledge before the application in a real environment. The proposed approach results in an effective training in few interactions, produces good results and ensures the integrity of the robot.
I. INTRODUCTION
Bipedal robots, especially modern ones, are dynamic subactuated systems [1] and therefore require more complex control systems. For sub-actuated systems of low complexity, it is possible to control such system by modeling its dynamic and derive a control by using, for example, inverse dynamics [2] . However, for more complex systems, this approach can become practically infeasible. A good alternative is a hybrid model that uses mechanical modeling for position and speed control and computational intelligence methods for decisionmaking or locomotion planning. In this respect, neural networks [3] [4] [5] , fuzzy systems [6] and reinforcement learning techniques [7] [8] have been employed, generally involving several iterations to attain a satisfactory solution.
This paper presents the development of a hybrid control that requires few iterations to move a humanoid robot in a bipedal manner. The robot dynamics is modeled in order to obtain the actuations required to maintain a static balance. A control based on reinforcement learning is used for planning and executing the robot's locomotion, always seeking to ensure its structural integrity. The robotic model Atlas used in this work is a bipedal humanoid robot developed by Boston Dynamics. It is built in aluminum and aviation titanium and weighs approximately 150 kilograms [9] [10] .
The model, shown in Fig. 1 , has two arms, two legs, one torso and a head, adding up to 28 hydraulically actuated joints.
Each joint has a pair of sensors that determine angle and speed. An inertial measuring unit (IMU) is located in the pelvic region and pressure and torque sensors can be found in the ends of each arm and leg. A robotic system, whether simple articulated arms or the most complex humanoid robots, is usually very expensive. Simulation environments for research, development and testing in robotics are much less costly, allow the development of new models and are ideal for testing control algorithms in a much shorter time. The use of a virtual model in repetitive testing substantially reduces the time between each iteration and all tests can be carried out without the risk of damaging the real robot [11] .
The Gazebo simulator provides a 3D simulation environment and is capable of simulating a population of robots that interact with the environment. In addition, it allows the simulation of physical properties of the simulated objects, providing a better approximation of a real model.
The ROS (Robot Operating System) framework [12] is a simulation manager where data from libraries that simulate the sensors can be directed to programs that process those data and define the best action to be taken. Such action is then directed to the simulator, which executes it, and this is repeated until the simulation is interrupted. The need for a framework is justified by the large number of languages in which the control algorithm can be developed. Several teams that took part in the DARPA Robotics Challenge [13] made use of this program.
Simulation and control were developed under the Linux operating system, Ubuntu distribution, version 12.04.4. The control program was developed on the Eclipse platform, Luna version, using the C++ language.
II. COMPUTED-TORQUE CONTROL

A. Reference frame
A floating base reference frame has been used in the simulation. This is a non-fixed reference, usually associated with an inertial measuring unit (IMU) that is able to estimate the displacements of the non-fixed base and compensate them through abstraction of virtual links that emulate the movements observed by the sensors [14] (Fig. 2) . In the Atlas robot, the IMU is located near its pelvis.
Such a reference frame enables the use the same set of kinematic chains. The force and torque sensors, present at the end-effector of each manipulator, are employed to compensate for external forces applied to the robotic model. This compensation is needed to maintain the kinematic chain -and thus the robot -in a bipedal balance state.
As shown in Fig. 2 , the operation is performed by adding together six virtual joints -three rotational and three prismatic joints. This choice makes it possible to replicate virtually any movement of the pelvis, since it considers all possible displacements and rotations in the three coordinate axes [14] . Through measurements acquired by the accelerometers and gyroscopes, the IMU allows the estimation of variations in the position and orientation of the pelvis in relation to an inertial frame, which works in the same manner as a fixed base. As shown in Fig. 2 , the operation is performed by adding together six virtual joints -three rotational and three prismatic joints. This choice makes it possible to replicate virtually any movement of the pelvis, since it considers all possible displacements and rotations in the three coordinate axes [14] . Fig. 3 shows the position of the floating base frame in the robot (red circle), as well as the five manipulators generated by using that frame. The angles determined for the joints of the upper body manipulators are fixed, except for one joint of the Torso that is responsible for the displacement of the upper body in the sagittal plane. Locomotion considered mainly the lower part of the body, represented by the R_leg and L_leg. 
B. Control
Computed-torque control involves the computation of the appropriate control torques and forces based on the robots dynamics [15] . To define the forces to be compensated, the equations of motion were obtained by modeling the dynamic for each kinematic chain, which can be written as:
( ) is the inertia matrix and compensates effects due to the acceleration of each joint; ( , ) represents the Cristoffen terms and compensates centrifugal and Coriolis forces and ( ) compensates gravity.
As is a positive-definite matrix, the following control law can be used:
As shown in Fig. 4 , the control loop used for controlling the joint position contains the necessary compensations (for the dynamic effects) to generate a given position (for each joint). The actual control is performed by a PD controller. The variable to be controlled is denoted by and is the controller output. The reference input (trajectory to be followed) is generated through reinforcement learning [16] [17] [18] . It should be noted that the external forces generated by the contact of the feet with the ground are compensated by the addition of an equal and opposite torque measured by the force and torque sensors located in the feet.
C. Bipedal stability
The center of mass position analysis method is useful to ensure stability in static locomotion. When allied to computedtorque control, it enables the robot to have some freedom of movement with a small chance of falling down. A proposed combination of joints must always be evaluated through the robot kinematics equations. If the center of mass remains within the support polygon, the proposed combination may be used. A static locomotion regime was chosen in this work because it aggregates a lower risk of falling down, since the center of mass never leaves the support polygon.
III. REINFORCEMENT LEARNING
A. Approximate Q-learning
The approximate Q-learning method [19] [20] is used for determining the center of mass trajectory. The values of the Qstates are determined by:
The weights serve to linearly approximate a set of characteristics, described and normalized by the functions ( , ) observed in each Q-state. This algorithm provides a more generalized learning and is faster than the standard Qlearning algorithm. The weights are determined by:
The learning rate , with values between 0 and 1, defines the error correction and is a decay rate (between 0 and 1). The calculation of the current Q-state value takes into account a reward function ( , , ), which rewards or penalizes decision making, plus an estimate of the score obtained by the future Q-state. This it is determined by an exploration function [19] [20], which takes into account the number of visits to that Q-state and encourages visitation to underexplored states:
where is a constant, is the future Q-state and is the number of visits to that Q-state.
A policy-free exploration was chosen by using the ε-greedy approach, in which ε (0 ≤ ≤ 1) represents a percentage. Its value is usually small and defines the ratio by which an action will be taken randomly or chosen as the one with the higher value, as defined by the exploration function .
B. Definitions
A bipedal walking pattern consists of two phases of balance using both legs and of two phases using on one leg. All phases can be represented by the displacement of the robot's center of mass (CoM) in a particular region of the support polygon.
1) State space
The state space is defined by a direction towards the goal and another towards the nearest penalty. Thus, it consists of approximately sixty-six states, where sixty-four would be all combinations of eight directions (north, northeast, east, southeast, south, southwest, west and northwest) towards the goal and to the nearest penalty; other two tell whether a goal or a penalty has been achieved (Error! Reference source not found.).
With this representation, it is possible to consider a fixed number of states regardless of the accuracy of the center of mass position and of the objective. The direction to be followed and to be avoided at any given time can be defined by the difference between the goal coordinates and those of the center of mass, always with respect to common fixed coordinates of the base system. The state space is always the same, regardless of the equilibrium phase. Changing the state space form only reduces the mobility of the center of mass.
2) Rewards
Positive and negative rewards are given in states that represent either reaching the region of tolerance of the objective (+20) or punishment (-10). As for intermediate states, the goal is to obtain solutions that require few steps. A small negative reward (-0.001) prevents obtaining good solutions that are very close to areas of punishment. Fig. 55 shows the surface of the rewards in the support polygon. If an action moves a state to the red area, it is penalized and one of the same type is applied in the reverse direction. The agent is rewarded when it reaches the light green spot. 
3) Actions
Actions may include eight possible moves: N, NE, E, SE, S, SW and NW. Movement occurs by incrementing or decrementing, by a small factor, the value of the angle in a set of joints (0.01 degrees in this work).
In the bipedal equilibrium phase -both feet are exerting force -caution must be taken in selecting the joints. If the support of one foot is removed, the robot is likely to fall. A set of joints was selected (some in the hips and others in the heels) in order to keep the robot's feet always parallel to the ground. Such combination is employed to move the center of mass in the frontal plane. As for the sagittal plane, the torso is forced to lean forwards and backwards. Fig. 6 illustrates joints locations (green: frontal; red: sagittal).
In the single foot equilibrium phase, there is a higher flexibility in the selection of joints. It is reasonable to use only the set encircled in green (Fig. 6) . Joints belonging to the foot on the ground can move the center of mass in all eight directions; joints that belong to the other foot can keep the leg aligned with the support foot and therefore prevent any possible collision of both legs.
Since the action consists of changing an angle, it is difficult to tell in real time whether the action will result in a position of joints that is located outside the support polygon. There is a lag between the command to position the joints at a given set of angles and the actual implementation of the action. An excessive change in the angle may lead to a fall. To overcome this, forward kinematics is employed to compute the robot's future center of mass position based on the desired angles. 
4) Features
Five features have been selected to be weighted by the approximate Q-Learning: a binary pair represents if the displacement in the sagittal plane is in the correct or incorrect direction with relation to the goal; another binary pair represents the same, now for the frontal plane, and a binary unit indicates whether the selected action led to a punishment.
5) Agents
The first type of agent is the one responsible for the center of mass displacement in the bipedal equilibrium phase. The displacement of a foot occurs in the direction of the center of the other foot (ahead); if both are equally positioned, the center of the right foot is defined as the goal. The second type of agent is responsible for keeping the center of mass in the area of tolerance of the objective of the first agent. The other leg can then be lifted off the ground and moved forward through a simple motion of the knee joint and foot. The process is then passed to the first agent, which repositions the center of mass.
IV. EXPERIMENTS
Three agents have been used in the experiments: one for the two legged support phase and two for the phases of one leg support (one for each leg). The flowchart of the interaction between agents in the gait cycle is shown in Fig. 77 . The agent responsible for shifting the center of mass in the two legged support phase was initially selected. Two different tests have been performed to measure the speed of knowledge acquisition in the reinforcement learning algorithm:
• Direct application of the algorithm considering the test environment. This is the classical learning strategy in real time applications.
• Learning in a small simulated environment in order to get the basics of directions. If the agent is successful, the area of the simulated environment gradually increases until no further significant changes take place in the approximate Q-learning weights. From this point on the test environment is used.
Experimental results are shown in the statistical chart of Fig. 8 . The mobility area was a square of side corresponding to 10 displacement units and the experiment was repeated 20 times for each of the approaches above.
The chart represents the amount of displacement that the agent had to do (for each iteration of the algorithm) to achieve the objective divided by the amount of the optimal displacement. Red lines represent the median; the bottom of each box indicates the 25% percentile while the top corresponds to the 75% percentile. The lower limit of the dotted line is the data lowest value without outliers; the top one indicates the highest value, also without outliers.
The top chart refers to the learning performance when the algorithm is directly applied to the problem; the lower one shows the performance with previous training and gradual increase in the environment space, starting from a square with side corresponding to three displacement units. This was increased by three so that the agent could move to the goal, at least once, for various starting positions and objectives locations.
It can be concluded that the reduced training environment approach produces the best results. When the agent reaches the simulated environment, it already has a basic understanding of the action to be taken, leaving only minor refinement to the approximate Q-Learning algorithm.
The obtained optimal trajectory is not necessarily the shortest since the state space of the agent is significantly reduced, forcing many states to be summarized as one and therefore linked to an assumed optimal action. However, the training time was considerably lower, thus enabling the agent to be quickly trained in a small environment and then applied to a real-time learning environment with no major risks to the structural integrity of the robot. As mentioned before the learning process takes fewer iterations than the classical approach does.
Once the agent responsible for the two legged support phase had been trained, the agent responsible for the support phase with only one leg was developed. In a static locomotion regime (slow operation), there is no major concern about disturbances that might be caused by lifting the non-supporting foot off the ground the floor. Fig. 9 presents a sequence of images depicting the path described by the free leg, from the time it is lifted off the ground until it is again rested. This path is computed so that the leg movements (lift, move forward and lower) occur always in the same fashion. If this process was assigned to an agent, it would require many states to map the position of all the leg joints, which would be very timeconsuming. Additionally, the agent might try actions that could destabilize the robot -press the ground or place the foot erratically, for example. Experimental results show that the hybrid approach enables the robot to move well in a static locomotion regime. The developed control is most likely to succeed if applied to an actual robot. As the control was designed for a rectilinear locomotion in a controlled environment, future work will address an operation on uneven ground environments and movements in other directions. The model may also be adapted to a dynamic locomotion regime to enable a more natural and faster walk. Control may be enhanced to enable simultaneous actions of legs and arms, resulting in a more fluid locomotion.
