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Re´sume´
Ce travail de the`se est consacre´ a` deux the`mes de recherche en Calcul Scienti-
fique lie´s par l’approximation nume´rique de proble`mes en me´canique des fluides.
Le premier the`me concerne l’approximation nume´rique des e´quations de Stokes,
mode´lisant les e´coulements de fluides incompressibles a` vitesse faible. Ce the`me
est pre´sent dans plusieurs travaux en Calcul Scientifique. La discre´tisation en
temps est re´alise´e a` l’aide de la me´thode de projection. La discre´tisation en es-
pace utilise la me´thode des e´le´ments finis mixtes hybrides qui permet d’imposer
de fac¸on exacte la contrainte d’incompressibilite´. Cette approche est originale : la
me´thode des e´le´ments mixtes hybrides est couple´e avec une me´thode d’e´le´ments
finis standards. L’ordre de convergence des deux me´thodes est pre´serve´.
Le second the`me concerne la mise au point de me´thodes nume´riques de type
volumes finis pour la re´solution de l’e´quation Level Set. Ces e´quations inter-
viennent de manie`re essentielle dans la re´solution des proble`mes de propaga-
tion d’interfaces. Dans cette partie, nous avons de´veloppe´ une nouvelle me´thode
d’ordre 2 de type MUSCL pour re´soudre le syste`me hyperbolique re´sultant de
l’e´quation Level Set. Nous illustrons ces proprie´te´s par des applications nume´-
riques. En particulier nous avons regarde´ le cas du proble`me des deux demi-plans
pour lequel notre sche´ma donne une approximation pour le gradient de la fonction
Level Set. Par ailleurs, l’ordre de pre´cision attendu est obtenu avec les normes L1
et L∞ pour des fonctions re´gulie`res. Pour finir, il est a` noter que notre me´thode
peut eˆtre facilement e´tendue aux proble`mes d’Hamilton-Jacobi du premier et du
second ordre.
Abstract
This thesis work is devoted to two research topics in Scientific Computing
related to the numerical approximation of problems in fluids mechanics.
The first topic relates to the numerical approximation of Stokes equations,
modelling the ”slow”flows of incompressible fluids. It considers the approximation
by a method of projection for the discretization in time. The discretization in
space uses the finite element method mixed hybrids making it possible to impose
in an exact way the incompressibility constraint. This approach is original since
it allows to couple the hybrid mixed finite elements with a method standard finite
element while preserving the order of convergence of the two methods.
The second topic relates to the development of finite volume schemes for the
resolution of the Level Set equation. These equations intervene in an essential
way in the resolution of problems of propagation of interfaces. ln this part, we
developed a new second order method of MUSCL type to solve the hyperbolic
system resulting from the Level Set equation. We illustrate these properties by
numerical applications. In particular we looked at the case of the problem of the
two half-planes for whieh our scheme gives an approximation for the gradient of
the level set function. ln addition, the expected order of accuracy is reached for
the standard L1 and L∞ norms for regular functions. Finally, it should be noted
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La me´thode de projection est la technique la plus fre´quemment utilise´e pour la
re´solution nume´rique des e´quations Navier-Stokes incompressibles. Cette me´thode
est en particulier largement re´pandue dans les simulations nume´riques directes
d’e´coulements turbulents. En pratique, la me´thode de projection est combine´e
avec une technique de discre´tisation spatiale, de type diffe´rences finies (Bell et al.
[3]), ou e´le´ments finis (Donea et al.[13], Gresho et Chan [24]), ou approximations
spectrales (Ku et al. [24]).
Les me´thodes nume´riques de projection ont en commun le fait qu’elles de´-
couplent, a` chaque pas temps, l’e´quation de quantite´ de mouvement et l’e´quation
d’incompressibilite´. Ainsi, on re´soud successivement :
– l’e´quation de mouvement avec une pression connue, ce qui conduit a` la
re´solution d’un proble`me elliptique bien conditionne´ ;
– la projection du champ de vitesse ainsi obtenu dans un espace de fonctions a`
divergence nulle. Ceci se traduit par la re´solution d’une e´quation elliptique
dont l’inconnue est la pression. Cette e´quation est en fait de type Darcy
et le choix d’une bonne me´thode nume´rique pour cette e´tape de´termine la
qualite´ de la solution obtenue.
Nous pre´sentons, dans ce travail une nouvelle me´thode d’e´le´ments finis mixtes
hybrides pour la re´solution de l’e´tape de projection. Ceci assure des proprie´te´s
de conservation de la masse pour la solution obtenue. De plus, nous verrons que
la stabilite´ du sche´ma nume´rique est mise en e´vidence a` travers plusieurs essais
nume´riques.
Dans le premier chapitre, nous introduisons les outils fondamentaux a` la mise
en oeuvre de la me´thode des e´le´ments finis mixtes utiles pour la suite. Dans le
chapitre 2, nous pre´sentons une approximation par e´le´ments finis mixtes hybrides
des e´quations de Darcy dans laquelle l’e´limination de la vitesse s’effectue aise´ment,
facilitant ainsi l’imple´mentation de l’e´tape de projection. Nous terminons cette
partie, par le chapitre 3 qui nous permettra d’appliquer les re´sultats de l’e´tude
pre´ce´dente aux e´quations de Stokes instationnaires. Enfin, nous re´alisons quelques




Quelques rappels sur la me´thode
des e´le´ments finis
Dans ce chapitre, nous introduisons les outils fondamentaux a` la mise en
oeuvre de la me´thode des e´le´ments finis mixtes que nous utiliserons pour ap-
procher les e´quations de Stokes. Nous rappelons les re´sultats classiques sur les
formulations variationnelles standards et mixtes, aussi bien dans le cas conforme
que non conforme. Nous rappelons e´galement une liste de plusieurs espaces de
polynoˆmes ainsi que celle des espaces e´le´ments finis correspondants. Nous termi-
nons, en donnant les re´sultats d’estimation d’erreurs pour l’approximation par
e´le´ments finis non conformes du proble`me de Poisson.
1.1 Proble`mes abstraits
Cette section est consacre´e a` quelques re´sulats the´oriques utiles pour l’e´tude
des e´quations aux de´rive´es partielles que nous rencontrerons au cours de la pre-
mie`re partie.





sont leurs espaces duaux respectifs. On note par < ., . >V ′×V et
< ., . >Q′×Q les crochets de dualite´ entre V
′
et V et Q
′
et Q. Enfin, a : V ×V → R,
a′ : Q×Q→ R, et b : V ×Q→ R sont trois formes biline´aires continues.
1.1.1 Formulations standards
Nous supposons que la forme biline´aire a′ est elliptique, c’est-a`-dire qu’il existe
α > 0 tel que
a′(q, q) ≥ α ‖q‖2Q ∀ q ∈ Q.
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Le proble`me abstrait qui nous inte´resse est le suivant :{
Trouver p ∈ Q tel que
a′(p, q) =< f, q >Q′×Q ∀ q ∈ Q,
(1.1.1)
ou` f ∈ Q′ .
Par le the´ore`me de Lax-Milgram (voir [17]), le proble`me (1.1.1) admet une
solution unique.
Soit Qh un espace vectoriel de dimension finie muni de la norme ‖.‖h. Cet
espace est destine´ a` approcher l’espace Q.
Si Qh est un sous-espace de Q, on de´finit le proble`me approche´ :{
Trouver ph ∈ Qh tel que
a′(ph, q) =< f, qh >Q′×Q ∀ q ∈ Qh.
(1.1.2)
C’est encore le the´ore`me de Lax-Milgram qui garantit l’existence d’une solution
unique au proble`me en substituant l’espace Qh a` l’espace Q.






‖p− qh‖Q , (1.1.3)
Si Qh n’est pas un sous-espace de Q, nous avons besoin d’une extension a
′
h(., .)
de la forme biline´aire a′(., .) sur Qh×Qh telle que a′h(p, q) = a′(p, q) ∀ p, q ∈ Q.
Nous avons e´galement besoin d’une extension fh de f sur Q
′
h telle que
< fh, q >Q′h×Qh=< f, q >Q
′×Q ∀ q ∈ Q.
Nous supposons de plus qu’il existe α > 0 tel que
a′h(qh, qh) ≥ α ‖qh‖2Qh ∀ qh ∈ Qh.
Le proble`me approche´ est alors de´fini par :{
Trouver ph ∈ Qh tel que
a′h(ph, q) =< fh, q >Q′h×Qh ∀ q ∈ Qh.
(1.1.4)
La` encore, nous utilisons le the´ore`me Lax-Milgram pour garantir l’existence et
l’unicite´ d’une solution. Pour cela, il suffit de ve´rifier la continuite´ de la forme
a
′
h(., .) sur Qh ×Qh et son ellipticite´ sur Qh. Dans ce cas, il n’est pas en ge´ne´ral
possible d’assurer ces hypothe`ses a` partir de celles du proble`me continu. Nous
rappelons aussi l’e´valuation de l’erreur abstraite. Par rapport au cas pre´ce´dent,
nous introduisons l’erreur de consistance
rh(p)(qh) = a
′
h(p− ph, qh) ∀ qh ∈ Qh.
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‖p− qh‖h . (1.1.5)
1.1.2 Formulations mixtes
Nous de´finissons le proble`me suivant :
Trouver (u, p) ∈ V ×Q tel que
a(u, v) + b(v, q) =< f, v >V ′×V ∀ v ∈ V,
b(u, q) =< g, q >Q′×Q ∀ q ∈ Q,
(1.1.6)
ou` f ∈ V ′, g ∈ Q′ sont donne´s.
Nous rappelons d’abord quelques caracte´risations de la condition inf-sup de
Brezzi ([17]). Pour ce faire, nous introduisons un sous espace de V note´ V0 et
de´fini par
V0 = {v ∈ V ; b(v, q) = 0 ∀ q ∈ Q}.
V0 est un sous espace ferme´ de V graˆce a` la continuite´ de la forme biline´aire b
sur V ×Q. Par conse´quent, V0 est un espace de Hilbert. Nous de´finissons l’espace
polaire et l’orthogonal de V0 respectivement par
V0˚ = {h ∈ V ′; < h, v >V ′×V = 0 ∀ v ∈ V0},
V ⊥0 = {v ∈ V ; (v, w) = 0 ∀w ∈ V0}.
Proposition 1.1.1 (Brezzi [5]). Les proprie´te´s suivantes sont e´quivalentes :







2. Il existe un isomorphisme B
′
de Q sur V0˚ ve´rifiant les proprie´te´s suivantes :
b(v, q) =< v,B
′




3. Il existe un isomorphisme B de V ⊥0 sur Q
′ ve´rifiant les proprie´te´s suivantes :






Les conditions d’existence et d’unicite´ d’une solution au proble`me (1.1.6) sont
donne´es par le
The´ore`me 1.1.1 (Brezzi [5]). On suppose que :
1. ∃α > 0 tel que a(v, v) ≥ α ‖v‖2V ∀ v ∈ V0,







Alors pour tout f ∈ V ′ et pour tout g ∈ Q′, le proble`me (1.1.6) admet une

























Nous nous inte´ressons maintenant au proble`me mixte discret. Selon que les
espaces d’approximations sont inclus ou non dans les espaces continus, deux cas
se de´gagent.
Le cas conforme
Soient Vh ⊂ V et Qh ⊂ Q deux espaces de dimension finie. Conside´rons le
proble`me mixte approche´ :
Trouver (uh, ph) ∈ Vh ×Qh tel que
a(uh, vh) + b(vh, qh) =< f, vh > ∀ vh ∈ Vh,
b(uh, qh) = 0 ∀ qh ∈ Qh.
(1.1.9)
On de´finit V0,h comme suit :
V0,h = {vh ∈ Vh ; b(vh, qh) = 0 ∀ qh ∈ Qh}.
De manie`re ge´ne´rale, V0,h n’est pas inclus dans V . Pour obtenir l’existence et
l’unicite´ d’une solution au proble`me (1.1.9), il suffit de ve´rifier les hypothe`ses
du the´ore`me 1.1.1. Comme Vh ⊂ V et Qh ⊂ Q, alors la continuite´ des formes
bilinaires a et b sur Vh × Vh et Vh × Qh est imme´diate. Mais l’ellipticite´ de a
sur V0 ne s’e´tend pas force´ment a` l’espace V0,h. En revanche, si a est elliptique
sur V , alors elle l’est e´galement sur Vh et donc sur V0,h. Quant a` la condition
inf-sup, meˆme si elle est ve´rifie´e par le proble`me continu, cela n’est pas toujours
le cas pour le proble`me discret. L’e´tude de l’existence d’une solution unique au
proble`me (1.1.9) re´vient a` donc a` ve´rifier la condition inf-sup discre`te.
Examinons maintenant la convergence de la solution discre`te (uh, ph) vers la
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Mais la majoration ci-dessus ne fait intervenir que la quantite´ inf
vh∈V0,h
‖u− vh‖V
que l’on ne sait pas e´valuer. Pour obtenir une majoration par inf
vh∈Vh
‖u− vh‖V rap-
pelons tout d’abord la notion de condition inf-sup discre`te pour la forme biline´aire
b :







Ensuite conside´rons la proposition suivante.
Proposition 1.1.2. On suppose que la forme biline´aire b est continue sur Vh×Qh












Une de´monstration de cette proposition peut eˆtre trouve´e dans [30].


















































Le cas non conforme
Nous examinons maintenant le cas ou` les deux espaces Vh et Qh ne sont pas
inclus dans V et Q. De ce fait, nous nous donnons deux formes biline´aires ah(., .)
et bh(., .) sur Vh × Vh et Vh × Qh. Nous notons par αh la constante d’ellipticite´




Nous cherchons donc a` re´soudre le proble`me suivant :
Trouver (uh, ph) ∈ Vh ×Qh tel que
ah(uh, vh) + bh(vh, qh) =< f, vh > ∀ vh ∈ Vh,
bh(uh, qh) =< g, qh > ∀ qh ∈ Qh.
(1.1.13)
A l’inverse du cas conforme, il n’est en ge´ne´ral pas possible d’assurer certaines
hypothe`ses a` partir de celles du proble`me continu. Ce n’est plus seulement la
condition inf-sup qu’il faut ve´rifier, mais il faut s’assurer explicitement de la
validite´ des trois autres hypothe`ses.
Nous donnons maintenant une majoration d’erreur abstraite. On de´finit
rh(u, p)(vh) = ah(u− uh, vh) + bh(vh, p− ph),∀ vh ∈ Vh,
et
‖rh(u, p)‖∗h = sup
vh∈Vh
|ah(u− uh, vh) + bh(vh, p− ph)|
‖vh‖Vh
.
























































Par conse´quent, nous avons la majoration de ‖p− ph‖Qh :
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Les estimations d’erreur ont donc une forme identique a` celles du cas conforme,
seulement il apparaˆıt en plus un terme de non consistance en rh(u, p).
1.2 Espaces fonctionnels
Nous de´finissons maintenant les espaces de fonctions qui nous seront utiles
tout au long de la premie`re partie.
Soit Ω un domaine borne´ de R2, de frontie`re re´gulie`re Γ et soit n la normale unite´
exte´rieure a` Γ.
Nous commenc¸ons par introduire les espaces de Lebesgue Lp(Ω), 1 ≤ p < ∞,
des fonctions de´finies sur Ω, a` valeurs dans R, et p-inte´grables. Nous conside´rons
ensuite les espaces de SobolevHk(Ω), k ∈ N, des fonctions de´finies sur Ω, a` valeurs
dans Rd, et a` de´rive´es partielles jusqu’a` l’ordre k, au sens des distributions, dans
L2(Ω) ; et l’espace
H10 (Ω) := {q ∈ H1(Ω); q = 0 sur Γ},
dont l’espace dual est note´ H−1(Ω).
Nous utilisons (.,.) pour de´signer le produit scalaire a` la fois dans les espaces

























α = (α1, α2) ∈ N2 et |α| = α1+α2. Lorsqu’il n’y a pas d’ambiguite´, nous alle´geons
nos notations par |.|k et ‖.‖k. En particulier, ‖.‖0 est la norme de l’espace L2(Ω).
Nous aurons aussi besoin des espaces de Hilbert L20(Ω), et H(div ; Ω) de´finis
par
L20(Ω) := {q ∈ L2(Ω);
∫
Ω
q dx = 0},
et
H(div ; Ω) := {w ∈ L2(Ω)2; divw ∈ L2(Ω)},














Nous noterons par H0(div ; Ω) et H(div
0; Ω) les sous espaces de H(div ; Ω)
suivants :
H0(div ; Ω) := {w ∈ H(div ; Ω); w · n = 0 sur Γ},
H(div 0; Ω) := {w ∈ H(div ; Ω); divw = 0 dans Ω}.
Nous rappelons que la trace de w · n sur Γ (voir [25]) est de´finie par dualite´
< w · n, ϕ >=
∫
Ω
(w · ∇ϕ+ ϕ divw) dx, ∀ϕ ∈ H1(Ω). (1.2.1)
Nous notons par H1/2(Γ) le sous espace de L2(Γ) des traces des fonctions de
H1(Ω) muni de la semi-norme
|µ|1/2,Γ = inf{q∈H1(Ω); q|Γ=µ} |q|1,Ω ,
et de la norme
‖µ‖1/2,Γ = inf{q∈H1(Ω); q|Γ=µ} ‖q‖1,Ω .
L’espace H1/2(Γ) est un espace de Hilbert. De plus, l’injection canonique de
H1/2(Γ) dans L2(Γ) est continue. Nous de´signons par H−1/2(Γ) le dual topo-
logique de l’espace H1/2(Γ) muni de la norme
‖µ‖−1/2,Γ = inf{v∈H(div ;Ω);v·n|Γ=µ} ‖v‖div ,Ω .
Pour les proble`mes de´pendant du temps, nous aurons besoin des espaces
L2(0, T ;L2(Ω)) et Lp(0, T ;Hk(Ω)) :
L2(0, T ;L2(Ω))={v :Ω× (0, T )−→R; ‖v(., t)‖0∈L2(0, T ) pour presque tout t},
Lp(0, T ;Hk(Ω))={v :Ω× (0, T )−→R; ‖v(., t)‖k∈Lp(0, T ) pour presque tout t},
pour T > 0 donne´.
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1.3 Espaces d’approximation
Dans cette section, nous de´finissons une triangulation du domaine Ω. Ceci
nous permettra d’introduire les espaces e´le´ments finis ne´cessaires a` la mise en
ouvre de la me´thode des e´le´ments finis.
1.3.1 Maillage
On suppose que le domaine Ω est un polygone. Soit h > 0 et Th un maillage
de Ω constitue´ de triangles de longeurs d’areˆtes infe´rieures ou e´gales a` h avec
card Th = NT . On note par
– E ih l’ensemble des areˆtes inte´rieurs de Th, de cardinal Ni,
– Efh l’ensemble des areˆtes frontie`res de Th, de cardinal Nf ,
– Eh l’ensemble des areˆtes de Th, de cardinal Na = Ni +Nf .
Si e ∈ Eh, nous noterons par
– Pe l’ensemble des triangles contenant l’areˆte e,
– Me le milieu de l’areˆte e,
– |e| la longueur de l’areˆte e.
Si e ∈ E ih, nous lui associons deux triangles T ge et T de et nous notons par
– νg (resp. νd) la normale unite´ exte´rieure au triangle T ge (resp. T
d
e ),
– τ g (resp. τ d) le vecteur tangent a` l’areˆte e tel que le repe`re (τ g,νg) (resp.
(τ d,νd)) soit orthonorme´.
Soit T ∈ Th, alors pour 1 ≤ i ≤ 3, on note par
– ai,T le i-e`me sommet du triangle T ,
– λTi la i-e`me coordonne´e barycentrique du triangle T ,
– ei,T l’areˆte oppose´e au sommet ai,T ,
– bi,T le milieu de l’areˆte ei,T .
Enfin, on de´signe par
– ν la normale unite´ exte´rieure au triangle T ,
– τ le vecteur tel que le repe`re (τ ,ν) est orthonorme´,
– ET l’ensemble des areˆtes de l’e´le´ment T ,
– |T | l’aire de l’e´le´ment T .
1.3.2 Espaces de polynoˆmes
Soit T ∈ Th, nous rappelons les espaces de polynoˆmes classiques :
– l’espace Pk(T ), k ∈ N, des polynoˆmes de degre´ ≤ k de´finis sur T ,
– l’espace P˜k(T ), k ∈ N, des polynoˆmes homoge`nes de degre´ ≤ k de´finis sur
T
– l’espace Pk(e), e ∈ Eh, des restrictions a` e des polynoˆmes Pk qui nous permet
de de´finir l’espace




Tk(∂T ) = Rk(∂T ) ∩ C0(∂T ).
Nous rappelons aussi l’espace de Raviart-Thomas d’ordre k (voir [5]), note´
RTk(T ), avec en particulier





, (x, y) ∈ R2, a1, a2, b ∈ R},
et







D01(T ) := {w ∈ RT1(T ); divw = 0}
est le sous espace de RT1(T ) des champs a` divergence nulle.
1.3.3 Espaces d’e´le´ments finis
Nous de´finissons l’espace Qkh par
Qkh = {q ∈ L2(Ω); q|T ∈ Pk(T ) ∀T ∈ Th}.
Nous savons que l’espace Qk,ch , de´fini par
Qk,ch = {q ∈ C0(Ω); q|T ∈ Pk(T ) ∀T ∈ Th},
est un espace d’approximation conforme de l’espace H1(Ω). Nous conside´rons par
ailleurs l’espace d’approximation P1 non conforme (voir [12])
Q1,nch = {q ∈ Q1h, q est continu au point bi,T , 1 ≤ i ≤ 3, ∀T ∈ Th}.

















Vkh := {w ∈ H(div ; Ω); w|T ∈ RTk(T ) ∀T ∈ Th}, k ≥ 0,
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l’espace e´le´ment fini de Raviart-Thomas d’ordre k. Pour relaxer la contrainte de














Nous notons par Y 0h le sous-espace de Yh constitue´ des fonctions a` divergence





Nous conside´rons les espaces d’approximation de Yh suivants :





D01 := {w ∈ V 1h ; divw = 0}
est le sous-espace de W 1h des champs a` divergence nulle qui n’est rien d’autre
qu’un espace d’approximation pour Y 0h .
La contrainte de continuite´ des flux des fonctions de H(div ; Ω) sera prise en
compte par un multiplicateur de Lagrange appartenant a` l’espace suivant :
Mh = {µ = (µT )T∈Th ; ∃q ∈ H1(Ω) ∩ L20(Ω); µT = q|∂T ∀T ∈ Th}.
Notons que Mh est un sous-espace de
∏
T∈Th




















la re´union des areˆtes du maillage, nous pouvons de´finir les espaces d’approxima-
tion de Mh suivants :
Mkh := {µ ∈ L2(Θh); µ|e ∈ Pk(e) ∀ e ∈ Eh,
∫
Θh
µ ds = 0}.
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1.4. PROBLE`ME DE POISSON
1.4 Proble`me de Poisson
Nous terminons ce chapitre par l’illustration du proble`me (1.1.4). Pour cela,
nous conside´rons une approximation non conforme d’ordre 1 du proble`me de Pois-
son (voir [12, 21]). Nous verrons dans le chapitre 2 que cette discre´tisation nous
permettra de de´montrer des estimations d’erreur pour certaines approximations
du proble`me de Darcy.
1.4.1 Position du proble`me
Etant donne´ f ∈ L20(Ω), le proble`me de Poisson avec condition de type Neu-
mann homoge`ne consiste a` chercher p : Ω→ R tel que :−∆p = f dans Ω,∂p
∂n
= 0 sur Γ.
(1.4.1)
Commenc¸ons par rappeler une formulation variationnelle du proble`me (1.4.1) :{
Trouver p ∈ H1(Ω) ∩ L20(Ω) tel que
a′(p, q) = (f, q) ∀ q ∈ H1(Ω) ∩ L20(Ω).
(1.4.2)
Le proble`me (1.4.2) admet une solution unique graˆce au the´ore`me de Lax-
Milgram (voir par exemple [12]).
1.4.2 Approximation P1 non conforme
Comme Q1,nch * H1(Ω) ∩ L20(Ω), nous de´finissons une extension a
′
h(., .) de la






∇ph · ∇qh dx ∀ p, q ∈ (H1(Ω) ∩ L20(Ω)) ∪Q1,nch .
Notons que
a′h(p, q) = a(p, q) ∀ p, q ∈ H1(Ω) ∩ L20(Ω).
Le proble`me approche´ est alors :{
Trouver ph ∈ Q1,nch tel que
a′h(ph, qh) = (f, qh) ∀ qh ∈ Q1,nch .
(1.4.3)
Pour montrer que le proble`me (1.4.3) admet une solution unique, nous avons
besoin d’un lemme interme´diare.
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Lemme 1.4.1 ([12]).
(i) La semi-norme |.|1,h est une norme sur Q1,nch .
(ii) La forme biline´aire a
′
h(., .) est continue sur Q
1,nc
h ×Q1,nch pour la norme
|.|1,h et coercive sur Q1,nch .
Le lemme 1.4.1 et le the´ore`me de Lax-Milgram montrent que le proble`me
(1.4.3) admet une solution unique.
Le proble`me (1.4.3) est du type (1.1.4). Nous rappelons le re´sultat e´tabli par
Tomas (cf. [33]) pour la semi-norme |.|1,h et la norme ‖.‖0.
The´ore`me 1.4.1. Soit p la solution du proble`me (1.4.2) et ph la solution du
proble`me (1.4.3). Supposons que p ∈ H2(Ω). Alors il existe c > 0 tel que
|p− ph|1,h ≤ ch |p|2 ,




Me´thodes mixtes hybrides pour
l’e´quation de Darcy
L’e´quation de Darcy mode´lise les e´coulements en milieux poreux et exprime
le fait que le de´bit d’un e´coulement est proportionnel a` la diffe´rence des charges
hydrostatiques a` l’entre´e et a` la sortie. Elle intervient e´galement dans la discre´-
tisation en temps de l’e´quation instationnaire de Stokes ou Navier-Stokes par la
me´thode de projection (cf. [32]).
On rappelle que Ω est un domaine borne´ de R2, de frontie`re re´gulie`re Γ et que
n est la normale unite´ exte´rieure a` Γ. E´tant donne´e une fonction u ∈ H(div ; Ω)
avec u · n = 0 sur Γ, le proble`me de Darcy s’e´crit sous forme adimensionnelle :
Trouver v : Ω→ R2, p : Ω→ R tel que :

v +∇p = u dans Ω,
divv = 0 dans Ω,
v · n = 0 sur Γ.
(2.0.1)
L’approximation par e´le´ments finis des e´quations de Darcy est base´e sur deux
approches :
L’une implique une formulation pour la pression et l’autre emploie une formula-
tion mixte dans laquelle la pression et la vitesse sont des variables. L’approche
la plus populaire jusqu’ici dans les applications a e´te´ base´e sur la formulation
mixte. Cependant, cette approche a e´galement son inconve´nient : la complexite´.
Diffe´rentes interpolations sont exige´es pour la pression et la vitesse, et l’imple´-
mentation est particulie`rement complique´e en 3D. Dans ce qui suit, nous donnons
une approximation par e´le´ments fins mixtes hybrides des e´quations de Darcy dans




Dans ce qui suit, nous donnons deux formulations mixtes e´quivalentes du
proble`me (2.0.1). Pour cela, on introduit les formes biline´aires a(., .), b(., .) et














On peut noter qu’une troisie`me formulation ”non syme´trique”, que nous n’uti-
liserons pas, a e´te´ propose´e par Thomas (cf. [1] et ses re´fe´rences) ou` l’espace pour
la solution est diffe´rent de l’espace des fonctions tests.
2.1.1 Formulation mixte primale
Nous conside´rons la formulation variationnelle du proble`me (2.0.1) dite for-
mulation mixte primale (voir [1, 8]) :
Etant donne´ u ∈ L2(Ω)2, on cherche (v, p) ∈ L2(Ω)2× (H1(Ω) ∩ L20(Ω)) tel que :
a(v,w) + b˜(w, p) = (u,w) ∀w ∈ L2(Ω)2, (2.1.1)
b˜(v, q) = 0 ∀ q ∈ H1(Ω) ∩ L20(Ω). (2.1.2)
Cette formulation s’interpre`te au sens des distributions sous la forme du pro-
ble`me (2.0.1). Nous pouvons donner un re´sultat d’existence et d’unicite´ de´montre´
dans [1].
The´ore`me 2.1.1. Soit u ∈ L2(Ω)2. Le proble`me (2.1.1)-(2.1.2) admet une solu-
tion unique (v, p) dans L2(Ω)2×(H1(Ω) ∩ L20(Ω)). De plus, cette solution satisfait
l’estimation suivante
‖v‖0 + ‖p‖1 ≤ C ‖u‖0 , (2.1.3)
pour une constante C > 0 de´pendant uniquement de Ω.
2.1.2 Formulation mixte duale
Nous introduisons une autre formulation mixte du proble`me (2.0.1). Cette
formulation est dite duale et s’e´crit :
Trouver (v, p) ∈ H0(div ; Ω)× L20(Ω) tel que :
a(v,w)− b(w, p) = (u,w) ∀w ∈ H0(div ; Ω), (2.1.4)
b(v, q) = 0 ∀ q ∈ L20(Ω). (2.1.5)
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Proposition 2.1.1. Le proble`me (2.1.4)-(2.1.5) admet une solution unique.
De´monstration. Nous savons d’apre`s [5] que d’une part, la forme biline´aire a(., .)
est continue sur H(div ; Ω)×H(div ; Ω) et coercive sur H0(div 0; Ω). D’autre part,
que la forme biline´aire b(., .) est continue sur H(div ; Ω) × L20(Ω) et ve´rifie la
condition inf-sup. Alors, par le the´ore`me 1.1.1, on de´duit que le proble`me (2.1.4)-
(2.1.5) admet une solution unique.
2.2 Discre´tisation par l’e´le´ment fini P20/P1 non
conforme
Nous rappelons que les espaces Qkh et Q
1,nc
h sont de´finis respectivement par
Qkh = {q ∈ L2(Ω); q|T ∈ Pk(T ) ∀T ∈ Th}
et
Q1,nch = {q ∈ Q1h, q est continu au point bi,T , 1 ≤ i ≤ 3, ∀T ∈ Th}.
Soit V 0,ph := Q
0
h×Q0h. Nous conside´rons l’approximation par e´le´ments finis mixtes
du proble`me (2.1.1)-(2.1.2) donne´e dans [1, 8] :
Trouver (vh, ph) ∈ V 0,ph ×Q1,nch tel que :
a(vh,wh) + b˜h(wh, ph) = (u,wh), ∀wh ∈ V 0,ph , (2.2.1)
b˜h(vh, qh) = 0, ∀ qh ∈ Q1,nch , (2.2.2)
et nous de´finissons l’espace suivant
V 0,p0,h = {wh ∈ V 0,ph ; b˜h(wh, qh) = 0 ∀ qh ∈ Q1,nch }. (2.2.3)
Conside´rons le lemme suivant e´tabli dans [1].







∀q ∈ M˜(Th), (2.2.4)
ou` l’espace M˜(Th) est de´fini par
M˜(Th) ={q ∈ L20(Ω); q|K ∈ H1(K) ∀K ∈ Th et
∫
e
[q]e ds = 0 ∀e ∈ Eh}.
Proposition 2.2.1. Le proble`me (2.2.1)-(2.2.2) admet une solution unique.
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De´monstration. La forme biline´aire a(., .) est continue sur L2(Ω) × L2(Ω), par
conse´quent, elle est e´galement continue sur V 0,p0,h ×V 0,p0,h . De plus, elle est elliptique
sur V 0,p0,h car V
0,p
0,h ⊂ H0(div 0; Ω).
Par ailleurs, lorsqu’on munit l’espace Q1,nch de la norme ‖.‖1,h, alors la forme
biline´aire b˜h est continue sur V
0,p
h ×Q1,nch , borne´e inde´pendemment de h. De plus,











∀qh ∈ Q1,nch , (2.2.5)
et en appliquant le lemme 2.2.1.
Remarque 2.2.1. Du proble`me (2.2.1)-(2.2.2) et de la de´finition de l’espace
V 0,ph nous de´duisons que la vitesse vh est a` divergence nulle. De plus, comme
V 0,p0,h ⊂ H0(div 0; Ω), nous observons en de´finitive que les e´quations (2.0.1)-2 et
(2.0.1)-3 sont satisfaites par la solution approche´e vh.
L’estimation d’erreur est donne´e par le the´ore`me suivant.
The´ore`me 2.2.1. ([1])
Soit (vh, ph) la solution du proble`me (2.2.1)-(2.2.2) et (v, p) celle du proble`me
(2.1.1)-(2.1.2). Si (v, p) ∈ Hs(Ω)2 × Hs+1(Ω), 0 < s ≤ 1. Alors il existe une
constante C > 0 inde´pendante de h telle que
‖v − vh‖0 + ‖p− ph‖1 ≤ Chs
(‖v‖s + ‖p‖s+1) .
2.3 Discre´tisation par l’e´le´ment fini RTk/Pk
Nous conside´rons cette fois-ci une approximation par e´le´ments finis mixtes de
l’e´quation de Darcy a` partir de la formulation duale (2.1.4)-(2.1.5). Le couple e´le´-
ment fini choisi est l’espace RTk/Pk, k = 0 ou 1. Signalons que cette discre´tisation
des e´quations de Darcy a de´ja` e´te´ conside´re´e par exemple dans [8]. Mais, ici nous
utilisons une technique introduite dans [2] pour simplifier l’imple´mentation du
proble`me mixte. Par soucis de clarte´, nous faisons une diffe´rence de traitement
entre les cas k =0 et k = 1. Nous rappellons que les espaces Vkh, V kh et Qkh sont
de´finis par
Vkh := {w ∈ H(div ; Ω);w|T ∈ RTk(T ) ∀T ∈ Th},
V kh := {w ∈ L20(Ω)2;w|T ∈ RTk(T ) ∀T ∈ Th},
et
Qkh = {q ∈ L2(Ω); q|T ∈ Pk(T ) ∀T ∈ Th}.
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2.3.1 E´le´ments finis mixtes
Le proble`me mixte approche´ s’e´crit :
Trouver (vh, ph) ∈ Vkh ×Qkh tel que :
a(vh,w)− b(w, ph) = (u,w) ∀w ∈ Vkh, (2.3.1)
b(vh, q) = 0 ∀ q ∈ Qkh. (2.3.2)
On pose
Vk0,h = {w ∈ Vkh; divw = 0 dans Ω}.
Proposition 2.3.1. Le proble`me (2.3.1)-(2.3.2) admet une solution unique.
De´monstration. L’approximation (2.3.1)-(2.3.2) est conforme, c’est-a`-dire Vk0,h ⊂
H0(div ; Ω) et Q
k
h ⊂ L2(Ω). Par ailleurs, Vk0,h ⊂ H0(div 0; Ω), donc d’apre`s le
the´ore`me 1.1.1 rappele´ dans le chapitre 1, l’existence d’une solution unique au
proble`me (2.3.1)-(2.3.2) revient a` satisfaire la condition inf-sup pour la forme
biline´aire b(., .) sur Vkh ×Qkh. Ceci est donne´ dans [5].
L’estimation d’erreur est donne´e par la proposition suivante.
Proposition 2.3.2. Soit (vh, ph) la solution du proble`me (2.3.1)-(2.3.2) et (v, p)
celle du proble`me (2.1.4)-(2.1.5). Si (v, p) ∈ Hk+1(Ω)2 × Hk(Ω), alors il existe
C > 0 tel que
‖v − vh‖div + ‖p− ph‖0 ≤ Chk+1 ‖v‖k+1 .
De´monstration. Le proble`me (2.3.1)-(2.3.2) est un proble`me du meˆme type que
le proble`me (1.1.9). Les estimations d’erreur sur la vitesse et la pression ne sont
qu’une simple conse´quence des proprie´te´s d’approximation des espaces Vkh et Qkh.
2.3.2 E´le´ments finis mixtes hybrides
Nous modifions l’espace d’approximation Vkh en relaxant la contrainte de conti-
nuite´ sur les flux. Celle-ci est prise en compte directement dans les e´quations a`
l’aide d’un multiplicateur de Lagrange. Cela nous conduit a` la formulation mixte
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hybride suivante (cf. [5, 2]) :










λhw · n ds =∫
T
u ·w dx ∀w ∈ RTk(T ), ∀T ∈ Th, (2.3.3)
∫
T







µvh · n ds = 0 ∀µ ∈Mkh . (2.3.5)
Nous introduisons la forme biline´aire





µw · n ds, (2.3.6)
l’ope´rateur line´aire C : V → Q′ et son adjoint C∗ : Q→ V ′ par
< Cw, µ >Q′×Q=< C
∗µ,w >V ′×V = c(w, µ),




Dans ce qui suit, nous rappelons la de´marche suivie dans [5] pour montrer
l’existence et l’unicite´ du proble`me (2.3.3)-(2.3.5) dans la cas k = 0 (pour le cas
k = 1 on peut consulter [10]). Pour cela, nous donnons un lemme (voir [5]) qui
est une conse´quence directe de la de´finition de l’espace V0h.
Lemme 2.3.1. Supposons que w ∈ V 0h . Alors
c(w, µ) = 0 ∀µ ∈M0h ⇐⇒ w ∈ V0h. (2.3.7)
Ceci revient a` dire que KerC = V0h.
Soit maintenant (vh, ph) la solution du proble`me (2.3.1)-(2.3.2). Montrons
qu’on peut lui associer un e´le´ment unique λh de M
0
h de sorte que (vh, ph, λh)
soit la solution du proble`me (2.3.3)-(2.3.5). Pour cela, conside´rons l’application
line´aire





ph divw dx ∈ R. (2.3.8)
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Il est clair que Φ(w) = 0 pour w ∈ V0h. Donc Ker Φ = V0h = KerC = ImC∗.
Ce qui implique l’existence de λh ∈M0h tel que
Φ(w) = c(w, λh) ∀w ∈ V 0h . (2.3.9)
Montrons qu’un tel λh est unique. Cela sera une conse´quence imme´diate du lemme
suivant.
Lemme 2.3.2. Si µ ∈M0h et
c(w, µ) = 0 ∀w ∈ V 0h , (2.3.10)
alors µ = 0.
De´monstration. Soit e∗ ∈ Eh et K∗ un triangle contenant l’areˆte e∗.
Soit w∗ ∈ V 0h tel que
w∗|K = 0 ∀K 6= K∗, (2.3.11)
et de´fini sur K∗ par {
w∗ · n|e = 0, ∀ e 6= e∗,
w∗ · n|e∗ = 1.
(2.3.12)
Alors c(w∗, µ) =
∫
e∗
µ ds et l’hypothe`se (2.3.10) implique que µ = 0 sur e∗.
Puisque e∗ est une areˆte quelconque de Eh cela termine la preuve.






ph divw dx = c(w, λh) ∀w ∈ V 0h . (2.3.13)
Nous pouvons maintenant re´sumer les re´sultats obtenus dans le the´ore`me suivant.
The´ore`me 2.3.1. ([5, 10]) Soit (vh, ph) la solution du proble`me (2.3.1)-(2.3.2)
et soit λh de´fini par (2.3.9). Alors (vh, ph, λh) est l’unique solution du proble`me
(2.3.3)-(2.3.5).
2.3.3 E´tude de l’e´le´ment RT0/P0
Dans cette section, nous e´tudions l’approximation de l’e´quation de Darcy par
la me´thode des e´le´ments finis mixtes hybrides avec l’espace de Raviart-Thomas
du plus bas degre´. Nous utilisons une nouvelle de´composition de l’espace RT0
pour simplifier l’imple´mentaion du proble`me (2.3.3)-(2.3.5). Le sche´ma obtenu
est alors e´quivalent a` un sche´ma volume fini ou a` l’approximation par e´le´ments
finis mixtes (2.2.1)-(2.2.2) (cf. [1]).
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2.3.3.1 Imple´mentation
La technique d’imple´mentation que nous exposons ici a pour but d’e´liminer
les variables ph et vh du proble`me (2.3.3)-(2.3.5). Nous e´liminons la variable ph
en utilisant une nouvelle de´composition de l’espace RT0(T ). En effet, d’apre`s [2]
RT0(T ) = (P0(T ))2 ⊕ xP0(T ).
Donc la restriction de vh au triangle T ∈ Th s’e´crit
vh|T = v0T + αT x avec αT ∈ R.
Comme divvh|T = div (αTx) = 2αT et que par l’e´quation (2.3.4) nous avons∫
T
div (αTx) div (αTx) dx = 0,
nous en de´duisons que 2αT = div (αTx) = 0 et par conse´quent vh|T ∈ (P0(T ))2.
















µv0T · n ds = 0 ∀µ ∈ R. (2.3.15)
L’e´limination de la variable v0T se fait en effectuant le produit scalaire de l’e´qua-
tion (2.3.14) par n, puis en sommant sur tous les e´le´ments de Th. λh puis v0T sont
finalement solutions du proble`me :






νTe · νTf λf =
∑
T∈Pe
νTe · uT ∀ e ∈ Eh, (2.3.16)

















n ds pour e ∈ ET .
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2.3.3.2 Analyse de l’erreur
On rappelle que R1(∂T ) = {φ ∈ L2(∂T ), φ|e ∈ P0(e), ∀ e ∈ ET}. Alors d’apre`s
[5] une autre caracte´risation de l’espace de Crouzeix-Raviart est donne´e par





q φ ds = 0, ∀φ ∈ R1(∂T )}.
Les degre´s de liberte´ de l’espace Q1,nch peuvent eˆtre choisis sur les areˆtes de la
triangulation Th de telle sorte que la fonction de forme locale ϕe associe´e a` chaque
areˆte e ∈ ET satisfait la relation ∫
e′
ϕe ds = δee′ .




Dans ce qui suit, nous donnons deux techniques pour estimer l’erreur entre le
couple (vh, λ˜h) et la solution (v, p).
Premie`re technique
Cette approche est base´e sur les deux propositions suivantes e´tablies dans [1].
Proposition 2.3.3. Les familles (vT )T∈Th et (λe)e∈Eh constituent une solution










est, a` une constante pre`s, solution du proble`me non conforme (2.2.1)-(2.2.2).
Proposition 2.3.4. On suppose que la solution (v, p) du proble`me (2.3.3)-(2.3.4)
appartient a` Hs(Ω)2 ×Hs+1(Ω), 0 < s ≤ 1, alors il existe une constante C > 0
inde´pendante de h tel que
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Deuxie`me technique
Appliquons formellement l’ope´rateur div au proble`me de Darcy (2.0.1). Nous
obtenons le proble`me de Poisson suivant :
Trouver p : Ω→ R tel que :
−∆p = −divu dans Ω,
∂p
∂n
= 0 sur Γ.
(2.3.20)
Ensuite, conside´rons l’approximation par e´le´ments finis P1 non conforme du
proble`me (2.3.20) :{
Trouver ph ∈ Q1,nch tel que :








∇p · ∇q dx ∀p, q ∈ (H1(Ω) ∩ L20(Ω)) ∪Q1,nch .
Nous avons la proposition suivante.
Proposition 2.3.5. La famille (λe)e∈Eh est solution du proble`me (2.3.3)-(2.3.4)





est, a` une constante pre`s, solution du proble`me non conforme (2.3.21).
De´monstration. Le gradient de ϕe est donne´e par














|T |2νTe · νTe′ ∀ e, e













u · ∇ϕe dx =
∑
T∈Pe
νTe · uT .
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Nous terminons en donnant la majoration d’erreur.
The´ore`me 2.3.2. Soit (v, p) la solution du proble`me (2.1.4)-(2.1.5) et (vh, λh)
la solution du proble`me (2.3.14)-(2.3.15). Supposons que
(v, p) ∈ H1(Ω)2 ×H2(Ω).
Alors il existe C > 0 tel que
|p− λ˜h|1,h ≤ Ch,
‖p− λ˜h‖0,Ω ≤ Ch2,
‖v − vh‖0,Ω ≤ Ch.
De´monstration. Dans toute la preuve, ‖.‖ de´signe la norme canonique de l’espace
R2. Les estimations d’erreur sur la pression sont donne´es par le the´ore`me 1.4.1
rappele´ dans la chapitre 1. L’estimation d’erreur sur la vitesse est obtenue d’une
part, en observant que
v = u−∇p dans Ω. (2.3.23)






v dx ∀T ∈ Th.
Alors d’apre`s [17] par exemple, il existe C1 > 0 tel que
‖v − v‖0,Ω ≤ C1h. (2.3.24)












la formule (2.3.23) implique
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La diffe´rence des e´quations (2.3.25)-(2.3.26) nous donne





∇(λ˜h − p) dx,
ce qui implique
|T |∥∥vT − v0T∥∥ = ∥∥∥∥∫
T
∇(λ˜h − p) dx
∥∥∥∥ ,
ou encore
|T | ∥∥vT − v0T∥∥ ≤ ∫
T
‖∇(λ˜h − p)‖ dx,
En utilisant l’ine´galite´ de Cauchy-Schwarz
|T |∥∥vT − v0T∥∥ ≤ |T |1/2(∫
T









‖∇(λ˜h − p)‖2 dx,
c’est-a`-dire
‖v − vh‖0,Ω ≤ |λ˜h − p|1,h. (2.3.27)
Finalement, l’ine´galite´ triangulaire suivante
‖v − vh‖0,Ω ≤ ‖v − v‖0,Ω + ‖v − vh‖0,Ω ,
et les formules (2.3.24) et (2.3.27) nous donnent le re´sultat.
2.3.4 E´tude de l’e´le´ment RT1/P1
Dans cette section, nous e´tudions l’approximation de l’e´quation de Darcy
par la me´thode des e´le´ments finis mixtes hybrides avec l’espace RT1/P1. Nous
utilisons a` la fois une nouvelle de´composition de l’espace RT1 et une nouvelle
caracte´risation des proble`mes mixtes hybrides introduite dans [10] pour simplifier
l’imple´mentaion du proble`me (2.3.3)-(2.3.5).
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2.3.4.1 Autre caracte´risation
Nous rappelons que la formulation mixte hybride du proble`me de Darcy as-
socie´e au couple e´le´ments finis mixtes V1h ×Q1h consiste a` chercher (vh, ph, λh) ∈











λhw · n ds =∫
T
u ·w dx ∀w ∈ RT1(T ), ∀T ∈ Th, (2.3.28)
∫
T







µvh · n ds = 0 ∀µ ∈M1h . (2.3.30)
Dans ce qui suit, nous rappelons la caracte´risation du proble`me (2.3.28)-
(2.3.30) introduite dans [10], pour cela conside´rons quelques notations.











mw·n ds ∀w ∈ RT1(T ), ∀T ∈ Th,∫
T
divvh,m q dx = 0 ∀q ∈ P1(T ), ∀T ∈ Th.






ph,u divw dx =
∫
T
u ·wdx ∀w ∈ RT1(T ), ∀T ∈ Th,∫
T
divvh,u q dx = 0 ∀ q ∈ P1(T ), ∀T ∈ Th.









u · vh,µ dx.
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The´ore`me 2.3.3. ([10]) Soit (vh, ph, λh) la solution de (2.3.28)-(2.3.30) alors
(vh, ph) = (vh, ph)m + (vh, ph)u.
De plus, λh est l’unique solution du proble`me
dh(λh, µ) = lh(µ) ∀µ ∈Mh. (2.3.31)
L’estimation d’erreur se fera entre la solution λh du proble`me (2.3.31) et la
pression p. Pour cela, conside´rons la projection p de p dans l’espace M1h de´finie
par ∫
e
p µ ds =
∫
e
p µ ds ∀µ ∈ P1(e), ∀ e ∈ Eh. (2.3.32)
De plus, supposons que le maillage Th est quasi-uniforme. Alors nous avons le
the´ore`me suivant :
The´ore`me 2.3.4. ([5, 11]) Soit (v, p) la solution du proble`me (2.1.4)-(2.1.5) et
λh la solution du proble`me (2.3.31). Supposons que
p ∈ H3(Ω).
Alors il existe C > 0 tel que
‖λh − p‖1/2,h ≤ Ch3.
2.3.4.2 Imple´mentation
Nous de´crivons maintenant l’imple´mentation du proble`me (2.3.31). Pour ce
faire, conside´rons (ψi)i et (wi)i les bases respectives des espaces M
1
h et V1h et










ψiw·n ds ∀w ∈ RT1(T ), ∀T ∈ Th,∫
T
divvh,ψi q dx = 0 ∀q ∈ P1(T ), ∀T ∈ Th.





ph,wi divw dx =
∫
T
wi ·wdx ∀w ∈ RT1(T ), ∀T ∈ Th,∫
T
divvh,wi q dx = 0 ∀ q ∈ P1(T ), ∀T ∈ Th.
Ensuite, de´finissons la matrice D = (dij)ij par
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Enfin, notons par λˆ le vecteur colonne des valeurs de λ ∈ M1h dans la base (φi)i.
Alors d’apre`s le the´ore`me 2.3.3, nous avons
Dλˆ = l. (2.3.33)
Dans ce qui suit, nous allons simplifier la construction du syste`me (2.3.33),
en utilisant le fait que (cf. [2])
RT1(T ) := D01(T )⊕ xP1(T ).
Ainsi, le proble`me (2.3.28)-(2.3.30) revient a` chercher (vh, λh) ∈ D01 ×M1h tel







λhw · n ds =
∫
T







µvh · n ds = 0 ∀µ ∈M1h . (2.3.35)
Par ailleurs, la fonction (vh)ψi = vh,ψi ∈ V 1h est solution de∫
T





ψiw · n ds ∀w ∈ D01(T ), ∀T ∈ Th, (2.3.36)
avec vh,φi|T ∈ D01(T ) ∀T ∈ Th.
De meˆme (vh)wi = vh,wi ∈ V 1h est solution de∫
T
vh,wi ·w dx =
∫
T
wi ·w dx ∀w ∈ D01(T ), ∀T ∈ Th, . (2.3.37)
avec vh,wi|T ∈ D01(T ) ∀T ∈ Th.
Choisissons de manie`re pre´cise la base (wi)i en conside´rant les deux remarques
suivantes sur l’espace D01(T ).
Remarque 2.3.1. ([5, 33]) Soit T ∈ Th, pour d = 2, dim D01(T ) = 5 et si on
note par (wi)i=1,..,5 une base de l’espace D01(T ), les de´gre´s de liberte´ d’une fonction
v ∈ D01(T ) sont les quantite´s
∫
T
v ·wi dx, T ∈ Th et i = 1, .., 5.
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Le choix d’une base pour l’espace D01(T ) est donne´e par la remarque suivante.
Remarque 2.3.2. ([5]) Sachant que toute fonction de D01(T ) peut eˆtre repre´sen-
te´e par rot ϕ avec ϕ ∈ P2(T ) ([5]), on construit une base de l’espace D01(T ) a`
l’aide des fonctions (rot ϕi)i=1,..,5, ou` ϕi est une fonction de forme des e´le´ments
finis de Lagrange P2(T ).
Par ailleurs, comme fonctions de forme de l’espace P1(e), e ∈ ET , nous choisis-




P1(e). Conside´rons la fonction vh,ψi ∈ V 1h solution du
proble`me (2.3.36) et notons par vˆT,ψi le vecteur colonne de ses composantes dans
la base (rot ϕi)i=1,..,5. De la meˆme manie`re λˆT est le vecteur colonne des valeurs
de λ ∈M1h dans la base (ψi)i=1,..,6 de
∏
e∈ET
P1(e). Ensuite, introduisons la matrice




rot ϕi · rot ϕj dx =
∫
T
∇ϕi · ∇ϕj dx (2.3.38)
Elle est inversible car elle est syme´trique et de´finie positive. Notons par bT le
vecteur de taille 5 de´finie par





ψi rot ϕk · n ds
alors
AT vˆT,ψi = bT . (2.3.39)
Le syste`me (2.3.39) permet donc de calculer de manie`re tre`s simple la fonction
vh,ψi au niveau de chaque e´le´ment, ce qui facilite la construction du syte`me
(2.3.33).
2.4 Re´sultats nume´riques
Nous pre´sentons deux tests nume´riques pour l’e´tude de la convergence du
sche´ma approchant l’e´quation de Darcy par e´le´ments finis mixtes hybrides dans
le cas k = 0 (sche´ma (2.3.16)-(2.3.17)). Le domaine conside´re´ est [0, 1] × [0, 1].
Soit N ∈ N, nous utiliserons ici des maillages structure´s constitue´s de N × N
carre´s coupe´s en deux triangles dont le diame`tre sera e´gal a` h.
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Figure 2.1 – Taux de convergence















Pour commencer, on se donne u(x, y) = ((1− 2y)x(1− x), (2x− 1)y(1− y)).
Notons que div u=0 dans Ω et u · n=0 sur Γ. Ceci implique v = u, p = 0.
Le tableau 2.1 et le graphique 2.1 illustrent l’ordre de convergence dans la
norme L2 pour la vitesse et la pression.
Dans le deuxie`me test, on prend u(x, y) = (0,−2pi sin(piy) cos(pix)). Alors
u · n = 0 sur Γ et le proble`me (2.0.1) a pour solution
v(x, y) = (pi sin(pix) cos(piy),−pi sin(piy) cos(pix),
p(x, y) = cos(pix) cos(piy).

















Figure 2.2 – Taux de convergence











Table 2.2 – Erreurs en fonction de N
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Dans les deux tests, nous observons un ordre de convergence e´gal a` 1 pour la
vitesse et e´gal a` 2 pour la pression. La convergence de la vitesse est d’un ordre
moins e´leve´, ce qui est consistant avec les pre´dictions the´oriques.
2.5 Conclusions
Nous avons pre´sente´ deux me´thodes e´le´ments finis mixtes hybrides pour les
e´quations de Darcy. Ces deux me´thodes permettent de de´coupler les variables de
vitesse et de pression. Ceci conduit a` la re´solution d’un proble`me dont l’inconnue
est la pression. Nous avons estime´ l’erreur pour l’e´le´ment mixte RT0/P0 et rappele´
les estimations pour l’e´le´ment mixte RT1/P1. Pour l’e´le´ment RT0/P0 et le sche´ma
qui en de´coule, nous avons e´galement rappele´ son e´quivalence avec un sche´ma vo-
lumes finis, ce qui garantit la proprie´te´ de conservativite´ pour le sche´ma propose´.
Enfin, nous avons teste´ le sche´ma mixte hybride associe´ a` l’e´le´ment RT0/P0. Les




Me´thodes mixtes hybrides pour
les e´quations de Stokes
Nous pre´sentons dans ce chapitre une nouvelle me´thode de discre´tisation des
e´quations de Stokes pour les fluides incompressibles. En effet, l’approximation de
ces e´quations reste un enjeu conside´rable dans le domaine de l’analyse nume´rique
et du calcul scientifique.
3.1 Position du proble`me
Les e´quations de Stokes [15, 9] mode´lisent l’e´coulement d’un fluide newto-
nien incompressible tre`s visqueux ou encore l’e´coulement d’un fluide newtonien
incompressible a` basse vitesse. Pour connaˆıtre l’e´coulement d’un tel fluide, il nous




− ν∆u+∇p = f dans Ω, (3.1.1)
divu = 0 dans Ω, (3.1.2)
ou` Ω est un domaine ouvert borne´ de R2, f : Ω× (0, T )→ R2 est une densite´ de
force volumique et ν est la viscosite´ cine´matique.
Soit T > 0, si on associe la condition initiale u0 : Ω × (0, T ) → R2 et une
condition aux limites de type Dirichlet homoge`ne aux e´quations (3.1.1)-(3.1.2),
on obtient le proble`me de Stokes qui s’e´crit :
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trouver u : Ω× (0, T )→ R2, p : Ω× (0, T )→ R tels que :
∂u
∂t
− ν∆u+∇p = f dans Ω× (0, T ), (3.1.3)
divu = 0 dans Ω× (0, T ), (3.1.4)
u = 0 sur Γ× (0, T ), (3.1.5)
u(., t = 0) = u0 dans Ω. (3.1.6)
En de´signant par V et H la fermeture de V = {v ∈ D(Ω) : ∇ · v = 0}
respectivement dans H1(Ω)2 et L2(Ω)2, nous rappelons [32, 23] le re´sultat suivant.
The´ore`me 3.1.1. Soit Ω un ouvert borne´ de R2,
f ∈ L2(0, T ; (H−1(Ω))2),
u0 ∈ H.
Alors u et p sont solutions uniques du proble`me (3.1.3)-(3.1.6). De plus,
u ∈ L2(0, T ;V) ∩ L∞(0, T ;H) ∩ C(0, T ;H),
p ∈ W−1,∞(0, T ;L2loc(Ω)), ∇p ∈ W−1,∞(0, T ; (H−1(Ω))2).
3.2 Approximation du proble`me de Stokes
Pour commencer, nous utiliserons le sche´ma de projection en temps introduit
par Chorin [17] puis Temam [32] pour de´coupler les difficulte´s rencontre´es dans
l’approximation des e´quations de Navier-Stokes ; difficulte´s principalement dues a`
la condition d’incompressiblite´. Puis nous effectuons une discre´tisation en espace
par la me´thode des e´le´ments finis.
3.2.1 Discre´tisation en temps par la me´thode de projec-
tion
Soient δt > 0 un re´el et N = [T/δt] la partie entie`re de T/δt. On conside`re
une subdivision 0 = t0 < t1 < t2 < .. < tN = T de l’intervalle [0, T ] ou` tn = nδt.
Pour 0 ≤ n ≤ N , un et pn sont les approximations respectives de la vitesse u
et de la pression p a` l’instant tn, donne´s. On pose u0 = u0 et on suppose que
p ∈ C0(0, T ;L20(Ω)). Alors les approximations respectives de la vitesse u et de la
pression p a` l’instant tn + δt sont calcule´es de la manie`re suivante.
Dans un premier temps, nous calculons une approximation interme´diare u˜n+1
de la vitesse u comme solution du proble`me :
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(u˜n+1 − un)−∆u˜n+1 = fn+1 −∇pn dans Ω,
u˜n+1 = 0 sur Γ,
(3.2.1)





Puis nous de´finissons le couple (un+1, pn+1) comme solution du proble`me
1
δt
(un+1 − u˜n+1) +∇(pn+1 − pn) = 0 dans Ω,
∇ · un+1 = 0 dans Ω,
un+1 · n = 0 sur Γ.
(3.2.2)
En re´sume´, le sche´ma d’approximation en temps que nous e´tudions s’e´crit :
1
δt
(u˜n+1 − un)−∆u˜n+1 = fn+1 −∇pn dans Ω,
u˜n+1 = 0 sur Γ,
1
δt
(un+1 − u˜n+1) +∇(pn+1 − pn) = 0 dans Ω,
∇ · un+1 = 0 dans Ω,
un+1 · n = 0 sur Γ.
(3.2.3)
Soient Q = L20(Ω), V = H
1
0 (Ω)
2 et W = H0(div ; Ω) les espaces fonctionnels




(u˜n+1 − un,v) + (∇u˜n+1,∇v) = (fn+1,v) + (pn, divv) ∀v ∈ V,
1
δt
(un+1 − u˜n+1,w)− (pn+1 − pn, divw) = 0 ∀w ∈ W,
(∇ · un+1, q) = 0 ∀q ∈ Q.
(3.2.4)
Proposition 3.2.1. E´tant donne´s pn ∈ Q, un ∈ W , alors les fonctions u˜n+1 ∈
V , pn+1 ∈ Q, un+1 ∈ W sont de´finies de manie`re unique dans le proble`me (3.2.4).
De´monstration. Soient pn ∈ Q, un ∈ W alors le proble`me variationnel
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Trouver u˜
n+1 ∈ V tel que :
1
δt
(u˜n+1 − un,v) + (∇u˜n+1,∇v) = (fn+1,v) + (pn, divv) ∀v ∈ V
admet une solution unique par le the´ore`me de Lax-Milgram. Par conse´quent, la
fonction u˜n+1 est de´finie de manie`re unique.
Par ailleurs, d’apre`s la proposition 2.1.1 du chapitre 2, le proble`me
Trouver (un+1, pn+1) ∈ W ×Q tel que :
1
δt
(un+1 − u˜n+1,w)− (pn+1 − pn, divw) = 0 ∀w ∈ W,
(∇ · un+1, q) = 0 ∀q ∈ Q
admet une solution unique.
3.2.2 Discre´tisation en espace par la me´thode des e´le´-
ments finis
3.2.2.1 E´le´ments finis mixtes
Dans cette section, nous conside´rons la discre´tisation par e´le´ments finis mixtes
du proble`me (3.2.4). Pour cela, nous introduisons les espaces e´le´ments finis Qh =
Q0h, Vh = Q
1
h × Q1h et Wh = V0h ou` Q0h, Q1h et V0h sont les espaces de´finis dans le
chapitre 1. L’approximation en espace pour le proble`me de Stokes (3.1.3)-(3.1.6)
qui en de´coule est la suivante :
E´tant donne´s pnh ∈ Qh, unh ∈ Wh, nous calculons u˜n+1h ∈ Vh, pn+1h ∈ Qh,
un+1h ∈ Wh par :
1
δt
(u˜n+1h − unh,v) + (∇u˜n+1h ,∇v)− (pnh, divv) = (fn+1,v) ∀v ∈ Vh, (3.2.5)
1
δt
(un+1h − u˜n+1h ,w)− (pn+1h − pnh, divw) = 0 ∀w ∈ Wh, (3.2.6)
(q, divun+1h ) = 0 ∀q ∈ Qh. (3.2.7)
Proposition 3.2.2. E´tant donne´s pnh ∈ Qh, unh ∈ Wh, alors les fonctions u˜n+1h ∈
Vh, p
n+1
h ∈ Qh, un+1h ∈ Wh sont de´finies de manie`re unique par (3.2.5)-(3.2.7).
De´monstration. Soient pnh ∈ Qh, unh ∈ Wh alors le proble`me variationnel
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Trouver u˜
n+1
h ∈ Vh tel que :
1
δt
(u˜n+1h − unh,v) + (∇u˜n+1h ,∇v) = (fn+1,v) + (pnh, divv) ∀v ∈ Vh
admet une solution unique par le the´ore`me de Lax-Milgram. Par conse´quent, la
fonction u˜n+1h est de´finie de manie`re unique.
Par ailleurs, d’apre`s la proposition 2.3.1 du chapitre 2, le proble`me

Trouver (un+1h , p
n+1
h ) ∈ Wh ×Qh tels que :
1
δt
(un+1h − u˜n+1h ,w)− (pn+1h − pnh, divw) = 0 ∀w ∈ Wh,
(∇ · un+1h , q) = 0 ∀q ∈ Qh
admet une solution unique.
3.2.2.2 E´le´ments finis mixtes hybrides
Nous avons vu dans le chapitre 1 que si on relaxe la contrainte de continuite´
de l’espace V0h on obtient l’espace V 0h . Ceci nous permet d’e´tablir une formulation
mixte hybride du proble`me (3.2.5)-(3.2.7) avec Wh = V
0
h . Pour cela, on se donne
pnh ∈ Qh, λnh ∈M0h , unh ∈ Wh,
puis on calcule
pn+1h ∈ Qh, λn+1h ∈M0h , u˜n+1h ∈ Vh, un+1h ∈ Wh
par l’algorithme suivant :
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1
δt
(u˜n+1h − unh,v) + (∇u˜n+1h ,∇v)− (pnh, divv) =
(fn+1,v) ∀v ∈ Vh, (3.2.8)
∫
T
un+1h ·w dx− δt
∫
T






(λn+1h − λnh)w · n ds =∫
T
u˜n+1h ·w dx ∀w ∈ RT0(T ), ∀T ∈ Th, (3.2.9)
∫
T







µun+1h · n ds = 0 ∀µ ∈M0h . (3.2.11)
Dans ce qui suit, nous simplifierons le sche´ma (3.2.8)-(3.2.11) en appliquant
les re´sultats obtenus lors de l’e´tude du proble`me de Darcy dans le chapitre 2.A
cet effet, conside´rons le proble`me suivant :
trouver




un+1h ·w dx− δt
∫
T






(λn+1h − λnh)w · n ds =∫
T
u˜n+1h ·w dx ∀w ∈ RT0(T ), ∀T ∈ Th, (3.2.12)
∫
T







µun+1h · n ds = 0 ∀µ ∈M0h . (3.2.14)
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Nous rappelons que la de´composition de l’espace RT0(T ) pre´sente´e dans [2],
permet d’e´liminer la variable pn+1h du proble`me (3.2.12)-(3.2.14), le re´duisant ainsi
a` chercher
λn+1h ∈M0h , un+1h ∈ Wh
tels que :∫
T





(λn+1h − λnh)w · n ds =∫
T
u˜n+1h ·w dx ∀w ∈ RT0(T ), ∀T ∈ Th, (3.2.15)
∫
T














u˜nh dx, νTe =
∫
e
n ds ∀ e ∈ ET , ∀T ∈ Th.
Il est clair que nous pouvons de´coupler le proble`me (3.2.15)-(3.2.17). Ceci





















νTe · νTf (λn+1f − λnf ) =
∑
T∈Pe










e − λne ) ∀T ∈ Th. (3.2.19)

























u˜n+1h ∈ Vh tels que :
1
δt
(u˜n+1h − u˜nh,v) + (∇u˜n+1h ,∇v)− (pnh, divv) =






νTe · νTf (λn+1f − λnf ) =
∑
T∈Pe










e − λne ) ∀T ∈ Th. (3.2.22)
Il est possible d’ame´liorer l’ordre de convergence en temps du sche´ma de pro-
jection (3.2.3) en le remplac¸ant par un sche´ma d’ordre 2 en temps, par exemple
en utilisant le sche´ma BDF2 (cf. [17]). Ceci nous permet d’introduire un nouveau
sche´ma d’approximation des e´quations de Stokes de´fini de la manie`re suivante :
1
2δt
(3u˜n+1h − 4u˜nh + u˜n−1h ,v) + (∇u˜n+1h ,∇v)− (pnh, divv) =








νTe · νTf (λn+1f − λnf ) =
∑
T∈Pe











e − λne ) ∀T ∈ Th. (3.2.25)
3.3 Re´sultats nume´riques
Nous allons maintenant tester la convergence des sche´mas (3.2.20)-(3.2.22) et
(3.2.23)-(3.2.25) pre´sente´s dans la section pre´ce´dente a` travers quelques exemples.
Nous conside´rons le domaine Ω = (0, 1)×(0, 1). La vitesse est fixe´e sur tout le bord
du domaine. Soit δt le pas de temps. Nous e´tablirons les re´sultats de convergence
nume´rique entre la solution exacte et la solution du proble`me faible discret au
temps t = T = 1s dans la norme ‖.‖0 . Dans toute la suite, on note par
Smh1 : le sche´ma d’ordre 1 en temps donne´ par (3.2.20)-(3.2.22),
Smh2 : le sche´ma d’ordre 2 en temps donne´ par (3.2.23)-(3.2.25).
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Convergence pour une solution line´aire
Testons la convergence pour la solution suivante











Ici la moyenne p de la pression p sur Ω est e´gale a` 1 + t a` chaque instant t.
On pose p˜ = p− p et p˜h = ph − ph. L’erreur commise sur la vitesse et la pression
est de l’ordre de la pre´cision machine pour les deux sche´mas (cf. tableaux 3.1 et
3.2). Ceci nous indique que l’erreur pour la vitesse et la pression est au moins de
l’ordre O(h + δt).
N h δt ‖u− uh‖0 ‖p˜− p˜h‖0
10 0.1000 0.1000 3.58×10−16 2.39×10−14
20 0.0500 0.0500 8.63×10−15 7.05×10−14
40 0.0250 0.0250 1.68×10−14 3.53×10−13
80 0.0125 0.0125 6.33×10−14 2.47×10−12
Table 3.1 – Tableau de convergence du sche´ma Smh1.
N h δt ‖u− uh‖0 ‖p˜− p˜h‖0
10 0.1000 0.1000 3.19×10−16 1.32×10−14
20 0.0500 0.0500 1.22×10−15 2.54×10−14
40 0.0250 0.0250 3.43×10−15 6.39×10−14
80 0.0125 0.0125 1.28×10−14 3.19×10−13
Table 3.2 – Tableau de convergence du sche´ma Smh2
Nous envisageons un deuxie`me test pour estimer les erreurs de convergence
des sche´mas Smh1 et Smh2.
Convergence pour une solution polynomiale
Testons la convergence pour la solution suivante





, p(x, y, t) = x2 + y2 + t2, et f(x, y, t) =
(
2t− 2 + 2x
2t− 2 + 2y
)
.
Ici p est e´gale a` 2
3
+ t2 a` chaque instant t. Cette fois-ci, nous fixons le pas de
temps (δt = 10−2) pour estimer l’erreur en espace sur la vitesse et la pression.
Puis nous fixons, le pas d’espace (h = 0, 0125), pour estimer l’erreur en temps
sur la vitesse et la pression.
Le comportement du sche´ma Smh1 (resp. Smh2) est illustre´ dans les figures 3.1
et 3.2 (resp. 3.3 et 3.4). Les estimations d’erreurs qui en de´coulent sont re´sume´es
dans les tableaux suivants :
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Figure 3.1 – Courbes de convergence en espace pour le sche´ma Smh1 (δt =
10−2).








































Figure 3.2 – Courbes de convergence en temps (h = 0, 0125) pour le sche´ma
Smh1.
Me´thode Ordre en espace pour la vitesse Ordre en espace pour la pression
Smh1 1.95 1.42
Smh2 1.98 1.94
Table 3.3 – Ordre de convergence en espace pour les sche´mas Smh1 et Smh2.
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Figure 3.3 – Courbes de convergence en espace pour (δt = 10−2) pour le sche´ma
Smh2.


































Figure 3.4 – Courbes de convergence en temps pour (h = 0, 0125) pour le sche´ma
Smh2.
Me´thode Ordre en temps pour la vitesse Ordre en temps pour la pression
Smh1 2.2 0.70
Smh2 2.13 1.74
Table 3.4 – Ordre de convergence en temps pour les sche´mas Smh1 et Smh2.
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Convergence pour une solution sinuso¨ıdale
Enfin, testons la convergence pour la solution suivante
u(t, x, y) =
(
exp(−2t) cos(pix) sin(piy)
− exp(−2t) sin(pix) cos(piy)
)
, p(t, x, y) = 0,
et
f(t, x, y) =
(−2 exp(−2t) cos(pix) sin(piy) + 2pi2 exp(−2t) cos(pix) sin(piy)
2 exp(−2t) sin(pix) cos(piy)− 2pi2 exp(−2t) sin(pix) cos(piy)
)
.




















Figure 3.5 – Courbes de convergence en espace pour le sche´ma Smh1 (δt =
10−2).
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Figure 3.6 – Courbes de convergence en temps (h = 0, 0125) pour le sche´ma
Smh1.


























































Figure 3.8 – Courbes de convergence en temps pour (h = 0, 0125) pour le sche´ma
Smh2.
Les re´sultats du sche´ma Smh1 (resp. Smh2) donne´s par les figures 3.5 et 3.6
(resp. 3.7 et 3.8) sont re´sume´s dans les tableaux suivants :
Me´thode Ordre en espace pour la vitesse Ordre en espace pour la pression
Smh1 1.99 2.93
Smh2 1.83 2.82
Table 3.5 – Ordre de convergence en espace pour les sche´mas Smh1 et Smh2.
Me´thode Ordre en temps pour la vitesse Ordre en temps pour la pression
Smh1 1.44 0.4
Smh2 2.13 1.80
Table 3.6 – Ordre de convergence en temps pour les sche´mas Smh1 et Smh2.
3.4 Conclusions
Nous avons pre´sente´ deux me´thodes e´le´ments finis mixtes hybrides pour les
e´quations de Stokes. Ces deux me´thodes de´couplent les effets de diffusion et d’in-
compressibilite´ en remplac¸ant la re´solution des e´quations de Stokes par la re´so-
lution de deux proble`mes successifs. Dans la premie`re e´tape, nous re´solvons un
proble`me elliptique par e´le´ments finis P1, tandis que dans la seconde, nous appro-
chons l’e´quation de Darcy par e´le´ments finis mixtes hybrides RT0/P0. Des essais
nume´riques ont e´te´ conduits dans le but de comparer les me´thodes de´crites. Nous
avons constate´ la convergence des deux me´thodes tout en observant que le sche´ma
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Smh2 s’ave`re plus performant que le sche´ma Smh1. Notons que les deux sche´mas
peuvent s’e´tendre facilement aux e´quations de Navier-Stokes et une ge´ne´ralisation
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Le but de cette partie est d’e´tablir des sche´mas nume´riques suffisament pre´-
cis pour approcher l’e´quation level set. En effet, comme l’objectif a` terme est
de re´aliser des simulations en trois dimensions d’espace et que les chargements
sont parfois conside´re´s a` l’e´chelle un, le nombre de mailles de calcul croˆıt tre`s
rapidement. En particulier lorque l’on utilise des sche´mas nume´riques du premier
ordre, l’obtention d’une approximation suffisamment fiable se re´alise au prix de
maillages extreˆmement fins. En outre, l’expe´rience montre que le passage a` un
ordre supe´rieur permet de conserver une pre´cision appre´ciable tout en autorisant
une re´duction conside´rable du nombre de mailles. Enfin, cette queˆte de pre´cision
est le´gitime´e par le fait que les solutions que nous recherchons sont en ge´ne´-
ral re´gulie`res presque partout. Cette re´gularite´ e´tant intimement lie´e a` celle du
domaine d’inte´gration, les coins, les points de rebroussement, les inversions lo-
cales de convexite´/concavite´ sont autant de zones de singularite´ pour la solution
susceptibles de provoquer des instabilite´s artificielles. Les nouvelles me´thodes nu-
me´riques devront donc pre´dire une fois de plus avec une grande pre´cision et un
maximum de stabilite´, le comportement du front, en particulier au voisinage de
ces zones de singularite´.
Les deux premiers chapitres de cette partie sont consacre´s a` l’analyse mathe´-
matique de l’e´quation Level set en tant qu’e´quation d’Hamilton-Jacobi du premier
ordre puis a` l’e´quation de loi de conservation associe´e. Les chapitres suivants sont
consacre´s au de´veloppement de nouvelles me´thodes nume´riques d’ordre 1 et 2.
Dans le Chapitre 1, nous caracte´risons l’e´volution d’une frontie`re libre par
l’e´quation Level set. Nous pouvons ainsi de´finir la frontie`re libre comme une
courbe ou une surface, φ(x, t) = 0 ou` (x, t) est la variable spatio-temporelle, qui se
propage avec une vitesse qui de´pend du temps dans le milieu. De´crire l’e´volution
de la frontie`re libre revient alors a` de´crire la loi d’e´volution de la fonction φ.
Nous formulons l’e´volution du front par une formulation de type valeur initiale.
Ces e´quations qui sont des e´quations de type Hamilton-Jacobi du premier ordre,
sont comple´te´es par les conditions initiales et aux limites ad hoc. Ce Chapitre
est entie`rement consacre´ a` l’analyse mathe´matique de notre proble`me de type
Hamilton-Jacobi. On rappelle en particulier les re´sultats d’existence et d’unicite´
dans la classe des solutions de viscosite´.
Dans le chapitre 2, nous nous plac¸ons a` la fois dans le cadre abstrait des
e´quations de type Hamilton-Jacobi du premier ordre, et des e´quations de type de
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loi de conservation associe´es. Ce type de proble`me est ge´ne´ralement associe´ a` un
syste`me faiblement hyperbolique. Par conse´quent, la solution de viscosite´ peut
eˆtre formellement conside´re´e comme primitive de la solution faible entropique
du proble`me hyperbolique associe´. Cependant, meˆme si dans le cas ge´ne´ral, il
n’existe pas de re´sultats rigoureux prouvant l’e´quivalence des solutions de visco-
site´ et faible entropique associe´es, cela est vraie pour les hamiltoniens concaves
ou convexes. Ainsi, nous re´solvons de manie`re exacte le proble`me de Riemann
associe´ a` l’e´quation de loi de conservation puis le proble`me correspondant des
deux-demis plans associe´ a` l’e´quation level set avec des Hamiltonines concaves ou
convexes.
Dans le Chapitre 3, nous nous inte´ressons essentiellement a` l’inte´gration nu-
me´rique de l’e´quation level set. Pour cela, nous pre´sentons une me´thode qui ap-
proche la solution de viscosite´ par des fonctions line´aires par morceaux pas ne´-
cessairement continues (non conformes). Le but de ce travail est la construction
de solveurs de type Lax-Frederichs pour la re´solution de l’e´quation level set ou
des e´quations de type Hamilton-Jacobi du premier ordre. De plus, on montre que
les sche´mas re´sultants sont monotones. Cette me´thode est particulie`rement bien
adapte´e aux vitesses F quelconques. Nous avons cherche´, dans cette e´tude, une
alternative aux mode`les nume´riques de Godunov car ces derniers se sont re´ve´-
le´s assez difficiles a` imple´menter. Par souci de simplicite´ d’emploi, nous avons
choisi de baser nos constructions sur l’Hamiltonien nume´rique monotone de Lax-
Friedrichs introduit dans [37]. Il est alors possible de montrer que le nouveau
sche´ma converge vers l’unique solution de viscosite´. Enfin, des exemples nume´-
riques montrent qu’on obtient bien de l’ordre 1 en norme L1 meˆme dans les cas
ou` la solution pre´sente un gradient discontinu.
Dans le chapitre 4, nous pre´sentons une nouvelle me´thode de reconstruction
MUSCL (avec le proce´de´ de limitation ad hoc) qui produit alors des sche´mas
qui sont formellement d’ordre 2 dans les re´gions re´gulie`res. Cette observation
peut se justifier par le fait que ces sche´mas centre´s en espace sont dissipatifs et
stabilisent ainsi la solution approche´e. C’est pourquoi la me´thode n’explose pas
nume´riquement. De nombreux exemples nume´riques sont expose´s prouvant les
perfomances des diffe´rentes me´thodes. En particulier, nous les avons teste´es sur
des exemples ayant des gradients discontinus ou re´guliers.
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Chapitre 1
Ge´ne´ralite´s sur l’e´quation level
set
Les proble`mes de suivi d’interfaces interviennent dans plusieurs domaines de
la physique comme la propagation de fronts de flammes, la croissance de den-
drites en solidifiacation, la formation de cristaux, le couplage fluide-structure, en
imagerie, en dynamique de bulles, etc. De nombreux auteurs ont e´tudie´ ces pro-
ble`mes en imaginant un grand nombre de me´thodes qui peuvent eˆtre re´groupe´es
en deux cate´gories.
Le premier type de me´thodes sont dites lagrangiennes et correspondent au de´pla-
cement d’un syste`me de coordonne´es. Le syste`me de coordonne´es suit l’interface
de fac¸on a` repre´senter a` chaque instant sa position de mainie`re pre´cise sans modi-
fication du mode`le. La pre´cision sur la position de cette interface permet de pou-
voir y imposer facilement les conditions aux limites. Son inconve´nient provient
du traitement des changements de topologie, comme par exemple, le recollement
de deux fronts.
Le deuxie`me type de me´thodes sont dites eule´riennes. La position de la surface
libre peut eˆtre caracte´rise´e par des marqueurs dont un grand nombre est ne´-
cessaire pour obtenir des re´sultats pre´cis. L’autre voie consiste a` ajouter une
inconnue supple´mentaire φ ainsi qu’une e´quation dans le mode`le, caracte´risant le
transport de cette fonction. Les valeurs de cette fonction φ sont ze´ro ou un. La
re´solution de l’e´quation de transport qui re´git l’e´volution de cette fonction discon-
tinue peut produire une zone diffuse autour de la frontie`re libre. Pour reme´dier a`
cela, une nouvelle fonction φ qui varie alors de manie`re continue, est introduite.
Ainsi, la surface libre correspond a` une isovaleur de cette fonction, ceci est le cas
des me´thodes Level Set. Les changements de topologie dans le front d’e´volution
sont alors traite´s naturellement. Ces me´thodes permettent e´galement d’e´tudier
des fronts se de´plac¸ant aussi bien en avant qu’en arrie`re.
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1.1. PRE´SENTATION DE L’E´QUATION LEVEL SET
1.1 Pre´sentation de l’e´quation Level Set
Dans cette section nous rappelons la formulation en ensemble de niveau d’une
frontie`re libre initialement propose´e par Osher et Sethian([47]). A partir de
cette formulation, nous e´tablissons l’e´quation level set.
1.1.1 Formulation en ensemble de niveau
Soit T > 0 et Ω un ouvert borne´ de R2, on notera par t la variable temps
et par x = (x1, x2) la variable d’espace. On suppose que Ω est compose´ de deux
sous domaines Ω+t et Ω
−
t se´pare´s par une frontie`re libre Γt (figure 1.1) susceptible












L’ide´e principale de la me´thode level set consiste a` repre´senter le bord Γt
comme la ligne de niveau nulle d’une fonction φ de´finie sur le domaine Ω pour
tout t (voir la figure 1.2). On cherche donc a` construire une fonction φ tel que les
domaines Ω+t , Ω
−
t et la frontie`re libre Γt sont caracte´rise´s par
Γt = {x ∈ Ω; φ(x, t) = 0}, (1.1.1)
Ω+t = {x ∈ Ω; φ(x, t) > 0}, (1.1.2)
Ω−t = {x ∈ Ω; φ(x, t) < 0}. (1.1.3)
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φ (x1 ,x2 ,t=1)
φ(x1,x2 , t=0)
Figure 1.2 – La frontie`re Γt est la surface de niveau nulle de la fonction φ.
1.1.2 Equation d’e´volution de la frontie`re
Pour de´terminer l’e´quation d’e´volution que doit satisfaire la fonction φ, nous
allons supposer que Γt est une courbe parame´tre´e par
(s, t) 7→ γ(s, t) ∈ Γt (1.1.4)
ou` s est une parame´trisation de la courbe inde´pendante de t. En utilisant la
de´finition (1.1.1), nous pouvons e´crire
φ(γ(s, t), t) = 0. (1.1.5)
En de´rivant la relation (1.1.5) par rapport a` t nous obtenons
∂t[φ(γ(s, t), t)] = ∂tφ(γ(s, t), t) +∇φ · ∂γ
∂t
= 0. (1.1.6)
De meˆme, en de´rivant la relation (1.1.5) par rapport a` s, nous avons




1.1. PRE´SENTATION DE L’E´QUATION LEVEL SET
L’e´quation (1.1.7) signifie que le vecteur ∇φ(γ(s, t), t) est orthogonal a` la
courbe Γt et si ∇φ(γ(s, t), t) 6= (0, 0), le vecteur normal unitaire est de´fini par
n =
∇φ(γ(s, t), t)
|∇φ(γ(s, t), t)| . (1.1.8)
Par le choix de φ < 0 dans Ω−t et φ > 0 dans Ω
+
t , le vecteur n correspond au
vecteur normal exte´rieur a` Ω−t pointant vers Ω
+
t .
En divisant formellement (1.1.6) par |∇φ(γ(s, t), t)| et en notant par w(s, t) =
∂γ
∂t
(s, t) la vitesse d’une particule sur la frontie`re, nous en de´duisons qu’en un
point de l’interface
∂tφ(γ(s, t), t)
|φ(γ(s, t), t)| +w(s, t) · n(s, t) = 0. (1.1.9)
En posant F = w · n la vitesse normale sur Γt, nous obtenons l’e´quation
∂tφ(x, t) + F (x, t) |∇φ| (x, t) = 0 ∀x ∈ Γt. (1.1.10)
Par construction, l’e´quation (1.1.10) est satisfaite uniquement sur le bord Γt.
Aussi cherche-t-on a` e´tendre cette e´quation sur le domaine Ω tout entier. A cette
fin, on de´finira un prolongement de F sur tout le domaine (encore note´ F ) et on
conside`re le nouveau proble`me :
trouver φ : Ω× [0, T ]→ R tel que
∂tφ(x, t) + F (x, t) |∇φ| (x, t) = 0, (1.1.11)
que l’on comple`tera avec une condition initiale au temps t = 0. En outre, si Ω est
diffe´rent de R2, il faut aussi rajouter des conditions de type Neumann ou Dirichlet
sur la frontie`re ∂Ω.
Le syste`me ainsi constitue´ conduit a` une e´quation d’Hamilton-Jacobi dans
Ω et en posant H(x, t,∇φ) = F (x, t) |∇φ|, on peut ree´crire l’e´quation (1.1.11)
sous la forme suivante :
∂φ
∂t
+H(x, t,∇φ) = 0 dans Ω× (0, T ), (1.1.12)
ou` H(x, t,∇φ) s’appelle l’Hamiltonien.
Pour toute fonction φ re´gulie`re l’application H(x, t,∇φ) est bien de´finie, mal-
heureusement meˆme pour des conditions intiales re´gulie`res (disons dans C1), la
solution φ peut pre´senter des singularite´s pour la de´rive´e (voir [19]).
Afin de prendre en conside´ration ce type de solution, on e´largit la classe des so-
lutions en cherchant φ dans les espaces de fonctions moins re´gulie`res que nous
pre´ciserons dans la suite.
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1.2 Solution de l’e´quation level set dans R2
L’objet de cette section est de rappeler les principaux re´sultats mathe´ma-
tiques sur l’e´quation (1.1.12). Nous conside´rons le cas ou` Ω = R2 afin d’e´viter
momentane´ment les difficulte´s dues au bord.
1.2.1 Quelques notations
Nous allons tout d’abord de´finir les espaces de fonctions que nous utiliserons
dans la suite de ce travail. Soit T > 0 et Ω un ouvert de R2, QT = Ω×]0, T [,
α ∈]0, 1[. On conside`re les espaces suivants.
L∞(Ω) est l’espace des fonctions borne´es presque partout sur Ω.
B(Ω) est l’espace des fonctions borne´es sur Ω.
C(Ω) est l’espace des fonctions continues sur Ω.
C(Ω) est l’espace des fonctions continues sur Ω.
BUC(Ω) est l’espace des fonctions borne´es, uniforme´ment continues sur Ω.
Si Ω est un ensemble compact alors BUC(Ω) = C(Ω).
W1,∞loc (Ω) est l’espace des fonctions borne´es, a` de´rive´es borne´es sur Ω.
C1(Ω) est l’espace des fonctions de´rivables et a` de´rive´e continue sur Ω.
Cα,
α




ho¨lde´rienne par rapport a` la variable temps.
En outre, on adoptera la notation suivante :
soit a ∈ R, on pose [a]+ = max(a, 0) et [a]− = max(−a, 0).
1.2.2 Solution ge´ne´ralise´e
Une classe de fonctions permettant de construire des solutions ge´ne´ralise´es au
proble`me d’Hamilton-jacobi a e´te´ introduite dans les anne´es 80 par Pierre Louis
Lions ([44]) ou` l’espace fonctionnel ade´quat est W1,∞loc . La difficulte´ principale du
choix de cette espace fonctionnel est qu’il n’y a pas unicite´ de la solution comme
le montre l’exemple ci-dessous :
Trouver φ ∈W1,∞loc (0, 1) tel que :∣∣∣φ′∣∣∣ = 1 dans ]0, 1[, (1.2.1)
avec la condition aux limites :
φ(0) = φ(1) = 0. (1.2.2)
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0 11/2 0 11/4 1/2 3/4
1/2 1/4
Figure 1.3 – Deux solutions ge´ne´ralise´es.
On peut ve´rifier sans grande difficulte´ que les fonctions repre´sente´es sur la figure
(1.3) sont solutions ge´ne´ralise´es de (1.2.1) - (1.2.2).
Plus ge´ne´ralement, en alternant les pentes 1 et pentes -1, on peut construire
une suite (un)n de solutions (qui convergent uniforme´ment vers 0) en proce´dant
de la manie`re suivante : un(0) = 0, u
′














[ pour k compris entre 0 et 2n−1 − 1 (voir la figure 1.4). Un
autre de´faut des solutions ge´ne´ralise´s vient du fait que la limite d’une famille
de solutions ge´ne´ralise´es n’est pas force´ment une solution ge´ne´ralise´e. Ce dernier
fait est encore illustre´e par la famille de solutions ge´ne´ralise´es que nous venons
de construire. Pierre Louis Lions introduit une contrainte supple´mentaire afin de
0 1
Figure 1.4 – Une solution ge´ne´ralise´e construite en alternant les pentes .
se´lectioner une seule solution en re´gularisant l’e´quation (1.1.12).
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1.2.3 Solution re´gularise´e
L’exemple (1.2.1)-(1.2.2) introduit un proble`me d’unicite´ pour des solutions
ge´ne´ralise´s. Il faut donc un crite`re supple´mentaire pour choisir la ”bonne solu-
tion”.
La proce´dure pour se´lectionner cette solution est de conside´rer la me´thode clas-
sique de viscosite´ e´vanescente que nous rappelons brie`vement. Pour cela, soit
φ0 ∈ BUC(R2) et α ∈]0, 1[ , alors il existe une suite φ0,ε ∈ H1(R2) ∩ Cα(R2) tel
que φ0,ε → φ0 dans C(R2) avec |φ0,ε − φ0|∞ ≤ ε.
On conside`re le proble`me re´gularise´ suivant : soit ε > 0,
trouver φε tel que :
∂tφε − ε∆φε +H(x, t,∇φε) = 0 dans R2×]0, T [, (1.2.3)
φε(0, .) = φ0,ε dans R2. (1.2.4)
L’existence et l’unicite´ de la solution du proble`me (1.2.3)-(1.2.4) repose sur
l’hypothe`se suivante :
(H1) Soit H(x, t, p) une application continue sur le domaine
R2 × [0, T ]× R× R2, on suppose qu’il existe une constante b1, tel que
H(x, t, p) ≥ b1. (1.2.5)
On a le the´ore`me suivant (voir [41] P.460 The´ore`me 6.4).
The´ore`me 1.2.1. Il existe une unique solution
φε ∈ L2(0, T ;H1(R2)) ∩ C0(0, T ;L2(R2))
au proble`me (1.2.3)-(1.2.4). De plus on a la re´gularite´
φε ∈ Cα,α2 (R2×]0, T [),
∇φε ∈ Cα,α2 (R2×]0, T [).
On prendra alors comme solution du proble`me d’Hamilton-Jacobi la limite
de φε lorsque celle-ci existe. La difficulte´ essentielle re´side dans le terme non
line´aire H car il faut de´finir une notion de solution faible qui permette de passer
a` la limite dans (1.2.3)-(1.2.4) avec seulement la convergence uniforme de la suite
(φε)ε. Crandal et Lions ([19]) ont propose´ une nouvelle de´finition fonde´e sur lemme
suivant.
Lemme 1.2.1. ([3] P.23)
Soit (φε)ε une suite de fonctions continues sur l’ouvert R2×]0, T [ qui converge
dans C(R2 × [0, T ]) vers φ. Si (x0, t0) ∈ R2×]0, T [ est un point de maximum
local strict de φ alors il existe ε0 > 0 tel que pour tout ε < ε0 on peut construire
une suite de points (xε, tε)ε tel que φε admet un maximum local en (xε, tε) et qui
converge vers (x0, t0).
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Graˆce a` ce lemme on montre le the´ore`me suivant.
The´ore`me 1.2.2. Soit ε > 0 et φε ∈ Cα,α2 (R2×]0, T [) la solution du proble`me
(1.2.3)-(1.2.4) est donne´ par le the´ore`me (1.2.1).
On suppose que φε converge vers φ dans C(R2 × [0, T ]), alors
pour toute fonction χ ∈ C2(R2 × (0,∞)), si (x0, t0) est un point de maximum
local strict de φ− χ sur R2×]0, T [, on a :
∂χ
∂t
(x0, t0) +H(x0, t0,∇χ(x0, t0)) ≤ 0. (1.2.6)
De meˆme pour toute fonction χ ∈ C2(R2 × (0,∞)), si (x0, t0) est un point de
minimum local de φ− χ sur R2×]0, T [, on a :
∂χ
∂t
(x0, t0) +H(x0, t0,∇χ(x0, t0)) ≥ 0. (1.2.7)
De´monstration. On effectuera la preuve pour la relation (1.2.6), la relation (1.2.7)
s’obtiendra de la meˆme manie`re.
Soit χ ∈ C2(R2×(0,∞)) et supposons que (x0, t0) est un point de maximum local
strict de φ− χ sur R2× (0, T ] alors d’apre`s le lemme il existe une suite de points
(xε, tε) de maximum local strict de φε − χ qui converge vers (x0, t0). On a donc
∂tφε(xε, tε) = ∂tχ(xε, tε),
∇φε(xε, tε) = ∇χ(xε, tε).
Comme la matrice hessienne de φ − χ au point (xε, tε) est de´finie ne´gative, on
alors
∆(φε − χ)(xε, tε) ≤ 0,
soit encore




(xε, tε)− ε∆χ(xε, tε) +H(xε, tε,∇χ) ≤
∂φε
∂t
(xε, tε)− ε∆φε(xε, tε) +H(xε, tε,∇φε) = 0.
Par passage a` la limite dans cette ine´galite´ on obtient
∂χ
∂t
(x0, t0) +H(x0, t0,∇χ) ≤ 0.
Les relations (1.2.6)-(1.2.7) sont a` la base de la solution de viscosite´.
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1.2.4 Solution de viscosite´
De´finition 1.2.1 (Solution de viscosite´). Une fonction φ ∈ BUC(R2 × [0, T ])
est dite solution de viscosite´ du proble`me
∂φ
∂t
+H(x, t,∇φ) = 0 dans R2×]0, T [, (1.2.8)
φ(x, t = 0) = φ0(x) dans R2, (1.2.9)
si et seulement si :
1) pour toute fonction χ ∈ C1(R2 × [0,∞[), si (x0, t0) est un point de maxi-
mum local de φ− χ sur R2×]0, T [, on a :
∂χ
∂t
(x0, t0) +H(∇χ(x0, t0)) ≤ 0, (1.2.10)
2) pour toute fonction χ ∈ C1(R2 × (0,∞)), si (x0, t0) est un point de mini-
mum local de φ− χ sur Ω×]0, T [, on a :
∂χ
∂t
(x0, t0) +H(∇χ(x0, t0)) ≥ 0. (1.2.11)
Afin d’obtenir l’existence et l’unicite´ d’une solution de viscosite´, on introduit
des hypothe`ses comple´mentaires a` celles donne´es pre´ce´demment([3]).
(H2) H est une fonction continue sur R2×]0, T [×R2.
(H3) Soit R > 0 alors il existe mR : [0,∞] −→ R tel que pour tout (x, t),
(y, t) ∈ QT , p ∈ R2 on a
|H(x, t,p)−H(y, t,p)| ≤ mR((|x− y|)(1 + |p|)),
ou` mR(s)→ 0 quand s→ 0.
L’existence de l’unique solution de viscosite´ du proble`me (1.2.8)-(1.2.9) est
donne´e par le the´ore`me suivant([3, 19, 20]).
The´ore`me 1.2.3. Sous les hypothe`ses (H2)-(H3), si φ0 ∈ BUC(R2) alors il
existe une unique fonction φ ∈ BUC(R2 × [0, T ]) satisfaisant (1.2.8) -(1.2.9).
En outre, on a les proprie´te´s suivantes :
Soit φ0 et ψ0 deux conditions initiales, φ et ψ les deux solutions de viscosite´ de
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l’e´quation (1.2.8)-(1.2.9) associe´es a` ces conditions initiales :
(i)
∥∥[φ(., t)− ψ(., t)]+∥∥ ≤ ∥∥[φ0(.)− ψ0(.)]+∥∥ ,
(ii)
∥∥[φ(., t)− ψ(., t)]−∥∥ ≤ ∥∥[φ0(.)− ψ0(.)]−∥∥ ,
(iii) ‖φ(., t)− ψ(., t)‖ ≤ ‖φ0(.)− ψ0(.)‖ ,
(iv) inf
y∈Ω
φ0(y) ≤ tH(., 0,∇φ0) + φ0(.) ≤ sup
y∈Ω
φ0(y),
(v) pour x,y ∈ Ω,
|φ(x+ y, t)− φ(x, t)| ≤ sup
z∈Ω
|φ0(z + y)− φ0(z)|
(vi)si φ0 est lipschitzienne de constante de L alors
‖φ(., t)− φ(., τ)‖ ≤ |t− τ | sup
p∈R2:‖p‖≤L
|H(p)|,
(vii)si φ0 borne´e, lispchitzienne sur R2 et soit φε la solution de (1.1.10) et φ
la solution de (1.2.8)-(1.2.9) , on a
sup
(x,t)∈QT
|φε(x, t)− φ(x, t)| ≤ c
√
ε,
ou` c de´pend uniquement de la constante de Lipischitz de φ0, de H et de T .
Si l’on souhaite obtenir une approximation nume´rique de la solution de vis-
cosite´, celle-ci doit respecter des proprie´te´s similaires a` celles e´nonce´es dans le
the´ore`me 1.2.3. On peut distinguer plus particulie`rement deux proprie´te´s ma-
jeures.
Corollaire 1.2.1.
1) Soient a ∈ R, x ∈ Ω, et p ∈ R2. Si φ0(x) = a + p · x est la condition
initiale alors la solution exacte du proble`me (1.2.8)-(1.2.9) est
φ(x, t) = φ0(x)− tH(x, 0,p)
2) Soit φ0 et ψ0 deux conditions initiales, φ et ψ les deux solutions de viscosite´
de l’e´quation (1.2.8)-(1.2.9) associe´es a` ces conditions initiales. Si φ0 ≤ ψ0
alors φ ≤ ψ.
Application a` l’e´quation level set :
Nous rappelons que H(x, t,p) = F (x, t) |p|. Si nous supposons que F est conti-
nue, lipischitzienne par rapport a` x, alors d’une part H ve´rifie (H2). D’autre
part, il existe L > 0 tel que
|F (x, t)− F (y, t)| ≤ L |x− y| .
Soit R > 0, mR(s) = Ls, (x, t) ∈ QT , (y, t) ∈ QT , p ∈ R2, on a
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|H(x, t,p)−H(y, t,p)| = |F (x, t) |p| − F (y, t) |p||
= |F (x, t)− F (y, t)| |p|
≤ L |x− y| |p| ≤ L |x− y| (1 + |p|)
= mR(|x− y| (1 + |p|)).
Comme mR(s)→ 0 quand s→ 0, on en de´duit que (H3) est ve´rifie´e.
Si de plus φ0 ∈ BUC(R2) alors d’apre`s le the´ore`me 1.2.3 nous en de´duisons
que la fonction level set φ est solution de viscosite´ du proble`me de cauchy (1.2.8)-
(1.2.9) et que φ ∈ BUC(R2).
1.3 Solution de l’e´quation level set dans Ω 6= R2
En the´orie, on peut prolonger F (et donc on calcule φ) sur tout R2. En pra-
tique (pour l’approximation nume´rique), on ne peut travailler que sur un domaine
borne´. Il devient donc ne´cessaire d’imposer des conditions de bord. L’objectif de
cette section est de de´terminer quelle type de condition au bord est il pre´fe´rable
de prescrire. Cette liberte´ de choix re´sulte du fait que nous ne traiterons que le
cas ou` le domaine Ω contient la frontie`re Γt.
1.3.1 Conditions de type Dirichlet
Un premier choix consiste a` utiliser des conditions de Dirichlet sur le bord
de Ω. Ceci entraine de nombreuses difficulte´s car une condition de compatibilite´
devient ne´cessaire et toutes les conditions de Dirichlet ne sont pas admissibles
([19, 3]). Par exemple, conside´rons le proble`me en une dimension d’espace suivant :
Trouver φ ∈W1,∞loc (0, 1) tel que :∣∣∣φ′∣∣∣ = 1 dans ]0, 1[,
Si on impose φ(0) = 0 et φ(1) = 7 il ne peut pas y avoir de solution car si la
fonction φ respecte la condition φ(0) = 0, elle est ne´cessairement majore´e par 1.
D’autre part, la condition de Dirichlet force la valeur de φ sur le bord et peut
engendrer un proble`me de couche limite si la surface de niveau nulle se rapproche
du bord (ou le touche).
1.3.2 Conditions de type Neumann
Un autre choix consiste a` imposer une condition de type Neumann homoge`ne
correspondant a` une hypothe`se de syme´trie. Ce qui nous conduit a` la notion de
solution de viscosite´ pour un proble`me de Neumann homoge`ne ([45]).
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∂φ
∂t
+H(x, t, φ,∇φ) = 0 dans Ω× (0, T ), (1.3.1)
φ(x, t = 0) = φ0(x) dans Ω, (1.3.2)
∂φ
∂n
= 0 sur ∂Ω× [0, T ]. (1.3.3)
Avant d’e´noncer le re´sulat sur l’existence et l’unicite´ de la solution, nous
introduisons les hypothe`ses suivantes sur l’Hamiltonien initialement propose´es
dans ([45]).
(H4) ∃γ > −∞ tel que pour tout x ∈ Ω, t ∈ [0, T ], s1 ≤ s2, p ∈ R2,
H(x, t, s2,p)−H(x, t, s1,p) ≥ γ(s2 − s1).
(H5) Soit R > 0 alors il existe ωR : R+ −→ R tel que ∀x,y ∈ Ω, |t| ≤ R, λ ≥ 1
on a
H(x, t, λ(x− y))−H(y, t, λ(x− y)) ≥ −ωR(λ |x− y|2 + |x− y|),
ou` ωR(s)→ 0 quand s→ 0+.
(H6) ∀R <∞ on a
sup{|H(x, t,p)−H(x, t, q)| ;x ∈ Ω, |t| ≤ R, |p− q| ≤ ε} → 0,
quand ε→ 0.
The´ore`me 1.3.1. Soit φ0 ∈ C(Ω), soit H satisfaisant (H4), (H5),(H6). Alors
le proble`me (1.3.1)-(1.3.3) admet une solution unique dans C(Ω× [0, T ]).
Application a` l’e´quation level set :
Supposons que F (x, t) est uniforme´ment lipschitzienne par rapport a` x et conti-
nue par rapport a` t. Alors l’hamiltonien H(x, t,p) = F (x, t) |p| ve´rifie les hypo-
the`ses (H4), (H5) et (H6). En effet, pour
(H4) on prend γ = 0, comme H(x, t, s,p) = H(x, t,p) ∀s ∈ R alors pour
x ∈ Ω, t ∈ [0, T ], s1 ≤ s2, p ∈ R2
H(x, t, s2,p)−H(x, t, s1,p) = 0.
(H5) Pour R > 0, on prend ωR(s) = s. Comme F est uniforme´ment lipschit-
zienne par rapport a` x alors il existe L > 0 tel que pour x,y ∈ Ω
F (x, t)− F (y, t) ≥ −L(|x− y|+ 1)
d’ou` pour |t| ≤ R, λ ≥ 1,
H(x, t, λ(x− y))−H(y, t, λ(x− y)) ≥ −L(λ |x− y|2 + |x− y|).
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(H6) Pour tout R <∞, ε > 0, x ∈ Ω, |t| ≤ R, |p− q| ≤ ε nous avons
|H(x, t,p)−H(x, t, q)| = |F (x, t)| ||p| − |q||
|H(x, t,p)−H(x, t, q)| ≤ |F (x, t)| |p− q| ≤ |F (x, t)| ε.
Si φ0 ∈ C(Ω) alors d’apre`s le the´ore`me 1.3.1 nous en de´duisons que la fonction
level set φ est solution de viscosite´ du proble`me de cauchy (1.2.8)-(1.2.9) et que




E´quation de loi de conservation
associe´e a` l’e´quation level set
Dans ce chapitre, nous nous plac¸ons a` la fois dans le cadre abstrait des e´qua-
tions de type Hamilton-Jacobi du premier ordre, et des e´quations de type de loi
de conservation associe´es. Ce type de proble`me est ge´ne´ralement associe´ a` un
syste`me faiblement hyperbolique. Par conse´quent, la solution de viscosite´ peut
eˆtre formellement conside´re´e comme primitive de la solution faible entropique du
proble`me hyperbolique associe´. Nous rappelons les re´sultats rigoureux prouvant
l’e´quivalence des solutions de viscosite´ et faible entropique associe´e. Enfin, nous
re´solvons de manie`re exacte le proble`me de Riemann associe´ a` l’e´quation de loi
de conservation puis le proble`me des demi-plans associe´ a` l’e´quation level set.
2.1 Proprie´te´s de l’e´quation de loi de conserva-
tion
On conside`re le proble`me suivant : trouver φ : Ω×]0, T [→ R tel que :
∂tφ+H(x, t,∇φ) = 0 dans Ω× [0, T ], (2.1.1)
φ = φ0 dans Ω, (2.1.2)
∇φ · n = 0 sur ∂Ω× [0, T ], (2.1.3)
nous introduisons la notation U = ∇φ et appliquons l’ope´rateur ∇ a` (2.1.1)
et (2.1.2). Nous obtenons le syste`me de loi de conservation suivant :
Trouver U : Ω×]0, T [→ R2 tel que :
∂tU +∇(H(x, t,U)) = 0 dans Ω× (0, T ), (2.1.4)
U(x, t = 0) = ∇φ0(x) dans Ω, (2.1.5)
U · n = 0 sur ∂Ω× [0, T ]. (2.1.6)
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Le but de cette section est de rappeler les notions de solutions faibles et de
solutions entropiques pour le proble`me (2.1.4)-(2.1.6), pour plus de de´tails sur les
syste`mes de lois de conservation, on peut consulter [42].
2.1.1 E´tude de l’hyperbolicite´
Soient E un ouvert de R2 et f1, f2 deux fonctions C1 diffe´rentiables de E dans
R2, on posera fj(U) = (fj1(U), fj2(U))T ∀U ∈ E.
On conside`re le syste`me le syste`me de loi de conservation :
∂tU + ∂x1f1(U) + ∂x2f2(U) = 0, (2.1.7)
ou` U : R2 × R+ −→ E.
On note












νjAj(U), pour ν ∈ R2 non nul .
De´finition 2.1.1.
* Le syste`me (2.1.7) est dit hyperbolique si pour tout U dans E et tout ν
vecteur non nul de R2, les valeurs propres de A(U,ν) sont re´elles et les
vecteurs propres associe´s engendrent l’espace R2.
* Le syste`me (2.1.7) est dit strictement hyperbolique s’il est hyperbolique et
si les valeurs propres de A(U,ν) sont toutes distinctes.
On note λj(U,ν) les valeurs propres de A(U,ν) et rj(U,ν)(resp. lj(U,ν))) les
vecteurs propres a` droite (resp. a` gauche) associe´s.
Application au syste`me de loi de conservation associe´e a` l’e´quation level set :
Posons f1(U) = (H(U), 0), f2(U) = (0, H(U)). Re´ecrivons l’e´quation (2.1.4) de
manie`re a` avoir le syte`me :
























Les valeurs propres de la matrice A(U,ν) sont
λ1(U,ν) = 0
et
λ2(U,ν) = ∇H(U) · ν.
Si ∇H(U) = 0 alors A(U,ν) = 0 et n’importe quelle base de R2 est une
base de vecteurs propres. Le proble`me est qu’il existe des couples (U,ν) tels que
∇H(U) · ν = 0 ce qui implique que le syste`me (2.1.8) n’est pas strictement
hyperbolique.
2.1.2 Solutions faibles du proble`me de Cauchy
On conside`re le proble`me de Cauchy : ∂tU +
2∑
j=1
∂xj fj(U) = 0,
U(x, 0) = U0(x)
(2.1.9)
De´finition 2.1.2. On appelle solution faible de (2.1.9) pour U0 ∈ L∞loc(R2)2, une







fj(U) · ∂xjϕ dx dt+
∫
R2
U0(x) ·ϕ(x, 0) dx = 0 (2.1.10)
pour toute fonction ϕ ∈ C10(R2×R+)2 et telle que U(x, t) appartienne a` E presque
partout.
2.1.3 Solutions faibles entropiques
Si la notion de solutions faibles permet l’existence d’une solution de (2.1.9),
elle ne s’accompagne pas en ge´ne´ral de l’unicite´.
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Me´thode de viscosite´ e´vanescente
La solution physique cherche´e est donne´e par la limite (si elle existe) quand




∂xj fj(Uε)− ε∆Uε = 0. (2.1.11)
Par passage a` la limite, on verra que la solution obtenue devra ve´rifier une pro-
prie´te´ supple´mentaire lie´e a` la notion d’entropie mathe´matique.
2.1.3.1 Entropie mathe´matique
De´finition 2.1.3. On suppose E convexe. Une fonction C2 diffe´rentiable convexe
η de E dans R est appele´e entropie mathe´matique pour le syste`me de lois de
conservation (2.1.7) s’il existe 2 fonctions C2 diffe´rentiables q1 et q2 de E dans
R appele´es flux d’entropie telles que pour des fonctions C2 diffe´rentiables on ait :
∇Uη(U) · ∇U fj(U ) = ∇Uqj(U), pour j = 1, 2, (2.1.12)
ou`




















Le concept d’entropie e´tant de´fini, on obtient la condition supple´mentaire que
doit ve´rifier la solution par le the´ore`me suivant :
The´ore`me 2.1.1. Supposons que (2.1.7) admette une entropie η avec des flux
d’entropie q1 et q2. Soit (Uε)ε une suite de solutions re´gulie`res de (2.1.11) telles
que :
· ‖Uε‖L∞(R2×R+)2 ≤ C
· Uε −−→
ε→0
U presque partout dans R2 × R+.
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η(U0(x)) · ϕ(x, 0) dx ≥ 0
(2.1.14)
pour toute fonction ϕ ∈ C10
(
R2 × R+) avec ϕ ≥ 0
On peut alors de´finir la notion de solution faible entropique.
De´finition 2.1.4. Une solution entropique est une solution faible qui ve´rifie la
condition (2.1.13) pour toute entropie mathe´matique.
La proposition suivante permet d’e´crire la condition (2.1.13) sous forme d’une
ine´galite´ sur les sauts.
Proposition 2.1.1. Soit U une fonction C1 diffe´rentiable par morceaux solution
du syste`me (2.1.9), elle satisfait la condition d’entropie (2.1.13) si et seulement
si :
(i) U est solution classique la` ou` elle est C1.




nxj [qj(U)] ≤ 0 (2.1.15)
le long des surfaces de discontinuite´s
∑
dans l’espace des (t, x1, x2) de R+×
R2,
ou`
* n = (nt, nx1 , nx2) est une normale unitaire a` la surface
∑
dirige´e de − vers
+.
* [U] = U+ −U− pour U+ et U− les limites de la fonction re´gulie`re U de
part et d’autre de la discontinuite´
∑
.
2.2 Liens entre les deux e´quations
Dans cette section nous nous inte´ressons au lien entre la solution de viscosite´
d’une e´quation d’Hamilton-Jacobi et la solution entropique du syste`me de loi de
conservation associe´e a` cette e´quation. Nous rappelons les re´sultats classiques et
pour plus de de´tails, le lecteur pourra consulter [35, 34, 17, 40].
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2.2.1 Cas unidimensionnel
Dans le cas monodimensionnel, le passage de l’e´quation d’Hamilton-Jacobi a`
l’e´quation de conservation a e´te´ montre´ par [44]. Nous re´sumons ici les re´sultats
essentiels : Conside´rons le proble`me de Cauchy pour l’e´quation d’Hamilton-Jacobi

∂tφ+H(φx) = 0 dans R× (0,∞),
φ(x, 0) = φ0(x) dans R.
(HJ)
Conside´rons d’autre part le proble`me de cauchy pour l’e´quation de conserva-
tion

∂tu+ (H(u))x = 0 dans R× (0,∞)
u(x, 0) = u0(x) dans R.
(LC)
Proposition 2.2.1. Sous l’hypothe`se (H2), si φ ∈ W1,∞(R × (0, T )) est une
solution ge´ne´ralise´e de (HJ) alors u := φx est une solution faible de (LC).
La re´ciproque de la proposition 2.2.1 est donne´e par la proposition suivante
[17].
Proposition 2.2.2. Sous l’hypothe`se (H2), supposons que u ∈ L∞loc(R× (0, T ))
est une solution faible de (LC). Soit φ(x, t) :=
∫ t
α
u(ξ, t) dξ pour α ∈ R fixe´.
Alors φ ∈W1,∞loc (R× (0, T )) et φ est une solution ge´ne´ralise´e de (HJ).
Application : Lien entre l’e´quation level set et l’e´quation de loi de conservation :
Ce lien est imme´diat et s’obtient graˆce aux propositions 2.2.1 et 2.2.2. En effet,
dans ce cas l’hamiltonien est H(u) = F |u| est donc continu.
Remarque 2.2.1. Si H ∈ C1(R) nous avons une correspondance entre la solu-
tion de viscosite´ du proble`me (HJ) et la solution entropique du proble`me (LC)
(cf [17]).
2.2.2 Cas ge´ne´ral
Soit φ : Rd×]0, T [→ R la solution de viscosite´ du proble`me
∂tφ+H(x, t,∇φ) = 0 dans Rd×]0, T [,
φ(x, t = 0) = φ0(x) dans Rd.
(HJd)
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Si on pose formellement U = ∇φ et qu’on applique l’ope´rateur ∇ au proble`me
(HJd) alors U est solution de :
∂tU +∇(H(x, t,U)) = 0 dans Rd×]0, T [,
U(x, t = 0) = U0(x) = ∇φ0(x) dans Rd.
(LCd)
Les proble`mes (HJd) et (LCd) sont e´quivalents si les solutions sont re´gulie`res
(φ ∈ C2 et U ∈ C1). Mais ceci n’est plus ne´cessairement vrai pour φ solution
de viscosite´ et U solution entropique. Ne´ammoins, φ peut eˆtre conside´re´e comme
une primitive de U. En effet, si U est connu, alors on peut re´cupe´rer φ par
l’inte´gration de l’e´quation diffe´rentielle ordinaire pour x parame`tre fixe´
d
dt
φ(x, t) +H(x, t,U) = 0 dans Rd×]0, T [,
φ(x; t = 0) = φ0(x) dans Rd.
Nous avons vu dans la section 2.1.1 que le proble`me (LCd) n’est pas stricte-
ment hyperbolique pour d = 2. Cependant, on montre que pour un hamiltonien
convexe, la solution de viscosite´ de (HJd) dans W 1,∞(Rd × R+) est e´quivalente
a` la solution entropique dans L1,∞(Rd × R+) (voir [44]). En supposant que la
condition initiale φ0 ∈ C1, nous donnons une preuve simple de ce re´sultat (voir
[34]). Pour cela, conside´rons les propositions suivantes.
Proposition 2.2.3. Supposons que φ ∈ W 1,∞(Rd × R+) est la solution de vis-
cosite´ de (HJd) alors U = ∇φ ∈ L∞(Rd×R+) est solution faible de (LCd). De
plus, U est la limite dans Lm(Rd × R+) pour m < ∞ et au sens de la topologie
*-faible de L∞(Rd × R+) d’une suite (Uε)ε de solutions du proble`me re´gularise´
de (LCd).
De´monstration. Soit φ la solution de viscosite´ de (HJd). Comme H est convexe,
alors il existe une suite φε uniforme´ment borne´e dansW
1,∞(Rd×R+) de solutions
re´gulie`res du proble`me
∂tφε +H(x, t,∇φε) = ε∆φε dans Rd×]0, T [, (2.2.1)
φε(x, t = 0) = φ0(x) dans Rd. (2.2.2)
telles que φε → φ dans W 1,m(Rd × R+). Posons Uε = ∇φε alors l’application de
l’ope´rateur ∇ a` (2.2.1)-(2.2.2) implique Uε est solution du proble`me
∂tUε +∇(H(x, t,Uε)) = ε∆Uε dans Rd×]0, T [, (2.2.3)
Uε(x, t = 0) = ∇φ0(x) dans Rd (2.2.4)
En notant par U la limite *-faible de Uε dans L
∞(Rd × R+), en multipliant
(2.2.3)-(2.2.4) par une fonction test et en inte´grant par parties, on peut mon-
trer facilement que lorsque ε → 0+, U est solution faible de (LCd). Ainsi, par
construction U est la solution entropique de (LCd).
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Remarque 2.2.2. En fait, sin on avait la convergence Uε −→ U presque partout,
on aurait une convergence forte Lp par le Lebesgue.
Re´ciproquement, nous avons la proposition suivante.
Proposition 2.2.4. Soit U ∈ L∞(Rd×R+) une solution faible de (LCd) obtenue
par la me´thode de viscosite´ e´vanescente, c’est-a`-dire U ∈ L∞(Rd × R+) est la
limite dans Lm(Rd×R+) et dans la topologie *-faible de L∞(Rd×R+) d’une suite
uniforme´ment borne´e dans L∞(Rd×R+) (Uε)ε de solutions du proble`me (2.2.3)-
(2.2.4). Alors il existe une unique solution de viscosite´ φ a` (HJd) satisfaisant
∇φ = U presque partout. (2.2.5)
De´monstration. Soit Uε une suite de solution du proble`me (2.2.3)-(2.2.4) et φε
l’unique solution du proble`me
∂tφε − ε∆φε = −H(x, t,Uε) dans Rd×]0, T [, (2.2.6)
φε(x, t = 0) = φ0(x) dans Rd. (2.2.7)
φε est une solution re´gulie`re gloable de (2.2.6)-(2.2.7). De plus, par le principe du
maximum, il existe une constante C = C(T ) inde´pendante de ε tel que
‖Uε‖∞ ≤ C(T ) pour 0 < t ≤ T. (2.2.8)
Pour estimer ∇φε, on applique l’ope´rateur ∇ a` (2.2.6)-(2.2.7) et on obtient
∂t∇φε − ε∆∇φε = −∇H(x, t,Uε) dans Rd×]0, T [, (2.2.9)
∇φε(x, t = 0) = ∇φ0(x) dans Rd. (2.2.10)
Il suit de (2.2.3)-(2.2.4) et (2.2.9)-(2.2.10) que
∂t(∇φε −Uε)− ε∆(∇φε −Uε) = 0 dans Rd×]0, T [, (2.2.11)
(∇φε −Uε)(x, t = 0) = 0 dans Rd. (2.2.12)
L’unicite´ du proble`me de Cauchy de l’e´quation de la chaleur (2.2.11)-(2.2.12)
donne
∇φε = Uε. (2.2.13)
La combinaison de ce re´sultat avec (2.2.6)-(2.2.7) montre que
∂tφε +H(x, t,∇φε) = ε∆φε dans Rd×]0, T [, (2.2.14)
φε(x, t = 0) = φ0(x) dans Rd. (2.2.15)
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De plus, φε est uniforme´ment borne´e dans W
1,∞(Rd × R+), donc il existe φ ∈
W 1,∞(Rd × R+) tel que{
φε → φ uniforme´ment,
∇φε → ∇φ dans Lm(Rd × R+),
(2.2.16)
ou` 0 < m <∞. Il vient de (2.2.16), (2.2.13) que
U = ∇φ presque partout (2.2.17)
De plus, φ est l’unique solution de viscosite´ de (HJd) par la the´orie classique.
Application : Lien dans le cas ge´ne´ral :
Si nous supposons que la fonction F ne change pas de signe (F > 0 par exemple)
alors l’hamiltonien H(U(x, t)) = F (x, t) |U(x, t)| est convexe. En effet, soit α ∈
[0, 1], U1(x, t),U2(x, t) ∈ R2, alors
H(αU1(x, t) + (1− α)U2(x, t), t)) = F (x, t) |αU1(x, t) + (1− α)U2(x, t)|
≤ F (x, t)α |U1(x, t)|+ F (x, t)(1− α) |U2(x, t)| ,
≤ αH(U1(x, t)) + (1− α)H(U2(x, t)).
2.3 Rappels sur les e´quations de lois de conser-
vation scalaires
Dans cette section, nous rappelons quelques re´sultats sur les e´quations de lois
de conservation scalaires (cf. [42]) que nous utiliserons dans la section 2.4. En
effet, la re´solution du proble`me de Riemann dans le cas scalaire nous permettra
de traiter le proble`me de Riemann associe´ a` l’e´quation de loi de conservation
obtenu en de´rivant l’e´quation de level set.
2.3.1 Solutions faibles entropiques
Soit E un ouvert de R et fune fonction C1 de´rivable de E dans R, on conside`re
le proble`me de cauchy suivant :
Trouver u : E −→ R tel que {
∂tu+ ∂xf(u) = 0,
u(x, 0) = u0(x)
(2.3.1)
The´ore`me 2.3.1. Une fonction u, C1 par morceaux, est solution faible du pro-
ble`me (2.3.1) dans D′(R× R+) si et seulement si :
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(i) u est solution classique la` ou` elle est C1
(ii) u ve´rifie la condition de saut de Rankine-Hugoniot :
[f(u)] = σ[u] (2.3.2)
le long des surfaces de discontinuite´s
∑
dans l’espace des (t, x) de R+ ×R
avec :
* n = (nt, nx) est une normale unitaire a` la surface
∑
: x = ξ(t).
* [u] = u+ − u− pour u+ et u− les limites de la fonction re´gulie`re u de part
et d’autre de la discontinuite´
∑




Proposition 2.3.1. Une fonction u, C1 par morceaux et solution du proble`me
scalaire dans D′(R×R+) satisfait la condition d’entropie (2.1.13) si et seulement
si :
(i) u est solution classique la` ou` elle est C1.
(ii) u ve´rifie l’ine´galite´ de saut d’entropie :
σ[η(u)] ≥ [q(u)] (2.3.3)
On utilisera par la suite un autre crite`re d’entropie pour le proble`me de Riem-
man qui est la condition d’entropie au sens de Lax.
2.3.2 Proble`me de Riemann
On appele proble`me de Riemann R(ug, ud) le proble`me de cauchy :
∂tu+ ∂xf(u) = 0,
u(x, 0) =
{
ug si x < 0,
ud si x > 0,
(2.3.4)
ou` ug et ud sont des constantes re´elles donne´es. L’objectif de cette section est
d’introduire tous les outils permettant de de´terminer la solution entropique du
proble`me de Riemann. Par la suite, on posera λ(u) = f ′(u), sauf mention du
contraire.
On note que si u(x, t) est une solution du proble`me (2.3.4), alors pour tout
a ∈ R strictement positif ua(x, t) = u(ax, at) est encore une solution. Soit a = 1t
alors u(x
t
, 1) = v(x
t
) est une solution. On cherche donc une solution autosimilaire
au proble`me de Riemann de la forme v(
x
t
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en simplifiant (2.3.5) par
1
t
, on obtient :




, on a :
ξ −−−→
t→0+
−∞ si x < 0,
ξ −−−→
t→0+
+∞ si x > 0.
Donc les conditions initiales de v s’ecrivent :
lim
ξ→−∞
v(ξ) = ug, lim
ξ→+∞
v(ξ) = ud.
La nature de la solution v de´pend de la vaelur dev′(ξ). Si v′(ξ) 6= 0 alors
(2.3.6) devient
f ′(v(ξ)) = ξ (2.3.7)
2.3.2.1 Onde de de´tente ou onde de rare´faction
Soient ug et ud donne´es telles que λ(ug) < λ(ud). La solution auto-similaire
admet une rare´faction dans le domaine si v ve´rifie
λ(v(ζ)) = ζ ∀ ζ ∈ [ζg, ζd]. (2.3.8)
De´finition 2.3.1. On appelle onde de de´tente ou onde de rare´faction reliant ug
et ud, une solution re´gulie`re u(ζ) de (2.3.8) et ve´rifiant (2.3.4) avec ug = u(ζg)
et ud = u(ζd).
L’existence d’une solution au proble`me (2.3.8) correspond a` l’existence d’une
solution a` une e´quation diffe´rentielle. Le the´ore`me de Cauchy-Lipschitz nous as-
sure au moins localement l’existence et l’unicite´ de la solution.
Proposition 2.3.2. Etant donne´ un e´tat ug dans E, si f est une fonction de
classe C2 alors il existe localement une courbe re´gulie`re Rk(ug) d’e´tats ud de E
qui peut eˆtre relie´ a` ug a` droite par une onde de rare´faction.
2.3.2.2 Courbes de choc et choc entropique
Si ug et ud sont choisis tels que λ(ug) ≥ λ(ud) alors le domaine λ(ug) ≤
x
t
≤ λ(ud) n’existe pas. On alors cherche des solutions discontinues constantes
par morceaux qui relient ug et ud. Elles doivent donc ve´rifier la condition de
Rankine-Hugoniot (2.3.2) et seront alors de la forme :
u(x, t) =
{
ug si x < σt,
ud si x > σt,
(2.3.9)
avec σ(ug − ud) = f(ug)− f(ud).
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Figure 2.1 – Repre´sentation d’une onde de rare´faction
Proposition 2.3.3. Etant donne´ un e´tat ug dans E, si f est de classe C2 alors
il existe localement une courbe re´gulie`re Sk(ug) d’e´tats ud de E qui peuvent eˆtre
relie´s a` ug a` droite par un choc.
La proposition suivante de´finit les chocs entropiques pouvant eˆtre relie´s a` ud
a` droite.
Proposition 2.3.4. Soit ug un e´tat dans E. Soit (η, q) un couple entropique. Si η
est strictement convexe, l’ine´galite´ d’entropie (2.3.3) a lieu pour ud sur la portion
de la courbe Sk(ug), c’est-a`-dire si λ(ud) < λ(ug).
On peut envisager une autre condition pour e´liminer les chocs non physiques.
Un choc est de´clare´ admissible s’il ve´rifie la condition de Lax :




La proposition suivante permet de faire le lien avec la condition d’entropie.
Proposition 2.3.5. On suppose que (ug, ud) est un choc faible i.e que ‖ug − ud‖
est petit.
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Figure 2.2 – Repre´sentation d’une onde de choc
* Si ce choc ve´rifie la condition de choc de Lax (2.3.10) il ve´rifie alors l’in-
e´galite´ d’entropie (2.3.3) pour toute entropie convexe du syste`me (2.1.7)
* Si ce choc ve´rifie l’ine´galite´ d’entropie (2.3.3) pour une entropie convexe du
syste`me (2.1.7), il ve´rifie les conditions de choc de Lax (2.3.10).
2.3.2.3 Discontinuite´ de contact
Proposition 2.3.6. On suppose que λ(u) = cte et on se donne un e´tat ug ∈ E.
Alors il existe localement une courbe re´gulie`re Ck(ug) d’e´tats ud ∈ E ve´rifiant
λ(ug) = λ(ud).
La solution discontinue (ug, ud) est appele´e discontinuite´ de contact.
Proposition 2.3.7. On se donne (η, q) un couple entropique. Si η est strictement
convexe, l’ine´galite´ d’entropie (2.1.15) pour la discontinuite´ de contact devient
∀ud ∈ Ck(ug) q(ud)− q(ug) = λ(u)(η(ud)− η(ug))
2.3.2.4 Re´solution the´orique du proble`me de Riemann
The´ore`me 2.3.2. Si ug ∈ E, alors il existe un voisinage V(ug) de ug dans E tel
que si ud ∈ V(ug), le proble`me de Riemann admet une solution faible entropique
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qui est constitue´e en au plus 2 e´tats constants se´pare´s par une onde de rare´faction,
soit par une ondes de choc admissible ou une par discontunuite´ de contact. Une
telle solution faible est unique.
En conse´quence, la position relative de λ(ug) et λ(ud) permet de savoir si nous
avons un choc ou une de´tente.
2.4 Le proble`me des deux demi-plans pour l’e´qua-
tion level set
L’objectif de cette section est d’e´tudier un proble`me de Riemann pour l’e´qua-
tion de loi de conservation en U. Ce proble`me de´rive du proble`me particulier
formule´ par la fonction φ. Nous allons conside´rer dans cette section que la vitesse
F est constante et que le domaine est unifie´ Ω = R2. Soit φ0 une fonction continue







Figure 2.3 – Repre´sentation du proble`me des deux demi-plans dans le cas ge´ne´ral
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Trouver φ : R2×]0, T [→ R tel que :
∂tφ(x, t) + F (x, t) |∇φ(x, t)| = 0 dans R2 × [0, T ],
φ = φ0 dans R2.
Dans le cas particulier ou φ0(x) = a · x est un plan, la solution est tout
simplement φ(x, t) = a · x− tF |a|.
Si l’on re´e´crit le proble`me en terme de loi de conservation, on obtient le proble`me :
Trouver U : R2×]0, T [→ R2 tel que :
∂tU + F |∇U| = 0 dans R2×]0, T ),
U(x, t = 0) = ∇φ0(x) dans Ω.
Si φ0 est l’e´quation d’un plan, U0(x) est un vecteur constant et la solution
e´vidente est U = a.
Nous allons maintenant conside´rer l’e´quation de level-set avec une condition ini-
tiale caracte´rise´e par deux demi-plans. Cette e´tude est motive´e par les proble`mes
de Riemann qui interviennent au niveau de chaque interface entre deux e´le´ments.
2.4.1 Introduction au proble`me des demi-plans
Soit pi1 et pi2 deux plans de R3 d’e´quation z = φi(x) = Ui.x, pour i = 1, 2.
On note alors
φm0 = min(φ1, φ2), φ
M
0 = max(φ1, φ2).
Si U1 = U2, on retrouve le proble`me du plan traite´ pre´ce´demment. Nous suppo-
serons dans toute la suite que U1 6= U2. L’objectif est de de´terminer la solution
the´orique de l’e´quation de level-set avec φm0 ou φ
M
0 comme condition initiale.
2.4.1.1 Orientation
Nous introduisons les notations suivantes :
x = (x, y)T , X = (x, y, z)T ,
puisque U1 6= U2, les deux demi-plans se coupent en une droite ∆c ∈ R3 passant
par l’origine O d’e´quation
(U1 −U2) · x = 0, z = φ1(x) = φ2(x).
On notera alors par δc la projection de la droite ∆c dans le plan (x, y) et δc a
pour e´quation
W · x = 0, avec W = U1 −U2|U1 −U2| .
D’autre part, on note par V l’unique vecteur tel que {V ,W } forment une base
orthonorme´e directe de R2. En consequence, V est un vecteur directeur de δc.
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Le vecteur W est perpendiculaire a` la droite δc se´parant deux demi-plans que
nous noterons Pg et Pd. On choisit les indices g et d de manie`re a` ce que W soit







Figure 2.4 – Orientation des vecteurs V et W , choix de Pg et Pd.











Figure 2.5 – Cas W ·U1 >W ·U2
Par construction, le vecteur W va de la gauche vers la droite. Si W ·U1 >
W ·U2, cela veut dire que φ1 ≥ φ2 sur le demi-plan Pd et φ1 ≤ φ2 sur le demi-plan
Pg. En conse´quence, on a
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
φm0 = φ1 sur Pg et φm0 = φ2 sur Pd,
φM0 = φ2 sur Pg et φM0 = φ1 sur Pd.
De meˆme, si W ·U1 <W ·U2 on a
φm0 = φ2 sur Pg et φm0 = φ1 sur Pd,
φM0 = φ1 sur Pg et φM0 = φ2 sur Pd.
En conclusion, on peut par exemple de´cider de choisir φ1 a` gauche et φ2 a`
droite en se´lectionnant φm0 ou φ
M
0 comme condition initiale.
Conside´rons maintenant la condition initiale U0 = U1 sur Pg et U0 = U2
sur Pd. Il lui correspond alors une fonction φ0 a` choisir parmi φm0 et φM0 tel que




Nous re´sumons dans la proposition suivante la construction de la condition
initiale.
Proposition 2.4.1. Pour un couple de vecteurs U1 et U2 donne´, on construit
les vecteurs W et V ainsi que la droite δc se´parant les demi-plans Pg et Pd avec




0 tel que Ug = U1 et
Ud = U2.
Remarque 2.4.1. Il est important de noter que les deux demi-plans corespondant
avec le proble`me en φ sont spe´cifiques aux conditions initiales. Contrairement a`
un proble`me de Riemann classique, la droite se´parant les deux e´tats constants ne
peut pas eˆtre quelconque, elle de´pend du choix des deux vecteurs (voir la figure
2.3).
2.4.2 Simplification du proble`me de Riemann
Etant donne´es Ug et Ud deux vecteurs de R2, on conside`re le proble`me de
Riemann suivant : trouver U(x, t) tel que
∂tU +∇ · (F |U| Id) = 0,
U(x, 0) = Ug, x ∈ Pg,
U(x, 0) = Ud, x ∈ Pd.
Remarque 2.4.2. Notons que ∇(F |U|) = ∇ · (F |U| Id).
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On proce`de au changement de variable suivant en introduisant les coordonne´es
dans la base B = {W ,V }
x = ζW + ηV .











.Comme la norme est invariante par rotation,
on a donc le proble`me de Riemann suivant













si ζ > 0, η ∈ R,
avec
– ωg = Ug ·W ,
– ωd = Ud ·W ,
– ω0 = Ug · V = Ud · V , par construction de W et V .
On note que si U(ζ, η, t) est une solution alors pour tout c ∈ R U(ζ, η + c, t)
est encore solution du proble`me de Riemann donc ∂ηU = 0. Le proble`me se re´duit
alors a`


















si ζ > 0, η ∈ R.





, on en de´duit que
∂t(U · V ) = 0
donc
U · V = ω0, ∀ η, ζ, t.
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Soit ω(ζ, t) = U ·W , la composante de U suivant la direction W , la fonction
ω satisfait le proble`me de Riemann scalaire monodimensionnel suivant
∂tω(ζ, t) + F∂ζ
√
w2(ζ, t) + w20 = 0,
ω(ζ, 0) = ωg, ζ < 0,
ω(ζ, 0) = ωd, ζ > 0.
2.4.3 Re´solution the´orique du proble`me de Riemann
Dans un premier temps, nous allons supposer que ω0 6= 0. Nous envisagerons
le cas ω0 = 0 comme le cas limite ω0 → 0. Posons f(ω) = F
√
w2 + w20, on a donc
λ(ω) = f ′(ω) =
Fω√
w2 + w20






On en de´duit que f ′ est croissante si F ≥ 0 et de´croissante si F ≤ 0.
Proposition 2.4.2. Soient Ug, Ud ∈ R2 et W = Ug −Ud. Si les deux re´els ωg
et ωd sont de´finis par
ωg = Ug ·W , ωd = Ud ·W ,
alors ωg ≥ ωd.
De´monstration. Comme
(Ug −Ud) · (Ug −Ud) ≥ 0
alors
−(Ug −Ud) · (Ug −Ud) ≤ 0.
En de´veloppant, on obtient
2Ug ·Ud −Ug ·Ug −Ud ·Ud ≤ 0.
Ceci e´quivaut a`
Ug ·Ud −Ud ·Ud ≤ Ug ·Ug −Ug ·Ud.
D’ou`
ωd = Ud · (Ug −Ud) ≤ Ug · (Ug −Ud) = ωg.
Remarque 2.4.3. Afin d’obtenir a` la fois W = Ug −Ud et Ug a` gauche et Ud




0 . Si on conside`re l’autre possibilite´,
c’est-a`-dire W = −(Ug−Ud), on peut alors retrouver la situation pre´ce´dente en
effectuant le changement de variabe ζ −→ −ζ. Ceci implique que la vitesse F > 0
devient −F < 0. En conse´quence, on choisira toujours la situation W = Ug−Ud
avec Ug a` gauche et Ud a` droite mais F peut eˆtre soit positif, soit ne´gatif.
105







Figure 2.6 – Repre´sentation d’une onde de choc dans la cas ω0 6= 0
2.4.3.1 E´tude du choc ω0 6= 0
Nous supposons que F > 0, alors f ′(ωg) > f ′(ωd) car ωg > ωd et la condition














Par de´finition de ωg et ωd, on peut re´e´crire la formule sous la forme
σ = F
(Ug + Ud).W
|Ug|+ |Ud| = F
|Ug| − |Ud|
|Ug −Ud| .
2.4.3.2 E´tude du choc ω0 = 0
Cette situation correspond au cas ou` Ug et Ud sont coline´aires, en particulier
Ug−UdUgUd. On passe a` la limite avec ω0 → 0. Comme ωg ≥ ωd nous avons
encore f ′(ωg) > f ′(ωd). La condition de Lax indique que l’on est en pre´sence d’un




2.4.3.3 E´tude de la rare´faction ω0 6= 0
On se place maintenant dans le cas d’une rare´faction, c’est-a`-dire que l’on
suppose que F < 0 alors f ′(ωg) < f ′(ωd) car ωd < ωg. On cherche une solution
autosimilaire qui satisfait
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En premier lieu, on note que f ′(ω) est une bijection de R sur ]F,−F [, donc












F 2 − ( ζ
t
)2 , ζt ∈]F,−F [. (2.4.2)
La rarefaction se de´veloppe dans le cone
F < f ′(ωg) ≤ ζ
t
≤ f ′(ωd) < −F
et ω est donne´ par la relation (2.4.2). Nous avons trois situations distinctes :
1. si f ′(ωg) < f ′(ωd) < 0 alors la rare´faction est dans le plan gauche et
ω(0, t) = ωd. Le flux traversant la droite δc est F |Ud| (voir figure 2.7-(a)).
2. si 0 < f ′(ωg) < f ′(ωd) alors la rare´faction est dans le plan droit et ω(0, t) =
ωg. Le flux traversant la droite δc est F |Ug| (voir figure 2.7-(b)).
3. si f ′(ωg) < 0 < f ′(ωd), cela donne lieu a` une rare´faction traversant l’axe
ζ = 0. On a alors ω(0, t) = 0. Le flux traversant la droite δc est F |ω0| (voir
figure 2.7-(c)).
2.4.3.4 E´tude de la rare´faction ω0 = 0
La situation ω0 = 0 correspond au cas ou` Ug et Ud sont coline´aires, en
particulier Ug −Ud Ug Ud. Pour tout ω0 6= 0, la proprie´te´ que f ′(ω) est une
bijection de R sur ]F,−F [ est toujours vraie et la rare´faction se de´veloppe entre
f ′(ωg) et f ′(ωd). On note par f ′l et ωl la limite de f
′ et de ω(ζ, t) lorsque ω0 tend
vers 0 dans les relations (2.4.1) et (2.4.2). La fonction f ′ devient
f ′l (ω) = −F, si ω < 0, f ′l (ω) = +F, si ω > 0.
D’autre part, la relation (2.4.2) donne comme limite wl(ζ, t) = 0. On distingue
trois cas.
1. Si ωg < ωd < 0 alors
lim
ω0→0
f ′(ωg) = lim
ω0→0
f ′(ωg) = −F.
Par conse´quent la rare´faction se re´duit a` une discontinuite´ de contact e´vo-
luant a` la vitesse σ = −F (voir figure 2.8-(a)).
2. Si 0 < ωg < ωd alors la rare´faction se re´duit a` une discontinuite´ de contact
e´voluant a` la vitesse σ = +F (voir figure 2.8-(b)).
3. Dans le cas ou` ωd < 0 < ωg,avec F < 0, on a f
′
l (ωg) = +F et f
′
l (ωd) = −F
avec ωl(ζ, t) = 0 sur le domaine [F,−F ]. C’est le cas limite de la rare´faction
se re´duisant a` la solution nulle sur le cone (voir figure 2.8-(c)).
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Figure 2.7 – Repre´sentation d’une onde de rare´faction dans la cas ω0 6= 0
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Figure 2.8 – Repre´sentation d’une onde de rare´faction dans la cas ω0 = 0
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2.4.4 Solution the´orique pour la level set
A partir de la solution en U, nous allons construire la solution en φ. Nous
rappelons que pour Ug et Ud donne´s, on de´termine le vecteur W =
Ug −Ud
|Ug −Ud|
ainsi que la droite δc et les deux demi-plans Pg et Pd. On fait le choix de la bonne
condition initiale (φm0 ou φ
M
0 ) afin que ∇φ0 = Ug sur Pg, ∇φ0 = Ud sur Pd. On
rapelle qu’avec ce choix ωg ≥ ωd.















Figure 2.9 – Repre´sentation de la solution du proble`me des demi-plans dans le
cas du choc
On suppose que F > 0, on est alors dans la situation ou` f ′(ωg) ≥ f ′(ωd).




Pour tout temps t ≥ 0, on note par δc(t) la droite paralle`le a` δc dans le plan Oxy,
translate´e du vecteur tσW . On note aussi par Pg(t) et Pd(t) les demi-plans situe´s
a` gauche et a` droite de δc(t) (voir figure 2.9). La fonction U est de´finie par
U(x, t) = Ug, x ∈ Pg(t),
U(x, t) = Ud, x ∈ Pd(t).
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Posons alors
φ = φg(x, t) = Ug · x− F |Ug| t, x ∈ Pg(t),
φ = φd(x, t) = Ud · x− F |Ud| t, x ∈ Pd(t).
On ve´rifie bien que φg et φd sont solutions de l’e´quation dans chacun des demi-
plans tel que ∇φ = U.
On ve´rifie bien la continuite´ de la fonction φ sur la droite δc(t). En effet, si
x ∈ δc(t) alors par de´finition de la droite δc(t)
W · (x− tσW ) = W · x− tσ = 0.
Evaluons maintenant la diffe´rence des deux fonctions sur la droite δc(t)
φg(x, t)− φd(x, t) = (Ug −Ud) · x− F (|Ug| − |Ud|)t
= |Ug −Ud|(W · x− tσ) = 0,
donc φ est bien la solution du proble`me des demi-plans.
















Figure 2.10 – Repre´sentation de la solution du proble`me des demi-plans dans le
cas de la rare´faction ω0 6= 0
On suppose que F < 0, on est dans la situation ou` f ′(ωg) < f ′(ωd) en repre-
nant les notations de la section pre´ce´dente avec







2.4. LE PROBLE`ME DES DEUX DEMI-PLANS POUR L’E´QUATION LEVEL SET
On de´coupe l’espace R2 en trois parties de la manie`re suivante : on note par
δg(t) la droite paralle`le a` δc translate´e du vecteur f
′(ωg)tW et par δd(t) la droite
paralle`le a` δc translate´e du vecteur f
′(ωd)tW . Le demi-plan Pg(t) est situe´ a`
gauche de δg(t) et le demi-plan Pd(t) est situe´ a` droite de δd(t). Enfin, on notera
par Pc(t) la bande centrale situe´e entre δg(t) et δd(t) (voir figure 2.10). La solution
U est donne´e par
U(x, t) = Ug = ωgW + ω0V , x ∈ Pg(t),
U(x, t) = Ud = ωdW + ω0V , x ∈ Pd(t),
U(x, t) = ω(ζ, t)W + ω0V , x ∈ Pc(t)
avec ζ = x ·W et la fonction ω est donne´e par la relation (2.4.2). On en
de´duit que sur les domaines Pg(t) et Pd(t), la solution φ est donne´e par
φ = φg(x, t) = Ug · x− F |Ug| t, x ∈ Pg(t),
φ = φd(x, t) = Ud · x− F |Ud| t, x ∈ Pd(t).
Pour de´finir la solution sur la bande Pc(t), il est pre´fe´rable d’utiliser le repe`re
B = {W ,V }. Dans ce repe`re, la bande est caracte´rise´e par f ′(ωg) ≤ ζt ≤ f ′(ωd)
et la fonction φ˜c(ζ, η, t) = φc(x, t) est a` de´terminer.
On sait que ∂ηφ˜ = ω0, ∂ζ φ˜ = ω(ζ, t) et ∂tφ˜ = −F
√
ω2(ζ, t) + ω20 avec
ω(ζ, t) = − ζ|ω0|√
t2F 2 − ζ2 ,
ζ
t
∈]− F, F [.
Posons γ(ζ, t) = −|ω0|
√
t2F 2 − ζ2, ve´rifions que
φ˜c(ζ, η, t) = γ(ζ, t) + ηω0
est bien solution du proble`me.
Par construction, on a bien ∂ηφ˜ = ω0, ∂ζ φ˜ = ω(ζ, t). Il reste a` ve´rifier que
∂tφ˜ = −F |∇ζ,ηφ˜| = −F
√
ω2(ζ, t) + ω20
D’une part, on a
∂tφ˜ = ∂tγ(ζ, t) = −F 2 t|ω0|√
t2F 2 − ζ2 .
D’autre part on a
F
√
ω2(ζ, t) + ω20 = F
√
F 2ω20




t2F 2 − ζ2
et la dernie`re relation est bien ve´rifie´e. On peut exprimer la solution dans le repe`re
canonique par
φc(x, t) = −|ω0|
√
t2F 2 − (x ·W )2 + x · V , x ∈ Pc(t),
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avec ω0 = Ug · V = Ud · V .
Nous allons enfin ve´rifier la continuite´ de la solution sur les droites δg(t) et
δd(t). Nous pre´sentons la ve´rification uniquement pour δg et on se place a` nouveau
dans le repe`re (W ,V ).
Dans le nouveau repe`re, δg(t) est caracte´rise´e par
ζg(t) = f
′(ωf )t = Ft
Ug ·W
|Ug| .
On a alors dans le repe`re {W ,V }
φg(ζ, η, t) = Ug ·W ζ + Ug · V ζ − F |Ug| t.
On ve´rifie alors
φ˜g(ζg(t), t)− φ˜c(ζg(t), t) = ζg(t)Ug ·W + ηω0 − Ft |Ug| − (−|ω0|
√
t2F 2 − ζ2g (t) + ηω0)
= Ft
(Ug ·W )2

























2.4.4.3 E´tude de la rare´faction ω0 = 0
Si ωd < ωg < 0 (resp. ωg > ωd > 0) alors, la rarefaction de´ge´ne`re en une
discontinuite´ de contact se de´plac¸ant a` la vitesse −F (resp . +F ). Dans ce cas on
conside`re la droite δc(t) paralle`le a` δc translate´e du vecteur FtW (resp. −FtW ).
Pg(t) et Pd(t) repre´sente respectivement les deux demi-plans situe´s a` gauche et a`
droite de δc(t) et la solution est
φ = φg(x, t) = ωgW · x− F |ωg| t, x ∈ Pg(t), (2.4.3)
φ = φd(x, t) = ωdW · x− F |ωd| t, x ∈ Pd(t). (2.4.4)
Dans le cas ou` ωd < 0 < ωg, avec F < 0, on rede´coupe le plan R2 en trois
parties se´pare´es par les droite δg(t) et δd(t) obtenues par translation de δc suivant
les vecteur −FtW et +FtW respectivement. Sur Pg et Pd la fonction φ est
donne´e par (2.4.3) et (2.4.4). Sur Pc on a φ = 0.
Remarque 2.4.4. Cette situation particulie`re est la traduction du principe de
monotonie de la solution d’un proble`me d’Hamilton-Jacobi en dimension un d’es-
pace (ω0 = 0). Celle-ci re´sulte de la condition d’entropie applique´e a` la solution
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Figure 2.11 – Repre´sentation de la solution du proble`me des demi-plans dans le
cas de la rare´faction ω0 = 0 et ωg < 0 < ωd.
U. On peut ve´rifier sur des exemples tre`s simples, en dimension un d’espace,
que la solution non entropique conduit a` une solution φ qui n’est pas la solution
de viscosite´ (mais qui est bien une solution du proble`me d’Hamilton-Jacobi). La
solution obtenue dans le cas limite ω0 = 0 est aussi continue car limite de fonc-




Sche´mas volumes finis pour
l’e´quation level set
Dans ce chapitre on se propose de calculer une approximation de la solution
de l’e´quation de level set. Dans la litte´rature, il existe deux approches tre`s dif-
fe´rentes pour e´tablir des sche´mas nume´riques. La premie`re approche consiste a`
e´tudier l’e´quation de level set comme une e´quation de type Hamilton-Jacobi
alors qu’une autre fac¸on de proce´der est de se ramener a` un proble`me de type
loi de conservation en prenant le gradient de cette e´quation conduisant a` un
syste`me faiblement hyperbolique. La solution de viscosite´ peut eˆtre alors formel-
lement conside´re´e comme primitive de la solution faible entropique du proble`me
hyperbolique associe´. Notons au passage que cette correspondance est prouve´e
en dimension un d’espace mais que le cas de dimensions supe´rieures est un pro-
ble`me encore ouvert. Ne´anmoins, plusieurs auteurs capturent la solution faible
entropique puis l’inte`gre pour obtenir la solution de viscosite´.
Nous pre´sentons une me´thode volume fini pour approcher l’e´quation level set
sur des maillages non structure´s compose´s de triangles. La solution approche´e
appartient a` l’espace des fonctions line´aires par morceaux qui sont continues aux
milieux des interfaces des triangles (l’espace de Crouzeix-Raviart [12]). Cette me´-
thode est conc¸ue pour des vitesses F quelconques, ce qui ne ne´cessite aucune hy-
pothe`se supple´mentaire de convexite´. En outre, les nouveaux solveurs posse`dent
proprie´te´s classiques : ils sont exacts lorsque la donne´e initial est affine, inde´pen-
damment de la repre´sentation ge´ome´trique de la donne´e initiale et monotone. La
the´orie ge´ne´rale de Barles-Souganidis [?] (voir aussi Crandall et Lions [20] et [50])
fournit aussi bien la convergence que l’estimation d’erreur dans la norme L∞.
Nous illustrons ces proprie´te´s par des applications nume´riques. En particu-
lier nous regardons le cas du proble`me des deux demi-plans pour lequel notre
sche´ma donne une approximation pour le gradient de la fonction level set. Par
ailleurs, l’ordre de pre´cision attendu est obtenu avec la norme L1 et L∞ pour des
fonctions re´gulie`res. Pour finir, notre me´thode est facilement extensible aux pro-
ble`mes d’Hamilton-Jacobi du premier et du second ordre, comme ce qui est le cas
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par exemple des re´sultats de [10] ou` une e´tude de´taille´e des diverses me´thodes
volumes finis pour les proble`mes line´aires du second degre´ est propose´e. Nous
nous re´fe´rons e´galement a` [36] ou` des sche´mas volumes finis pour les proble`mes













Figure 3.1 – Ele´ments du maillage.
On suppose que Ω est un domaine ouvert borne´ et polygonal de R2 et on
note par Th une triangulation de Ω. Soit N le nombre d’e´le´ments du maillage, on
note par Bi (i = 1, ..., N) le centre du triangle Ki appartenant a` Th ; et par ν(i)
l’ensemble des indices des e´le´ments Kj ∈ Th qui ont un coˆte´ commun avec Ki.
Soit j ∈ ν(i), on de´signe par Si,j = Ki ∩ Kj le coˆte´ commun aux triangles Ki
et Kj. Sij est donc une areˆte du maillage Th et Eh est l’ensemble des areˆtes de
ce maillage. On note par Mi,j le milieu de l’areˆte Sij et par νi,j la normale a` Sij
oriente´e du triangle Ki vers le triangle Kj. Par cette convention d’orientation,
nous en de´duisons que νj,i = −νi,j.
Si un triangleKi a un coˆte´ commun avec le bord, on le notera Sie. Si Li,j repre´sente
la droite contenant l’areˆte Si,j, le point Qi,j est de´fini comme l’intersection entre
le segment [Bi,Bj] et la droite Li,j.
Soit T > 0, L ∈ N∗, et t1, .., tL une subdivision de l’intervalle de temps [0, T ].
∆tn = tn+1− tn est le pas de temps a` l’instant tn+1 et ∆t = max
n=1,..,L
∆tn est le pas
de temps maximal.
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3.1.2 Espaces d’approximation
Nous de´finissons les espaces d’approximations de type e´le´ments finis utiles
pour la suite.
V0h ={φ ∈ L∞(Ω), ∀Ki ∈ Th φ|Ki ∈ R},
V1h ={φ continue sur Ω, ∀Ki ∈ Th λ|Ki ∈ P1},
V0grad ={∇φ ∈ V0h × V0h, φ ∈ V1h},




∇φ|Ki1Ki ∈ V0h × V0h, φ ∈ V1,nch }.
On de´signe par 1Ki , i = 1, .., N , et λij les bases respectives des espaces vectoriels
V0h et V1,nch .
Remarque 3.1.1. Par construction une fonction φ ∈ V1,nch n’est pas de´finie sur
les areˆtes sauf aux points Mij. Soit P un point de Sij, on note par
φ−(P ) = lim
x→P,x∈Ki







(φ−(P ) + φ+(P ))
et on obtient ainsi une extension de φ ∈ B(Ω). En outre l’extension est encore
continue aux points Mij.
Soit φnij une approximation de la fonction φ (solution de l’e´quation de level
set) au point Mij ∈ Eh et a` l’instant tn, la fonction approche´e φnh ∈ V1,nch est
de´finie par φnh =
∑
Sij
φnijλij. La fonction φ
n
h est une approximation non conforme
de φ, ses valeurs sont connues aux milieux des interfaces des e´le´ments et non aux
sommets des e´le´ments. Si on pose Uni = ∇φnh|Ki , alors Unh =
N∑
i=1
Uni 1Ki est une
approximation de ∇φ a` l’instant tn. Comme φnh ∈ V1,nch , Unh ∈ V0,ncgrad, une relation
entre la fonction φnh et son gradient est donne´e par la proposition suivante.



















De´monstration. Soit φ ∈ V1,nch alors φ =
∑
Sij
φ(Mi,j)λij. Poour Ki ∈ Th, ∇φ|Ki ∈























car φ est line´aire le long de Sij donc la me´thode d’inte´gration centre´e est exacte.






pour φij tel que Ki ∈ Th, jν(i), posons φ =
∑
Sij

















n’est pas force´ment un e´le´ment de V0,ncgrad. La proposition pre´ce´dente montre que
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3.2 Construction des sche´mas
Dans cette section, nous introduisons les diffe´rents sche´mas nume´riques fonde´s
sur l’e´quation d’Hamilton-Jacobi ou sur l’e´quation de loi de conservation associe´e.
3.2.1 Formulation non conforme de l’e´quation level set
Soit φ de´finie sur Ω× (0, T ) tel que
∂tφ(x, t) + F (x, t) |∇φ(x, t)| = 0 dans Ω× (0, T ), (3.2.1)
φ(x, t = 0) = φ0(x) dans Ω, (3.2.2)
∇φ · n = 0 sur ∂Ω× [0, T ]. (3.2.3)








F (x, t) |∇φ(x, t)| dγ dt = 0. (3.2.4)




































ou`Hni,j est l’hamiltonien nume´rique. Nous dirons qu’un sche´ma est de type Hamilton-
Jacobi s’il est construit a` partir de la formulation (3.2.7).
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3.2.2 Formulation volumes finis de l’e´quation de loi de
conservation
La me´thode des volumes finis [8, 25] est largement utilise´e dans l’approxima-
tion nume´rique des e´quations de lois de conservation (cf. par exemple [15] ses
re´fe´rences). Cette me´thode repose sur l’inte´gration de l’e´quation de conservation
sur un volume de controˆle. Par le the´ore`me de la divergence, on peut expri-
mer la variation temporelle de la grandeur physique e´tudie´e en fonction des flux
aux interfaces du volume. L’avantage de cette technique est qu’elle pre´serve la
conservativite´ par nature et permet un choix tre`s libre des volumes de controˆle
s’adaptant ainsi a` des ge´ome´tries complexes.
Soit U : Ω×]0, T [→ R2 tel que :
∂tU(x, t) +∇ (F (x, t) |U(x, t)|) = 0 dans Ω× [0, T ], (3.2.8)
U(x, t = 0) = U0(x) dans Ω, (3.2.9)
U · n = 0 sur ∂Ω× [0, T ]. (3.2.10)
On utilise une formulation volumes finis de l’e´quation (3.2.8). Pour cela, inte`-





∇ (F (x, t) |U(x, t)|) dx = 0. (3.2.11)
Remarquons qu’une formule d’inte´gration par parties sur le deuxie`me terme de





F (x, t) |U(x, t)| ν dγ = 0. (3.2.12)








F (x, t) |U(x, t)| ν dγ dt = 0. (3.2.13)


































F (x, t) |U(x, t)| dγ dt,




























ou` Gni,j est le flux nume´rique. Nous dirons qu’un sche´ma est de type Loi de
conservation s’il est construit a` partir de la formulation (3.2.15). On posera par









i,jνi,j ∈ V0,ncgrad d’apre`s la proposition 3.1.1. Donc si
Ûnh ∈ V0,ncgrad alors Ûn+1h ∈ V0,ncgrad.
3.2.3 Lien entre les deux formulations
Pour de´terminer une approximation de φ et de U, on peut soit utiliser l’e´qua-
tion de type Hamilton-Jacobi (HJd), soit le syste`me de loi de conservation
(LCd). Nous avons vu dans le chapitre 2 que sous une hypothe`se de convexite´
de l’Hamiltonien ces deux mode`les sont e´quivalents. Nous e´tablissons dans cette
section le lien entre les formulations (3.2.7) et (3.2.15) en terme de sche´ma nu-
me´rique.
Soient φnh ∈ V1,nch une approximation de la fonction φ a` l’instant tn et Unh ∈
V0h × V0h une approximation de U. Nous conside´rons les deux sche´mas suivants :









3.2. CONSTRUCTION DES SCHE´MAS














ou` hnij = hij(∇φnh|Ki ,∇φnh|Kj) est une approximation de l’hamiltonien nume´-










– hij est dit consistant si
hij(U,U) = H(U) ∀U ∈ R2.
– gij est dit consistant si
gij(U,U) = H(U) ∀U ∈ R2.
Pour e´tablir les liens entre les deux sche´mas, nous avons besoin du lemme
suivant :




αijcijνij = 0 alors cij = ci
De´monstration.
1. ∀ c ∈ R on a c
∑
j∈ν(i)




2. soit j = j1, j2, j3. En dimension 2, ν1 = β12ν2 + β13ν3. Donc
(αij1(cij1 − c)β12 + αij2(cij2 − c))ν2 + (αij1(cij1 − c)β13 + αij3(cij3 − c))ν3 = 0
Comme {ν2,ν3} est une base de R2 alors
αij1(cij1 − c)β12 + αij2(cij2 − c) = 0 ∀ c ∈ R (1)
αij1(cij1 − c)β13 + αij3(cij3 − c) = 0 ∀ c ∈ R (2)
Posons c = cij1 alors d’une part αij2(cij2 − cij1) = 0 d’ou` cij2 = cij1 . D’autre
part, αij2(cij3 − cij1) = 0 d’ou` cij3 = cij1 . Finalement, cij1 = cij2 = cij3 = ci.
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The´ore`me 3.2.1. Supposons que Unh = ∇φnh et que hij et gij sont consistants.
Soient φn+1h et U
n+1
h de´finis par les sche´mas (3.2.16) et (3.2.17). Alors U
n+1
h = ∇φn+1h










De´monstration. Supposons que Un+1h = ∇φn+1h , alors Un+1i = ∇φn+1h|Ki et d’apre`s
(3.2.17)-1






D’autre part, en multipliant l’e´quation (3.2.16)-1 par
|Si,j|
|Ki| νi,j, puis en sommant
















De la proposition 3.1.1 nous de´duisons que
















d’ou`, d’apre`s le lemme 3.2.1
hni,j = g
n
i,j + Ci, Ci ∈ R.
On obtient un re´sultat identique en utilisant Kj. On obtient alors g
n
ij + Ci =
gnij + Cj, ce qui e´quivaut a` dire que Ci = Cj = C. Finalement la consistance du
flux gij implique que C = 0.
Re´ciproquement, en supposant que hni,j = g
n
i,j, nous avons imme´diatement
Un+1i = ∇φn+1h|Ki , Un+1h = ∇φn+1h .
Etant donne´s φnh ∈ V1,nch et Unh = ∇φnh, nous pouvons e´valuer φn+1h et Un+1h
par le sche´ma utilisant l’hamiltonien nume´rique (3.2.16) :
123
3.2. CONSTRUCTION DES SCHE´MAS



















Une seconde approche consiste a` utiliser le syste`me de loi de conservation par
la formule (3.2.17). Ceci nous donne le sche´ma mixte suivant

1) φn+1ij = φ
n


















par construction ∇φn+1h = Un+1h .
La diffe´rence essentielle entre (SHJ) et (SHJ-LC) re´side dans le fait que le
second sche´ma construit Un+1h a` partir de U
n
h tandis que dans le premier sche´ma
Un+1h se de´duit de ∇φn+1h . Dans le premier sche´ma on effectue le calcul avec φ et
on en de´duit U. Dans le deuxie`me sche´ma on effectue le calcul avec U et on en
de´duit φ.
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3.3 Proprie´te´s fondamentales des sche´mas
Dans le chapitre 1, nous avons vu que l’analyse mathe´matique de l’e´quation
level set se fonde sur la the´orie des e´quations de type Hamilton-Jacobi. Dans
cette section, nous verrons que les sche´mas nume´riques permettant d’approcher la
solution de viscosite´ de l’e´quation level set doivent satisfaire certaines proprie´te´s
fondamentales. L’ide´e naturelle ici consiste a` reproduire l’ope´rateur d’Hamilton-
Jacobi sous une forme discre´tise´e.
3.3.1 Maillage structure´
Soit Mij ∈ Eh de coordonne´es (xi, yj). Pour chaque point (xi, yj) de la grille
φnij repre´sente une approximation de φ(xi, yj, t
n).
Crandal et Lions ([20]) proposent des sche´mas nume´riques pour les e´quations
d’Hamilton-Jacobi ou` φn+1ij est obtenu de la manie`re suivante :
φn+1ij = φ
n
ij −∆thij(φnij, φni,j−1, φni,j+1, φni−1,j, φni,j+1), (3.3.1)
ou` hij est l’approximation nume´rique de l’Hamiltonien H. Le choix de h
n
ij est
conditionne´ par les proprie´te´s satisfaites par la solution de l’e´quation d’Hamilton-
Jacobi. Parmi celles-ci, nous en retenons deux.
Consistance
Supposons que φ0(x) = b0 + a · x avec a = (a1, a2) ∈ R2 et φ0ij = φ0(xi, yj).




Cette proprie´te´ est toujours re´alise´e si l’hamiltonien nume´rique ve´rifie
hij(U,U) = H(U) ∀U ∈ R2.
Monotonie
Etant donne´s φnij, ψ
n







ij −∆thij(φnij, φni,j−1, φni,j+1, φni−1,j, φni,j+1),
ψn+1ij = ψ
n
ij −∆thij(ψnij, ψni,j−1, ψni,j+1, ψni−1,j, ψni,j+1).
Le sche´ma (3.3.1) est dit monotone si
φnij ≥ ψnij implique φn+1ij ≥ ψn+1ij . (3.3.3)
Pour souligner l’importance de ces notions, nous rappelons le re´sultat de
convergence obtenu par Crandall-Lions([20]).
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The´ore`me 3.3.1. Soit H : R2 −→ R2 continue et φ0 borne´ et lipschitzienne
sur R2 de constante Lipschitz L. Supposons que le sche´ma (3.3.1) est monotone
et consistant. Supposons de plus que l’Hamiltonien nume´rique hij est localement
lipschitzien. Soit φ la solution de viscosite´ de l’e´quation level set. Alors il existe
une constante c de´pendant uniquement de sup |φ0|, L, hij et N∆t tel que∣∣φnj,k − φ(xj, yk, n∆t)∣∣ ≤ c√∆t
pour 0 ≤ n ≤ N et pour tout j, k.
3.3.2 Maillage non structure´
Une extension des re´sultats de Crandall et Lions a e´te´ re´alise´ par Barles et
Souganidis [?] (voir aussi [50]) qui montre pour les maillages non structure´s la
convergence uniforme de la solution du sche´ma (3.3.1) vers la solution de viscosite´
de l’e´quation level set et donne une estimation d’erreur.
Nous allons de´tailler les points importants de ce re´sultat.
En fait, on peut de´finir S(τ) pour tout τ ∈ [0,∆t] en remplac¸ant ∆t par τ
dans le sche´ma nume´rique permettant de calculer les φn+1ij a` partir des φ
n
ij.
Etant donne´ φnh ∈ V1,nch une approximation de φ au temps tn, on suppose que
l’on posse`de un algorithme qui calcule φn+1h au temps t
n+∆t. On note par Sh(∆t)
l’ope´rateur de´fini par
Sh(τ) : V1,nch −→ V1,nch
φnh 7−→ Sh(τ)φnh = φn+1h .
On rappelle que l’espace B(Ω) est l’ensemble des fonctions borne´es uniforme´-
ment sur Ω et nous introduisons les ope´rateurs de projection suivants :
I˜h : B(Ω) −→ V1,nch ⊂ B(Ω)
φ 7−→ Ihφ
et
Πh : B(Ω) −→ B(Ω)
φ 7−→ Πhφ,
dont on pre´cisera la de´finition plus tard. Alors pour τ > 0, on peut construire
l’ope´rateur S(τ) par
S(τ) : B(Ω) −→ B(Ω)
φ 7−→ Πh ◦ Sh(τ) ◦ Ihφ
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Souganidis et Barles ont mis en e´vidence les contraintes que doivent satisfaire
S.
De´finition 3.3.1.
1. L’ope´rateur S est invariant par translation avec les constantes si pour tout
φ ∈ B(Ω)
S(τ)(φ+ k) = S(τ)φ+ k, k ∈ R. (3.3.4)






3. L’ope´rateur S est monotone si pour tout φ ∈ B(Ω), ψ ∈ B(Ω)
φ ≥ ψ implique S(τ)φ ≥ S(τ)ψ ∀ τ > 0. (3.3.6)
Nous allons e´noncer le re´sultat principal de Souganidis. Soit M ∈ N∗. Consi-
de´rons une subdivision re´gulie`re t0, .., tM (tn = n T
M
) de l’intervalle de temps [0, T ]
de pas de temps ∆t. De´finissons la fonction




S (t− tn)φ∆t (., tn) (x) si t ∈ (tn; tn+1] ,
φ0(x) si t = 0.
(3.3.7)
Nous avons :
The´ore`me 3.3.2. Supposons que S verifie (3.3.6), (3.3.4), (3.3.5) et que H ∈




φ sur RN × [0, T ].
En outre, pour obtenir une estimation d’erreur, Souganidis montre une esti-
mation sous la condition de consistance suivante :
On suppose que ∀φ ∈ C∞(R2)⋂B(R2), on a∣∣∣∣φ− S(τ)(φ)τ −H(∇φ)
∣∣∣∣ ≤ O (τ (‖∇φ‖+ ∥∥∇2φ∥∥)) (3.3.8)
The´ore`me 3.3.3. Supposons que S verifie (3.3.6), (3.3.4), (3.3.8), que H ∈
C0,1(RN) et φ0 ∈ C0,1(RN)
⋂
BUC(RN). Si φ ∈ C0,1(RN × [0, T ]) est la solution
de viscosite´ du proble`me (3.2.1)-(3.2.3) et si φ∆t est de´finie par (3.3.7), alors il
existe une constante postive C = C(‖∇φ0‖) telle que




3.3. PROPRIE´TE´S FONDAMENTALES DES SCHE´MAS
3.3.3 Application de la the´orie de Barles-Souganidis
L’objectif de cette section est de faire le lien entre les notions de monotonie et
de consistance introduits par Souganidis et Barles avec les notions de monotonie
et consistance du sche´ma.
Dans le but d’utiliser les concepts usuels de la the´orie des sche´mas des e´qua-
tions hyperboliques scalaires, nous intoduisons tout d’abord une re´nume´rotation
locale pour les fonctions φ ∈ V1,nch . Ainsi pour tout couple de triangles Ki et Kj
d’areˆte commune Si,j (voir la figure 3.2) nous introduisons les valeurs φ1, ..., φ5 et
les points M1, ...,M5 par
– φ1 = φij, M1 = Mij
– Dans le triangle Ki, on note par φ2 et φ3 les deux autres valeurs de φ et par
M2, M3 les autres points milieux des segments.
– Dans le triangle Kj, on note par φ4 et φ5 les deux autres valeurs de φ et










Figure 3.2 – Renume´rotation locale.
Par ailleurs, on note par ϕl la fonction de forme associe´e a` l’areˆte Sl, l =
1, 2, 3, 4, 5. La fonction ϕl est P1 par morceaux et par de´finition ϕl(φk) = δlk.




|Ki|ν l, l = 1, 2, 3,
∇ϕl|Kj =
|Sl|
|Kj|ν l, l = 1, 4, 5.
De´monstration. Nous faisons la preuve pour ϕ1 dans le triangle Ki. La preuve
est identique pour les autres fonctions. Puisque M2M3Sij alors ∇φ1 ·M2M3 = 0
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Etant donne´s φnh ∈ V1,nch , on de´termine φn+1h =
∑
Sij





ou` hnij = hij(∇φnh|Ki ,∇φnh|Kj) est l’hamiltonien nume´rique.
Nous re´e´crivons le sche´ma (3.3.10) en introduisant l’ope´rateur Hij de´fini par
Hi,j(φ1, φ2, φ3, φ4, φ5) = φij −∆thij(∇φh|Ki ,∇φh|Kj). (3.3.11)
On met ainsi en e´vidence les valeurs aux noeuds plutoˆt que les gradients sur Ki
et Kj.
De´finition 3.3.2.
1. Hij est consistant si hij est consistant, c’est-a`-dire si φh = a+U·M1Mk, k =
1, .., 5 alors
Hij(φ1, .., φ5) = hij(U,U) = H(U) ∀U ∈ R2.
2. Hij est monotone si
∂Hi,j
∂φk
≥ 0, ∀ k = 1, .., 5.
Remarque 3.3.1. On e´tablit une condition e´quivalente de consistance entre Hij
et hij. Par contre, la notion de monotonie n’est de´finie que pour Hij et ne peut
pas eˆtre e´tendue pour hij, c’est ce dernier point qui motive l’introduction de Hij.
Nous devons maintenant construire pre´cisement l’ope´rateur S puis e´tablir une
correspondance entre les proprie´te´s de Hij et les proprie´te´s de S requises par la
the´orie de Barles-Souganidis. Pour cela, pour tout τ > 0, de´finissons tout d’abord
l’ope´rateur
Sh(τ) : V1,nch −→ V1,nch
φ 7−→ Sh(τ)φ
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par
Sh(τ)φ(Mij) = φij − τhij(∇φ|Ki ,∇φ|Kj), ∀Mij ∈ Eh.
Nous conside´rons l’ope´rateur de projection
Ih : B(Ω) −→ V1,nch ⊂ B(Ω)




comme l’ope´rateur d’interpolation des fonctions φ ∈ B(Ω). On utilise l’extension
de φ donne´e par la remarque 3.1.1.
Remarque 3.3.2. Il paraˆıt e´trange de de´finir un ope´rateur d’interpolation sur
des foncions qui sont borne´es. En premier lieu, les fonctions φ ∈ B(Ω) sont
suppose´es de´finies en tout point x ∈ Ω donc φ(x) a toujours un sens. D’autre
part, on s’inte´resse aux fonctions φ ∈ V1,nch qui sont continues aux points Mij qui





Figure 3.3 – Cellule diamant Dij.
Pour de´finir le projecteur Πh, nous conside´rons une partition T˜h de Ω duale a`
la triangulation Th. Cette partition s’obtient en connectant les sommets de chaque
triangle de Th avec leur barycentre et en e´liminant les areˆtes des triangles de Th.
On obtient ainsi des mailles de type diamant Dij positionne´s sur chaque facette
(voir la figure 3.3). Nous associons a` cette nouvelle partition, l’espace V˜1,nch de´fini
par
V˜1,nch = {φ ∈ B(Ω);φ|Dij ∈ P0(Dij), Dij ∈ T˜h}.
Notons qu’il y a une bijection entre les points Mij de Th et T˜h. Le projecteur Πh
est donne´e par
Πh : B(Ω) −→ V˜1,nch
φ 7−→ Πhφ,
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tel que
Πhφ|Dij = φ(Mij), Mij ∈ Eh, Dij ∈ T˜h.
On a la proposition suivante.
Proposition 3.3.1. L’ope´rateur Πh est monotone.
De´monstration. Soient φ, ψ ∈ B(Ω) tels que φ ≥ ψ alors
φ(Mij) ≥ ψ(Mij), ∀Mij ∈ Eh
ce qui implique
φ(Mij) ≥ ψ(Mij) sur Dij,
d’ou`
Πhφ ≥ Πhψ.
Proposition 3.3.2. On a les proprie´te´s e´videntes suivantes.
1. ∀φ ∈ B(Ω)
ΠhIhφ = Πhφ,
IhΠhφ = Ihφ.
2. ∀φ ∈ V1,nch
IhΠhφ = φ.
3. ∀φ ∈ V1,nch
ΠhIhφ = φ.
En conse´quence, il y a une identification entre Πhφ ∈ V1,nch et Ihφ ∈ V1,nch .
Nous rappelons ici la de´finition de l’ope´rateur S(τ) pour τ > 0 par
S(τ) : B(Ω) −→ B(Ω)
φ 7−→ Πh ◦ Sh(τ) ◦ Ihφ
Nous avons alors les re´sultats suivants.
The´ore`me 3.3.4.
1. L’ope´rateur S(τ) est invariant par translation.
2. L’operateur S(τ) est consistant si Hij est consistant.
3. L’ope´rateur S(τ) est monotone si Hij est monotone.
De´monstration.
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Pour τ ∈ R, Mij ∈ Eh, nous avons
Sh(τ)Ih(φ+ k)(Mij) = φ(Mij) + k − τhij
(∇(φ|Ki + k),∇(φ|Kj + k))
= φ(Mij)− τhij(∇φ|Ki ,∇φ|Kj) + k.





+ k sur Dij,
nous en de´duisons que
ΠhSh(τ)Ih(φ+ k)(Mij) = ΠhSh(τ)Ih(φ)(Mij) + k.
2. Soient φ ∈ C∞, τ ∈ R, et Mij ∈ Eh alors
ΠhSh(τ)Ih(φ)(Mij) = (φ(Mij)− τhij(∇φ|Ki ,∇φ|Kj)) sur Dij.











par continuite´ de hij et que par consistance de hij
hij(∇φ,∇φ) = H(∇φ),










3. Soient φ ∈ B(Ω), ψ ∈ B(Ω) tel que φ ≥ ψ. On a clairement que Ihφ ≥ Ihψ.
Par la monotonie de Hij on en de´duit alors que pour tout τ > 0
S(τ)φ = ΠhSh(τ)Ihφ ≥ ΠhSh(τ)Ihψ = S(τ)ψ.
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3.4 Sche´mas centre´s
Dans cette section, nous e´tudions deux sche´mas de´finis a` partir d’un hamil-
tonien nume´rique centre´. Ces sche´mas peuvent sembler naturels et simples mais
nous allons justifier pourquoi ils doivent eˆtre rejete´s.
3.4.1 Pre´sentation
Etant donne´s φnh ∈ V1,nch et Unh = ∇φnh, nous conside´rons l’hamiltonien nume´-






|Ki|H(Mij,Uni , tn) + |Kj|H(Mij,Unj , tn)
|Ki|+ |Kj|
= F (Mij, t
n)
|Ki| |Uni |+ |Kj|
∣∣Unj ∣∣
|Ki|+ |Kj| .
Nous calculons ensuite φn+1h et U
n+1
h par le sche´ma de type Hamilton-Jacobi
suivant :



















En prenant gni,j = h
n
















































|Ui| · ν l
)
, l = 2, 3.
De´monstration. Soit {ϕl}5l=1 les fonctions de forme associe´es aux points {Ml}5l=1





ϕl(x)φl si x ∈ Ki,
∑
l=1,4,5






∇ϕl(x)φl si x ∈ Ki,
∑
l=1,4,5
∇ϕl(x)φl si x ∈ Kj.
alors
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On en de´duit alors
Pour l = 2, 3 avec le lemme 3.3.1 on a
∂Ui
φl






















La proposition suivante re´sume les proprie´te´s de ce sche´ma.
Proposition 3.4.1. Le sche´ma (SC1) est consistant, mais il n’est pas monotone.
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De´monstration. Soit V ∈ R2,
hij(V,V) = F (Mij, t
n)





donc le sche´ma est consistant.
Montrons que ce sche´ma n’est pas monotone.
Soit Hij de´fini par
Hij(φ1, .., φ5) = φij −∆thij(∇φ|Ki ,∇φ|Kj).
D’apre`s le lemme 3.4.1, nous avons par exemple
∂Hi,j
∂φ2








Ui = φ2∇φ2 + c,
nous en de´duisons que
∂Hi,j
∂φ2
change de signe selon les valeurs de φ2 ce qui implique
queHij n’est pas monotone car ce sche´ma ne re´alise pas syste´matiquement ∂Hij∂φl ≥
0.
3.5 Sche´mas de´centre´s de type Roe
Afin de calculer les flux a` travers chaque interface, Godounov (1959) propose
une me´thode nume´rique simple fonde´e sur la re´solution exacte du proble`me de
Riemann. La principale difficulte´ de cette me´thode re´side dans le fait que la
re´solution des proble`mes de Riemann n’est pas simple en ge´ne´ral. Une variante
de cette me´thode propose´e par Roe, consiste a` calculer le flux inter-e´le´ments en
re´solvant de manie`re approche´e le proble`me de Riemann.
Dans ce qui suit, nous proposons une sche´ma de´centre´ base´e´e sur l’approche de
Roe [53]. Ce sche´ma a la proprie´te´ d’eˆtre simple a` imple´menter. Malheureusement,
comme nous le verrons par la suite, un tel sche´ma n’est pas satisfaisant.
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Figure 3.4 – Deux demi-plans Pi et Pj de R2.
3.5.1 Pre´sentation du sche´ma






= 0 dans R2 × [0,∞[, (3.5.1)
Z(x, t = 0) = Uni x ∈ Pi, (3.5.2)
Z(x, t = 0) = Unj x ∈ Pj, (3.5.3)
ou` F ni,j = F (Mi,j, t
n).








|Z| (x, t) dγ(x) dt
par une me´thode de type Roe. Cette me´thode consiste a` line´ariser le proble`me
de Riemann (3.5.1)-(3.5.3). Pour cela, on se donne ν ∈ R2, et on note par A(Z,ν)




















F nij∣∣Uni + Unj ∣∣νij ⊗ (Uni + Unj ).
137
3.5. SCHE´MAS DE´CENTRE´S DE TYPE ROE





j )∇Z = 0 dans R2 × [0,∞[, (3.5.4)
Z(x, t = 0) = Uni x ∈ Pi, (3.5.5)
Z(x, t = 0) = Unj x ∈ Pj. (3.5.6)
Comme la matrice A(Z,ν) est diagonalisable et que ses valeurs propres sont




νjfj est invariant a` travers la discontinuite´ de contact λ1 = 0 et
d’autre part que la valeur du flux en x = 0 est de´termine´e par le signe de λ2. En





Fij |Ui| si λ2 ≥ 0
Fij |Uj| si λ2 < 0
Les sche´mas nume´riques fonde´s sur ce flux sont les suivants.
Pour φh ∈ V1,nch donne´ on pose Uh = ∇φh et on de´termine φn+1h , Un+1h par le
che´ma de type Hamilton-Jacobi :



















ou le sche´ma de type Loi de conservation :
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




















Remarque 3.5.1. Malgre´ le de´centrage, les sche´mas (SR1) et (SR2) ne vont
pas eˆtre satisfaisants. En effet, contrairement a` un proble`me de Riemann clas-
sique, la droite se´parant les deux e´tats constants ne peut eˆtre quelconque, le choix
du de´centrage est fait en fonction de νij alors qu’il devrait plutoˆt eˆtre tributaire
de W .
3.6 Sche´mas de type Lax
Dans cette section, nous proposons une alternative aux solveurs de Godounov.
Nous e´tudions deux sche´mas construits a` partir d’un flux nume´rique de type Lax.
La preuve de la monotonie du sche´ma se fait a` partir d’une hypothe`se sur le
maillage introduite dans [37]. Le cadre abstrait de [?], rappele´ dans la section 3.3,
est utilise´e pour prouver la convergence et l’estimation d’erreur entre la solution
de l’e´quation level set et la solution approche´e.
3.6.1 Pre´sentation
Etant donne´s φnh ∈ V1,nch et Unh = ∇φnh =
N∑
i=1













(Unj −Uni ) · νij,
ou` D > 0 est une constante que l’on pre´cisera dans la suite. Graˆce au the´ore`me











sche´ma de type Hamilton-Jacobi suivant :
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


















Nous pouvons aussi calculer φn+1h et U
n+1
h par les sche´ma de type loi de conser-
vation suivant :
1) φn+1ij = φ
n






















Les proprie´te´s de l’hamiltonien nume´rique hnij sont donne´es par le lemme sui-
vant.
















2 |Ki| (∇H(Ui) · ν l +Dνij · ν l) , l = 2, 3.
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(Uj −Ui) · νij.
Nous avons vu dans la de´monstration du lemme 3.4.1 que
∂Ui
∂φ1



























(∇H(Uni ) · νij
2 |Ki| +






Nous calculons aussi, pour l = 2, 3. Comme
∂Ui
∂φl

























2 |Ki| (∇H(Ui) · ν l +Dνij · ν l) . (3.6.1)
3.6.2 Proprie´te´s
Lemme 3.6.2. Supposons que tous les angles ω de la triangulation Th satisfont













alors le sche´ma est monotone.
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De´monstration. Nous avons :
Soit φ ∈ V1,nch . Comme Ui = ∇φ|Ki , Uj = ∇φ|Kj , on de´finit Hij par






(Uj −Ui) · νij
)




































∇H(Ui) · ν l + ‖∇H‖∞
cosω0
νij · ν l
)
(3.6.2)










Pour e´noncer le principal re´sultat de convergence, nous avons besoin d’intro-
duire l’hypothe`se suivante sur le maillage.
(i) L’intersection entre deux triangles est soit un sommet
soit une areˆte
(ii) pas plus de µ triangles ont un sommet en commun
(iii) h = sup
T∈Th
hT > 1
(iv) Th est re´gulier, c’est-a`-dire qu’il existe une constante
γ inde´pendante de h tel que si τT est le diame`tre
du cercle inscrit au triangle T , alors pour tout T ∈ Th,
hT ≤ γρT .
(HM1)
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La dernie`re hypothe`se implique que si e est une face du triangle T , alors
1. la longueur |e| de l’areˆte e et hT sont comparables,
2. les angles des triangles du maillage sont plus grand que θ0 > 0 (condition
d’angle minimale), et
3. les triangles voisins avec T ′, T ∩T ′ 6= ∅ ont une aire comparable, c’est-a`-dire
qu’il existe des constantes c1, c2 telles que c1 |T ′| ≤ |T | ≤ c2 |T ′|.
The´ore`me 3.6.1. Supposons que H ∈ C0,1(R2), φ0 ∈ BUC(R2) et soit une tri-
angulation Th ve´rifiant (HM1). Conside´rons le sche´ma (Lax1) avec D = ‖∇H‖∞
cosω0
.
Si la condition CFL est ve´rifie´e, alors quand h −→ 0 et ∆t −→ 0,
sup
Mij∈Eh,0≤n≤N
|φ(Mij, tn)− φnh(Mij)| −→ 0.
De´monstration. Comme le sche´ma Lax1 est consitant et monotone (lemme 3.6.2),
nous en de´duisons la convergence par la the´orie de Barles et Souganis [?, 37].
3.7 Re´sultats, tests nume´riques
Afin de mesurer la qualite´ des sche´mas, nous allons introduire des outils par-
mettant d’e´valuer la stabilite´ et la vitesse de convergence.
De´finition 3.7.1. (Nombre de points caracte´ristiques d’un maillage) Pour un
maillage non structure´, on de´finit le nombre de points caracte´ristiques par
N = h˜−1 =
√
I (3.7.1)
ou` I est le nombre de cellules du maillage, h˜ le pas d’espace caracte´ristique et N
le nombre caracte´ristique de points dans chaque direction.
De´finition 3.7.2. Soit φh une approximation de φ. On veut mesurer l’e´cart εh =
|φ− φh| sous la forme
|εh| ' Ch˜α
ou` |.| est une norme a` de´finir, C et α des constantes positives appele´es res-
pectivement ”constante” et ”ordre” de la me´thode.
Remarque 3.7.1. Avec les sche´mas d’ordre e´leve´ (i.e. α > 1), la constante
C est d’une importance mineure puisque l’erreur se re´duit rapidement avec des
maillages de plus en plus fins. Mais pour des sche´mas d’orde peu e´leve´ (α < 1),
la valeur de C devient pre´dominate pour estimer la pre´cision du sche´ma.
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De manie`re pre´cise, pour estimer l’erreur globale, nous utiliserons les normes










ou` φei est la valeur exacte de la fonction level set au point Mij et U
e
i est la
valeur exacte de son gradient au point Bi.
Nous utiliserons aussi, les normes L∞ discre`tes suivantes :
ε∞h (φ, t) = max
Sij
∣∣φij(t)− φeij(t)∣∣,
ε∞h (U, t) = max
i
|Ui(t)−Uei (t)|.
Pour un pas d’espace h˜, nous fixons le pas de temps ∆t a` l’aide d’une relation
de type CFL
∆t ≤ h˜
sup[0,T ]×Ω |F (x, t)|
× cfl. (3.7.2)
ou` cfl ∈ [0, 1] est un parame`tre de re´glage.
Cette section a pour but de re´aliser des tests nume´riques. Les calculs s’effec-
tueront avec les six sche´mas suivants :
SC1 : sche´ma centre´ de type Hamilton-Jacobi,
SC2 : sche´ma centre´ de type loi de conservation,
SR1 : sche´ma de Roe de type Hamilton-Jacobi,
SR2 : sche´ma de Roe de type loi de conservation,
Lax1 : sche´ma de Lax de type Hamilton-Jacobi,
Lax2 : sche´ma de lax de type loi de conservation.
Nous re´alisons deux types de tests. Les deux premiers tests sont de´die´s a`
l’e´tude de la stabilite´ des sche´mas en pre´sence des solutions peu re´gulie`res et
mesurent la viscosite´ nume´rique. Dans le dernier test, nous comparons les sche´mas
ayant re´ussis les premiers tests. Cette nouvelle comparaison se fera en estimant
l’ordre et la constante dans les normes L1 et L∞. Dans tous les tests, le pas de
temps ∆t sera adapte´ pour satisfaire la condition CFL graˆce a` la relation (3.7.2).
Dans le dernier test, nous fixons la valeur du coefficient cfl pour obtenir la plus
petite erreur ε1h(φ, T ) (la norme L
1) au temps final pour un maillage donne´ de
longueur caracte´ristique h˜. L’objectif ici est de monter que, sous la condition
CFL minimale, nous avons asymptotiquement la convergence
ε1h(φ, T ) = C1h˜
α1 , ε1h(U, T ) = C2h˜
α2 ,
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pour la norme discre`te L1 par exemple.
Pour cela, nous choisissons Ω = [−1, 1]2 et utilisons les 4 maillages M0, M1,
M2,M3 avec N0 = 92, N1 = 358, N2 = 1414, N3 = 5770 e´le´ments de longueurs
caracte´ristiques h˜0 = 2.25 × 10−1, h˜1 = 1.09 × 10−1, h˜2 = 4.83 × 10−2, h˜3 =
2.49× 10−2 respectivement.
3.7.1 Description des tests
Soient Ug et Ud deux vecteurs de R2. On rappelle que W est le vecteur
de´fini par W =
Ug −Ud
|Ug −Ud| et V est l’unique vecteur tel que {V ,W } est une
base orthonorme´e directe de R2. Pg et Pd sont deux plans de R3 d’e´quations
respectives z = Ug · x, et z = Ud · x. ∆c ∈ R3 est la droite passant par l’origine
O d’e´quation
(Ug −Ud) · x = 0,
et δc la projection de la droite ∆c dans le plan (x, y). Pour tout temps t ≥ 0,
on note par δc(t) la droite paralle`le a` δc dans le plan Oxy, translate´e du vecteur
tσW . On note aussi par Pg(t) et Pd(t) les demi-plans situe´s a` gauche et a` droite
de δc(t).
Soit x ∈ R2, si on proce`de au changement de variable en introduisant les
coordonne´es dans la base B = {W ,V }, alors on a :
x = ζW + ηV .
Ce changement de base correspond a` une rotation dans la nouvelle base B, ou`











Par construction Ug · V = Ud · V = ω0. Ainsi, les vecteurs Ug et Ud sont
de´finis dans la nouvelle base de la manie`re suivante :
Ug = ωgW + ω0V ,
Ud = ωdW + ω0V ,
avec ωg = Ug ·W , ωd = Ud ·W .
Comme la norme est invariante par rotation, on a donc le proble`me des demi-
plans suivants : trouver φ : R2×]0, T [→ R tel que
∂tφ(ζ, η, t) + F |∇ζ,ηφ(ζ, η, t)| = 0,
φ(ζ, η) = ωgζ + ω0η si ζ < 0, η ∈ R,
φ(ζ, η) = ωdζ + ω0η si ζ > 0, η ∈ R,
(3.7.3)
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dont le proble`me de Riemann associe´ est :












si ζ > 0, η ∈ R,
Les deux premiers tests que nous conside´rons sont solutions du proble`me des deux
demi-plans (3.7.3). Nous rappelons que nous avons re´solu de manie`re exacte ce
proble`me dans le chapitre 2.
• Cas d’un choc avec ω0 6= 0 :
φ1 = Ug · x− F |Ug| t, x ∈ Pg(t),
φ1 = Ud · x− F |Ud| t, x ∈ Pd(t).
et ∇φ1 est de´fini par
∇φ1(x, t) = Ug, x ∈ Pg(t),
∇φ1(x, t) = Ud, x ∈ Pd(t).











• Cas d’un choc avec ω0 = 0 :
φ2 = ωgW · x− F |ωg| t, x ∈ Pg(t),
φ2 = ωdW · x− F |ωd| t, x ∈ Pd(t).
et ∇φ2 est de´fini par
∇φ2(x, t) = ωgW , x ∈ Pg(t),
∇φ2(x, t) = ωdW , x ∈ Pd(t).
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• Cas d’une fonction re´gulie`re :
φ3(x, y, t) = (4− x− 2y)3 exp(−t).
On peut ve´rifier que φ3 satisfait l’e´quation level set avec la vitesse
F (t, x, y) = (4− x− 2y)/√45. Par ailleurs, nous avons
∇φ3 =
−3(4− x− 2y)2 exp(−t)
−6(4− x− 2y)2 exp(−t)
 .
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Frame 001 ⏐ 01 Oct 2007 ⏐
(f)
Figure 3.5 – Repre´sentation 3D des fonctions utilise´es dans les tests a` l’instant
t = 0, 491 pour le maillage M1. De gauche a` droite et de haut en bas : φ1, ∇φ1,
φ2, ∇φ2, φ3, ∇φ3.
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3.7.2 Comportement des sche´mas, Stabilite´
L’objectif des deux premiers tests est d’observer le comportement des sche´-
mas SC1, SC2, SR1, SR2, Lax1, Lax2 pour des solutions issues du proble`me
des deux demi-plans. Ces deux tests sont inte´ressants car comme nous l’avons
vu dans le chapitre 2, nous en connaissons la solution exacte pour des conditions
initiales line´aires par morceaux. D’autre part, la solution est peu re´gulie`re ge´ne´-
rant des oscillations pour les sche´mas qui ne sont pas stables. Ceci nous offre un
permier crite`re pour rejeter les ”mauvais” sche´mas. Un autre inte´reˆt pour ces deux
tests provient du fait que leurs gradients sont discontinus. Ainsi, nous pouvons
comparer la viscosite´ nume´rique.
Dans le premier test, on observe que les sche´ma SR1 et Lax1 capturent la
bonne solution (voir figure 3.6). Pour l’approche loi de conservation, on observe
de nouveau que le sche´ma centre´ doit eˆtre exclu (voir la figure 3.7). Dans la figure
3.8, on observe les fortes oscillations des sche´mas centre´s. On remarque aussi que
le sche´ma de´centre´ SR1 ne respecte pas le principe du maximum car la courbe
passe sous la valeur 1. Le sche´ma Lax1 pre´sente une bonne stabilite´ L∞ mais
avec beaucoup de viscosite´. Le choix de la me´thode loi de conservation modifie la
comportement du sche´ma centre´. Cependant, le sche´ma SR2 ne respecte pas le
principe du maximum meˆme sous la forme loi de conservation. Enfin, le sche´ma
de lax donne le bon re´sultat (voir 3.9).
Pour le cas ω0 = 0, on retrouve un comportement identique que dans le cas
ω0 6= 0 (voir les figures 3.10 et 3.11). Cependant, le sche´ma centre´ pre´sente moins
d’oscillations sous la forme loi de conservation (voir les figures 3.12 et 3.13).
On ne repre´sente pas de courbe pour le cas φ3 car l’approximation nume´rique
est tre`s proche de la solution the´orique et la visualisation n’apporte pas d’e´le´ments
nouveaux.
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Figure 3.6 – Cas ω0 6= 0. Coupe 1D de φ1 et des fonctions calcule´es par les
sche´mas SC1, SR1 et Lax1 au temps t=0.5.
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Figure 3.7 – Cas ω0 6= 0. Coupe 1D de φ1 et des fonctions calcule´es par les
sche´mas SC2, SR2 et Lax2 au temps t=0.5.
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Figure 3.8 – Cas ω0 6= 0. Coupe 1D de ∇φ1 et des gradients des fonctions
calcule´es par les sche´mas SC1, SR1 et Lax1 au temps t=0.5.
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Figure 3.9 – Cas ω0 6= 0. Coupe 1D de ∇φ1 et des gradients des fonctions
calcule´es par les sche´mas SC2, SR2 et Lax2 au temps t=0.5.
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Figure 3.10 – Cas ω0 = 0. Coupe 1D de φ2 et des fonctions calcule´es par les
sche´mas SC1, SR1 et Lax1 au temps t=0.5.
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Figure 3.11 – Cas ω0 = 0. Coupe 1D de φ2 et des fonctions calcule´es par les
sche´mas SC2, SR2 et Lax2 au temps t=0.5.
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Figure 3.12 – Cas ω0 = 0. Coupe 1D de ∇φ2 et des gradients des fonctions
calcule´es par les sche´mas SC1, SR1 et Lax1 au temps t=0.5.
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Figure 3.13 – Cas ω0 = 0. Coupe 1D de ∇φ2 et des gradients des fonctions
calcule´es par les sche´mas SC2, SR2 et Lax2 au temps t=0.5.
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3.7.3 Ordre en norme L1
Nous avons vu que l’erreur d’une me´thode s’e´crit sous la forme ‖ε‖ = Chα.
Si on pose y = − log(‖ε‖) et x = − log(h) alors l’ordre α et la constante C
s’obtiennent par exemple en trac¸ant la droite d’e´quation y = α× x− log(C). De
manie`re concre`te, nous ferons cette e´valuation par une re´gression line´aire. Dans
toute la suite, nous noterons par α1 et C1 (resp. α2 et C2) l’ordre et la constante
associe´s a` la fonction level set φ (resp. ∇φ).
Lax1 C1 α1 C2 α2
φ1 9.38 0.91 1.57 0.43
φ2 5.37 1.18 1.35 0.52
φ3 5.82 ×10−2 0.99 2.23 ×10−2 0.72
Lax2 C1 α1 C2 α2
φ1 9.16 0.93 1.57 0.44
φ2 5.48 1.17 1.36 0.51
φ3 6.10×10−2 0.98 2.18×10−2 0.81
Table 3.1 – Ordre et constante des me´thodes Lax1 et Lax2
















Figure 3.14 – Courbes de convergence en espace pour φ1 en norme L
1.
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Figure 3.15 – Courbes de convergence en espace pour φ2 en norme L
1.














Figure 3.16 – Courbes de convergence en espace pour φ3 en norme L
1.
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3.7.4 Ordre en norme L∞
Les solutions∇φ1 et∇φ2 e´tant discontinues, il n’y a pas d’ordre pour la norme
L∞.
Lax1 C1 α1 C2 α2
φ1 7.87 0.43 - -
φ2 9.38 0.91 - -
φ3 7.73×10−2 0.89 1.99×10−2 0.71
Lax2 C1 α1 C2 α2
φ1 7.61 0.45 - -
φ2 9.16 0.93 - -
φ3 7.59×10−2 0.89 2.50×10−2 0.64
Table 3.2 – Ordre et constante des me´thodes Lax1 et Lax2











Figure 3.17 – Courbes de convergence en espace pour φ1 en norme L
∞.
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Figure 3.18 – Courbes de convergence en espace pour φ2 en norme L
∞.



















Nous avons pre´sente´ le principe de construction d’un sche´ma volume fini pour
l’e´quation level set sur un maillage non structure´ forme´ de triangles. Nous avons
adopte´ deux approches dont la premie`re est dite de type Hamilton-Jacobi et
la deuxie`me de type loi de conservation. La solution approche´e est line´aire
par morceaux et continue aux milieux des interfaces des e´le´ments. Nous avons
rappelle´ le cadre abstrait de la the´orie de Barles et Souganidis permettant de
prouver la convergence.
Comme point de de´part, nous avons e´tudie´ des sche´mas centre´s. Il s’ave`re que
l’approche loi de conservation est plus stable ; mais pour les deux approches, les
sche´mas demeurent insatisfaisants confirmant ainsi les re´sultats the´oriques ob-
tenus en e´tudiant l’approche de type Hamilton-Jacobi. Nous avons ensuite pro-
pose´ des sche´mas de´centre´s de type Roe qui paraissent inte´rssants car faciles a`
imple´menter ; malheureusement, ces sche´mas ne sont pas stables du fait que le
de´centrage se fait selon la normale nij et non selon le vecteur W .
Enfin, nous avons propose´ un sche´ma de type Lax-Frederichs dont nous don-
nons une de´monstration pre´cise de la convergence en mettant en e´vidence sa
proprie´te´ essentielle qui est la monotonie dans le cas de l’approche Hamilton-
Jacobi. Pour les deux approches (Hamilton-Jacobi et loi de conservation), nous
pouvons re´sumer les proprie´te´s du sche´ma de type Lax observe´s aussi bien au
niveau the´orique que lors les essais nume´riques :
– il est consistant : il re´sout exactement le proble`me de Cauchy associe´ a`
l’e´quation level set quand la donne´e initiale est une fonction line´aire sur R2.
– il est inde´pendant de la repre´sentation ge´ome´trique des fonctions line´aires
par morceaux.
– il manipule facilement les ge´ometries complique´s. Et d’un point de vue
the´orique, le passage de la dimension deux a` la dimension trois en espace
peut eˆtre obtenu sans hypothe`se supple´mentaire.
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Sche´mas MUSCL pour l’e´quation
level set
Les sche´mas volumes finis permettent la mise en oeuvre efficace des approxi-
mations nume´riques des solutions des proble`mes hyperboliques monodimension-
nels. Ils permettent en particulier d’approcher la solution faible entropique en ef-
fectuant une bonne re´solution des chocs et des discontinuite´s de contact [42, 25].
Cependant, ils ne donnent pas une pre´cision e´leve´e au moins dans la re´gion ou` la
solution est re´gulie`re.
Le crite`re TVD (Total Variation Diminushing) [29] et les me´thodes de limi-
tation de pente qui sont a` la base des sche´mas MUSCL, permettent d’obtenir
des me´thodes d’ordre de convergence e´leve´ tout en e´vitant les oscillations non
physiques (voir [5] par exemple). Bien que ces me´thodes de type MUSCL se
soient re´ve´le´es pre´cises et robustes en dimension 1, leur extension aux maillages
multidimensionnels carte´siens ou non structure´s n’est pas simple. Par exemple, la
notion de sche´ma TVD n’est pas facilement extensible. En effet, pour un maillage
structure´ 2D, une me´thode TVD est force´ment d’ordre infe´rieur ou e´gal a` 1 [27].
A cet effet, de nouvelles notions comme les sche´mas monotones de Spekreijse
[51] ou les sche´ma LED (Local Extremum Diminushing) de Jameson [31] ont e´te´
construites. On peut aussi citer les extensions des me´thodes MUSCL pour les
sche´mas volumes finis de type cell-centered sur des maillages bidimensionnels non
structure´s de Barth [5] ainsi que l’approche de type vertex-centered (inconnue aux
noeuds) qui a e´te´ e´tudie´e notamment par Dervieux et son e´quipe (voir [55, 18]).
On notera aussi que la convergence des sche´mas volumes finis avec une approche
cell-centered pour l’e´quation d’advection sur un maillage non carte´sien a e´te´ trai-
te´e par Despre`s [24]. Pour une e´tude mathe´matique des sche´mas d’ordre supe´rieur
on peut consulter [38, 39].
Les me´thodes de type MUSCL (Monotonic Upwind Scheme for Conservative
Laws) ont e´te´ introduites par Van Leer [54]. L’ide´e principale est une recons-
truction line´aire par morceaux de la solution tout en pre´servant la stabilite´ du
sche´ma. Dans le cas scalaire, le sche´ma MUSCL doit pre´server toute la variation
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totale de la solution et des me´thodes de limiteur de pentes sont associe´es pour
empeˆcher de fausses oscillations ou de´passement. Les extentions de la me´thode
MUSCL a` des dimensions plus e´leve´es ont e´te´ obtenues en utilisant les maillages
structure´es ou` la technique MUSCL est applique´e dans chaque direction [16].
Pour permettre la discre´tisation pour des domaines complexes borne´s, des
me´thodes MUSCL pour les maillages non structure´s ont e´te´ conside´re´s dans [32,
22, 6]. Ces me´thodes MUSCL sont construites suivant deux e´tapes pour chaque
pas de temps :
– Un gradient pre´dit est d’abord calcule´ en utilisant un sche´ma compact,
– ensuite le gradient est modifie´ pour respecter une contrainte de principe de
maximum ou la de´croissance de la variation totale.
Ceci implique le calcul de nouvelles valeurs et des fonctions flux monotones sur
les interfaces des e´le´ments.
L’objet de ce chapitre est de pre´senter une nouvelle me´thode nume´rique de
type MUSCL afin d’ame´liorer la pre´cision des sche´mas volumes finis e´tudie´s dans
le chapitre 3. On rappelle que des sche´mas d’orde de pre´cision e´leve´e sur maillage
non structure´ pour les e´quations de type Hamilton-Jacobi et donc l’e´quation
level set ont de´ja` e´te´ propose´s par Abgraal [1, 2] mais en utilisant une technique
alternative aux me´thodes MUSCL : les sche´mas ENO. Lions et Souganidis [46]
ont e´gale´ment propose´ des sche´mas MUSCL pour les e´quations d’Hamilton-Jacobi
mais sur maillage structure´.
4.1 La me´thode MUSCL Classique
Les sche´mas du premier ordre ne sont pas tre`s pre´cis et induisent une viscosite´
nume´rique importante pour les chocs. Un sche´ma du second ordre fournit une
meilleure approximation et tend a` diminuer l’effet de diffusion pour les chocs.
Pour construire un sche´ma du second ordre, les techniques de type MUSCL
les plus connues, que nous rappelons brie´vement dans cet expose´, consistent a`




une approximation constante par morceaux U au temps tn donne´e ; ici U = ∇φ
et φ est la solution de l’e´quation level set. Les me´thodes MUSCL consistent a`





manie`re suivante : 
u˜nh(X) = u
n
i + ai ·BiX, X ∈ Ki,
v˜nh(X) = v
n
i + bi ·BiX, X ∈ Ki
(4.1.1)
ou`






CHAPITRE 4. SCHE´MAS MUSCL POUR L’E´QUATION LEVEL SET
– BiX repre´sente le vecteur X−Bi,
– ai ·BiX est le produit scalaire de BiX avec la pente ai ∈ R2,
– bi ·BiX est le produit scalaire de BiX avec la pente bi ∈ R2.
Remarquons qu’une telle reconstruction satisfait∫
Ki
U˜ni (X) dX = |Ki|Uni ,
puisque le barycentre Bi est choisi comme point de re´fe´rence.
Soit Xi,j un point sur l’areˆte commune Si,j, nous notons
uni,j = u
n
i + ai ·BiXi,j, unj,i = unj + aj ·BjXi,j,
vni,j = v
n
i + bi ·BiXi,j, vnj,i = vnj + bj ·BjXi,j,
(4.1.2)
Ce genre de me´thode est dite me´thode monopente puisque nous calculons
les valeurs uni,j (respectivement v
n
i,j) sur les areˆtes Si,j, j ∈ ν(i) en utilisant la
meˆme pente : la pente ai (respectivement bi) ne change pas avec j pour chaque
e´le´ment Ki.
Il y a deux choix naturels pour le point Xi,j : le premier est sugge´re´ par le
point de vue ge´ome´trique car il correspond a` l’interpolation line´aire entre Bi et
Bj, le second est naturel du point de vue de l’inte´gration puisque la me´thode
d’integration centre´e est exacte pour les fonctions line´aires le long de l’areˆte Si,j.















j,i sont de meilleures
approximations de U sur l’interface. Le sche´ma d’ordre 2 s’e´crit alors sous la
forme : 


















Une seconde approche consiste a` utiliser le syste`me de loi de conservation.
Ceci nous donne le sche´ma mixte suivant
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
























Comme nous l’avons rappele´, la difficulte´ re´side dans l’obtention d’un ordre de
convergence plus e´leve´ tout en maintenant la stabilite´. Plusieurs reconstructions
de pentes ont e´te´ propose´es (voir [26], [30], [8] pour une liste exhaustive). Toutes
les me´thodes sont base´es sur une reconstruction locale du gradient. Deux princi-
pales contraintes doivent eˆtre respecte´es :
1. Le choix de la pente sera consistant avec une solution line´aire, i.e, si la
solution est line´aire, la fonction reconstruite doit eˆtre e´gale a` la solution.
2. La solution doit respecter un certain principe du maximum pour garantir
la stabilite´ de l’approximation nume´rique.
Remarque 4.1.1. Dans toute la suite, nous conside´rons uniquement la situation
ou` un e´le´ment Ki est strictement inclus dans le domaine,i.e. l’e´le´ment n’a pas
d’areˆte au bord. Dans le cas ou` l’e´le´ment a une areˆte au bord, nous utilisons juste
un sche´ma du premier ordre en posant ai = 0, bi = 0.
4.1.1 Construction de la pente par les me´thodes du gra-
dient
Nous donnons ici quelques me´thodes classiques de reconstruction en utilisant
la premie`re composante de U. Le principe est le meˆme pour la seconde compo-
sante.
Notons par Kj1 , Kj2 , Kj3 les trois triangles adjacents au triangle Ki, nous
conside´rons les quatre hyperplans dans l’espace x1, x2, U : l’hyperplan pii,1 est
de´fini par les points Bi, Bj2 , Bj3 avec l’e´levation ui, uj2 , uj3 (et alors pii,2 et pii,3
dans la meˆme de´marche). L’hyperplan pi1,2,3 est de´fini par les points Bj1 , Bj2 , Bj3
avec l’e´levation uj1 , uj2 , uj3 .
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pii,1 est donne´ par l’e´quation
(u− uni ) = Gi,1 .BiX
ou` Gi,1 ∈ R2 correspond au gradient suivant la direction spatiale tandis que pi1,2,3
est donne´e par





Figure 4.1 – Repre´sentation du plan pi1,2,3.
Un premier choix pour la pente est ai = G1,2,3 et conduit a` un sche´ma line´aire
consistant tandis que les autres choix utilisent une combinaison de Gi,1, Gi,2,
Gi,3, en posant
ai = σ(Gi,1,Gi,2,Gi,3).
La consistance line´aire est obtenue si et seulement si a = σ(a, a, a) pour tout
a ∈ R2.
4.1.2 Me´thode de minimisation
Dans cette me´thode ([11]), nous conside´rons l’hyperplan minimisant la dis-
tance avec les quatre points (Bi, ui), (Bj, uj), j ∈ ν(i). Nous cherchons la pente





unj − uni − a.BiBj
)2
.
L’existence et l’unicite´ pour le minimum sont e´vidents puisque la functionelle
est strictement convexe et nous obtenons le minimum ai = GLS en utilisant la
me´thode des moindres carre´s. Si u est line´aire, les quatre points sont dans le
meˆme hyperplan et le minimum correspond au gradient de u.
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4.1.3 Conditions de stabilite´.
Pour e´viter des instabilite´s nume´riques a` proximite´ des gradients e´leve´s, on
impose que les valeurs reconstruites ui,j (respectivement vi,j) et uj,i (respective-
ment vj,i) sur Si,j satisfont des conditions de stabilite´. Conside´rons deux triangles
adjacents Ki et Kj, nous de´finissons les conditions suivantes.
1. La condition de stabilite´ L∞
min(uni , u
n
j ) ≤ uni,j, unj,i ≤ max(uni , unj ),
min(vni , v
n
j ) ≤ vni,j, vnj,i ≤ max(vni , vnj ),
(4.1.3)
2. La condition de conservation de la variation totale
si uni ≤ unj alors uni ≤ uni,j ≤ unj,i ≤ unj ,
si vni ≤ vnj alors vni ≤ vni,j ≤ vnj,i ≤ vnj ,
(4.1.4)
Notons que la condition de conservation de la variation totale implique la condi-
tion de stabilite´ L∞.
4.1.4 Le limiteur
La pente ai (respectivement bi) obtenue par les me´thodes des sections 4.1.1
et 4.1.2 ne satisfait pas a` priori la condition de stabilite´. Nous imposons cette
condition en multipliant la pente par un limiteur θi tel que les valeurs ui,j (respec-
tivement vi,j) et uj,i (respectivement vj,i) obtenues avec la nouvelle pente a˜i = θiai
(respectivement b˜i = θibi) satisfont la condition de stabilite´. En particulier, si
θi = 0, on retombe sur le sche´ma du premier ordre. Dans le cas de la solution
line´aire, on a θi = 1 de sorte qu’il est naturel de choisir la plus grande valeur de
θi ∈ [0, 1].
4.2 Me´thode MUSCL multipente
Toutes les me´thodes classiques du second ordre sont base´es sur la reconstruc-
tion (4.1.1). La pente ai (respectivement bi) calcule´e sur l’e´le´ment Ki est utilise´e
pour produire toutes les valeurs reconstruites ui,j, j ∈ ν(i) (respectivement
vi,j, j ∈ ν(i)). Une approche diffe´rente consiste a` fournir trois pentes, une pour
chaque areˆte de l’e´le´ment en respectant les deux conditions fondamentales :
– le sche´ma est consistant pour la fonction line´aire u, i.e. ui,j = u(Xi,j),
– si nous avons un extremum local au point Bi, le sche´ma redonne un sche´ma
du premier ordre, i.e. les pentes s’annulent.
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Dans cette section, nous appliquons une nouvelle me´thode de type MUSCL in-
troduite dans [13] au sche´max Lax1 et Lax2 e´tudie´s dans le chapitre 3. Cette
me´thode est dite me´thode multipente puisque chaque valeur ui,j (respecti-
vement vi,j), est obtenue en utilisant une pente spe´cifique pour chaque j ∈ ν(i).
L’ide´e principale consiste a` conside´rer pour chaque direction un proble`me uni-
dimensionnel ou` on doit e´valuer une pente qui est consistante avec la solution
line´aire et satifait la contrainte de stabilite´ dans la direction conside´re´e.
4.2.1 La de´composition fondamentale
Pour de´finir la me´thode multipente, nous introduisons les vecteurs normalise´s
dans chaque direction BiBj :
tk = tijk =
BiBjk
|BiBjk |
, k = 1, 2, 3.












Figure 4.2 – De´finition du vecteur tk.
Avant d’e´noncer notre proposition, nous supposons de plus que le maillage
satisfait la proprie´te´ suivante (voir figure 4.3) :
(HM2)

Pour un triangle Ki ∈ Th tel que |ν(i)| = 3, le point Bi
est strictement inclus dans le triangle
de´fini par les trois points Bj, j ∈ ν(i).
Proposition 4.2.1 (La de´composition fondamentale). Sous l’hypothe`se (HM2),
il existe des coefficients βkm > 0 tels que l’on ait la de´composition suivante :
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Figure 4.3 – Configuration satisfaisant la proprie´te´ (HM2) (sur la gauche).
Configuration qui ne satisfait pas la proprie´te´ (HM2) (sur la droite).
t1 = β12 t2 + β13 t3 (4.2.1)
t2 = β21 t1 + β23 t3 (4.2.2)
t3 = β31 t1 + β32 t2. (4.2.3)
En outre les coefficients satisfont les proprie´te´s :
βml βlm = 1, (4.2.4)
βml βlk = −βmk, (4.2.5)
pour toute permutation circulaire (m, l, k) de (1, 2, 3).























Les relations (4.2.4)-(4.2.5) se de´duisent imme´diatement de la relation ρ1 + ρ2 +
ρ3 = 1.
Puisque ρk|BiBjk | > 0, nous en de´duisons que tous les coefficients βij sont
ne´gatifs.
170
CHAPITRE 4. SCHE´MAS MUSCL POUR L’E´QUATION LEVEL SET
4.3 Me´thode multipente avec les points Qi,j
A l’aide de la de´composition fondamentale, nous allons e´valuer une approxi-
mation de ui,j et uj,i au point Qi,j par
uij = ui + pij |BiQij| , uji = uj + pji |BjQij| .








, k = 1, 2, 3, (4.3.1)
comme pentes de re´fe´rence (appele´s pentes avales) et





















re´pre´sentent les pentes amont. Nous allons combiner les pentes avales et amont
pour calculer les pentes pij. A cette fin, nous introduisons le limiteur de pente
pour garantir les proprie´te´s de stabilite´.
De´finition 4.3.1. Une fonction (p, q) → θ(p, q) est un limiteur s’il satisfait les
trois proprie´te´s
θ(p, p) = p, ∀ p ∈ R, (4.3.2)
θ(p, q) = 0, ∀ p, q ∈ R avec p q ≤ 0. (4.3.3)
θ(p, q) = θ(q, p). (4.3.4)
Par exemple le limiteur minmod
θ(p, q) = 0 p q ≤ 0,
θ(p, q) = min(p, q) p, q ≥ 0,
θ(p, q) = max(p, q) p, q ≤ 0,
satisfait les trois proprie´te´s. D’autres limiteurs comme le limiteur de Van-Leer ou
le limiteur superbee satisfont aussi les trois proprie´te´s (4.3.2,4.3.3,4.3.4).





i,j), j ∈ ν(i), (4.3.5)
la me´thode multipente s’e´crit alors
ui,j = ui + pi,j |BiQi,j| , j ∈ ν(i). (4.3.6)
Nous avons la proposition suivante :
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Proposition 4.3.1. Supposons que le maillage satisfait l’hypothe`se (HM2),
i) le sche´ma est consistant pour la solution line´aire,
ii) Nous avons un sche´ma du premier ordre aux points extremaux.
De´monstration. Pour prouver la premie`re assertion, conside´rons une fonction li-












= β12 L.t2 + β13 L.t3
= L.(β12 t2 + β13 t3)
= L.t1 = p
ref
i,j1
Nous de´duisons de la proprie´te´ (4.3.2) que pi,j = p
ref
i,j et finalement que ui,j =
u(Qi,j).
Pour prouver la seconde assertion, supposons que ui est un minimum local
alors toutes les pentes prefi,j sont positives. Sous l’hypothe`se (HM2), tous les co-
efficients β sont ne´gatifs par la Proposition 4.2.1. Par conse´quent p−i,j sont ne´gatifs
et la proprie´te´ (4.3.3) implique pi,j = 0.
Remarque 4.3.1. Si nous choisissons la fonction minmod comme limiteur, nous
construisons la valeur au point Qi,j avec la relation (4.3.6). On peut ve´rifier que
nous ve´rifions la condition ui ≤ ui,j ≤ urefi,j si ui ≤ uj ce qui implique que la
reconstruction est TVD dans chaque direction.
4.4 Me´thode multipente avec les points Mi,j








F (x, t) |U(x, t)| dγ dt.
Pour obtenir une approximation nume´rique d’ordre deux, on utilise une formule
de quadrature Gni,j ≈ F (Mij) |U(Mij, tn)| ou` Mij est le milieu de la facette Sij.
Il est donc naturel de chercher a` e´valuer Uij en utilisant le point Mij.
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Figure 4.4 – Vecteur rk.
4.4.1 De´composition fondamentale de ri par rapport a` rj
Nous conside´rerons une approximation de ui,j au point Mi,j. A cette fin, nous
conside´rerons un nouvel ensemble de vecteurs (figure 4.4),
rijk = rk =
BiMijk
|BiMijk |
, k = 1, 2, 3.
Comme dans la section pre´ce´dente, nous avons la proposition suivante.
Proposition 4.4.1. Supposons que le triangle K ∈ Th n’est pas re´duit a` un
segment, alors il existe des coefficients δ12, δ13, δ21, δ23, δ31, δ32 tel que
r1 = δ12 r2 + δ13 r3 (4.4.1)
r2 = δ21 r1 + δ23 r3 (4.4.2)
r3 = δ31 r1 + δ32 r2, (4.4.3)
avec la realtion
δml δlm = 1, (4.4.4)
δml δlk = −δmk, (4.4.5)
pour une permutation circulaire (m, l, k) de (1, 2, 3). De plus, si Bi est strictement
a` l’inte´rieur du triangle (Mi,j)j∈ν(i) alors tous les coefficients sont ne´gatifs.
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Figure 4.5 – De´compositions du vecteur r1 dans la base t1, t
⊥
1 et du vecteur t
⊥
1
dans la base t2, t3
4.4.2 De´composition de ri par rapport a` ti et tj
Les directions naturelles pour calculer les pentes sont tm = tijm , m = 1, 2, 3
puique les informations basiques (i.e. les valeurs de Ui) sont fournies au bary-
centre. Pour calculer les valeurs interpole´es aux points Mi,j, on doit de´composer
rk a` partir de l’ensemble (tm)m=1,2,3. La non unicite´ de la de´composition est e´vi-
dente ainsi un nouveau crite`re est a` introduire dans le but de de´finir la ”bonne”
de´composition indique´e.





est compatible avec l’ensemble (tk), k = 1, 2, 3 si les coefficients satisfont les
proprie´te´s suivantes :
si rk = tk alors µkk = 1 et µkm = 0 , m 6= k.
De plus, la de´composition est unique.
Dans le but de construire une de´compostion compatible, de´signons par t⊥k
un vecteur normalise´ et orthogonal a` tk. D’une part, nous conside´rons l’unique
de´composition de t⊥k dans la base tm m 6= k (figure 4.5)
t⊥1 = η12 t2 + η13 t3, (4.4.7)
t⊥2 = η21 t1 + η23 t3, (4.4.8)
t⊥3 = η31 t1 + η32 t2. (4.4.9)
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D’autre part, nous de´composons rk en utilisant





Avec les relations (4.4.7)-(4.4.9), nous obtenons les de´compositions de rk de la
forme (4.4.6) selon la de´finition (4.4.1).
4.4.3 Construction des pentes







, k = 1, 2, 3. (4.4.10)
Ensuite, nous de´finissons les pentes amonts


























i,j), j ∈ ν(i), (4.4.11)
ou` θ est un limiteur et nous de´finissons les valeurs reconstruites par
ui,j = ui + qi,j |BiMi,j| . (4.4.12)
Proposition 4.4.2. Le sche´ma est consistant pour la fonction line´aire.
De´monstration. Conside´rons une fonction u(X) = u0 + L ·X avec L ∈ R2. Par
construction, nous avons prefi,jk = L · tk. La relation (4.4.10) implique que
q+i,jk = L ·
∑
m=1,2,3
(µkm tm) = L.rk.
Ainsi nous de´duisons que




D’un autre coˆte´, nous e´crivons par exemple avec k = 1






= L.(δ12 r2 + δ13 r3)
= L.r1 = q
+
i,j1
Graˆce a` la proprie´te´ (4.3.2), nous de´duisons que qi,jk = q
+
i,jk
et ainsi ui,j = u(Mi,j)
pour tout j ∈ ν(i).
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Remarque 4.4.1. Il n’est pas e´vident que le sche´ma de´ge´ne`re en un sche´ma
du premier ordre si ui est un minimum ou un maximum local. En effet, puisque
nous supposons que le point Bi est strictement a` l’inte´rieur du triangle compose´
des points Mij, j ∈ ν(i), tous les coefficients δkm sont ne´gatifs. Donc si toutes
les pentes q+i,jk ont le meˆme signe, nous en de´duisons que si q
−
i,jk
q+i,jk < 0 alors
qi,jk = 0 graˆce a` la relation (4.3.3). Mais si toutes les pentes p
ref
i,j ont le meˆme
signe, les pentes q+i,jk donne´es par les relations (4.4.10) n’ont pas a` priori le meˆme
signe, par conse´quent la pente pi,j doit eˆtre non nulle.
4.5 Re´sultats nume´riques
Dans cette section nous pre´sentons une se´rie de tests nume´riques afin de valider
(ou invalider) les sche´mas et me´surer les crite`res de convergences. Nous allons
mettre en oeuvre les six sche´mas suivants :
laxhj : sche´ma Lax1 introduit dans la section 3.6 du chapitre 3,
laxlc : sche´ma Lax2 introduit dans la section 3.6 du chapitre 3,
laxhj2Q : sche´ma MUSCL construit au point Q a` partir du sche´ma Lax1,
laxhj2M : sche´ma MUSCL construit au point M a` partir du sche´ma Lax1,
laxlc2Q : sche´ma MUSCL construit au point Q a` partir du sche´ma Lax2,
laxlc2M : sche´ma MUSCL construit au point M a` partir du sche´ma Lax2.
Pour tous les essais, nous prenons Ω = [−1, 1]2 et utilisons les 4 maillagesM0,
M1, M2, M3 avec N0 = 92, N1 = 358, N2 = 1414, N3 = 5770 e´le´ments de
longueurs caracte´ristiques h˜0 = 2.25× 10−1, h˜1 = 1.09× 10−1, h˜2 = 4.83× 10−2,
h˜3 = 2.49× 10−2 respectivement.
4.5.1 tests nume´riques
Nous allons construire plusieurs types de tests. Pour les deux premiers tests,
nous comparons les sche´mas sur une solution peu re´gulie`re pour e´valuer la vis-
cosite´ nume´rique. Le dernier test concerne une fonction re´gulie`re et on s’inte´-
resse plus particulie`rement a` l’ordre de convergence. Nous estimons l’ordre et la
constante de chaque sche´ma en normes L1 et L∞.
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4.5.1.1 Description des tests
Conside´rons le proble`me suivant : Trouver φ : R2×]0, T [→ R tel que :
∂tφ(x, t) + F (x, t) |∇φ(x, t)| = 0 dans R2 × [0, T ],
φ = φ0 dans R2.
Dans ce qui suit, nous rappelons les tests nume´riques de´ja` rencontre´s dans le
chapitre 3. Ces tests ont e´te´ construits en choisissant a` la fois la vitesse F et la
condition initiale φ0.
Pour les deux premiers tests, on se donne deux vecteurs Ug et Ud de R2.
On rappelle que W est le vecteur de´fini par W =
Ug −Ud
|Ug −Ud| et V est l’unique
vecteur tel que {V ,W } est une base orthonorme´e directe de R2. Pg et Pd sont
deux plans de R3 d’e´quations respectives z = Ug · x, et z = Ud · x.
Soit x ∈ R2, on proce`de au changement de variable en introduisant les coor-
donne´es dans la base B = {W ,V }, ce qui implique
x = ζW + ηV .
Par construction Ug · V = Ud · V = ω0 et les vecteurs Ug et Ud s’expriment
dans la nouvelle base de la manie`re suivante :
Ug = ωgW + ω0V ,
Ud = ωdW + ω0V .
• ∇φ1 un choc a` l’instant initial et F = 1 avec ω0 6= 0 :
φ1(x, 0) =
{
Ug · x, x ∈ Pg




Ug, x ∈ Pg












• ∇φ2 un choc a` l’instant initial et F = 1 avec ω0 = 0 :
φ2(x, 0) =
{
ωgW · x, x ∈ Pg






ωgW , x ∈ Pg












• φ3 est re´gulier a` l’instant initial et F (x, y, t) = (4− x− 2y)/
√
45 :
φ3(x, y, 0) = (4− x− 2y)3
et




4.5.1.2 Comparaison de la viscosite´ des sche´mas
Nous pre´sentons une coupe suivant l’axe y = 0.5 de la solution calcule´e par
plusieurs sche´mas. L’objectif est d’e´valuer visuellement la viscosite´ des sche´mas.
Les re´sultats sont repre´sente´s par les figures 4.6 et 4.7 pour les sche´mas de type
Hamilton-Jacobi ; par les figures 4.8 et 4.9 pour les sche´mas de type loi de
conservation. Il apparaˆıt d’une part que les sche´mas d’ordre 2 soient moins
diffusifs que les sche´mas laxhj et laxlc. D’autre part, on constate les sche´mas de
type loi de conservation sont plus robustes que les sche´mas de type Hamilton-
Jacobi.
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Figure 4.6 – Cas ω0 6= 0. Coupe 1D de ∇φ1 et des gradients des fonctions
calcule´es par les me´thodes de type Hamilton-Jacobi a` l’instant t=0.5.
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Figure 4.7 – Cas ω0 6= 0. Coupe 1D de ∇φ1 et des gradients des fonctions
calcule´es par les me´thodes de type loi de conservation a` l’instant t=0.5.
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Figure 4.8 – Cas ω0 = 0. Coupe 1D de ∇φ2 et des gradients des fonctions
calcule´es par les me´thodes de type Hamilton-Jacobi a` l’instant t=0.5.
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Figure 4.9 – Cas ω0 = 0. Coupe 1D de ∇φ2 et des gradients des fonctions
calcule´es par les me´thodes de type loi de conservation a` l’instant t=0.5.
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4.5.1.3 Ordre en norme L1
Dans ce qui suit, nous e´valuons l’ordre α et la constante C des me´thodes
e´tudie´es en trac¸ant la droite d’e´quation y = α × x − log(C) par une re´gression
line´aire. Dans toute la suite, nous noterons par α1 et C1 (resp. α2 et C2) l’ordre
et la constante associe´s a` la fonction level set φ (resp. ∇φ). Avant de donner
les re´sultats pour l’odre 2, nous rappelons les re´sultats obtenus pour l’ordre 1
(tableaux 4.1) pour saisir le gain en pre´cision. Les re´sultats de l’ordre 2 sont
donne´s par les tableaux 4.2 et 4.3. Les courbes de convergence pour l’erreur entre
les solutions exactes φ1, φ2 et φ3 et les solutions calcule´es par les sche´mas d’ordre
2 sont respectivement donne´s par les figures 4.10, 4.11 et 4.12. Enfin, les courbes
de convergence pour l’erreur entre ∇φ1, ∇φ2, ∇φ3 et les gradients des solutions
calcule´es par les sche´mas d’ordre 2 sont respectivement donne´s par les figures
4.13, 4.14 et 4.15.
laxhj C1 α1 C2 α2
φ1 9.38 0.91 1.57 0.43
φ2 5.37 1.18 1.35 0.52
φ3 5.82 ×10−2 0.99 2.23 ×10−2 0.72
laxlc C1 α1 C2 α2
φ1 9.16 0.93 1.57 0.44
φ2 5.48 1.17 1.36 0.51
φ3 6.10×10−2 0.98 2.18×10−2 0.81
Table 4.1 – Ordre et constante des me´thodes laxhj et laxlc
laxhj2Q C1 α1 C2 α2
φ1 9.19 1.19 9.99 ×10−1 0.71
φ2 5.6 1.37 1.07 0.72
φ3 2.8 ×10−2 2.00 6.5 ×10−3 1.53
laxhj2M C1 α1 C2 α2
φ1 8.22 1.23 9.99 ×10−1 0.7
φ2 5.57 1.38 1.03 0.73
φ3 2.59 ×10−2 2.05 4.7 ×10−3 1.71




laxlc2Q C1 α1 C2 α2
φ1 6.64 1.26 9.87 ×10−1 0.71
φ2 7.9 1.30 1.01 0.73
φ3 3.55 ×10−2 1.86 4.4 ×10−3 1.59
laxlc2M C1 α1 C2 α2
φ1 5.96 1.29 9.54×10−1 0.71
φ2 8.08 1.30 9.97×10−1 0.73
φ3 1.64 ×10−2 2.01 3.00 ×10−3 1.81
Table 4.3 – Ordres et constantes des me´thodes MUSCL de type loi de conser-
vation.













Figure 4.10 – Courbes de convergence en espace pour φ1 en norme L
1.
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Figure 4.11 – Courbes de convergence en espace pour φ2 en norme L
1.
































Figure 4.13 – Courbes de convergence en espace pour ∇φ1 en norme L1.















Figure 4.14 – Courbes de convergence en espace pour ∇φ2 en norme L1.
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Figure 4.15 – Courbes de convergence en espace pour ∇φ3 en norme L1.
4.5.1.4 Ordre en norme L∞
Nous rappelons e´galement les re´sultats obtenus pour l’ordre 1 dans les ta-
bleaux 4.4. Les re´sulats de l’ordre 2 sont donne´s par les tableaux 4.5 et 4.6. Les
courbes de convergence pour l’erreur entre les solutions exactes φ1, φ2 et φ3 et
les solutions calcule´es par les sche´mas d’ordre 2 sont respectivement donne´s par
les figures 4.16, 4.17 et 4.18. Enfin, les courbes de convergence pour l’erreur entre
le gradient de la solution exacte φ3 et le gradient des solutions calcule´es par les
sche´mas d’ordre 2 sont donne´s par la figure 4.19.
laxhj C1 α1 C2 α2
φ1 7.87 0.43 - -
φ2 9.38 0.91 - -
φ3 7.73×10−2 0.89 1.99×10−2 0.71
laxlc C1 α1 C2 α2
φ1 7.61 0.45 - -
φ2 9.16 0.93 - -
φ3 7.59×10−2 0.89 2.50×10−2 0.64
Table 4.4 – Ordres et constantes des me´thodes laxhj et laxlc.
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laxhj2Q C1 α1 C2 α2
φ1 9.83 0.47 - -
φ2 7.83 0.55 - -
φ3 1.22 ×10−3 2.12 8.8 ×10−3 1.07
laxhj2M C1 α1 C2 α2
φ1 9.06 0.5 - -
φ2 7.00 0.58 - -
φ3 1.57 ×10−2 1.96 9.99 ×10−3 0.99
Table 4.5 – Ordres et constantes des me´thodes MUSCL de type Hamilton-
Jacobi.
laxlc2Q C1 α1 C2 α2
φ1 6.82 0.58 - -
φ2 5.71 0.63 - -
φ3 4.4 ×10−3 2.13 3.6 ×10−3 1.19
laxlc2M C1 α1 C2 α2
φ1 6.61 0.59 - -
φ2 5.38 0.64 - -
φ3 5.00 ×10−3 2.05 2.8 ×10−3 1.32
Table 4.6 – Ordres et constantes des me´thodes MUSCL de type loi de conser-
vation.
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Figure 4.16 – Courbes de convergence en espace pour φ1 en norme L
∞.































Figure 4.18 – Courbes de convergence en espace pour φ3 en norme L
∞.













Figure 4.19 – Courbes de convergence en espace pour ∇φ3 en norme L∞.
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4.5.2 Simulations nume´riques
4.5.2.1 Coˆne en rotation
Dans Ω = [−1, 1]2, conside´rons l’e´quation de transport en 2D
∂tφ+ v · ∇φ = 0,





et une condition initiale
φ(x, y, 0) =
√
(x− 0.5)2 + y2 − 0.25. Si nous projetons la vitesse v sur la
normale au front nous avons l’e´quation level set
∂tφ+ F |∇φ| = 0,
avec F = v · ∇φ|∇φ| .
Nous pre´sentons les simulations de la demi rotation d’un coˆne afin de comparer
les sche´mas d’ordre 1 et 2. Les re´sultats qui illustrent la comparaison entre les
sche´mas d’odre 1 et les sche´mas d’ordre 2 pour l’approche de type Hamilton-
Jacobi sont donne´s par les figures 4.20 et 4.21. Nous observons une proprie´te´ de´ja`
rencontre´ dans les tests pre´ce´dents : Les sche´mas d’ordre 2 sont moins dissipatifs
que les sche´mas d’ordre 1. Nous avons des re´sultats anologue pour l’approche loi
de conservation.
4.5.2.2 Changement de topologie
L’inte´reˆt principal de l’e´quation level set est de permettre de suivre l’e´volution
d’une frontie`re libre meˆme en pre´sence de rupture toplologique.
Nous pre´sentons ici un exemple de rupture toplogique en convectant a` l’instant
initial deux coˆnes
√
(x− 0.25)2 + y2−0.2 et√(x+ 0.25)2 + y2−0.2 avec la meˆme




Frame 001 ⏐ 24 Oct 2007 ⏐
(a) Maillage M1 : sche´ma laxhj
Frame 001 ⏐ 24 Oct 2007 ⏐
(b) Maillage M1 : sche´ma laxhj2Q
Frame 001 ⏐ 24 Oct 2007 ⏐
(c) Maillage M2 : sche´ma laxhj
Frame 001 ⏐ 24 Oct 2007 ⏐
(d) Maillage M2 : sche´ma laxhj2Q
Frame 001 ⏐ 24 Oct 2007 ⏐
(e) Maillage M3 : sche´ma laxhj
Frame 001 ⏐ 24 Oct 2007 ⏐
(f) Maillage M3 : sche´ma laxhj2Q
Figure 4.20 – Demi rotation d’un coˆne sous un raffinement de maillage : com-
paraison des sche´mas laxhj et laxhj2Q.
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Frame 001 ⏐ 24 Oct 2007 ⏐
(a) Maillage M1 : sche´ma laxhj
Frame 001 ⏐ 24 Oct 2007 ⏐
(b) Maillage M1 : sche´ma laxhj2M
Frame 001 ⏐ 24 Oct 2007 ⏐
(c) Maillage M2 : sche´ma laxhj
Frame 001 ⏐ 24 Oct 2007 ⏐
(d) Maillage M2 : sche´ma laxhj2M
Frame 001 ⏐ 24 Oct 2007 ⏐
(e) Maillage M3 : sche´ma laxhj
Frame 001 ⏐ 24 Oct 2007 ⏐
(f) Maillage M3 : sche´ma laxhj2M
Figure 4.21 – Demi rotation d’un coˆne sous un raffinement de maillage : com-
paraison des sche´mas laxhj et laxhj2M.
193
4.5. RE´SULTATS NUME´RIQUES
Frame 001 ⏐ 24 Oct 2007 ⏐
(a) Maillage M1 : sche´ma laxlc
Frame 001 ⏐ 24 Oct 2007 ⏐
(b) Maillage M1 : sche´ma laxlc2Q
Frame 001 ⏐ 24 Oct 2007 ⏐
(c) Maillage M2 : sche´ma laxlc
Frame 001 ⏐ 24 Oct 2007 ⏐
(d) Maillage M2 : sche´ma laxlc2Q
Frame 001 ⏐ 24 Oct 2007 ⏐
(e) Maillage M3 : sche´ma laxlc
Frame 001 ⏐ 24 Oct 2007 ⏐
(f) Maillage M3 : sche´ma laxlc2Q
Figure 4.22 – Demi rotation d’un coˆne sous un raffinement de maillage : com-
paraison des sche´mas laxlc et laxlc2Q.
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Frame 001 ⏐ 24 Oct 2007 ⏐
(a) Maillage M1 : sche´ma laxlc
Frame 001 ⏐ 24 Oct 2007 ⏐
(b) Maillage M1 : sche´ma laxlc2MFrame 001 ⏐ 24 Oct 2007 ⏐
(c) Maillage M2 : sche´ma laxlc
Frame 001 ⏐ 24 Oct 2007 ⏐
(d) Maillage M2 : sche´ma laxlc2M
Frame 001 ⏐ 24 Oct 2007 ⏐
(e) Maillage M3 : sche´ma laxlc
Frame 001 ⏐ 24 Oct 2007 ⏐
(f) Maillage M3 : sche´ma laxlc2M
Figure 4.23 – Demi rotation d’un coˆne sous un raffinement de maillage : com-















































































Frame 001 ⏐ 04 Oct 2007 ⏐
(f)
Figure 4.24 – MaillageM2 : simulation d’une rupture topologique par le sche´ma
laxlc2M.
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4.6 Conclusions
Dans ce chapitre, nous avons introduits de nouvelles me´thodes de reconstruc-
tion MUSCL dans le cadre d’un proble`me level set bidimensionnel sur un maillage
non structure´ forme´ de trinagles. Les pentes de cette me´thode MUSCL sont cal-
cule´es suivant trois directions donne´es par les trois triangles voisins. Ceci nous a
permis d’augmenter la pre´cision des sche´mas propose´s au chapitre 3. La mise en
oeuvre nume´rique est facile puisque la me´thode est une me´thode MUSCL uni-
dimensionnelle de dans chaque direction. D’un point de vue nume´rique, le choix
du point me´dian M de bord pour calculer les valeurs ui,j d’interpolation apporte
une meilleure pre´cision mais le sche´ma est moins stable puisque le principe du
maximum n’est pas ne´cessairement respecte´ (ui,j peut eˆtre plus grand que ui ou
uj). Le choix du point Q re´duit l’ordre de la me´thode mais le sche´ma est plus
robuste puisque le choix de ui,j satisfait la contrainte TVD. Ne´anmoins, aucune
anomalie nume´rique n’a pu eˆtre note´e pendant les simulations en utilisant les
sche´mas avec les points M qui au final semble eˆtre le meilleur choix.
Des essais nume´riques ont e´te´ conduits dans le but de comparer les me´thodes
MUSCL de´crites. Les nouvelles me´thodes multi-pente en utilisant l’approche de




D’un point de vue analyse mathe´matique, la contribution que nous avons
apporte´e dans cette partie de la the`se porte sur un seul point.
1. La re´solution exacte du proble`me des demi-plans, ce qui nous donne ainsi
une me´thode syste´matique pour construire des tests pour les sche´mas ap-
prochant l’e´quation level set.
D’un point de vue nume´rique, nous avons de´veloppe´ deux approches a priori
e´quivalente pour la re´solution de l’e´quation level set. Ces deux approches nous ont
permis de construire des sche´mas ge´ne´ralisables aux e´quations d’Hamilton-Jacobi.
1. La construction des sche´mas est base´e sur la me´thode des volumes finis, mais
le fait essentielle ici est que la solution approche´e est une fonction line´aire
par morceaux calcule´e aux milieux des interfaces des e´le´ments. Cela, nous
a permis d’e´tablir un lien entre la solution approche´e de l’e´quation level set
et la solution approche´e de l’e´quation de loi de conservation associe´e ; sans
hypothe`se supple´mentaire de convexite´.
2. Dans un premier temps, nous avons propose´ des solveurs de type lax d’ordre
1 parfaitement adapte´ aux vitesses F quelconques. Ces solveurs ont la par-
ticularite´ d’eˆtre de conception simple. Nous avons notamment prouve´ la
convergence de tels sche´mas nume´riques pour l’approche de type Hamilton-
Jacobi. Les re´sultats nume´riques mettent en e´vidence l’e´quivalence de l’ap-
proche de type Hamilton-Jacobi et l’approche loi de conservation.
3. Nous avons ensuite applique´ une nouvelle me´thode de reconstruction MUSCL
introduite par Clain et Buffard [13] pour l’e´quation de convection en dimen-
sion 2. Les nouveaux sche´mas s’ave`rent moins diffusifs que la version d’ordre
1 comme l’ont confirme´ les exemples nume´riques. Notons que l’approche de
type loi de conservation apparaˆıt plus performante que l’approche de type
Hamilton-Jacobi.
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4. Les sche´mas pre´ce´dents sont ge´ne´ralisables en dimension 3. En effet, nous
pouvons nous re´fe´rer aux travaux re´alise´s par Vivien CLauzon [14] sur l’ex-
tension en dimension 3 de la me´thode MUSCL de Clain et Buffard.
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Re´sume´ Ce travail de the`se est consacre´ a` deux the`mes de recherche en Calcul
Scientifique lie´s par l’approximation nume´rique de proble`mes en me´canique des
fluides.
Le premier the`me concerne l’approximation nume´rique des e´quations de Stokes,
mode´lisant les e´coulements de fluides incompressibles a` vitesse faible. Ce the`me
est pre´sent dans plusieurs travaux en Calcul Scientifique. La discre´tisation en
temps est re´alise´e a` l’aide de la me´thode de projection. La discre´tisation en es-
pace utilise la me´thode des e´le´ments finis mixtes hybrides qui permet d’imposer
de fac¸on exacte la contrainte d’incompressibilite´. Cette approche est originale : la
me´thode des e´le´ments mixtes hybrides est couple´e avec une me´thode d’e´le´ments
finis standards. L’ordre de convergence des deux me´thodes est pre´serve´.
Le second the`me concerne la mise au point de me´thodes nume´riques de type
volumes finis pour la re´solution de l’e´quation Level Set. Ces e´quations inter-
viennent de manie`re essentielle dans la re´solution des proble`mes de propaga-
tion d’interfaces. Dans cette partie, nous avons de´veloppe´ une nouvelle me´thode
d’ordre 2 de type MUSCL pour re´soudre le syste`me hyperbolique re´sultant de
l’e´quation Level Set. Nous illustrons ces proprie´te´s par des applications nume´-
riques. En particulier nous avons regarde´ le cas du proble`me des deux demi-plans
pour lequel notre sche´ma donne une approximation pour le gradient de la fonction
Level Set. Par ailleurs, l’ordre de pre´cision attendu est obtenu avec les normes L1
et L∞ pour des fonctions re´gulie`res. Pour finir, il est a` noter que notre me´thode
peut eˆtre facilement e´tendue aux proble`mes d’Hamilton-Jacobi du premier et du
second ordre.
Abstract This thesis work is devoted to two research topics in Scientific Com-
puting related to the numerical approximation of problems in fluids mechanics.
The first topic relates to the numerical approximation of Stokes equations,
modelling the ”slow”flows of incompressible fluids. It considers the approximation
by a method of projection for the discretization in time. The discretization in
space uses the finite element method mixed hybrids making it possible to impose
in an exact way the incompressibility constraint. This approach is original since
it allows to couple the hybrid mixed finite elements with a method standard finite
element while preserving the order of convergence of the two methods.
The second topic relates to the development of finite volume schemes for the
resolution of the Level Set equation. These equations intervene in an essential
way in the resolution of problems of propagation of interfaces. ln this part, we
developed a new second order method of MUSCL type to solve the hyperbolic
system resulting from the Level Set equation. We illustrate these properties by
numerical applications. In particular we looked at the case of the problem of the
two half-planes for whieh our scheme gives an approximation for the gradient of
the level set function. ln addition, the expected order of accuracy is reached for
the standard L1 and L∞ norms for regular functions. Finally, it should be noted
that our method can easily be extended to Hamilton-Jacobi problems of first and
second orders.
