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A problem when conducting research in the social sciences is that the object of
study, usually people or organizations formed by people, is not always willing
or capable to fully cooperate with the researcher, leading to no or incomplete
information about the participant (or organization). Incomplete information,
or missing data, are often seen as nuisance by researchers, and often treated as
such, that is, missing data are mostly ignored. Participants that dropped out
of the study are excluded from the analysis and participants for whom no data
at all is available are, if at all, only mentioned as the overall response rate to,
say, a questionnaire. This treatment, however, at best only lowers the power of
the statistical analysis and at worst introduces biases into the results.
Several options for treating missing data are available when treating missing
data researchers need to consider the unknown missing data mechanism. Miss-
ing data mechanisms describe the probability distribution of the missingness.
Following the framework defined by Rubin (1976), there are three types of miss-
ing data mechanisms. Data are missing completely at random (MCAR) if the
probability of a value to be missing is independent of the observed data and the
value of the missing data. Data are missing at random (MAR) if the probability
to be missing is independent of the missing value itself, but is related to other
observed variables (e.g., older participants are less likely to fill out parts of the
survey). These two cases are often summarized as ignorable missing data in
the survey research setting, because, given that proper missing data techniques
are applied, they will yield no bias in a resulting analysis. Lastly, data are
Parts of this chapter are based on Krause et al. (2018a,b).
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missing not at random (MNAR) if the missingness is dependent on unknown
missing values (e.g., high income participants are less likely to provide infor-
mation about their income). Data missing not at random will lead to biased
results and are therefore called non-ignorable.
Researchers have several options for handling missing data. These options can
broadly be separated into three categories1: deletion, likelihood-based estima-
tion, and imputation (for a general overview of missing data handling see Schafer
and Graham, 2002). Deletion methods reduce the data to a fully observed sub-
sample. In the case of listwise deletion, the same fully observed subset is used
for all statistical calculations (i.e., every participant with any missing data is
removed from the data set). In pairwise deletion different fully observed subsets
are used for each statistical analysis. Deletion methods are commonly used and
the default for most statistical programs, because they are straightforward in
their application and explanation.
To avoid loss in statistical power, researcher sometimes recruit more partici-
pants, until the desired sample size is obtained. In some cases this is easily
feasible, only requiring some minor investments in recruiting new participants.
In other cases, though possible, recruiting more participants can become very
expensive (e.g., medical trials or neuroscientific studies), or very difficult (e.g.,
studies of rare diseases or disorders, indigenous secluded people, or high pro-
file organizations). For other studies it can, however, be impossible to recruit
new people. In, for instance, a study following a cohort of people over multiple
years (e.g., Dijkstra et al., 2015) one cannot simply add new people and inquire
retrospectively about experiences and contacts they had years, or even decades,
ago, at least not with any reliability comparable to the data collected in the
original sample.
If the missing data are MAR or MNAR, deletion methods will likely intro-
duce bias into the analysis. Likelihood-based methods, however are capable
of obtaining approximately unbiased estimates in larger samples under MAR
(Schafer and Graham, 2002). The marginal distribution of the observed data
provides the correct likelihood of the unknown model parameters θ, if the model
is a realistic model of the complete data and the data are missing (completely)
at random (Schafer and Graham, 2002).
Imputation methods replace the missing values with plausible guesses (Rubin,
1987; Schafer and Graham, 2002). The methods differ in the amount of informa-
tion they take into account and how this information is used for the replacement
1A fourth category, re-weighting, is not applicable to network research because of the
strong dependencies inherent to network data. This thesis focuses primarily on missing data
in the context of network data, and thus, re-weighting of cases will not be discussed.
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of the missing values. Stochastic imputation methods use draws from proba-
bility distributions to replace missing values. These methods can be used for
multiple imputation, where missing values are imputed multiple times based on
a conditional probability model. The obtained imputed data sets are analyzed
separately leading to a distribution of model parameters. These are then com-
bined to obtain parameter estimates and standard errors. For the calculation
of the standard errors both within and between imputation variance are com-
bined. This allows to take the uncertainty about the missing data imputation
into account for the estimation of standard errors.
Both single and multiple imputation allow model estimation using all observed
information and the calculation of descriptive statistics. While both can provide
(on average) unbiased parameter estimation under MCAR and MAR, only mul-
tiple imputation is able to provide unbiased standard error estimates given that
a correct model is used for the imputation. For non-network data, likelihood-
based estimation and multiple imputation are considered the state of the art
(Schafer and Graham, 2002).
1.2 Missing Network Data
While there has been extensive research on missing data treatments for panel
data (for an overview see Schafer and Graham, 2002), missing data treatments
for network data have been far less studied (for an overview on missing data
treatments for network data see Huisman and Krause, 2017). A network here
constitutes a set of nodes (or actors) and their connections, usually expressed
as the random n× n adjacency matrix x with xij = 1 when there is a tie from
node i to node j and xij = 0 when there is no tie
2. Edges connecting nodes to
themselves are usually not allowed (xii = 0). The networks can be directed or
undirected (in the latter case xij = xji). These networks can constitute friend-
ships in a classroom, collaborations between work colleagues, money transfers
between banks, or treaties between countries. For an introduction into network
analysis see Wasserman and Faust (1994) or Robins (2015).
The effects of missing data on descriptive network statistics depend on the
amount of missing data, on the structure of the network, on the descriptive
statistic in question, and how the missing data are treated. Note that there
is no effect of missing data without the effect of a missing data treatment.
Researchers always have to make a decision about missing data. The default
2Many authors in the ERGM literature use y to denote the network, while x is standard
in the SAOM literature. For consistency we use x throughout this thesis.
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treatments for networks are listwise or pairwise deletion, or imputation of un-
conditional means, meaning imputation of no-ties (zeros), as most social struc-
tures are sparse (density < .5) and no-tie being the most likely value. Note
that listwise deletion means the complete removal of one or more nodes from
the network, including all their outgoing and incoming ties. For these treat-
ments some combinations of statistic and overall network structure are more
robust to missingness than others. Larger and more centralized networks are
usually more robust against missing data (Smith and Moody, 2013). Measures
based on indegree are found to be overall more reliable (Costenbader and Va-
lente, 2003; Smith and Moody, 2013; Smith et al., 2017). A notable difference
between network and non-network data can be seen under the MCAR mecha-
nism. While sample estimates of means, variances and model parameters are
usually unbiased for non-network data under MCAR with listwise deletion, the
same does not apply to network data. There can be considerable biases, even
if data are missing completely at random, in descriptive statistics or estimated
model parameters of statistical models (Huisman and Steglich, 2008; Smith and
Moody, 2013; Huisman, 2009).
Likelihood-based estimation methods are available for various families of net-
work models. For the exponential random graph family see Robins et al. (2004),
Gile and Handcock (2006), Handcock and Gile (2007, 2010), Koskinen et al.
(2010, 2013). For the family of stochastic actor oriented models see Snijders
et al. (2010a) and Snijders (2017a). These methods are by definition model-
based, and thus cannot aid the estimation of other network models (e.g., block-
models) or the calculation of descriptive statistics.
Both, single and multiple, imputation procedures are available for networks.
The properties of single imputations have been extensively studied (e.g., Stork
and Richards, 1992; Huisman, 2009; Zˇnidarsˇicˇ et al., 2012), and found to provide
overall only small improvements to deletion methods, if any, and in some cases
they introduce severe biases. Multiple imputation methods for networks are
relatively new and only available for the exponential random graph model family
of network models (Koskinen et al., 2010; Wang et al., 2016). They have, as
of yet, not been systematically studied, and multiple imputation procedures for
longitudinal network data (models) have not yet been developed.
The problem of missing network data becomes a double-edged sword when
likelihood-based methods or multiple imputation are used to treat it. A pecu-
liar feature that distinguishes missing data in network studies where the network
nodes are individual persons who provide information about their outgoing rela-
tions from missing data in non-network studies is best highlighted in the case of
unit non-response, where no information is provided by some participants. On
1.3 network models 5
the one hand, missing data, that is, missing outgoing network nominations, do
not only constitute missing data for the non-responding participants, but they
also constitute missing data for the incoming ties of some (in case of partial
non-response) or all (in case of complete non-response) other members of the
network. The true indegree becomes unknown, after all, the non-responding
actors could have send ties to the observed actors. This makes missing data in
the network setting seemingly more severe, and induces biases in some measures
even under MCAR.
On the other hand, missing data can be, potentially, better salvaged in networks.
For undirected networks it is sufficient if only one side provides information
about the relation (if xij = 1 then xji = 1). In such cases, missing data only
occur for the relation between two missing actors, or, if for legal, ethical, or
methodological reasons, information can only be used if both sides provide an
observation about the relationship. Directed networks, however, do not have
this straightforward solution for missing data. Still, if some members of the
network do not provide any information about their contacts (no outgoing ties
are observed), there is information about these missing participants, because
others in the network could provide information about their relation to the
missing actors (incoming ties are observed). Unlike for regular panel data, the
participants in a network are not randomly sampled and independent of each
other. Their inter-dependencies constitute the subject of the analysis and can
be leveraged to better handle missing data. Thus, also for directed networks,
complete non-response by some members of the network does not mean that no
information is available about them, which would be the case in non-network
data.
In this thesis, we will systematically analyze the most prominent existing miss-
ing data treatments for networks, extend multiple imputation for missing net-
work data to multiplex network structures, longitudinal network data, and actor
attributes. To do so we will rely on two generative network models, Exponen-
tial Random Graph Models (ERGMs; Frank and Strauss, 1986; Wasserman and
Pattison, 1996; Robins et al., 2007; Lusher et al., 2013) and Stochastic Actor-
oriented Models (SAOMs; Snijders, 1996, 2001, 2005, 2017b).
1.3 Network Models
1.3.1 ERGMs and BERGMs
ERGMs (Exponential Random Graph Models) are probability models for cross-
sectional network data (for longitudinal versions of ERGMs see Hanneke et al.,
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2010; Koskinen et al., 2015) where the probabilities depend on the frequency of
occurrence of substructures in the network such as subgraph counts, or other
statistics. Network structures are highly dependent upon each other, therefore
testing hypotheses about structural properties of a network (e.g., girls are more
likely to form cliques than boys) require to also model other network properties
(e.g., the general tendency to form friendships, the gender specific tendencies to
send and receive ties). A sophisticated approach is needed because the depen-
dencies between nodes and ties need to be taken into account. Let X denote the
set of all possible networks on n nodes and let x be a realization of the random
network X. ERGMs represent the probability distribution density of X as




with θ being a vector of model parameters, s(x) a vector of corresponding
sufficient statistics (e.g., number of edges or number of reciprocated ties) and
z(θ) the normalizing constant. The normalizing constant is very difficult to
calculate or even intractable in moderate to large graphs. For an introduction
into ERGMs see Lusher et al. (2013).
Bayesian estimation of ERGMs (BERGMs) was introduced by Caimo and Friel
(Caimo and Friel, 2011). The BERGM samples from the following probability
distribution:
p(θ′, x′, θ|x) ∝ p(x|θ) pi(θ) (θ′|θ) p(x′|θ′), (1.2)
in which θ′ are proposed parameters and x′ are networks simulated with these
proposed parameters, p(x′|θ′) is the likelihood on which the simulated data x′
are defined and belongs to the same exponential family of densities as p(x|θ),
(θ′|θ) is any arbitrary proposal distribution for the parameter θ′, and pi is
the prior probability density function of θ. This method employs auxiliary
variables θ′ and x′, which turns out to be helpful for dealing with the intractable
normalizing constant in the estimation process. The proposal distribution is set
to be a normal centered at θ. The marginal distribution of θ in the Metropolis-
Hastings algorithm is the posterior distribution from which inference is drawn,
which can be obtained after integrating out x′ and θ′. ERGMs and BERGMs
are discussed in more detail in Chapters 2 and 3.
1.3.2 SAOMs
SAOMs (Stochastic Actor-oriented Models) are stochastic network models de-
veloped for modeling the (unobserved) change processes between two (or more)
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observed time points in a network and potentially co-evolving behavior variables
or co-evolving networks. A key assumption of the SAOM is that the change
between the observed network at time points m and m+ 1 can be decomposed
into multiple small steps. Let x(m) be the observation of network x at wave
m. Not all tie variables change at once between the observations, but the tie
variables change in small steps (so-called mini steps) one after the other. Most
often this chain of changes is not observed, making it impossible to easily esti-
mate a model for the observed change (for SAOMs for data with fully observed
chains of mini steps see Stadtfeld et al., 2017). SAOM estimation solves this
problem via simulation. During the estimation hundreds, or thousands, of po-
tential network evolution processes are simulated, each consisting of a series of
small changes. Hence the name SIENA for the software to estimate SAOMs –
Simulation Investigation of Empirical Network Analysis; RSiena is a contributed
package (Ripley et al., 2017) to the statistical system R (R Core Team, 2019).
These evolution processes are modeled by two functions. The rate function
determines which actor makes a decision, and when, according to an exponential
model for waiting times; and the objective function models which decision is
made by the chosen actor according to a multinomial logit discrete choice model.
The rate function assigns waiting times to all actors. Then the shortest waiting
time is chosen and the actor has the chance to either drop one of its existing
outgoing ties, create a new tie to a yet unconnected actor, or do nothing and
let the network remain as it is, resulting in n possible choices. The probability
for each of the possible actor decisions is determined by an objective function,
in which actor-specific network statistics (including effects of covariates) ski(x)
are weighted with parameters of the network evolution θk, given the current





The network statistics ski(x) can be, for instance, subgraph counts (or non-
linear transformations thereof) in the network neighborhood of the focal actor
i (e.g., reciprocity, outdegree, indegree) or functions of the attributes of the
actors sending or receiving the ties, and are always calculated from the network
at the current mini step. This allows the model to capture the dynamic change
process. Two problems arise that make it impossible to directly calculate the
likelihoods or expected values of parameters. First, the true sequence of these
mini steps is unobserved. Second, the possible states of the network, and thus
the possible transitions between two network observations, are far too numerous
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– a binary network of only 30 actors already has 230
2−30 = 7.9× 10261 possible
states. However, the estimation via simulation allows to avoid these problems.
Although SAOMs are primarily used for longitudinal data, a cross-sectional
variant also exists. Here, it is assumed that the observed network is the out-
come of a continuous, stationary process in (at least short-term) equilibrium.
The model assumes that the observed network statistics s(x) are stochastically
stable (e.g., the number of ties, the number of reciprocated ties, or the num-
ber of triangles). In the estimation procedure, however, actors are allowed to
change their relations and the objective function is estimated such that the net-
work statistics s(x) remain overall stable. Stationary SAOMs can be estimated
using the observed network as both starting and end network for the station-
ary distribution (reflecting that the network statistics remain constant). This
means that a rate function cannot be estimated, because no change is observed
in the network. Estimation requires that the rate function is fixed to an arbi-
trarily large value. For a more detailed introduction into stationary SAOMs see
Snijders and Steglich (2015).
SAOMs and their extensions are discussed in more detail in Chapters 4, 5, and 6.
1.3.3 Multivariate Network Models
Network structures are often not studied in isolation, but together with other de-
pendent variables. These can either be other network relations (e.g., friendship
and gossip; Ellwardt et al., 2012) on the same set of actors, so-called multiplex
networks, or node-level variables (attributes). Multiplex network structures in
relation to ERGMs will be discussed in Chapter 3, multiplex SAOMs in Chap-
ter 6. The co-evolution of networks and attributes (in this context usually called
behaviors) will be discussed in Chapters 4 and 5.
1.4 Multiple Imputation for Network Data
In this thesis, we address the development, implementation, and evaluation of
multiple imputation algorithms for network data. Multiple imputation meth-
ods for non-network data are not applicable for handling missing network data,
because they rely on the independence between observations. Thus, imputation
methods built on generative network models should be used to properly main-
tain the structure of the network. The main ingredients for these models have
already been provided by Handcock and Gile (2007), Koskinen et al. (2010),
Snijders et al. (2010a), Hipp et al. (2015), Wang et al. (2016), and Snijders
(2017a).
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1.4.1 Important Existing Missing Data Treatments for Networks
ERGM Family
Handcock and Gile (2007) showed how to estimate ERGMs on missing network
data using a model-based missing data treatment. Their procedure is imple-
mented in the ergm package (Handcock et al., 2007) for R (R Core Team, 2019).
The implemented algorithm allows for unbiased estimation of ERGMs under
missing data, if the data are missing at random and the chosen model is well
fitting. Wang et al. (2016) proposed to utilize the model-based estimation for
imputation in two steps. First an ERGM is estimated on the network with miss-
ing data. Second, the estimated model is used to simulate the missing network
data, conditional on the observed data. Their proposed imputation algorithm
has the caveat that all imputations are simulated using the same parameters.
The imputations thus do not take the uncertainty around the imputation pa-
rameter into account, which is required for multiple imputation parameters to
be considered proper in the sense of Rubin (1987).
Koskinen et al. (2010) provide an algorithm capable of obtaining proper multi-
ple imputed network data using Bayesian ERGMs. The proposed algorithm im-
putes the missing network during the estimation. In short, Bayesian estimation
of ERGMs is an iterative process following three steps at each iteration. First,
parameters for the network structure are proposed. Second, the proposed pa-
rameters are used to simulate networks and calculate a set of sufficient network
statistics. Third, the statistics calculated on the simulated data are compared
to the observed statistics, and the parameter is accepted with a probability de-
pendent on the difference between the observed and simulated statistics, with
parameters leading to simulations closer to the observed data having a higher
probability of being accepted. Koskinen et al. (2010) added an additional step
to this estimation procedure, in which each time, after a proposed parameter is
accepted, the parameter is used to obtain an imputation of the network, similar
to the imputation procedure proposed by Wang et al. (2016). The imputed net-
work is then used as the new comparison in the estimation procedure, that is, in
the next iteration the network statistics calculated on the simulated networks,
are compared to those of the imputed network. If a new parameter is accepted,
a new imputation is formed and passed on to the next iteration.
This procedure is primarily used as a model-based estimation procedure, as it
allows unbiased estimation of Bayesian ERGMs under missing data. However,
it is possible to retain the imputed networks and use them for further analysis
(e.g., blockmodels). The imputed networks further are proper in the sense of
Rubin (1987), because each imputation is drawn using a different vector of
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parameters from the estimated posterior distribution of the parameters. In
the case of Bayesian ERGM estimation, model-based estimation and multiple
imputation are thus the same procedure. The algorithm will be explained in
further detail in Chapter 2.
SAOM Family
The default treatment of missing data using SAOMs depends on the chosen
estimation algorithm. The two most important estimation options are method
of moments and maximum likelihood estimation. The default method for SAOM
estimation is method of moments (MoM; Bowman and Shenton, 1985; Snijders,
2001), that is, parameters for the network evolution from time point m − 1 to
m are estimated such that for a vector of target statistics corresponding to the
model parameters the expected value, approximated by simulation with these
parameters, is equal to the observed values of the target statistics at time point
m.
Another way of estimating parameters and simulating networks is by maximum
likelihood (ML; Snijders et al., 2010a). ML estimation maximizes the likelihood
for the estimated set of parameters to link two consecutive observation waves,
x(m− 1) to x(m). This means that ML simulation always ends in the observed
network x(m) and the exact target statistics, whereas networks simulated by
the method of moments procedure lead to a distribution of networks, which is
on average similar to the observed network on the target statistics.
For estimating SAOMs under missing data, it is important to distinguish be-
tween missing data in the first wave and missing data in following waves, because
the first wave is the starting point for the simulation and is treated by the model
as given. Therefore it is necessary to impute data in the first wave to provide a
starting point for simulations.
Handling missingness in consecutive waves differs depending on the estimation
procedure use in the RSiena software (Ripley et al., 2017). For the MoM pro-
cedure, the model-based hybrid imputation procedure described by Huisman
and Steglich (2008) is used to handle missing tie variables. It is hybrid be-
cause it uses imputation for the simulations but then restricts the use of the
imputed values for the estimating equations. For the first wave, it uses the
simple method of imputing no-ties (zeros) for missing tie variables. Social net-
works are usually sparse and without taking any other information into account
a no-tie is the most likely guess for each missing cell. Missing tie variables in
consecutive waves are imputed by last value carried forward (Lepkowski, 1987).
In the calculation of the target statistics used for parameter estimation, missing
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tie variables are excluded. Therefore, the imputations have no direct effect on
parameter estimation, although they do have effect on the simulations. Earlier
work has shown that for small amounts of missing actors (up to 20%), this
method provides only small biases in the parameter estimates under MCAR,
MAR, and some MNAR situations, and it is superior to other simple imputation
methods (Huisman and Steglich, 2008).
If ML estimation is chosen, missing data at the end of a period are treated in
a model-based way. The procedure is given in Snijders (2017a). Using ML,
the chain of mini steps between two waves is conditional on the observed data
at both time points, m − 1 and m. If data for time m − 1 are complete, this
conditioning determines the probability distribution of any missings at time
m. If data for time m − 1 are incomplete, missing data are imputed also in a
model-based way, where the prior distribution for the unobserved tie indicators
at time m − 1 is defined as as independent binary variables with the observed
density as the tie probability. Given all observed variables at times m−1 and m
and this imputation of the first wave, the chains are simulated, which leads to
stochastic model-based imputation of the missing tie variables at both waves.
The simulated chains are used for parameter estimation.
If there are no missing data at wave m− 1, the imputed values for missing tie
variables at wave m are draws from their conditional distribution given all ob-
served data. If the missing data are MAR and the estimation model is realistic,
this does not introduce any additional bias in the parameter estimation.
It should be noted that in the ML estimation in RSiena for M ≥ 3 waves, all
M −1 periods from time m−1 to m are treated separately. For example, when
analyzing M = 3 waves, missing tie variables in wave 2 are treated in a model-
based way only for the first period (wave 1 to wave 2), but are imputed with the
observed density of the network for the second period (wave 2 to wave 3). In
the case of wave non-response this is a limitation, and was only chosen to keep
the algorithm tractable. In the ML procedure, missing data are not imputed
in the traditional sense. Neither are imputed values returned, nor are imputed
values directly used for parameter estimation in consecutive periods.
Two alternatives to the default treatment have been proposed. The first op-
tion, proposed by Hipp et al. (2015), is an extension to this default procedure,
in which the first wave missing data is imputed using ERGM imputation as
introduced by Wang et al. (2016), and consecutive waves are treated by the
above described default (MoM) procedure. Missing data in later waves remains
untreated, and thus this procedure provides only limited help if many waves
are collected. Only the estimation of the first period (m = 1 to m = 2) profits
from the imputation.
12 introduction
The second proposed treatment tackles the convergence problems that can occur
under missing data. The default missing data treatment can, in cases with high
missing data, fail to converge (within reasonable time). Therefore, de la Haye
et al. (2017) propose a pairwise deletion procedure in which for each analyzed
period m−1 to m only fully observed actors are used. This procedure, however,
might lead to biased results. It has been shown by studies investigating the
effects of missing data on network structures that deletion methods distort the
network structure, even when data are missing completely at random (e.g.,
Huisman and Steglich, 2008; Smith and Moody, 2013; Huisman, 2009). This
might lead to biased target statistics in the estimation procedure. However, in
some cases, such a procedure might be helpful to obtain any converged model.
In this thesis, we will implement, extend, and test the existing procedures for
ERGMs and SAOMs to obtain proper multiple imputation of missing network
data.
1.5 Overview
The following chapters can be broadly separated into two groups. Chapters 2
and 3 focus on missing data in cross-sectional network studies and discuss miss-
ing data in the context of the ERGM family. Chapters 4, 5, and 6 introduce
a new multiple imputation procedure for longitudinal network data within the
SAOM family. Chapter 7 presents the summary and conclusions.
Chapter 2 compares several missing data treatment methods for missing net-
work data on a diverse set of simulated networks under several missing data
mechanisms. We focus the comparison on three different sets of outcomes: de-
scriptive statistics, link reconstruction, and model parameters. The chapter
focuses primarily on multiple imputation using Bayesian Exponential Random
Graph Models. This chapter is based on, and an extension to Krause et al.
(2018a).
Chapter 3 presents an estimation algorithm for Bayesian Exponential Ran-
dom multiplex Graphs Models (BERmGMs) under missing network data. The
BERmGM is an extension of the ERGM family for multiplex network data,
that is, networks where multiple types of relations (e.g., friendship and advice
seeking) are observed on the same set of nodes. The new model is implemented
in R (R Core Team, 2019)3, an open source software environment for statistical
computing. The model is tested on a small network. This chapter is based on
Krause and Caimo (2019).
3The model has not yet been implemented in an R package.
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Chapter 4 introduces a new method with two variants to handle missing data
due to actor non-response in the framework of Stochastic Actor-oriented Models
(SAOMs). The proposed method imputes missing tie variables in the first wave
either by using a Bayesian Exponential Random Graph Model (BERGM) or a
stationary SAOM and imputes missing tie variables in later waves utilizing a
longitudinal SAOM. The proposed method is compared to the standard SAOM
missing data treatment as well as recently proposed methods. The chapter is
based on Krause et al. (2018b).
Chapter 5 extends the multiple imputation procedure for SAOMs introduced
in Chapter 4 to the case of network and behavior co-evolution. This extension
provides joint multiple imputation of both behavior and network, maintaining
the relationship between the variables. The method is demonstrated on the
example of the coevolution of a friendship network with alcohol drinking and
tobacco smoking (Pearson and West, 2003).
Chapter 6 gives an additional extension to the multiple imputation procedure for
SAOMs introduced in Chapter 4, that is, an extension for multiplex networks.
It further details how to analyze multiple groups, and provides an imputation
algorithm based on Bayesian estimation of SAOMs. The extended algorithm
is applied to an empirical study, analyzing the coevolution of friendship and
helping in 41 classrooms (van Rijsewijk et al., 2019).

2Missing Data in Cross-Sectional Networks
An Extensive Comparison of Missing Data Treatment Methods
2.1 Introduction
Previous work has established the detrimental effects of missing network data
for studies of network structures (Costenbader and Valente, 2003; Kossinets,
2006; Huisman, 2009). The problem is often more severe than in non-network
research, because the refusal of one member of the network to participate will
automatically lead to missing data for all members of the network due to the
strong dependencies within the network structure. When participants provide
information about their outgoing links, they also provide information about
the incoming links of other members of the network. If it is not possible to
obtain the missing information in some other way (e.g., approach the missing
participant), then network researchers either have to find a way to handle the
missing data, or start collecting an entirely new network. The problem is simpler
for non-network studies, as one can generally reach a complete data set of the
desired sample size by simply recruiting new participants.
The effects of missing data on network structure and analysis and the investi-
gation into treatment procedures constitute an ongoing field of research (de la
Haye et al., 2017; Smith et al., 2017; Krause et al., 2018b; Huang et al., 2019;
Krause and Caimo, 2019)1. Missing data treatments for networks range from
simple deletion procedures and ad hoc imputations of the missing tie variables,
This chapter is based on Krause et al. (2018a) with major extensions.
1Krause and Caimo (2019) and Krause et al. (2018b) constitute Chapters 3 and 4 of this
dissertation.
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to complex multiple imputation models and model based procedures for estima-
tion of model parameters (for an overview of missing data imputation methods
in networks see Huisman and Krause, 2017). In this study, we compare various
techniques in their ability to capture key network level characteristics, how well
they are able to reconstruct ties correctly, and how they perform in regard to
model parameters and inference. The methods (deletion, single imputation and
multiple imputation using ERGMs and Bayesian ERGMs) are compared with
respect to their performance on a diverse set of simulated networks. A short
version of this paper focusing only on descriptive statistics was published in
the proceedings of the ASONAM conference 2018 (Krause et al., 2018a). This
extended version includes more missing data treatment methods and compared
the techniques in their ability to reconstruct links correctly and estimate model
parameters reliably. Previous work on missing data in networks either focused
on the comparison of simple treatments under various conditions (e.g., Smith
et al., 2017; Huang et al., 2019), or on the introduction of advanced treatments
(e.g., Koskinen et al., 2010; Wang et al., 2016). To our knowledge this study
is the first to compare both simple and advanced treatment methods under a
variety of conditions.
The paper is organized as follows. In Section 2.2, we briefly introduce the ex-
ponential random graph model family, which is fundamental for our advanced
imputation method. In Section 2.3, we describe the non-response problem and
its specifics for missing data in networks. Section 2.4 introduces the tested miss-
ing data treatment methods. We continue with a description of the simulation
study in Section 2.5. In Section 2.6 we present the results on descriptive network
statistics, link reconstruction, and model parameters and inference. We close
the paper with a discussion of the findings and corresponding recommendations.
2.2 Network Analysis
The most common model family used to analyze the structure of cross-sectional
social networks in the social sciences is the exponential random graph model
(ERGM; Frank and Strauss, 1986; Wasserman and Pattison, 1996; Robins et al.,
2007; Lusher et al., 2013). We start with introducing this model family for three
reasons. First, we will test the performance of the treatment methods on their
ability to retain similar ERGM estimates for models estimated on the complete
data. Second, sophisticated missing data treatments rely on generative models
of the data. In the case of network data this requires a network generative
model, like ERGM. Lastly, we used ERGMs to simulate the networks used to
test the performance of different treatments.
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2.2.1 ERGMs and BERGMs
ERGMs are probability models for networks where the probabilities depend on
the frequency of occurrence of substructures in the network such as subgraph
counts, or other statistics. Network structures are highly dependent upon each
other, therefore testing hypotheses about structural properties of a network
(e.g., girls are more likely to form cliques than boys) require to also model
other network properties (e.g., the general tendency to form friendships, the
gender specific tendencies to send and receive ties). A sophisticated approach is
needed because the dependencies between nodes and ties need to be taken into
account. Networks can be expressed by the random n × n adjacency matrix x
with xij = 1 when there is a tie from node i to node j and xij = 0 when there is
no tie. Edges connecting nodes to themselves are usually not allowed (xii = 0).
The networks can be directed or undirected (in the latter case xij = xji). Let X
denote the set of all possible networks on n nodes and let x be a realization of
the random network X. ERGMs represent the probability distribution density
of X as




with θ being a vector of model parameters, s(x) a vector of corresponding
sufficient statistics (e.g., number of edges or number of reciprocated ties) and
z(θ) the normalizing constant. The normalizing constant is very difficult to
calculate or even intractable in moderate to large graphs. Therefore, ERGMs
are usually estimated via simulation. These simulation consist of iterations of
swaps of single ties (xij = 1 to xij = 0 or vice versa), conditional on the rest
of the network. Tie swaps can be made according to Gibbs or Metropolis-
Hastings sampling (Lusher et al., 2013). For an introduction into ERGMs see
Lusher et al. (2013).
Bayesian estimation of ERGMs (BERGMs) was introduced by Caimo and Friel
(Caimo and Friel, 2011). The posterior conditional probability is given by






where pi(θ) is the prior density of the parameters and q(x) is the marginal prob-
ability function of the observed graph. For an introduction into BERGMs see
Caimo and Friel (2011), we will elaborate the estimation algorithm of BERGMs
later in more detail, as it is integral to one of the treatment methods. We also
include Bayesian estimation in this study, as it has several advantages in the
treatment of missing data, which we discuss below.
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2.3 Missing Data
Let I be the indicator matrix of whether a tie variable is observed or missing,
with Iij = 1 if xij is observed and Iij = 0 if xij is missing. Further we use
the convention that u represents the observed part of the data (Iij = 1) and v
represents the unobserved part of the data (Iij = 0). Thus the network x can be
reassembled from u and v. With the given network we can define an observation
model for I, f(I | x, ζ), which is a probability model for what is observed and
what is not, depending on the network x and some statistical parameter ζ.
2.3.1 Missing Data Mechanisms
For an appropriate treatment of missing data in statistical modeling, Rubin
(1976) made it clear that it is of fundamental importance to consider the
probability distribution of the missingness. He defined three types of mech-
anisms for this probability distribution, which can be translated to the net-
work data context (Huisman and Steglich, 2008). First, data are missing com-
pletely at random (MCAR) if the probability of it to be missing is indepen-
dent of any observed variable and also independent of the missing value itself,
f(I | u, v, ζ) = f(I | ζ). A special case of MCAR can arise when survey meth-
ods set a limit to the outdegree of a node (e.g., by asking to name three friends
in your class). Any respondent giving the maximum allowed answer has, strictly
speaking, missing data on all other outgoing ties, because the respondent might
have nominated them if they had been allowed to. This is usually disregarded
by researchers, and the remaining ties are set to no-ties.
Second, data are called missing at random (MAR) if the probability of being
missing is independent of the missing value but is dependent on other observed
variables (e.g., men are less likely to fill out the network questionnaire, assuming
gender is a completely observed attribute), f(I | u, v, ζ) = f(I | u, ζ). For non-
network data, treatment methods have been developed which yield unbiased
estimates under these two mechanisms (for an overview see Schafer and Graham,
2002).
The third mechanism is data missing not at random (MNAR). Data are MNAR
if the probability of being missing is related to the missing value itself (e.g., iso-
lates are less likely to participate in a network study), f(I | u, v, ζ). Missing
data related to specific tie variables can follow complex patterns. For instance,
i’s probability to drop out of the study can be related to nodal attributes of
specific alters j with attribute kj (e.g., being linked to someone who is not
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participating might increase the probability for drop out). Missing data mech-
anisms may also be related to structural embeddedness (e.g., being in a triad
makes missing participants less likely to participate). In both examples the
probability of a tie variable being missing depends both on the tie variable but
also on other (tie) variables.
This study will incorporate examples of all three missing data mechanisms.
2.3.2 Missing Data Types
While missing data mechanisms describe the probability distribution of the
missing data, missing data types describe how the missingness is spread over the
network. In cross-sectional network research two types of missing data can be
distinguished: actor non-response and tie non-response (Huisman and Steglich,
2008). Actor non-response occurs if all outgoing tie variables of an actor are
missing,
∑n
j=1 Iij = n−1. In tie non-response only some, but not all tie variables
of an actor are missing, 0 <
∑n
j=1 Iij < n. The terminology of ‘non-response’
implies that data is collected via self-reports of network actors and stems from
classical survey research. With self-reports actor non-response is the most likely
type of missing data distribution. However, other data collection methods, for
instance link tracing or snowball sampling, might lead more often to item non-
response. This study will focus only on actor non-response. The findings should
also generalize to tie non-response, as this retains more information per actor
and is thus less severe than actor non-response.
2.3.3 Effects of Missing Data
The effects of missing data on descriptive network statistics depend on the
amount of missing data, on the network structure, on the descriptive statistic
in question, and how the missing data is treated. Note that there is no effect of
missing data without the effect of a missing data treatment. Researchers always
have to make a decision about missing data. The default treatments for net-
works are listwise or pairwise deletion, or imputation of unconditional means,
meaning imputation of no-ties, as most social structures are sparse (density
< .5) and no-tie being the most likely value. For these treatments some combi-
nations of statistic and overall network structure are more robust to missingness
than others. Larger and more centralized networks are usually more robust
against missing data (Smith and Moody, 2013). Measures based on indegree
are found to be overall more reliable (Costenbader and Valente, 2003; Smith
and Moody, 2013; Smith et al., 2017). A notable difference between network
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and non-network data can be seen under the MCAR mechanism. While sample
estimates of means, variances and model parameters are usually unbiased for
non-network data under MCAR with listwise deletion, the same does not ap-
ply to network data. There can be considerable biases, even if data is missing
completely at random, with parameters of statistical models and descriptive
statistics, e.g., density, being biased (Huisman and Steglich, 2008; Smith and
Moody, 2013; Huisman, 2009).
2.3.4 Missing Data Treatments
Researchers have several options for handling missing data in networks. These
options can broadly be separated into three categories2: deletion, likelihood-
based estimation, and imputation (for a general overview of missing data han-
dling see Schafer and Graham, 2002). Deletion methods reduce the network to
a fully observed subsample (listwise deletion of actors; Huisman and Steglich,
2008) or ignore the missing data for some, but not all statistical calculations
(pairwise deletion). Deletion methods are commonly used and the default for
most statistical programs, because they are straightforward in their application
and explanation. However, they do not perform well in most situations, as they
discard too much information (Huisman and Steglich, 2008; Huisman, 2009;
Zˇnidarsˇicˇ et al., 2012). In non-network data, cases are usually presumed to be
independent (or conditionally independent when conditioning on some social
context, e.g., school classroom or company), thus removing participants with
missing values will not affect the overall outcome of the model under MCAR.
However, removing actors from a network will also remove information about
the remaining actors, because incoming ties of the removed actors are outgoing
ties of observed actors. These remaining actors will be left with a lower out-
degree compared to what was actually observed. Further removal of nodes can
affect more complex structures like stars or transitive triads. Despite these lim-
itations listwise (pairwise) deletion can be an adequate missing data treatment
if only a small amount of nodes is affected.
Likelihood-based methods estimate the model parameters from the marginal
distribution of the observed data. Under M(C)AR this will lead to approx-
imately unbiased estimates in larger samples, given that the model used is
correct (Schafer and Graham, 2002). Likelihood-based estimation methods are
available for various families of network models; for the exponential random
graph family see Robins et al. (2004); Gile and Handcock (2006); Handcock
2A fourth category, re-weighting, is not applicable in network research because of the
strong dependencies inherent to network data.
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and Gile (2007, 2010); Koskinen et al. (2010, 2013); for the family of stochastic
actor oriented models see Snijders et al. (2010a). However, these methods are
by definition model-based, and thus cannot aid the estimation of other models
(e.g., blockmodels).
Imputation methods replace the missing values with plausible guesses (Rubin,
1987; Schafer and Graham, 2002). For an overview of imputation methods
for network data see Huisman and Krause (2017). The methods differ in the
amount of information they take into account for the replacement of the missing
values. Stochastic imputation methods use draws from probability distributions
to replace missing values. These methods can be used for multiple imputation,
where missing values are imputed multiple times based on a conditional prob-
ability model. This leads to a set of imputed data sets, which are analyzed
separately leading to a distribution of model parameters. These are then com-
bined to obtain parameter estimates and standard errors. For the calculation of
the standard errors both within and between imputation variance is taken into
account. This allows to take the uncertainty about the missing data imputation
into account for the estimation of standard errors.
Both single and multiple imputation allow model estimation using all observed
information and the calculation of descriptive statistics. While both provide
unbiased parameter estimation under MCAR, only multiple imputation is able
to provide unbiased standard error estimates, and that both under MCAR and
MAR, given the a correct model. For non-network data, likelihood-based es-
timation and multiple imputation are considered the state of the art (Schafer
and Graham, 2002).
2.4 Tested Treatments
In this study, we evaluated the performance of five imputation methods and
one deletion method.
2.4.1 Deletion Methods
Although the effectiveness of deletion methods has already been explored in
multiple studies (Huisman and Steglich, 2008; Huisman, 2009; Zˇnidarsˇicˇ et al.,
2012), we incorporate listwise deletion (available cases) in this study, because
it is commonly used in network research. It is therefore important to contrast
its performance with other methods.
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2.4.2 Single Imputation
We compare the performance of both single and multiple imputation methods.
The two single imputation methods are null-tie imputation (Zˇnidarsˇicˇ et al.,
2012) and reconstruction (Stork and Richards, 1992). In null-tie imputation,
all missing links are replaced with zeros. This is comparable to imputing un-
conditional modes in non-network data, as social networks tend to be sparse
with a density below 50%, thus not observing a tie between two actors is the
most likely case, ignoring everything else.
In reconstruction, missing outgoing tie variables are imputed with the respective
incoming tie variables (xij = xji). An additional step is required for missing
links between non-respondents. In this study these ties are imputed stochas-
tically with the probability of a tie equal to the nodal indegree density, that
is, the probability for a tie from missing actor i to any actor j is given by





−1, where nu is the number of observed actors
(Zˇnidarsˇicˇ et al., 2012).
2.4.3 Multiple Imputation
This study investigates the performance of two multiple imputation methods:
Multiple imputation using ERGMs and multiple imputation using Bayesian
ERGMs. Imputation by ERGM simulation, as introduced by Wang et al. (2016)
works as follows: (1) estimate an ERGM on the observed data using likelihood-
based estimation under missing data (Robins et al., 2004; Gile and Handcock,
2006; Handcock and Gile, 2007, 2010); (2) simulate the missing values condi-
tional on the observed ties and the estimated model. By repeating the second
step, using the same parameters of the imputation model, multiple imputations
can be obtained. However, this procedure is not considered proper multiple
imputation as defined by Rubin (1987). In proper multiple imputation, the un-
certainty about the parameters of the imputation model is reflected by drawing
each imputed value using a different parameter vector, where the parameter vec-
tors are draws from their posterior distribution given the observed data. This
allows to take the uncertainty about the imputation properly into account. By
repeatedly imputing with the same parameter vector it is likely that standard
errors will be underestimated.
Imputation using BERGMs was performed using the procedure outlined by
Koskinen et al. (2010) and is implemented in the Bergm package3 in R (R Core
Team, 2019) using an approximate exchange algorithm (Caimo and Friel, 2011,
3The procedure is only implemented since package version 4.2
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2014). In this procedure, the missing network data are imputed using draws
from the posterior distribution during model estimation. This procedure was
developed for estimation of BERGMs under missing data, however, it is possible
to retain the augmented networks, thus achieving proper multiple imputation.
The BERGM samples from the following probability distribution:
p(θ′, x′, θ|x) ∝ p(x|θ) pi(θ) (θ′|θ) p(x′|θ′), (2.3)
in which θ′ are proposed parameters and x′ are networks simulated with these
proposed parameters, p(x′|θ′) is the likelihood on which the simulated data x′
are defined and belongs to the same exponential family of densities as p(x|θ),
(θ′|θ) is any arbitrary proposal distribution for the parameter θ′, and pi is the
prior probability density function of θ. The proposal distribution is set to be a
normal centered at θ. The marginal distribution of θ is the posterior distribution
form which inference is drawn.
In the case of missing data, x is not fully observed and the algorithm needs
to be extended. The extended algorithm presented below is limited to the
setting where v (the set of unobserved tie variables) is known and fixed, and
all covariates are known and fixed. Extensions for missing data in multiplex
network models exist (Krause and Caimo, 2019). The algorithm will work
properly, that is, generate draws from the predictive posterior distribution of the
missing data given the prior distribution and the observed data, if missingness
is at random (MAR or MCAR) and the parameter for the missingness model ζ
is unrelated to the parameter for the network model θ. Thus we do not model
the missing data mechanism ζ here. We augment the observed data u by draws
v∗ from the full conditional posterior [v | u, θ] of the unobserved data, creating
the augmented network x∗ = (u, v∗). The algorithm alternates between draws
from [θ | u, v] and [v | u, θ]. The BERGM under missing data thus samples
from this adjusted probability distribution:
p(θ′, x′, θ, x∗|x) ∝ p(x∗|x, θ) p(x|θ) pi(θ) (θ′|θ) p(x′|θ′). (2.4)
The marginal distribution of θ is the posterior of interest, which can be obtained
after integrating out x′, θ′, and x∗.
This is implemented in the Bergm package in R in the following way: At each
MCMC iteration, the exchange algorithm has four main steps. First, a new
value of θ′ is generated. Second, with this θ′ a new value of x′ is generated. by
drawing from p(· | θ′) with an MCMC algorithm (Hunter et al., 2008). Third,
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and with this probability θ is replaced by θ′. Fourth, if the replacement has
taken place, x∗ = (u, v∗) is updated by generating v∗ from the conditional
distribution p(· | θ, u).
Note that the intractable normalizing constants in (5) cancel each other out.
It was shown by Everitt (2012) that this exchange algorithm samples asymp-
totically from the desired posterior distribution of (θ, v) given u. Further, the
algorithm starts with an initial simple imputation of the missing data, by esti-
mating the sufficient statistics s(x) only from the observed data s(u), which in
later steps are replaced by the sufficient statistics estimated on the augmented
data s(x∗). The algorithm is implemented in the following way for K iterations
in Algorithm 1.
Algorithm 1 Approximate exchange algorithm for BERGMs under missing
data
Set s(u) as starting values for s(x∗)
Initialize θ
for k = 1, . . . , K do
Generate θ′ from (·|θ)
Simulate x′ from p(·|θ′)
With the log of the probability:
min
(






Replace θ with θ′, and
impute the missing tie variables v by simulating tie swaps v∗
from p(· | θ′, u), and form a new realization of x∗ = (u, v∗)
end for
We employed two imputation models, a simple dyadic independence model with
parameters for density, reciprocity, and homophily, and a more complex model
with the previous three parameters and parameters for triadic closure (GWESP
– geometrically weighted edgewise shared partners), and for two-paths (GWDSP
– geometrically weighted dyadwise shared partners). In general, multiple im-
putation should be performed with a model that is at least as complex as the
data generating process and contains all parameters that are to be tested in a
later step. This ensures that the relationship between the variables is preserved
in the imputation (Huisman and Krause, 2017). The larger imputation model
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is equal to the data generating model, the smaller is a less complex, misspeci-
fied, model. This allows us to investigate the impact of the complexity of the
imputation model on the quality of the obtained imputations.
Due to identification and estimation problems, the larger, more complex im-
putation model could only be used with the BERGMs. First, we were unable
to identify one model using ERGMs that converged in a reasonable time on
all networks even without missing data. Specifically, identifying one value for
the decay parameter of the geometrically weighted parameters was problem-
atic. Using the same imputation model on all networks is important to make
the results comparable and reduce variance in the results. Second, some net-
work structures were hardly observed under large percentages of missing data
(e.g., in some networks with 50% missing nodes and missingness mechanisms
based on high outdegree , there was only one reciprocated tie). This made it
impossible to reliably estimate the complex ERGMs. We were able to solve
this problem for BERGMs by using weakly informative priors: N(0, σ = 2)
(Gelman et al., 2008). Setting the prior standard deviation to 2 ensured that
even with little information the estimated parameters remained in a plausible
and meaningful range (∼ −5 to 5). For reasons of comparability we applied
the priors to all estimations, although models on smaller proportions of missing
data obtained reliable and smooth posterior distributions using less informative
priors (σ = 10). These problems do not affect the estimation of the simple
dyadic independence model.
2.5 Simulation Study
To be able to compare the performance of missing data treatment techniques
for different networks, missing data mechanisms, and missing data rates, we
simulated network data. Although results obtained from simulated data are
harder to extrapolate to real, empirical data, they have several advantages over
real world networks in the study of missing data.
Simulating the data generating process gives us full control over the network
boundaries, relevant covariates, missing data distribution, and we know the
true parameters of the data generating model. This gives us experimental con-
trol over the network compositions in this study, allowing us to investigate the
performance of the treatment methods under experimentally varying, but con-
trolled conditions. Further, it allows us to use the data generating model for
imputation and estimation of parameters, and also enables us to investigate the
performance of misspecified imputation models. Lastly, using simulated net-
works ensures that there is no missing data in the complete observed network.
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Empirical network studies are likely to encounter missing data. Although it is
vital to study empirical patterns of missing data in networks, they are a hin-
drance in evaluating missing data handling techniques and may even bias results
of studies such as this. Knowing the true complete data allows the researcher to
evaluate how well the treatment method performs and gives complete control
over the missing data type and mechanism. In short, simulating the networks
ensures that we can test the missing data techniques under optimal conditions.
2.5.1 Network Simulation
Directed networks were simulated using the ergm package in R (Hunter et al.,
2008; R Core Team, 2019). The simulation model included parameters for reci-
procity, homophily, GWESP (geometrically weighted edgewise shared partners;
Snijders et al., 2006; Hunter, 2007) and GWDSP (geometrically weighted dyad-
wise shared partners) while keeping the number of ties fixed. The networks
differ in size (30 vs. 80 nodes), density (average degree 3 vs. 6), reciprocity
(30% vs. 50% reciprocated ties) and homophily on a binary nodal covariate
with half the group having the value 0 and the other half having the value 1
(50% vs. 70% homophilous ties). All networks have 30% closed two-paths (tran-
sitive ties). This leads to 16 different configurations. For each configuration,
ten complete networks were simulated, leading to 160 networks in total. Only
simulated networks were selected that did not differ by more than 2.5% at the
most on any of the mentioned descriptive statistics. These configurations were
selected such that the resulting simulated networks are similar in their struc-
ture to social networks that are often observed in small groups (e.g., helping
relations in schools).
2.5.2 Missing Data Creation
Missing data were created using six different mechanisms and five different
missing data rates in steps of 10% (10-50%). All missing data were generated
as actor non-response (i.e., missing all outgoing tie variables of an actor) and,
for simplicity, the binary covariate was always observed. The six missing data
mechanisms are MCAR, MAR related to the covariate, and MNAR related to
high and low in- and outdegree. For missingness related to the covariate, the
probability of an actor being missing was set to 0.8 in the first group, and
to 0.2 in the second group. It was necessary to allow some members of the
second group to be missing to prevent the first group from being completely
missing, especially for the higher missing data rates, in which case estimation
of homophily parameters would be impossible. A similar process was used for
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degree-related missing. Nodes were first ordered by the target mechanism (e.g.,
low indegree), and then split into three groups: The first group consists of the
50% strongest scoring actors on the target mechanism (e.g., 50% with lowest
indegree), the second group was formed by the next 20% of actors, and the
third group was formed by the remaining and lowest scoring 30%. Actors in
group one had an 80% probability to be missing, actors in group two a 50%
probability, and group three was completely observed. This process was chosen
to ensure that the missingness was strongly related to the desired mechanism,
but also guarantee that the mechanism was not too deterministic. This prevents
the observed networks from becoming too dense or too sparse. All missing data
was cumulative, nodes missing at 10% were also missing at 20% and higher
rates.
2.6 Results
The generation of the networks resulted in 16×10 = 160 complete data sets and
160×5 (rates) ×6 (mechanisms) = 4800 incomplete data sets. All missing data
were treated using the six methods described in the Section IV: Available cases,
null-tie imputation, reconstruction, MI simple model (ERGM), MI simple model
(BERGM), and MI complex model (BERGM). The performance of the missing
data treatment methods was evaluated on (1) their ability to capture descriptive
network statistics, (2) how well they are able to impute missing ties/no-ties (link
reconstruction), and (3) how well they capture model parameters and lead to
similar model inference.
2.6.1 Descriptive Network Statistics
The performance of the imputation models was inspected for the following de-
scriptive statistics: Average degree, reciprocity (proportion of reciprocated ties),
transitivity (proportion of closed two-paths), homophily (proportion of within-
group ties on all ties). Further, because the network is directed, we evaluate
the degree distribution on both indegree and outdegree variance. To measure
how the connectivity of the network is preserved by the treatment methods,
the average inverse geodesic distance (shortest path) in both the directed and
undirected version was chosen. We chose the inverse geodesic, because although
none of the complete networks have isolated nodes or subgraphs, with larger
amounts of missing data these structures will inevitably appear, thus making
the shortest path between subgraphs undefined (usually seen as infinite). By
taking the inverse these distances will be set to 0. The directed version only
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follows paths in the direction of the ties, while the undirected version first sym-
metrizes the network by reciprocating all incoming ties, and then calculates the
geodesics.
We only present the results on an aggregate level combining the results for
the 160 networks for each combination of missing data mechanism and miss-
ing data rate. The pattern of results did not meaningfully differ for the 16
network configurations. A detailed analysis of the structural properties of the
network configurations revealed that in most situations, the effect on bias was
negligible (< 5%), thus an aggregation was deemed justifiable4. The results are
presented as average relative bias compared to the statistic calculated on the
complete network to obtain comparable results across different network struc-
tures5: bias = (s(x∗) − s(x))/s(x), with s(.) the statistics and x∗ the data of
the treated network. Taking the relative bias is applicable for these statistics
because all of them have non-negative scales with 0 as a meaningful endpoint
(i.e., they are all ratio scales).
All results are presented graphically using grid plots. An example is presented
in Figure 2.1. Positive values of the relative bias (shown in green) represent an
overestimation of the statistics by the treatment and negative values (shown in
red) represent an underestimation. For each combination of descriptive statistic
and treatment (imputation) method, we created six plots, one for each missing
data mechanism, showing the average relative bias for each missing data rate
(10-50%). The level of bias is expressed by the saturation of the color, with
higher saturation indicating stronger bias. The resulting 48 plots (8 statistics
× 6 treatments ) were combined in Figure 2.2.
Unsurprisingly, biases increased with larger missing data rates. Three main con-
clusions can be drawn. First, multiple imputation using the complex BERGM
performs on average better or equally well compared to any of the other treat-
ment methods for all descriptive statistics. The biases remained very small even
with very high missing data rates, especially under MCAR, covariate related
missing, and high and low indegree missing. Low outdegree missing also led to
small positive biases, unlike the other missing data mechanisms, where statistics
were underestimated. Second, the results indicate that low amounts of missing
data (10-20%) can be handled reasonably well by all methods (on average the
4The exception is bias in the reciprocity statistic. Here, the level of reciprocity in the
complete network is a relevant predictor of the overall performance – complete networks with
30% reciprocated ties had overall a 12% larger bias. However, this was mainly driven by
the performance of the reconstruction imputation. Excluding imputation by reconstruction
reduced the main effect of reciprocity on bias in reciprocity to 5%.
5We also investigated the average relative absolute bias. Overall, the pattern of results
did not change meaningfully.
2.6 results 29
Figure 2.1: Example of a grid plot
The six groups consisting of five bars represent the six missing data mechanisms. Each bar
stands for 10% missing data, ranging from 10% to 50% missing data. A color scale is given
for the interpretation of the colors. The saturation was scaled to 80% as this was the largest
average bias observed. Stronger saturation represents larger bias.
absolute bias is below 20% over all networks, mechanisms, and imputations for
all descriptives. Third, homophily was estimated without any relevant bias with
all methods under all mechanisms. Note that this does not mean that missing
data generally has no effect on measurements of homophily. Specific missing
data mechanisms targeting hetero- or homophilous actors, or ties, can still lead
to biased estimates.
Overall, the simple treatments (available cases, null-tie, reconstruction) did not
perform well with higher missing data rates. Imputation with a simple ERGM
or BERGM generally behaved similarly6. Both methods using the smaller im-
putation model illustrate the importance of proper model specification for the
imputation model. They performed very well for average degree and reciprocity,
6The average relative bias under ERGM imputation is slightly smaller compared to
BERGM imputation for average degree and reciprocity. This difference disappears when
looking at the absolute bias.
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Figure 2.2: Average relative bias for each descriptive statistic by treatment
(imputation) method
The 48 grid plots show the average relative bias for each of the descriptive statistics (rows)
by missing data treatment (columns). For detailed interpretation of the smaller grid plots,
consult Figure 2.1. The level of bias is expressed by the saturation of the color, with higher
saturation indicating stronger bias. Positive values of the relative bias (shown in green)
represent an overestimation of the statistics by the treatment and negative values (shown in
red) represent an underestimation.
but the complex BERGM with the GWESP and GWDSP parameters performed
far better on transitivity, degree variance and directed geodesic distance.
2.6.2 Link Reconstruction
Another criterion for the evaluation of missing data handling techniques is link
reconstruction (Wang et al., 2016). How well are the treatments able to cor-
rectly impute missing ties and missing no-ties? Available cases and null-tie
imputation will not be evaluated on this criterion as the one does not provide
any imputation at all, and the other always imputes xij = 0. To estimate the
link reconstruction capabilities of the multiple imputation methods we combined
the multiple imputations obtained for each missing tie variable. We calculated
the proportion of imputed scores (either 0 or 1) for a given missing tie variable
(e.g., with 10 out of 50 imputations of xij imputing a tie xij = 1, we get a
proportion score of xij = .20). We then chose a cut-off to decide whether this
2.6 results 31
probability suggest an imputation of a tie (xij = 1) or an imputation of a no-tie
(xij = 0). This cut-off was set to the density of the observed network with miss-
ing data using case-wise deletion (usually around .10). The observed density
seems a reasonable cut-off, because it reflects imputation by the unconditional
mean. The performance of the imputation methods is presented in Figures 2.3
and 2.4. Figure 2.3 shows the proportion of correctly imputed zeroes from the
number of possible correctly imputed zeros (i.e., correctly imputing a no-tie).
Figure 2.4 shows the same of the imputation of ties, that is, the proportion of
correctly imputed ones.
Figure 2.3: Average percentage of correctly imputed no-ties
The two rows show the results for 30 nodes (upper) and 80 nodes (lower) networks. The
columns show the results for each of the six missing data mechanisms. The percentage of
correctly imputed no-ties can be seen on the y-axis. The x-axis shows the missing data rate.
The different imputation methods are shown in the different colors.
Overall, no-ties were imputed correctly in the majority of cases (Figure 2.3),
with on average over all networks and missing data rates and mechanisms at
least 65% of no-ties correctly imputed. The reconstruction method performed
best, with on average 87% of no-ties imputed correctly for small networks and
96% correct for larger networks. Multiple imputation with simple ERGMs per-
formed better than the two Bayesian methods for smaller networks with an
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Figure 2.4: Average percentage of correctly imputed ties
The two rows show the results for 30 nodes (upper) and 80 nodes (lower) networks. The
columns show the results for each of the six missing data mechanisms. The percentage of
correctly imputed ties can be seen on the y-axis. The x-axis shows the missing data rate.
The different imputation methods are shown in the different colors.
average of 82%, in some situations even outperforming reconstruction. Sim-
ple and complex BERGMs performed similarly to each other around 67-82%.
Complex BERGMs performed better than the simple ERGMs and BERGMs
for larger networks, but are outperformed by reconstruction. This high perfor-
mance on no-ties is not surprising, given the sparsity of the networks and the
vast majority of missing tie variables being no-ties, combined with the fact that
all methods are far more likely to impute no-ties than ties, and is in line with
previous work on ERGM imputation (Wang et al., 2016). The missing data
rate had hardly any effect on the performance of the models
For proportion of correctly imputed ties (Figure 2.4), the performance of mul-
tiple imputation is far better. While reconstruction on average only imputes
around 30% of the ties correctly, multiple imputation procedures yielded over
50% correctly imputed ties in most cases. Again, for small networks, simple
ERGMs performed better than the Bayesian methods, with an average of 79%.
Complex BERGMs outperformed the other models slightly for larger networks,
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with on average 64% correctly imputed ties. Higher missing data rates lead
to a worse performance of the reconstruction method. These results are again
consistent with previous work on tie imputation with ERGMs (Wang et al.,
2016).
We conclude from these results that the multiple imputation methods lead over-
all to more reliable imputations, especially simple ERGMs for smaller networks
and complex BERGMs for larger networks. However, they are more likely to
yield false positive results than reconstruction (as can be seen in lower perfor-
mance on imputation of no-ties in Figure 2.3). Reconstruction performed poorly
in imputation of ties. However, the performance of reconstruction is highly de-
pendent on the general rate of reciprocity in the network, and reconstruction
might yield reliable ad hoc imputations with low amounts of missing data in
highly reciprocated networks.
2.6.3 Model Parameters and Inference
Finally, we investigated how well model parameters can be recaptured, and
how well the techniques are able to come to the same inferential conclusions
as would have been drawn from the complete data. In this section, we only
compare BERGMS estimated on available cases with the complex Bayesian
ERGM with missing data augmentation. The simple ERGM and BERGM are
not compared on this dimension, because the resulting parameters would nec-
essarily be different, as the model is not the same. Using the simple models
only for imputation and then estimating the complex model on the imputed
data goes against the general recommendation for multiple imputation that the
imputation model should be at least as complex as the analysis model. Thus,
only the complex model is competing on this dimension. It has already been
shown that ERGMs can be estimated approximately unbiasedly under M(C)AR
(Handcock and Gile, 2010). Earlier work on BERGMs under missing data has
suggested that the algorithm presented here is also approximately unbiasedly
under M(C)AR (Koskinen et al., 2010). However, we also wanted to investigate
the performance of the algorithm when missing data is not MCAR. Available
cases is taken as the comparison, because it is often used to handle missing data,
although it is not recommended for ERGMs, or BERGMs. The two methods
were compared on the means and standard deviations of the estimated posteriors
for each parameter, model wide, and on Bayesian p-values. We calculated the
relative deviation ( treated−complete
SDcomplete
) for the comparison of mean posterior param-
eter estimates and standard deviations. Figures 2.5 and 2.6 show the deviations
for the posterior means and the standard deviations of the posterior parameter
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distributions, respectively. The deviations for parameters were standardized by
dividing by standard deviations of the complete data estimates. The devia-
tions in standard deviations were also standardized by dividing by the standard
deviations of the complete data estimate. The results were quite homogenous
for the different network configurations with the only important characteristic
being the size of the networks, thus the figures are averaged over all networks
with the same size. The results for the different network sizes are represented
by the shape of the lines (solid for 30 nodes, dotted for 80 nodes). The color
of the lines represent the treatment method (red for available cases, blue for
BERGM imputation).
Figure 2.5: Relative deviation in mean parameter estimates
Results are presented separately for each combination of parameter (rows) and missing data
mechanism (columns). The y-axis in each smaller figure shows the relative deviation, the
x-axis the missing data rate. The line color reflects the missing data treatment, the line type
the size (solid: 30 nodes; dotted: 80 nodes).
The edge parameter was generally estimated quite well, with deviations between
1.5SD above and below the complete data estimate. Augmented BERGMs gen-
erally performed better, in most cases only slightly. They only showed larger
deviations than available cases in larger networks for low and high outdegree
missings. Under low outdegree missings the parameter was overestimated and
under high outdegree the parameter was underestimated. These results are in
line with what could be expected under outdegree related missingness. Miss-
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Figure 2.6: Relative deviation in posterior standard deviations
Results are presented separately for each combination of parameter (rows) and missing data
mechanism (columns). The y-axis in each smaller figure shows the relative deviation, the
x-axis the missing data rate. The line color reflects the missing data treatment, the line type
the size (solid: 30 nodes; dotted: 80 nodes).
ing nodes will have their ties imputed following the patterns observed in the
data, thus, under low outdegree missing, too many ties will be imputed, and
under high outdegree missing to few will be imputed. Available cases performed
similarly poorly under high outdegree missing.
Both treatments performed similarly for the reciprocity parameter, albeit that
augmented BERGMs were generally more likely to underestimate the param-
eter, especially under high in- and outdegree related missing, while available
cases, especially for larger networks, performed generally well. In contrast,
augmented BERGMs performed very well for the homophily parameter, while
available cases, especially for smaller networks, was more likely to have deviat-
ing estimates. The GWESP parameter was estimated with negligible deviations
by augmented BERGMS, except for high outdegree related missings. Available
cases again performed worse with smaller networks and showed severe deviations
under high in- and outdegree missings (up to 4SD below the the complete data
estimate). Finally, the GWDSP parameter was estimated without any relevant
deviation by the augmented BERGM, with the exception of higher missing data
rates under high outdegree missing. Available cases, however, showed larger de-
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viations with increased missing data rate for all missing data mechanisms. The
deviations were, again, particularly large for high in- and outdegree missings
(up to 4.5SD below the the complete data estimate).
The deviations in the estimation of the posterior standard deviations follow a
similar pattern for all parameters and missing data mechanisms. Augmented
BERGMs generally show smaller deviations and available cases show larger de-
viations for smaller networks. The deviation in the edge parameter is small,
with maximally around 50% larger standard errors at 50% missing data, com-
pared to the up to four times larger standard errors that can be found for the
GWESP parameter under available cases.
Summarizing the results when looking at single parameters we can conclude that
augmented BERGMs generally performed better, with often no deviations, or
deviation similar to those under available cases. Both methods showed hardly
any deviation with 10% missing data and deviations at 20% missing data were
mostly small.
However, comparing single parameters of a (B)ERGM in isolation can be mis-
leading. The parameters are often highly correlated and deviations in the es-
timation may only be seen in the numeric values of some parameters, while
distorting the sufficient statistics belonging to other parameters as well. We
also want to compare the methods by taking all parameters in the model into
account. For this, models were also compared using Mahalanobis distances:
M =
√
(P − µD)T S−1D (P − µD). (2.7)
The Mahalanobis distance is a measure of distance between a point P and the
centroid µD of a multi-dimensional cloud D. It gives the distance between
P and µD, the center of mass, adjusted for the width of data cloud in the
direction of P , using the covariance matrix of D, SD. For the comparison in
our study, we used the posteriors of Bayesian ERGMs estimated on the complete
data as the data cloud D. The points P are the centroids of the posteriors of
BERGMs (the center of mass of the multivariate cloud formed by the posteriors)
estimated either on the missing data with augmentation, or estimated on the
available cases. Thus, we compared the distance of the mean estimates of both
treatments to posterior distributions estimated on the complete data. The
results for Mahalanobis distances are presented in Figure 2.7.
There was no meaningful difference between the treatments for missing data
rates of 10%, and while augmented BERGMs performed systematically better,
missing data rates of 20% did not yield a large difference. The differences be-
come striking with increased missing data rates, however, and are very large
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Figure 2.7: Mahalanobis distances between posterior estimates on complete
and treated data
Results are presented separately for the two network size (upper row: 30 nodes; lower row:
80 nodes) and missing data mechanism (columns). The y-axis in each smaller figure shows
the Mahalanobis distance to the complete data estimate, the x-axis the missing data rate.
The line color reflects the missing data treatment.
under high in- and outdegree missings for larger percentages of missing data.
Larger networks were estimated better, which is reflects on overall smaller Ma-
halanobis distances. Overall, the augmented BERGMs perform far better than
using available cases.
Although comparing the estimated model parameters simultaneously by inves-
tigating Mahalanobis distances is better than comparing individual parameters,
comparing the two missing data treatments based on the estimated parameter
values is still difficult. Parameters of B/ERGMs are dependent on the density
and the size of the network, and both change drastically when using available
cases. Thus, some differences in the parameters can be expected, even with-
out deviations in parameter estimation due to missing data. Therefore we also
compare the performance on a third measure.
Researchers in the social sciences are often less interested in the exact size of a
parameter, but often primarily care about the inference drawn from a model,
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the direction of estimated parameters, and their corresponding uncertainties. To
compare the difference in inference drawn between the complete data models
and the treatments, we are evaluating Bayesian p-values. Bayesian p-values give
the mass of the posterior probability distribution that is on one side of 0. A
Bayesian p-value of, for instance, .03 can thus be interpreted as: The probability
that the parameter is negative, given the priors, the model, and the data, is 3%.
However, difference in Bayesian p-values are not very interesting in themselves,
because moving from 0 to .10 constitutes a more substantial difference than, say,
moving from .40 to .50. Thus we dichotomized Bayesian p-value in categories
of classical significance, below .05 vs above .05, and a more lenient significance
level of below .10 and above .10. Note that in the complete data nearly all
parameters were significant7, with exception to the homophily parameter in
networks with no homophily tendencies. The results are presented in Figures
2.8 and 2.9, summed over all networks. We depict the count of false positive
and false negative results, meaning results where the complete data estimate
had a Bayesian p-value of p > .05, but the treatment lead to a Bayesian p-value
of p < .05 for false positives and the reverse for false negatives. Figure 2.8 shows
the results for Bayesian p-values of p < .05 and Figure 2.9 shows the results
for Bayesian p-values of p < .10. The shape of the lines indicate false negatives
(solid) and false positives (dotted) counts, the color the treatment method (red
for available cases, blue fro BERGM imputation).
The counts for false results for the edge parameter were generally low under
p < .05, with only at most only 20 out 160 models giving false negative results,
and the one possible false positive results occurred in some cases. Neither
false positives nor false negatives are found under the more lenient criterion
of p < .10. This pattern is even more striking for the reciprocity parameter.
With p < .05 we find up to 60 false negative results. However, all of these are
significant at the p < .10 level. Here only one result is sometimes found as
false positive. The same pattern appears for the GWDSP parameter. There
were no false positives or negatives found for the GWESP parameter under
either criterion. The homophily parameter showed several false negatives under
p < .05, which all vanished under p < .10. However, there were several false
positives which persisted even under the more lenient p-value.
Both treatments either performed similarly or augmented BERGMs showed a
lower number of false results. This was the case for the homophily parameter
for both p-values, as well as the GWESP parameter under p < .05. In our
7The edge parameter in one of the networks has a Bayesian p-value of .052, the reciprocity
parameter in three networks has p-values of .071, .076, and .117, the GWESP parameter is
not significant in two cases (.053 and .077), and the GWDSP parameter in two networks has
Bayesian p-value of .0502 and .086.
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Figure 2.8: Number of false results with p = .05
Results are presented separately for each combination of parameter (rows) and missing data
mechanism (columns). The y-axis in each smaller figure shows the count of false results, the
x-axis the missing data rate. The line color reflects the missing data treatment, the line type
the type of error (solid: false negatives; dotted: false positives).
simulation most effects were considerably strong and the models were correctly
specified. It is possible that effects will not be as accurately identified, especially
using available cases, if the effect is small, shows larger variance, or the model
is misspecified. However, it seems that available cases does not necessarily lead
to poor inferences.
2.7 Discussion
In this study, we evaluated several missing data treatments for missing network
data in a cross-sectional setting. We show that under some circumstances, us-
ing the right treatment method and focusing on specific outcome variables, even
very high rates (50%) of missing data can be handled adequately. The results
indicate that multiple imputation with a sufficiently complex Bayesian ERGM
outperforms commonly used techniques on several criteria. It showed less bias
than alternative methods in estimating descriptive network statistics, smaller
deviation on model parameters and variances, and yielded better model infer-
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Figure 2.9: Number of false results with p = .10
Results are presented separately for each combination of parameter (rows) and missing data
mechanism (columns). The y-axis in each smaller figure shows the count of false results, the
x-axis the missing data rate. The line color reflects the missing data treatment, the line type
the type of error (solid: false negatives; dotted: false positives).
ences. Especially available case analysis and imputation of zeros performed
poorly compared to multiple imputation. Multiple imputation by complex
BERGM was suboptimal only in imputation of specific ties and no-ties. For
this purpose, the reconstruction method and imputation with simple ERGMs
performed better for no-ties (i.e., correctly imputing zeros), and simple ERGMs
performed better for ties in smaller networks (i.e., correctly imputing ones),
multiple imputation by complex BERGMs was, however, more accurate in im-
puting existing ties in larger networks.
This study focused on a limited number of networks from a restricted set of
possible configurations. Moreover, we tested these methods under ideal situa-
tions where the data generating model is known. This is usually not the case in
empirical research. The results indicated that an insufficiently specified model
will not be able to lead to the same reduction in bias as a more complete model
of the data. However, an insufficient but still suitably complex model is likely
to lead to more accurate results than simpler methods. Further, the simulated
data showed only a limited amount of complexity, using only five parameters
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for the simulation. Empirical data is often far richer. Our results indicate that
multiple imputation performs better in more structured networks.
Despite these limitations, multiple imputation using BERGMs seems superior
to current alternatives for missing data treatment in providing less biased de-
scriptive statistics and more accurate model estimates. Future research needs
to develop guidelines on the selection of the imputation model and on assessing
the sensitivity of the results to model specifications. The results suggest that
the imputation with a too simple model will still lead to less bias than the
most commonly used procedures (null-tie imputation and available cases) for
the majority of analyzed descriptives.

3Missing Data in Multiplex Networks
Imputation for Bayesian Exponential Random Multiplex Graph Models
3.1 Introduction
In recent years, it is becoming more and more apparent that the understand-
ing of social structure often requires to take more than just one type of social
relation into account, so called multiplex networks. Notable examples include
the important interrelations between friendships and advice seeking behavior
(Snijders et al., 2013), the importance of antipathy-ties in the maintenance of
friendship group structures (Stadtfeldt et al., 2018), and the relationships be-
tween joined drug use, sexual relations, and co-visitation of social venues (Fu-
jimoto et al., 2015). These papers, and many others, show that to understand
one type of relation it is often necessary to also take other types of relations
between actors into account.
Also, for reconstructing missing information, multiplex networks have the po-
tential to be better predictors (e.g., an indirect connection in one network can
predict a tie in another layer). And for that aim, generative models for the anal-
ysis of multiplex networks offer a great advantage for the treatment of missing
data. While missing data is a problem for all (social) sciences, network mod-
els suffer particularly under missing data, because of the strong dependencies
within the data. Non-response by one participant does not only mean we know
less about this participant, but we also know less about the social network of
all other participants, after all, the missing participant could have nominated
any of the other participants thus potentially changing the network structure
drastically. Previous work has primarily focused on single layer networks. Sta-
tistical tools have been developed to handle missing social network data, both
This chapter is an adaptation of Krause and Caimo (2019)
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to obtain more reliable model estimates (Handcock and Gile, 2007; Snijders
et al., 2010a; Koskinen et al., 2010; Krause et al., 2018b), as well as reliable
descriptive statistics (Krause et al., 2018a)1. Extending this work to multiplex
models is likely to lead to less biased model estimations (less biased statistics),
because multiplexity allows to use information of observed layers for the missing
data augmentation of incompletely observed layers. Even if information about
the same relations is missing from all layers, multiplex models can access more
data to obtain more accurate imputations of missing network data.
In this paper we propose an extension of previous work on missing data aug-
mentation to the context of exponential random multiplex models (ERmGMs).
We advance the literature twofold, first, by proposing an estimation procedure
for Bayesian ERmGMs, and second by proving proper multiple imputation of
missing multiplex network data. In Section 3.2 of this paper we will introduce
the exponential random graph model family and the proposed multiplex exten-
sion algorithm. Section 3.3 details the missing data problem for networks and
how the algorithm is extended to properly estimate BERmGMs under missing
data, and an example application is presented in Section 3.4. We end the paper
with a discussion of our findings and according recommendations.
3.2 Bayesian ERmGMs
Before we describe the proposed algorithm for BERmGMs, we will first intro-
duce the ERG-family and network multiplexity.
3.2.1 Bayesian inference for ERGMs
The exponential random graph model family (ERGMs; Lusher et al., 2013) is
most commonly used to analyze cross-sectional network data. ERGMs model
an observed network, or graph, as a function of sufficient network statistics
(primarily counts of subgraph configurations, e.g., number of ties, number of
reciprocated ties or number of transitive triplets). A network graph is expressed
as a random n×n adjacency matrix x with xij = 1 when there is tie from node
i to node j and xij = 0 when there is no tie. Usually, edges connecting a node
with itself are not allowed (xii = 0). Networks can be directed or undirected
(xij = xji). Let X denote the set of all possible networks on n nodes and let x
be a realization of x ∈ X . Then, in Bayesian ERGMs (BERGMs) the posterior
1Chapters 2 of this dissertation.
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probability of the parameters conditional on the data is given by






with θ being a vector of model parameters, s(x) a vector of corresponding
sufficient network statistics, z(θ) the normalizing constant, p(θ) the prior dis-
tribution of the parameters and p(x) is the marginal probability of the data.
See Lusher et al. (2013) for an introduction to ERGMs. (Bayesian) ERGMs
are usually estimated via simulation. These simulation consist of iterations of
swaps of single ties (xij = 1 to xij = 0 or vice versa), conditional on the rest of
the network. Tie swaps can be made according to Gibbs or Metropolis-Hastings
sampling (Lusher et al., 2013).
3.2.2 Multiplexity
Multiplex networks are structures with multiple different types of relations on
the same set of nodes. Multiplex networks can thus be expressed as a random
n× n× l adjacency array x with xlij = 1 when there is tie from node i to node
j on network layer l and xlij = 0 when there is no such tie on layer l. Each
layer l of the multiplex network can be either directed or undirected. Multiplex
ERGMs were first introduced by Pattison and Wasserman (1999) and later
extended by Wang (2012). Multiplexity increases the complexity of network
models by an additional factor, while a single layer directed network has 2n(n−1)
possible configurations (e.g., a network of 20 nodes has ∼ 2.5 × 10114 possible
configurations), this number increases exponentially to the number of layers,
2(n(n−1))×l (e.g., a multiplex network of 20 nodes with 2 layers has ∼ 6.1× 10228
possible configurations).
3.2.3 Posterior Parameter Estimation for BERmGMs
The Markov-Chain Monte-Carlo (MCMC) estimation algorithm of the posterior
p(θ|x) is an extension of the approximate exchange algorithm introduced by
Caimo and Friel (2011) and currently implemented in the Bergm package (Caimo
and Friel, 2014) in R (R Core Team, 2019). The algorithm samples from the
following distribution:
p(θ′, x′, θ|x) ∝ p(x|θ) p(θ) (θ′|θ) p(x′|θ′), (3.2)
with p(x′|θ′) being the likelihood on which the simulated data x′ are defined
and belongs to the same exponential family of densities as p(x|θ), (θ′|θ) is any
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arbitrary proposal distribution for the parameter θ′. This proposal distribution
is set to be a normal centered at θ.
At each MCMC iteration, the exchange algorithm consists of three main steps:
First, proposing a Gibbs update of θ′, followed by a Gibbs update of x′, a
draw from p(·|θ′) with an MCMC algorithm (Hunter et al., 2008). Third an
exchange from the current state θ to the proposed new parameter θ′ is taken.
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where qθ and qθ′ indicate the unnormalized likelihoods for parameters θ and θ
′,
respectively. The intractable normalizing constants cancel each other out in this
equation, thus avoiding the problem of calculating them. The exchange algo-
rithm samples asymptotically from the desired posterior distribution (Everitt,
2012).
The key change to the regular Bergm algorithm is in the network simulation
loop, which is here sampling from a multiplex network space. Instead of di-
rectly simulating a new multiplex network x′ with the proposed parameter θ′,
the simulation is performed iteratively (in total H times) for each of the L
layers of ties by proposing one, or a few, tie swaps on each layer, conditional
on the proposed parameter vector θ′ and on all tie swaps simulated on all
layers of the network in this and previous iterations, that is conditional on
hx′l=1, ..., hx′l−1, h−1x′l, h−1x′l+1, ..., h−1x′L. This is repeated H times and a sam-
ple is drawn from p(·|θ′). For small networks H = 1000 is sufficient, while larger
networks require higher settings of H (e.g., H = 5000).
The implementation of the algorithm is presented below.Here, K is an arbitrar-
ily large number of iterations of the algorithm, K = 2000 is often sufficient.
Adaptive procedures such as the adaptive direction sampling (Caimo and Friel,
2011; Thiemichen et al., 2016) or the delayed rejection sampling (Caimo and
Mira, 2015) can be adopted for this algorithm.
3.2.4 Cross-Network Effects
Currently three fundamental dyadic cross-network effects are implemented for
the algorithm. These effects are: 1) co-occurrence, 2) entrainment, and 3) cross-
network reciprocity. Co-occurrence expresses the tendency of edges on one layer
to occur with edges on another layer in an undirected graph and entrainment
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Algorithm 2 Approximate exchange algorithm for BERmGMs
Initialize θ
for k = 1, . . . , K do
Generate θ′ from (·|θ)
for h = 1, . . . , H do
for l = 1, . . . , L do
Simulate one (or a few) tie swaps in x′l from
p(·|θ′, hx′l=1, ..., hx′l−1, h−1x′l, h−1x′l+1, ..., h−1x′L)
end for
end for
Update θ → θ′ with the log of the probability:
min
(







is its directed counterpart. The corresponding sufficient statistic can thus be







cross-network reciprocity models the co-occurrence of outgoing ties of one type







3.3 Missing Data Imputation
The proposed missing data augmentation procedure is an extension of the work
by Koskinen et al. (2010). In short, every time a new θ′ is accepted in the
algorithm outlined above, the missing network data are imputed conditional on
the observed data and θ′. The imputation follows a similar simulation procedure
as the parameter estimation. However, only tie-swaps for missing tie variables
are proposed. The obtained imputed multiplex network x∗ is then used as the
starting point for the next iteration and treated as new baseline. Thus equation
(3.4) optimizes [s(x′)− s(x∗)], and not [s(x′)− s(x)]. We present the algorithm
below. Here, A is an arbitrarily large number of auxiliary iterations. In the
algorithm presented below, x∗−l are all imputed network layers of x except xl
(e.g., in case of L = 2 and l = 2, x∗−l = x∗−2 = x∗1). Let ux denote the
observed part of the network x.
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Algorithm 3 Approximate exchange algorithm for BERmGMs under missing
data
Use naive imputation obtain starting values for s(x∗)
Initialize θ
for k = 1, . . . , K do
Generate θ′ from (·|θ)
for h = 1, . . . , H do
for l = 1, . . . , L do
Simulate one (or a few) tie in swaps x′l from
p(·|θ′, hx′l=1, ..., hx′l−1, h−1x′l, h−1x′l+1, ..., h−1x′L)
end for
end for
With the log of the probability:
min
(






Replace θ with θ′
for a = 1, . . . , A do
for l = 1, . . . , L do
Simulate one (or a few) tie swaps of missing tie variables in xl
from p(·|θ′, , ax∗l=1, ..., ax∗l−1, a−1x∗l, a−1x∗l+1, ..., a−1x∗L), and form a




The imputed networks x∗ can be retained after the estimation of the posterior
p(θ|x) and used for additional analyzes, because they constitute proper multiple
imputations of x, assuming a well fitting model.
This algorithm has been shown to provide reliable estimates of p(θ|x) (Koskinen
et al., 2010), and low biases in descriptive statistics (Krause et al., 2018a) in the
single-layer network setting. However, if x is a multiplex network, it is important
to impute missing data with a multiplex network model to guarantee that the
observed relationships between the layers are maintained in the imputation
process. Even if one is only interested in one layer of x it we recommended
to use a multiplex imputation model to use all available information for the
imputation. Using a multiplex model can yield better imputations as it allows
to use information of one layer to aid in the imputation of another layer. Using
the other layers only as covariates has the downside that, if the other layers
are analyzed later, imputations made for these layers are independent of the
imputations of the layer currently under study, which, in the worst case, can
lead to contradictory results. The multiplex imputation algorithm, however
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comes with a clear advantage. If multiple layers are imputed simultaneously,
the imputed information one layer will contribute to more reliable imputations
on the other layer. This is especially the case if one layer is more structured,
that is, more explainable by the used imputation model, than the other layer.
Therefore, the proposed algorithm provides an important advancement in the
treatment of missing network data.
The algorithm is expected to perform better in cases where missing tie variables
are only missing on some, but not all layers, because it will use the available
information of the observed layers for the imputation of the missing data. How-
ever, it should provide reliable imputations under complete non-response of
an actor. The proposed algorithm is an extension of the existing algorithm
by Koskinen et al. (2010), and all recommendations regarding missing data
augmentation concerning model selection for regular (B)ERGMs also apply to
BERmGMs. Multiple imputation in general requires that the imputation model
is well fitting and at least as complex as the final estimation model (Krause et al.,
2018a).
3.4 Illustration - Florentine Families
As a simple illustration we present Padgett’s network of the Florentine banking
families, a classical example of network analysis (Padgett and Ansell, 1993).
The network consists of 16 nodes (the banking families), their business rela-
tions, and their martial connections (Figure 3.1). We present only a simple
model for the multiplex graph for illustrative purposes. The within-layer effects
are similar for both business and marriage relations. The model consists of
a set of parameters for edges (modeling the density), geometrically weighted
degree (GWDEGREE - modeling the degree distribution) and geometrically
weighted edgewise shared partners (GWESP - modeling triadic closure; Hunter
and Handcock, 2006; Snijders et al., 2006). Additionally, the model includes a
parameter for the co-occurrence of ties between the layers.
Missing data in most data collection designs will be complete non-response by
an actor, leading to missing data on all network layers. Thus, missing data
were created by randomly selecting three (∼20%) of the families and setting
their outgoing and incoming ties and no-ties for both layers to missing. For this
illustration only one set of missing data was created.
The probability density plots for the posterior distributions for the complete
data model as well as for the missing data model are presented jointly in Fig-
ure 3.2. The missing data augmentation algorithm performs well in approxi-
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mating the posterior of the full data model. The probability densities largely
overlap, and both models lead to substantively the same conclusions about the
direction and size of the effects. This performance of the missing data augmen-
tation was expected given its theoretical similarity to existing work on missing


















Figure 3.1: Business and marriage relations of the 16 Florentine families.
The nodes represent the banking families. Business relations between the families are
shown in red, marriage relations in yellow.
3.5 Discussion
In this paper, we present a Bayesian computational algorithm for the estima-
tion of multiplex exponential random graphs under missing data. The code
implementing the methodology is currently available on GitHub and in future
will be part of the Bergm package in R. It is thus far the only implementa-
tion of multiplex random graphs in R. The algorithm theoretically extends to
networks of any size, any given number of layers, with the theoretical restric-
tions that apply to ERG-family models. However, the algorithm is currently
completely implemented in R, which means that estimating larger networks will
very computationally intensive.
Currently, Bergm, and by extension the proposed algorithm, are heavily re-
liant on the ergm package. Unfortunately, ergm does not facilitate estimation
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Figure 3.2: Posterior Density Distribution of BERmGM estimates for com-
plete and missing data.
The results for the BERmGMs estimated on the missing data are shown in blue,
results estimated on the complete data in red.
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of ERmGMs, which limits the availability of cross-network effects. The pro-
posed algorithm can be easily adapted to estimate Bayesian exponential random
(multiplex-)network models (Fellows and Handcock, 2012b), an extension of the
ERG-family models where also nodal attributes are random and dependent on
the connectivity structure of the network. The estimation of this joint network
and attribute distribution can be implemented similarly to the estimation of
the multiplex structure.
4Missing Data in Longitudinal Networks
Multiple Imputation for Longitudinal Network Data
4.1 Introduction
Missing data have always been a problem for empirical social scientists. It re-
duces power and can induce biases into the data analysis. While missing data
constitute problems for all social science research, the field of longitudinal net-
work research is handicapped on multiple fronts. On the one hand, longitudinal
research is likely to produce more missing data, because the same people are
followed over time, making dropout more likely. On the other hand, network
questionnaires are complex and often ask sensitive questions from the respon-
dents, thus increasing the potential for missing data. Additionally, the strong
dependence between actors makes network analysis more sensitive to missing
data. Missing tie variables do not only mean less information about the sending
actors, but also less information about all receiving actors in the network, given
that missing actors could have nominated any given number of the observed
actors. Research into missing data and missing data treatments in networks is
an ongoing field of research (e.g., de la Haye et al., 2017; Huisman and Krause,
2017; Smith et al., 2017). One model family used to analyze network dynamics
in a longitudinal setting are stochastic actor oriented models (SAOMs). In this
paper, we present a multiple imputation procedure for missing data in longitu-
dinal network research in the framework of SAOMs. It extends previous work
on multiple imputation for longitudinal networks that focused on the imputa-
tion of missing data in the first observation point (first wave) of the study (Hipp
This chapter has been published as Krause et al. (2018b) with minor alterations.
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et al., 2015). The proposed procedure is an imputation method applicable to
missing data at all waves1.
The paper is organized as follows. In Section 4.2, we describe the two net-
work model families relevant for this paper, the stochastic actor-oriented model
(SAOM) and the exponential random graph model (ERGM). In Section 4.3, we
detail the non-response problem and its specifics for missing data in networks.
Section 4.4 details the proposed multiple imputation procedure for longitudinal
network analysis. Section 4.5 presents a (simulated) example application and
comparison to the original (complete) networks and a benchmark procedures.
We end the paper with a discussion of the findings and according recommenda-
tions.
4.2 Statistical Models for Network Analysis
Social network analysis is the study of relational data between social actors
using statistical models. A core issue in analyzing these relations is their em-
beddedness in the larger network structure. Any analysis model must take
these dependencies into account. Two commonly used model families for ana-
lyzing networks are stochastic actor oriented models (SAOMs) and exponential
random graphs (ERGMs).
4.2.1 Stochastic Actor-Oriented Models
Researchers studying the co-evolution of social relations (e.g., friendships) and
behaviors (or attitudes) over time encounter the problem that usually the social
relations and the behaviors are only observed at discrete points in time. It is
unrealistic to assume that the changes made in a friendship network observed
M times all happened at once between observations. It is more likely that the
changes between the network states from m−1 to m are the result of a dynamic
process consisting of a sequence of small changes.
A common model to analyze these network dynamics is the SAOM introduced
by Snijders (1996, 2001, 2005). The SAOM assumes that each actor has control
of its outgoing ties and is aware of the ties between other actors. The SAOM
models the change between the networks as a series of mini steps, each consti-
tuting the creation or deletion of a tie, or no change. At each step, a certain
actor i, stochastically chosen with frequencies determined by a rate function,
1For their helpful comments that significantly improved this study, we thank the two
anonymous reviewers.
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evaluates her choice set based on the current state of the network. Usually the
rate function is constant for all actors, meaning actors are chosen at random,
however, the rate function can be estimated (or set) to incorporate endogenous
or exogenous effects. The chosen actor i can either create a tie to an uncon-
nected actor, drop a tie to a connected actor, or do nothing2. Let x denote the
n × n adjacency matrix where n is the number of actors, with xij = 1 when
there is a tie from actor i to actor j and xij = 0 when there is no tie. Self
nominations are not allowed (xii = 0). Then the probability for each of the
possible actor decisions is determined by an objective function, in which actor-
specific network statistics (including effects of covariates) ski are weighted with






The network statistics ski can be, for instance, subgraph counts (or non-linear
transformations) in the network neighborhood of the focal actor i (e.g., reci-
procity, outdegree, indegree) or functions of the attributes of the actors sending
or receiving the ties, and are always calculated from the network at the cur-
rent mini step. This allows the model to capture the dynamic process. Two
problems arise that make it impossible to directly calculate the likelihoods or
expected values of parameters. First, the true sequence of these mini steps is
unobserved3. Second, the possible states of the network are far too numerous
– a binary network of only 30 actors already has 230
2−30 = 7.9× 10261 possible
states. Therefore SAOMs are estimated using a simulation approach, hence the
name SIENA for the software to estimate SAOMs – Simulation Investigation
of Empirical Network Analysis; RSiena is a contributed package (Ripley et al.,
2017)to the statistical system R (R Core Team, 2017).
Model estimation is typically done by the Method of Moments, that is, deter-
mining parameters so that for a selected set of statistics the expected values are
equal to the observed values. The algorithm is split into three phases. Phase 1
determines the sensitivity of the parameters to the given statistics and pro-
vides rough estimates for the parameters. Phase 2 estimates the parameters
iteratively by simulating the mini steps entire process many times, each time
2Throughout this paper we focus on directed networks. All models discussed in this paper
also apply to undirected networks.
3If this sequence of changes is observed, it is recommended to use relational event models
(REM; Butts, 2008) or their actor oriented counter part, dynamic network actor models
(DyNAM; Stadtfeld and Block, 2017; Stadtfeld et al., 2017).
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calculating the statistics used for the Method of Moments, and updating the
parameters according to Robbins-Monro steps. Phase 3 takes the resulting pa-
rameter estimates to simulate multiple runs of network evolutions (normally at
least 1000) to estimate the covariance matrix of the model parameters. This
process involves thousands of repeated simulations of the whole dynamic net-
work process, and each of these simulations consists of several hundred or more
mini steps. The simulated networks in Phase 3 are used to test the conver-
gence of the model, calculate standard errors for the parameters and the final
networks can be used for goodness-of-fit (GoF) testing.
Four different simulation-based estimation methods are implemented in the
RSiena software: Method of Moments (MoM), Generalized Method of Moments
(GMoM), Maximum Likelihood (ML) and Bayesian estimation (Koskinen and
Snijders, 2007; Amati et al., 2015; Ripley et al., 2017; Snijders et al., 2010a).
Especially the MoM and the ML estimation algorithm have appealing features
that will be utilized in the proposed imputation method. One important dif-
ference between MoM and ML estimation lies in how they simulate network
evolution trajectories, both in phase 2 and phase 3. Network trajectories under
MoM are simulated conditional on the observed network at wave m− 1 and on
the estimated parameters. In contrast, ML simulations are conditional on the
observed network at wave m− 1, the observed network at wave m and the es-
timated parameters. Thus, MoM simulation provide a distribution of networks
at the end of the simulation, while ML simulations always ends in the observed
network at wave m. For a more detailed introduction to SAOMs see Snijders
(2017b); for an introduction to applying SAOMs see Snijders et al. (2010b) or
Steglich et al. (2010).
4.2.2 Stationary Stochastic Actor-Oriented Models
Although SAOMs are mostly used for investigating dynamic change processes
over time, they can also be applied to cross-sectional network data (Snijders and
Steglich, 2015). While longitudinal SAOMs model the changes in network struc-
ture, stationary SAOMs assume that the network structure, although changing,
is in a stochastically stable state. This means that it is assumed that the ob-
served network is in a short-term dynamic equilibrium and thus the statistics
s(x) will have a stationary distribution. The stationary models can be esti-
mated by using the observed network as both starting and end network for the
stationary distribution (reflecting that the network statistics remain constant)
and fixing the rate parameter to a large value (say 50). The rate parameter
cannot be estimated in the stationary SAOM, as it reflects the rate of change
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and the stationary SAOM assumes no change. However, fixing a large value for
the rate function allows the model to simulate network trajectories and esti-
mate the parameters in the objective function such that the observed network
statistics remain stable.
4.2.3 Exponential Random Graph Models
The most common family used to analyze cross-sectional network data is the
family of exponential random graph models (ERGMs; Lusher et al., 2013).
ERGMs model the observed network as a function of its statistics (mainly counts
of sub-graphs, for instance, the number of reciprocated ties or the number of
transitive triplets). Basic to the ERGM is a linear predictor quite similar to the
objective function of the SAOM∑
k
θksk(x), (4.2)
with the key difference that in the SAOM the objective function is actor specific,
as can be seen in the actor index i in (4.1). SAOMs are, as the name states,
actor-oriented models, while ERGMs are tie-oriented models. While SAOM
parameters focus on the decision of social actors given their network neighbor-
hood, ERGM parameters focus on the presence (or absence) of a tie, given all
other ties in the network. For a more detailed comparison between SAOMs and
ERGMs see Block et al. (2016).
4.3 Missing Data
4.3.1 Missing Data Mechanisms
Missing data mechanisms describe the underlying processes for the data to be
missing, using the distribution of missingness. Using the framework defined by
Rubin (1976) and Little Roderick and Rubin Donald (1987), there are three
types of missing data mechanisms. Data are Missing Completely At Random
(MCAR) if each individual tie variable (or actor) is missing independent of
observed and missing data. Data are Missing At Random (MAR) if the proba-
bility to be missing is independent of the missing tie variable (actor) itself, but
is related to other observed variables (e.g., males are less likely to fill out the
network part of the survey). These two cases are often summarized as ignorable
missing data in the survey research setting, because given proper missing data
techniques are applied, they will yield no bias on a resulting analysis. Lastly,
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data are Missing Not At Random (MNAR) if the missingness is dependent on
missing data.
4.3.2 Missing Data Types
It is not only important to distinguish missing data mechanisms, but also how
the missing data are spread over the data set. Usually, two types of missing data
are distinguished: item (or tie) non-response and unit (or actor) non-response
(Huisman and Steglich, 2008). Item non-response occurs when a participant is
only observed on some items, but not on all. In network research this means
that only some ties (outgoing or incoming) are not observed for an actor. Unit
non-response occurs when a complete case is missing. In the setting of net-
work research this means that all outgoing ties of the participant are missing,
incoming ties however will still be observed. In some cases unit non-response of
an actor will not only lead to missing outgoing ties, but will remove the actor
completely from the study, leading also to missing incoming ties (Borgatti and
Molina, 2003).
A special case of non-response in longitudinal research is wave non-response
(Huisman and Steglich, 2008). In this case, data are only available for some
actors for some waves of the data collection, but not for all. This study will only
focus on wave non-response, which is illustrated with networks collected over
three time points, including (completely) observed covariates. The findings can,
however, be applied to the case of item non-response, as item non-response is less
severe and retains more information per actor than wave or unit non-response.
For ease of the illustration, in this paper, all data are missing completely at
random (MCAR).
4.3.3 Missing Data in Longitudinal Network Data
For estimating SAOMs, it is important to distinguish between missing data in
the first wave and missing data in following waves, because the first wave is the
starting point for the simulation and is treated by the model as given. Therefore
it is necessary to impute data in the first wave to provide a starting point for
simulations.
Handling missingness in consecutive waves differs depending on the estimation
procedure use in the RSiena software (Ripley et al., 2017). For the Method
of Moments (MoM) procedure, the model-based hybrid imputation procedure
described by Huisman and Steglich (2008) is used to handle missing tie variables.
It is hybrid because it uses imputation for the simulations but then restricts the
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use of the imputed values for the estimating equations. For the first wave, it
uses the simple method of imputing no-ties (zeros) for missing tie variables.
Social networks are usually sparse and without taking any other information
into account a no-tie is the most likely guess for each missing cell. Missing
tie variables in consecutive waves are imputed by last value carried forward
(Lepkowski, 1987). In the calculation of the target statistics used for parameter
estimation, missing tie variables are excluded. Therefore, the imputations have
no direct effect on parameter estimation, although they do have effect on the
simulations. Earlier work has shown that for small amounts of missing actors
(up to 20%), this method provides only small biases in the parameter estimates
under MCAR, MAR, and MNAR, and is superior to other simple imputation
methods (Huisman and Steglich, 2008).
If Maximum Likelihood (ML) estimation is chosen, missing data at the end
of a period are treated in a model-based way. The procedure is given in Sni-
jders (2017a). As described before, the chain of mini steps between two waves
simulated in the ML procedure is conditional on the observed data at both
time points, m − 1 and m. If data for time m − 1 are complete, this condi-
tioning determines the probability distribution of any missings at time m. If
data for time m− 1 are incomplete, then the extra information inserted is the
prior distribution for the missing tie variables, and this assumes independent
binary variables with the observed density (among observed variables) as the
tie probability. Given all observed variables at times m − 1 and m and this
prior, the chains are simulated and this implies the stochastic model-based im-
putation of the missing tie variables at both waves. The simulated chains are
used for parameter estimation. If there are no missing data at wave m − 1,
the imputed values for missing tie variables at wave m are draws from their
conditional distribution given all observed data. If the missing data are MAR
and the estimation model is realistic, this does not introduce any additional
bias in the parameter estimation.
It should be noted that in the ML estimation in RSiena for M ≥ 3 waves, all
M −1 periods from time m−1 to m are treated separately. For example, when
analyzing M = 3 waves, missing tie variables in wave 2 are treated in a model-
based way only for the first period (wave 1 to wave 2), but are imputed with the
observed density of the network for the second period (wave 2 to wave 3). In
the case of wave non-response this is a limitation, and was only chosen to keep
the algorithm tractable. Moreover, in the ML procedure, missing data are not
imputed in the traditional sense. Neither are imputed values returned, nor are
imputed values directly used for parameter estimation in consecutive periods.
An alternative approach for handling missing data in SAOMs was proposed
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by Hipp et al. (2015), using ERGMs. They propose an imputation procedure
using ERGMs to impute the first observation of the network. First, an ERGM
is estimated on the network, after which the estimated parameters are used to
simulate the missing tie variables, while keeping all observed ties fixed. This
provides realistic starting points that can be used not only in the simulation
phase of the SAOM estimation, but also in the estimation phase. Although the
procedure was evaluated without reference to a complete data set (and gener-
ating model) and only assessed by comparing different missing data handling
methods, it is expected that the method outperforms the default procedures dis-
cussed above, provided that the imputations are performed with a well-fitting
model. This is because the procedure utilizes far more information for imputa-
tion than the standard procedures, imputing the missing tie variables in wave 1
conditional on the observed network and covariates at wave 1. The authors show
how the procedure can be used for multiple imputations, but do not actually
apply multiple imputation.
Recently, a new strategy for dealing with missing data in network studies with
multiple periods (M > 2) was proposed by de la Haye et al. (2017), called
Inclusive Sampling. The strategy involves forming subgroups of the data for
each period. Each subgroup only includes actors that are fully observed at the
start and end of the respective period. Although this procedure disregards some
available information, it was specifically designed to increase the likelihood of
the SAOM to converge.
4.4 Multiple Imputation
In this paper, we present a multiple imputation procedure for longitudinal net-
work data. It allows the user to analyze all available data and not only com-
pletely observed dyads, which results in increased power for the analysis. Mul-
tiple imputation has the advantage over single imputation that it takes into
account the increased variability of parameter estimates due to imputation (see
Huisman and Krause, 2017, for an overview of imputation methods for network
data). The proposed method uses model-based imputation for the first wave,
like Hipp et al. (2015), but takes some further steps.
First, it allows imputation of missing tie variables both in the first and later
waves. The imputations for later waves are obtained using the ML simulation
method for SAOMs. This makes it possible to impute the missing tie variables
for a given wave by draws from their conditional distribution, given the observed
data for the preceding and the current wave. Second, two options for imputing
missing data in the first wave are proposed, which both use data from the first
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and second wave. The first option is an adjustment to the procedure of Hipp
et al. (2015), by using Bayesian ERGMs to impute the first wave, rather than
ERGMs (Koskinen et al., 2010; Caimo and Friel, 2011, 2013; Koskinen et al.,
2013). The second option is to use a stationary SAOM to impute the first wave.
4.4.1 Multiple Imputation: General Theory
Multiple stochastic imputation consists of performing the following steps (e.g.,
see van Buuren, 2012):
(1) Specify an imputation model and obtain starting values for the param-
eters of the model (often estimated from the observed data). With this
model, specify the probability distribution of the missing data, given the
observed data, and fill in starting imputations by random draws from this
distribution.
(2) Obtain a conditional distribution of the parameters of the imputation
model, given the observed and imputed data and estimate (draw) new val-
ues for the parameters (needed to generate proper multiple imputations,
either by using Bayesian methods and specifying posterior distributions
of the parameters, or using bootstrap methods and re-estimating param-
eters from the re-sampled data). With these new parameters, impute the
missing values by drawing values from the conditional distribution of the
missing data, given the observed data and the new parameters.
(3) Repeat step (2) until convergence, and retain D imputed data sets from
this procedure, differing only in the imputed values.
(4) Analyze each imputed data set separately with standard (complete-case)
techniques and combine the results of the analyses following the proce-
dures outlined by Rubin (1987).
Rubin’s rules for combining results include combining parameter estimates and
covariances. Let γˆd denote the dth estimate of the parameter γ and Wd =
cov(γˆd |xd) the (within-imputation) covariance matrix of the parameters of data
set xd. The combined estimate for the parameters is the average of the estimates
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Obtaining the proper standard errors is a bit less straightforward. The com-
bined estimate for the standard error needs to take into account the variance
within and between imputations. It requires the average within-imputation
covariance matrix W¯D and the between-imputation covariance matrix BD.The













(γˆd − γ¯D)(γˆd − γ¯D)′. (4.5)
The total variability for γ¯D is estimated by







The standard errors for the parameters are given by the square roots of the
diagonal elements of TD.
4.4.2 Multiple Imputation: Longitudinal Network Data
When applying these general steps to the longitudinal network setting, we have
to adjust the steps (1) to (3) to the SAOM. For steps (1) and (2), we distinguish
between the first wave and later waves of the longitudinal network data, as the
SAOM does not model the network in wave 1. To outline the general procedure,
we will first discuss imputation of later waves, m = 2, . . . ,M and then return
to the imputation of the first wave.
Multiple imputation: Missing data in later waves
For consecutive waves m = 2, . . . ,M , missing tie variables are imputed wave
by wave using the SAOM. Given the data for wave m − 1, we use the MoM
algorithm of the SAOM with default treatment of the missing data in step (1)
to estimate the imputation model. In this step, the MoM procedure is preferred
over ML estimation because it is faster and, more importantly, gives the op-
portunity to assess the goodness of fit of the imputation model by using the
networks simulated in Phase 3 of the regular RSiena algorithm. Imputation
should be performed with a well-fitting model that includes all parameters that
will be included in the analysis model. The model is estimated and convergence
is assessed for period m − 1 to m, and the fit of the model is inspected. If
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deficiencies are found, new effects (parameters) can be added and the model
is re-estimated by MoM. This process of specifying, estimating, and inspecting
imputation models is repeated until a reasonable model fit is obtained. An al-
ternative is to estimate the model, and determine a good model specification,
by considering all waves together in one analysis.
Once a fitting imputation model is obtained for the period m − 1 to m, we
continue to step (2) and utilize ML simulation to impute the missing tie variables
at wave m, conditional on the complete data for wave m− 1 (if there were any
missings in wave m − 1, they were imputed in earlier steps of the procedure)
and the observed data in wave m, and the imputation model estimated in
step (1). Repeating this procedure wave by wave results in one complete data
set. The sequence of steps is executed D times to provide D imputed data sets.
These completed data sets are analyzed separately in step (4) using the regular
MoM procedure, or estimator of choice, giving D estimates that are combined
according to the rules outlined above.
Multiple imputation: Missing data in the first wave
Standard SAOM models are models of change that take the first wave as a given
starting point and model the change to consecutive waves. This allows us to
use the regular SAOM framework to impute missing tie variables in later waves,
but, as the first wave is not modeled, prevents us from imputing the missing
data in the first wave. Therefore we need to draw our first wave imputations
from a different distribution. This goes beyond the SAOM model definition,
and requires additionally a specification of the distribution for the first wave.
One way would be to follow a completely model-based procedure, assuming a
prior distribution from which the first wave network was drawn, together with
the SAOM assumptions for the transitions to later waves. This was done for
longitudinal network data according to the Longitudinal ERGM by Koskinen
et al. (2015), in a Bayesian approach with prior distributions for the parameters.
It also used in the ML procedure implemented in RSiena (Snijders, 2017a), but
incompletely because each pair of consecutive waves is handled separately from
the other waves, using very simplistic prior distributions. Further, the RSiena
software currently does not allow to export the stochastic imputations for the
first wave. Therefore we follow a different approach, less compelling than a
model-based approach would be but easier to perform.
We propose two options for first wave imputations, 1) Bayesian ERGMs and 2)
stationary SAOMs. These distributions are chosen because both are models for
cross-sectional networks, able to provide multiply imputed data sets conditional
on the observed data for the first wave, and able to take into account the next
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wave as a covariate. Thus, the choice is made out of convenience and flexibility
rather than being principled.
ERGMs were already proposed as a possible distribution for this purpose by
Hipp et al. (2015). Moreover, ERMGs (especially Bayesian ERGMs) can be es-
timated reliably under missing data (Koskinen et al., 2010, 2013). For Bayesian
ERGMs the imputation of missing tie variables is integrated with the param-
eter estimation. In our first option for imputing the first wave, we estimate
a Bayesian ERGM under missing data as described by Koskinen et al. (2010,
2013) and retain D imputed data sets from the converged model. This is dif-
ferent from the non-Bayesian method proposed by Hipp et al. (2015), where
all D imputations are created with the same set of estimated parameters. The
non-Bayesian procedure underestimates the between-imputation variance (BW ),
giving a downward bias to the standard errors.
For this we employ the Bergm package (Caimo and Friel, 2014) in R, which we
adapted to incorporate missing data treatment as described by Koskinen et al.
(2010, 2013). The choice of the imputation model is not trivial, and generally
the imputation model should always contain all the parameters that will also
be used in the analysis model. However, there is no perfect one-to-one com-
parability between SAOM and ERGM parameters (Block et al., 2019), which
can be seen in equations (4.1) and (4.2). Parameters in ERGMs are multiplied
with the overall network statistics sk(x), while parameters in the SAOM relate
only to the network neighborhood of the focal actor (the i in ski(x)). However,
both model families are generally able to model similar structures4. Given the
strong longitudinal dependence, it will be essential that the network in wave 2
is used as a dyadic covariate. If, however, all actors that are missing in wave 1
are also missing in wave 2, including wave 2 as a dyadic covariate will add little
to the imputations.
In our second option, we impute missing data in the first wave by using a
stationary SAOM. Imputation with the stationary SAOM for wave 1 is similar
to imputation with the SAOM employed for later waves as described above.
Here, we first estimate a stationary SAOM from wave 1 to wave 1 with the
rate parameter fixed to a large value (e.g., 50), and then use ML simulation to
impute the missing tie variables conditional on the observed ties in wave 1 and
our imputation model (which should include wave 2 as a dyadic covariate).
However, two minor complications with the current implementation of the ML
algorithm in RSiena arise. First, the ML algorithm does not provide easy access
to the network that is internally imputed for the beginning of the simulation,
4To identify corresponding parameters refer to the package manuals, for ERGMs: Hand-
cock et al. (2007); for RSiena: Ripley et al. (2017).
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thus the imputation of the model is not possible given the simulated trajectories
alone. Changes to this are not trivial. To overcome this minor problem we create
a copy of wave 1 in which we impute the missing data with a simple ad hoc
procedure (imputing ties randomly with the probability of the observed density
in the available data). The imputed copies of wave 1 and the observed wave 1
with the missing data are then used as respective start and end points for the
ML simulation. Second, the ML algorithm requires that at least one tie variable
changes between the networks. This is not the case here, as wave 1 is used both
as start and end point to estimate a stationary SAOM. To fix this minor issue
we change one randomly selected observed tie (selected independently across
the D imputed data sets) in the copy of wave 1 to a no-tie. This will have
minimal impact on the ML simulation, because the simulated network at the
end of the trajectory will be equal to the observed network at the end of the
period, thus the change in the copy of wave 1 does not lead to changes in the
imputed data.
Multiple imputation: Summary
To summarize the procedure, the specification of steps (2) and (3) of the multiple
imputation procedure is as follows:
(2.1) If the network at wave 1 has any missing tie variables, estimate a Bayesian
ERGM or a stationary SAOM to impute the missing tie variables. The
model specification includes the observed network at wave 2 as a dyadic
covariate.
(2.2) For d = 1, . . . , D:
a) If the network at wave 1 has missing tie variables, impute by a ran-
dom simulation draw from the model estimated in (2.1).
b) For m = 2, . . . ,M :
i. Estimate a SAOM using MoM for the period m − 1 to m, con-
ditional on the completed network at m− 1.
ii. Impute the missing tie variables in wave m using the fitted im-
putation model in the ML simulation procedure, conditional on
wave m − 1, the observed ties in wave m, and the fitted impu-
tation model.
(3) Repeating step (2.2) D times leads to D completed data set.
The advantage of multiple imputation is that it can give unbiased estimates
with correct standard errors (and confidence intervals), even when the number
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of imputations D is low (van Buuren, 2012). An ongoing question of research,
however, is the required number of imputations D to obtain good inference
properties (e.g., power or p values). Following the general guidelines for multiple
imputation for non-network data by van Buuren (2012), it is recommended to
set D equal to the percentage of missing cases, but at least to 20. Theoretically
it is always better to set D as high as computation and data storage do allow.
4.4.3 Estimating Imputation Models for Multiple Waves
In the multiple imputation procedure described above, missing tie variables are
imputed wave by wave, where for each periodm−1 tom a new imputation model
is estimated. If the network dynamics are not homogeneous across periods this
is the appropriate procedure and separate models need to be estimated for each
period from m − 1 to m. Given that the models can be reliably estimated,
estimating a new imputation model for each period ensures that differences
in the dynamics between waves are preserved by the imputation model (e.g.,
friendship dynamics in a school classroom might be different right after the
transition from middle to high school, compared to dynamics in 3rd or 4th year
of high school).
If the network dynamics differ between periods, new parameters need to be
added in later periods to obtain proper model fit. It is advised that the respec-
tive parameters are added for all imputation models, including the imputation
models for previous waves. We recommend doing so for two reasons. First, the
model fit of a previous wave, although satisfying, could still be improved by
incorporating these new parameters. Second, the general recommendation is to
include at least all parameters in the imputation models that will be used in
the analysis model (e.g., van Buuren, 2012; Huisman and Krause, 2017). Com-
parison of the network dynamics in different waves or combining the results
of multiple waves is easiest when the same parameters are used in all analysis
models. Therefore these parameters should also be included in the imputation
models.
It is, however, possible to estimate the imputation model using all waves and
then applying it period by period. Using one model is advised if (1) the network
dynamics are homogenous across periods (which can be tested within the SAOM
framework) or (2) the networks are small (e.g., school classes). Small networks
(especially with missing data) are more likely to yield unstable results, because
they provide less information to reliably estimate parameters5. This means that
5The actual size of the network is of secondary importance. The network change in
relation to the parameters is the deciding factor. Small networks tend to provide overall less
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for small networks an imputation model not incorporating the information of
multiple periods might not be estimable.
4.4.4 Multiple Groups
Stochastic multiple imputation reflects the uncertainty due to missing data and
due to imputation (i.e., prediction) of the missing data by combining within
and between-imputation variance in Equation (4.5). A multiple imputation
procedure is called proper if it also takes into account the uncertainty included
in the estimation of the parameters of the imputation model when estimating the
between-imputation variance BD in Equation (4.4) (Rubin, 1987; van Buuren,
2012). Improper procedures do not fully capture the increased uncertainty,
which can deflate BD. This means that for proper multiple imputations, a new
draw from the distribution of the parameters of the imputation model is needed
for every imputation. This can be accomplished by Bayesian estimation6. The
proposed method does not provide proper imputations, because imputations are
not drawn from the full posterior distribution. However, the Bayesian ERGMs
used in he first wave provide more reliable estimations of BD than would be
achieved by imputations drawn from ERGMs.
Currently in RSiena, Bayesian estimation for SAOMs is only implemented for
the analysis of multiple groups. This means that analyzing multiple groups or
networks has an important advantage for multiple imputation, as it provides
more reliable standard error estimates if the Bayesian analysis is used. The
procedure for multiple groups is in general similar to the procedure outlined in
Section 4.2, with the exception that in step (2.2) a Bayesian SAOM is estimated,
from which the parameters are drawn to generate imputations by drawing them
from the conditional distribution of the missing data.
In the single group situation, the drawback of the procedure in Section 4.2 is
that the parameters of the imputation model are not drawn from their posterior
distribution and the method does not yield proper multiple imputations. For
non-network data it has been shown that not taking into account the extra
uncertainty due to estimating the parameters of the imputation model does
yield fairly similar results to those obtained under proper imputation, given that
the sample size is large and that the proportion of missing data is small (Allison,
2001). Although the impact of proper imputations for network analysis has yet
to be determined, it is advised to obtain imputations as proper as possible.
network change for the parameters.
6In general, bootstrap procedures are an alternative option to obtain a (sampling) distri-
bution of the parameters, however, for network data bootstrapping is not a feasible procedure
because of the strong, inherent dependencies between observations.
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4.4.5 Multiple imputation vs. Likelihood-Based Treatment
The model-based missing data treatment implemented in the ML estimation in
RSiena and the proposed multiple imputation procedure should provide asymp-
totically similar results in the situation of one period with only missing data
in the second wave. However, in other scenarios (e.g., missing data in multiple
waves), multiple imputation should lead to more reliable results, because the
imputed values from the proposed multiple imputation procedure are based on
more information than the internal imputations in the ML procedure. Further,
multiple imputation is generally more flexible than likelihood-based missing
data treatment. It allows to incorporate information not included in the analy-
sis model (e.g., additional actor covariates) and can be adapted easily to test the
sensitivity of the model to variations of the missing data mechanism. The pur-
pose of this paper is to introduce a multiple imputation procedure for SAOMs
and apply it to a realistic example, therefore a detailed comparison to the ML
missing data treatment is out of the scope of this paper.
4.5 Illustrative Example
4.5.1 Network Data
The outlined procedure is demonstrated on an adolescent friendship network of
50 girls observed at three waves. The data set is used in previous SAOM (sim-
ulation) studies (e.g., Huisman and Steglich, 2008) and was originally part of
the Teenage Health and Lifestyle study (Michell and Amos, 1997; Pearson and
West, 2003; Steglich et al., 2006). At every wave, the girls’ alcohol consumption
was also surveyed, using an ordinal five point scale. To illustrate the method
and provide a first comparison to existing methods we will apply the follow-
ing missing data treatments: 1) the default treatment implemented in RSiena
(MoM), 2) single imputation with first wave ERGM imputation (1st-ERGM;
Hipp et al., 2015), 3) inclusive sampling (de la Haye et al., 2017), 4) multiple
imputation with first wave BERGM imputation (MI-BERGM), and 5) multiple
imputation with first wave SAOM imputation (MI-SAOM).
In this example, we generated missing data in each wave separately by randomly
(MCAR) selecting 10 (20%) of the actors and removing all outgoing ties for these
actors (wave non-response). For ease of the example, no missing data on alcohol
consumption were created. In period 1, 64% of the tie variables and 40% of the
dyads were observed at both time points. In period 2, 62% of the tie variables
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and 37% of the dyads were completely observed. This constitutes a very high
proportion of missing data.
4.5.2 Missing Data Treatments
After generating the missing data, the five missing data treatments were used
to handle the missing actors, and a SAOM was estimated on the treated data.
The estimated parameters are compared with the estimates obtained from the
same SAOM fitted to the complete data.
Multiple imputation of wave 2 and 3
We first estimated a SAOM to impute waves 2 and 3, using the default MoM
procedure on the incomplete data. The model was estimated on the incomplete
data and not on the complete data, because in empirical research the complete
data will not be available. The SAOM included the following structural effects:
Density, degree related effects (square-root of indegree popularity, square-root
of outdegree activity), reciprocity, triadic closure (geometrically weighted edge-
wise shared partners, GWESP7, Snijders et al., 2006), and the interaction of
reciprocity and GWESP. Further, the model contained effects regarding selec-
tion on alcohol consumption: Ego alcohol consumption, alter alcohol consump-
tion, and similarity on alcohol consumption. Additionally we included alcohol
consumption as a dependent variable, including a linear and quadratic effect of
previous alcohol consumption on future alcohol consumption, as well as an effect
for friends influence on alcohol consumption (average similarity to friends al-
cohol consumption). The model is generally similar to other models estimated
on the network (e.g., Huisman and Steglich, 2008). Model fit was evaluated
on outdegree, indegree, and geodesic distance distributions, and on the triad
census. The model showed good fit on the incomplete data, and also on the
complete data the fit was adequate.
Multiple imputation of wave 1
Following the presented procedure, two methods were used to impute the miss-
ing data in the first wave was: using Bayesian ERGMs and using stationary
SAOMs. In both methods, the first wave was (multiply) imputed D = 50
times.
In the Bayesian ERGM procedure, the imputation model included parame-
ters to model similar structures as the SAOM. It included parameters for
7This parameter and all other geometrically weighted parameters had a decay parameter
of log(2).
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edges, reciprocity, triadic closure (geometrically weighted edgewise shared part-
ners, GWESP), two-paths (geometrically weighted dyadwise shared partners,
GWDSP8), in- and out degree distribution (geometrically weighted indegree and
outdegree) and a term specifically modeling the reciprocated transitive triad.
Further, a homophily parameter for alcohol consumption (based on absolute
difference), as well as in- and outdegree related effects of alcohol consumption
were included. Additionally, the observed network at wave 2 was included as
a dyadic covariate. Missing data at wave 2 were substituted with zeros, as the
current implementation of dyadic covariates in the ergm package (used for esti-
mating the BERGMs) does not allow missing data on dyadic covariates. After
multiply imputing the first wave, the proposed procedure of Section 4.2 was ap-
plied to impute waves 2 and 3 using the SAOM with the parameters identified
earlier to obtain D = 50 imputed data sets. On each of the 50 imputed data
sets, the same SAOM was then estimated using the MoM estimator, and the
results were combined using Rubin’s rules.
Multiple imputation was also employed using a stationary SAOM for the first
wave, followed by the outlined procedure for waves 2 and 3. The imputation
model for the first wave included the same parameters as the imputation model
for waves 2 and 3 (the regular, non-stationary SAOM) and additionally the
observed network at wave 2 as dyadic covariate. Missing data at wave 2 were
substituted with zeros, as before. Again, D = 50 imputed data sets were
obtained and analyzed using the SAOM, and the results were combined.
ERGM imputation
Following the procedure proposed by Hipp et al. (2015), the first wave was
imputed multiple times using the ergm package (Handcock et al., 2007). We
were unable to obtain a converged model with the same parameters used in
the BERGM. Therefore, the parameters for the in- and outdegree distributions
(geometrically weighted indegree and outdegree) and the reciprocated transitive
triad were excluded. Further, GWDSP was replaced by the not geometrically
weighted regular two-path parameter. After the first wave was imputed D = 50
times, the regular SAOM model (MoM estimation) was estimated, not treating
the missing data in wave 2 or 3 (i.e., using the default missing data treatment
in RSiena). The results were combined according to Rubin’s rules.
Inclusive sampling
The inclusive sampling method was applied by excluding, period by period, all
actors who had any missing values within that period. Then, RSiena’s multi-
8A parameter for two-paths was included to aid the proper estimation of triadic closure.
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group analysis was performed on the separate periods (MoM estimation), treat-
ing the two periods as separate groups.
4.5.3 Results
The estimated models are presented in Figure 4.1, model estimates can be found
in Table 1.The default treatment, inclusive sampling and 1st-ERGM imputation
show lower estimates for the rate functions and biases for some of the structural
effects. Selection effects, however, are well estimated (although inclusive sam-
pling shows a much lower estimate for selection of other with similar alcohol
consumption) and so are all parameters related to the evolution of alcohol con-
sumption (here again, inclusive sampling shows a much lower influence effect).
The estimated standard errors for these three methods are often substantially
larger than the complete data estimates, and sometimes so large that they would
influence model inferences (e.g., the standard errors for outdegree activity are
so large that the parameter would no longer be considered significant).
The proposed MI procedures are in stark contrast to these three methods. Both
of them perform very well and all parameter and standard error estimates are
very close to the complete data estimates. Only the rate functions for the first
period are underestimated. The 50 rate parameters, for each imputed data
set, show considerable variation, as can be seen in the large proportion of the
between imputation variance BD on the total variance TD, presented in Table 2.
The between imputation variance of the 1st-wave imputation with ERGM are
very small. This is the case for two reasons. First, missing data are only treated
in the first wave, and thus missing data in waves 2 and 3 stay unaltered and
are handled by RSiena’s default treatment. Therefore the target statistics are
the same for all D estimations, leading to very similar estimated parameters9.
Second, the differences between the imputed tie variables are smaller compared
to the imputation with BERGMs, because only a single parameter vector was
used for the imputation, while BERGM imputation draws D parameter vectors
from the estimated posterior distribution. The small variance could lead to
underestimation of the uncertainty about the estimated parameters.
In the presented example data, it did not make a meaningful difference if the first
wave was imputed by a Bayesian ERGM or a stationary SAOM. The differences
in parameter estimates and standard errors are negligible and do not indicate
any advantage for one of the two options.
9The estimated parameters are not identical, because the starting points are different due
to imputation of the first wave, and because the estimation is a stochastic process.
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Figure 4.1: Estimated parameters for the complete data and the five treat-
ment procedures.
The estimated parameters are presented in three blocks, structural network param-
eters (upper left), network alcohol selection parameters (upper right), and alcohol
evolution parameters (lower left). The parameter estimate for the complete data is
given with a dot (confidence interval in red), the estimate for the default missing data
treatment with a triangle (confidence interval in yellow), the estimate for first wave
ERGM imputation with a square (1st-ERGM; confidence interval in green), inclusive
sampling with a vertical bar (confidence interval in light blue), multiple imputa-
tion with first wave BERGM imputation with crossed square (MI-Bergm; confidence
interval dark blue), and the estimate for multiple imputation with with first wave
stationary SAOM imputation is given with a star (MI-SAOM; confidence interval in
pink).
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It is important to emphasize that this limited illustration is not an exhaustive
comparison of the methods and the performance depends on a multitude of fac-
tors, such as missing data mechanism, type and frequency. Especially inclusive
sampling was not designed as a primary missing data treatment, but as last
resort when the SAOM does not converge due to a large proportion of missing
data.
Table 4.2: Ratio of between imputation variance on the total variance (BD/TD).
MI-BERGM MI-SAOM 1st-ERGM
Friend rate 1 0.26 0.25 0.11
Friend rate 2 0.20 0.22 < 0.01
Density 0.12 0.13 0.01
Reciprocity 0.26 0.23 0.01
GWESP 0.16 0.21 0.01
GWESP × Rec. 0.23 0.28 0.01
Indeg. pop. sqrt. 0.19 0.20 0.01
Outdeg. act. sqrt. 0.13 0.13 0.01
Ego alcohol 0.14 0.15 0.02
Alter alcohol 0.16 0.14 0.01
Alc. similar. 0.13 0.17 0.03
Alcohol rate 1 < 0.01 < 0.01 < 0.01
Alcohol rate 2 < 0.01 < 0.01 < 0.01
Alc. linear 0.01 0.01 < 0.01
Alc. quadratic 0.03 0.03 0.01
Avg. alter Alc. 0.10 0.09 0.03
4.6 Discussion
In this study we introduced a multiple imputation method for SAOMs and
demonstrated it on an empirical data set with simulated missing data. The
results suggest that multiple imputation performs as well and often better than
the default procedure within the RSiena software and other proposed alterna-
tives. Especially standard errors seem to be estimated more reliably. The large
standard errors for the simpler methods were not surprising, given that the
estimation of the parameters was based on considerably less data.
This study gives an introduction and small demonstration of the proposed pro-
cedure and not a thorough investigation. Future studies are required to deter-
mine the actual reduction in bias and verify the impact of the various choices a
researcher can make in the imputation model. The proposed procedure needs
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to be tested on a larger sample of different networks. This will allow reliable
estimation of the reduction in biases of parameters and standard errors.
Additionally, the current study only explored the procedure under MCAR.
Future research has to investigate the performance under other missing data
mechanisms. Although some participants are likely to be missing completely at
random, there also might be structural reasons for participants to not partici-
pate in the study or withhold information. It is important to investigate how
vulnerable multiple imputation is to biases when the data are missing not at
random or missing depending on a covariate.
Further research is required to determine the influence of the imputation model
and the procedure with which the parameters used for imputation are obtained.
Theoretically, proper multiple imputation, using Bayesian estimation of SAOMs
to generate a distribution of imputation models, should lead to unbiased results
under MCAR or MAR.
In addition, the impact of the first wave imputation needs to be evaluated.
While BERGMs provide overall better draws from the respective parameter
distribution, stationary SAOMs fit conceptually better to the SAOM used for
further modeling of the data. They are also easier to adapt to incorporate
imputation of co-evolving behavioral variables or multiplex network structures.
The proposed procedure should also be able to impute missing behavioral data.
The simulated network evolution trajectories do not only simulate tie changes,
but simulate changes on all dependent variables, including behaviors. Maximum
Likelihood simulations can therefore also be used to multiply impute missing
behavior variables.
In spite of these unanswered questions, and the limited illustration, the proposed
procedure seems theoretically superior to current alternatives (the default MoM
estimation implemented in RSiena and the procedures proposed by Hipp et al.
(2015); de la Haye et al. (2017), which is also supported by our small example.
It utilizes more of the available information and conserves the relationships
between all variables.

5Missing Network and Attribute Data
Multiple Imputation for Longitudinal Coevolution Models
5.1 Introduction
Recently a new algorithm for multiple imputation of missing tie variables in
longitudinal network research using stochastic actor oriented models (SAOMs;
Snijders, 2001, 2017b) has been introduced (Krause et al., 2018b). Most studies
using SAOMs, however, do not only model the evolution of a network through
time, but focus on the coevolution of a network and an actor behavior, atti-
tude, or attribute - from now on referred to as behavior (for an introduction
into coevolution modeling see Steglich et al., 2010). In this study we extend the
multiple imputation algorithm to also handle missing data in behavior variables.
We extend work by Zandberg and Huisman (2019) on missing data handling
for missing behavior variables in network and behavior coevolution. Zandberg
and Huisman (2019) evaluated several treatment methods for missing behavior
observations, among those notably multiple imputation by chained equations
(MICE; van Buuren, 2012). Their work, however, showed that this proposed
procedure alone does not outperform the currently established default treatment
of missing behavior data, which we will detail below. We will thus combine their
proposed treatment with the algorithm of Krause et al. (2018b), that is, we will
utilize the proposed MICE imputation for missing data in the first observation
wave and continue with imputation by SAOM in later waves. This study is orga-
nized as follows. Section 5.2 introduces coevolution SAOMs, Section 5.3 details
the missing data problem and the established default treatment. Section 5.4
details the proposed multiple imputation procedure for network and behavior
This chapter is co-authored by Anna Iashina, Mark Huisman, Christian Steglich, and
Tom Snijders.
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missings. In Section 5.5 we apply the proposed procedure to an illustrative
example. We end the paper with a discussion of the findings.
5.2 Coevolution SAOMs
SAOMs are stochastic network models developed for modeling the (unobserved)
change processes between two (or more) observed time points in a network and
potentially co-evolving behavior variables. A key assumption of the SAOM is
that the change between the observed network at time points m and m + 1
can be decomposed into multiple small steps. Not all tie variables change at
once between the observations, but the tie variables change in small steps (so
called mini steps) one after the other. And similarly, not all actors change their
behavior simultaneously, but actors in the network change their behavior in mini
steps, increasing or decreasing their behavior step by step. SAOMs assume a
mixture of these two continuous time processes, with one process governing
network change and one process governing behavior change. Most often this
chain of changes is not observed, for SAOMs for data with fully observed chains
of mini steps see Stadtfeld et al. (2017).
In a coevolution model we do not only model the change in a network variable x
between two (or more) observed time points, but also in a coevolving behavior
variable z. As before x denotes the n × n adjacency matrix where n is the
number of actors with xij = 1 if there is a tie from actor i to actor j and xij = 0
when there is no tie (self nominations are not allowed, xii = 0). We further
define x(m) as the mth observation of x.
In this paper, we only focus on the ordinal variant of the SAOM, because for
the continuous behavior SAOM (Niezink et al., 2019) currently lacks an imple-
mentation of maximum likelihood simulation, a feature crucial for the proposed
imputation procedure, as explained below; see also Krause et al. (2018b). The
behavior z can be expressed as an ordinal vector of size n with a value for each
of the n participants, z(m) being the mth observation of z.
The evolution of these variables (x and z) is modeled as two coupled processes,
one expressing the network change given the behavior, the other expressing the
behavior change given the network. Each of these processes consists of a rate
function, that determines which actor and when makes a decision according to
an exponential model for waiting times, and an objective function that models
which decision is made by the chosen actor according to a multinomial (or
conditional) logit discrete choice model. A model with two dependent variables
thus has two rate functions and two objective functions. The rate functions for
5.2 coevolution saoms 79
behavior and network compete, that is, both functions assign waiting times for
the respective change opportunities (network and behavior) to all actors. Then
the shortest waiting time is chosen and the actor has the chance to either change
the network or behavior, depending on whether this shortest waiting time was
assigned by the network rate or the behavior rate function. After choosing an
actor using the network rate function, the objective function for the network
x determines which network decision is made by the actor. The options are to
create a tie to a yet unconnected actor, to drop a tie to a connected actor, or
to do nothing, resulting in n possible choices. The objective function for the
behavior variable z models the actors decision to either increase or decrease the
behavior by one step, or to remain at the current level of the behavior, resulting
in three possible choices. Actors with z values at the maximum or minimum
of the scale have only two choices, to decrease/increase or remain. However,
a model variant exist that allows for three choices (Ripley et al., 2019). Here,
choices beyond the extreme range remain part of the choice set. If a value
beyond the minimum/maximum is chosen by the objective function, the actor
will remain at the extreme value. We will use this so-called absorbing model in
the example below.
At each mini step the probability for each possible decision of an actor is deter-
mined by the objective function, which is a function of actor-specific network
and behavior statistics (including effects of covariates) ski weighted by param-
eters of the evolution process θk given the current state of the network and
behavior variables:












The network statistics sxki for the network evolution can be subgraph counts
(or non-linear transformations thereof) in the neighborhood of focal actor i
(e.g., outdegree, or the number of reciprocated ties) or functions of attribute
values of i or the (potential) receiving actor j. The network statistics szki for
the behavior evolution likewise can be subgraph counts and attribute values,
and often include effects of attribute levels of connected alters (e.g., the average
level of z of all alters i is connected to). These statistics are always calculated
based on the current state of the coevolution process when the mini-step takes
place.
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Because the true sequence of mini steps is unobserved and the potential network
states are far too numerous in all but trivially small networks, it is not possible
to give an analytic expression for estimating θ. SAOMs solve this issue by us-
ing simulation. The default estimation is done via method of moments (MoM;
Robbins and Monro, 1951; Snijders, 2001), that is, parameters are estimated
so that for a set of target statistics corresponding to the model parameters the
expected value, approximated by simulation with these parameters, is equal to
the observed values of the target statistics. Another way of estimating param-
eters and simulating networks is by maximum likelihood (ML; Snijders et al.,
2010a). The proposed missing data imputation procedure uses ML simulation.
ML simulation differs from MoM simulation in a crucial way. Network and
behavior trajectories simulated with MoM are only conditional on the starting
network at m−1 and the estimated parameters θ. This means that the simula-
tions start from the observed data at wave m− 1 but do not end necessarily at
the observed data at m. However, the target statistics of the simulated network
at the end of the process will, on average, be similar to those observed at wave
m (e.g., the network will have the same amount of ties, reciprocated dyads,
triangles, and homophilous ties as the observed data).
In contrast, simulation with ML is conditional on the observed network at time
points m − 1 and m. ML requires that all simulated trajectories meet the
observed data exactly, and not only in expectation on some specified target
statistics. This means that networks simulated with ML for the period m − 1
to m always are identical to the network observed at m, and what is simulated
is the sequence of mini steps connecting them.
Although SAOMs are primarily used for longitudinal data, a cross-sectional
variant also exists. Here it is assumed that the observed network and behavior
are the outcome of a continuous, stationary process in (at least short-term)
equilibrium. For a short introduction into stationary SAOMs see Krause et al.
(2018b), for a more detailed introduction see Snijders and Steglich (2015).
5.3 Missing Data
5.3.1 Missing Data Mechanisms
Missing data mechanisms describe the probability distribution of missingness.
Following the framework defined by Rubin (1976), there are three types of miss-
ing data mechanisms. Data are missing completely at random (MCAR) if the
probability of a tie (or individual behavior score) variable to be missing is in-
dependent of the observed data and the value of the missing tie variable (or
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individual behavior score). Data are missing at random (MAR) if the prob-
ability to be missing is independent of the missing tie variable (or individual
behavior score) itself, but is related to other observed variables (e.g., older par-
ticipants are less likely to fill out the network part of the survey). These two
cases are often summarized as ignorable missing data in the survey research
setting, because, given that proper missing data techniques are applied, they
will yield no bias in a resulting analysis. Lastly, data are missing not at random
(MNAR) if the missingness is dependent on missing data, leading to biased
results unless the missing data mechanism is modeled correctly. MNAR data
are therefore called non-ignorable.
5.3.2 Missing Data Types
It is not only important to inspect missing data mechanisms, but also the pat-
terns of missing data showing the spread over the data set. Usually, two types
of patterns are distinguished: item (or tie) non-response and unit (or actor)
non-response (Huisman and Steglich, 2008). Item non-response occurs when a
participant is only observed on some items, but not on all. In network research
this means that only some ties (outgoing or incoming) are not observed for an
actor. Unit non-response occurs when a complete case is missing. In the set-
ting of network research this means that all outgoing ties of the participant are
missing. Incoming ties, however, will still be observed. A special case of non-
response in longitudinal research is wave non-response (Huisman and Steglich,
2008). In this case, data are only available for some actors for some waves of
the data collection, but not for all.
5.3.3 Missing Data in SAOMs
The default method used in estimation of SAOMs as implemented in RSiena
(Ripley et al., 2019) is explained in detail in Huisman and Steglich (2008);
Krause et al. (2018b). Here, we will only focus on missing data in the behavior
variable. The missing data treatment for behavior missings, unlike the one for
network missings, is independent from the estimation method. The procedure
follows three steps. First, missing data is imputed with last observed value
carried forward. Second, if there is no previous observation, then missing data is
imputed with next observation carried backward. Third, if there is still missing
data, that is, if there is complete actor non-response, missing data is imputed
with the mode at each wave. In case of multiple modes, the lowest is imputed.
Similar to the default imputations for network missings, the imputed behavior
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scores do not contribute to the calculation of target or change statistics, and
have only indirect influence on the estimation process via the simulations.
5.4 Multiple Imputation with SAOMs
We adapt the multiple imputation algorithm proposed by Krause et al. (2018b)
to incorporate missing data in behavior variables. As a reminder, missing data
on the network variable are imputed wave by wave, using imputations of previ-
ous waves as starting point for imputations on consecutive waves. The imputa-
tion for each wave was split into two parts: First, estimate an imputation model
from the previous wave to the wave with the missing data that is to be imputed
using MoM estimation. Second, use the estimated model for ML simulation and
retain the simulated missing tie variable at the target wave. For the first wave
we proposed either using imputation by Bayesian ERGMs (Caimo and Friel,
2011; Krause et al., 2018a), or by a stationary SAOM (Krause et al., 2018b).
5.4.1 Imputing Behavior
Imputation of the behavior variable adds an additional layer to the above out-
lined multiple imputation procedures. SAOMs are models of change, thus the
starting point of the estimation can have a strong influence on the estimated
change process. In networks with binary tie-variables there are only two pos-
sible starting points per tie variable (xij = 0 or xij = 1). Individual behavior
scores, however, have generally more possible starting points (often the range of
behavior variables is between three and seven). Thus the impact of the starting
values can be much higher for the behavior variable, compared to the network
variable. While a wrongly imputed tie variable is only one step away from the
correct value, a wrongly imputed behavior variable can easily be four, five, or
six steps away. Therefore, missing data in the behavior variable in the first
wave are imputed in a two step process. First, missing data are imputed using
a multiple imputation by chained equations (MICE) algorithm (van Buuren,
2012), using the procedure proposed by Zandberg and Huisman (2019). Then,
missing data in the behavior and network in the first wave are jointly imputed
with a stationary SAOM, using the imputed behavior values from the first step
as starting points. Missing data in later waves are imputed jointly with missing
network data using the proposed SAOM procedure. That is, first, a coevolution
SAOM is estimated for period m − 1 to m. Then missing data in wave m is
imputed with ML simulation for both the behavior and the network. This joint
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imputation process maintains the dependence between behavior variables and
network in both directions.
5.4.2 MICE
The MICE procedure exploits the idea that multiple imputation may be done
as a sequence of numerous steps. With MICE we are able to account for missing
data mechanisms, preserve the relationships between the variables, and estimate
the uncertainty about those relationships efficiently. The algorithm follows a
variable-by-variable logic to impute each variable conditionally on the observed
(and imputed) other variables. First, a model, usually a normal regression
model, for the first behavior variable containing missing data is estimated using
all available data. This includes observed covariates, observed behavior data
at the second wave z(2) and higher waves, as well as measures derived from
the network (e.g., indegree). Next, this model is used to impute the missing
data. Then, a model for the next variable containing missing data is estimated.
From the second step onward, the data used for the estimations is composed of
the observed data (the same in all steps) and the provisionally imputed data
(potentially changing from step to step). This process is continued for every
behavior variable with missing data, as well as any of the included predictor
variables with missing data. The whole process is repeated T times until it is
converged. The T th imputation of the variables is retained and the process is
repeated until D imputations are obtained. Let dzˇ(1) be the dth retained MICE
imputation of z(1).
The MICE algorithm is implemented in the mice package (van Buuren and
Groothuis-Oudshoorn, 2011) in R (R Core Team, 2019). The package offers
several options for imputation models depending on the nature of the variable
to impute, for instance, linear regression for continuous variables or logistic
regression for binary or categorical variables. It also offers Predictive Mean
Matching (pmm; Little, 1988), which we, in line with Zandberg and Huisman
(2019), propose to use. In pmm the imputation is based on a linear regression
model. However, the imputed value is not the one predicted by the regres-
sion, but the predicted value is used to identify the 3 closest observed data
points with similar prediction. Then, randomly, one of these is taken as the
imputation. This method is proven to be a good imputation method in gen-
eral and is suitable for both numeric and categorical data. More importantly,
SAOMs are generally used with ordinal behavior variables, thus only possible
observed scores should be imputed, even if the imputation model predicts scores
outside the observed range. Below we present the algorithm in detail. Here,
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θk is the parameter vector specifying the distribution of the variable Yk given
p(θk | Y1, ..., Yk−1, Yk+1, ..., YK), that is, the parameter of the imputation model.
In mice, θk is drawn from a Bayesian posterior distribution. This Bayesian esti-
mation uses non-informative priors for the estimation of the posterior, see van
Buuren (2012) for more details on the mice procedure. The MICE algorithm is
presented in Algorithm 4.
Algorithm 4 MICE algorithm
i. Create Y that contains z and additional predictor variables V , with a total
of K variables
ii. Initialize the procedure by imputing missing data in Yk with random draws
from the observed values in Yk
for d = 1, ..., D do
for t = 1, ..., T do





k | Y (t)1 , ..., Y (t)k−1, Y (t−1)k+1 , ..., Y (t−1)K )
impute Y
(t)
k ∼ pmm(Yk|Y (t)1 , ..., Y (t)k−1, Y (t−1)k+1 , ..., Y (t−1)K , θ(t)k )
end for
end for
Retain dzˇ(1) from Y (T )
end for
Generally T can be set to a rather low number of iterations, say 20 (van Buuren,
2012), but convergence of the algorithm should be assessed before the imputa-
tions can be used. Further, V should include all relevant predictors. However,
including too many predictors is not recommended. One should consider the
number of observations per variable, and the number of complete cases provid-
ing information for the estimation of the parameters. Predictors may contain
missings themselves, which will be also imputed during the procedure.
In the concrete case of using MICE to impute the first wave behavior z for
a SAOM, the most important variable to include in Y are z values at the
second wave, and potentially later waves. We further suggest to include several
network measures in Y . These measures should reflect, as closely as possible,
all relevant z network processes related to z. Sometimes including the exact
network measure is not possible, for instance, the average z value of alters cannot
be calculated if all outgoing ties of an actor are missing. We suggest to use
incoming ties instead of outgoing ties to identify alters, for instance, the average





the average z if the denominator is 0). If the analysis model assumes an influence
effect of the sum of the behavior values of all alters’ i is connected to, this can
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best be captured by calculating the sum of all z values of all alters sending ties




If the coevolution of more than one behavior variable (z1, ..., zB) is modeled,
missing data in these variables should be imputed jointly, that is, Y should
contain all the variables z1, ..., zB.
5.4.3 Stationary SAOM Imputation
After D imputations of the first wave behavior have been obtained with MICE,
missing network and behavior data of the first wave are imputed jointly using
stationary SAOMs. Ideally, a stationary SAOM is estimated for each of the D
imputations. However, for better convergence it is also possible to conduct a
combined SAOM estimation using all D imputations together with the multi-
group option of RSiena (Ripley et al., 2019). In the multi-group option the
estimation algorithm assumes homogeneity of the D groups and jointly esti-
mates one set parameters, using the data from all groups. This procedure uses
the observed network data D times in the estimation process, each time paired
with a different behavior imputation retained from the MICE procedure. This
multiplication of data will lead to a much more stable estimation of the station-
ary SAOM. The resulting standard errors are highly underestimating the true
uncertainty, however, the proposed algorithm only relies on reliable estimation
of the parameters.
This has the downside that only one set of parameters is estimated for the im-
putation, instead of the usual D sets of parameters. One problem regarding
multiple imputation is the accurate estimation of standard errors of parame-
ters. This estimation needs to take the uncertainty about the missing data into
account. Rubin (1987) solved this problem by taking the variance between the
D results estimated on the D imputed data sets into account. However, if all
imputations are drawn with the same set of parameters, then it is likely that this
between imputation variance is underestimated, leading to an underestimated
standard errors in the final results. A solution that both utilizes the data from
all D imputations but still takes the uncertainty surrounding the missing data
properly into account would be a Bayesian estimation procedure for SAOMs
(Koskinen and Snijders, 2007). Bayesian imputation, its advantages, and diffi-
culties for network models are discussed in Krause et al. (2019b)2. Let dx(m)
1Similarity scores cannot be calculated for actors with missing z values. If the analy-
sis model contains similarity effects the recommendation is to use approximations like the
ones described above (e.g., if the hypothesis is about the average similarity effect the closest
approximation would be the average value of incoming alters).
2Chapters 6 of this dissertation.
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be the dth stationary SAOM imputation of x at wave m and dz(m) the dth
stationary SAOM imputation of z at wave m. Further, we use the convention
that u represents the observed part of the data. Let ux be the observed net-
work data and uz be the observed behavior data. In this paper we present the
algorithm for the non-Bayesian, combined analysis in Algorithm 5.
Algorithm 5 Algorithm for imputing missing behavior and network data in
wave m = 1
I Impute missing data in z(1) with MICE and obtain D imputationszˇ(1)
II Estimate θ for a stationary SAOM for (x(1), zˇ(1))
with MoM using the second wave network data x(2) and the second wave
behavior z(2) as dyadic covariate with multi-group option for D data
sets combined
for d = 1, ..., D do
Draw a joint imputation (dx(1), dz(1)) with ML simulation
from p(x(1), z(1) | θ, ux(1), ux(2), dzˇ(1), uz(2))
end for
5.4.4 Later Waves
The following waves are imputed wave by wave. Imputations are performed
in parallel, each using the previous imputed wave as a starting point for the
imputation in the current wave. Network and behavior are imputed jointly. A
new parameter vector dθ(m) is estimated for each wave m and imputation d.
The algorithm is presented below in Algorithm 6 and is an extension of the
algorithm proposed in Krause et al. (2018b).
Algorithm 6 Algorithm for imputing missing behavior and network data in
waves m ≥ 2
for d = 1, ..., D do
for m = 2, ...,M do
(I) Estimate dθ(m) for with a longitudinal SAOM from wave m− 1 to m
with MoM using dx(m− 1) and dz(m− 1)
(II) Draw a joint imputation (dx(m), dz(m)) with ML simulation




Often researchers collect data in more than one group, and, usually in some,
or all, groups missing data occur. The imputation procedure described above
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follows the same principle when more than one group is analyzed. If a multi-
level or multigroup estimation procedure is planned for the final analysis, the
same procedure should be followed for the imputation. This means that the
imputation parameters for the different groups are estimated jointly. It is ad-
visable to include data sets without missing data (if present), in this process,
to obtain more reliable estimates of the imputation parameters. If each group
is analyzed separately and results are to be combined in a meta-analysis later,
then imputation can also be done separately following the described procedure
for each group. However, it might be necessary to combine the data for the es-
timation of parameters, and it might even be preferable to obtain more reliable
estimates. Multiple imputation for multiple groups with Bayesian estimation
of SAOMs is discussed in Krause et al. (2019b).
5.5 Illustrative Example
5.5.1 Data Description
For illustration purposes we apply the described procedure to a friendship net-
work of 103 school students that was originally a part of the Teenage Health
and Life Style study data set (Michell and Amos, 1997; Pearson and West, 2003;
Steglich et al., 2006), observed at two time points (M = 2). Two dependent be-
havior variables were included in the analysis: smoking and drinking. Smoking
was measured on a three-point scale and drinking was measured on a five-point
scale. Gender was used as nodal covariate. The original data set contained
160 students, however, 57 of these had missing data on either the network or
one of the behavior variables in at least one measurement point. We decided
to remove these students, because it is not possible to investigate the effect of
missing data and the efficiency of treatment methods without knowing the true
values.
In this demonstration, we set 20% of the actors to missing completely at ran-
dom (MCAR) in each wave both for the behavior and network parts (actor
non-response, i.e., for 20% of the actors all outgoing tie variables and values
for both behavior variables were removed in each wave). This random selection
of actors led to five actors (of the 21 missing in each wave) to be missing both
in the first and second wave. For simplicity, no missing data were created on
the variable gender. Generally, covariates may contain missing data and could
also be imputed within an extension of procedure described in this paper. This
extension would treat the missing covariates as dependent behavior variables
and impute with the described procedure. This could, however, lead to very
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complex models with multiple dependent behavior variables. Further, some
covariates (e.g., gender, ethnicity) cannot meaningfully be seen as dependent
variables in a longitudinal SAOM. They could, however, be meaningfully im-
puted using stationary SAOMs. Alternatively, covariates could also be imputed
using MICE; such an imputation must incorporate the relationship between the
covariate and the network and behavior variables. We set D = 100 imputations.
5.5.2 Imputation Model
The procedure required to formulate three imputation models: one for the
MICE imputation, one for the stationary SAOM, and one for the longitudinal
SAOM.
MICE Imputation
We used the mice() function of the mice package (van Buuren and Groothuis-
Oudshoorn, 2011) in R (R Core Team, 2019). The following variables were
included in the MICE imputation: Both behavior variables of first and second
wave, gender, indegree and squared indegree of each node, as well as the av-
erage behavior values of indegree alters in waves one and two. The number of
iterations before imputations were retained was set to T = 50. This large value
for T was chosen to better to evaluate the convergence of the MICE procedure,
however, much smaller values (e.g., T = 10) would suffice.
Stationary SAOM Imputation
The model for the stationary SAOM was nearly identical to the analysis model,
which we describe below. There were two differences in the model configura-
tion: First, triadic closure was modeled with Geometrically Weighted Edgewise
Shared Partners (GWESP Snijders et al., 2006). Transitive triplet closure can
lead to degenerate networks in long run stationary network models. This does
not necessarily constitute a problem with rate functions fixed to small values.
However, to be on the safe side we used GWESP instead of regular closure for
the stationary model. In this illustration we fixed the network rate function for
to 5 and the behavior rate functions both to 3. As of yet, large simulation studies
exploring the importance of the value of the stationary rate function for SAOM
imputation are missing. We assume that small values, such as 5 or 10, should
lead to reasonable imputation models. An advantage of smaller rate function
is the computation time; smaller rate functions mean fewer decisions per ac-
tor, leading to faster estimation and imputation. Second, the stationary model
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uses the network and the behavior observed at the second wave (x(2), z(2)) as
covariates, outlined the imputation algorithm for wave one above.
Longitudinal SAOM Imputation
The longitudinal SAOM imputation model was equal to the analysis model.
The model contained several structural effects: Density, reciprocity, transitive
closure, reciprocated transitive closure, reciprocal degree activity, effects mod-
eling the tendency of nodes to receive more ties when receiving ties (indegree
popularity squared), and modeling the tendency for actors to send more ties
when sending many ties (outdegree activity squared). Further, effects modeling
the sender, receiver, and homophily effects for gender and the behavior variables
for selection were included.
On the behavior side the model included effects modeling the general linear
and quadratic trends of the behavior. Further, the main effects of gender and
the respective other behavior were included, as well as the average behavior of
outgoing alters to model social influence.
5.5.3 Results
Of the D = 100 imputed data sets two were unable to reach convergence. A
further 19 data sets, although satisfying the usual convergence criterion of a
maximal t-convergence ratio of tcovmax < .25 did not yield meaningful results,
with parameters in the objective function estimated as 20 or larger. Estimates of
this size are not meaningful for SAOM models (or any logistic model), because
they lead to tie probabilities of p(xij = 1|x, y, θ) = 1. These estimates are the
consequence of very unlikely imputations due to failed imputation models. We
recommend to exclude such models from the final analysis. If such an exclusion
would lead to only very few imputations remaining this might imply that the
imputation model was not optimally chosen and should be improved. It is
also possible to simply increase the number of imputations such that eventually
sufficient useable imputations remain. In this example, after the exclusion D =
79 imputations remained, a number sufficiently large.
The results based on the D = 79 imputations, together with the estimates from
the complete data and those from the RSiena default missing data treatment
are presented in Figure 5.1 and Figure 5.2. Both the default treatment and the
multiple imputation overall provide estimates close to those obtained with the
complete data. The results indicate the multiple imputation leads to estimates
closer to the complete data for parameters and standard errors compared to the
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Figure 5.1: Results for the network evolution model
This figure shows the estimated parameters and 95% confidence intervals (1.96 times
standard error) for the network evolution. Estimates are separated between general
structural effects (upper) and behavior specific selection effects (lower). The complete
data estimates are presented with circles (confidence interval in red), default miss-
ing data treatment with triangles (confidence intervals in green), and the multiple
imputation procedure with squares (confidence interval in blue).
default treatment. However, multiple imputation does not provide standard
errors that are closer to the complete data estimate for the behavior variables
compared to the default treatment, with the exception of the rate functions.
Multiple imputation is likely to perform worse for behavioral variables com-
pared to network variables for several reasons. First, the network generally
contains more data, more observed change, than the behavioral variables, thus
more observed information is available to support the imputation. Second, net-
work models are generally more complex than behavior models. This allows
that more of the available information is used. In this example two parameters
guiding behavior change are reliant on other imputed data. The effect from the
other behavior relies on a good imputation of the other behavior, the effect of
the average behavior score of friends is reliant on reliable network imputations.
The network on the other hand, although the network model had several be-
havior related selection effects, had strong predictors unrelated to the behavior
scores (e.g., reciprocity and triadic closure). Thus, variance in the behavior
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Figure 5.2: Results for the behavior evolution models
This figure shows the estimated parameters and 95% confidence intervals (1.96 times
standard error) for the behavior evolutions. Estimates are separated between the
drinking behavior (upper) and smoking behavior (lower). The complete data esti-
mates are presented with circles (confidence interval in red), default missing data
treatment with triangles (confidence intervals in green), and the multiple imputation
procedure with squares (confidence interval in blue).
imputations had less impact on the network model, compared to variance in
the network and behavior imputations on the behavior model. In general, mul-
tiple imputation will lead to larger standard errors compared to those obtained
with the complete data, after all, multiple imputation has less observed data
available. The results presented here are not an exhaustive investigation of the
performance of the MI procedure, but only a small demonstration.
5.6 Discussion
In this study we presented an extension of the multiple imputation procedure
for missing data in longitudinal network studies introduced by Krause et al.
(2018b). The extended algorithm is capable of handling missing nodal attributes
jointly with missing tie variables. The algorithm still needs to be tested under
different missing data rates and mechanisms, as well as on differently sized and
structured networks. Further, the imputation model for the behavior variable
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can potentially be improved. Here, the standard errors obtained via multiple
imputation do not appear to be closer to the complete data estimates than
those obtained by the default procedure. These findings are, however, only
based on a single case. More research is necessary to properly estimate the
effect of the imputation procedure. It is further important to note that the
example contained no strong predictor of the behavior changes. Neither the
direct effects of gender or the other behavior, nor the influences effects were
strong. We expect that the imputation procedure will lead to more reliable
imputations, that is, imputations closer to the observed data, in cases where
the link between behavior and network is stronger, and thus more information is
utilized in the imputation model. In general, it might be necessary to formulate
more complex models for the dependent behavior variables to allow the use of
more information during the imputation. The imputation model can exceed the
final analysis model in complexity, but should always contain all parameters of
the final analysis model. Finally, the results using multiple imputation must not
always be closer to the complete data estimate, even under ideal conditions. The
uncertainty created by the missing data is taken into account in the estimation
of the final standard errors (see e.g, Rubin, 1987; Krause et al., 2018b), thus the
resulting standard errors are necessarily larger, reflecting the added uncertainty,
while standard errors obtained by the RSiena default procedure are too small,
given the available information.
Despite these limitations we are confident that the proposed algorithm is an
improvement to the default procedure and the only network focused multiple
imputation algorithm.
6Extensions for Missing Network Data
Multigroup, Multiplex, and Bayesian Procedures for Longitudinal Network Data
6.1 Introduction
In this study we extend a recently introduced algorithm for multiple imputation
of missing tie variables in networks (Krause et al., 2018b, 2019a) in three im-
portant ways. First, the proposed algorithm will be applied in a multigroup set-
ting, where the same model is investigated with more than one group. Second,
multiple imputation for the multiplex case (more than one dependent network
variable) will be introduced. Third, the imputation and estimation are fully
Bayesian. In addition to these algorithmic advances the applied example will
highlight several issues that can be encountered when applying multiple impu-
tation to empirical network data and how these can be overcome. The three
additions to the algorithm each come with benefits to the imputation proce-
dure, but also add their own complications. We assume the reader is familiar
with Stochastic Actor Oriented Models (SAOMs; Snijders, 2001, 2017b), multi-
ple imputation (Schafer and Graham, 2002; van Buuren, 2012) and, specifically
multiple imputations for SAOMs (Krause et al., 2018b, 2019a).
This study is structured as follows. Section 6.2 gives a brief introduction to
the topic of missing data. A short introduction into SAOMs and missing data
treatment with SAOMs is given in Section 6.3. In Section 6.4, we discuss
the advantages and problems of multigroup, multiplex, and Bayesian analysis.
Section 6.5 introduces the extended imputation procedure. An illustration of
This chapter is co-authored by Mark Huisman, Christian Steglich, Loes van Rijsewijk,
and Tom Snijders.
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the procedure is provided in Section 6.6. The study finishes with a discussion
and according recommendations.
6.2 Missing Data
6.2.1 Missing Data Mechanisms
Missing data mechanisms describe the probability distribution of missingness.
Following the framework defined by Rubin (1976), there are three types of miss-
ing data mechanisms. Data are missing completely at random (MCAR), in the
case of network data, if the probability of a tie variable to be missing is inde-
pendent of the observed data and the unknown value of the missing tie variable.
Data are missing at random (MAR) if the probability of a tie to be missing is
independent of the missing tie variable itself, but is related to other observed
variables (e.g., older participants are less likely to fill out the network part of
the survey). These two cases are often summarized as ignorable missing data in
the survey research setting, because, given that proper missing data techniques
are applied, they will yield no bias in a resulting analysis. Lastly, data are
missing not at random (MNAR) if the missingness is dependent on the missing
data, leading to biased results, unless the analysis models the (unkown) miss-
ing data mechanism correctly. MNAR data are therefore called non-ignorable.
The example presented in Section 6.6 is an empirical case, thus the true miss-
ing data mechanisms is unknown. However, we will assume M(C)AR for the
demonstration of our algorithm.
6.2.2 Missing Data Types
It is not only important to inspect missing data mechanisms, but also the pat-
terns of missing data showing the spread over the data set. Usually, two types
of patterns are distinguished: item (or tie) non-response and unit (or actor)
non-response (Huisman and Steglich, 2008). Item non-response occurs when a
participant is only observed on some items, but not on all. In network research
this means that only some ties (outgoing or incoming) are not observed for an
actor. Unit non-response occurs when a complete case is missing. In the set-
ting of network research this means that all outgoing ties of the participant are
missing. Incoming ties, however, will still be observed. A special case of non-
response in longitudinal research is wave non-response (Huisman and Steglich,
2008). In this case, data are only available for some actors for some waves of
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the data collection, but not for all. In the example below both complete actor
non-response, as well as wave non-response are present.
6.3 Stochastic Actor-Oriented Models and Missing Data
6.3.1 Stochastic Actor-Oriented Models
SAOMs are a model family for the analysis of change processes in longitudinal
network data (Snijders, 2001, 2017b). A core assumption of SAOMs is that the
observed change between two network observations can be separated into a series
of smallest possible steps (changes of single tie variables). The change process is
modeled by two functions, the rate and the objective function. The rate function
determines when which member of the network is allowed to change one of its
outgoing tie variables. The objective function determines which decision is
taken by the chosen actor (dropping an exisiting tie, creating a new tie, or no
change). Let x denote the n × n adjacency matrix where n is the number of
actors with xij = 1 if there is a tie from actor i to actor j and xij = 0 when
there is no tie (self nominations are not allowed, xii = 0). We further define
x(m) as the mth observation of x. The objective function is given by:




The network statistics ski(x) can be subgraph counts (or non-linear transfor-
mations thereof) in the neighborhood of focal actor i (e.g., reciprocity, or out-
degree) or functions of attribute values of i or the (potential) receiving actor j.
These statistics are always calculated based on the current state of the evolution
process.
The two most important estimation options for SAOMs are estimation by
method of moments (MoM; Snijders, 2001) and maximum likelihood (ML) esti-
mation (Snijders et al., 2010a). Estimation by MoM yields parameters for which
the resulting expected value of a set of chosen target statistics s(x) obtained
via simulation is equal to the observed target statistics. ML estimation maxi-
mizes the likelihood for the estimated set of parameters to link two consecutive
observation waves (x(m−1) to x(m)). The important difference is that simula-
tion by MoM for period m− 1 to m yields a distribution of networks at m, for
which network statistics are on average similar to the statistics of the observed
network x(m). In contrast, simulation with ML always ends in the observed
network at wave x(m). It yields a distribution of sequences of tie changes that
could have taken x(m− 1) to x(m).
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6.3.2 Stationary Stochastic Actor-Oriented Models
Stationary SAOMs assume that the observed network x is the outcome of a
stable, continuous, and stationary process (Snijders and Steglich, 2015). The
model assumes that the observed network statistics s(x) are stable (e.g., the
number of ties, the number of reciprocated ties, or the number of triangles). In
the estimation procedure, however, actors are allowed to change their relations
and the objective function is estimated so that the network statistics s(x) remain
overall stable. Stationary SAOMs can be estimated using the observed network
as both starting and end network for the stationary distribution (reflecting that
the network statistics remain constant). This means that a rate function cannot
be estimated, because no change is observed in the network. This requires that
the rate function is fixed to an arbitrarily large value. It has been shown that
relatively small values (5 to 10) are sufficient to obtain reliable estimates of the
objective function for the purpose of missing data imputation (Krause et al.,
2018b, 2019a).
6.3.3 Missing Data in SAOMs
The default procedure for missing data treatment implemented in the R package
(R Core Team, 2019) RSiena (Ripley et al., 2019) depends on the chosen esti-
mation method. With estimation by MoM, missing tie variables are imputation
by last value carried forward, or, if no previous observation exists, imputed by
0 (i.e., the unconditional mean imputation in a sparse network). The model
parameters are estimated such that the imputed values do not contribute to the
calculation of the target statistics. In this way the imputed values only influ-
ence parameter estimation indirectly via the network simulation (see Huisman
and Steglich, 2008; Krause et al., 2018b). For ML estimation in RSiena, missing
data at wave m are imputed in a model-based way by simulating missing values
conditional on the observed data at both time points m − 1 and m and the
estimated parameters. Here missing data and imputation do not introduce ad-
ditional bias, if the estimation model is realistic and missing data are missing at
random (MAR, Snijders et al., 2010a). Missing data at wave m−1 are imputed
internally with random draws assuming a binary independent distribution with
the observed network density as the prior distribution for tie variables.
In the case of more than two waves (M ≥ 3), the variables imputed in wave
m during the ML estimation of the period m − 1 to m are not utilized in the
estimation of the period m to m+ 1. For period m to m+ 1 missing data in m
will be imputed by draws from the observed behavior distribution at m. This
limitation was implemented to keep the estimation more tractable and allow
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parallelization of the estimation. Further, simulated values are not retained or
used for parameter estimation.
6.3.4 Multiple Imputation with SAOMs
A multiple imputation procedure for SAOMs was proposed by Krause et al.
(2018b, 2019a). This procedure imputes missing data wave by wave: First a
SAOM is estimated for period m − 1 to m using MoM or ML estimation, and
second, missing data at wave m are imputed with the estimated SAOM using
ML simulation, conditional on the data at x(m− 1) in the previous wave, data
at x(m) in the current wave, and the estimated parameters. This procedure
is repeated for each wave, using previously imputed data as starting points for
the next imputation. Missing data in the first wave (m = 1) have to be im-
puted differently, because the first wave is not modeled in a regular longitudinal
SAOM. For the first wave, a stationary SAOM is estimated using the second
wave observation x(2) as a dyadic covariate. For a more detailed introduction
into multiple imputation with SAOMs see Krause et al. (2018b, 2019a).
6.4 Extensions
6.4.1 Multigroup Network Models
The analysis of multiple groups has several advantages for network models.
First, statistical models are estimated more reliably when more data is used.
This is, however, not a simple task for network studies, because actors cannot
be simply added to an empirical network. The only two options for network
researchers to increase statistical power are either to collect more longitudi-
nal observations of the same network, or to analyze multiple similar networks.
Second, it is much harder to generalize the results estimated from only a sin-
gle network. While single network studies can be very informative, they are
network case studies and thus not easily generalizable. Results estimated on
multiple networks are far more likely to represent the population from which
they are drawn.
These advantages of multigroup research also have an effect on multiple im-
putation. Using multiple groups will lead to more accurate estimation of the
imputation parameters, and thus, will lead to more reliable imputations. This
advantage is not only due to a larger sample size. But the missing data rates
are likely to vary between groups, with some having few or no missing data.
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These groups allow for a much more reliable estimation of the (imputation)
parameters.
Despite these benefits, the joint analysis of multiple groups comes with a major
complication. While one can assume that the general tendencies of the network
dynamics are the same across groups, the parameter estimates between groups
might differ significantly. This can be due to differences in composition (e.g.,
ethnic homophily is less important in less ethnically diverse groups), differences
in the general tendency to create ties (e.g., groups might differ in density),
or substantial differences in network size. SAOM parameters are sensitive to
the number of actors in the network. While this sensitivity is small and not
relevant for small size differences (e.g., size differences between class rooms), it
will lead to different parameters for substantial size differences (e.g., class rooms
compared to school wide networks). Another reason can of course be that the
groups are behaving systematically different from each other.
Whatever the reason, meaningfully different parameter estimates for each group
will make it hard for the model to converge to one parameter estimate for all
groups, and such a converged model is likely to not fit any of the groups well.
There are three options for solving this issue. First, one can analyze each group
separately and combine the results in a meta analysis to draw inferences. This
solution, however, does not help with the imputation of missing data. If missing
data occurs they would need to be treated separately for each group, applying
the algorithm introduced in the Krause et al. (2018b, 2019a) for each group. Sec-
ond, one can include interactions on the group level for parameters that lead to
heterogeneity between the groups. While this option allows to use information
from all groups to support the imputation, it might lead to very large models
with many group-level interactions. The third, option is a multilevel model.
Here some parameters are allowed to randomly vary between the groups al-
lowing for heterogeneity, while other parameters are estimated as fixed effects
across all groups. The estimation of the randomly varying parameters in each
group also uses information of other groups to support the estimation. Such a
model is implemented in the Bayesian estimation procedure in the RSienaTest
package in R (Ripley et al., 2019; R Core Team, 2019) and will be used in the
illustration below.
6.4.2 Multiplex Networks
Multiplex network models are important to better understand the relationships
between actors (Krause and Caimo, 2019). Social (as well as professional) life
is not bound to only one form of relation, but spans many dimensions. These
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different types of relationships are often not independent of each other. To
understand one form of relation, it is therefore often helpful to model other
relations between the same actors as well. Moreover, multiplex models can also
lead to better model fit (e.g., modeling antipathy ties leads to more reliable
generation of group structures Stadtfeld et al., 2018). The downside of modeling
more than one dependent network variable is that multiplex network structures
add more complexity to an already challenging modeling task, as estimating
appropriate network models for even one layer can be difficult. Multiplex models
are further not as commonly studied as single layer network models, which
means they are less well understood.
Multiplex structures can provide crucial benefits for multiple imputation. First,
models that fit the data better are likely to lead to more reliable imputation.
Second, if the missing data are not spread similarly over all network layers
(e.g., friendship ties are observed for an actor, but advice seeking ties of this
actor are missing), using the multiplex information will result in more accurate
imputations. This situation, however, does not occur often with empirical data,
where actor non-response is most common.
Multiplex SAOMS
For multiplex SAOMs we define xl as the n × n adjacency matrix where n
is the number of actors with xlij = 1 if there is a tie from actor i to actor
j on layer l and xlij = 0 when there is no such tie (self nominations are not
allowed, xlii = 0). Assuming L = 2, the evolution of the two network layers (x
1
and x2) is modeled as two coupled network evolution processes. One process
models the change in x1 given x2, and the other models the change in x2 given
x1. Similar to single layer SAOMs, each of these processes is split into a rate
and an objective function, resulting in two rate and two objective functions (in
the case of L = 2). The resulting two objective functions, which determine
the changes in the network, are modeled as a weighted sum of actor-specific
network statistics ski on both layers and covariates weighted by parameters of
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Here, slki(x) depend on the current state of the network x = (x
1, x2), and are not
limited to the network layer on which the decision is made. They may include
multiplex statistics, such as entrainment (x1ij×x2ij) or cross network reciprocity
(x1ij × x2ji). We demonstrate multiple imputation of multiplex networks on the
case of friendship and helping coevolution in Section 6.6.
6.4.3 Bayesian Estimation
Bayesian theory assumes that there is no one single value estimate for the pa-
rameter θ, but that the parameter θ is a random variable following some distri-
bution. Its distribution represents our knowledge and our uncertainty about this
parameter. This distribution is estimated by updating a prior distribution of θ,
reflecting what is already known about θ, with observed data, resulting in the
posterior distribution of θ. For a detailed introduction into Bayesian analysis
see, for instance, Gelman et al. (2013). There are different options for choosing
prior distributions. Generally, a prior should represent the prior (subjective)
belief and/or prior (objective) available information about the parameter dis-
tribution. Because of the subjectivity, often so-called uninformative priors are
chosen which have only small effect on the result posterior distribution. It is,
however, helpful, especially in complicated models, to use weakly informative
priors (Gelman et al., 2008). Weakly informative priors do not strongly influ-
ence the posterior estimation, but they limit the parameter range. For example,
given the scale at which effects are usually defined, a parameter of the size of
θk = 10 or larger is usually not meaningful in the objective function of a SAOM,
and is usually an indicator for a perfect predictor of a tie. The estimation of
a model with such a parameter is unlikely to converge because the parameter
could equally be θk = 10, θk = 50, or θk = 100. A weakly informative prior
is able to bind the estimation with a meaningful parameter range. Moreover,
prior knowledge about a parameter can actively contribute to stabilize complex
(network) models.
Imputations obtained from parameters drawn randomly from their estimated
posterior distribution are generally more reliable than multiple imputations ob-
tained from parameters with fixed estimated values (Schafer and Graham, 2002;
van Buuren, 2012). Drawing from the posterior increases the variance between
the imputation parameters, and thus between the imputed values. Without
this between-imputation variance, the uncertainty about parameter values is
underestimated. In non-network data this variance can also be obtained via
bootstrapping, however, bootstrapping with a network is not meaningful, be-
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cause it distorts the dependency between the nodes and their ties, the modeling
of which is the purpose of the analysis.
The recently introduced multiple imputation algorithm for SAOMs (Krause
et al., 2018b, 2019a) did not draw imputation parameters from a posterior
distribution. Although this non-Bayesian multiple imputation algorithm did
not seem likely to seriously underestimate standard errors, the imputations were
not proper in the sense of Rubin (1976). The algorithm proposed in this study
will draw imputation parameters from their estimated posterior distribution.
Bayesian SAOMs
Bayesian estimation of SAOMs was introduced in Koskinen and Snijders (2007)
and implemented in RSienaTest (Ripley et al., 2019). Bayesian SAOMs have the
additional benefit that they allow for multilevel modeling. In these multilevel
models, fixed parameters (η) are assumed to have one posterior distribution,
while randomly varying parameters have both a group-specific posterior dis-
tribution, as well as a hyper posterior distribution (µ), from which the group
specific distributions are drawn. In general, Bayesian estimation is always per-
formed within a likelihood framework. For SAOMs this means that parameters
for the network evolution period from wave m − 1 to m are estimated on tra-
jectories that connect the observed wave m− 1 with m.
In the situation with only missing data in wave m and missing data at wave
m − 1, Bayesian estimation of SAOMS under missing data is handled statis-
tically optimally (Bright et al., 2019). This is the case because missing data
are imputed internally in a model-based way, with prior distributions given by
draws from the full conditional posterior given the observed data at waves m
and m−1, and given the current draw of the parameters, which leads to proper
imputations (Rubin, 1976). To allow the simulations to start, missing data in
wave m−1 are imputed internally with independent draws from random binary
variables with the density of the observed data x(m− 1).
6.5 Extended Multiple Imputation
The proposed extended algorithm follows a procedure similar to the one pro-
posed by Krause et al. (2018b, 2019a), that is, the first wave is imputed with a
stationary SAOM, then later waves are imputed wave by wave with longitudinal
SAOMs.
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6.5.1 First Wave
Similar to the previously proposed algorithm (Krause et al., 2018b, 2019a), miss-
ing data in the first wave are imputed with a stationary multigroup Bayesian
SAOM. A single multilevel Bayesian SAOM is estimated jointly for all groups.
The imputation, including fixed parameters and random effects structure, should
reflect the longitudinal analysis model as closely as possible. In the case of mul-
tiplex data, the model is also multivariate, estimating one joint model for the
multiplex structure. Let gx(m) denote the network of group g at wave m. Fur-
ther, we use the convention that u represents the observed part of the data.
Let ux be the observed network data, with gux(m) denoting the observed part
of the network of group g at wave m. The stationary SAOM is estimated for
the first wave data x(1), using the second wave data x(2) as dyadic covari-
ate. First, the posterior parameter distribution p(θ | ux(1), ux(2)) is estimated.
Second, for each group a group specific parameter vector dgθ is drawn from
p(θ | ux(1), ux(2)), d indexing the imputations and g the groups. The parame-
ter is group specific, because it reflects the random effects structure. Third, the
drawn parameter is used in ML simulation to obtain an imputed network dgx(1)
from p(gx(1) | dgθ, gux(1), gux(2)). The last two steps, drawing parameter and
imputing, are repeated until D imputations are obtained. Algorithm 7 below
illustrates this procedure.
Algorithm 7 Algorithm for Bayesian imputation of missing multiplex network
data with multiple groups in wave m = 1
Estimate the posterior distribution p(θ | ux(1), ux(2)) with a stationary
Bayesian SAOM for x(1) using the observed network at the second wave
ux(2) as dyadic covariate.
for g = 1, ..., G do
for d = 1, ..., D do
(I) Draw a group specific parameter vector dgθ from p(θ | ux(1), ux(2))
(II) Draw a joined imputation for the missing tie variables dgx(1) with
ML simulation from p(gx(1) | dgθ, gux(1), gux(2))
end for
end for
Alternatively, the first wave could also be imputed using Bayesian exponential
multiplex graph models as introduced by Krause and Caimo (2019). It is,
however, recommended to stay within the SAOM model family to stay as closely
as possible to the longitudinal model.
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6.5.2 Later Waves
Later waves are imputed wave by wave, each imputation using a separate, al-
ready imputed, previous wave dx(m− 1) as starting point. For each of the
D imputations and for each of the waves m a separate posterior parame-
ter distribution p(dθ(m) | dx(m − 1), ux(m)) is estimated. After estimating
p(dθ(m) | dx(m − 1), ux(m)), one parameter vector dgθ(m) is randomly drawn
for each group and used in ML simulation to obtain the imputed network dgx(m).
This process is repeated for each consecutive wave, leading to D imputed data
sets, as detailed in Algorithm 8.
Algorithm 8 Algorithm for Bayesian imputation of missing multiplex network
data with multiple groups in waves m ≥ 2
for d = 1, ..., D do
for m = 2, ...,M do
Estimate the posterior distribution p(θ(m) | dx(m − 1), ux(m)) with a
longitudinal Bayesian SAOM
for g = 1, ..., G do
(I) Draw a group specific parameter vector dgθ(m) from the estimated
posterior p(θ(m) | dx(m− 1), ux(m))
(II) Draw a joined imputation for the missing tie variables dgx(m) with





The previously proposed algorithm by Krause et al. (2018b, 2019a) required
that a separate analysis model is estimated on each of the D imputed data sets.
The resulting D parameter estimates are combined using Rubin’s rules (Rubin,
1987) to obtain the final parameter estimates and standard errors. This is,
however, not required in the above outlined procedure. Because each of the
longitudinal estimated posterior distributions p(dθ(m) | dx(m − 1), x(m)) is
a proper draw from the posterior, these estimates can be directly combined,
without having to estimate SAOMs on the completed data sets. Further, the
combination of the results is simpler than Rubin’s rules, because all that is
required is to simply join the different posterior distributions together, leading
to one large posterior. In the case of M > 2 it is advised to first inspect if the
posteriors for the different waves are homogenous, meaning that the network
dynamics remain stable over time. If that is the case, the posteriors over all
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waves can be combined. If not, the posteriors should be only combined within
each wave and results should be presented separately for each wave.
6.5.4 Network and Behavior Co-evolution
In the case of network and behavior co-evolution, the procedure proposed by
Krause et al. (2019a) needs to be slightly adjusted. Let z be a vector of size n
with a value for each of the n participants representing the dependent behavior,
gz(m) being the observation of group g in wave m. First, as in Krause et al.
(2019a), the imputation begins with multiple imputation by chained equations
(MICE van Buuren, 2012) to impute missing data in the behavior variable and
obtain D imputed behavior sets zˇ(1), with dg zˇ(1) being the dth MICE imputed
behavior vector (see Krause et al., 2019a, for more details on MICE imputation
of behavior variables). Second, follow the algorithm for Bayesian imputation
of missing multiplex network data with multiple groups in wave m = 1 with a
minor change. After estimating the posterior, use a different draw from dzˇ(1)
as starting points for each of the imputations. Let uz be the observed part of
the behavior variable. The posterior distribution for the stationary SAOM is
not estimated using the imputed data from MICE, zˇ(1), but using the observed
data p(θ | ux(1), ux(2), uz(1), uz(2)). Estimating the posterior for zˇ(1) will be
very tie consuming with multiple groups. This adapted algorithm is presented
in Algorithm 9.
Algorithm 9 Algorithm for Bayesian imputation of missing network and be-
havior data with multiple groups in wave m = 1
Impute missing data in z(1) with MICE obtaining zˇ(1)
Estimate the posterior distribution p(θ | ux(1), ux(2), uz(1), uz(2)) with a
stationary Bayesian SAOM for (x(1),z(1)) using the second wave observations
(ux(2),uz(2)) as covariates.
for g = 1, ..., G do
for d = 1, ..., D do
(I) Draw a group specific parameter vector dgθ
from p(θ | ux(1), ux(2), uz(1), uz(2))
(II) Draw a joined imputation (dgx(1),
d
gz(1)) with ML simulation
from p(gx(1), gz(1) | dgθ, gux(1), gux(2), dg zˇ(1), guz(2))
end for
end for
All later waves are imputed wave by wave following the algorithm for imputation
of waves m ≥ 2 outlined above.
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6.6 Illustrative Example – Friendship and Helping
We demonstrate the outlined algorithm using data from the Dutch SNARE
study (Dijkstra et al., 2015) and following the analysis of van Rijsewijk et al.
(2019). They investigated the coevolution of friendship and helping relations
(networks) in adolescents throughout the course of a year. For a detailed intro-
duction in the data and theory see van Rijsewijk et al. (2019). The data consist
of 41 classrooms with 953 students (mean classroom size of 23.2 students, mean
age of 12.7, 49.5% girls, and 84.5% identified as Dutch). Data were collected
three times (October, December, and April). Missing data were distributed
as follows: 11 students were missing at all measurement points, 34 students
were missing at wave one (5%), 60 at wave two (7.5%), and 56 at wave three
(7%). The missing data was spread evenly across all groups, with some groups
not having any missing data in any wave. All missing data are complete actor
non-response, meaning no outgoing network information was observed. Ad-
ditionally, some students nominated (nearly) everyone in their class as either
helper or friend at one assessment, but nominated hardly anyone in other waves.
These students most likely interpreted the question differently from their peers.
All their outgoing nominations (xlij = 1) were treated as missing data, however,
their outgoing no-ties (xlij = 0) were retained as observed no-ties. In total, this
occurred for 1, 13 and 8 students at the respective waves.
The analysis model of van Rijsewijk et al. (2019) contained standard structural
effects for both networks: outdegree (modeling the general tendency to create
ties), reciprocity (modeling the tendency to reciprocate incoming ties), transi-
tivity (modeling friends/helpers of friends/helpers becoming friends/helpers),
outdegree activity (the tendency of actors with high outdegree to send more
ties), indegree popularity (the tendency of actors who receive a lot of incom-
ing nominations, to receive even more), and, lastly, a same gender effect (the
tendency to send ties to those with the same gender).
Further, the model contained several cross-network effects. The direct effects
of friendship on helping and helping on friendship were included (xfriendij = 1
predicting xhelpij = 1 and vice versa), as well the effects of reciprocated ties in
one layer on the tie formation in the other layer (xfriendij = 1 and x
friend
ji = 1 pre-
dicting xhelpij = 1 and vice versa). van Rijsewijk et al. (2019) further split several
parameters in their effects on creation and maintenance. Usually, parameters
in the objective function are so-called evaluation parameters, which contribute
both to the creation and the maintenance of ties. For example, a positive eval-
uation parameter for reciprocity in the case of xij = 0 and xji = 1 increases the
probability that i will create a new tie to j, in the case of xij = 1 and xji = 1,
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the positive parameter makes it more likely that i will maintain the existing tie
to j. It is, however, possible that certain parameters contribute differently to
the creation and maintenance of ties (e.g., gender homophily might be helpful
in initiating a friendship, but less important in maintaining ties). The follow-
ing parameters were included as both creation and maintenance: reciprocity in
friendship, the direct effect of helping on friendship, and the effect of mutual
helping ties on friendship. Lastly, all but the cross-network effects were allowed
to randomly vary between the networks. For in depth theoretical reasoning see
van Rijsewijk et al. (2019).
The only notable difference to the model run by van Rijsewijk et al. (2019) was
the choice of prior between group variances. While van Rijsewijk et al. (2019)
chose a rather flat prior variance of σ = 1 for the between group variance, a more
narrow prior variance of σ = .01 was chosen for this demonstration, because
recent experiences with Bayesian SAOMs suggest that narrower priors lead to
more stable estimation1. To compare the results of the proposed algorithm with
the results of van Rijsewijk et al. (2019), their model was re-estimated with the
narrower priors. Further, van Rijsewijk et al. (2019) analyzed all three obser-
vation waves jointly, assuming homogeneity for each parameter (except rate
parameters) across the observation periods. As detailed above, the proposed
missing data imputation algorithm yields estimated posteriors for each period
separately. If these posteriors are homogeneous over the waves, they can be
combined. We will come back to this in the results section.
6.6.1 Stationary SAOM imputation
We initially set out to follow the described algorithm, that is, estimate a sta-
tionary form of the above described model2 on the first wave networks, using the
second wave observations as covariate. We were, however, unable to obtain a
converged estimate for this complex stationary model. Even very simplistic mul-
tiplex models did not converge. Thus we fell back to a less attractive alternative
for the first wave imputations, which should still yield more reliable imputations
than those used in the implemented internal default treatment3. The simpler
imputation procedure splits the multiplex model into two separate models, one
for friendship, and one for helping. Both of these models were very simplistic,
only containing the following parameters: outdegree, reciprocity, same gender,
1Kappa was set to κ = .01.
2Note that creation and maintenance cannot be separated in a stationary model.
3Using the Bayesian exponential multiplex graph models (BERmGMs Krause and Caimo,
2019) was not a reasonable alternative, because BERmGMs, in their current implementation,
take far to long to estimate and do not facilitate multigroup or even multilevel estimation.
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and the direct effect of the other layer. The model for helping further included
the second wave observation of helping.
For friendship, a model with both the second wave observation of friendship
xfriend(2) and the direct effect of helping on friendship xhelp(1) did not con-
verge, indicating strong multicollinearity of these two variables. Although sec-
ond wave observations have proven to be important predictors (Krause et al.,
2018b, 2019a), we decided to include the direct of effect from helping on friend-
ship in the stationary model to better maintain the relationship between the
layers.
After estimating these two stationary Bayesian SAOMs it is possible to im-
pute the missing data in both layers in an iterative alternating procedure.
The alternating procedure described below leads to strong dependence between
consecutive imputations. To obtain imputations that are less dependent on
each other, at least T = D × 2 imputations are drawn with the following
procedure. Start with t = 1 and, (I) draw a parameter vector tθ(1)friend
from the estimated posterior distribution of friendship and (II) use ML sim-
ulation to obtain an imputed first wave friendship network txfriend(1) from p(· |
tθfriend(1), uxfriend(1), uxhelp(1)). (III) draw a parameter vector tθhelp(1) from
the posterior distribution of helping, and (IV) use ML simulation to obtain an
imputed first wave helping network txhelp(1) from p(· | tθhelp(1), uxhelp(1), txfriend(1), uxhelp(2)),
using the previously imputed friendship network txfriend(1) as a predictor. Re-
peat this procedure for the next value t+1, starting with imputing the friendship
network using the previously (step t) imputed helping network as covariate, fol-
lowed by imputing helping with the newly imputed friendship network as covari-
ate, and continue until there are at least T = D × 2 imputed networks. In this
procedure, the friendship network of one imputation step (txfriend) is directly
linked to the helping network of the previous iteration (t−1xhelp). Thus only
every second imputed network tx(1) is retained as an imputed network for later
analysis, dx(1). Note that the posterior parameter distributions p(θfriend(1) |
uxfriend(1), uxhelp(1)) and p(θhelp(1) | uxhelp(1), uxfriend(1), uxhelp(2)) in steps
(I) and (III) are estimated on the observed data (uxfriend(1), uxhelp(1)) using the
default missing data treatment. But imputations are drawn conditional on the
observed network that is to be imputed and on the previously imputed covariate
network layer, that is, for friendship imputations uxfriend(1) and t−1xhelp(1)) and
for helping imputations uxfriend(1) and t−1xhelp(1)), as well as the observed sec-
ond wave helping network uxhelp(2). We present the algorithm for this adapted
procedure in Algorithm 10.
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Algorithm 10 Algorithm for adapted Bayesian imputation of missing multiplex
network data with multiple groups in wave m = 1
Estimate the posterior distributions p(θfriend(1) | uxfriend(1), uxhelp(1)) and
p(θhelp(1) | uxhelp(1), uxfriend(1), uxhelp(2))
for t = 1, ..., T do
(I) Draw a parameter vector tθ(1)friend from its estimated
posterior distribution p(θfriend(1) | uxfriend(1), uxhelp(1))
(II) Obtain the imputed network txfriend(1) with ML simulation
drawing from p(· | tθfriend(1), uxfriend(1), t−1xhelp(1))
(III) Draw a parameter vector tθ(1)help from its estimated
posterior distribution p(θhelp(1) | uxhelp(1), uxfriend(1), uxhelp(2))
(IV) Obtain the imputed network txhelp(1) with ML simulation
drawing from p(· | tθhelp(1), uxfriend(1), t−1xhelp(1)), uxhelp(2))
if t is an even number then




After D imputations of the first wave were obtained, we proceeded with the
imputation algorithm for later waves (m ≥ 2) described in Section 5. The
imputation procedure revealed heterogeneity in the parameters between the
two estimation periods. The heterogeneity implies that we cannot simply join
the posteriors estimated during the imputation procedure into a single estimate.
To be able to compare the results under imputations with the default procedure,
a model with default missing data treatment was estimated separately for each
wave. It is important to note that the heterogeneity does not have a major
impact on the conclusions drawn in van Rijsewijk et al. (2019).
6.6.3 Results
The estimated posterior density distributions for each parameter are presented
in Figures 6.1 to 6.6. We only show the distributions for the fixed parameters
(Figures 6.3 and 6.6) and the estimated hyper distributions for the random pa-
rameters (Figures 6.1, 6.2, 6.3, and 6.4), not the group-specific estimates. The
plots of the posterior parameter density distributions in each figure are pre-
sented in two rows: the upper row gives the plots for period 1, the lower row
for period 2. Each plot consists of two densities, the green distribution shows
the posterior parameter density of the results using the default missing data
treatment, the red for the results under multiple imputation. The results for
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the friendship network dynamics are given in Figures 6.1 and 6.2, the cross-
network effects from helping on friendship are Figure 6.3. The results for the
helping network dynamics are given in Figures 6.4 and 6.5, the cross-network
effects from friendship on helping in Figure 6.6. We did not combine the pos-
terior distributions for the first and second period, because they showed strong
heterogeneity for some parameters (notably the same gender selection effects on
both networks, see Figures 6.2 and 6.5). This heterogeneity does not generally
invalidate the results from van Rijsewijk et al. (2019), where parameters were
estimated over all three time points assuming homogeneity, as we will discuss
later. The posterior mean parameter estimates, their standard deviations, and
Bayesian p-values of the friendship dynamics are presented in Table 6.1, the es-
timates for the helping dynamics in Table 6.2. Bayesian p-values give the mass
of the posterior probability distribution that is on one side of 0. A Bayesian
p-value of, for instance, .01 can thus be interpreted as: The probability that the
parameter is negative, given the priors, the model, and the data, is 1%.
Overall, the imputation method leads to similar results as those obtained by the
implemented default, which can be seen from the largely overlapping posterior
distributions. The friendship dynamics only showed some deviation in the cross-
network effects. In the first period, the effect of existing mutual helping relations
on the formation of friendships (xhelpij = 1 and x
help
ji = 1 help create x
friend
ij (m−
1) = 0 to xfriendij (m) = 1) is estimated as mean = −1.84 (sd = 0.68) by the
default procedure and as mean = −0.86 (sd = 0.62) with multiple imputation.
This difference could be the result of the simplistic imputation model for the
first wave. The counts for friendship tie creation with mutual helping are quite
low in the observed data (20 in total), thus changes in the imputed networks can
lead to differences in the estimation of the parameter. It is the only difference
with relevance for the hypothesis in van Rijsewijk et al. (2019). The results in
van Rijsewijk et al. (2019) show an overall negative effect, net of the direct effect
of helping on friendship. Using multiple imputation, this net negative effect on
the creation of friendship ties seems to be primarily driven by the second period,
while the first the period shows that mutual helping has no strong negative or
positive effect on the creation of friendship ties, net of the direct effect of an
existing helping tie (for an interpretation of this effect see van Rijsewijk et al.,
2019).
In the second period, two other cross network effects of helping on friendship
show differences between the posterior distributions estimated by the default
method and those obtained via multiple imputation. These are the effect of
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Figure 6.1: Posterior Parameter Density Distributions for Friendship Dy-
namics (I).
The plot shows the results for the friendship network dynamics part (I). The estimated
posterior parameter density distributions are presented in two rows: the upper row
shows the results estimated for first observation period, the lower row the results
estimated for the second observation period. Results obtained on the observed data
are shown in green, results obtained with missing data imputation are shown in red.
Two parameters for reciprocity were estimated, one modeling the effect of reciprocity
on maintaining existing ties (main), the other modeling the effect of reciprocity on
creating new ties (create).
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Figure 6.2: Posterior Parameter Density Distributions for Friendship Dy-
namics (II).
The plot shows the results for the friendship network dynamics part (II).The esti-
mated posterior parameter density distributions are presented in two rows: the upper
row shows the results estimated for first observation period, the lower row the results
estimated for the second observation period. Results obtained on the observed data
are shown in green, results obtained with missing data imputation are shown in red.
a helping tie on the maintenance of friendship (xhelpij = 1 helps maintaining
xfriendij (m − 1) = 1 to xfriendij (m) = 1) and the effect of a helping tie on
the creation of friendship ties (xhelpij = 1 helps create x
friend
ij (m − 1) = 0 to
xfriendij (m) = 1). The differences are, however, small and do not effect the
inference, leading to similar Bayesian p-values (p = 1.00). The creation and
maintenance effect of helping on friendship are estimated smaller under the im-
puted data; maintenance-default: mean = 1.00 (sd = 0.20) versus maintenance-
imputation: mean = 0.79 (sd = 0.20); and creation-default: mean = 1.50
(sd = 0.30) versus creation-imputation: mean = 1.11 (sd = 0.36).
The results for the helping network dynamics estimated with the default proce-
dure are very similar to those estimated under multiple imputation. The only
noteworthy difference is in the mean posterior estimates for the same gender
effect in the second period. The multiple imputation suggests an on average
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Figure 6.3: Posterior Parameter Density Distributions for Cross-Network
Friendship Dynamics.
The plot shows the results for the cross-network effects of helping on the friendship
network dynamics. The estimated posterior parameter density distributions are pre-
sented in two rows: the upper row shows the results estimated for first observation
period, the lower row the results estimated for the second observation period. Results
obtained on the observed data are shown in green, results obtained with missing data
imputation are shown in red. The two parameters for the effect of mutual ties on the
helping network were estimated, one modeling the effect of mutual helping ties on
the creation of new friendship ties (create), the other modeling the effect of mutual
helping ties on the maintenance of existing friendship ties (main).
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Figure 6.4: Posterior Parameter Density Distributions for Helping Dynam-
ics (I).
The plot shows the results for the helping network dynamics part (I). The estimated
posterior parameter density distributions are presented in two rows: the upper row
shows the results estimated for first observation period, the lower row the results
estimated for the second observation period. Results obtained on the observed data
are shown in green, results obtained with missing data imputation are shown in red.
smaller effect of same gender, mean = 0.18 (sd = 0.08), than the default pro-
cedure, mean = 0.27 (sd = 0.08).
6.6.4 Time Heterogeneity
All three time points (both periods) were analyzed simultaneously in van Ri-
jsewijk et al. (2019), assuming homogeneity of the model parameters. Ho-
mogeneity assumptions like these are common in the analysis of longitudinal
network dynamics (e.g., Krause et al., 2018b), and often justified. The wave-
by-wave imputation algorithm, however, revealed that the periods in this study
show time heterogeneity. The most notable differences can be seen in the same
gender selection effects for both friendship and helping. Gender homophily be-
comes less important in both network layers (friendship: Period 1 mean = 0.80,
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Figure 6.5: Posterior Parameter Density Distributions for Helping Dynam-
ics (II).
The plot shows the results for the helping network dynamics part (II). The estimated
posterior parameter density distributions are presented in two rows: the upper row
shows the results estimated for first observation period, the lower row the results
estimated for the second observation period. Results obtained on the observed data
are shown in green, results obtained under missing data are shown in red.
Period 2 mean = 0.55; helping: Period 1 mean = 0.59, Period 2 mean = 0.18).
The reduction in the importance of gender homophily cannot be seen in van
Rijsewijk et al. (2019), because only one parameter is estimated, mean = 0.74
(sd = 0.14)4.
Time heterogeneity also occurs for the degree related effects on the friendship
network, indegree popularity (ties to alters who receive a lot of nominations are
more likely to be maintained and created) and outdegree activity (actors who
send a lot of ties are more likely to maintain and create ties). Both of these
effects have no relevant impact on the network dynamics in the first period with
indegree popularity mean = 0.002 (sd = 0.02, Bayes-p = .53) and outdegree
activity mean = −0.004 (sd = 0.01, Bayes-p = .39). But both of these have
4Note that some of the difference in the estimate stems from differences in the priors in
van Rijsewijk et al. (2019)
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Figure 6.6: Posterior Parameter Density Distributions for Cross-Network
Helping Dynamics.
The plot shows the results for the cross-network effects of friendship on the helping
network dynamics. The estimated posterior parameter density distributions are pre-
sented in two rows: the upper row shows the results estimated for first observation
period, the lower row the results estimated for the second observation period. Results
obtained on the observed data are shown in green, results obtained with missing data
imputation are shown in red.
a relevant impact on the friendship dynamics in the second period, indegree
popularity mean = −0.03 (sd = 0.02, Bayes-p = .04) and outdegree activity
mean = −0.03 (sd = 0.01, Bayes-p = .01). This implies that the number
of friendship nominations (both outgoing and incoming) becomes more evenly
distributed over time. The parameters van Rijsewijk et al. (2019) both had
mean = −0.01 (sd = 0.11).
As discussed above, the effect of mutual helping relations on the creations on
the formation of new friendship ties shows time heterogeneity when data is
multiply imputed. Overall, however, none of these difference has a meaningful
impact on the conclusions drawn in van Rijsewijk et al. (2019).
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6.7 Discussion
This study extends a recently introduced multiple imputation algorithm for
missing network data (Krause et al., 2018b, 2019a) in three ways. The algo-
rithm is extended to handle multiple groups of networks (same relation) within
a multilevel model with fixed and random effects, multiplex networks (different
relations), and introduces a Bayesian procedure, allowing for proper multiple im-
putation in the sense of Rubin (1987). The proposed extension is demonstrated
on an empirical case. This study further illustrates how to handle convergence
issues of the stationary SAOM imputation model.
The benefit of the algorithm over Bayesian SAOM estimation with default miss-
ing data treatment lies in the imputation of the starting networks. While
Bayesian estimation of SAOMs relies by default on a simplistic imputation
model of missing data at the beginning of a period, the algorithm proposed in
this study utilizes far more information for the imputation of the starting wave
of each period, leading to more reliable imputations.
Unlike the non-Bayesian algorithm introduced by Krause et al. (2018b), the
extension to Bayesian imputation allows to obtain proper imputations of the
missing data. Each imputation is made with a random draw from the estimated
posterior distributions of the parameters, allowing for more variance between
the imputations, than if the imputations had been drawn using the fixed pa-
rameter estimate. The algorithm proposed by Krause et al. (2018b), relying on
MoM (or ML) estimation, only uses the same parameter for first wave imputa-
tions with stationary SAOMs, and estimates a separate imputation model for
each imputation at each of the later waves. However, these estimated imputa-
tion models are very close to each other, because they are obtained either via
method of moments or maximum likelihood estimation, that is, they are likely
to converge to very similar estimates. In contrast, the new proposed method
samples the imputation parameter from the estimated posterior distribution,
leading to far more variance of the imputation parameters, and thus allowing
proper estimation of the between imputation variance. For non-network data
it has been shown that not taking into account the extra uncertainty due to
estimating the parameters of the imputation model does yield fairly similar re-
sults to those obtained under proper imputation, given that the sample size
is large and that the proportion of missing data is small (Allison, 2001). The
importance of sampling imputation parameters from their posterior, compared
to using only one, or very similar estimates, is as of yet unclear for multiple
imputation with SAOMs. Future research is required to investigate the benefit
of Bayesian imputation with regard to standard error estimation.
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A clear benefit of Bayesian estimation with SAOMs is that, at least for now,
multilevel estimation of SAOMs is only implemented with Bayesian estimation.
Here, group-specific variation in the parameters can be maintained in the es-
timation via group-level random effects, while still utilizing the data from all
groups for the estimation of the parameters. For imputation with multiple
groups, Bayesian estimation should thus be preferred, unless strong homogene-
ity across the groups can be assumed.
The example indicates that under low amounts of missing data, imputation
leads to results similar to those obtained using the default missing data treat-
ment under Bayesian estimation. It has been shown (Koskinen and Snijders,
2007; Bright et al., 2019) that Bayesian SAOM estimation under missing data
is reliable given a realistic model and data missing (completely) at random.
Obtaining similar estimates can thus be interpreted as good performance of the
multiple imputation algorithm. However, this example is not an extensive inves-
tigation of the proposed imputation algorithm (or default procedure), but only
a single case. Future research is required to better evaluate the performance of
the imputation procedure. Such an extensive investigation can lead to helpful
guidelines in which cases imputation will lead to improved estimation, and in
which cases the extra work is not required. Even in cases where imputation
does not directly yield better parameter estimation, it still can aid in the es-
timation of other models (e.g., blockmodels), or can support the estimation of
descriptive statistics.
The similarities in the estimate, however, do not make a multiple imputation
algorithm superfluous. The imputed data can be further passed on to other
analysis (e.g., blockmodels), used to estimate descriptive statistics, and used in
other studies, only focusing on, for instance, a subsample of the data. Further,
if multiple models are to be compared on the same data (e.g. to test competing
theories), then it will be useful to first multiple impute the data, and then com-
pare the performance of the model on the imputed data sets. Otherwise, each
model will internally impute the data with model specific parameters, which
means that the two models are compared on two partly different data sets. In
such a case it is important that the imputation model contains all parameters
that are to be compared in the final model comparison, that is, all competing
parameters. Otherwise the imputation might distort the results. If is not possi-
ble to estimate such model (e.g., because of complete or strong multicolinearity
of the set of competing parameters), then multiple sets of imputed data should
be obtained, each obtained by one of the competing models, and the models
should be compared in their performance over all the imputed data sets, to best
control for the effects of the imputation model.
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It can be further seen from the example that researchers need to be careful when
estimating SAOM models over multiple waves. While assuming homogeneity
and estimating a joint model will stabilize the estimation where the assumption
is justified, it can lead to distorted estimates where the assumption is violated.
However, the example also illustrates that such violations must not always be
harmful for the purpose of the research. The conclusions of van Rijsewijk et al.
(2019) stay, mainly, unaltered. This, of course, cannot be known upfront and
thus the homogeneity assumption should be thoroughly tested.
7Conclusion and Discussion
In this final chapter we will summarize the developments regarding the treat-
ment of missing network data made in this thesis. Further, we will give direc-
tions for future research.
7.1 Summary of the Research
The analysis of social networks focuses on how social life is structured, which
mechanisms drive change in our social connections, and how social life influences
our actions and cognition. These networks are usually formed by people (the
nodes) and their connections (the ties), albeit many scholars focus on networks
between larger social structures, like organizations or countries. Irrespective of
the type of node and the type of relation, missing network data, that is, missing
information about connections between nodes, can severely bias the observed
network structures, making it more difficult to estimate models, and are likely
to lead to biased conclusions.
Most software packages for the statistical analysis of network structures have
built-in model-based missing data treatments. While some of these methods
lead to unbiased estimates given the right model being used and the data being
missing at random (Handcock and Gile, 2007; Koskinen et al., 2010; Snijders,
2017a; Bright et al., 2019), others are only able to handle small amounts of
missing data reliably (Huisman and Steglich, 2008). However, model-based
procedures only help in the estimation of the model, but they do not help
with the calculation of descriptive statistics or facilitate the estimation of other
models that lack model-based missing data treatment.
In this dissertation, we focused on two families of network models; Exponen-
tial Random Graph Models (ERGMs: Frank and Strauss, 1986; Wasserman and
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Pattison, 1996; Robins et al., 2007; Lusher et al., 2013) and Stochastic Actor-
oriented Models (SAOMs: Snijders, 1996, 2001, 2005, 2017b). ERGMs are prob-
ability models for networks where the probabilities depend on the frequency of
occurrence of substructures in the network such as subgraph counts, or other
statistics. They are primarily used to analyze cross-sectional network structures
(for longitudinal versions of ERGMs see Hanneke et al., 2010; Koskinen et al.,
2015). SAOMs on the other hand are primarily used to analyze longitudinal
networks. They model the change from one network observation to another as
a series of (unobserved) mini steps of decisions of the network actors. Cross-
sectional SAOMs are, as of yet, rarely used (Snijders and Steglich, 2015). This
thesis starts with an in-depth investigation of missing data treatments mainly
using (Bayesian) ERGMs, followed by an introduction of a multiple imputation
algorithm for SAOMs.
In Chapter 2, we compared several missing data handling methods for cross-
sectional network data. The methods were compared based on their ability
to recapture descriptive network statistics, reconstruct missing links, and on
estimate model parameters. The competing methods were listwise deletion,
imputation of no-ties, reconstruction (single imputation by reciprocating all in-
coming ties; Stork and Richards, 1992), multiple imputation using ERGMS, and
multiple imputation using Bayesian ERGMs (BERGMs; Koskinen et al., 2010;
Caimo and Friel, 2011). The methods were tested on a set of simulated net-
works, varying in size, density, clustering, and homophily on a binary covariate.
The results confirmed previous findings, that larger, more structured networks
are more robust to missing data than smaller, less structured networks; and
statistics based on incoming ties are more robust to missing data (e.g., Smith
et al., 2017). The results showed that multiple imputation, especially multiple
imputation with complex BERGMs performed best in recapturing descriptive
network statistics. However, simple ERGMs were more accurate for the impu-
tation of ties in small networks, while complex BERGMs were more accurate
in larger networks. Lastly, the results for estimating model parameters clearly
indicate that model estimation with missing data imputation outperforms list-
wise deletion. However, when more lenient criteria are used to draw inferences
(i.e., significance levels of .10 instead of .05), listwise deletion and imputation
both lead to conclusions similar to those drawn from the complete data.
Chapter 3 extends missing data imputation with BERGMs to the multiplex
case, where several different types of relations are observed between the nodes
and analyzed simultaneously. In the applied example, marriage relations and
business relations between Florentine banking families were analyzed. To that
end, Bayesian Exponential multiplex-Graph Models were developed and imple-
7.1 summary of the research 123
mented in R (R Core Team, 2019). The new model is capable of jointly imputing
missing data on two network layers, while modeling both the network structures
within each layer, as well as the dependencies between the layers. Multiplex
imputation is especially useful, if only some, but not all of the network layers
are unobserved for some actors. In that case, the information of the observed
layers can contribute to obtaining more reliable imputations. If other layers
are only used as covariates in an imputation model, the resulting imputations
might not properly maintain their dependencies in a multiplex setting. Fur-
ther, in the case of complete actor non-response, that is, when no (outgoing)
information is available on any layer for some actors, using other layers as co-
variates can only contribute indirectly to the imputation model (e.g., by taking
the observed indegree on the other layers as covariate). However, in a multiplex
setting all missing layers are imputed jointly, and imputations on one layer can
help provide more reliable imputations on another.
While Chapters 2 and 3 focused on cross-sectional networks, Chapter 4 intro-
duces multiple imputation for longitudinal network studies using the SAOM
family. The proposed procedure imputes missing data wave by wave: First a
SAOM is estimated for the observation period (from one observation wave to
the next), and second, missing data at the end of the period are imputed with
the estimated SAOM using maximum likelihood simulation, conditional on the
observed and imputed data at the previous wave, on the observed data in the
current wave, and the estimated parameters. This procedure is repeated for
each wave, using the previously imputed data as starting points for the next
imputation. Missing data in the first wave have to be imputed with a different
procedure, as the first wave is not modeled in a regular longitudinal SAOM.
For the first wave, two options are proposed. Either missing data is imputed
with BERGMs, as discussed in Chapter 1, or a stationary SAOM is used to first
estimate a model for the first wave, and then impute the data with maximum
likelihood simulation. The benefits of imputing the first wave with a stationary
SAOM are twofold. First, a stationary SAOM does not require to combine two
different network model families in the imputation procedure. Second, station-
ary SAOMs can also be used with multiple dependent variables, be it dependent
actor attributes or a multiplex network structure. After all waves are imputed
multiple times, the analysis model is estimated on each of the imputed data
sets and the results are combined following the procedure outlined by Rubin
(1987). The algorithm is demonstrated on an example of an adolescent friend-
ship network with simulated missing data. The results obtained with multiple
imputations are very close to those obtained from the complete data and out-
performed both the default treatment (Huisman and Steglich, 2008), as well as
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recently proposed alternatives (Hipp et al., 2015; de la Haye et al., 2017).
The multiple imputation algorithm for missing data in longitudinal networks
introduced in Chapter 4 is extended to the case of network and behavior co-
evolution in Chapter 5. SAOMs are often used to model the interdependencies
between a network and the actors’ behavior (e.g., how does alcohol consump-
tion change the friendship network, or how do friends influence each other in
their consumption of alcohol?; Burk et al., 2012). The previously introduced
algorithm focused only on missing data on the network side. The algorithm
is updated to also incorporate joint imputation of the network and behavior.
The procedure has one additional prior step, in which missing data of the be-
havior variable in the first observation is imputed using multiple imputation
by chained equations (MICE; van Buuren, 2012). These imputed values are
then used as starting points for the stationary SAOM imputation. All SAOM
imputation models are coevolution models, that is, both network and behav-
ior are jointly modeled. The algorithm is demonstrated on an example of the
coevolution of friendship, smoking, and drinking with simulated missing data.
The extended multiple imputation procedure performed well, leading to reliable
standard error and parameter estimates.
In the final chapter of this thesis, the multiple imputation algorithm for missing
data in longitudinal networks introduced in Chapter 4 is further extended in
three ways, (1) to accommodate the analysis of multiple networks (i.e., multiple
groups), (2) to accommodate joint imputation for multiplex network structures
(i.e., multiple types of network relations between the same set of nodes), and
(3) to provide a fully Bayesian imputation algorithm. The analysis of multiple
groups allows to use the data of more than one evolving network to estimate
the complex network evolution process. This means that data from multiple
groups that are assumed to be homogenous (e.g., multiple classrooms) are used
to estimate one model for the network evolution, increasing the power of the
analysis. Further, the extended algorithm estimates one imputation model us-
ing the data of all groups, which provides better estimates of the parameters of
the imputation model, especially when some of the groups are fully observed.
The second extension of the algorithm incorporates multiplex network struc-
tures. Here, both network layers are jointly imputed, estimating one coevolving
SAOM for both network layers. The third improvement of the algorithm is its
extension to Bayesian estimation. Bayesian estimation of the imputation model
helps to obtain more reliable imputation and assessment of uncertainty. Fur-
ther, Bayesian SAOMs allow for a multilevel analysis in a multigroup setting,
estimating both group-specific random effects and effects fixed across all net-
works. All three extensions are demonstrated on an applied case (van Rijsewijk
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et al., 2019), and it is further illustrated how to handle convergence issues with
the stationary SAOM imputation model. The results indicate that the extended
multigroup, multiplex, and Bayesian procedure performs well.
7.2 Practical Usage of Multiple Imputation
7.2.1 BERGM
Estimating Bayesian ERGMs on networks with missing data requires the use of
the missing data augmentation algorithm introduced by Koskinen et al. (2010).
Otherwise, the estimation will be biased. This need not be of concern for applied
researchers, because we have implemented the algorithm in the Bergm package
(Caimo and Friel, 2014) in R (R Core Team, 2019) in the bergmM() function.
Obtaining multiple imputations with BERGMs is thus as simple as obtaining
BERGM estimates.
7.2.2 SAOM
Multiple stochastic imputation with SAOMs requires more work and time in-
vestment than the default methods implemented in RSiena. However, this in-
vestment will be worth the effort in cases with moderate missing data (20% or
more), because it will lead to more reliable estimates than the default method
(using MoM or ML estimation). Further, network data collection is very re-
source intensive and usually multiple studies are run with the same data. Thus
investing time once in obtaining multiple imputed data sets is worthwhile.




The BERmGM algorithm is currently completely implemented in R leading to
very long computation times. Estimating trivial models on very small graphs
(say 16 nodes) can take more than a day. Thus, BERmGMs are as of yet not
practically applicable. An implementation in C++ or similarly efficient pro-
gramming languages would highly speed up the process. Further, only very
few cross-network effects are actually implemented in the model. More work
is required to test more complex cross-network effects, like, for instance, cross
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network reputation. Additionally, the implementation is currently restricted to
two layers. The algorithm itself, however, is easily adaptable to more network
layers. For now, empirical researchers might be better suited using the XP-
net (Wang et al., 2009) software to analyze cross-sectional multiplex structures
with missing data, which, however does not (easily) allow to obtain multiple
imputations of the data. Alternatively, it is possible to use stationary multiplex
SAOMs, however, this would imply leaving the ERGM family, which might not
be desirable (see Block et al., 2019, for a comparison of ERGMs and SAOMs).
7.3.2 Exponential Random Network Models
Fellows and Handcock (2012a) introduced the family of Exponential Random
Network Models (ERNMs). ERNMs are quite similar to ERGMs, but they ex-
tend the ERGM framework to incorporate actor attributes as random variables.
They thus allow to model both a network and an actor attribute as dependent
variables. The algorithm introduced for BERmGMs could be adapted to model
Bayesian Exponential Random Network Models (BERNMs). BERNMs would
allow joint missing data imputation, similar to that of BERmGMs. The main
hurdle for future researchers will be the (time) efficient implementation of the
algorithm. Similarly to cross-sectional multiplex models, stationary SAOMs are
an alternative to ERNMs, with, however, different assumptions.
7.3.3 Evaluation of SAOM imputation
Unlike BERGM imputation, SAOM imputation has not been thoroughly tested
in this dissertation. An extensive simulation study is required to better under-
stand the performance of the developed multiple imputation algorithm. The
number of imputations required to obtain reliable results should be systemati-
cally investigated. The algorithm can become very time intensive, thus reducing
the number of imputations required for a reliable estimate is important to better
facilitate the use of the algorithm.
Further, it is yet unclear how the algorithm performs under missingness at
random, or how large biases under non-random missingess will be. Additionally,
it is important to identify at which missing data percentage the algorithm will
no longer yield reliable results. A study similar to Chapter 2 for SAOMs is
needed. Future research should also investigate the effects of using a misspecified
imputation model, and how such misspecification can, potentially, be detected.
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7.3.4 Sensitivity Analysis
The imputation algorithms tested in this study assume that data is either miss-
ing at random or completely at random, that is, they assume that the prob-
ability to be missing is independent of the missing values themselves. It is
impossible to verify this assumption in empirical data, as the missing value is
unknown. However, it is possible to test the sensitivity of the estimated model
to specific missing data mechanisms. To do so a slight alteration needs to be
made to the imputation algorithm. First, the imputation model is estimated on
the observed data. Second, a binary node-level covariate is added to the data,
indicating whether an actor has missing data or not. Third, a parameter θ
expressing the hypothesized missing data mechanism is added to the estimated
model and fixed to a value expressing the direction and strength of the missing
data mechanism. Fourth, this updated model is used to impute the missing
data. For instance, if it is hypothesized that nodes with a low outdegree (e.g.,
students who do not see anyone as their friend in the class) are less likely to
participate, then one can add an ego effect of the new covariate for outgoing
ties, and fix it to a negative value of, say, θ = −1. The value for θ should
be varied (e.g., under the assumption that missing actors have lower outdegree
θ = (−.5,−1,−1.5,−2) could each be tried). The estimation model, however,
remains unchanged, only the imputation model is adjusted.
For multiple imputation, or model-based treatment, with BERGMs, this proce-
dure needs to be implemented within the algorithm estimating the model (see
Algorithm 1 in Chapter 2). Such altered BERGMs will provide both adjusted
imputations as well as a posterior distribution of the parameters conditional on
the hypothesized missing data mechanism.
For multiple imputation with SAOMs the estimation of the imputation model
remains unchanged, and θ is added to the estimated model before the impu-
tation. After D imputations have been obtained, each imputed data set is
analyzed separately and the results are combined following Rubin’s rules (Ru-
bin, 1987). The process is repeated for each of the different tested values of
θ.
In either case, the researchers obtain multiple estimates of the final model.
One without sensitivity testing, and several for each hypothesized missing data
mechanism. If the inference drawn from each of these results is similar, the
researchers can be confident that the results are robust to the specific missing
data mechanism. However, if the results differ, the researchers should report all
of the estimates, and detail how the results differ depending on the hypothesized
missing data mechanism.
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Both, an investigation of this proposed procedure, and a tutorial for researchers
would be a valuable contribution to social network research.
7.4 Implementations
The BERGM estimation under missing data introduced in Chapter 2 has been
implemented in the bergmM() function in the Bergm package (Caimo and Friel,
2011, 2014) in R. The bergmM() function provides estimates for posterior pa-
rameter distributions under missing data and can also provide proper multiple
imputations. A tutorial for the multiple imputation algorithm for SAOMs is
available on the RSiena website. Tutorial scripts for SAOM imputation with
behavior variables, multiplex data, multiple groups, and Bayesian estimation
will be added in the future.
Samenvatting
De analyse van sociale netwerken is gericht op hoe het sociale leven is gestruc-
tureerd, welke mechanismen verandering in onze sociale verbindingen sturen,
en hoe het sociale leven onze acties en kennis be¨ınvloedt. Deze netwerken
worden meestal gevormd door mensen (de actoren of nodes) en hun relaties
(de banden of ties), hoewel veel wetenschappers zich ook richten op netwerken
tussen grotere sociale structuren, zoals organisaties of landen. Ongeacht welk
type actor of relatie wordt onderzocht, kunnen ontbrekende gegevens, dat wil
zeggen, ontbrekende informatie over relaties tussen actoren, de waargenomen
netwerkstructuren ernstig be¨ınvloeden, waardoor het moeilijker is om modellen
te schatten en juiste conclusies te trekken.
De meeste softwarepakketten voor de analyse van netwerkstructuren hebben
standaardmethoden om datasets met ontbrekende gegevens te analyseren. Deze
standaardmethoden zijn vaak gebaseerd op een modelmatige aanpak (zgn. model-
based methoden). Hoewel sommige van deze methoden leiden tot zuivere schat-
tingen, gegeven dat het juiste analysemodel wordt gebruikt en de ontbrekende
gegevens niet selectief zijn (Missing at Random; Handcock and Gile, 2007; Kos-
kinen et al., 2010; Snijders, 2017a; Bright et al., 2019), is een deel van de (meest
simpele) methoden alleen in staat kleine hoeveelheden ontbrekende gegevens op
een betrouwbare manier te verwerken (Huisman and Steglich, 2008). De model-
based methoden helpen echter alleen bij het schatten van de parameters van
het beoogde (eind)model, maar ze ondersteunen noch het berekenen van be-
schrijvende statistieken, noch het schatten van andere modellen waarvoor geen
modelmatige aanpak van ontbrekende gegevens is ontwikkeld. Iets wat met
wel mogelijk is met imputatiemethoden, waarbij ontbrekende gegevens worden
geschat en ingevuld op de lege plekken in de dataset.
Dit proefschrift richt zich op twee families van netwerkmodellen: Exponential
Random Graph Models (ERGMs; Frank and Strauss, 1986; Wasserman and Pat-
tison, 1996; Robins et al., 2007; Lusher et al., 2013) en Stochastic Actor-oriented
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Models (SAOMs; Snijders, 1996, 2001, 2005, 2017b). ERGM’s zijn waarschijn-
lijkheidsmodellen voor netwerken waarbij de kans op wel of geen relatie tussen
twee actoren afhankelijk is van de frequentie van substructuren in het netwerk,
zoals tellingen van subgrafen of andere statistieken. Ze worden voornamelijk ge-
bruikt om cross-sectionele netwerkstructuren te analyseren (voor longitudinale
versies van ERGM’s zie Hanneke et al., 2010; Koskinen et al., 2015). SAOM’s
daarentegen worden voornamelijk gebruikt om longitudinale netwerken te ana-
lyseren. Ze modelleren de verandering van de ene netwerkobservatie naar de
andere als een reeks (niet-waargenomen) ministappen van beslissingen van de
netwerkactoren. Er zijn ook cross-sectionele (stationaire) SAOM’s ontwikkeld,
maar deze worden tot nu toe zelden gebruikt (Snijders and Steglich, 2015). Dit
proefschrift begint met een onderzoek naar de behandeling van ontbrekende
gegevens in cross-sectionele netwerken met behulp van (Bayesiaanse) ERGM’s,
gevolgd door de introductie van een algoritme voor multipele imputatie voor
longitudinale netwerkdata met behulp van SAOM’s.
In hoofdstuk 2 worden verschillende methoden voor het omgaan met ontbre-
kende gegevens vergeleken voor cross-sectionele netwerken. De methoden wor-
den vergeleken op drie criteria: het (terug)schatten van beschrijvende netwerk-
statistieken, het reconstrueren van ontbrekende relaties (ties) en het schatten
van modelparameters. De onderzochte methoden zijn listwise deletion, het be-
handelen van ontbrekende gegevens als ‘geen relatie’ (imputeren van de waarde
0), reconstruction (reconstructie, dat wil zeggen, imputeren met behulp van
binnenkomende relaties; Stork and Richards, 1992), multipele imputatie met
ERGM’s en multipele imputatie met Bayesiaanse ERGM’s (BERGM’s; Koski-
nen et al., 2010; Caimo and Friel, 2011). De methoden worden onderzocht met
behulp van gesimuleerde netwerken, varie¨rend in grootte, dichtheid, clustering
en similariteit op een binaire actor-variabele. De resultaten bevestigen eerdere
bevindingen: grotere, meer gestructureerde netwerken zijn beter bestand te-
gen ontbrekende gegevens dan kleinere, minder gestructureerde netwerken en
ook zijn statistieken op basis van inkomende relaties beter bestand tegen ont-
brekende gegevens (e.g., Smith et al., 2017). De resultaten tonen verder aan
dat multipele imputatie, in het bijzonder multipele imputatie met complexe
BERGM’s, het best presteert bij het schatten van beschrijvende netwerksta-
tistieken. Eenvoudige ERGM’s zijn daarentegen nauwkeuriger voor het terug-
schatten van relaties in kleine netwerken, terwijl complexe BERGM’s nauwkeu-
riger zijn in grotere netwerken. Ten slotte geven de resultaten voor het schatten
van modelparameters duidelijk aan dat imputatiemethoden beter presteren dan
het verwijderen van de ontbrekende actoren (listwise deletion). Wanneer ech-
ter minder strenge criteria worden gebruikt om conclusies te trekken over de
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modelparameters (d.w.z., significantieniveaus van .10 in plaats van .05), leiden
listwise deletion en imputeren beide tot conclusies die vergelijkbaar zijn met de
conclusies die worden getrokken uit analyses op de volledige gegevens (zonder
missing data).
In hoofdstuk 3 wordt de imputatiemethode voor ontbrekende netwerkdata geba-
seerd op BERGM’s uitgebreid voor zogenaamde multipelexe netwerken. mul-
tipelexe netwerken zijn netwerken waarin verschillende typen relaties tussen
dezelfde groep actoren worden geobserveerd, en waarin deze verschillende rela-
ties (de netwerklagen) gelijktijdig worden geanalyseerd. In het hoofdstuk wordt
een toegepast voorbeeld gepresenteerd waarin huwelijks- en zakelijke relaties
tussen Florentijnse bankfamilies worden geanalyseerd. Hiervoor zijn Bayesi-
aanse Exponential multipelex-Graph Models ontwikkeld en ge¨ımplementeerd in
de statistische software R (R Core Team, 2019). Het nieuwe model is in staat
om ontbrekende gegevens in twee netwerklagen gezamenlijk te imputeren, ter-
wijl zowel de netwerkstructuren binnen elke laag als de afhankelijkheden tussen
de lagen worden gemodelleerd. multipelex-imputatie is vooral nuttig als niet
elke netwerklaag ontbrekende gegevens bevat. In dat geval kan de informatie
van de waargenomen lagen worden gebruikt om de ontbrekende gegevens in in-
complete netwerklagen betrouwbaarder te imputeren. Als de netwerklagen niet
gezamenlijk worden gemodelleerd, maar bijvoorbeeld de ene laag alleen als co-
variaat in een imputatiemodel voor een andere laag wordt gebruikt, reflecteren
de ge¨ımputeerde waarden de afhankelijkheden in de data mogelijk niet goed en
worden netwerkstructuren niet goed geschat. In het geval van volledige actor-
non-respons, dat wil zeggen wanneer er voor bepaalde actoren in geen enkele
netwerklaag gegevens zijn, levert het gebruik van informatie uit andere lagen als
covariaat (bijvoorbeeld de geobserveerde indegree) alleen een indirecte bijdrage
aan het imputatiemodel. In een multipelex model worden echter de ontbrekende
gegevens in alle lagen gezamenlijk ge¨ımputeerd en helpen imputaties in de ene
laag om betrouwbaardere imputaties in een andere laag te krijgen.
Waar in hoofdstukken 2 en 3 cross-sectionele netwerken worden besproken, in-
troduceert hoofdstuk 4 een multipele-imputatieprocedure voor longitudinale
netwerken, gebaseerd op Stochastic Actor-oriented Models (SAOM’s). In de
voorgestelde procedure worden de ontbrekende gegevens per observatiemoment
ge¨ımputeerd. Eerst wordt een SAOM geschat voor de periode tussen de twee
observatiemomenten, waarna de ontbrekende gegevens aan het einde van de pe-
riode (op het tweede observatiemoment) worden ge¨ımputeerd met de geschatte
SAOM. Hierbij wordt gebruik gemaakt van simulaties uit de maximum likelihood
schattingsprocedure voor SAOM’s, gegeven de waargenomen en ge¨ımputeerde
waarden van het eerste observatiemoment, de geobserveerde waarden op het
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tweede moment en de geschatte modelparameters. Deze procedure wordt voor
elke observatie van het netwerk herhaald, waarbij de ge¨ımputeerde gegevens
van eerdere meetmomenten worden gebruikt als startpunt voor de volgende
imputatie. Omdat het eerste meetmoment niet op deze manier kan worden
gemodelleerd (met een longitudinaal model), worden de ontbrekende gegevens
voor dit meetmoment ge¨ımputeerd met een andere procedure. Hiervoor wor-
den twee procedures voorgesteld. In de eerste methode worden de ontbrekende
gegevens ge¨ımputeerd met behulp van Bayesiaanse ERGM’s, zoals is bespro-
ken in hoofdstuk 2. De tweede methode gebruikt een stationair SAOM om
een model voor het eerste observatiemoment te schatten waarmee vervolgens
door middel van simulaties in de maximum likelihood schattingsprocedure van
het model de ontbrekende gegevens worden opgevuld. De voordelen van het
gebruik van een stationair SAOM zijn tweeledig. Ten eerste is het bij het
gebruik van een stationair SAOM niet nodig om twee verschillende netwerk-
modelfamilies te combineren voor het imputeren van de volledige dataset (alle
meetmomenten). Ten tweede kunnen stationaire SAOM’s ook worden gebruikt
als er meerdere afhankelijke variabelen zijn, of het nu gaat om afhankelijke ac-
torattributen of meerdere netwerkrelaties (multipelexe netwerken). Nadat de
ontbrekende gegevens op alle meetmomenten meerdere keren zijn ge¨ımputeerd,
wordt het analysemodel geschat op elke ge¨ımputeerde dataset en worden de
resultaten gecombineerd volgens de door Rubin (1987) beschreven procedure.
De in dit hoofdstuk voorgestelde procedure wordt gedemonstreerd met behulp
van een dataset bestaande uit een vriendschapsnetwerk op een school waarin
ontbrekende gegevens zijn gesimuleerd. De analyse laat zien dat de imputatie-
procedure resultaten oplevert die zeer dicht in de buurt liggen van de resultaten
voor de complete data, en veel beter zijn dan resultaten verkregen met zowel de
standaard procedure voor ontbrekende gegevens (Huisman and Steglich, 2008)
als met recent voorgestelde alternatieven (Hipp et al., 2015; de la Haye et al.,
2017).
De multipele-imputatieprocedure voor ontbrekende gegevens in longitudinale
netwerken die is ge¨ıntroduceerd in hoofdstuk 4, wordt in hoofdstuk 5 uitgebreid
voor de situatie van co-evolutie van netwerken en gedrag. SAOM’s worden vaak
gebruikt om de afhankelijkheden tussen een netwerk en het gedrag van de ac-
toren te modelleren (bijvoorbeeld, hoe verandert alcoholconsumptie het vriend-
schapsnetwerk, of hoe be¨ınvloeden vrienden elkaar in hun alcoholconsumptie;
Burk et al., 2012). Het eerder ge¨ıntroduceerde algoritme was alleen gericht
op ontbrekende gegevens in het netwerk en niet in de gedragsvariabele. In dit
hoofdstuk wordt een algoritme gepresenteerd voor de gezamenlijke imputatie
van het netwerk en de gedragsvariabele. Hierbij is een extra stap noodzakelijk
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voor het imputeren van de ontbrekende gegevens in de gedragsvariabele op het
eerste meetmoment. In deze stap worden de ontbrekende gegevens ge¨ımputeerd
via een zogenaamde chained equations methode (multipele imputation by chai-
ned equations, MICE; van Buuren, 2012). De ge¨ımputeerde waarden van de
gedragsvariabele worden vervolgens gebruikt als startwaarden voor imputatie
met een stationair SAOM. Alle SAOM-imputatiemodellen (zowel stationair als
longitudinaal) zijn in deze procedure co-evolutiemodellen, dat wil zeggen dat zo-
wel netwerk als gedrag gezamenlijk worden gemodelleerd. Het algoritme wordt
gedemonstreerd met behulp van dataset met gegevens over de co-evolutie van
vriendschap (netwerk), roken en drinken (gedragsvariabelen) waarin ontbre-
kende gegevens zijn gesimuleerd. De resultaten van de demonstratie laten zien
dat de uitbreiding van de multipele-imputatieprocedure tot betrouwbare para-
meterschatting en bijbehorende standaardfouten leidt.
In het laatste hoofdstuk van dit proefschrift wordt de multipele-imputatieprocedure
voor longitudinale netwerken uit hoofdstuk 4 op drie manieren verder uitge-
breid. De eerste uitbreiding zorgt er voor dat meerdere netwerken met het-
zelfde type relatie (d.w.z., meerdere groepen actoren) gezamenlijk kunnen wor-
den ge¨ımputeerd. De tweede dat meerdere netwerken met verschillende typen
relaties (d.w.z., multipelexe netwerken) kunnen worden ge¨ımputeerd. En de
derde uitbreiding is een update van het algoritme naar een volledig Bayesiaanse
procedure. De analyse van meerdere groepen maakt het mogelijk om de gege-
vens uit meer dan e´e´n netwerk te gebruiken voor het schatten van het (complexe)
netwerkevolutieproces. Dit betekent dat gegevens van meerdere groepen, waar-
van wordt aangenomen dat ze homogeen zijn (bijvoorbeeld meerdere schoolklas-
sen), worden gebruikt om e´e´n model voor netwerkevolutie te schatten. Hierdoor
kan een betrouwbaarder model worden geschat en neemt statistische power van
de analyse toe. Hierbij wordt gebruik gemaakt van e´e´n gezamenlijk imputa-
tiemodel voor alle groepen, wat betere schattingen van de parameters van dit
imputatiemodel oplevert, vooral wanneer sommige groepen geen ontbrekende
gegevens bevatten. De tweede uitbreiding van het algoritme betreft multipelexe
netwerken, waarbij alle netwerklagen (de verschillende typen relaties) gezamen-
lijk worden ge¨ımputeerd, waarbij e´e´n co-evoluerend SAOM voor alle netwerk-
lagen wordt geschat. De derde verbetering van het algoritme is de uitbreiding
naar een volledig Bayesiaanse imputatieprocedure waardoor betrouwbaardere
imputaties worden verkregen waarbij op een correcte manier rekening wordt
gehouden met de toegenomen onzekerheid door imputatie. Ook is het mogelijk
om met de Bayesiaanse procedure een multilevel-netwerkanalyse uit te voeren,
waarbij zowel groep-specifieke willekeurige (random) effecten als vaste (fixed)
effecten over alle netwerken worden geschat. Alle drie de uitbreidingen worden
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gedemonstreerd met behulp van een dataset uit een bestaand onderzoek over
de co-evolutie van vriendschaps- en hulpnetwerken in een multi-groepsetting
(van Rijsewijk et al., 2019), waarbij wordt ge¨ıllustreerd hoe convergentieproble-
men met het stationaire SAOM-imputatiemodel kunnen worden aangepakt. De
resultaten laten zien dat de uitgebreide multi-groep, multipelex, Bayesiaanse
procedure goed presteert.
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