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RESUMEN
La visión computacional ha ido evolucionando notablemente con el paso del tiempo, llegando
al punto donde ha sido posible crear sistemas capaces de reconocer objetos en tres dimensiones,
esto con el fin de que las máquinas tengan la capacidad de poder analizar lo que les rodea lo más
parecido al ser humano. Sin embargo, actualmente existe el problema computacional para iden-
tifiar objetos tridimensionales a partir de una sola imagen bidimensional, ya que la capacidad de
los sistemas actuales requieren de imágenes con diferentes puntos o proyecciones de un mismo
objeto. En este trabajo se propone el diseño de un sistema de reconocimiento y reconstrucción
de figuras geométricas tridimensionales llamadas poliedros. Este reconocimiento se lleva acabo
utilizando información de sus propiedades y características geométricas mediante un método de
reconocimiento y clasificación que obtiene información a partir de una sola imagen bidimensio-
nal.
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Capítulo 1
Introducción
Uno de los objetivos generales de la visión computacional es que el sistema de visión sea ca-
paz de reconocer objetos en tres dimensiones, es decir, que tengan la capacidad de parecida al hu-
mano de reconocer y reconstruir el entorno que los rodea a partir de imágenes captadas y así poder
tomar acciones apropiadas según las aplicaciones tecnológicas requeridas. La visión computacio-
nal y el procesamiento de imágenes suelen ser catalogadas como si tuvieran el mismo enfoque
dentro del campo de la investigación ya que están relacionadas entre sí pero no son los mismo.
El procesamiento de imágenes busca mejorar una imagen para su interpretación por una per-
sona mientras que la visión computacional busca la interpretación de las imágenes por medio de
la computadora. Conociendo esto podemos proceder a una explicación mas profunda acerca de
los temas desarrollados en esta tesis.
Uno de los temas más especializados en reconocimiento de figuras es a través de descriptores
de formas, los cuales toman la información a partir de imágenes en dos dimensiones.
1.1. Justificación
La manera con la que el ojo humano capta su entorno ha llevado a investigadores al deseo de
desarrollar métodos para la interpretación de imágenes por medio de sistemas computacionales.
La presente investigación se enfoca en diseñar un sistema de reconocimiento y extracción de
características para figuras geométricas las cuales nos proporcionan información básica para pos-
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teriormente poder realizar una reconstrucción. Tras muchos años de investigación varios estudios
han demostrado que es un problema muy complejo el poder captar e identificar imágenes.
En la actualidad sólo existen métodos de recontrucción que requieren un sistema de procesa-
miento complejo por la cantidad de información que se debe de recabar de la imagen deseada y
la complejidad del equipo de visión necesario para esto. Esta situación hace que al momento de
implementar este sistema en algún proceso de la vida real, el costo de inversión es elevado y de
utilizar componentes de bajo costo se pone en riesgo el tiempo de procesamiento.
En esta investigación se propone implementar un proceso el cual obtiene las características de
la figura con tan solo una imagen, así como demostrar como afectan las propiedades de la imagen
directamente en el procesamiento. Esto con el fin de poder analizar los tiempos de procesamiento
así como encontrar un nuevo método de clasificación de figuras mas sencillo a los ya existentes en
la literatura. Con estos resultados se analiza la posibilidad de un sistema de reconocimiento que
no solo tendrá un procesamiento rápido y sencillo sino también de bajo costo.
1.2. Antecedentes
En la actualidad se tiene el siguiente problema computacional; que es difícil lograr ser constan-
te en la identificación de objetos tridimensionales a través de imágenes bidimensionales, ya que
depende como se ve el mismo el objeto desde diferentes ángulos. Si se logra reconstruir la misma
descripción estructural, desde todas las vistas posibles de un objeto, se obtendrá la constancia del
objeto.
En la teoría de reconocimiento por componente (RBC, por sus siglas en inglés) de Bieder-
man [1], las descripciones estructurales están compuestas de conjuntos de volúmenes 3D simples
como figuras geométricas, junto con las relaciones espaciales de su posición. Lo interesante de las
figuras geométricas es que, a diferencia de objetos más complejos, poseen un pequeño conjun-
to de propiedades definitorias que aparecen en sus proyecciones 2D vistas desde casi cualquier
punto.
En 1985, el trabajo de Besl y Jain [2] aportó información sobre el reconocimiento de las figuras
en tres dimensiones. A partir de varias imágenes en dos dimensiones pero captadas desde dife-
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rentes puntos de vista se puede obtener información más específica de objetos sólidos, ya que
una sola imagen en dos dimensiones no aporta información relevante acerca de la profundidad
del objeto.
Para la obtención de las propiedades de la imagen se puede utilizar diferentes métodos como
las medidas de compacidad. La compacidad es un parámetro cuantitativo de la forma y se calcula
mediante la interacción entre el área y perímetro de una imagen digital [3].






En 1999, Esteve-Taboada [4] realizó un trabajo de reconocimiento de patrones por medio de
profilometría de la transformada de Fourier, el cual está basado en proyectar una rejilla en la su-
perficie de un objeto y capturar la resultante de la imagen con una cámara CCD (Charge-coupled
device o dispositivo de carga acoplada), y un reconocimiento en tiempo mediante el correlador
de la transformación de la articulación (JTC ), donde este patrón contiene información sobre la
profundidad y forma del objeto.
Calzada en 2013 [5] en conjunto con el instituto de León, demostró que utilizando haces de
luz se pueden obtener imágenes de un objeto tridimensional, pero no reconstruye, sólo se toma
la información de las imágenes para mostrar el perfil del objeto con el cual se obtienen vectores
característicos de cada imagen tomada en el tiempo, y por medio de correlación de vectores se
obtiene un vector característico específico del objeto.
Estos trabajos utilizan en su proceso de clasificación algoritmos principalmente supervisados,
el más común es por medio de redes neuronales artificiales (RNA), el cual no se puede saber con
exactitud cómo es que la red aprende ya que las RNA son “cajas negras”, pero a pesar de esto son
las de mayor eficiencia.
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1.3. Contenido
El resto del documento está organizado de la siguiente forma:
En el capítulo 2 da introducción a las figuras geométricas, poliedros, polígonos incluyendo
regulares e irregulares. También tratamos sus conceptos básicos así como algunas medidas básicas
que necesitamos en la investigación como la compacidad.
El capíulo 3 aborda conceptos básicos del procesamiento de imágenes. Algunos temas que
componen este capítulo son la formación de la imagen, procesamiento de información, compo-
nentes de la imágen digital, extracción de características, entre otros.
En el capítulo 4 comenzamos con una parte importante del proceso utilizados, es la explica-
ción de la obtención de las características de la imagen para la identificación y reconocimiento en
3D.
El capítulo 5 aborda el desarrollo del clasificador para las figuras en 2D y 3D, se explica el mé-
todo que se utiliza en el algoritmo utilizado en la programación, así como algunos resultados de
los clasificadores.
Capítulo 2
Conceptos básicos de las figuras geométricas
Como se mencionó en la introducción, en este trabajo se acota el análisis de las figuras geomé-
tricas regulares debido a que la obtención de las características por medio de imágenes, no varía
tan notoriamente al cambiar el punto de vista de referencia, a diferencia de otros objetos o figuras.
Por lo cual es necesario definir qué es una figura geométrica.
Definición 2.1. Se llama figura geométrica a cualquier conjunto determinado de elementos (puntos,
rectas, planos) aislados o relacionados entre sí. Las formas geométricas son los conjuntos continuos
de infinitos elementos (puntos, rectas, planos) en los que puede contenerse cualquier figura [6].
2.1. Polígonos
Las figuras geométricas formadas por líneas rectas reciben el nombre de polígonos.
Definición 2.2. Un polígono es la unión de segmentos que se juntan sólo en sus extremos, de tal
manera que: (1) como máximo, dos segmentos se encuentran en un punto, (2) cada segmento toca
exactamente a otros dos segmentos [7].
Los polígonos pueden ser clasificados tomando en cuenta diversos criterios, por ejemplo: se-
gún su número de lados, complejidad, según sus ángulos, etcétera. Esta tesis se enfoca en la clasi-
ficación de los polígonos de acuerdo a su regularidad, la cual se define en los siguientes secciones.
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Polígono regular
Los polígonos regulares son aquellos que todos sus lados son iguales y equiángulos, es decir,
todos sus ángulos son iguales. En la figura 2.1 se muestran algunos ejemplos de polígonos regula-
res.
Figura 2.1: Ejemplos de polígonos regulares.
Polígono irregular
Estos polígonos corresponden a los que algunos de sus lados como sus ángulos son desiguales.
La figura 2.2 ilustra ejemplos para polígonos irregulares.
Figura 2.2: Ejemplos de polígonos irregulares.
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2.2. Poliedros
Un poliedro es aquella porción del espacio cerrada y limitada por superficies planas poligo-
nales, de tal forma que cada lado pertenece simultáneamente a dos polígonos contiguos y dos
polígonos cualesquiera con un lado común pertenecen a distintos planos [8].
Partes de un poliedro son:
Cara (C): porción de plano de contorno poligonal que limita al poliedro.
Arista (A): Intersección de dos caras.
Vértice (V): Intersección de las aristas.
Ángulos diedros: Formados por dos caras que tienes un vértice en común.
Ángulos poliedros: Formados por varias caras que tienen un vértice común.
Diagonal: Segmento de recta que une dos vértices no situados en una misma cara y que
contienen al centro geométrico del poliedro.
Superficie: Suma de la superficie de sus caras.
Volumen: Es el interior del poliedro delimitado por sus caras.
Los poliedros pueden ser clasificados en poliedros regulares y poliedros irregulares.
2.2.1. Poliedros regulares
Un poliedro regular es un poliedro en el que todas sus caras son polígonos regulares iguales y
sus vértices son iguales en el sentido de que en cada uno de ellos confluye el mismo número de
aristas congruentemente.
Los poliedros regulares son convexos, es decir, el segmento que une dos puntos cualesquiera
del poliedro está totalmente contenido en él. En un poliedro convexo la suma de los ángulos in-
teriores de los polígonos que concluyen en un vértice, que llamaremos la redondez en el vértice,
debe ser inferior a 360◦. En la figura 2.3 muestra los cinco poliedros regulares que existen.
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Figura 2.3: Ejemplos de poliedros regulares.
Teorema de Euler
El teorema de Euler relaciona el número de caras, aristas y vértices existentes en un poliedro
regular convexo y su enunciado es el siguiente:
Teorema 2.1. En todo poliedro regular convexo la suma del número de caras (C) y el número de
vértices (V) es igual al número de aristas (A) más dos [9].
C +V = A+2
En la tabla 2.1 se muestra la aplicación del teorema de Euler en algunos poliedros regulares.
Tabla 2.1: Teorema de Euler
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2.2.2. Poliedros irregulares
Un poliedro se considera irregular cuando los polígonos que lo conforman no son todos igua-
les. Los poliedros irregulares también se clasifican según el número de caras, pueden clasificarse
en prismas y pirámides.
Prisma
El prisma consta de dos bases poligonales y sus caras laterales son paralelogramos. La altura
del prisma es la distancia que existe entre sus dos bases, algunos ejemplos se muestran en la Figura
2.4.
Figura 2.4: Poliedros irregulares: prismas.
Pirámide
La pirámide es una figura constituida por una base poligonal y por caras laterales donde las
aristas tienen un vértice en común, por lo tanto sus caras siempre serán triangulares como se
muestra en la Figura 2.5. La altura de la pirámide está dada por la distancia del vértice al centro de
la base.
Figura 2.5: Poliedros irregulares: pirámide.
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En la siguiente sección hablaremos brevemente de lo que es la compacidad y sus diferentes
tipos, la cual es de importancia ya que es la propiedad que se utiliza en este trabajo para clasificar
figuras.
2.3. Compacidad.
La compacidad es un descriptor de forma que nos dice qué tan compacto es un objeto [10].
Una medida común para calcular la compacidad es el cociente isoperimétrico, la proporción del
área de la forma y el área del círculo con el mismo perímetro [11].
A continuación se mencionan a detalle las diferentes medidas de compacidad empleadas en
la literaura.
2.3.1. Medidas de compacidad.
Compacidad clásica (Cc): Relación que existe entre el perímetro (P) y el área (A).
C c = Per ímetr o
Ár ea
(2.1)
Compacidad discreta CDN : Esta compacidad se refiere a qué tan compacto es un objeto, es
la relación de cómo aumenta o disminuye su tamaño (perímetro de contacto).
La CDN está basada en el simple concepto: contar el número de lados de la celda que se com-





donde CD es el perímetro de contacto de la región digital. CDmi n y CDmax son los límites inferior
y superior del perímetro de contacto de la figura compuesta por n número de celdas de región,
respectivamente. Estos parámetros se calculan por:
CDmi n = n−1 (2.3)










donde n es el número de pixeles de la región, y P es el perímetro de la región digital.
Factor E: es la relación que existe entre el perímetro y el número de lados de una figura.
F actorE = 2P
4n−P (2.6)
Donde P hace referencia al perímetro de la figura y n al número de pixeles de la región.
El Factor E Normalizado es una medida de compacidad, la cual se basa en una región de refe-
rencia cuadrada como la región más compacta en el espacio digital [13].





Peura: relaciona la silueta del objeto digital y lo compara con un círculo. Este círculo está
determinado por el área de la silueta del objeto [14].
Peur a = Pcír cul o
P f or ma
(2.8)
donde P f or ma se refiere al perímetro de la figura deseada y Pcír cul o es el perímetro del círculo
que se traza alrededor de la figura.
2.4. Análisis de la compacidad en 3D
La compacidad en figuras en tres dimensiones suele ser calculada con la siguiente relación:





donde C3D es la compacidad en 3D, el Asup es el área de superficie de la figura y V el volúmen
de la figura, es decir, la cantidad de área superficial entre la unidad de volumen de un objeto.
Esta medida ha sido implementado en diferentes ámbitos. Por ejemplo, un uso común de las
medidas de compacidad es en la redistribución de distritos electorales. El objetivo es maximizar la
compacidad de los distritos electorales, sujeto a otras restricciones, y asÃ evitar el gerrymandering
que es la manipulación de las circunscripciones electorales de un territorio [10].
Otras aplicaciones son en el campo de la biología, donde se utiliza para el cálculo del creci-
miento de las células y como impacta en su biología [15].
En el siguiente tema comenzaremos a mostrar los resultados para la compacidad de las figuras
en tres dimensiones de acuerdo a la ecuación (2.9).
2.4.1. Poliedros regulares
En la Tabla 2.2 se muestran las fórmulas para calcular área, volúmen y compacidad en 3D de
poliedros regulares y la esfera.
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Tabla 2.2: Compacidad de poliedros regulares.
Como podemos observar en la Tabla 2.2, a diferencia de la compacidad clásica, la compacidad
de figuras en tres dimensiones no es constante, sino que las figuras tienen una compacidad que
cambia inversamente proporcional a la longitud de la arista. La figura 7.1 muestra que el área de
la superficie disminuye para las formas redondeadas, y la relación superficie-volumen disminuye
al aumentar el volumen.
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Figura 2.6: Relación superficie−volumen para diferentes poliedros
Debido a esto se puede suponer que esta medida de compacidad no es muy útil para la cla-
sificación, ya que se tiene la misma figura pero con diferentes dimensiones, la compacidad daría
como resultado diferentes magnitudes y por lo tanto el clasificador no podría identificar la figura
correctamente. Propone una nueva compacidad tomando como referencia la compacidad clásica
en figuras 2D, llamada compacidad compuesta (Ccomp ) y está dada por:




donde nar i st as se refiere al número de aristas de la figura, L la longitud de la arista y Asup es el
área de superficie. A continuación se muestran los resultados de la compacidad compuesta para
los poliedros regulares suponindo una longitud de arista de L.
Para la esfera debido a que no tiene aristas, se utiliza en lugar del número de aristas la circun-
ferencia dando como resultado:












Tabla 2.3: Compacidad compuesta para poliedros regulares.
Como se observa, la compacidad compuesta de los poliedros regulares se mantiene constante
sin importar la magnitud de L, por lo cual se decide utilizar esta medida para la realización del
clasificador.
2.4.2. Figuras irregulares
Se desea incluir las figuras irregulares para probar si se puede encontrar alguna propiedad que
permita clasificarlas de una manera similar.
Se propone el análisis de tres figuras: un cilindro, una pirámide y un prisma pentagonal. En la





Altura Apotema (a) Área de superficie Perímetro
Pirámide rectangular L h
√
h2+ (L/2)2 L(2a+L) 4a+4L




Cilindro r h – 2pir h+2pir 2 2pir
Tabla 2.4: Propiedades para la obtención de la compacidad compuesta para poliedros irregulares.
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2pir h+2pir 2 –
Tabla 2.5: Compacidad compuesta para poliedros irregulares propuestos.
Como se puede observar en la Tabla 2.5, podemos establecer una compacidad mínima como
referencia para la clasificación. Esta compacidad aumentará dependiendo de la relación de la al-
tura de la figura y la longitud de su lado. Si h ≥ L entonces Ccomp ≥Ccompmi n
En el caso del cilindro supone un radio de magnitud 1 y una altura de magnitud 2 (el doble
que el radio) y nos arroja una compacidad compuesta de una magnitud mucho mayor a las demás
figuras. Podemos definir este resultado como la compacidad mínima, pero debido a que la com-
pacidad de las demás figuras es muy diferente al de cilindro, tomamos que cualquier resultado
mayor a las compacidades anteriormente obtenidas se clasificará como cilindro o figura curva.
Teniendo estos resultados se procede a explicar el funcionamiento del clasificador.
En este capítulo se realizó una descripción de algunas de las compacidades más utilizadas en
la literatura así como se menciona cómo se componen matemáticamente. En el siguiente capítulo
se realiza el desarrollo para la clasificación en dos dimensiones, los procesamientos de imágenes
utilizados y los resultados obtenidos con este clasificador.
Capítulo 3
Conceptos básicos de procesamiento de
imagen
Antes de comenzar con el desarrollo del problema, se explican los conceptos básicos utilizados
en la visión computacional y en el reconocimiento de patrones, así como los componentes de una
imagen digital. La visión computacional está estrechamente relacionada con el procesamiento de
imágenes y el reconocimiento de patrones definiendo la visión computacional como el campo de
la inteligencia artificial que está enfocado a que las computadoras puedan extraer información a
partir de imágenes con las cuales se pueden ofrecer soluciones a problemas del mundo real, lo
que se diría coloquialmente como enseñar a las computadoras a “ver” [16].
3.1. Proceso de visión
El proceso de visión de las computadoras es similar al proceso de la visión humana, que se
puede dividir en tres etapas:
Formación de imágenes.
Procesamiento de la información.
Análisis de la información.
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3.1.1. Formación de imágenes
La formación de la imagen ocurre cuando un sensor (que en el caso de la visión humana sería
el ojo y en el caso de la visión computacional sería una cámara) registra la luz que ha interactuado
con ciertos objetos físicos. La imagen que se obtiene se puede ver como una función bidimen-
sional (representación matemática de la imagen), donde el valor de la función corresponde a la
intensidad de cada punto de la imagen y que se asocia a un sistema coordenado (x, y) donde el
origen se encuentra en el extremo superior izquierdo [16]. En la Figura 3.1 se muestra un ejemplo
de la representación matemática de una imagen.
Figura 3.1: Ejemplo de los ejes (x, y) en una imagen.
Otro elemento básico de la imagen es el pixel, el cual es la unidad básica de una imagen digi-
talizada. En el dominio de la intensidad, el pixel es considerado una cuantificaicón (en bits) de la
intensidad de la imagen [17]
Las características de una imagen se pueden dividir en dos:
Características geométricas: Se describen algunas características que pueden ser emplea-
das para describir cuantitativamente regiones que hayan sido segmentadas en una imagen.
Se entiende por región aquel conjunto de pixeles que pertenecen a una misma zona de la
imagen y que está limitado por bordes. Se asume que los bordes no pertenecen a la región.
Características cromáticas: son aquellas características relacionadas con el nivel de lumino-
sidad de los pixeles, ya sea si la imagen es RGB (compuesta por tres matrices de MxN) o si es
una imagen en escala de grises (compuesta por una sola matriz de MxN).
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3.1.2. Procesamiento de la información
El procesamiento de información en la visión computacional es mejor conocido como el pro-
cesamiento de imágenes digitales, el cual tiene como objetivo mejorar el aspecto de las imágenes
y hacer más evidente ciertos detalles que se desean hacer notar, en otras palabras, tiene como
objetivo mejorar la calidad de las imágenes para su posterior utilización o interpretación. A conti-
nuación en la figura 3.2 se muestra el proceso de visión para el procesamiento de imágenes.
Figura 3.2: Proceso de visón.
El procesamiento digital de imágenes se efectúa dividiendo la imagen en un arreglo rectangu-
lar de elementos donde cada elemento de la imagen se le conoce con el nombre de pixel. Cada
pixel tiene un valor numérico de luminosidad y dada las coordenadas que indican su posición,
definen completamente la estructura de la imagen.
El procesamiento digital también implica la alteración de los valores de luminosidad de los
pixeles mediante operaciones o transformaciones matemáticas con el fin de resaltar los detalles
de la imagen que sean convenientes.
Escala de grises
En esta etapa convertimos la imagen RGB a una imagen en escala de grises, es decir, una matriz
de dimension M xN .
Binarización de la imagen
La binarización de la imagen consiste en convertir a la imagen en RGB a una escala de grises,
donde todos los valores de píxeles son solo 0 o 1, o en el caso de valores de la imagen, 0 o 255. La
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dimensión de la matriz no se afecta. La Figura 5.3 representa la imagen de referencia y la Figura
5.3 muestra el resultado del procesamiento.
Extracción de características
Para reconocer un objeto de la imagen es necesario extraer características que permitan repre-
sentarlo y describirlo matemáticamente, algunos ejemplos son: el color, tamaño, centro, etcétera.
Esta parte del programa extrae las características de las figuras con las cuales se hace la clasifica-
ción de las mismas.
Segmentación de la imagen
La segmentación subdivide una imagen en sus partes constituyentes u objetos, con el fin de
separar las partes de interés del resto de la imagen, por lo tanto el nivel al que se lleva a cabo esta
subdivisión depende del problema a resolver. En el proceso de detectar las partes en una imagen
se identifican bordes de la imagen, o se segmenta está en regiones, líneas o curvas, etcétera. [18]
3.1.3. Análisis de la información
El paso posterior al procesamiento de la información es el análisis, etapa en que se determina
como analizar los datos y que herramientas de análisis serán las utilizadas. Aquí se clasifica to-
da la información obtenida por medio de los procesamientos para utilizarlos en la solución del
problema que se tenga.
3.2. Componentes de una imagen digital
Como se mencionó en los temas anteriores, las imágenes constan de una infinidad de caracte-
rísticas las cuales se pueden dividir en geométricas y cromáticas. A continuación se describen las
características utilizadas para el análisis y el desarrollo de este proyecto.
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3.2.1. Características geométricas
Área
En matemáticas, el área es un espacio delimitado por determinadas características. El área de
una imagen digital se define como el número de píxeles de una región determinada.
Perímetro
El perímetro para una imagen digital puede ser definido de varias maneras, la más sencilla es
definir como perímetro al número de píxeles que pertenecen al borde de la región.
Diámetro
Se define como la distancia máxima que existe entre dos píxeles en la región a analizar, es decir,
la distancia máxima entre dos píxeles pertenecientes al borde.
3.2.2. Características cromáticas.
Color
La definición de color en los humanos es la respuesta a diferentes longitudes de onda del es-
pectro visible (400−700nm) y es la combinación de tres señales. La manera de organizar los co-
lores se le conoce como espacios de color, y los modelos RGB y HSV son los más utilizados para
cuestiones digitales.
Modelo RGB
Considera que todos los colores son una combinación de los tres colores primarios: rojo, verde
y azul. El diagrama cromático para el modelo RGB se muestra en la Figura 3.3.
Modelo HSV (Hue, Saturation, Value)
Este es el modelo que más se aproxima a la percepción humana y codifica el color en tres
componentes: Matiz, saturación y valor. La intensidad (V) representa el nivel de gris promedio
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Figura 3.3: Diagrama cromático RGB
donde 0 es negro y 255 blanco. El matiz (H) representa la característica de color, lo que ayuda a
distinguir un color de otro y tiene la propiedad de no verse afectado por la sombra causada por
la fuente de luz. La saturación (S) mide el grado de pureza del tono, mientras menos saturación
tenga un color, mayor tonalidad grisácea y decolorado se observará [19]. La Figura 3.4 muestra el
diagrama cromático para el modelo HSV.
Figura 3.4: Diagrama cromático HSV
Contraste
El constraste es la medida utilizada para diferenciar entre la región y su entorno. Entre me-
nor sea la diferencia de la variable de color de la región con respecto a su entorno, menor será el
contraste.
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Otros
Los siguientes términos son los utilizados mas comúnmente para descibrir características bá-
sicas de la imagen en conjunto.
Tamaño de imagen: Es la suma de todos los pixeles que contiene la imagen.
Resolución: Es la cantidad de pixeles que hay dentro de un centímetro o pulgada cuadrada.
Tamaño de la figura: Es la suma de todos los pixeles que contiene una figura identificada que
se encuentra dentro de la imagen.
En el siguiente capítulo se describen las figuras geométricas, diferencia entre polígonos y po-
liedros, así como sus características principales para remarcar la motivaciíon de utilizarlas en este
trabajo.
Capítulo 4
Identificación y reconstrucción 3D
Teniendo en claro las partes que componen una imagen digital, así como su procesamiento,
podemos comprender con facilidad la composición de una figura en tres dimensiones, así como
poder transformar los componentes de una imagen en 2D a un objeto en 3D. Se analizan los méto-
dos de reconstrucción de objetos propuestos por diferentes autores, así como el utilizado en este
trabajo.
4.1. Identificación
Identificar se refiere a la acción de reconocer si algo es lo que se está buscando,es decir, una
persona, objeto, cosa, etcétera. Estas deberán contar con ciertos rasgos característicos para quien
los precisa reconocer. El procesamiento de la imagen es similar al procesamiento utilizado en la
clasificaión en dos dimensiones. La imagen de entrada es una imagen que contiene tres matrices,
es decir, RGB se cambia a escala de grises.
4.1.1. Contorno de la imagen
La detección de bordes se realiza a través de la detección de los cambios en la intensidad de la
luz ya que se puede definir como una transición entre dos regiones con diferentes niveles de gris.
En este trabajo se proponen dos metodologías para la detección de bordes, el método de gra-
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Figura 4.1: Imagen de referencia para reconstrucción en 3D. Cubo.
diente y por medio del operador sobel [20].
Método de gradiente.
Este método de gradiente calcula el gradiente de una imagen donde obteniendo los bordes
en el eje x y el eje y por separado para después combinarlas y obtener el borde completo de la
imagen.
En este algoritmo se toma como entrada la matriz de la imagen con sus tres componentes para
obtener las componentes en RGB y sus componentes en HSV.
El operador de gradiente se basa en diferenciar la imagen, es decir, encontrar el gradiente:






donde la magnitud del gradiente se calcula de la siguiente manera:








Para una sección de 2x2 hay dos maneras de obtener el gradiente. Se puede aproximar el gra-
diente tomando la diferencia de los valores contiguos en la imagen o considerar las diferencias
cruzadas 4.2.
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(a) Contiguo (b) Cruzado
Figura 4.2: Método de obtención de gradiente para una sección de 2x2.
Para el primer caso se calcula de la siguiente manera:
d f
d x
= I1,2− I1,1 (4.3)
d f
d y
= I2,1− I1,1 (4.4)
Para obtener la aproximación al gradiente de manera cruzada se calcula con las ecuaciones:
d f
d x
= I1,1− I2,2 (4.5)
d f
d y
= I1,2− I2,1 (4.6)




= (I1,3+ I2,3+ I3,3)− (I1,1+ I2,1+ I3,1) (4.7)
d f
d x
= (I3.1+ I3,2+ I3,3)− (I1,1+ I1,2+ I1,3) (4.8)
CAPÍTULO 4. IDENTIFICACIÓN Y RECONSTRUCCIÓN 3D 27
Figura 4.3: Método de obtención de gradiente para una sección de 3x3.
Figura 4.4: Resultado del contorno por el método de gradiente.
Operador Sobel.
Es un filtro espacial o máscara que reduce el efecto de ruido en la imagen, al combinar el ope-
rador de gradiente con un filtro de suavizado.
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Figura 4.5: Resultado del contorno por medio del operador Sobel.












La selección de este filtro para ser utilizado en el procesamiento para esta tesis es debido a que
otros detectores de orillas tienden a amplificar el ruido en la imagen.
Obteniendo los contornos de la figura se procede a obtener los vértices de la misma, el método
utilizado es por medio de la transformada de Hough la cual se describe a continuación.
4.2. Reconocimiento
La diferencia entre identificación y reconocimiento es que la identificación se define como el
proceso de analizar la imagen para detectar si en ella se encuentra una figura o no, mientras que
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el reconocimiento es obtener las propiedades de la figura que ayuda a la reconstrucción.
Uno de los métodos más utilizados y para el reconocimiento de figuras en imágenes, con la
detección de líneas, vértices y curvas en la imagen es la transformada de Hough que se define a
continuación.
4.2.1. Transformada de Hough
La transformada de Hough es una técnica efectiva y popular para detectar características de
la imagen como lineas y curvas. Desde su forma estándar, numerosas variantes se han fusionado
con el objetivo, en muchos casos, de ampliar el tipo de características de imagen que podrían
detectarse [21].
El objetivo de la transformada de Hough es encontrar puntos alineados que puedan existir
en la imagen, es decir, puntos en la imagen que satisfagan la ecuación de la recta, para distintos
valores de ρ y θ.
Ecuación de la recta en forma polar:
ρ = x ∗cosθ+ y ∗ sinθ (4.10)
Por tanto hay que realizar una transformación entre el plano imagen (coordenadas x-y) y el
plano o espacio de parámetros (ρ,θ).
Celdas de acumulación. Esta discretización se realiza sobre los intervalos (ρmi n ,ρmax) y (θmi n ,θmax).
El siguiente paso es evaluar la ecuación de la recta para cada punto de la imagen (xk , yk ), si
se cumple esta ecuación se incrementa en uno el número de votos de la celda. Un número de
votos elevado indica que el punto pertenece a la recta. La Figura 4.6 muestra un ejemplo de la
transformada de Hough.
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Figura 4.6: Transformada de Hough de la imagen de referencia.
El algoritmo calcula la transformada de Hough de la imagen con la función houg h para des-
pués buscar los picos máximos del espectro por medio de la función houg hpeaks. Después se
comienzan a proyectar líneas de acuerdo a las posiciones de los picos máximos, de esta manera
donde las líneas se intersecten para encontrar los vértices de la figura (ver Figura 4.7).
Figura 4.7: Líneas detectadas en el contorno de la figura.
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4.3. Métodos de reconstrucción
Para la reconstrucción se supone que en la imagen sólo se presentan aristas y contornos de
la figura, es decir, se trabaja con vistas normalizadas. No se toma en cuenta la textura, colores,
sombreados u otros parámetros para el reconocimiento del objeto.
4.3.1. Detección de esquinas
Las esquinas o vértices de la figura se definen como la intersección de las líneas proyectadas
gracias a la transformada de Hough. Aquellos vértices que se encuentren repetidos son eliminados
en caso de ser iguales a otro vértice. Si se detectan dos o más esquinas muy cercanas se promedia
su posición.
4.3.2. Triangulación de puntos
Para detectar qué vértices y aristas están ocultos se hace uso del método de triangulación. En
términos generales triangular supone cotejar al menos tres puntos de referencia para el conoci-
miento de la posición de un objeto. En este caso los vértices se cotejan mediante este método
(siendo los puntos de referencia los vértices de las caras) para conocer si están ocultos o visibles.
Si un vértice está dentro de alguna cara del objeto estará oculto, mientras que si queda fuera de la
cara estará visible [22].
El objetivo de este algoritmo es asignar coordenadas 3D a todos los vértices detectados. Esto
se hace mediante los siguientes pasos:
1. Seleccionar la “mejor” región para la asignación de las coordenadas, es decir, seleccionar la
región donde se pueden detectar la mayor cantidad de vértices de la figura.
2. Seleccionar un punto de referencia para la región. Todas las coordenadas de esta región se
asignan en relación a este punto de referencia.
3. Asignar las coordenadas a todos los vértices de la región. En el caso de que la región sea
paralela al plano principal, la longitud de la arista es igual a la distancia real. Si la región
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es paralela a un plano identificado, la información sobre el plano conocido y la longitud se
pueden usar para determinar las coordenadas usando una regla de simetría.
4. Repetir los pasos anteriores hasta que se les hayan asignados las coordenadas a todos los
vértices visibles.
En términos práctico se necesita conocer al menos un punto de la figura en las coordenadas
(x, y, z). Las coodenadas x, y se obtienen a través del procesamiento anteriormente mencionado
de detección de vertices, mientras que la coordenada z es un valor que el usuario debe proporcio-
nar.
La coordenada z está definida como la distancia que existe entre el punto de enfoque de la
cámara a utilizar hasta el primer punto más cercano de la figura. Esta distancia conocida en cen-
tímetros o cualquier otra unidad de medida, deberá ser convertida a una unidad en pixeles que se
obtiene de la siguiente ecuación:
Dp =Dcm ∗ r es. (4.11)
donde Dp es la distancia en píxeles, Dc m es la distancia en centímetros y r es la resolución de
la imagen. En la Figura 4.8 se muestra cómo se toma la distancia focal entre la cámara y el objeto
a analizar y la Figura 4.9 el resultado de los vértices detectados.
Figura 4.8: Punto de referencia de la imagen en tres dimensiones.
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Figura 4.9: Resultado del método de reconstrucción para un cubo.
Todo este procesamiento funciona para cualquier figura geométrica siempre y cuando no sea
curva, este último caso se muestra a continuación el procedimiento.
4.3.3. Figuras curvas
El método de reconstrucción es mas rápido y sencillo para figuras curvas. Cuando una figura
curva es procesada con la transformada de Hough, la cantidad de vértices que detecta es nula ya
que no existen picos máximos como tal y las magnitudes de los picos son muy similares entre si o
llegan a ser iguales.
El modelo se obtiene minimizando una función objetivo de suavidad de superficie sujeta a
restricciones del contorno aparente [23].
Figura 4.10: Resultado de la recontrucción de un cilindro.
El contorno obtenido de la figura se divide en dos vectores, los cuales serán definidos como si
la figura fuese divida por la mitad y cada mitad genera un vector de posición del contorno.
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Teniendo estos dos vectores se restan de manera que para cada elemento de y le corresponde
un diámetro que será la distancia de x2− x1. Dando como resultado un vector que se toma como
el diámetro de la figura.
Con el comando c yl i nder se obtiene las coordenadas de la figura en los tres planos para pos-
teriormente graficar estas coordenadas y así obtener la reconstrucción de la figura.
Figura 4.11: División del contorno de la figura detectada.
Figura 4.12: Resultado de la recontrucción de un cilindro.
4.3.4. Dos o más figuras en una misma imagen
Esta metodología también puede funcionar en el caso que la imagen contenga dos o más figu-
ras que puedan ser clasificadas. Las figuras pueden estar separadas, juntas o traslapadas.
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Las figuras serán detectadas por el método de segmentación que se utilizó en la clasificación
2D. Después de ser detectadas, cada figura se genera en una matriz independiente a la de la imagen
original, es decir, se tiene una imagen por cada figura detectada.
En el caso de que las figuras se encuentren juntas, si presentan colores diferentes se pueden
detectar como dos figuras independientes, si tienen el mismo color o colores muy similares es muy
probable que el programa detecte a las figuras como una sola.
Para el caso de figuras traslapadas en una misma imagen, las restricciones para la segmen-
tación son las mismas que en el caso de figuras juntas. Otra restricción para una segmentación
correcta es el nivel de traslape de la figura, ya que a mayor traslape más son los vértices ocultos y
con esto mayor la probabilidad que la figura que se reconstruya no sea la misma a la real.
En el siguiente capítulo se muestra el desarrollo que se llevó acabo para elegir el clasificador
así como algunos resultados para los casos descritos en este capítulo.
Capítulo 5
Clasificación 3D
Este capítulo trata sobre la metodología utilizada para el clasificador en tres dimensiones. To-
mando como referencia el analisis realizado en el capítulo 5, se establecen los parámetros del
clasificador.
5.1. Desarrollo
Se desarrolla un algoritmo en el cual se introduce una imagen con diferentes figuras geométri-
cas, el cual identifica cada una de estas figuras por algún método de clasificación y segmentación.
Las figuras que se clasifican en esta sección son: Círculos, cuadrados, rectángulos, triángulos
y estrellas dado que se quiere conocer la capacidad del clasificador para las diferentes figuras.
Se describen a continuación las etapas realizadas para resolver de este problema. La Figura ??
muestra un diagrama con las etapas utilizadas en la programación.
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Figura 5.1: Segmentación de la imagen en 2D.
5.1.1. Escala de grises y binarización
Esta etapa únicamente consiste en la introducción de la imagen a utilizar en el programa la
cual es almacenada en la matriz “I”. Esta variable puede corresponder a una imagen RGB aun
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cuando no muestra colores, por lo tanto puede poseer dimensiones M xN x3.
Figura 5.2: Imagen de referencia para clasificador 2D.
Figura 5.3: Procesamiento de la imagen en 2D a escalas de grises y binarizado.
La Figura 5.3 representa la imagen de referencia y la Figura 5.3 muestra el resultado del proce-
samiento.
5.1.2. Segmentación de la imagen
Esta etapa consta en el inicio de la segmentación de la imagen, a continuación se da un abreve
explicación de algunos comandos utilizados en el programa de la clasificación.
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Explicación de comandos
J =not(I>0);
Operación lógica not, invierte los valores de la matriz I . Esta función cambia los valores iguales
a 0 en un valor de 255 y viceversa, convierte la imagen en una imagen negativa la cual es la matriz
de la imagen llamada I .
BW2 = bwareaopen(BW,p,conn)
Elimina todos los componentes conectados (objetos) que tienen menos de una cantidad pixe-
les de la imagen binaria BW definida por p, produciendo otra imagen binaria, BW 2. La variable
conn especifica la conectividad deseada, es decir, la cantidad de pixeles conectados entre sí. La
conectividad por defecto es 8 para dos dimensiones.
La dimensión de la matriz de la imagen es de 460x819, lo cual quiere decir, que contiene
376,740 pixeles. Con esto se establece un valor p = 1000, lo que quiere decir que cualquier figu-
ra que contenga menos de 1000 pixeles será descartada de la segmentación.
[L,num] = bwlabel(BW,n)
Identifica las figuras que contiene la imagen. Devuelve una matriz L la cual es la matriz con
los valores de pixeles de los objetos encontrados, la variable n especifica la conectividad. También
devuelve num que es el número de objetos conectados, que en este caso se encontraron seis como
se muestran en la figura 5.4.
Figura 5.4: Segmentación de la imagen en 2D.
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5.1.3. Extracción de características
Para reconocer un objeto de la imagen es necesario extraer características que permitan repre-
sentarlo y describirlo matemáticamente, algunos ejemplos son: el color, tamaño, centro, etcétera.
Esta parte del programa extrae las características de las figuras con las cuales se hace la clasifica-
ción de las mismas.
stats = regionprops(L,properties)
Devuelve mediciones de cada objeto encontrado en la imagen. Las propiedades a obtener son
especificadas por la variable “properties”, en este caso unicamente se obtienen las propiedades
del área y del perímetro con los comandos st at s.Ar ea y st at s.Per i meter , respectivamente, y las
guarda en una variable x.
5.1.4. Clasificador 2D
Utilizando propiedades básicas de las figuras, se puede hacer una clasificación por medio de la
compacidad clásica que es la relación entre el perímetro y área descrita por la siguiente ecuación:







La explicación del método de clasificación consta de dos partes, una parte teórica y otra expe-
rimental.
Método teórico
Se tiene la ecuación principal con la cual para cada figura arrojará valores diferentes, el valor
de clasificación de algunas figuras se pueden obtener por un método matemático sustituyendo las
fórmulas respectivas de su área y perímetro como se desarrolla en el siguiente punto.
Polígonos de n lados
Se calcula la compacidad clásica para polígonos regulares de acuerdo al teorema de la apo-
tema, el cual menciona que para un polígono regular de n lados su área y perímetro está dado
por:
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A = P ∗a
2
(5.2)
P = n∗L (5.3)
Donde A es el área de la figura, P el perímetro, n se refiere a la cantidad de lados de la figura y






Donde α representa el ángulo central de la figura y se obtiene dividiendo 360 entre el número
de lados.
Se sustituye (5.4) en (5.3) y (5.2), produciendo la ecuación general para cualquier polígono
regular.
C c = 4n∗ tan α
2
(5.5)
Usando la ecuación (5.5) se obtiene la tabla 5.1 de compacidad de polígonos regulares de 3 a
10 lados.









Tabla 5.1: Compacidad de polígonos regulares de 3 a 10 lados.
Círculo
Para calcular la compacidad del círculo, ya que no consta de lados, se obtiene por:
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la compacidad del círculo converge a la constante 4pi, la cual es la compacidad mínima posible
para una figura plana [24]. Donde r representa el radio del círculo.
Método experimental
Utilizando las ecuaciones (5.1) a (5.6) y procesamiento de imagen de las figuras se puede apro-
ximar su compacidad. Este método puede llegar a presentar problemas al momento de la clasifi-
cación debido a que mayor número de lados menor es la diferencia entra la compacidad de una
figura y otra.
Una forma de saber las posibles variables que pudieran afectar la compacidad clásica es estu-
diando las propiedades de las imágenes y de las figuras, como por ejemplo.
1. Tamaño de la figura.
2. Tamaño de la imagen.
3. Resolución de la figura.
Se hicieron pruebas con figuras regulares de 3 hasta 10 lados, con 4 tamaños diferentes, es
decir, el tamaño de la arista varia en 4 dimensiones diferentes. Se probó con imágenes cuadradas
de 240, 360, 480, 720 y 1080 pixeles. También se utilizaron varias resoluciones de imagen ( pi xel es
cm2
).
Se muestran a continuación los resultados del pentágono.
Figura 5.5: Imagen para método experimental 2D.
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Modificando tamaño de figura sin cambiar resolución ni tamaño de imagen (240x240pi xel es).
A continuación se muestran los resultados para este caso.
En la imagen 5.6 se muestras los cuatro tamaños de figuras propuestos para la investigación.
Figura 5.6: Tamaños propuestos de figuras.
Figura Área Périmetro Compacidad experimental Compacidad teórica Diferencia
1 3266 212.528 13.8298 14.5309 4.8248 %
2 13224 433.036 14.1803 14.5309 2.4127 %
3 21285 550.746 14.2505 14.5309 1.9296 %
4 30371 658.954 14.2972 14.5309 1.6082 %
Tabla 5.2: Compacidad modificando tamaño de figura.
Modificando tamaño de imagen sin cambiar resolución ni tamaño de figura.
Tamaño de imagen Área Perímetro Compacidad Compacidad teórica Diferencia
240x240 3266 212.528 13.8298 14.5309 4.8248 %
360x360 3266 212.528 13.8298 14.5309 4.8248 %
480x480 3266 212.528 13.8298 14.5309 4.8248 %
720x720 3266 212.528 13.8298 14.5309 4.8248 %
1080x1080 3266 212.528 13.8298 14.5309 4.8248 %
Tabla 5.3: Compacidad modificando tamaño de imagen.
Se utiliza una sola imagen, la cual se va modificando en la resolución (pi xel es/cm). Siendo
de esta manera que la imagen siempre mantenga una medida de 10x10cm.
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Resolución Tamañ de imagen Área Perímetro Compacidad Compacidad teórica Diferencia
24 240x240 2277 178.562 14.0028 14.5309 3.6342 %
36 360x360 5158 269.402 14.0708 14.5309 3.1663 %
48 480x480 9130 359.936 14.1899 14.5309 2.3466 %
72 720x720 20533 542.402 14.3282 14.5309 1.3949 %
108 1080x1080 46304 816.502 14.3978 14.5309 0.9159 %
Tabla 5.4: Compacidad modificando resolución de la imagen.
Con estos resultados podemos observar que la obteción de la compacidad puede ser afectada
por la diferentes características de la imagen, concluyendo que la propiedad que podemos mani-
pular para mejorar los resultados es la resolución.
5.1.5. Funcionamiento del clasificador 2D
Después de identificar las figuras gracias a la segmentación (figura 5.4) comenzaremos a crear
las matrices de tamaño M xN para así crear una imagen con cada tipo de figura, para explicar
mejor este procedimiento a continuación se muestra el resultado obtenido.
En esta etapa se utiliza el comando Pi xel I d xLi st el cual es una propiedad del comando
r eg i onpr ops, que devuelve un vector con la posición de los pixeles de una región, en este progra-
ma la región será la figura identificada y el valor del pixel está dado por ones(st at s(i ).Ar ea,1) que
lo que hace es dar un valor de 1 al área de la figura i , de esta manera se crea la imagen únicamente
con la figura deseada.
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Figura 5.7: Resultado de la clasificación 2D.
5.2. Discusión de los resultados del clasificador 2D
Para comprobar la eficiencia del programa se probaron varias imágenes para certificar su efi-
ciencia al clasificar. De acuerdo a los resultados anteriores podemos observar como es que las
diferentes propiedades que tiene una imagen afecta directamente las propiedades de las figuras,
además, aun con todos los métodos existentes es muy difícil afirmar que la figura geométrica ana-
lizada es perfectamente regular.
A pesar de esto se puede observar que los resultados más consistentes donde se minimizó la
diferencia entre la compacidad teórica y la obtenida por el programa fue cuando se modifica la
resolución de la imagen. El aumentar la resolución quiere decir que por cada centímetro de la
imagen habrá x cantidad de pixeles ( en los resultados la mayor resolución utilizada fue de 108
pixeles/cm teniendo una imagen de 10cm x 10cm).
El analizar las figuras en dos dimensiones con diferentes métodos de generación y cambian-
do las propiedades de la imagen nos ayuda para poder crear un clasificador eficiente tomando
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en cuenta las posibles diferencias que pueden existir entre lo calculado teórico y los resultados
prácticos.
Conociendo como funciona el clasificador en dos dimensiones y con el análisis de las variantes
que tiene una imagen, podemos proceder al clasificador en tres dimensiones el cual se desarrolla
en los siguientes capítulos.
5.3. Algoritmo de clasificación en 3D
Al tener las expresiones necesarias para calcular la compacidad compuesta de las figuras, se
definen las condiciones del algoritmo para el clasificador.
El algoritmo del clasificador es un método simple de decisión. Cuando se procesa la imagen y
se calcula la compacidad después de la reconstrucción de la figura, En la Tabla 5.5 se muestran las
condiciones propuestas para realizar la clasificación.
Condición Figura identificada
si 3.1416−1≤Ccomp < 13.8564−1 Esfera
si 13.8564−1≤Ccomp < 20.7846−1 Octaedro
si 20.7846−1≤Ccomp < 22.1803−1 Tetraedro
si 22.1803−1≤Ccomp < 24−1 Pirámide
si 24−1≤Cc omp < 26.6326−1 Cubo
si 26.6326−1≤Ccomp < 43.5925−1 Prisma pentagonal
si 43.5925−1≤Ccomp < 103.9230−1 Dodecaedro
si 103.9230−1≤Ccomp < 110 Icosaedro
si Ccomp > 110 Cilindro
Tabla 5.5: Condición para la clasifcación de las figuras.
Como se muestra en la Tabla 5.5, en la condición de cada figura al valor de Ccomp se le resta
una unidad para tener un margen de error. Esta resta se decide de manera experimental.
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5.4. Resultado de prueba
A continuación se muestra el resultado a una prueba realizada con una imagen que consta de
varias figuras. El procesamiento utilizado es el mismo descrito en capítulos 5 y 6. Los parámetros
de la cámara y de la imagen se describen en la Tabla 5.6.
LG-X180g
Longitud focal 3.5mm
Ancho 3120 pixeles / 3.6mm
Altura 4160 pixeles / 4.8 mm
Tamaño de imagen 13MP
Tabla 5.6: Características de la cámara utilizada.
Utilizando una resolución de 140pi xel es/cm y una distancia focal de 4200pi xel es(30cm), se
procede a mostrar los resultados de la siguiente imagen de referencia.
Figura 5.8: Imagen de referencia para la clasificación 3D.
Figura 5.9: Imagen de referencia para la clasificación 3D en escala de grises.
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Figura 5.10: Contornos obtenidos de la imagen de referencia para la clasificación 3D.
En las Figuras 5.11, 5.12 y 5.13 se muestran las transformadas de Hough de las figuras que
fueron detectadas con esquinas.
Figura 5.11: Tranformada de Hough y vértices detectados para el primer cubo traslapado.
Figura 5.12: Tranformada de Hough y vértices detectados para el cubo mas grande mostrado en la
imagen de referencia.
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Figura 5.13: Tranformada de Hough y vértices detectados para la pirámide detectada en la imagen
de referencia.
Para el caso de las figuras curvas no se muestra su transformada de Hough, ya que el proceso
de estas figuras después de encontrar sus contornos, es únicamente seccionar la imagen en dos
para después reconstruir de acuerdo a lo descrito en el apartado 6.2.3 de este trabajo.
Al tener las figuras reconocidas, se calcula la longitud de lado, área de superficie y perímetro
de cada una para obtener la compacidad compuesta.
Las Figuras 5.14 y 5.15 muestran resultados de dos figuras analizadas.
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Figura 5.14: Propiedades obtenidas de la reconstrucción de la figura (pixeles).
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Figura 5.15: Propiedades obtenidas de la reconstrucción de la figura (converción a cm).
La pirámide real tiene dimensiones de 14 centímetros de altura y de 5 centímetros de base, lo
que nos quiere decir que el programa obtuvo las medidas muy similares a las medidas reales.
Con estos resultados se pasa a mostrar la reconstrucción de las figuras, las cuales se agrupan
en la misma gráfica en caso de haber dos o más figuras clasificadas igual. La leyenda de la gráfica
se proporciona con el resultado del clasificador.
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Figura 5.16: Resultado del clasificador en 3D.
Como podemos observar, todas las figuras fueron correctamente clasificadas, así como la ob-
tención correcta de sus propiedades en pixeles y su conversión a centímetros. En el capítulo si-
guiente trata con más detalle acerca de las conclusiones de los resultados obtenidos por este algo-
ritmo.
Conclusiones
Con estos resultados podemos concluir que a partir de una imagen en dos dimensiones donde
se conoce la relación del espacio real (ya sea en cm u otra medida) con la relación de la imagen
en pixeles y también se conozca un punto en el plano z se podrá obtener una reconstrucción
más certera a la figura real. También podemos concluir que las medidas de compacidad son de
suma utilidad y se obtienen de manera simple para utilizarlos como referencia en la clasificación.
Este método puede ser utilizado para poliedros regulares e irregulares aunque la obtención de
características y la clasificación es más eficiente en el caso de poliedros regulares.
Las ventajas de este proyecto es que el procesamiento en la parte de la clasificación es suma-
mente rápido, pero al ser tan simple no permite al programa tener una gran variedad de figuras,
distintos tamaños de figuras irregulares,ni trabajar con diferentes figuras curvas.
Otra ventaja es que no es necesario un equipo muy robusto para la obtención de la imagen
gracias al método de triangulación y la detección de vértices por medio de la transformada de
Hough ( vanishing points [25] ) . Consideramos la tarea de la estimación de profundidad 3D a
partir de una sola imagen fija [26].
Al utilizar este método, como sólo se usa una sola imagen de referencia, no podría detectar si
la figura tiene alguna irregularidad en la sección que no es visible en la imagen, por lo que si se
desea detectar este tipo de problemas sería necesario agregar dos o más vistas.
Si se utilizaran dos o más imágenes sería necesario cambiar el método de la estimación de
2D a 3D incluyendo un plano principal y un plano de profundidad o utilizando los métodos de
calibración de la cámara [27].
También el trabajo aporta el poder obtener las dimensiones de un objeto a partir de una ima-
gen con una gran aproximación al resultado real, y se puede adaptar a cualquier unidad de medida
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deseada.
Se pudo estudiar una manera rápida, sencilla pero eficaz de reconstrucción de figuras curvas,
sin importar la irregularidad de la figura. En los apéndices se muestran resultados de pruebas de
reconstrucción de estas figuras.
Trabajo a futuro
El trabajo a futuro de esta tesis es muy amplio. Uno de los principales es el ampliar el estudio de
la compacidad para figuras geométricas irregulares y figuras curvas. Analizar figuras compuestas
ya sea de figuras regulares, irregulares, curvas o una combinación de todas las anteriores, con esto
podemos poder clasificar casi cualquier objeto.
Otro trabajo a futuro es el análisis de cómo la resolución de una imagen puede afectar el pro-
cesamiento, ya que se sabe que es importante para el análisis de una imagen, mas no se conoce
cuantitativamente cómo la alta o baja resolución modifica las características que se obtienen de
la imagen.
Una vez habiendo ampliado el rango de figuras posibles por clasificar y haciendo un refina-
miento de la información, implementar este clasificador a alguna aplicación, como por ejemplo
en alguna línea de producción que realice diferentes productos a la vez, que la computadora sea
capaz de identificar cada una y así colocarla en el lugar correcto.
Este trabajo está programado para trabajar offline por lo que el principal trabajo a futuro sería
implementar una cámara que tome imágenes y procese en tiempo real.
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Apéndice A
Obtención de la fórmula general de la
compacidad clásica
Teniendo las ecuaciones de perímetro y área y compacidad clásica dadas por:
A = P ∗a
2
(A.1)
P = n∗L (A.2)













La sustitucion de la Eq.A.4 en la ecuación A.1 da como resultado:
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Sustituyendo el resultado del área, ecuación A.7, y la ecuación A.2 en la ecuación A.3, tenemos:





















Simplificando la ecuación A.10 obtendremos la ecuación de la fórmula general mostrada a
continuación.




Pruebas de clasificación 2D
A continuación se muestran algunos resultados de pruebas realizadas paa el clasificador de
2D.
B.1. Prueba con polígonos regulares.
Figura B.1: Imagen de prueba clasificación 2D con solo figuras regulares.
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Figura B.2: Resultado de prueba con solo figuras regulares. Clasificador 2D.
B.2. Prueba con figuras irregulares.
Para el caso de figuras irregulares se calculan las compacidades clásicas matemáticamente y
experimentalmente.
Para conocer los valores de compacidad se utiliza un método experimental donde se calcula la
compacidad de una figura con diferentes dimensiones, a continuacón se muestra los resultados
de la prueba hecha.
Se generan rectángulo, triángulos y estrellas con diferentes prámetros aleatorios.
Rectángulo T. Isóceles T. Escaleno Estrella
18.3666 22.4428 29.1314 34.9216
16.3964 21.1147 25.2615 37.5331
16.6389 22.4986 29.1669 36.7889
17.2308 21.8305 25.0817 34.5338
16.1098 21.8573 27.721 38.2576
Tabla B.1: Resultados experimentales de compacidad de figuras irregulares en 2D.
Con esto podemos concluir valores mínimos y máximos de referencia para el clasificador.
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Figura Mínimo Máximo
Rectángulo 16 19
T. Isóceles 20 23
T. Escaleno 23 30
Tabla B.2: Máximos y mínimos de Cc en figuras irregulares 2D.
B.2.1. Resultados.
Figura B.3: Imagen de prueba para figuras irregulares.
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Figura B.4: Clasificación de los circulos y cuadrados detectados.
Figura B.5: Clasificación de rectángulos y estrellas detectadas.
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Figura B.6: Clasificación de los diferentes triángulos detectados.
Apéndice C
Pruebas de reconstrucción 3D
A continuación se muestran algunos resultados de recontrucción de figuras hechas. Los pará-
metros utilizados de la cámara son los mismos descritos en la tabla 7.6 de la sección 7.3.
C.1. Dodecaedro.
Figura C.1: Imagen de referencia. Dodecedro.
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Figura C.2: Transformada de Hough. Dodecedro.
Figura C.3: Reconstrucción. Dodecedro.
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Figura C.4: Propiedades obtenidas de la reconstrucción de la figura (pixeles).Dodecaedro.
Figura C.5: Propiedades obtenidas de la reconstrucción de la figura (cm).Dodecaedro.
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C.2. Prisma pentagonal.
Figura C.6: Imagen de referencia. Prisma pentagonal.
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Figura C.7: Transformada de Hough. Prisma pentagonal.
Figura C.8: Reconstrucción. Prisma pentagonal.
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Figura C.9: Propiedades obtenidas de la reconstrucción de la figura (pixeles).Prisma pentagonal.
Figura C.10: Propiedades obtenidas de la reconstrucción de la figura (cm).Prisma pentagonal.
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C.3. Figura curva.
C.3.1. Jarrón.
Figura C.11: Imagen de referencia. Jarrón.
Figura C.12: Divisón de contornos. Jarrón.
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Figura C.13: Reconstrucción. Jarrón.
C.3.2. Pera.
Figura C.14: Imagen de referencia. Pera.
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Figura C.15: Divisón de contornos. Pera.
Figura C.16: Reconstrucción. Pera.
