In patients with coronary artery stenoses of intermediate severity, the functional significance needs to be determined. Fractional flow reserve (FFR) measurement, performed during invasive coronary angiography (ICA), is most often used in clinical practice. To reduce the number of ICA procedures, we present a method for automatic identification of patients with functionally significant coronary artery stenoses, employing deep learning analysis of the left ventricle (LV) myocardium in rest coronary CT angiography (CCTA).
Introduction
Obstructive coronary artery disease (CAD) is the most common type of heart disease ( Mozaffarian et al., 2016 ) . Obstructive CAD occurs when one or more of the coronary arteries which supply blood to myocardium are narrowed owing to plaque buildup on the arteries' inner walls, causing stenosis. Only functionally significant stenoses, i.e stenoses that significantly limit the blood flow to the myocardium and lead to myocardial ischemia need to be treated to reduce CAD morbidity ( Pijls et al., 1996; Tonino et al., 2009; Pijls et al., 2010; van Nunen et al., 2015 ) . Conversely, treating stenoses that are not functionally significant leads to more harm than benefit ( Pijls et al., 2010; . Therefore, it is important to assess the severity of coronary stenoses with respect to their impact on the myocardium.
To establish the functional significance of coronary artery stenosis, patients undergo invasive coronary angiography (ICA). During ICA, fractional flow reserve (FFR), a quantitative marker of the functional significance of a stenosis ( Pijls et al., 1996 ) , is determined. FFR is determined as the ratio of the invasively measured pressure under maximal hyperemic conditions, distal to a stenosis, relative to the pressure before the stenosis. The ideal FFR value is 1.0. FFR is currently considered the reference standard to determine the significance of coronary stenoses and is used to decide on the treatment ( Tonino et al., 2009 ). Nevertheless, the FFR cut-off value that separates functionally significant from non-significant stenoses is not fully standardized: In clinical settings, cut-off values between 0.72 and 0.80 are commonly used ( Pijls et al., 1996; De Bruyne et al., 2001; De Bruyne and Sarma, 2008; Petraco et al., 2013 ) , where stenoses with FFR measurements below the cut-off value are defined as functionally significant. Coronary CT angiography (CCTA) is often used to identify patients with suspected CAD as it allows noninvasive detection of coronary artery stenosis ( Budoff et al., 2008 ) . Even though CCTA detects CAD with high sensitivity, it has limited specificity in determining the functional significance of the detected stenosis ( Meijboom et al., 2008; Bamberg et al., 2011; Ko et al., 2012 ) . Given the low specificity of CCTA, about 22-52% of patients undergo invasive FFR measurements unnecessarily ( Ko et al., 2012 ) . To reduce the number of unnecessary invasive procedures, establishing FFR noninvasively, i.e. directly from CCTA images, and identifying the functionally significant stenoses has become an area of intensive research.
Thus far, the most successful and thoroughly evaluated noninvasive methods to determine the functional significance of coronary artery stenoses are based on the analysis of the blood flow through the coronary arteries. Taylor et al. (2013) proposed a noninvasive CT-derived FFR ( FFR CT ) measurement, that was evaluated by Min et al. (2012) and Nørgaard et al. (2014) . This technology employs computational fluid dynamics applied to CCTA scans to determine FFR values in the coronary tree and thereby determines the functional significance of a stenosis. However, FFR CT requires accurate determination of the coronary artery tree geometry and the physiological boundary conditions. Hence, imaging artifacts such as blooming caused by large coronary calcifications, stents, and cardiac motion may compromise the accuracy of FFR CT ( Koo, 2014 ) . Itu et al. (2012) presented a technique to estimate FFR in the coronary artery tree using a CCTA scan by simulating blood flow, which was later evaluated by Renker et al. (2014) and Coenen et al. (2015) . The method uses a patient-specific parametric lumped heart model, while modeling the hemodynamics in both healthy and stenotic vessel tree. Additionally, the method combines anatomical, hemodynamic and functional information from medical image as well as other clinical observation. Nickisch et al. (2015) presented a technique to estimate FFR in the coronary artery tree using a CCTA scan by simulating blood flow using a patient-specific parametric lumped model. The authors modeled the coronary tree as an electrical circuit; volumetric flow rate was modeled as electrical current and pressure in the coronary artery as voltage. Using this analogy, the pressure in the coronary artery tree was simulated and FFR values were estimated within the coronary tree. While these techniques ( Itu et al., 2012; Nickisch et al., 2015 ) achieved high accuracy and real-time feedback, they strongly depend on the accuracy of coronary artery tree segmentation and its centerline determination, like the method described by Taylor et al. (2013) . Manual delineation of the coronary artery centerline is a time consuming and cumbersome task, and most of the commercially available software packages occasionally require substantial manual interaction, especially in images with excessive atherosclerotic plaque or imaging artefacts ( Schaap et al., 2009 ) .
A number of approaches have been developed that do not rely on modeling the blood flow through the coronary arteries but exploit characteristics extracted from CCTA scans. For example, Steigner et al. (2010) presented a noninvasive approach to identify functionally significant coronary artery stenosis in a single CCTA scan using the transluminal attenuation gradient (TAG). TAG is defined as the gradient of the CT values attenuation along the artery lumen, and was shown to have a moderate positive correlation with the invasive FFR. However, like the method described by Nickisch et al. (2015) and Taylor et al. (2013) , computing TAG requires an accurate determination of coronary artery centerlines. Furthermore, George et al. (2009) demonstrated that the comparison between myocardial regions imaged at rest and at stress may reveal myocardium perfusion defects that are caused by functionally significant coronary artery stenoses. This approach is interesting as it merges anatomical and functional information, obtained from CCTA scans. However, it requires acquisition of an additional CT scan which inevitably leads to a higher radiation dose, longer examination time, and injection of pharmacological stress agents. Xiong et al. (2015) presented a machine learning approach to classify patients with significant stenosis using myocardial characteristics derived from a single CCTA scan acquired at rest. The method automatically segments the left ventricle (LV) myocardium and aligns it with the standard 17-segments model ( Cerqueira et al., 2002 ) , which is used to relate a myocardial segment to its perfusing coronary artery. Supervised classification was employed to determine the significance of the evaluated stenosis based on three hand-crafted features describing each myocardial segment. Note that in this work stenosis was defined as significant based on the grade of the stenosis (with ≥ 50% luminal narrowing) and not by its effect on myocardial perfusion. Contrary to FFR, the grade of stenosis, especially in the intermediate range 30%-70%, is not necessarily related to its functional significance ( Tonino et al., 2009 ). Han et al. (2017) employed the method described by Xiong et al. (2015) to classify patients with functionally significant stenosis according to the invasively measured FFR.
In this work, we present a novel method to identify patients with at least one functionally significant coronary artery stenosis in a single CCTA image acquired at rest. Given that obstruction of the blood flow in the coronaries may cause ischemia in the LV myocardium, only the myocardium is analyzed. This is in contrast to most methods that perform analysis of the coronary anatomy or stenosis and estimate the effect on the myocardium indirectly. In the proposed approach, deep learning, recently widely exploited in the analysis of medical images in a range of segmentation and detection tasks ( Litjens et al., 2017; Shen et al., 2017; Zhou et al., 2017 ) , is employed. First, the LV myocardium is segmented using a multiscale convolutional neural network (CNN). Then, characteristics of the LV myocardium are extracted using convolutional autoencoder (CAE) ( Masci et al., 2011; Bengio et al., 2013 ) . Subsequently, using the extracted characteristics, patients are classified with a support vector machine (SVM) classifier ( Cortes and Vapnik, 1995 ) into those with functionally significant stenosis and those without it. The reference for the functional significance of a coronary stenosis is provided by invasively determined FFR measurement, which is currently the clinical standard. The proposed approach is illustrated in Fig. 1 .
The remainder of the manuscript is organized as follows. Section 2 describes the data and the reference standard. Section 3 describes the methods and Section 4 describes the evalu- Fig. 1 . Overview of the proposed algorithm. In a CCTA image, the LV myocardium is first segmented using a multiscale CNN. Then, from the segmented myocardium, encodings are extracted using a CAE and used to compute features([ f 1 , f 2 , f 3 , .., f n ]). These features are used to classify patients with functionally significant stenosis (positive) or without (negative) using SVM classification. ation procedure. Section 5 reports our experimental results, which are then discussed in Section 6 .
Data

Patient and image data
This study includes retrospectively collected CCTA scans of 166 patients (age: 59.2 ± 9.5 years, 128 males) acquired between 2012 and 2016. The Institutional Ethical Review Board waived the need for informed consent.
All CCTA scans were acquired using an ECG-triggered step and shoot protocol on a 256-detector row scanner (Philips Brilliance iCT, Philips Medical, Best, The Netherlands). A tube voltage of 120 kVp and tube current between 210 and 300 mAs were used. For patients ≤ 80 kg contrast medium was injected using a flow rate of 6 mL/s for a total of 70 mL iopromide (Ultravist 300 mg I/mL, Bayer Healthcare, Berlin, Germany), followed by a 50 mL mixed contrast medium and saline (50:50) flush, and next a 30 mL saline flush. For patients > 80 kg the flow rate was 6.7 mL/s and the volumes of the boluses were 80, 67 and 40 mL, respectively. Images were reconstructed to an in-plane resolution ranging from 0.38 to 0.56 mm, and 0.9 mm thick slices with 0.45 mm spacing.
FFR measurements
Out of the 166 patients, 156 patients underwent invasive FFR measurements (0.79 ± 0.10) within 1 year after the acquisition of the CCTA scan (Median and interquartile range of time difference were 32.5 and 38.5 days, respectively). This cut-off value of 1 year was chosen because overall progression of coronary artery stenosis in patients with stable coronary artery disease is not expected ( Balkin et al., 1993 ) . FFR was measured with a coronary pressure guidewire (Certus Pressure Wire, St. Jude Medical, St. Paul, Minnesota) at maximal hyperemia induced by intravenous adenosine, which was administered at a rate of 140 g/kg/min through a central vein. The FFR wire was placed as distally as possible in the target vessel and FFR was assessed by means of a manual pullback in the distal part of the target vessel (standard FFR). When multiple FFR measurements were available, or measurements for multiple stenoses were available, the minimum value was taken as the standard of reference for the patient. A histogram of the minimal invasively measured FFR values in the 156 patients is shown in Fig. 2 .
Manual annotation of the LV myocardium
To train, validate and test the segmentation of LV myocardium, the myocardium was manually annotated in 40 randomly selected CCTA scans. Manual annotations were performed by a trained observer using custom-built software created with the MeVisLab 1 platform. Following clinical workflow, annotations were performed in the short axis view of the heart, while excluding myocardial fat, papillary muscles and the trabeculae carneae. Segmentation was performed by manually placing points along the endocardium and epicardium in every third image slice. From the defined points, closed contours for the endocardium and the epicardium were created by cubic spline interpolation. The contours were propagated to the adjacent slices where they were manually adjusted when needed by moving existing or placing new points. Reference LV myocardium contained all voxels enclosed by the manually annotated endocardial and epicardial contours. Fig. 3 illustrates a typical short axis view of the LV myocardium and the annotated manual reference.
Methods
To identify patients with functionally significant stenosis, the LV myocardium is first segmented using a multiscale CNN. Next, features are extracted from the segmented myocardium using a CAE, and these features are used to identify patients with functionally significant stenosis using an SVM classifier ( Fig. 1 ). 
Myocardium segmentation
To date, several automatic methods for segmentation of the LV in CCTA have been proposed ( Tavakoli and Amini, 2013 ) . They can be divided in boundary-based (e.g. Marie-Pierre, 2006; Zheng et al., 2008; Xiong et al., 2015 ) and voxel-based segmentations (e.g. Kiri ¸s li et al., 2010 ). The advantage of boundary-based approaches is their ability to perform subvoxel analysis. However, we aim to detect ischemic regions in the myocardium that normally exceed small subvoxel volumes ( Rossi et al., 2014 ) . Thus, we expect that voxel-based analysis offers sufficiently accurate segmentation for this task. Moreover, deep learning approaches, that perform voxel based analysis, have shown to outperform other methods in a number of segmentation tasks in medical images (e.g. Ronneberger et al., 2015; Moeskops et al., 2016; Havaei et al., 2017 ) , hence, we employ a CNN to automatically segment the LV myocardium. To combine the analysis of local texture with distal spatial information, multiscale CNN is used ( de Brebisson and Montana, 2015; Moeskops et al., 2016; Kamnitsas et al., 2016; Havaei et al., 2017 ) .
The segmentation is performed in two stages. First, the LV myocardium is localized, and second, the voxels in the region of interest are classified. In our preliminary work ( Zreik et al., 2016 ) , the LV myocardium was localized using a bounding box ( de Vos et al., 2017 ) created by an independent CNN. In this work, localization and voxel classification are both performed using the same CNN, circumventing the need for an independent localization method. Therefore, to localize the LV myocardium, equidistantly spaced voxels in the whole image are classified as LV myocardium or as background. By applying 3D Gaussian smoothing to the obtained sparse classification result followed by thresholding of the smoothed probabilities, a rough segmentation of the LV myocardium is obtained. Thereafter, to precisely segment the myocardium, only the voxels on the surface of the rough segmentation are iteratively classified as LV myocardium or as background. Note that reclassification of the voxels inside the rough segmentation is not needed as the myocardium is a compact structure. The iterative voxel classifications is repeated until all surface voxels are classified as LV myocardium. Fig. 4 illustrates the segmentation process.
The CNN performs voxel classification using two sets of three orthogonal (2.5D) patches from axial, coronal and sagittal image slices with the target voxel in their centers ( Fig. 5 (a) ). The first set provides a small receptive field at high image resolution, and the second set provides a larger receptive field at lower image resolu-tion. The multiscale approach enables the network to exploit both detailed local characteristics as well as contextual information. The first set consists of 3 patches of 49 × 49 voxels and the second set of 3 patches of 147 × 147 voxels. The latter set of patches is downsampled by an additional 3 × 3 max-pooling layer resulting in patches of 49 × 49 voxels, as well.
To analyze both sets of patches, the CNN consists of two identical subnetworks ( Fig. 5 (a) ). Both subnetworks are fused together in a fully connected layer, followed by a softmax layer with two units providing a classification label of the voxel at hand. Each subnetwork ( Fig. 5 (b) ) consists of three streams that are fused together in a fully connected layer. Parameters of each stream layer are listed in Table 1 . In all fully connected layers, the number of units is set to 256. Batch normalization ( Ioffe and Szegedy, 2015 ) is used after each convolutional layer to make the training process faster and less sensitive to the learning rates. Exponential linear units (ELUs) ( Clevert et al., 2015 ) are used in all layers as activation functions.
Myocardial characterization
Functionally significant coronary artery stenosis causes ischemia in the LV myocardium and thereby changes its texture characteristics in a rest CCTA image ( Nikolaou et al., 2006; Osawa et al., 2016; Xiong et al., 2015; Han et al., 2017 ) . In a CCTA image acquired at rest, where pharmacological stimulation is not applied to reveal reversible perfusion defects (stress CCTA) ( George et al., 2009 ) , the texture changes are less pronounced than in stress CCTA and are mostly subtle ( Han et al., 2017 ) . It would be extremely challenging to manually label myocardial voxels affected by ischemia. Moreover, presently, no consensus has been established regarding the appearance of these changes in rest CCTA ( Spiro et al., 2013; Xiong et al., 2015; Han et al., 2017 ) . Consequently, learning approaches for segmenting ischemic lesions would be hardly feasible. Therefore, in this work, the complete LV myocardium is described, omitting the need for segmentation of such lesions. This is performed by features that are learned in an unsupervised manner: by using a CAE. The main purpose of a CAE, among the different unsupervised learning methods, is to extract general robust features from completely unlabeled data, while removing input redundancies and preserving essential aspects of the data in robust, compact and discriminative representations ( Masci et al., 2011; Bengio et al., 2013; LeCun et al., 2015 ) . In our work, a CAE is applied to myocardial voxels and their characteristics are used to identify patients with functionally significant stenosis. 
Layers of one stream in subnetwork
Size Activation Layers of CAE Size Activation
A typical CAE contains two major parts, an encoder and a decoder ( Masci et al., 2011; Bengio et al., 2013 ) . The encoder compresses the data to a lower dimensional representation by convolutional operations and max-pooling. The decoder expands the compressed form to reconstruct the input data by deconvolutional operations and upsampling. The coupling between the encoder and the decoder, and minimizing the loss between the input and the output ensure that abstract features (encodings) generated from the input contain sufficient information to reconstruct it ( Bengio et al., 2013 ) . The CAE architecture used in this work is shown in Fig. 6 . The input of the CAE comprises of 48 × 48 voxels axial patches around myocardial voxels. The CAE parameters are listed in Table 1 . The output of the decoder is the reconstructed input patch. Batch normalization is used after each convolutional layer to make the training process faster and less sensitive to learning rates. ELUs are used as activation functions in all layers except the output layer, where nonlinearity is not applied. Once the CAE is trained, the decoder is removed and the fully connected layer becomes the output layer which is used to generate encodings for unseen patches.
Patient classification
Patients with at least one significant coronary artery stenosis are identified based on the characteristics of the LV myocardium that are encoded by the CAE. The reference for the presence of functionally significant coronary artery stenosis is provided by the invasive FFR measurements.
Since a functionally significant stenosis is expected to have a local impact on the myocardial blood perfusion ( Mehra et al., 2011; Rossi et al., 2014 ) , the LV myocardium is divided into 500 spatially connected clusters. Clustering is achieved using the fast K-means algorithm ( Sculley, 2010 ) , based on the spatial location of the myocardial voxels. A typical example of such a clustering is shown in Fig. 7 .
Within a single cluster, a large variance in an encoding likely indicates an aspect of the cluster's inhomogeneity, and thereby the presence of abnormal myocardial tissue. In preliminary experiments, a number of statistics of the encodings was evaluated. The best result was obtained using the standard deviation of each of the encodings over all voxels within a cluster. Inspired by the multi instance learning approach ( Gärtner et al., 2002 ) , we have described the whole LV myocardium, rather than its clusters. Therefore, for each encoding the maximum of all standard deviations over the clusters is determined. This results in a vector of features describing each patient.
Finally, based on the extracted and clustered features, patients are classified into those with a functionally significant coronary artery stenosis or those without it. As training an end-to-end deep learning system for patient classification is not feasible due to the small size of the available dataset, patient classification is performed using an SVM classifier with a radial basis function.
Evaluation
Myocardium segmentation
Manual annotation of the LV myocardium is a time-consuming task. Therefore, automatic segmentation was evaluated quantitatively in a subset of test scans with manually defined reference and qualitatively in all test scans. Quantitative evaluation was performed using the Dice coefficient, as an overlap measure between reference and automatically segmented volumes. In addition, the mean absolute surface distance (MAD) between the reference and automatically segmented LV boundaries was computed.
Qualitative evaluation was performed by an expert who visually inspected and graded the automatic segmentation using the quality grades as defined by Abadi et al. (2010) .
Patient classification
Classification of patients into those having functionally significant stenosis or those without it was evaluated using a receiver operating characteristic (ROC) curve.
Experiments and results
Myocardium segmentation
To train the multiscale CNN for LV myocardium segmentation, 20 manually annotated scans were randomly selected (training set) from the set of 40 scans with manual annotations. The remaining 20 scans were used as an independent test set and used for quantitative evaluation of the segmentation (see Section 4.1 ). All CNN hyperparameters and optimal thresholds were determined in preliminary experiments using the training set.
Two sets of triplanar patches were extracted around positive (LV myocardium) and negative (background) voxels with the voxel of interest in their centers ( Fig. 5 (a) ). Mini-batches of image patches, extracted from the training set and balanced with respect to class labels, were used for training the CNN. Given that many background voxels distant to the LV myocardium, such as those Table 2 Qualitative results of the automatic segmentation of LV myocardium segmentation in 146 scans. Segmentations were visually examined and qualitative grades were assigned as defined by Abadi et al. (2010) . representing lungs or bones, do not resemble myocardium while some voxels proximal to it are almost indistinguishable from it, and the LV myocardium comprises only a small part of the image, training voxels were selected according to their distance to the LV myocardium. In particular, during training, background voxels in the vicinity of the myocardium ( < 80 voxels) were selected four times more often than those further away from it. These parameters were chosen empirically using the training set. The training process converged after 200 epochs, where each epoch consisted of 200 mini-batches, and each mini-batch consisted of 500 patches selected from the training data. A random dropout ( Srivastava et al., 2014 ) of 50% was applied during training in each fully connected layer to prevent overfitting. Stochastic gradient descent with Nesterov momentum and learning rate 0.1 was used to minimize the cross-entropy loss function ( Nesterov et al., 2007 ) . During testing, to localize the LV myocardium, equidistantly spaced voxels were classified (every 5 th voxel) in the axial, coronal and sagittal image planes. The obtained classification result was smoothed using a 3D Gaussian filter with a kernel size of 5 voxels and thereafter thresholded at 0.5 to obtain an initial rough segmentation. The surface voxels of the initial rough segmentation were iteratively classified until the final segmentation was obtained. Fig. 8 illustrates segmentation results. Quantitative evaluation of the segmentation performed on the 20 test scans resulted in a Dice coefficient of 91.4 ± 2.1% and a MAD of 0.7 ± 0.1 mm. Qualitative evaluation of the segmentation was performed in all 146 test scans. Results are summarized in Table 2 .
Myocardial characterization
The CAE was trained and validated using 20 training scans with the corresponding manual annotations of the LV myocardium. Axial patches of 48 × 48 voxels around randomly selected voxels of the myocardium were extracted from these scans. 90% of the extracted patches were randomly selected for training the CAE and the remaining 10% for validating it. Training was performed over 750 epochs, each epoch consisted of 200 training and 20 validation mini-batches. Each mini-batch consisted of 500 patches, which were randomly selected from training and validation data. Stochastic gradient descent with Nesterov momentum and learning rate 10 −5 was used to minimize the loss function which was defined as mean squared error between the input patch and the reconstructed patch. Fig. 9 illustrates pairs of input patches and the corresponding reconstructed patches and reconstruction errors, randomly selected from the LV myocardium in test scans.
Patient classification
Since the aim of this study was to examine the feasibility of using only information derived from the LV myocardium to identify patients with significant coronary artery stenosis, only pa- tients with accurate automatic segmentation that includes complete LV myocardium (grades 1, 2 or 3) were included in the analysis. Moreover, CCTA images which were used for training the LV myocardium segmentation or characterization were excluded from further analysis to completely separate training and test data. This resulted in a set of 126 patients out of the initial 166 patients set.
Since invasive FFR measurements provided a reference for classification of patients according to the presence or absence of functionally significant stenosis, a cut-off value on the FFR measurements had to be defined. In the literature, different FFR cut-off values, ranging from 0.72 to 0.8, have been used ( Pijls et al., 1996; De Bruyne et al., 2001; Samady et al., 2006; De Bruyne and Sarma, 2008; Petraco et al., 2013 ) . In this study the cut-off value was set to 0.78. This value provided the best balance between positive and negative class, thus patients with a minimum FFR measurement below or equal to 0.78 were considered positive (64 patients), and those with a minimum FFR above 0.78 were considered negative (62 patients).
Classification was performed using characteristics of the segmented LV myocardium, where its voxels were encoded by 512 Fig. 10 . Average ROC curve for classification of patients using 500 clusters and 512 encodings of the LV myocardium and the cut-off value on FFR set to 0.78. The shaded area represent the standard deviation of the sensitivity. encodings and subsequently, features were extracted from its 500 clusters. Evaluation of patient classification was performed in 10fold cross-validation experiments. To evaluate the robustness of the method, the cross-validation experiments were performed 50 times with re-randomized folds. Optimal SVM parameters (C and γ ) were selected in every experiment using a grid search on the training set only. The results are shown in Fig. 10 . An average AUC of 0.74 ± 0.02 was achieved, while for the sensitivities set to 0.60, 0.70 and 0.80, corresponding specificities were 0.77, 0.71 and 0.59, respectively.
The effect of number of clusters
To evaluate the effect of the number of used clusters on patient classification, additional experiments were performed where the LV myocardium was clustered into different number of clusters, namely 1, 10, 20, and 10 0 0. In these experiments, the number of encodings was set to 512. The results are illustrated in Fig. 11 ,  (a) . The obtained AUC ranged from 0.62 to 0.74, while the highest AUC was obtained with 500 clusters.
The effect of number of encodings
To evaluate the effect of the number of used encodings on patient classification, two additional experiments with different numbers of the encodings, namely 128 and 1024, were performed. For this purpose, two additional CAEs were trained and used to encode myocardial voxels. The architecture of these CAEs is identical to the one illustrated in Fig. 6 , only the number of units in the fully connected layer (encodings layer) was changed to 128 or 1024, respectively. In both experiments, the number of clusters was set to 500. The results are illustrated in Fig. 11 (b) . The obtained AUC ranged from 0.66 to 0.74, while the highest AUC was obtained with 512 encodings.
The effect of seed initialization
The clustering algorithm uses random initialization of the centers of the clusters (seeds) ( Sculley, 2010 ) . This may potentially lead to different clusters and thereby different feature values which may lead to different patient classification. To evaluate the effect of the seed initialization, four additional experiments were performed using different random seed initializations. The number of clusters and encodings was not altered, and was set to 500 and 512, respectively. In these experiments, the obtained AUC ranged from 0.71 to 0.75. The results are shown in Fig. 11 (c) .
The effect of FFR cut-off values
In the literature ( Pijls et al., 1996; De Bruyne et al., 2001; Samady et al., 2006; De Bruyne and Sarma, 2008; Petraco et al., 2013 ) , different cut-off values on the FFR have been used to separate patients with functionally significant stenosis from those without it. These values range from 0.72 to 0.8. Therefore, with fixed number of clusters and encodings (500 and 512, respectively), the performance of the classification using five additional FFR cut-off values, namely 0.72, 0.74, 0.76, 0.8 and 0.85, was investigated. The results are shown in Fig. 11 (d) . The obtained AUC ranged from 0.51 when using the 0.85 cut-off value to 0.74 while using the 0.78 cutoff value on FFR.
The effect of segmentation accuracy
An accurate LV myocardium segmentation is a prerequisite for accurate patient classification. To evaluate whether inaccuracies generated by our automatic myocardium segmentation have an impact of the patient classification, manual correction of the automatic segmentation results graded as 2 (mostly accurate) or 3 (inaccurate) ( Table 2 ) has been performed. Thereafter, all subsequent analysis using the same set of patients (126) was repeated. The analysis has resulted in an AUC of 0.73 ± 0.02 vs. AUC 0.74 ± 0.02 previously achieved when relying on automatic segmentation. The results were not statistically significant ( p > . 05 ).
Comparison with other methods
To allow comparison of the results obtained by the proposed method with previously published work, Table 3 lists the results as reported in the original publications. Note that these methods were evaluated with different patients and scans, and by using different evaluation metrics. Hence, these results can be used only as indication of the differences in the performance.
The results indicate that the methods utilizing analysis of the blood flow tend to archive higher per-patient accuracy. The results also show that the proposed approach seems to outperform recently proposed method relying on the LV myocardium analysis proposed by Han et al. (2017) , employing the method presented by Xiong et al. (2015) . Also, the achieved accuracy equal to the method performing analysis of the blood flow by Min et al. (2012) .
Discussion and conclusion
A method for identification of patients with functionally significant stenosis in the coronary arteries has been presented. Unlike previous methods that determine the functional significance of coronary artery stenosis relying on the analysis of the coronary artery tree in CCTA scans ( Taylor et al., 2013; Steigner et al., 2010; Itu et al., 2012; Nickisch et al., 2015 ) , this method analyzes the LV myocardium only . The algorithm first performs automatic segmentation of the LV myocardium. The segmented myocardium is subsequently encoded using a CAE, and the encoding statistics are used to classify patients into those with and without functionally significant coronary artery stenosis. The reference for the presence of functionally significant coronary artery stenosis was provided by invasively obtained FFR measurements that are currently considered the clinical standard.
Our experiments show that moderate performance with average accuracy, sensitivity and specificity of 0.71, 0.70 and 0.71, respectively and AUC 0.74 ± 0.02 for identifying patients with functionally significant stenosis could be achieved by only using Fig. 11 . Average ROC curves when (a) varying number of clusters of the LV myocardium with 512 encodings, (b) varying number of encodings of the LV myocardium with 500 clusters, (c) using random seed initialization for clustering of the LV myocardium into 500 clusters with 512 encodings, and (d) using different cut-off values on FFR with 500 clusters and 512 encodings, number of positive and negative samples ( N + | N − ) is shown per cut-off value. In (a)-(c) the cut-off value on the FFR was set to 0.78.
The shaded areas show the standard deviations of the sensitivities.
Table 3
Comparison with previous work. Table lists number of evaluated patients (Patients) and vessels (Vessels), achieved diagnostic accuracy (Accuracy) and the corresponding area under the ROC curve (AUC) per-patient and per-vessel for the detection of functionally significant stenosis as reported in the original studies. Please note that different methods perform either analysis of the blood flow in the coronary arteries (Blood flow) or detect ischemic changes directly in LV myocardium (Myo.).
Study
Patients features extracted from the LV myocardium. The results demonstrate that myocardial information, derived directly from a single CCTA at rest using a trained CAE, has reasonable predictive ability compared with invasive FFR measurements obtained during ICA. As shown in Table 3 , the proposed method seems to outperform the results reported by Han et al. (2017) . Unlike Han et al. (2017) , that performed patient classification based on engineered LV my-ocardium features, we have relied on convolutional auto-encoder to learn the discriminative encodings. As the characteristics of the LV myocardium in a rest CCTA affected by ischemic changes are not (well-)defined and presently there is no consensus regarding their appearance ( Spiro et al., 2013; Xiong et al., 2015 ) , it is likely that our unsupervised approach led to higher diagnostic accuracy than the designed features approach presented in Han et al. (2017) .
The learned encodings were able to represent myocardium voxels accurately and densely, as was demonstrated visually by the small mean squared error between the input and the reconstructed examples ( Fig. 9 ). Even though the encodings allowed extraction of features that were used for patient classification, they are hard to interpret precluding visualization of the location and appearance of ischemia. In spite of excellent performance of deep learning techniques demonstrated in many medical image analysis tasks, revealing their inner dynamics is beyond the scope of this work. Segmentation of the LV myocardium is a prerequisite for patient classification. Any accurate automatic (e.g. Zheng et al., 2008; Kiri ¸s li et al., 2010; Xiong et al., 2015 ) or manual segmentation could be employed. In this work, LV myocardium segmentation was performed automatically, and in a limited number of images the obtained quantitative evaluation demonstrated high segmentation performance. As patient classification depends on the LV segmentations, a qualitative evaluation of the automatic segmentation was performed on the complete set of CCTA images. Only the images with accurate automatic segmentations of the LV myocardium were analyzed further.
Nevertheless, automatic segmentation did not achieve satisfactory results in regions where the CCTA images lack contrast between the blood pool and the LV myocardium or between the right ventricle and the LV myocardium. Therefore, the affect of the accuracy of LV myocardium segmentation on patient classification was examined. The results shown in Section 5.8 , indicate that small inaccuracies in the automatic segmentation do not significantly influence patient classification. However, to further improve the segmentation, future work could take shape priors or constrains into account to compensate for the lack of contrast in these regions. Moreover, fully convolutional networks ( Long et al., 2015 ) like Unet ( Ronneberger et al., 2015 ) , which perform segmentation on an entire image rather than per voxel classification, could be employed to achieve more accurate LV myocardium segmentation. Additionally, in future work, it would be interesting to address the use of 3D analysis instead of 2.5D approach to leverage the volumetric information. However, given the current trade-off between size of the receptive field and hardware limitations, 2.5D approach was advantageous ( Havaei et al., 2017 ) .
The number of encodings provided by the CAE was also investigated ( Fig. 11 (b) ). Encoding the LV myocardium voxels with fewer encodings proved to have inferior performance . This is likely because of aggressive compression by the encoder, which could lead to underrepresentation of the input texture and morphology contained in the encodings, and therefore loosing valuable information. Increasing the number of encodings proved to be nonbeneficial either, as in this case, the CAE possibly overfits the input patches due to its massive number of hyperparameters.
The myocardium was spatially clustered to preserve the local nature of ischemic changes in the myocardial texture. Size of the clusters, controlled by their number, is likely important for identification of patients with ischemia. Therefore, the number of defined clusters was investigated ( Fig. 11 (a) , Section 5.4 ). As expected, analyzing the myocardium as one cluster resulted in the worst classification performance. This is likely due to local impact of ischemia which is typically confined to the myocardial territory perfused by the stenotic coronary artery ( Mehra et al., 2011; Rossi et al., 2014 ) . Thus, analyzing the myocardium globally (one cluster) masked local changes. Moreover, clustering the myocardium into small number of clusters (e.g. 17 like in the AHA 17-segment model or 10 as in Fig. 11 (a) ) has not shown good performance, likely for the same reason. However, using too many clusters was not beneficial either, since the size of each cluster was likely too small to capture the inhomogeneity within that region.
Additional evaluation was performed using random but different seed initializations used for clustering the LV myocardium. The results ( Fig. 11 (c) ) show that the method is sensitive to initialization, where the average AUC for patient classification ranged from 0.71 to 0.75. These findings suggest that further research towards finding a more robust clustering approach needs to be conducted. For instance, dividing the LV myocardium into territories that enable relating them with the coronary arteries segments perfusing them could be beneficial, as has been proven in the visual assessment of myocardial perfusion defects ( Cerci et al., 2012 ) . However, this would require automatic localization of several anatomical landmarks, like the mitral valve and the apex of the heart, which is beyond the scope of the current work. Moreover, clustering the LV myocardium into supervoxels, using e.g SLIC ( Achanta et al., 2012 ) , and taking into account the values of the myocardial voxels rather than their locations, might be beneficial.
In this work, simple statistics, namely standard deviation and maximum, were used to reduce the high dimensionality of the clustered voxels' encodings. Future work could investigate alternative ways of compressing the local encodings, e.g. restricted Boltzmann machine or deep belief networks ( Hinton and Salakhutdinov, 2006; Lee et al., 2009; Bengio et al., 2013 ) . These generative approaches, which belong to the undirected graphical models, could be employed to represent a group of voxel encodings by more compressed but yet descriptive representations. Moreover, the CAE network was restricted to the analysis of 2D patches to avoid overfitting, to keep the number of trainable hyperparameters low, and to limit computational costs. Nonetheless, encoding 3D sub-volumes of the LV myocardium could be beneficial because the myocardium is a 3D object and extracting features from its volumetric sub-regions could capture useful information that may have not been captured in the 2D encoding.
Several studies investigated the reproducibility and the variability of repeated FFR measurements ( Ntalianis et al., 2010; Berry et al., 2013; Petraco et al., 2013; Johnson et al., 2014 ) . These studies reported different values (range 3%-5%) for the standard deviation of the differences in repeated FFR measurements. However, these studies all agree that when a measured FFR falls within the "grayzone ", a value between 0.75 and 0.80, a single fixed cut-off point on the FFR measurement cannot by itself determine the functional significance of a stenosis, and therefore a broad clinical judgment is needed. Within this gray-zone, the uncertainty of an FFR measurement is high. In this study, we also evaluated different cutoff points on FFR ( Fig. 11 (d) ). When a high value of 0.85 and a low value of 0.72 were used, the data set was unbalanced with respect to class labels. Namely, when a value of 0.85 was used for the FFR cut-off point, the dataset contained 92 positive and 34 negative samples, and when 0.72 was used, the dataset contained 36 positive and 90 negative samples ( Fig. 11 (d) ). While these two cases are almost symmetrical with respect to the positive and negative class sample ration, the method only performs poorly (AUC 0.51 ± 0.03) when using 0.85 as a cut-off value. This result was expected as this cut-off point is not hemodynamically or functionally relevant and is not used in clinical practice to identify functionally significant stenoses. These results show that patient classification is not biased towards the majority class in the dataset, but is sensitive to the functional significance of the stenoses.
Assessment of the coronary artery tree in CCTA scans has a high sensitivity in detecting the functional significance of a detected stenosis, but with limited specificity ( Meijboom et al., 2008; Bamberg et al., 2011; Ko et al., 2012 ) . Therefore, to improve the specificity of CCTA and prevent patients from undergoing ICA unnecessarily, future work will investigate the incremental diagnostic value of integrating the presented method with the assessment of the coronary arteries and their characteristics in CCTA.
The proposed approach does not identify specific stenosis that is functionally significant but only determines whether a patient has a stenosis that is functionally significant. Future work may address this limitation. Given the moderate accuracy of our and the previous method ( Han et al., 2017 ) , future studies are needed to increase the accuracy of these approaches. For this purpose, a combination of computational fluid dynamics in the coronary arteries and image analysis of the LV myocardium could be considered. Finally, future work should evaluate this method using a larger set of scans from different vendors and hospitals.
To conclude, this study presented a novel algorithm for automatic classification of patients according to the presence of functionally significant stenosis in one or more coronary arteries, using only information extracted from the LV myocardium in a single rest CCTA scan. This could potentially reduce the number of patients that unnecessarily undergo invasive FFR measurements.
