Abstract. Multilevel hierarchical regression was used to examine regional patterns in the responses of benthic macroinvertebrates and algae to urbanization across 9 metropolitan areas of the conterminous USA. Linear regressions established that responses (intercepts and slopes) to urbanization of invertebrates and algae varied among metropolitan areas. Multilevel hierarchical regression models were able to explain these differences on the basis of region-scale predictors. Regional differences in the type of land cover (agriculture or forest) being converted to urban and climatic factors (precipitation and air temperature) accounted for the differences in the response of macroinvertebrates to urbanization based on ordination scores, total richness, Ephemeroptera, Plecoptera, Trichoptera richness, and average tolerance. Regional differences in climate and antecedent agriculture also accounted for differences in the responses of salttolerant diatoms, but differences in the responses of other diatom metrics (% eutraphenic, % sensitive, and % silt tolerant) were best explained by regional differences in soils (mean % clay soils). The effects of urbanization were most readily detected in regions where forest lands were being converted to urban land because agricultural development significantly degraded assemblages before urbanization and made detection of urban effects difficult. The effects of climatic factors (temperature, precipitation) on background conditions (biogeographic differences) and rates of response to urbanization were most apparent after accounting for the effects of agricultural development. The effects of climate and land cover on responses to urbanization provide strong evidence that monitoring, mitigation, and restoration efforts must be tailored for specific regions and that attainment goals (background conditions) may not be possible in regions with high levels of prior disturbance (e.g., agricultural development).
conditions among metropolitan areas qualitatively (Paul and Meyer 2001 , Walsh et al. 2005 , Wenger et al. 2009 ) or quantitatively , Potopova et al. 2005 ). Comparisons among metropolitan areas have shown that responses can vary substantially among urban areas and biological indicators (fish, benthic macroinvertebrates, and benthic algae), as can the environmental stressors (e.g., water chemistry, hydrology, temperature, and habitat) associated with biological responses (Jacobson et al. 2001 , Sponseller et al. 2001 , Morse et al. 2003 , Vølstad et al. 2003 , Mahler et al. 2005 .
Detecting, understanding, and predicting large-scale patterns of responses to urbanization involve integrating effects that are driven by factors acting at multiple spatial scales (e.g., reach, basin, and regional). Simple regression (linear or generalized regression) analyses cannot effectively incorporate variables operating at different spatial scales because of problems incorporating cross-scale interactions. Multivariate analyses (e.g., ordinations) can incorporate multiscale environmental factors and identify environmental factors that are associated with changes in biological assemblages (Kratzer et al. 2006 ). However, multivariate analyses are not a particularly effective method for estimating model parameters that can be used to predict responses based on regional predictors. Mixed-effect models, such as multilevel hierarchical regression, provide a more effective method (Gelman and Hill 2007) for incorporating multiscale predictor variables in a model that can be used to predict responses (slopes and intercepts) at multiple, hierarchically related scales (e.g., basin and region). Multilevel hierarchical regression provides an effective method for developing models for understanding and predicting responses that arise from the interplay of fine-and broad-scale processes, which is fundamental to understanding ecosystem dynamics .
We used multilevel hierarchical regression to incorporate both basin-and region-scale predictor variables into models of invertebrate and algal responses to urbanization in 9 metropolitan areas across the continental USA (Boston, Massachusetts [BOS] Fig. 1 ). Each of these metropolitan areas is an aggregation of cities, towns, and villages that represent the process of urbanization in regions of the country that potentially differ in natural vegetation, temperature, precipitation, basin relief, elevation, and basin slope (Table 1 ). The objectives of our study were to determine: 1) if selected regional variables could explain the differences in the responses of invertebrates and algae to urbanization among these 9 metropolitan areas , and 2) the relevance of regional factors for understanding large-scale patterns in the effects of urbanization. This study was conducted as a part of the US Geological Survey (USGS) National Water-Quality Assessment (NAWQA) Program.
Methods
The 9 urban studies had a common study design (Tate et al. 2005 ) that used nationally available geographic information system (GIS) data (Falcone et al. 2007) to define a population of candidate basins (typically basins drained by 2 nd -or 3 rd -order streams) from which study basins were selected to represent a gradient of urbanization. Natural environmental variability was minimized within each metropolitan area by dividing candidate basins into groups with relatively homogenous natural environmental features (e.g., ecoregion, climate, elevation, stream size). Urban intensity was quantified based on a multimetric index (metropolitan area national urban-intensity index [MA-NUII] ) that combined housing density, % basin area in developed land cover, and road density into an index scaled to range from 0 (little or no urban) to 100 (maximum urban) within each metropolitan area (Cuffney and Falcone 2008) . Once groups of basins with relatively homogeneous environmental features were defined (candidate basins), 28 to 30 basins were selected to represent the gradient of urbanization in each metropolitan area (Fig. 2) . This spatially distributed sampling network was intended to represent changes in urbanization through time (i.e., substitute space for time).
Conditions in each basin were verified by field reconnaissance. If conditions in a basin deviated substantially from what was expected, a sampling reach (150-m stream section at the base of the basin) was disturbed by local-scale effects (e.g., channelization, road or building construction), or land owners denied access, then an alternate basin from the same group or a group with similar natural environmental characteristics was selected to represent the same level of urban intensity. Studies were conducted during 1999 -2000 (BOS, BIR, and SLC), 2000 (ATL, DEN, and RAL), and 2003 -2004 . Details of the study designs can be found in Coles et al. (2004) , Cuffney et al. (2005 Cuffney et al. ( , 2010 , Tate et al. (2005) , and Giddings et al. (2009) .
The SLC design differed from that of the other metropolitan areas in that many of the basins were nested one within another. This modification was 798 T. F. CUFFNEY ET AL.
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necessary because of the very small number of streams that are present in SLC and was possible only because urban development in the SLC basins has progressed upstream over time ensuring that urban intensity increases downstream. The SLC landscape characterizations were restricted to the portions of the basins that were in the Central Basin and Range ecoregion (Omernik 1987) . The portions in the Wasatch and Uinta Mountains ecoregion were excluded because no urban development has occurred in this area, and the biology and geomorphology of the streams in this ecoregion are very different from the Central Basin and Range ecoregion. Large reservoirs in DEN constituted major discontinuities that effectively isolated the upper and lower portions of many of the candidate basins. Consequently, landscape characterizations in DEN were restricted to the portions of the basins that were below the major reservoirs.
Macroinvertebrate and algae data
The NAWQA Program sampling protocols were used to collect quantitative benthic macroinvertebrate and algae samples over a 1-to 4-wk period during summer base flows as described in Giddings et al. (2009) . The USGS Invertebrate (IDAS) and Algal Data Analysis Systems (ADAS) (Cuffney and Brightbill 2011) were used to resolve taxonomic ambiguities (Cuffney et al. 2007) and to calculate assemblage metrics and diversity measures. Invertebrate tolerances from 4 different regions of the country (Barbour et al. 1999 , NCDENR 2006 were used to calculate invertebrate tolerance metrics for the 9 metropolitan areas as follows: mid-Atlantic (BOS), southeast (ATL, BIR, RAL, DFW), midwest (MGB), and northwest (DEN, SLC, POR). Algal-assemblage metrics were based on national traits information compiled by Porter (2008) . Data were converted to densities (no./m 2 ) prior to resolving ambiguous taxa and calculating assemblage metrics. Nonmetric multidimensional scaling (Clarke and Gorley 2006) was used to obtain axis-1 site scores based on 4 th -root-transformed density data and BrayCurtis similarity. Axis-1 site scores were rescaled, where necessary, to standardize the direction of response so that site scores decreased as urban intensity increased (Table 2) were chosen on the basis of previous analyses that had established these metrics as responsive to urbanization .
Environmental data
Land-cover data were based on the National Land Cover Data 2001 (NLCD01) data set and processing protocols (USGS 2005 , Falcone et al. 2007 ). Antecedent agriculture (AAG) estimates in each region were obtained by averaging % basin area in row crop, pastures, and grasslands for the population of candidate basins that had low levels of urbanization (MA-NUII ƒ 10). This procedure assumes that the mix of land cover that exists today is representative of the mix of land cover that existed when the basins were first developed. AAG could be defined only for basins with low levels of urbanization, and it showed much more variance among regions than within (Table 1) , so AAG was categorized as a regional variable. Our previous work ) has indirectly linked AAG to differences in invertebrate responses to urbanization and has shown that AAG divides metropolitan areas into 2 categories: high ( §79% basin area) and low (,25%) AAG . For this reason, AAG was modeled as both a continuous variable and as a categorical variable.
Soils data (% clay soils in the basin) were summarized from STATSCO data (Falcone et al. 2007) . The region-level clay soils variable (CLAY) was obtained by averaging the basin-level values within each metropolitan area (region). CLAY was selected over other soil characteristics because it provides a measure of the potential for streams to be affected by fine sediment if perturbed by urbanization.
Mean annual precipitation (cm) and air temperature (uC) were derived for each of the study basins on the basis of 1-km-resolution DAYMET model data (Daymet 2005) . These data represented 18-y (1980-1997) temperature and precipitation means obtained from terrain-adjusted daily climatological observations (Falcone et al. 2007 ). Region-level mean annual temperatures (TEMP) and precipitation (PRECIP) were obtained by averaging mean annual temperatures for the study basins in each metropolitan area. TEMP and PRECIP represent the influence of regional climatic factors on the responses of invertebrates and algae. [SILT] , and % sensitive [SENS]), which were expressed as proportions of total abundance, were logit-transformed prior to analysis to ensure equal uncertainty across all proportions. Urbanization in the regression analyses was represented by % basin area in developed land (URB) rather than the MA-NUII used in our previous work (Cuffney and Falcone 2008) to facilitate comparison of urban intensity in this study with other studies. URB is 1 of the 3 variables used to calculate the MA-NUII and is strongly correlated with that index (r = 0.95-0.99).
Multilevel hierarchical regression models
Multilevel hierarchical regression was used to incorporate hierarchically structured (multiple basins within multiple regions) predictor variables into the models of invertebrate and algal responses to urbanization. This regression method provides a hierarchical framework for identifying the effects of group-level (regional) predictors on individual level outcomes (basin-level urbanization). From a statistical perspective, mixed-effect models (e.g., multilevel hierarchical regression) are more efficient at modeling multitiered effects than are fixed-effects models (e.g., multiple linear or generalized linear regression) that must use dummy variables and interaction terms to represent multitiered effects (Gelman and Hill 2007) .
Multilevel hierarchical models estimate the effects of regional predictors (e.g., TEMP) by relating the slopes and intercepts of the basin-level responses to URB (y ij =a j zb j ½URB ij ) to regional predictors (P bj for slopes, P aj for intercepts) using separate linear models for slopes (b j =c b0 zc b1 P bj ) and intercepts (a j =c a0 zc a1 P aj ). The linear predictors (c a0 and c a1 for intercepts, c b0 and c b1 for slopes) are hyperparameters that describe the relation between the regionlevel predictors and the basin-scale intercepts (a j ) and slopes (b j ) that describe the biology-to-urbanization relationships (Fig. 2) . The hyperparameters c a0 and c a1 describe how background conditions (URB = 0) are affected by the regional predictor(s). For example, if TEMP is the regional predictor, the hyperparameter c a0 estimates background conditions at a TEMP of 0uC, and c a1 estimates the rate at which background conditions change as TEMP changes. The hyperparameters c b0 and c b1 describe how the rate of response to URB (slope) is affected by the regional predictor(s). For the TEMP example, c b0 describes the estimated rate of response to URB at 0uC, and c b1 estimates the rate at which the rate of response to URB changes as TEMP changes. Collectively, the hyperparameters can be used to predict basin-level biotic responses to URB based on region-level predictors.
Multilevel hierarchical models incorporate partial pooling (Appendix I, Eq. 1) in the estimation of regional intercepts (a j ) and slopes (b j ). Partial pooling represents a compromise between complete pooling (all metropolitan areas combined) and no pooling (separate regressions for each metropolitan area) of the data. The advantage of partial pooling is that the unexplained variance at each level (basin and region) can be reduced by using both individual-(basin) and group-level (region) predictors to estimate model parameters. This approach is particularly useful when sample sizes in some groups are very low. Three model templates were used to develop the 9 multilevel hierarchical regression models (Table 3) . Each template uses URB as the basin-scale predictor of urban intensity, but each template differs in how regional predictors are incorporated. Template 1 does not incorporate region-level predictors. Instead, the regional intercepts (a j ) and slopes (b j ) are based on the means of the intercepts (m a ) and slopes (m b ) for the 9 regions (Appendix I, Eqs 2, 3). Template 2 uses a single continuous regional predictor to estimate regional responses (intercepts and slopes) to URB (Appendix I, Eqs 4, 5). Template 3 uses 2 regional predictors, a continuous predictor and a categorical (high, low) representation of AAG to estimate regional response (slopes and intercepts) to URB (Appendix I, Eqs 6, 7). Regional AAG was included both as a continuous (model 5) and categorical (models 6, 7, and 8) predictor because AAG in metropolitan areas tended to be either high ( §79% of basin area in MGB, DEN, and DFW) or low (,25% in BOS, RAL, BIR, ATL, SLC, and POR) . Detailed descriptions of the models are given in Appendix I, and the statistical concepts behind the use of these multilevel hierarchical models for analyzing responses along urban gradients are given in Kashuba et al. (2010) and Qian et al. (2010) .
Most of the multilevel hierarchical regression models (2, 3, 5, 6, 7, and 9) use the same predictors to model both the intercepts and slopes of the responses to URB (Table 3) . However, different regional predictors can be used for slopes (P bj ) and intercepts (P aj ) as illustrated in models 4 and 8. The estimated regional parameters (a j and b j ) were derived using the lmer (linear mixed-effects regression) and glmer (general linear mixed-effects regression) functions in the lme4 package in R (Bates and Maechler 2010) . As with the simple linear regressions, responses derived from count data were modeled using Poisson multilevel hierarchical models (glmer), continuous response variables were modeled using lmer, and algal response measures (HALO, EUTR, SILT, and SENS) were logittransformed prior to analysis with lmer.
Deviance information criteria (DIC) were used to compare the fit of the multilevel models derived for each assemblage metric. Comparisons of DIC values were simplified by expressing DIC relative to model 1 (no regional predictors) by subtracting DIC values for models 2 to 9 from the DIC value for model 1 (the larger the value, the better the fit relative to model 1 [no regional predictors]). DIC provides a mechanism for comparing the fit of models with differing numbers of predictor variables, but it is a relative and not an absolute measure of fit (Spiegelhalter et al. 2002) , so comparisons of DIC are restricted to comparisons of models for each metric and cannot be used to compare models for different metrics.
Results

Simple regression (unpooled) models
The intercepts of the simple linear regression models provide an estimate of conditions prior to urbanization (URB = 0), i.e., an estimate of background conditions. The models of invertebrate responses showed that background conditions varied TABLE 3. Basin-and regional-scale variables used to define the 9 multilevel hierarchical regression models. The templates (1-3) that describe the model structure are presented in Appendix 1. URB = % developed land cover in the drainage basin, PRECIP = mean annual precipitation, TEMP = mean annual air temperature, AAG = antecedent agriculture, CLAY = mean % clay soils in basin.
Model
Model structure Basin-level predictor (Table 4) indicated that HALO at background sites in the Midwest (MGB, DEN, DFW) were higher (12-32%) than for background sites in the East and West (3-6%) as were EUTR (6-61% in East and West, 63-93% in Midwest) and SILT (4-18% in East and West, 14-70% in Midwest). SENS showed large overlaps between intercepts in the Midwest (25-76%) and the East and West (44-97%). Intercepts for HALO, SILT, and EUTR showed the same regional differences for algae as were observed for invertebrates. Metropolitan areas in the Midwest tended to have background conditions, Slopes of the algal responses to URB varied among regions, and none of the response variables showed statistically significant slopes for all metropolitan areas (Table 4 ). The regional patterns in slopes that were observed for invertebrates were not observed for algae, i.e., the range of slopes in the Midwest overlapped with slopes in the East and West and nonsignificant slopes were associated with metropolitan areas in the East, West, and Midwest. Slopes varied considerably among metropolitan areas, but HALO, EUTR, and SILT diatom metrics all had positive slopes for all metropolitan areas except DFW (HALO, SILT) and MGB and DFW (EUTR) indicating that the percentage of diatoms composing these metrics tended to increase with increasing urbanization. SENS diatoms showed the opposite trend, and the percentage decreased as urbanization increased except in ATL.
Regional differences (Midwest vs East and West) in responses to urbanization (slopes and intercepts) were evident for invertebrates. However, regional patterns in algal responses to urbanization, particularly slopes, were not as evident. The simple linear regressions indicated regional differences in responses to urbanization, but they were not able to provide a direct explanation for these regional patterns.
Multilevel regional models
Hyperparameters (regional slopes and intercepts) derived from the multilevel hierarchical regressions (Appendix 2 for invertebrates, Appendix 3 for algae) define how the relations between invertebrate responses and URB within each region (slopes and intercepts) change in response to regional predictors. Each of the multilevel models describes regional regressions for slopes and intercepts based on a regional predictor (Models 2-9) or regional averages (Model 1). Models 6, 7, and 8 incorporate AAG as an additional regional predictor in metropolitan areas with high AAG (MGB, DEN, DFW). Consequently, models 6, 7, and 8 have separate regression lines that define the responses of intercepts and slopes for regions with high and low AAG with the differences between the lines determined by the hyperparameters d aAG and d bAG . In addition to describing the regional responses, the hyperparameters presented in Appendices 2 and 3 can be used to predict a slope or intercept in another metropolitan area based on the regional variables in the model.
The relative fits of the models are described in Table 5 , which compares DIC scores relative to model 1 (no regional predictors). The DIC scores indicated that the models with region-level predictors (models 2-9) provided better overall fit than did models without regional predictors (model 1) for both invertebrates and algae. Model 5 (continuous AAG) provided the largest improvement in fit for most invertebrate (NMDS1, EPT, RICHTOL) and algal (HALO, EUTR, SITL) responses. However, the plot of model 5 (Fig. 3) confirmed earlier concerns that the discontinuous distribution of regional AAG violates model assumptions and exaggerates the fit of the model caused by the statistical implications of predicting a line with essentially 2 points. Given these problems, it was decided that AAG should be represented only as a categorical predictor (models Models that incorporated categorical AAG and TEMP or PRECIP generally were better for predicting invertebrate responses than were models that used only a single predictor. The responses of RICHTOL to TEMP (model 3) and to the combination of TEMP and categorical AAG (model 7) illustrate how incorporating the effects of AAG improved the fit of the model and the ability to discern the effects of TEMP. The models based solely on regional TEMP (Fig. 4A ) contained much greater scatter around the regression lines than did the models that incorporated categorical AAG (Fig. 4B) . The influence of categorical AAG in model 7 (Fig. 4B) is evidenced by the distance between the regression lines, which is determined by the hyperparameters d aAG (intercepts) and d bAG (slopes). The influence of TEMP after accounting for categorical AAG is observable by examining the slopes of the regression lines (c a1 and c b1 ). In this example, the effect of AAG on the intercepts (1.65 units higher for high AAG) and slopes (2.05 units higher for low AAG) of the response to URB is large when compared to the response across the range of TEMP (8-20uC) for intercepts (1.56 unit increase) and slopes (0.91 unit decrease). The model hyperparameters provide quantitative evidence of the influence of AAG on the responses of invertebrates that could only be inferred in previous studies .
The DIC scores for the invertebrate models indicate that model 8 (categorical AAG, TEMP predicting intercepts, PRECIP predicting slopes) provides a good fit for all invertebrate responses (i.e., improvement in DIC relative to model 1 is close to the maximum observed for each response variable). This result suggests commonality in the responses of the 4 invertebrate metrics, but some noteworthy differences were found among invertebrate response metrics. The model based on RICH had relatively little improvement in DIC scores compared to the other metrics, a FIG. 3 . Slopes (61 SD) and intercepts (61 SD) of the response of Ephemeroptera, Plecoptera, Trichoptera (EPT) taxon richness to % developed land cover (URB) predicted using continuous region-level antecedent agriculture (AAG) (model 5). Regional mean values for AAG fall into 2 categories (high: §79%, low: ,25%) violating the assumption of the regression model. Abbreviations of metropolitan areas are given in Table 1.   806 T. F. CUFFNEY ET AL.
[Volume 30 FIG. 4 . Slopes (61 SD) and intercepts (61 SD) of the response of richness-weighted invertebrate tolerance (RICHTOL) to % developed land cover (URB) predicted using mean annual air temperature (TEMP) (A) and TEMP combined with categorical antecedent agriculture (AAG) (B). The influence of TEMP is discernible after accounting for AAG.
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result suggesting that it was not a good indicator of response to URB. NMDS1, which incorporated information on the entire invertebrate assemblage, showed nearly as good a fit with PRECIP alone as it did in combination with categorical AAG. Model 8 indicated that conditions prior to urbanization (background conditions) were better (higher NMDS1, RICH, and EPT, lower RICHTOL) in regions with low AAG compared to regions with high AAG at the same TEMP as indicated by d aAG (in Table 6 , negative for NMDS1, RICH, and EPT and positive for RICHTOL). This hyperparameter (d aAG ) represents the difference in intercepts (Appendix 2, Table A1 ) between high and low AAG (high AGG-low AAG). All background conditions increased as TEMP increased (positive c a1 values for intercepts). The changes in background conditions arising from AAG (d aAG ) were greater than the changes in the value of the intercepts (c a1 ) over the TEMP gradient (8-20uC).
The rates (slopes) of response to URB in model 8 were strongly affected by AAG. The difference in slope between metropolitan areas with high and low AAG (d bAG ) exceeded the change in slope (c b1 ) over the PRECIP gradient (40-160 cm) for NMDS1, EPT, and RICHTOL, but not RICH (Table 6 ). The influence of regional factors (PRECIP) on the rates at which slopes change must be interpreted carefully by considering how the regional (c b1 ) slopes affect the basin-level (b i ) slopes and how these changes affect the values of the metrics and the assessment of condition (e.g., better conditions associated with lower RICHTOL and higher NMDS1, RICH, and EPT). The regional slopes (c b1 ) are negative for the 4 metrics, whereas the basin-scale slopes are negative for NMDS1, RICH, and EPT and positive for RICHTOL. Consequently, negative regional slopes indicate that the rate of decline increases (i.e., becomes more negative) for NMDS1, RICH, and EPT as PRECIP increases and decreases (i.e., become less positive) for RICHTOL. Collectively, these changes indicate that assemblage conditions represented in all 4 metrics degrade more rapidly per unit of URB as PRECIP increases.
The combination of categorical AAG and regional climate (TEMP and PRECIP) provided a means to explain the poor correspondence between invertebrate responses and URB that were observed in the unpooled regressions for DEN, DFW, and MGB (Table 4) . High AAG degrades the condition of the background assemblages and reduces the rates of response across the URB gradient relative to other regions. Consequently, high AAG can mask the effects of urbanization and make detecting assemblage changes more difficult.
In contrast to the invertebrate models, the DIC values for the algal multilevel models did not suggest a common model for the responses of all 4 metrics. Three (EUTR, SENS, SILT) of the 4 algal metrics were best fit by model 9 (CLAY), and only HALO showed a best fit with a model that included AAG (model 6). HALO responded in a manner similar to the NMDS1 invertebrate metric in that models that incorporated PRECIP alone (Model 2) or in combination with AAG (models 6 and 8) showed good improvement in fit compared to model 1 (no regional predictors). Similar to RICHTOL, the response of HALO contained considerable scatter when predicted using PRECIP alone (Fig. 5A ) and considerable improvement in fit when combined with categorical AAG (Fig. 5B) . Responses of other algal metrics were best fit by CLAY in the region (Fig. 6) . Some similarities existed among invertebrate and algal responses (e.g., RICHTOL and HALO), but the algal assemblages were less responsive to AAG than were the invertebrate assemblages and were more responsive to CLAY.
Background conditions (intercepts) of HALO (model 6) differed greatly between regions with high AAG [Volume 30 FIG. 5 . Slopes (61 SD) and intercepts (61 SD) of the response of % salt-tolerant diatoms (HALO) to % developed land cover (URB) predicted using mean annual precipitation (PRECIP) (A) and mean annual air precipitation (PRECIP) combined with categorical antecedent agriculture (AAG) (B). The influence of PRECIP is discernible after accounting for AAG.
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and low AAG (Fig. 5B) . Regions with high AAG had a higher HALO in the absence of urbanization than did regions with low AAG, and HALO in background sites tended to increase with increasing PRECIP. The slope of the response of HALO to URB tended to decrease as PRECIP increased and to be higher in low AAG sites than in high AAG sites for a given level of PRECIP. These results indicate that, in the absence of urbanization, high levels of AAG produce conditions that favor halophilic algae that probably are a result of salts washing into streams from irrigation, drainage, and use of fertilizer. The responses of EUTR, SILT, and SENS algae to URB (intercepts and slopes) were best represented by CLAY in each region (model 9). The proportion of SENS diatoms at background sites (intercepts) decreased as the regional CLAY increased, and the rate of response increased as CLAY increased in the region (Fig. 6) . The opposite response was observed for EUTR and SILT diatoms. The proportion of each at background sites tended to increase as the regional CLAY increased (e.g., EUTR at urban background sites = 22.3119 + 0.0741 [CLAY] ; Appendix 3, model 9). The rates at which EUTR and SILT responded to URB (slopes) both decreased as CLAY increased in the region (e.g., EUTR rate of response to urbanization = 3.8218 2 0.0862 [CLAY] ; Appendix 3, model 9). These trends were consistent with a general decline in conditions associated with an increase in fine substrates in regions with high CLAY.
Discussion
Multilevel hierarchical regression models directly incorporated environmental variables that act at basin (URB) and regional (AAG, TEMP, PRECIP, and CLAY) scales into relatively simple models that explained the variation in invertebrate and algal responses across the USA and that could be used to investigate causal factors and to make predictions. These models revealed that invertebrate responses to urbanization tended to be more sensitive than algal responses to FIG. 6 . Slopes (61 SD) and intercepts (61 SD) of SENS (% sensitive diatoms) to % developed land cover (URB) predicted using region-level % clay soil (CLAY) (model 9).
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regional climatic (TEMP and PRECIP) and land cover (AAG) disturbances. Algae tended to be influenced more by regional soil characteristics (CLAY). Models that incorporated only basin-scale predictors were not able to detect these large-scale patterns. Regional temperature and precipitation acted together to influence important ecological characteristics, such as natural vegetation (forest, shrub-, and grasslands), riparian conditions, hydrology, material cycling, and energy flow. Collectively, these factors determined the lotic communities (background conditions) that are affected by agriculture and urbanization. Regions of the country where temperature and precipitation favored the development of forest lands (ATL, BIR, BOS, MGB, RAL, and POR) tended to have assemblages with higher richness and more intolerant forms than areas where climate favored the development of grass-(DEN, DFW) or shrub-lands (SLC). Consequently, regions where forests were being converted to urban land (BOS, RAL, ATL, BIR, POR) tended to have background invertebrate assemblages with higher richness and more intolerant forms than did areas of the country where agricultural or grazing lands were being converted to urban lands (MGB, DEN, DFW). Biological conditions also tended to degrade at faster rates in forested areas than in areas with high AAG, in part, because higher initial background values led to greater changes over the gradient. The hyperparameters derived from multilevel hierarchical regression were able to quantify the effects of natural (TEMP and PRECIP) and anthropogenic regional factors (AAG) that directly affected the background conditions (assemblage structure) upon which urbanization acts. These models were particularly useful for documenting the effects of high levels of AAG on the invertebrate assemblages prior to the onset of urbanization. Degradation by AAG reduced the ability to detect effects arising from urbanization.
Models that incorporated only basin-scale variables underestimated or failed to detect the effects of urbanization when these effects were masked by factors that varied regionally (e.g., AAG). This masking led to erroneous conclusions regarding the condition of streams, the effectiveness of mitigation efforts, or the causes of degradation. Our use of multilevel hierarchical regression models to incorporate predictors measured at multiple, hierarchically related spatial scales and encompassing multiple metropolitan areas with contrasting environmental settings led to a much greater understanding of the regional factors driving basin-scale responses to urbanization and helped us avoid conclusions that were obviously erroneous when viewed at larger spatial scales. For example, the extent of agriculture in the Midwest made it more difficult to establish background conditions against which change could be assessed. Multilevel hierarchical regression models provided a mechanism for addressing this problem by incorporating regional predictors that could be used to establish expected conditions and predict changes arising from climatic conditions, agriculture, and urbanization. Hierarchical regression provides a mechanism for incorporating multiscale predictors in predictive models that can complement more complex modeling procedures, such as structural equation models (Grace 2006 ) and multivariate models (e.g., River InVertebrate Prediction and Classification System [RIVPACS], Clarke et al. 2003) .
The distribution of AAG observed in our study was interesting because it was essentially categorical and either represented relatively modest (,25% of basin area) or very high ( §79%) levels of agricultural development. Whether this pattern is consistent for all metropolitan areas across the continental USA has yet to be established. However, AAG in other metropolitan areas studied in the NAWQA Program (Anchorage, Alaska; Dayton, Ohio; and Chicago, Illinois) followed the same pattern. The effects of AAG on the response to URB were large, often exceeding the effect of regional climate variables (TEMP and PRECIP). AAG, which encompassed both row-crop and grazing lands, affected biota through changes in natural vegetation, sedimentation associated with land disturbance, nutrient enrichment, pesticide contamination, and flow alteration (drains, irrigation). These effects also are commonly associated with urbanization Meyer 2001, Walsh et al. 2005 ) making differentiation of AAG and URB effects more difficult.
Climate factors (TEMP and PRECIP) also were important in determining differences in the responses of invertebrate assemblages. However, the effects of these variables were most apparent when they were modeled in combination with AAG (models 6-8). This result implies that large-scale studies of the effects of climate change may fail to detect effects if they do not also address changes in regional land use. Metropolitan areas with lower TEMP or higher PRECIP tended to have better background conditions (intercepts were higher for RICH, EPT, NMDS1; lower for RICHTOL) than did metropolitan areas with higher TEMP or lower PRECIP, particularly when compared within categories of AAG (high, low). Better background conditions were associated with lower TEMP and higher PRECIP because these conditions favor the development of forests that present less harsh environmental conditions (e.g., generally more moderate temperature regimes, more abundant and 2011] REGIONAL MODELS OF URBAN EFFECTS 811 predictable precipitation, and greater variety of C sources) than grass-or shrub-lands. The ability of multilevel hierarchical regression to separate the effects of regional climate (TEMP and PRECIP) factors from anthropogenic factors (AAG) provided an important mechanism for understanding and predicting background conditions across the country. Regional changes in background conditions reflected both natural biogeographic differences (e.g., climatic differences) and anthropogenic differences. The rates at which assemblages changed in response to increasing URB also were lower in areas with higher TEMP or lower PRECIP, in part, because the differences in background conditions (intercepts) dictated the maximum amount of change that could occur over the gradient. The results from these models suggested that in regions where climate change will result in increased temperatures or decreased precipitation, background conditions are likely to become degraded relative to the original conditions as temperature (Sweeney and Vannote 1978) and flow (Poff et al. 2010) regimes become suboptimal for the species that compose the assemblage. If these types of changes in the background assemblages are not taken into account, then the effects of urbanization on invertebrate assemblages may be underestimated or missed entirely. This may be particularly problematic in areas where reference sites no longer exist and assessments depend on comparisons with historic conditions. HALO diatoms displayed responses similar to those of invertebrates, i.e., the responses (intercepts and slopes) were affected by AAG and PRECIP. Most of the diatom response indicators (EUTR, SILT, SENS) were better explained by CLAY than by AAG. The lower the CLAY in the region, the better the condition of the background diatom assemblage (i.e., higher SENS taxa, lower EUTR and SILT forms) and the higher the rate of response to URB. The presence of clay soils in the region probably was indicative of the sedimentation potential in the streams. Areas with high-clay soils were likely to have finer and less stable substrates that may have favored disturbance-tolerant diatoms. The slopes of diatom responses were lower in areas with higher CLAY, in part, because background conditions were degraded relative to those at sites with less CLAY. Thus, the amount of change that could occur along the gradient was less than in areas with low CLAY (e.g., BOS) that received most of their sediments from urbanization.
The multilevel hierarchical regressions confirmed our earlier work that suggested that AAG plays a role in determining regional background conditions and rates of response for invertebrates . However, our previous work could link invertebrate responses only indirectly to AAG by comparing the intercepts and slopes of the unpooled regressions for regions with high and low AAG. This indirect method did not provide a means for quantifying the relation between classes of AAG and URB. That is, no means existed to estimate the expected response (slopes and intercepts) for a region outside the 9 that were studied. Multilevel hierarchical regression also helped reveal that climate (TEMP, PRECIP) was important in determining invertebrate response and that CLAY was important in determining algal responses, results that were not detected in our previous work.
The primary utility of the multilevel models is incorporation of larger-scale (regional) predictors to explain the differences in slopes and intercepts of the models that are based on smaller-scale (basin) predictors. Incorporating regional predictors does not improve the fit of the basin-scale models as might be expected when adding additional basin-scale predictors in a multiple regression model. For example, the slopes of the basin-scale models for EPT in MGB, DEN, and DFW were not significantly different from 0 and the incorporation of regional variables did not change this result. The incorporation of regional predictors (e.g., AAG, TEMP, PRECIP) in the multilevel models did provide the ability to explain what circumstances led to low or high slopes or intercepts. This information was extremely valuable for interpreting the basin-scale regressions and for understanding the ecological processes governing the responses at both the basin and regional scales. A nonsignificant regression can arise from a number of factors including problems with implementing the study design and obtaining and processing samples. The ability to explain the low values for slopes in MGB, DEN, and DFW on the basis of a common set of regional predictors that also explained high slopes helped to ascertain that the observed differences were ecologically meaningful and not the result of experimental error.
Models serve 2 important functions. They can provide insight into the environmental factors that are important in driving responses (understanding), and they can provide the ability to extrapolate to regions outside of the study (prediction). The primary contribution of the models described in our paper is to the understanding of the regional factors that modify responses to urbanization across the continent. The use of these models for prediction purposes has yet to be established, but given the relatively small sample size (9 metropolitan areas, 6 representing high AAG and 3 representing low AAG), data 812 T. F. CUFFNEY ET AL.
[Volume 30 from more regions probably will be needed before these models can be used to predict responses across the country reliably. The use of multilevel hierarchical regression models helped to demonstrate clearly the influence of regional-scale environmental factors, both natural (climate and soils) and anthropogenic (agricultural), in determining basin-scale responses to urbanization. This influence provided strong evidence against a one-size-fits-all approach to monitoring and mitigating the effects of urbanization across the USA and provided rationale for developing regionally tailored solutions to these problems. Continuing the development and refinement of regional models is critical to understanding how urbanization affects invertebrate and algal assemblages at local, regional, and continental scales and for the development of effective programs for monitoring, regulating, and mitigating the effects of urbanization ).
APPENDIX 1. Model descriptions
Partial pooling
Partial pooling represents a compromise between 2 extremes: complete pooling (no categorical predictor, all regions combined) and no pooling (separate models for each region). The pooled and unpooled estimates are weighted by group (region) sample size and variation within and between groups to obtain the estimate of the partially pooled, multilevel estimate of the mean (Eq. 1) for the region (Gelman and Hill 2007) 
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Whereâ a j multilevel is the partially pooled, multilevel parameter mean estimate for region j, y y j is the unpooled estimate of the mean from region j, y y all is the completely pooled estimate of the mean for all regions, n j is sample size of region j, s y 2 is the withinregion variance, and s a 2 is the between-region variance.
The multilevel estimateâ a j multilevel is close to a complete pooling regression model when the regionlevel variation (s y 2 ) and sample (n j ) size are small, whereas it is close to a no-pooling regression model when between-region variance (s a 2 ) and sample size are large. Unlike classical regression models, multilevel hierarchical regression models can reduce the unexplained variance at each level (basin and region) by using both individual-(basin) and group-level (region) predictors to estimate model parameters. This approach is particularly useful when sample sizes in some groups are very low. The 9 metropolitan areas had similar sample sizes (28-30) and large between-region variance, so the regression models based on partial pooling were similar to the regression models based on no pooling (Fig. A1) .
Description of the templates used in the multilevel hierarchical regressions (see Table A1 
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Template 3.-Two region-level predictors, one continuous and one categorical Template 2.-The intercepts (a j ) and slopes (b j ) are allowed to vary by region (Eq. 4). However, intercepts and slopes are each modeled as a linear function of a single continuous regional predictor (P aj for intercepts, P bj for slopes) that estimates the mean intercept and slope for each region as a linear   FIG. A1 . Scatterplots of Ephemeroptera, Plecoptera, Trichoptera (EPT) richness compared to % developed land cover (URB) for each metropolitan area showing results for model 1 (no regional predictors) based on complete pooling, no pooling, and partial pooling of the data. Abbreviations for metropolitan areas are given in Fig. 1 . APPENDIX 2. Multilevel regression coefficients describing the responses of benthic macroinvertebrates to % developed land cover (URB) based on models with (models 2-9) and without (model 1) regional predictors. Response variables are as in Table 2 . PRECIP = mean annual precipitation (cm), TEMP = mean annual temperature (uC), AAG = antecedent agriculture (% basin area). Model parameters are explained in Appendix 1, APPENDIX 3. Multilevel regression coefficients describing the responses of benthic algae to % developed land cover (URB) based on models with (models 2-9) and without (model 1) regional predictors. Response variables are as in Table 2 . PRECIP = mean annual precipitation (cm), TEMP = mean annual temperature (uC), AAG = antecedent agriculture (% basin area). Model parameters explained in Appendix 1, 
