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Abstract-In this paper, we consider the nonlinear time optimal control of double integral plants 
and, without applying the maximum principle of Pontryagin, several properties of the problem are 
derived from the potential point of view. A control problem of a rotating rigid body, which can be 
seen in crane control systems, is solved by the present method and its effectiveness is shown. 
1. NONLINEAR DOUBLE INTEGRAL PLANT 
In the previous papers [l-3], the time optimal control problem of a rotating rigid body suspended 
by a light wire is discussed from the energetic point of view. In this paper, without applying 
the maximum principle [4,5], we try to extend the previous results to the nonlinear time optimal 
control problems governed by a kind of double integral plants. 
Consider now the following nonlinear time optimal control problem given by 
a?i = z2, 
ii?, = -d 21 - f(q) + Ku, 
%(O> = 210, Q/> = 0, 
22(O) = 220, x2(q) = 0, 
(1.1) 
where f(~ C”) is a nonlinear function of 21, and w (>O), I( (>O), z(0) = (tie, 220), and tf 
denote a natural frequency, a control gain, the given initial state, and the unknown final time, 
respectively. It is also assumed here that the control variable u(t) is bounded by 
I u(t) II 1, 0.2) 
for Vt. 
2. CONSERVATION OF ENERGY 
Since &. = 22 (&z/&i), by integrating (l.l), we have 
E(w, z) = fzi +w2(2t1 - w)2l + fyzl) = const*, 
where 
KU 
v=- 
w2 ’ 
(2.1) 
(2.2a) 
and 
F(a) = J r(a> h 121=rI(l) * (2.2b) 
Here E denotes the potential of the system (l.l), and 2) is called the normalized control. It is 
easily seen that the potential E given by (2.1) is symmetric with respect to +I-axis. 
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3. CONTROL WITHOUT SWITCHING 
Let us first consider the optimal control which transfers the initial state (zl0, z~0) to the origin 
(0, 0) without switching the control u. We now have the following theorem. 
THEOREM 3.1. Suppose that ~ is defined by 
= [(z]0 + w2z~0)/2 ÷ F(zx0) - F(0)] (3.1) 
 10) 
at the g~ven initial state x(0) = (xl0, z2o), zlO ¢ 0. Then we have 
E(~, x(0)) = E(~, 0), (3.2) 
which shows that the potential at the initial state is equal to that at the origin. 
The proof of the theorem is obvious. 
Note here that ~, defined by (3.1), is a unique constant control gain ~:fi = w 2 ~, which can 
transfer the given initial state to the origin. 
As for the initial state on the x2-axis, we have the following. 
THEOREM 3.2. Let x(0) ---- (0, X2o), x2o yt O. Then E(v,x(O)) ~ E(v,O) forVv . 
PROOF. The potentials at the initial state and the origin are given by 
E(v, x(0)) - [x~° Jr w2v 2] 
2 ÷ F(0), (3.3a) 
and 
~j2 V2 
E(v, 0) = ~ + F(0), (3.3b) 
! 
respectively, which show that, since x20 ¢ 0, E(v, z(0)) ¢ E(v, O) holds. | 
COROLLARY 3.1. The so/ution El(t) o[(1.1), with x(0) - (Xl0,Z~0), El0 # 0 and ~(#0), given 
by (3.1), satisfies one of the following conditions: 
PROOF. 
(i) 
(ii) 
At the origin (0, 0), we have 
x l  = x2 - -  - -  
if El0 > 0, then El(t) _> 0 for Vt (>_0), 
if Xl0 < 0, then xl(t) < 0 for Vt (>0). 
(3.4a) 
(3.4b) 
which means that the potential curve is tangent to the x2-axis at the origin. From this fact 
and Theorem 3.2, it is easily seen that there is no constant potential curve E(~, z(t)) for Vt (>0) 
which intersects the x2-axis at (0, x2), x2 ~ 0. II 
OE(O, O) _ O, (3.5) 
Ox2 
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4. CONTROL WITH SWITCHING 
Let us now consider to transfer the initial state to the origin with a switching of the control u. 
4.1 Switching Point 
The following lemma plays an important role to determine the switching point z(t,)  = 
(z l ( t° ) ,z2( t , ) )  at t = t,; here t, is unknown. 
LEMMA 4.1. Let x(t) = (z l ( t ) ,z2(t ) )  be the solution of (1.1) with the initial state z(O), 
[ zx0 [ +1 Z~o [¢ O, and with the constant control Ku(t )  = to2v. Then the following relation 
holds: 
E(-?) ,  x(t)) "- E(•, x(0)) dc 2td 2 v Xl(t), forVt. (4.1) 
PROOF. From (2.1), with v = -Ku( t ) /w  2, we have 
E( -v ,  z(t))  = E(v, z(t))  + 2w 2 v xl(t)  
= E(~, ~(0)) + 2~ 2 v ~( t ) .  
THEOREM 4.1. Suppose that, for the given normalized contro/v = v* (¢0), E( -v* ,z ( t , ) )  = 
E( -v* ,O)  is satisfied at t = t,. Then there exists z*~(t,) such that 
• ~(t.) = [E( -v ' ,  0) - E(~', x(0))] 
(2~2 ~.) (4.2) 
Moreover, i f  d, defined by 
d = X~2o + w 2 [XlO + z*l(t,) - 2v*] [xlO -- X~(t,)] -[- 2 [F(ZlO) - F(x~(t,))], (4.3) 
satisfies 
then there exists z~(t,) such that 
where x' ( t , )  = (x~(t,), x2(t,)). 
d _> 0, (4.4) 
x~(t,) = =t:v~, (4.5) 
PROOF. From (4.1) and the following relations: 
E(v*, z(0)) = E(v*, x(t,)), 
and 
(4.6a) 
determined by 
(i) i f (a)  xlo >__ 0 and x;(t , )  - X2o < O, 
then u = u*, 
(ii) i f (c )z lo  > 0 and z~( t , ) -  z2o > O, 
then u = -u*.  
As for the details, see [2,3]. 
or (b) x lo < 0 and x i ( t , )  - ~2o > 0, 
or (d) x lo  < 0 and x~( t , )  - x2o < 0, 
(4.8a) 
(4.8b) 
E( 'v* ,  x(t,)) = E( -v* ,  0), (4.6b) 
we have (4.2). Once z~(t,) is calculated, from (4.6) and the condition (4.4), x~(t,) can be easily 
obtained. II 
CONTROL LAW 1. The sign of z~(t,) at the switching point z*(t,) = (z~(t,), z~(t,)) is chosen 
so as to satisfy the following inequality: 
sgn{zlo},  sgn{z;(t , )} < O. (4.7) 
CONTROL LAW 2. The direction of the time optimal control u at the initial time t = 0 is 
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4.~ Holding Control 
At the practical control problems it is important o hold the state to the origin after transferring 
from an initial state to the origin. For the purpose, the following theorem is useful. 
THEOREM 4.4. Suppose that at the origin, the control Ku is switched to the following value: 
K~ u~(t) = w 2 v~ = f(0), (4.9) 
for Vt >_ tl, where K~ u~ is termed here as holding control. Then the state is held to the origin 
for Vt > t! and its corresponding potential E(v~, 0), termed here as holding potential, is given 
by 
E(v~ 0)= [f(0)/w]2 + F(0). (4.10) 
' 2 
PROOF. From (1.1) at the origin and the condition (4.9), we have 
Xl ~-" X2 -" X2 = 0, (4.11) 
which shows that the acceleration of the state is zero at the origin, and hence there is no force 
for the state to leave from the origin. Substituting (4.11) into (2.1), we easily have (4.10). II 
5. TWO POINT  BOUNDARY VALUE PROBLEMS 
In order to determine numerically the switching time t, and the final time t!, we introduce 
time scale factors 41 (>_0) for the first subinterval [0,t,] and 42 (>_0) for the second subinterval 
[t,, t/]. Then we have the following two point boundary value problem (TPBVP): 
ordinary differential equations (ODE's); 
&i = 0, 
Xl = 4i  X2, (5.1) 
X2 -" Oti[ -0)2 Xl -- f (X l )  "~ Ku i ] ,  i = 1, 2, 
boundary conditions (BC's); 
(i) Xl(0) ---~ XlO, 
x2(0) = x 0, (5.2a) 
g1(41) = z l ( t l ) - z~( t , )  = 0 for[0,tl], 
(ii) zl(tl) = z *l(t,), 
z2(tl) = z~(to), (5.2b) 
g2(42) "-- X2(t2) -- 0 ---- 0 for [tl, t2], 
where tl and t2 are prescribed switching and terminal times, and t, = 41 tl and tf = 
t, + 42 (t~ - t~). 
At the k-th iteration, consider the following perturbed initial value problem (IVP): 
k~ = O, k#i = k4i + P, 
~11 -- k/~i Y2, y l ( t i -1 )  -- Xl ( t i -1 ) ,  (5.3) 
~12=k[3i[-w2yl-f(yl)h-Kul],  yz(ti_l)=Z2(ti_l), i=  1,2, k = 0,1,2, . . .  , 
where p denotes a perturbation parameter such that 0 < p << 1. Once gi(k/~i) is obtained, we 
form the following iteration algorithm for the new time scale factor 4i: 
gi(kai) k = 0, 1,. . .  , (5.4) k+14i  =_k 4 i -  8 i (k4 i , [~)  ' 
where 
= Lq'(kZ')-- g'(k4')],  i = 1,2, (5.5) 
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which is termed as initial value adjusting method (IVAM). The iteration algorithm is expected 
to have a nearly quadratic convergence [6,7]. 
Note here that, from the physical point of view, the time scale factor ai, i = 1,2 is necessary 
to be positive semi-definite. 
where 
and 
6. NUMERICAL  EXAMPLE 
Consider the rectangular rigid body in wind whose torsional system of equations is given by 
Xl = X2, X l (0 )  = Xl0 , 
(6.1) 
;~2 -" --OJ2 ;el - -  f (X l )  "t" Ku,  z2(O) = Z2o, 
lu(t) I_< 1, (6.2) 
f(X 1 ) : 7" (~ sin zl + 5 cos X 1 ) (a sin zl + b cos xl), (6.3) 
and xl shows the inclination of the body, x2 = zl,  e and 5 denote perturbations of the body, and 
a, b and r denote constants [1-3, 8-11]. 
Let us solve the time optimal control problem given by (6.1)--(6.3) under the assumptions 
that (a) a switching of the control is allowed, and (b) in place of the boundary conditions given 
by (5.2), the following equivalent boundary conditions: 
gl -=  E( -v ,  O) - E ( -v ,  x2(t+)) = O, (6 .4a)  
and 
g2 = E( -v ,  O) -  E(v, z (0) ) -  2~2v xl(t +) = 0, (6.4b) 
which are shown in (3.3) and (4.1), respectively, are given. Furthermore, (c) the following conti- 
nuity condition of xz at t = tl 
= - +)  = o, (6.4c) 
and the terminal condition 
g4 = z~( t2)  = 0, 
are given. 
We now define the convergence criterion G by 
G = g _< 10 -1°. 
In the subsequent computations, the following data are used: 
(A) a -- b = 3, 
(B) w = 0.1, 
(C)  rc  = r5  = 0.02, 
(D) initial state: (Xl0, x20) = (2, 1), 
(E) final state: (x l ( t / ) ,x2(t ] ) )  = (0,0), 
(F) given control gain: K = 0.3. 
(G) integration step size: h = 2 x 10 -3, 
(H) perturbation parameter: /~ = 10 -s, 
(I) initial guesses for time scale factors: to = 0, tl = 0.5, t~ = 1.0, al  = 12, as = 7, 
(J) initial guess for the state at t = tl : (xx(tl),x2(tl)) = (1 , -1) .  
(6.4d) 
(6.5)  
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Table 1. Convergence behavior of G 
iteration G 
0.3354 
0.6361 xIO - I  
0.2757x I0 - I  
O.1517xlO -4 
0.1928x10 -12 
Then we have the following values: 
(a) sequence of optimal control: {Ku} = {-0.3, + 0.3}, 
(b) optimal time scale factors: a~ = 10.3600, a~ = 9.0083, 
(c) switching and final time: t; = 5.1799, t~ = 9.6841, 
(d) switching point: (z~(t,), x~(t,)) = (2.1494,-0.9494), 
(e) potentials at the initial state and at the origin: E(v, x(0)) = 5.7596, E(-v, 0) = 4.4700, 
(f) holding control and potential: K~ u~ = w 2 v~ = 0.06, E(vo,O) - 0.15. 
Note that (i) the inequality z~(t,) < z20 holds, and (ii) a~ and a~ are positive. The convergence 
behavior of G defined by (6.5) is shown in Table 1. 
7. CONCLUDING REMARKS 
In this paper, the nonlinear time optimal control of double integral plants is discussed from 
the potential point of view, which is a generalization of previous results [1-3], and a numerical 
example of the time optimal control of a rotating rigid body suspended by a light wire in wind is 
solved by a different approach, in which by taking the conditions (4.1) and (4.6b) at t = t, into 
the boundary conditions for (1.1), the switching point z*(t,) is numerically determined. 
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