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Although competitive balance is an important concept for professional team sports, its 
quantification still remains an issue. The main objective of this study is to identify the best or 
optimal index for the study of competitive balance in European football using a number of 
economic variables and data from eight domestic leagues from 1959 to 2008. The findings that 
refer to the indices specially designed to capture the complex structure of European football 
support the longstanding “Uncertainty of Outcome Hypothesis”. The most comprehensive bi-
dimensional Special Dynamic Concentration index has the greatest effect on attendance while 
ranking mobility across seasons is more important for fans than seasonal performance. 
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 Measuring Competitive Balance and Uncertainty of Outcome Hypothesis in 
European Football 
 
The main objective of this article is to identify the optimal index of competitive balance in 
European football with respect to its impact in the number of spectators and (indirectly) in the 
revenues of professional team sports. According to Zimbalist (2003), any optimal measure has to 
be important from the fans’ perspective and their sensitivity should be used as a filter among 
potential indices. In that context, we construct an econometric model to identify which index 
better captures fans’ behaviour manifested by their demand to attend league games. Additionally, 
key assumptions may be derived concerning the relative importance of different aspects of 
competitive balance depending on the specific features of the optimal index. 
 
Competitive balance matters acutely for any professional sport league through its effect on 
demand (Neale, 1964). Increasingly this is not just ticket sales at league games, but television 
rights, which can be sold globally, and associated merchandise. Due to this level of importance, 
competitive balance has become a prominent topic of study in sports economics; however, as 
with many economic concepts, it is a latent variable which cannot be measured directly, and as 
such its quantification still remains an issue. Many different approaches have been introduced; as 
Zimbalist (2002, p. 112) puts it: 
“there are almost as many ways to measure competitive balance as there 
are to quantify money supply”.  
 
A certain degree of competitive balance instigates fans’ interest, and thus; leads to an increased 
demand for attending sporting events (El-Hodiri & Quirk, 1971; Rottenberg, 1956).This 
principle is of the utmost importance, since it implies that if fans were not responsive to 
competitive balance, its study would certainly be of no purpose. Given the fans’ responsiveness, 
both revenues and economic viability of a sports league are affected by the degree of competitive 
balance.  
 
Therefore, the attention of an economic analysis of competitive balance should be its effect on 
the fans’ behaviour, which is the longstanding “Uncertainty of Outcome Hypothesis” (UOH, Fort 
& Maxcy, 2003) also referred to as the empirical test of Neale’s (1964) “League Standing Effect” 
(Humphreys, 2002). Essentially, UOH analyses the relationship between competitive balance 
and fans’ interest which is exhibited by their demand for league products. In the present study we 
use attendance at league games, which is a conventional measure for the fans’ behaviour 
according to the most complete reviews for demand in professional team sports (Borland & 
MacDonald, 2003; Villar & Guerrero, 2003, Villar & Guerrero, 2009).   
 
Any optimal measure or index of competitive balance may differ from one sport to another or 
even from one league to another (Zimbalist, 2003). This issue reflects the championship structure 
of a particular sport or league. Our focus is on European football, which, according to Gerrard 
(2004, p. 39) is the heartland of football, the only truly global team sport. However, European 
football leagues are complex in structure, in that domestic championships are multi-levelled 
tournaments offering multiple prizes as opposed to the common single prize offered by North 
American ones (Kringstad & Gerrard, 2007). A special attention is given to the three -levelled 
structure of European football identified by Manasis et al. (2013), which has so far not been 
considered in any related study.  
 
The effect of competitive balance to attendance in European football is estimated via 
econometric study with data from several domestic leagues for an extended period of seasons. 
The use of data of adequate sample size enables the adoption of advanced methods strengthening 
the conclusions arising from the econometric analysis. After presenting a number of indices 
measuring competitive balance, the article proceeds with variables description and the 
methodology followed for the construction of the econometric model. The article proceeds with 
the empirical results, the discussion of the main findings and finally some concluding results 
derived from the analysis. 
 
Indices of Competitive Balance 
 
Based on the analysis of Borland and MacDonald (2003), the seasonal and the between-seasons 
dimensions are of the utmost importance for the study of competitive balance. Seasonal indices 
measure the relative quality or strength of teams during a particular season. One most widely 
used is so-called National Measure of Seasonal Imbalance (NAMSI), introduced by Goossens 
(2006), which compares the observed standard deviation of winning percentages with the 
standard deviation in the case of a completely unbalanced league (i.e. the most undesirable one). 
Since competitive balance is essentially concerned with inequalities among teams some indices 
have been borrowed from the industrial organisation theory. The Herfindahl-Hirschman Index 
(HHI*), introduced by Owen et al. (2007), is often used to illustrate the distribution of a variable 
by measuring its degree of concentration across units. Also, the Adjusted Gini Coefficient 
(AGini), introduced to the sports context by Utt and Fort (2002), is a traditional index of inequity 
measuring the degree to which a championship deviates from equality.  
 
A set of specially designed indices has been introduced by Manasis et al. (2013) to account for 
the three levels of competition in European football leagues in which teams compete for the 
corresponding ordered sets of prizes or punishments.  
a) The first level stands for the championship title. 
b) The second level stands for the K qualifying places for participation in European 
tournaments the following season. 
c) The third level stands for the I relegation places. 
Based on the assumption that the overall degree of competitive balance is determined by the 
corresponding degrees in the three levels and ranking positions are rated according to their 
significance for the fans, Manasis et al. (2013) employed a simple averaging method to quantify 
the overall competitive balance. More specifically, they developed the Normalised 
Concentration Ratio for the Champion (NCR1), which captures the first level, the Adjusted 
Concentration Ratio (ACRK), which captures the first two levels, the Normalised Concentration 
Ratio for Relegated Teams (NCRI) which captures the third level, and the Special Concentration 
Ratio ( IKSCR ), which captures all three levels. The comprehensive 
I
KSCR  offers a benchmark 
weighting scheme in which the top K ranking places receive the highest weight (increasing as 
ranking decreases) while the relegation I places receive a weight lower than the top K but higher 
than the middle ranking places.  
 
Between-seasons indices refer to the longest time-wise dimension and measure the relative 
quality of teams across consecutive seasons (at least two) using the ranking change as the main 
unit of measurement. An index designed for European football is G (Buzzacchi, Szymanski, and 
Valletti 2003), which measures the cumulative frequency of teams entering the top K positions 
over a fixed period. Also, Groot (2008) introduces in sports the statistical index Kendall’s tau 
coefficient (τ) which illustrates the overall ranking turnover within a league between two seasons. 
Lastly, Manasis and Ntzoufras (2014), following the methodology of Manasis et al. (2013) for 
the seasonal indices, have created a set of corresponding between-seasons indices; the Dynamic 
Index for the Champion (DN1), the Adjusted Dynamic Index (ADNK), the Dynamic Index for 
Relegated Teams (DNI), and the Special Dynamic Index ( IKSDN ). Interestingly enough, the two 
sets of indices have the same range as well as an identical weight attached to ranking positions. 
By virtue of these properties, a group of bi-dimensional Dynamic Concentration indices is 
introduced to capture both the seasonal and the between-seasons dimension. Essentially, a 
Dynamic Concentration index employs the specific qualities of a Normalised Concentration 
Ratio (seasonal dimension) as well as a Dynamic Index (between-seasons dimension) by simply 
averaging the corresponding indices. The new set of indices are the Dynamic Concentration for 
the Champion (DC1), the Adjusted Dynamic Concentration (ADCK), the Dynamic Concentration 
for Relegated Teams (DCI), and the Special Dynamic Concentration ( IKSDC ) which of 
interpretation is derived from that of their component indices.  
 
Data and Variables  
 
We work within the UOH framework in order to determine the relative significance of each 
index described in the previous section. Based on the review of Borland and McDonald (2003), 
this area of research is relatively underdeveloped. Moreover, the investigation across different 
leagues or countries has received limited research attention, since only the studies of Lee (2004) 
and Schmidt and Berri (2001) can be found in the literature; however, none of these studies 
concerns competitive balance in European football.  
 
Here we have collected data over eight different European leagues (Belgium, England, France, 
Germany, Greece, Italy, Norway and Sweden) for the seasons 1959-2008 with the exception of 
Belgium, Germany and Norway starting from 1966 for the first and from 1963 for the other two 
leagues. Therefore, the collected dataset consists of an unbalanced panel dataset with eight cross 
units (n) (European domestic leagues) over 43 to 50 seasons (T); see Table 1 for a summary. This 
is the largest dataset in terms of both the number of seasons and countries that have appeared in 
the competitive balance literature according to our knowledge.  
  Table 1: Dataset Details  
Country Starting season Ending season Total seasons 
Belgium (BEL) 1966 2008 43 
England (ENG) 1959 2008 50 
France (FRA) 1959 2008 50 
Germany (GER) 1963 2008 46 
Greece (GRE) 1959 2008 50 
Italy (ITA) 1959 2008 50 
Norway (NOR) 1963 2008 46 
Sweden (SWE) 1959 2008 50 
 
For each year and country the final league table results (points and ranking, which are 
transformed to competitive balance indices), the total number of tickets and a collection of 
covariates are collected. The number of tickets is referred as the annual average attendance per 
game (in order to also account for the size of the league) for each season and it is used in the log-
scale (denoted in the following as lnATT). The covariates we consider in the analysis are the 
following: 
 lnCB:   Index of competitive balance (log scaled) 
 lnPOP:  National population (log scaled) 
 lnRGNI:  Real per capita gross national disposable income (log scaled) 
 lnUn:   Unemployment rate (log scaled) 
 d97:   Dummy variable for the period after season 1997  
 t & t2:   Linear and quadratic trend 
 
Given that a suitable form is important to the analysis (Villar & Guerrero, 2009), the natural 
logarithm of all indices (except from d97 and t) is used for an easier and economically important 
elasticity interpretation. This form also allows for non-linear (exponential) relationship of the 
explanatory with the response variable.  
 
Testing the significance of a large number of indices is quite innovative compared with the 
common practice; Lee and Fort (2008) employ four indices (or factors) whereas Humphreys 
(2002) and Lee (2004) employ three. Here we have included in our analysis seven seasonal, six 
between-season and four bi-dimensional competitive balance indices. In particular, we have 
tested for the significance of the following indices:  
 
 a) Seasonal indices (7 in total): NAMSI, HHI*, AGini, NCR1, ACRK, NCRI, and IKSCR ,  
 b) Between seasons indices (6 in total): G, τ, DN1, ADNK, DNI, and IKSDN , and  
c) Bi-dimensional indices (4 in total): DC1, ADCK, DCI, and IKSDC .  
 
Annual attendance per game (lnATT) is the appropriate response to account for differences in the 
number of teams across countries and seasons. The main explanatory variable is the index of 
competitive balance (lnCB) for which a negative sign in the coefficient is expected, since the 
value of the indices ranges from zero (perfect balance) to one (complete imbalance)1.  
 
Based on the standard consumer theory model, price is an important economic factor; however, 
relevant data for such a large data panel is unavailable. Another important economic factor is the 
size of the potential market for which population is used as a proxy in a number of related 
demand studies (Donihue, Findlay, & Newberry, 2007; Jennett, 1984; Rivers & DeSchriver, 
2002; Wilson & Sim, 1995). In our case, the employed national population (lnPOP) is expected 
to be positively related with attendance.  
 
Fans’ buying power also constitutes an important economic factor, provided that attendance at 
football games is a normal good. The real deflated gross national disposable income per capita 
(lnRGNI) is a typical way to evaluate the income variable (Villar & Guerrero, 2009) while Bird 
(1982) uses real consumption spending, Schollaert and Smith (1987) use household income, and 
Simmons (1996) uses regional real earnings. All else being equal, lnRGNI will positively affect 
attendance.  
 
The macroeconomic factor of unemployment rate (lnUn) is also included as Borland and 
MacDonald (2003) suggest that attendance at sporting events may constitute a social outlet for 
unemployed persons. In periods of high unemployment, football games may become more 
                                                            
1 It is noted that we use the rescaled version of τ (Manasis & Ntzoufras, 2014) while the upper bound of G is close to 
one.  
popular to help people manage personal disappointment (Borland & Lye, 1992; Dobson & 
Goddard, 1996). Other things being equal, the higher the lnUn, the higher the attendance is 
expected. A dummy variable for the period after season 1997 (d97) is also included to account 
for the important structural changes of ‘Bosman’ case and Champion’s League reform. The 
choice of season 1997 allows for these changes to have an effect in European football. Lastly, for 
a more reliable interpretation of the results, linear (t) and quadratic trend (t2) are also included to 
capture other factors that affect demand for attendance at football games that change 
systematically over the seasons. 
 
Methodology and Econometric Model 
 
The nature of the dataset (small n and large T) stresses the adoption of panel unit root tests as 
described by Granger and Newbold (1974). The appropriate unit root test for unbalanced panel 
data is the ADF-Fisher test, proposed by Maddala and Wu (1999); see e.g., Asteriou and Hall 
(2007),which utilises Fisher’s (1932) results to derive the combined p-values from individual 
unit root tests. As was expected, all indices are stationary since competitive balance must be a 
self-correcting mechanism if the UOH is true while the results for the economic variables are 
presented in Table 2. Provided that the dependent variable (lnATT) and some of the independent 
variables are non stationary, there is danger of spurious economic relationships (Phillips, 1986; 
Sims, Stock, & Watson, 1990). The differentiation is one of the methods to solve spuriousness, 
however; the interpretation of the results becomes quite problematic since it cancels out any 
meaning of elasticity and information on levels. For that reason, we follow, an alternative 
solution, the autoregressive distributed lag relation (ADL) which allows a reliable estimation of 
the standard errors (Banerjee, Dolado, Galbraith, & Hendry, 1993; Hendry & Doornik, 2009; 
Hendry & Nielsen, 2007). 
Table 2: Statistic Values for ADF-Fisher Panel Unit Root Tests  
for Economic Variables 
 χ2 based ADF-Fisher test 
Variable Constant Constant & Trend 
lnATT 12.687     (0-2)   8.332     (0-2) 
lnPOP 14.574     (0-9) 30.193*** (0-7) 
lnRGNI 33.254*** (0-5) 24.172*     (0-7) 
lnUn 28.757**   (0-7) 14.630     (0-7) 
The lag length (numbers in parenthesis) is determined using the Schwartz Information Criterion (SIC). 
*Significant at α=10%; **significant at α=5%; ***significant at α=1%. 
 
The most commonly used techniques for the analysis of panel data are the fixed and the random 
effect models (Baltagi, 2005; Hsiao, 2003). However, our long and narrow type of panel data 
requires a different approach and Greene (2008) offers a number of solutions. Since the interest 
is the interpretation of the results at European level, we follow the suggestion proposed by 
Kennedy (2008) by pooling the eight equations (one for each country) so as to improve 
efficiency. Estimating several equations together improves efficiency only if there are some 
restrictions on parameters (Hill, Griffiths, & Lim, 2008). Τhe equation of our model takes the 
form: 
 
 
where Ci is the constant of the model, i stands for the country, t stands for the year, m stands for 
the degree of the trend variable, L denotes the lag operator, and ε is the error of the model, which 
is presumed to be white noise. The variation of the constant term Ci in (1) allows for countries’ 
heterogeneity and stands for the ith country-specific effect, which is mostly influenced by market 
and football factors related to football popularity, fans’ loyalty, domestic league marketing and 
management effectiveness, as well as stadium infrastructure.  
 
In model (1) all explanatory variables are assumed to have the same effect on attendance in all 
European domestic football leagues since Europe is a quite homogenous continent. Based on the 
imposed constraint, the magnitude and, more importantly, the sign of the coefficients enable us 
to determine the correct specification of the model. It may be admitted that those restrictions on 
parameters can create some bias; however, the efficiency created from pooling more than offset 
this (Baltagi, Griffin, & Xiong, 2000), which is also supported by Attanasio, Picci, and Scorpu 
(2000). An additional restriction on model (1) is that the effect of the explanatory variables 
remains constant over time. Such an assumption is desirable since our focus is on the long-run 
impact or constant effect of variables on attendance. Lags up to second order is a standard 
procedure to conserve degrees of freedom for models with annual data involving a large number 
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of parameters (Catao & Terrones, 2001). Although the reported results refer to an initial ADL 
scheme of second order, an ADL scheme of third order is also tested with almost identical results.  
 
The properties of ADL relations can better be revealed through reparameterisation of the original 
equation in both levels and first differences (Hendry & Nielsen, 2007; Johnston & DiNardo, 
1997). By switching to the reparemeterised ADL scheme, a substantial reduction is enabled in the 
collinearity of the regressors, which leads to smaller standard errors of the new parameters. 
Coefficient estimates may be affected by the correlation between the RGNI variable with the 
other determinants of attendance of POP and Un respectively (Borland & MacDonald, 2003). 
The estimated standard error of the regression, the log-likelihood values, the Durbin-Watson 
statistic, and the information criteria do not change (Johnston & DiNardo, 1997). The full 
specification of the reparemeterised model is given by: 
 
 
The estimation of pooled data via OLS tends to generate serious complications since errors may 
be serially correlated within cross-sectional units or countries (Hicks, 1994) as many national 
features (i.e. population) are not independent across years. Additionally, errors tend to be 
contemporaneously correlated across countries since structural factors such as the impact from 
TV broadcasting, the advent of advertising and sponsoring, the high-tech stadium infrastructure, 
and the progress in technology manufacturing football material are omitted from the equation. 
Lastly, errors may be heteroskedastic given the substantial difference both in size and population 
among the examined European countries. A common technique to improve the model is to allow 
for a contemporaneous correlation between error terms across equations using the Seemingly 
Unrelated Regressions (SUR) estimation, which is an Estimated Generalised Least Squares 
(2) 
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approach (EGLS) (Greene, 2008). The joint estimation of equations using the SUR technique 
accounts also for the different variances of the error terms in the equations.  
 
The SUR technique is developed by Zellner (1962) and according to Kmenta and Gilbert (1968), 
if errors are normally distributed, iterating SUR yields the maximum likelihood estimates. Hill, 
Griffiths, and Lim (2008) propose this technique for the estimation of “long and narrow” panels 
while Beck and Katz (1995, 1996) propose it only if T is quite large relative to n. They claim that 
only in that case is the contemporaneous variance-covariance matrix well estimated, and the SUR 
technique improves the model.  
 
The Lagrange Multiplier (LM) test, suggested by Breusch and Pagan (1980), is used to identify 
equality of variances and zero contemporaneous correlation between errors across equations 
provided that the explanatory variables differ among countries. Lastly, for the first order 
autocorrelation is used a fairly simple test based on the Durbin-Watson test (Durbin & Watson, 
1950, 1951) following the generalisation for a panel data AR(1) model as suggested by Bhargava, 
Franzini and Narendranathan (1982).  
 
Empirical Results 
Using simple OLS, two lags of lnATT are found to be significant (at α=1%) and the first order-
autocorrelation issue is solved since the Durbin-Watson test statistic results, for every 
competitive balance index included in model, display values very close to two. Based on the LM 
test results (Table 3), the estimation of our model can be significantly improved by employing 
the SUR technique. The followed White cross-section covariance method for SUR models, as 
suggested by Wooldridge (2002), is robust both to cross-equation (contemporaneous) correlation 
and heteroskedasticity (White, 1980, 1984). Using the EGLS-SUR method, also two lags of 
attendance are found to be highly significant; and therefore, the initial reparameterised ADL 
model in (2) is of second order. The results, when IKSDC  is included in the model, are presented 
in equation (3) and in Table 4. Results for all indices are omitted here for brevity but are 
available from the authors upon request.  
  
 
Table 3: LM Test Statistic for SUR Testing 
Index in the Model LM Index in the Model LM 
lnNAMSI 41.644*** lnDN1 39.927** 
lnHHI* 41.472** lnDNI 39.298** 
lnAGINI 41.897*** lnADNK 39.810** 
lnNCR1 46.751*** ln IKSDN  39.151
** 
lnNCRI 40.164** lnDC1 39.002** 
lnACRK 45.466*** lnDCI 39.927** 
ln IKSCR  44.539
*** lnADCK 42.230*** 
lnτ 41.441** ln IKSDC  42.189*** 
lnG 37.904**   
*Significant at α=10%; **significant at α=5%; ***significant at α=1%. 
 
Depending upon the index included, the model explains from 12% to 17.5% of the observed 
variation of attendance. The adjusted R2 is small because of two important factors: a) the 
inability to include other important variables for demand in attendance like ticket price, televised 
games, information for particular leagues or seasons, and b) the substantial reduction in the 
collinearity of the regressors. For our dataset, the correlation coefficient between economic 
variables ranges from 0.21 to 0.39.  
 
There is no unit root in the residuals, since the ADF-Fisher panel unit root test is rejected even at 
α=1% significance level. The normality assumption concerning the distribution of the residuals 
of the equations cannot be rejected based on the results of the Jarque-Bera statistic2. After 
solving the reparameterised ADL model (2) and setting all first differences to zero, the long-run 
                                                            
2 Normality is rejected only in Belgium residuals, when the G index is included in the model. 
(3) 
2
111
1
11
,
1
1,
0002.0015.0
ln109.0ln186.0ln026.0
ln157.0ln099.0
ln799.3ln856.0
ln174.0ln213.0ln
tt
ATTATTUN
RGNIRGNI
POPPOP
SDCSDCCATT
ttt
tt
tt
I
tKtKit









elasticity effect of the explanatory variables as well as the effect of trend and dummy variable are 
shown in Table 5. 
 
Table 4: EGLS-SUR Results for Attendance Model, Europe 1959-2008 
Dependent Variable is ΔlnATT 
 ln IKSDC  lnPOP lnGNI lnUn lnATT 
1st lag: -0.213
*** 
(0.037) 
0.856*** 
(0.250) 
0.099*** 
(0.019) 
0.026** 
(0.013) 
-0.186*** 
  (0.030) 
Δ: -0.174*** (0.034)  0.157
* 
(0.093)  
 
1st lag of Δ:  -3.799** (1.926)   -0.109
** 
  (0.041) 
 d97 t t2 D-W† R2adj 
  -0.015
*** 
(0.003) 
0.0002*** 
(0.000) 1.991 0.175 
      
Constant Constant & Trend   χ2 ADF-
Fisher (p)a: 203.594*** (0-2) 191.173*** (0-2)  
Countries Eq.: BEL ENG FRA GER GRE ITA NOR SWE 
JP (p-value) ‡: 0.519 0.219 0.919 0.404 0.720 0.665 0.798 0.661 
Numbers in parentheses are standard errors; Δ is the first difference. 
ap = lag length in the χ2 based ADF-Fisher test (the lag length is determined using the Schwartz 
Information Criterion). 
*Significant at α=10%; **significant at α=5%; ***significant at α=1%. 
†Durbin-Watson test statistic; ‡Jarque-Bera normality test. 
 
As was expected, the sign of competitive balance indices is negative. The parameters of 
economic variables are highly significant at conventional significance levels with the expected 
sign. Given that residuals are stationary, there’s a strong evidence of a cointegrating relation 
between attendance and all economic variables (Johnston & DiNardo, 1997). On the other hand, 
no cointegration relation is evidenced for all indices. The sign of dummy and trend variables 
enable for a suitable interpretation of the results. Lastly, the general test for specification error 
Ramsey RESET has been used for omitted variables, incorrect functional form, and correlation 
between explanatory variables and residuals (Ramsey, 1969; Ramsey & Schmidt, 1976). Based 
on the results, the RESET test statistic has a p-value higher than 0.1 for all versions of the model, 
which seems to be well-specified.  
 Table 5: Long-run Elasticity Effect of Indices and Economic Variables on Attendance; 
Trend & Dummy Variable Effect 
Index in Model lnPOP lnRGNI lnUN t t2 d97† 
lnNAMSI -0.175 5.147*** 0.456*** 0.203*** -0.081*** 0.001*** 0.223** 
lnHHI* -0.088 5.147*** 0.456*** 0.203*** -0.081*** 0.001*** 0.223** 
lnAGINI -0.106 5.225*** 0.454*** 0.202*** -0.082*** 0.001*** 0.216* 
lnNCR1 -0.548*** 4.452*** 0.466*** 0.180** -0.077*** 0.001*** 0.205* 
lnNCRI  0.059 5.409*** 0.445*** 0.188** -0.081*** 0.001*** 0.187** 
lnACRK -0.636*** 4.410*** 0.475*** 0.192*** -0.077*** 0.001*** 0.226** 
ln IKSCR  -0.579*** 4.577*** 0.471*** 0.194** -0.078*** 0.001*** 0.234** 
lnτ -0.326 5.024*** 0.460*** 0.227*** -0.077*** 0.001*** 0.261** 
lnDN1 -0.005*** 5.112*** 0.455*** 0.192** -0.080*** 0.001*** 0.219** 
lnDNI  0.071 5.088*** 0.444*** 0.192** -0.080*** 0.001*** 0.197* 
lnADNK -0.673*** 5.036*** 0.501*** 0.145** -0.085*** 0.001***  
ln IKSDN  -0.850*** 4.879*** 0.518*** 0.153** -0.086*** 0.001***  
lnG  0.023 5.961*** 0.484*** 0.176** -0.074*** 0.001***  
lnDC1 -0.476*** 5.238*** 0.497*** 0.158** -0.082*** 0.001***  
lnDCI -0.040 5.192*** 0.456*** 0.211*** -0.078*** 0.001*** 0.227*** 
lnADCK -0.996*** 4.662*** 0.519*** 0.136** -0.081*** 0.001***  
ln IKSDC  -1.142*** 4.591*** 0.534*** 0.141** -0.082*** 0.001***  
*Significant at α=10%; **significant at α=5%; ***significant at α=1%. 
†The dummy variable d97 was excluded from the identified model when it was not found to be 
significant at the 10% significance level. For interpretation reasons, the time trend (t) is tested up to 
the second grade. 
 
Discussion of the Findings 
Since our ADL model is of second lag order, both innovation two seasons before and the level of 
attendance the previous season have an effect on the current innovation of attendance. With 
respect to population, in most cases, two lags are found to be significant. As was expected from 
economic theory (Borland & MacDonald, 2003), the impact of population on attendance is found 
to be positive and very strong, since long-run elasticity is close to five regardless of the index 
employed in the model. For illustration, a 1% increase in national population increases football 
attendance almost by 5%. This result is roughly consistent with the findings from Schmidt and 
Berri (2001) and Scully (1989). In a similar study with domestic baseball leagues as cross units, 
the coefficient of population is also found to be positive but not found to be significant (Lee, 
2004). However, in other studies this effect was either reported as ambiguous (Coffin, 1996) or 
found as non significant (Humphreys, 2002). 
 
The long-run impact of income on attendance is considerably lower than that of population, and 
equals close to 0.5. To clarify, 1% increase in real per capita GNI brings about 0.5% increase in 
attendance. The magnitude of this effect keeps up with the small GDP effect found by Lee 
(2004). Buying power has little effect on fans’ decision to attend a football game. Consequently, 
attendance is income inelastic and definitely not a luxury good. However, the positive coefficient 
suggests that attendance is a normal good, which is generally consistent with the findings of 
Schmidt and Berri (2001) and Scully (1989). 
 
Although unemployment rate is highly significant and has a positive effect on attendance, its 
magnitude is relatively small. More specifically, the constant elasticity equilibrium of the 
unemployment rate ranges from 0.14% to 0.22%. The sign of this effect accords with the 
assumptions of Sandercock and Turner (1981), who imply a positive effect justified by social 
factors as well as with the findings of Burdekin and Idson (1991) and Falter and Perignon 
(2000). On the contrary, Avgerinou and Giakoumatos (2009) have obtained the more frequent 
negative effect, based on the review offered by Villar and Guerrero (2009), in their study on 
Greek professional football.  
 
The dummy variable d97 for the period after season 1997 is found to be significant, at least in 
most cases, with a positive effect on attendance. This suggests a combined effect of 
approximately 20% increase in attendance due to the two recent structural changes to European 
football; that is, the Bosman case and the Champions League reformation. Lastly, a quadratic 
trend was detected with a downward pattern until the late 1990’s and a slight upward pattern 
onwards. The lowest point is found in the period close to 2000, when d97 is included in the 
model. Otherwise, the lowest point is found to be somewhat earlier in the middle of the 1990’s. 
The trend variable may capture factors that affect demand for attendance that change 
systematically over time, such as changes in consumer preferences as far as spending their 
leisure time is concerned and the competition from related sports and entertainment product 
industry goods. An interpretation of the findings may be derived if we consider that early in 60’s 
football in Europe was a highly respectable social phenomenon. Afterwards, however, modern 
forms of social events enter the entertainment industry while football remains stagnant and 
struggles with hooliganism. During the last two decades, the adoption of management and 
marketing practices both by clubs and by federations, the construction of high-tech stadiums, and 
the great exposure by the media have given a new noticeable boost to football. 
 
The long-run elasticity of the majority of the specially designed indices is highly significant with 
the correct negative sign while the magnitude of the effect considerably varies. On the other 
hand, most conventional indices are not found to have a significant long-run elasticity on 
attendance, as is illustrated in Figure 1.   
 
With concern to the seasonal indices, NAMSI, HHI* and AGINI are not found to have a 
significant long-run negative effect on attendance. Those results are consistent with the findings 
by Lee (2004) for a non-significant RSD index (the corresponding index to NAMSI). On the other 
hand, Schmidt and Berri (2001) argue that the Gini coefficient, has a significant effect on 
attendance, yet only when a 3-season or a 5-season average of the index is employed in their 
model. It may be assumed that, using a conventional method of measuring seasonal competitive 
balance, the information gathered fails to capture the fan’s interest.  
 
On the other hand, the effect of the specially designed seasonal indices is found to be highly 
significant with the exception of the NCRI index. The relative weakness of the relegated teams in 
the course of a particular season does not affect the fan’s behaviour. The latter raises questions 
regarding the relative significance of the promotion-relegation rule in the course of a season as 
an important regulatory mechanism in European football. The inability of NCRI to capture the 
fans’ interest explains the fact that IKSCR  is found to have a slightly lower effect than ACRK, 
although the latter captures only two of the three levels in European football. In effect, ACRK has 
the greatest seasonal long-term effect with a negative constant elasticity which equals -0.63%. 
For illustration, the magnitude of that effect for the worst (1972) and the best seasons (1985) in 
Greece in terms of the competitive balance values, is interpreted as a 31.5% increase in annual 
attendance. Given the qualities of ACRK, it may be assumed that fans are mostly interested in the 
seasonal performance of the teams at the top of the ladder. For parsimonious reasons, NCR1 may 
also be considered as a very important seasonal index since its long-run elasticity is very close to 
that of more sophisticated indices, such as ACRK and IKSCR . 
 
Figure 1: Long-run Elasticity and 95% Confidence Intervals of the Effect of Competitive 
Balance Indices on Attendance 
 
The value of the effect is displayed only when is found to be significant at conventional significance levels α.   
 
Concerning the between-seasons dimension, τ, G and DNI are not found to have a significant 
effect on attendance. From τ and DNI it may be inferred that the overall ranking mobility as well 
as the ranking mobility of the relegated teams across seasons is not considered to be important 
for fans. On the other hand, G index should be tested for various numbers of top teams as well as 
alternative time periods than the examined five seasons span before drawing conclusive remarks 
for its effect. As for the remaining between-seasons indices, the effect of DN1 is relatively small, 
since its long-run elasticity equals -0.005%. The magnitude of the champion’s mobility effect 
across seasons is in sharp contrast with the corresponding effect of the champion’s performance 
into the season. A possible explanation may be that the value of DN1 equals unity in 124 out of a 
total of 377 cases (unity is reached, when the champion is the same for two consecutive seasons). 
The effect of ADNK (-0.67%) and IKSDN  (-0.85%) is higher than the corresponding seasonal 
indices. Consequently, ranking mobility across seasons captures more effectively the fans’ 
interest than seasonal performance, which accords with the findings presented from other related 
studies (Borland & MacDonald, 2003; Humphreys, 2002).  
 
Lastly, DCI is the only bi-dimensional index with a non-significant long-run effect. On the other 
hand, DC1 displays a considerable long-run elasticity (-0.476%) and ADCK has an almost 
negative elastic effect (-0.996) on attendance. The IKSDC index has the greatest effect with a -
1.142 long-run elasticity and may be considered as the optimal index for the study of competitive 
balance in European football. Attendance is highly negatively elastic to changes in IKSDC , since 
it increases by 1.142% for a 1% reduction in the index. From the examination of the worst 
(1999) and the best seasons (1987) in Greece, the effect of IKSDC  stands for a 38.9% increase in 
annual attendance or 2.829 more fans to the stadium per league game. As more impressive effect 
are the 15.333 more fans per league game for the worst (2007) and best (1961) seasons in 
England (see Table 6).  
 
The comparison between IKSDC and the ACRK indices allows us to assume that the third level 
also plays an important role in European football, although this cannot be confirmed by the 
examination of DCI by itself. The bi-dimensional indices have a greater effect on attendance than 
the corresponding seasonal and between-seasons indices; what is more, their effect is greater 
than any set of two carefully selected indices in the demand equation3. The latter signifies that 
bi-dimensional indices solve any collinearity issue, which arises even when correlation between 
included indices is very low. 
 
Table 6: The effect of IKSDC  on Attendance per Country 
 Value of IKSDC  Attendance 
 Country Best Season Worst Season Average*      Effect**  
Belgium 0.513 1973 0.762 2004 9421 3510 
England 0.390 1961 0.755 2007 27737 15333 
France 0.311 1963 0.724 1965 12855 8373 
Germany 0.425 1967 0.699 1980 26668 11942 
Greece 0.528 1987 0.800 1999 7280 2829 
Italy 0.510 1998 0.716 2005 29219 9591 
Norway 0.270 1987 0.700 1998 5892 4138 
Sweden 0.273 1968 0.711 1995 7645 5375 
                                                            
3 The selection of the set of two indices refers only to those indices that are found to have a significant effect. The 
criteria are based on the correlation results and the meaningful interpretation of competitive balance. The results are 
not presented here, but are available upon request. 
*The average attendance per game for the period under examination.  
**The effect of on attendance by comparing the best and the worst competitive balance seasons.  
 Conclusion  
 
Following Zimbalist’s (2003) suggestion, the main objective of this study is to determine the 
relative significance of the indices for the study of competitive balance in the complex structure 
of European football using as a main criterion fans’ sensitivity for attending football games. 
Based on the UOH hypothesis, a reparemeterised ADL pooled regression EGLS-SUR model is 
constructed for each competitive balance index to estimate the constant elasticity equilibrium 
among parameters, and therefore, a number of reasonable assumptions are embodied in our 
model.  
 
From the findings, national population is shown to have a greater positive effect on attendance 
than the economic variables of national income and unemployment rate. A dummy variable for 
the period after season 1997, which accounts for two recent structural changes to European 
football as well as a quadratic trend are also found to have a significant effect.  
 
The findings that refer to the specially designed indices that capture the three levels of 
completion in European football support the suggestion that the more balanced the league, the 
greater the game attendance at the stadium. Therefore, there is a strong indication that UOH and 
Neale’s (1964) assumption concerning the League Standing Effect are supported by the model. 
Based on the features of these indices, interesting observations may be drawn for the aspect of 
competitive balance that mostly affects the fans’ behaviour. In particular, the results confirm 
both the assumption concerning the importance of the three identified levels of European football 
and the assumption regarding the weighting pattern offered. Additionally, it is argued that 
between-seasons dimension is slightly more important than the seasonal one, which is also stated 
by Leeds and von Allmen (2008).  
 
ACRK and IKSDN  indices may be considered as the most important indices for the measurement 
of seasonal and between seasons competitive balance respectively. However, the best or optimal 
index for the study of European football may be the most comprehensive bi-dimensional IKSDC  
index, which captures all three levels in both dimensions and its effect has a considerably large 
economic impact on total revenues both concerning attendance and other relates sources such as 
marketing, sponsoring, merchandising and parking revenues. Given that competitive balance is 
one of the key issues that ensures the long term success of the industry (Michie & Oughton, 
2004), any conclusions derived from the analysis may be of crucial importance for key policy-
makers whose aim is to sustain the viability of European football. Evidently, this effect has a 
considerably large economic impact in total revenues both from attendance and other relates 
sources. 
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