Abstract. We study linear-quadratic adaptive tracking problems for a special class of stochastic systems expressed in the state-space form. This is a long-standing problem in the control of aircraft flying through atmospheric turbulence. Using an ELS-based algorithm and introducing dither in the control law we show that the resulting control achieves optimal cost in the limit, while simultaneously the unknown parameters converge to their true values.
Introduction
There is an enormous amount of literature on stochastic adaptive control starting with the pioneering work of , ~strrm & Wittenmark (1973) on the self-tuning regulator. Most of the research in this area, however, concentrated on ARMAX models (Kumar 1985) . Parallel to this was the somewhat unrelated development of the design of adaptive flight control systems, starting with the thesis of Illiff (1973) . Most researchers in this area start with the dynamical model of aircraft in flight and, consequently, formulate their problem in the state-space form. Unfortunately, the literature on stochastic adaptive control for systems in state-space form is rather limited. Kumar (1983) made a thorough analysis on the problem of controlling an unknown linear-Gaussian system with quadratic criterion but had to restrict himself to the case of complete observation of the system states. We study here the problem of controlling a linear system with incomplete and inaccurate observation of the system states so that a quadratic tracking criterion is minimized in the situation when the matrix multiplying the control term in the state equation is unknown. We do not assume that the observation noise is Gaussian, but do restrict ourselves to the situation with no state noise. This problem arises naturally in controlling the flight of an aircraft in atmospheric turbulence where the objective is to minimize the normal acceleration or gust response in the angle of attack (Wang 1993) . This is done in order to improve passenger and pilot comfort. It corresponds to our problem when the so-called control derivatives of the aircraft are unknown.
Problem formulation
Consider the following discrete-time dynamical system
where xk and Yk, for fixed k, are R n-and Rm_valued state and observation vectors respectively; uk is an RP-valued control vector, {wk } is a noise sequence to be specified below, the matrices A and C are known, while the matrix B is unknown. Our objective is to minimize the tracking criterion
k=0 with Q1 > 0, Q2 > 0 and {x/~} a prescribed sequence of desired path.
We follow the self-tuning approach which is based on the certainty equivalence principle. Thus we first determine the optimal control law assuming that B is known, and then replace B by an appropriate on-line estimator. Recursive estimator for B may be obtained by using extended least squares (ELS), maximum likelihood (ML), stochastic approximation (SA) or Kalman filter methods. In the specific problem considered here, the Kalman filter method yields readily a recursive estimator for B (Balakrishnan 1987) . The estimator also has been proved (Balakrishnan 1987) to converge to the true value in the mean-square sense. When we close the control loop the analysis becomes more complicated. Asymptotic optimality of the resulting control law has not been established yet. One difficulty is that the estimator loses the interpretation of being the conditional espectation when the system operates in closed loop. We propose in the next section an ELS-based method to estimate B.
The rest of this section is devoted to determining the optimal control law when B is known. For this, we make the following assumptions: A4. {wt~, Uk} is a martingale difference sequence (mds) with
