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Abstract
In this paper we address the problem of choosing a single clustering
estimate ^ c based on an MCMC sample of clusterings c
(1);c
(2) :::;c
(M)
from the posterior distribution of a Bayesian cluster model. Methods to
derive ^ c based on the posterior similarity matrix, a matrix with entries
P(ci = cjjy), the posterior probabilities that the observations i and j are
in the same cluster, are reviewed and discussed. Minimization of a com-
monly used loss function for this purpose by Binder (1978) is shown to
be equivalent to maximizing the Rand index between estimated and true
clustering. We propose a new criterion for choosing an estimated cluster-
ing, the posterior expected adjusted Rand index with the true clustering,
which outperforms Binder's loss, MAP and an ad hoc criterion in a sim-
ulation study. An application to Fisher's Iris data is also provided.
Keywords: Adjusted Rand index; Bayesian inference; Cluster analysis;
Markov chain Monte Carlo; Loss functions.
1 Introduction
Given a sample of clusterings c(1);c(2) :::;c(M) from the posterior distribution
p(cjy) of a Bayesian cluster model, where the sample is the output of a Markov
Chain Monte Carlo (MCMC) algorithm, it is often desirable to summarize the
sample with a single clustering estimate ^ c. Here a clustering is de¯ned as a
vector of allocation variables c = (c1;:::;cn). The estimation task is compli-
cated by the fact that the intuitive estimator for the posterior probability that
observation i belongs to cluster k,
P(ci = kjy) ¼
1
M
M X
m=1
Ifc
(m)
i =kg ; (1)
with i = 1;:::;n and k = 1;:::;K, does not lead to sensible results, even if the
number of clusters K is ¯xed. So one cannot simply assign each observation to
¤Corresponding author: arno.fritsch@tu-dortmund.de
1the cluster k that maximizes (1), as is done in discriminant analysis. This is due
to the problem of \label switching", which means that during the MCMC run
the labels associated with the clusters change. A possible solution is to choose a
clustering based on the posterior similarity matrix P(ci = cjjy), an n£n matrix
that contains the pairwise probabilities that two observations are in the same
cluster. This approach is taken, for example, in the Bayesian cluster models for
microarray data by Dahl (2006) and Medvedovic, Yeung and Bumgarner (2004).
In Section 2 a short overview of Bayesian model-based cluster analysis in general
is given and in Section 3 it is considered how to choose an estimate ^ c based on
the posterior similarity matrix. The approaches by Medvedovic et al. and Dahl
are reviewed, where the latter can be shown to minimize the expectation of a
loss function proposed by Binder (1978), giving the method a decision-theoretic
justi¯cation. We will point out a relation of this loss function to the Rand
index for comparing clusterings and discuss possible problems with its use. A
new criterion for choosing a clustering from an MCMC sample is introduced, the
posterior expected adjusted Rand index with the true clustering, that overcomes
some of the drawbacks associated with using Binder's loss. In Section 4 the new
criterion is shown to perform favorably in choosing the best available clustering
estimate in a simulation study and in an application to Fisher's iris data.
2 Background: Bayesian model-based
cluster analysis
Cluster analysis, the attempt to group previously unstructured data so that
the observations in a group are more similar to each other than to observa-
tions from other groups, has been a valuable tool in statistics for a long time.
Classical methods such as hierarchical clustering or K-means remain popular,
although it is di±cult to assess the statistical properties of the solutions pro-
vided by these methods. It is for example hard to quantify the uncertainty of
the allocation of an observation to a speci¯c group or the probability that two
observations belong to the same group. Model-based cluster methods o®er an
alternative. It is assumed that the observations in each cluster are generated by
a distribution p(yijµk) with a group speci¯c parameter vector µk. Problems in
model-based cluster analysis concern the estimation of the µk's, of the cluster
weights Ák = P(ci = k), of the number of clusters K and of the vector of alloca-
tions c. Estimation can be done using the EM-algorithm to compute maximum
likelihood (ML) estimators (Dempster et al., 1977), or alternatively Bayesian
methods can be employed by assigning a prior distribution to all parameters.
Inference on the posterior distribution of parameters can be done again using
the EM-algorithm to derive maximum a posteriori (MAP) estimates. This ap-
proach is taken for example in the MCLUST procedure of Fraley and Raftery
(2002), who also provide a review of model-based cluster methods in general.
2Another possibility is to use Markov chain Monte Carlo methods to obtain a
sample of the posterior distribution. This has the advantage that, instead of
using a single estimate of the parameters, the uncertainty regarding their value
can be taken into account. MCMC approaches also allow to ¯t rather complex
models. It is possible to estimate the number of groups K at the same time as
the other parameters, either by using the reversible jump algorithm in a ¯nite
mixture model as shown by Richardson and Green (1997) or by letting the µk be
(unique) realizations of a Dirichlet process prior (Ferguson, 1973) with mass pa-
rameter ® and base measure G0, which results in an in¯nite mixture model. For
the Dirichlet process each observation yi has an associated parameter µi which
as shown by Blackwell and MacQueen (1973) follow the Polya urn scheme
µi+1jµ1;:::;µi »
1
® + i
i X
j=1
±(µj) +
®
® + i
G0 ;
with ±(µj) indicating the point measure on µj. µi+1 is thus either equal to one
of the previous µi's or is drawn from G0. The positive probability of sharing the
parameter value with previous observations induces a clustering.
A recent review on prior models for Bayesian cluster analysis is provided by Lau
and Green (2007). Other implementations of complex Bayesian cluster models
make it possible to do simultaneous clustering and variable selection (Kim et al.,
2006, Tadesse et al., 2005), to improve the power of multiple testing by clustering
correlated observations (Dahl and Newton, 2007), or to cluster transcription
factor binding motifs of varying width (Jensen and Liu, 2008).
In the MCMC run label switching occurs if the sampler actually converges to
the posterior distribution. If the cluster labels are assumed to be exchangeable,
a permutation of cluster labels does not change the likelihood of a clustering.
For a model that has priors p(µk) and p(Ák) that are equal for all k, each of the
K! permutations of labels is associated with a posterior mode of equal height.
All of these modes will be visited if the MCMC sampler runs long enough.
It is easy to see that label switching does not a®ect the posterior similarity
matrix with elements P(ci = cjjy) which can therefore be estimated from the
MCMC sample by
¼ij = P(ci = cjjy) ¼
1
M
M X
m=1
Ifc
(m)
i =c
(m)
j g : (2)
Whether the number of groups K is ¯xed or varies over the samples is not
important for this calculation. This is an advantage over other methods that
deal with label switching like the relabeling algorithm of Stephens (2000), which
require K to be ¯xed. Because of the symmetry of the posterior similarity matrix
it su±ces to regard entries with i < j.
33 Estimation using the posterior similarity
matrix
3.1 Current approaches
Medvedovic et al. (2004) employ classical agglomerative hierarchical clustering,
as, for example, described in Kaufman and Rousseuw (1990), to obtain an es-
timate ^ c, using 1 ¡ ^ ¼ij as the distance between the observations i and j. If K
is known they use average linkage and cut the dendrogram at K groups. For
unknown K they use complete linkage and cut the dendrogram at a distance of
1¡", for small, positive ". For two distinct clusters Ck and Ck0 there is then at
least one pair of observations (i;j) with ci = k and cj = k0, such that ^ ¼ij < ".
Although this approach has been criticized as being rather ad hoc, it has to
be acknowledged that 1 ¡ ¼ij, the posterior probability that the observations i
and j are not clustered together, is a sensible distance measure. We found that
1 ¡ ¼ij is a topological pseudometric for the space of observations, as it ful¯lls
the conditions
1 ¡ ¼ii = 0 (3)
1 ¡ ¼ij = 1 ¡ ¼ji (4)
(1 ¡ ¼ij) · (1 ¡ ¼ik) + (1 ¡ ¼jk) : (5)
While (3) and (4) are straightforward to see, a proof that the triangle inequality
(5) is valid can be found in the appendix. 1¡¼ij is not a metric since 1¡¼ij = 0
does not imply that the observations i and j are equal.
A more principled approach to estimate a clustering was ¯rst proposed by
Binder (1978), who considered loss functions based on pairwise occurences of
observations. These functions are given by
L(^ c;c) =
X
i<j
a ¢ If^ ci6=^ cjgIfci=cjg + b ¢ If^ ci=^ cjgIfci6=cjg ; (6)
with positive constants a and b. The quotient a=b determines whether it is
preferable to have clusters containing many pairs of observations that are at
least moderately likely to belong together or clusters containing fewer, but highly
likely pairs. If a À b the loss is minimized if all observations are in one cluster,
whereas for b À a the minimum is attained if all observations are in their
own singleton cluster. While the value of a=b allows one to specify the kind of
clustering one prefers, in practice it is di±cult to come up with a sensible choice
for it. A pragmatic solution is to set a = b = 1 and thus to penalize the two
types of errors equally. This approach is taken by Hurn et al. (2003) in the
context of a switching regression model. In the following we will refer to the
a = b = 1 case of (6) as Binder's loss. Using the fact that E(Ifci=cjgjy) = ¼ij,
the posterior expectation of this loss can be written as
E(L(^ c;c)jy) =
X
i<j
jIf^ ci=^ cjg ¡ ¼ijj : (7)
4The expected loss can thus be interpreted as the sum of absolute deviations of
the estimated similarity matrix to the posterior similarity matrix. Dahl (2006)
used X
i<j
(If^ ci=^ cjg ¡ ¼ij)2 ; (8)
as a criterion to be minimized to obtain an estimate ^ c. Minimization of (7) and
(8) is equivalent, which can be seen by writing
X
i<j
jIf^ ci=^ cjg ¡ ¼ijj =
X
i<j
(¼ij ¡ 2 ¢ If^ ci=^ cjg¼ij + If^ ci=^ cjg) ;
and X
i<j
(If^ ci=^ cjg ¡ ¼ij)2 =
X
i<j
(¼2
ij ¡ 2 ¢ If^ ci=^ cjg¼ij + If^ ci=^ cjg) :
The di®erence between these sums is
P
i<j ¼ij(1 ¡ ¼ij), which does not depend
on the estimated clustering. Dahl simply takes ^ c to be the clustering c(m) from
the MCMC sample that minimizes (8), substituting ¼ij by ^ ¼ij. Lau and Green
(2007) realized that it su±ces to minimize the linear functional
X
i<j
If^ ci=^ cjg(1 ¡ 2^ ¼ij) :
Using the constraints that for all triples (i;j;k), if If^ ci=^ cjg = 1 then If^ ci=^ ckg
= If^ cj=^ ckg, they formulate the minimization of the expected loss as a binary
integer programming problem, which can be solved exactly. Practically this
is only feasible for small n as the number of variables grows as n2 and the
number of constraints as n3. Even the algorithm to obtain an approximate
solution given by Lau and Green involves solving n binary integer programming
problems with O(n) variables and O(n2) constraints in each iteration and can
thus only be applied for moderate n.
With Binder's loss function a loss of 1 is made whenever a pair of observations
is treated di®erently in the estimated clustering ^ c than in the true c. The
loss is thus the sum of disagreements in the treatment of pairs of observations
between the estimated and true clustering. If the number of disagreements and
agreements between two clusterings is denoted by D and A, then D + A = ¡n
2
¢
. Rand (1971) used A=
¡n
2
¢
as a general measure for the similarity of two
clusterings, a number that is known as the Rand index. As already noted by
Binder, a clustering that minimizes (6) with a and b being equal has maximal
Rand index with the true clustering. An estimated clustering that minimizes the
posterior expectation of Binder's loss thus has the maximal posterior expected
Rand index with the true clustering.
3.2 Problems with the Rand index
Although the Rand index is not an unsensible measure to compare clusterings
it has some drawbacks. One is that it is hard to interpret if it is not very close
5to 1. This is due to the fact that the number of expected chance agreements of
the clusterings depends on the number of groups in each clustering, their sizes,
and the overall number of observations. To overcome this problem Hubert and
Arabie (1985) considered the contingency table of the two clusterings shown in
Table 1 and proposed an adjusted Rand index, where the index is corrected for
its expected value under the assumption of random sampling of the nkl from
¯xed marginal sizes nk: and n:l, i.e. assuming a generalized hypergeometric
distribution for the contingency table. The adjusted Rand has the usual form
of an index corrected for chance:
Index - Expected Index
Maximum Index - Expected Index
:
It has a maximum value of 1 and its value is 0 if the Rand index equals its
expected value. Negative values are possible, but uninteresting as they indicate
less agreement than expected by chance. Hubert and Arabie derive the following
formula for the adjusted Rand index:
P
k;l
¡nkl
2
¢
¡
P
k
¡nk:
2
¢P
l
¡n:l
2
¢
=
¡n
2
¢
1
2[
P
k
¡nk:
2
¢
+
P
l
¡n:l
2
¢
] ¡
P
k
¡nk:
2
¢P
l
¡n:l
2
¢
=
¡n
2
¢ : (9)
Another problem with the Rand index is that it has a large variance, as found
by Milligan and Cooper (1986) in a simulation study. They also ¯nd that this
is not the case for the adjusted Rand index. Among several other indices they
recommend the adjusted Rand for the comparison of clusterings. It is still one
of the most popular measures used for this purpose. In a Bayesian context it
is for example used by Dahl and Medvedovic et al. for the evaluation of their
simulation studies.
Table 1: The contingency table of two clusterings.
Clustering V
Class v1 ¢¢¢ vL
P
u1 n11 ¢¢¢ n1L n1:
Clustering U
. . .
. . .
. . .
. . .
uK nK1 ¢¢¢ nKL nK: P
n:1 ¢¢¢ n:L n
3.3 A new criterion for estimating a clustering
Since the adjusted Rand index is preferable as a measure of association to the
Rand index, it might also be preferable to maximize the posterior expected
adjusted Rand index of estimated and true clustering, instead of the posterior
expected Rand index as is done minimizing Binder's loss. Suppose that the
6estimated and true clustering corresponds to clustering U and V in Table 1,
respectively. Then the posterior expected adjusted Rand index of estimated
and true clustering, which we will refer to as PEAR, is given by
E
Ã P
k;l
¡nkl
2
¢
¡
P
k
¡nk:
2
¢P
l
¡n:l
2
¢
=
¡n
2
¢
1
2[
P
k
¡nk:
2
¢
+
P
l
¡n:l
2
¢
] ¡
P
k
¡nk:
2
¢P
l
¡n:l
2
¢
=
¡n
2
¢
¯
¯ ¯y
!
: (10)
The properties of the adjusted Rand index carry over to PEAR, it also has a
maximum value of 1 and its value is around zero if there is no more agreement
than expected by chance between estimated and true clustering. From the
MCMC sample (10) can be approximated by
1
M
M X
m=1
P
k;l
¡nkl
2
¢(m)
¡
P
k
¡nk:
2
¢P
l
¡n:l
2
¢(m)
=
¡n
2
¢
1
2[
P
k
¡nk:
2
¢
+
P
l
¡n:l
2
¢(m)
] ¡
P
k
¡nk:
2
¢P
l
¡n:l
2
¢(m)
=
¡n
2
¢ : (11)
A ¯rst-order approximation to (10) based on the posterior similarity matrix is
given by
P
i<j If^ ci=^ cjg¼ij ¡
P
i<j If^ ci=^ cjg
P
i<j ¼ij=
¡n
2
¢
1
2[
P
i<j If^ ci=^ cjg +
P
i<j ¼ij] ¡
P
i<j If^ ci=^ cjg
P
i<j ¼ij=
¡n
2
¢ : (12)
This expression is obtained by taking the posterior expectation separately for the
nominator and denominator of the adjusted Rand index and using the equations
P
k
¡nk:
2
¢
=
X
i<j
If^ ci=^ cjg ;
P
l
¡n:l
2
¢
=
X
i<j
Ifci=cjg and
P
k;l
¡nkl
2
¢
=
X
i<j
If^ ci=^ cjgIfci=cjg :
Once the posterior similarity matrix is computed, evaluating (12) for an esti-
mated clustering is a lot faster than (11) and for our applications we found that
the resulting values are very similar, di®ering at most in the third digit. The
approximation (12) itself has a meaningful interpretation, it can be seen as the
adjusted Rand index of estimated and posterior expected clustering.
4 Applications
We test the performance of the discussed approaches to ¯nd an estimated clus-
tering that is close to the true clustering on simulated data and on a standard
real data example, namely the iris data from Fisher.
74.1 Simulation study
The simulated data are 3-dimensional with 8 clusters, where the cluster means
are given by the 8 possible values of (§±;§±;§±)T. Observations are obtained
by adding independent standard normal errors to the cluster means. As ± deter-
mines how well the clusters are separated, we use values of ± = 0:5;1:0;1:5;2:0
to get data sets that range from ones with largely overlapping to ones with fairly
well separated clusters. One scenario with equal cluster sizes is simulated, where
each cluster contains 50 observations and one with unequal sizes where half of
the clusters contain 20 and the other half 80 observations. For each combination
of ± and cluster size 10 data sets are generated.
A Dirichlet mixture model with normal components is ¯t to the data. The
model assumes
yj¹;¿ » N3(¹;¿¡1I)
¹;¿jG » G
G » DP(®;p(¹;¿)) ;
which induces clustering on common values of (¹;¿). The centering distribution
is chosen as a conjugate Normal-Gamma
p(¹;¿) = p(¹j¿)p(¿)
= N3(0;¿¡1c¡1I)Ga(a;b) ;
which considerably simpli¯es Gibbs sampling of the class indicators. Details
on the sampler can be found in the appendix. As the prior probability of two
observations clustering together is P(ci = cj) = 1
1+®, ® is set to 4 to obtain
a prior value of 0.2 for this probability. The hyperparameters a,b, and c are
set to 1, leading to a relatively simple model that is known to ¯t the data. An
iteration of the MCMC algorithm consists of one conjugate Gibbs scan and three
split-merge proposals as described by Dahl (2005). As judged by trace plots of
the number of clusters burn-in seems to be rather quick and after discarding
the ¯rst 1000 iterations the algorithm is run for 20,000 iterations of which every
20th is used for the estimation of the posterior similarity matrix.
The following methods are employed to obtain estimated clusterings, where
the criteria are optimized over all clusterings from the MCMC run and over all
clusterings obtained by cutting the hierarchical cluster trees of Medvedovic et
al. (2004) with average and complete linkage at all possible heights:
MinBinder The clustering that minimizes the expectation of Binder's loss (7).
MPEAR The clustering that maximizes the proposed PEAR criterion (10).
MAP The clustering that maximizes the posterior density. This minimizes the
posterior expectation of the 0-1 loss function, where no loss is made if ^ c is
exactly equal to c and the loss is 1 in any other case.
8MedvComp The method by Medvedovic et al.: 1 ¡ ^ ¼ij is used as a distance
matrix for hierarchical clustering with complete linkage. The dendrogram
is cut at 0.99.
Although our main focus is on comparing clustering methods based on the
posterior similarity matrix the MAP is included as another standard method
of deriving an estimate. Since the ¯tted model is conjugate it is possible to
analytically integrate out the parameters and use the marginal posterior of the
allocations p(cjy) / p(yjc)p(c) to obtain the MAP. For the Dirichlet process the
prior probability on the allocations is given by
p(c) =
QK
k=1 ®¡(nk)
Qn
i=1 ¡(® + i ¡ 1)
; (13)
with nk being the number of observations in cluster k. Formulas for p(yjc)
can be found in Dahl (2005). Due to the size of the simulated data sets, the
optimization algorithm of Lau and Green (2007) cannot be applied.
Figure 1 shows the adjusted Rand indices of the estimated and true clusterings.
0.5 1.0 1.5 2.0
0
.
0
0
.
2
0
.
4
0
.
6
0
.
8
1
.
0
Equal Cluster Sizes
d
A
d
j
u
s
t
e
d
 
R
a
n
d
 
w
i
t
h
 
T
r
u
e
 
C
l
u
s
t
e
r
i
n
g
MinBinder
MPEAR
MAP
MedvComp
0.5 1.0 1.5 2.0
0
.
0
0
.
2
0
.
4
0
.
6
0
.
8
1
.
0
Unequal Cluster Sizes
d
A
d
j
u
s
t
e
d
 
R
a
n
d
 
w
i
t
h
 
T
r
u
e
 
C
l
u
s
t
e
r
i
n
g
Figure 1: Adjusted Rand Index with true clustering for clusterings estimated
with the di®erent methods.
The results for equal and unequal cluster sizes are very similar. In the case of
± = 2, i.e. for well separated clusters, all methods perform comparably. When
the clusters are more overlapping MPEAR can be seen to give estimates closer
to the true clustering than the other approaches. It gives notably better results
than MinBinder, which it is meant to improve. The other two methods break
9down at some point and always put all observations into one cluster. MedvComp
does this for ± equal to 0.5 and 1.0, MAP already for ± = 1:5. In the case of MAP
this can be explained by the high prior probability that the Dirichlet process
places on allocating all observations to one component as can be inferred from
formula (13). The likehood has to be quite high to counteract this.
In 97% of the cases MinBinder, MPEAR and MAP chose one of the clusterings
from the hierarchical clustering with average linkage as best. This indicates
that choosing any single of the observed clusterings c(1);:::;c(M) as estimate
^ c is probably not the best way to summarize the information contained in the
MCMC sample.
The mean number of cluster found by the di®erent methods are shown in Table
2. It can be seen that in all situations the estimate obtained with MinBinder has
a lot more clusters than the 8 truly present. MPEAR has less than 8 clusters
for small ± and more clusters for large ±, but the overestimation is not as severe
as for MinBinder. In the cases where MAP and MedvComp produce sensible
results the number of clusters is on average approximately correct, only for
MedvComp and ± = 1:5 there seem to be too few groups.
The tendency of MinBinder and MPEAR to estimate clusterings with more
Table 2: Mean number of clusters found in the simulation study.
Equal Cluster Sizes
MinBinder MPEAR MAP MedvComp
±=0.5 214.50 6.70 1.10 1.00
±=1.0 237.10 6.30 1.00 1.00
±=1.5 128.90 18.60 1.00 7.20
±=2.0 30.60 15.70 8.30 8.00
Unequal Cluster Sizes
MinBinder MPEAR MAP MedvComp
±=0.5 188.70 6.10 1.00 1.10
±=1.0 259.90 10.90 1.00 1.60
±=1.5 116.30 23.80 1.70 5.40
±=2.0 32.20 19.30 8.10 7.50
clusters than present can be explained by the fact that many observations are
put in clusters of their own or in very small clusters. Table 3 shows the mean
number of singletons and larger clusters for the two criteria. It can be seen that
both methods on average ¯nd the correct number of (large) clusters for ± equal
to 1.5 and 2. MinBinder produces very many singletons. Many observations are
put in their own cluster even in cases where there is quite clear indication to
which other observations they belong. An example of this is given in Figure 2
in the appendix. It shows the ¼ij for an observation i that is put in a singleton
cluster by both MinBinder and MPEAR and ¼ij for an observation that is
clustered by itself only by MinBinder. In the ¯rst case the observation has
some probability to belong to two di®erent groups of observations but neither
10probability is very high. In the other case the probability of clustering with one
group of observations is much higher, with many of the ¼ij exceeding 0.5.
Table 3: Mean number of singletons and large clusters (more than 10 observa-
tions) for equal cluster size data.
MPEAR MinBinder
Singletons Large Clusters Singletons Large Clusters
±=0.5 1.20 4.30 123.10 5.30
±=1.0 0.10 5.70 156.40 6.10
±=1.5 6.70 8.10 107.60 8.30
±=2.0 6.60 8.00 19.30 8.00
4.2 Fisher's iris data
The methods of the simulation study are also applied to the iris data from Fisher
(1936), a well known data set in multivariate analysis. The data consist of four
measurements on 150 irises, with 50 observations from each of the species Iris
setosa, versicolor, and virginica. Here we assume that the number of groups K
is known to be 3 and use the ¯nite mixture model
p(y) =
3 X
k=1
ÁkN(¹k;§k)
with a hierarchical independence prior given by
p(¹1;:::;¹K;§1;:::;§k) =
K Y
k=1
p(¹k)p(§kjV0) ;
where ¹k » N(b0;B0), §
¡1
k jV0 » W(º0;V0) and V0 » W(g0;G0). W(º0;V0) de-
notes the Wishart distribution with expectation º0V
¡1
0 . p(Á) is a Dir(5;5;5).
This model was originally proposed for univariate mixtures by Richardson and
Green (1997) and extended to the multivariate case by Stephens (1997). The
hyperparameters are set according to Stephens. We ¯t the model as it is im-
plemented in the package bayesm for the statistical software R. The number of
MCMC iterations and the methods for estimating a clustering are similar to the
simulation study. The di®erences are that the criteria are only optimized over
clusterings with three groups and that the MedvComp method is changed to
the MedvAvg method which uses average linkage and cutting of the cluster tree
at the known number of groups, the procedure proposed by Medvedovic et al.
(2004) for known K.
Table 4 shows the adjusted Rand index of the estimated clusterings with the
known true iris grouping. MPEAR and MinBinder give the same clustering clos-
est to the true one, only four versicolor are assigned incorrectly to the virginica
11Table 4: Adjusted Rand index for iris data.
MAP MPEAR MinBinder MedvAvg
0.904 0.922 0.922 0.904
cluster. The clusterings chosen by MAP and MedvAvg each wrongly assign one
additional observation, MAP places another versicolor into the virginica group
while MedvAvg assigns one virginica to be versicolor. So for the iris data using
either MPEAR or MinBinder leads to the best results, but the other two are
not much worse. This might be the case because the three clusters are fairly
well separated.
5 Summary and Conclusions
In this paper we considered ways of choosing a clustering estimate ^ c in Bayesian
model-based cluster analysis via the posterior similarity matrix. It was shown
that using the classic loss of Binder (1978) or the least-squares clustering of
Dahl (2006) is equivalent to maximizing the posterior expectation of the Rand
index between estimated and true clustering. As the adjusted Rand index is
preferable to the raw index, we propose to choose a clustering that maximizes
the posterior expected adjusted Rand index with the true clustering. This new
MPEAR criterion performed well in a simulation study and in a real data set
application, it lead to estimated clusterings closer to the truth than the ones
resulting from maximizing the posterior density or minimizing Binder's loss. It
also outperformed an ad hoc method by Medvedovic et al. (2004). But their
idea of applying hierarchical clustering to the matrix of (1 ¡ ¼ij) proved to
be fruitful. One of the clusterings obtained by cutting the hierarchical cluster
tree with average linkage at di®erent levels was chosen as best by the criteria
in almost all cases. This indicates that using one of the clusterings observed
in the MCMC sample is generally not the best way to obtain an estimate ^ c.
Some theoretical justi¯cation for employing the hierarchical approach is given
by the fact that (1 ¡ ¼ij) could be shown to be a pseudometric for the space of
observations.
The combination of hierarchical clustering of (1¡¼ij) and MPEAR as criterion
for choosing the cutting height is therefore our recommended method to obtain
an estimate ^ c. It might however be worthwhile to explore the additional gain
that can be achieved by applying more sophisticated optimization techniques,
e.g. simulated annealing, to the maximization of MPEAR over the space of all
possible clusterings and we plan to investigate this further.
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Figure 2: Pairwise posterior probabilities ¼ij for two observations i. Equal
cluster size data with ± = 2. Left: Observation is put into its own cluster by
MPEAR and MinBinder. Right: Observation is put into its own cluster only
by MinBinder. The dashed lines indicate ¼ij=0.5.
B Proof of equation (5)
It is to show that
(1 ¡ ¼ij) · (1 ¡ ¼ik) + (1 ¡ ¼jk)
() ¼ij ¸ ¼ik + ¼jk ¡ 1 :
Proof: In every possible clustering the observations i,j and k are grouped
according to one of the patterns
I : fi;j;kg II : fi;jg;fkg III : fig;fj;kg
IV : fi;kg;fjg V : fig;fjg;fkg :
13Then the following equations hold
¼ij = P(Ijy) + P(IIjy) (14)
¼jk = P(Ijy) + P(IIIjy) (15)
¼ik = P(Ijy) + P(IVjy) (16)
1 = P(Ijy) + ¢¢¢ + P(Vjy) ; (17)
and with (15) and (16) one obtains
¼jk + ¼ik ¡ 1 = 2 ¢ P(Ijy) + P(IIIjy) + P(IVjy) ¡ 1
(14)
= P(Ijy) + P(IIIjy) + P(IVjy) ¡ P(IIjy) + ¼ij ¡ 1
(17)
= ¡2 ¢ P(IIjy) ¡ P(Vjy) + ¼ij
· ¼ij
C Details on the Conjugate Gibbs Sampler
The conditional distribution of ci given all other indicators c¡i and y is given
by
P(ci = kjc¡i;y) /
nk;¡i
® + n ¡ 1
Z
N(yij¹;¿)p(¹;¿jyk;¡i)d¹d¿ (18)
P(ci = K + 1jc¡i;y) /
®
® + n ¡ 1
Z
N(yij¹;¿)p(¹;¿)d¹d¿ ; (19)
where K is the number of clusters in c¡i, nk;¡i is the number of c¡i = k and
yk;¡i are the corresponding observations.
Since p(¹j¿)p(¿) = N3(0;¿¡1c¡1I)Ga(a;b) the integral in (19) can be solved by
¯rst integrating with respect to ¹, leading to p(yijci = K+1;¿) = N3(0;¿¡1(1+
c¡1)I) and then using results of Bernardo and Smith (2000,p.140) to obtain
p(yijci = K + 1) = t3(0;
b
a
(1 + c¡1)I;2a) ;
where t3(´;§;º) is the multivariate Student t-distribution with expectation ´
(for º > 1) and variance º
º¡2§ (for º > 2).
The integral in (18) can be solved by ¯rst employing standard results in Bayesian
inference to give p(¹j¿;yk;¡i)p(¿jyk;¡i) = N3(¹¤;¿¡1c¤¡1I)Ga(a¤;b¤), where
¹¤ =
nk;¡i
c + nk;¡i
¹ yk;¡i
c¤ = c + nk;¡i
a¤ = a + 3nk;¡i=2
b¤ = b +
1
2
[
X
j6=i
cj=k
yT
j yj ¡ c¤¹¤T¹¤] :
14Applying the same reasoning as above one then obtains
p(yijci = k;c¡i;yk;¡i) = t3(¹¤;
b¤
a¤(1 + c¤¡1)I;2a¤) :
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