Abstract: The aim of this paper is to present a survey of many approaches which can be used in order to introduced and solve the Lagrange interpolation problem in the space of polynomials with one and several variables. The paper also contains original results related to Lagrange interpolation problem.
Introduction and motivation
Functions in several variables have an important role in modelling real processes. The problem is that we know only some information about these functions (values on different points, different kind of derivatives on a set of points, different kinds of integrals of these functions). Their analytic expression is not known. We must reconstruct the unknown functions preserving the known information. This is an interpolation problem.
Interpolation is a necessary tool in many fields: mathematics, informatics, economics, engineering, medicine, biology, ecology, etc.
Interpolation and especially multivariate interpolation has many applications: in form design, in large roofs design, in tomography, in finite element method, in solving problems from various fields of mathematics (systems solving, computational algebra), in image processing, in forms and sounds recognizing, in web classification.
Lagrange interpolation is the most frequently used case of interpolation and in the same time one of the most studied case. The aim of this article is to present many ways of introducing and solving the Lagrange interpolation problem, including also original results in this direction. The importance of study the Lagrange interpolation problem also results from the possibility of reducing different interpolation schemes to other equivalent interpolation schemes of Lagrange type (see [9] ).
Univariate case of Lagrange interpolation
The aim of this paper is to present many approaches for defining the Lagrange interpolation in the case of functions in one variable. Other approaches can be obtained by particularization from multivariate case. We do not consider here these approaches. In the next section, we will present some methods of introduction the Lagrange interpolation problem in the case of functions in several variables. The classic way of introduction Lagrange interpolation problem is given in the method 1. 
This is the algebraic method of finding the Lagrange interpolation polynomial. The system (1) allows us to find n + 1 coefficients. The degree of the Lagrange polynomial is n. Let denote the Lagrange
(1) can be rewritten as
with
By definition of the set X, we have that det(X) = 0. Hence the system (2) has an unique solution.
Method 1 does not require any elements of approximation theory or advanced analysis.
Method 2 Let be the same formulation of the problem as in the method 1, but another method for solving the system (2) . We are looking for the polynomial L n f in the form
with l i the canonic Lagrange polynomials (see [11] ).
Let consider the following system with n + 2 equation and n + 1 variables, having rank(X) = n + 1:
This system is compatible if and only if
Using this method we obtain also the form of the fundamental Lagrange polynomials. This method, like method 1, is an elementary method and does not require elements from numerical analysis or approximation theory. For solving the existence problem of the Lagrange interpolation polynomial, we use induction on the number of interpolation points.
For n = 1, the degree of the polynomial is 0. The polynomial P 0 (x) = f (X 0 ) satisfies the interpolation condition.
We suppose that for n = m + 1 there exists a polynomial p m , of degree m which satisfies the interpolation conditions. For n = m + 2, the polynomial p m+1 ∈ P m+1 (R),
For proving the uniqueness, we suppose that there is q ∈ P n (R) such that q(
The polynomial p − q is a polynomial of degree n which is zero on n + 1 points. Therefore p ≡ q.
Method 4 We consider the same formulation of the interpolation problem as in previous methods, but we are looking for the interpolation polynomial in the form (3):
Obviously the interpolation conditions imply l i (x j ) = δ ij . Therefore x j , with j = i, is a root of the polyno-
Using this method we obtain in the same time the form of the fundamental interpolation polynomials and of the Lagrange polynomial.
Method 5 We solve the Lagrange interpolation problem, considering it a particular case of the general problem of polynomial interpolation of functions.
We introduce the general problem of polynomial interpolation of functions.
The general problem of polynomial interpolation of functions consists in finding a polynomial p ∈ P, such that The definition 1 implies two problems: the existence and the uniqueness of solution. There are known the following two theorems which solve these problems.
Theorem 1 The general problem of polynomial interpolation of functions has solution if and only if the functionals from Λ are linear independent and the solution is unique.
Theorem 2 Let be Λ a set of n + 1 functionals linear independent defined at least on P n . Then exists the unique defined polynomials l i ∈ P n , i ∈ {0, . . . , n}, linear independent, such that,
is the solution of interpolation problem with the conditions (5)
Theorem 3 The fundamental interpolation polynomials are given by
. . . λ n (e 0 ) λ n (e 1 ) . . . λ n (e n ) (6) {e 0 , . . . , e n }is a basis for P n ,
The Lagrange interpolation problem results from the definition 1, by taking
The existence and uniqueness of the solution is equivalent of the linear independence of the evaluation functionals on distinct points.
Method 6
We introduce the Lagrange polynomial as polynomial of best approximation to respect with the inner product
We observe that (8) , defines a veritable inner product.
Let be {ϕ 0 , . . . , ϕ n } ⊂ P n an orthogonal system of polynomial with respect to the inner product (8) . It is known (see [11] ), that there exists a best approxi-
Proposition 1 The system of polynomials
system of orthogonal polynomials with respect to the inner product (8) .
Demonstration: By direct calculus we obtain l k , l j = δ k,j .
Corollary 1 the polynomial
represents the best approximation of f , using elements from P n , with respect to the inner product (8) .
Hence the Lagrange polynomial the best approximation polynomial of f , with respect to the norm derived from the inner product (8).
Method 7 We use the method introduced by Polya. This method suppose interpolation using linear combination of n functions satisfying a differential equation with coefficients represented by continuous functions.
We consider the differential equation g 1 , . . . , g n−1 , such that: The Lagrange problem is obtained for
Definition 2 Equation (10) has the property W , if there exist n − 1 integrals of this equation,
The solution of equation (11) is y ∈ P n−1 . We choose
Hence (11) has the property W . This proves that the Lagrange interpolation problem has an unique solution.
Multivariate case of Lagrange interpolation
The multivariate case of Lagrange interpolation could be theoretically obtained by particularization of the method 5 of the previous section. Theorems 1 -3 have a general character. The main difficulty arises in the condition that dim(P) = card(Λ). In applications we would like to find g ∈ N such that Π d g , the space of polynomials of degree less or equal g in d variables is the interpolation space. This is not the case in all problems, be cause
The equality dim Π d g = n does not occur for any cardinality n of the set of interpolation conditions. More,
If there is not g ∈ N such that the interpolation space P = Π d g , we must choose a subspace of Π d g as interpolation space. A new difficulty appears in this case: there are many subspaces of Π d g with the same dimension.
In conclusion we can not know apriori which is the interpolation space for a set of n interpolation conditions in the multivariate case. Therefore we do not know a basis of this space. Hence, the methods 1 -5 from the univariate case can not be used.
Method 8 A modification of the algebraic method 1 was made by Carl de Boor (see [4]).
The Lagrange interpolation problem can be reformulated algebraic, by the system:
The method proposed in [4] is Gauss elimination by segments method. This method supposes the factorization of the segmented matrix
The segment V j has r j columns, r j = dim Π 0 j and correspond to α ∈ N d , |α| = j. The columns in the segments are indexed using the inverse lexicographical order of the multiindex α ∈ N d . Instead of making zeros under the pivot element of a line, we will make, in any segment, an orthogonalization of the lines under the pivot line. The inner product used for orthogonalization in the segment j is a,
Using elementary operations on the segment V j we make a factorization of this segment in the form
T . R jj is a diagonal block which lines are orthogonal vectors with respect the inner product < ·, · > j . Finally we obtain the decomposition
with L an invertible matrix, U an upper triangular and invertible matrix and G is a matrix segmented in the same way with V .
We suppose that at the step j, we are in the segment k j . We denote by R i,k j the vector with the elements of R situated in the segment k j on the line i. The following operations will be carry out:
1. On look for a pivot line. The pivot line maximizes the scalar product
If this scalar product is zero for every i > j, there are no pivot lines in the segment k j . If it is necessary, the pivot line is brought on the position j.
We calculate
3. We make the orthogonalisation of the vectors R i,k j and R j,k j , for i > j, that is, we calculate
This step represents the "elimination" in Gauss elimination by segments method.
4. We pass to the j + 1 step, by searching a new pivot line in the segment R k j . When a pivot line does not exist any more in the segment R k j , for j ≤ n, we pass to the next segment. The number k m = max j∈{1,...,n} (k j ) represents the number of the segments ran through in the elimination process and in the same time it represents de maximum degree of the polynomials from the interpolation space. It is prove in [3] and [4] that we can built a special basis of the interpolation space, using the elements of the matrix R obtained in Gauss elimination by segments. For the Lagrange case and d = 2 the first segment is V 0 = [1, . . . , 0] T and the others segments are built in a recursive way. We start with U = O n,n and L = I n,n . The algorithm, implemented in MATLAB, can be found in [3] . For the case d > 2 we give in [10] a recursive procedure for obtaining the segments V j in Gauss elimination by segments method. The elements of the line i of the next segment, V k+1,i , will be obtained in the following way. The first element a k,(k,0,...,0) will generate d elements:
and so on. [1] that an interpolation space for a set of Lagrange conditions is given by the space
Method 9 Carl de Boor and A. Ron, have proved in
We can find in an analytical way a special basis of the space Π Θ (see [1] ) and then apply the algebraic method.
This method is more complicated. The same basis can be obtained easier using method 8. 
Method 10 The set of Lagrange interpolation conditions defines an ideal interpolation scheme, that is

Method 11
We introduce Lagrange interpolation as a particular case of interpolation with the conditions Λ ϕ,G (see [2] ).
The Lagrange interpolation is obtained using the power series of the exponential function and the apace of homogeneous polynomials
We obtain
This result correspond to the evaluation functional on the point θ, that is to a Lagrange condition.
Conclusion
The multitude of approaches which can be used related to Lagrange interpolation problem prove the complexity of this problem. It is important to know as many of these methods in order to choose the appropriate one for solving a real problem.
This type of survey regarding Lagrange interpolation is new and we intend to extend it for Hermite interpolation problems. Another direction of study is to make a comparative study of these methods for different particular problems.
