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Re´sume´
Cet article propose un proce´de´ de reconstruction d’une surface de Riemann a` bord
couple´ a` un tenseur de conductivite´ a` partir de son bord et de l’ope´rateur de Dirichlet-
Neumann associe´ a` cette conductivite´. Lorsque la donne´e de de´part provient d’une surface
riemannienne re´elle de dimension deux e´quipe´e d’un tenseur de conductivite´, ce proce´de´
restitue l’inte´gralite´ de ce qui peut eˆtre de´termine´ a` partir de ces donne´es.
Abstact
This article proposes a process to reconstruct a Riemann surface with boundary equip-
ped with a linked conductivity tensor from its boundary and the Dirichlet-Neumann ope-
rator associated to this conductivity. When initial data comes from a two dimensional real
Riemannian surface equipped with a conductivity tensor, this process recover the whole
of what can be determined from this data.
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Cet article est organise´ de la manie`re suivante. La section 1 propose une formalisation du
proble`me d’impe´dance tomographique e´lectrique inverse qui, si elle n’est pas nouvelle, n’est pas
vraiment explicite dans la litte´rature. La section 2 e´nonce ce que nous avons besoin de savoir
sur les surfaces nodales qui apparaissent naturellement dans ce proble`me.
La troisie`me section regroupe des the´ore`mes ine´dits et d’autres de´ja` connus afin de dresser
le panorama de l’unicite´ et de la construction d’une solution au proble`me formalise´ dans la
section 1.2.
La section 4.1 aborde le proble`me de la construction effective d’une solution dans le cas cle´
de la reconstruction d’une surface de Riemann a` bord a` partir de son ope´rateur de Dirichlet-
Neumann. La me´thode propose´e est a` notre connaissance entie`rement nouvelle et repose sur
l’analyse a priori de la de´composition d’une fonction holomorphe de deux variables en somme
d’onde de chocs, c’est a` dire de solutions de l’e´quation diffe´rentielle ∂h
∂y
= h∂h
∂x
.
1 Structures de conductivite´
Nous de´finissons une structure de conductivite´ de dimension deux comme un couple (M,σ)
ou` M est une surface re´elle a` bord( 1) connexe oriente´e munie d’une conductivite´ σ : T ∗M →
1. On conside`re qu’une surface a` bordM est un ouvert dense d’une varie´te´ re´elle oriente´e a` bord de dimension
deux M dont toutes les composantes connexes sont borde´es par des varie´te´s re´elles de dimension pure 1 ; ainsi,
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T ∗M , c’est-a`-dire d’un tenseur tel que pour tout p ∈M ,
Σp : T
∗
pM × T ∗pM ∋ σp (a, b) 7→
a ∧ σp (b)
µp
est une forme biline´aire de´finie positive, µ e´tant une forme volume µ pour M fixe´e une fois
pour toute. Cette de´finition, peut eˆtre inhabituelle, n’est qu’une reformulation( 2) intrinse`que
de celle donne´e par [24] et [29]. La section 1.2 montre comment affranchir cette de´finition du
choix de cette forme volume auxiliaire.
Pour toute fonction continue u : bM → R, il existe alors dans C0 (M,R) une unique fonction
Eσu qui re´sout le proble`me de Dirichlet suivant
dσdU = 0 & U |bM = u. (1)
Dans le proble`me d’impe´dance tomographique e´lectrique inverse qui est le sujet de cet article,
il est courant de conside´rer que la donne´e essentielle est l’ope´rateur de Dirichlet-Neumann
associe´ a` (1). Dans son acceptation usuelle, celui-ci fait intervenir une de´rive´e normale et donc
une me´trique. Lorsque M est une surface re´elle contenue dans R3, on peut utiliser celle induite
surM par celle standard de R3 bien que cette dernie`re ne soit pas force´ment corre´le´e a` σ. Avant
de donner de´finition intrinse`que a` σ de cet ope´rateur, la section suivante donne une analyse a
priori, souvent en filigrane dans la litte´rature, des structures de conductivite´ de dimension 2.
Certains auteurs pre´fe`rent conside´rer une me´trique Riemannienne g sur M et construire
l’ope´rateur de Dirichlet-Neumann a` partir de la solution du proble`me de Dirichlet (∆gU = 0 & U |bM = u)
ou` ∆g est l’ope´rateur de Laplace-Beltrami associe´ a` g. En e´crivant les e´quations dσdU = 0 et
∆gU = 0 en coordonne´es, on constante que ces deux formulations ne sont e´quivalentes que dans
le cas particulier ou` det σp = 1 pour tout p ∈ M . La formule (4) de la section (1.1) montre
que σ se re´duit alors a` une structure complexe et que dans le proble`me de tomographie inverse,
c’est alors la seule chose a` reconstruire. reconstruire autre chose que cette structure conforme.
1.1 Factorisation d’une conductivite´
Les conditions impose´es a` σ pour eˆtre une conductivite´ indiquent l’implication d’une me´trique
naturelle. Il est remarque´ dans [14] qu’une forme volume µ pour M ayant e´te´, on de´finit une
me´trique naturelle gµ,σ sur M en posant pour tout t ∈ TM
gµ,σ (t) =
σ−1 (t yµ) ∧ (t yµ)
µ
. (2)
Sa classe conforme Cσ ne de´pend pas de µ et σ se factorise (voir [14]) a` travers Cσ au sens ou` il
existe une fonction sσ :M → R∗+ de meˆme re´gularite´ que σ, appele´e coefficient de conductivite´
le bord bM de M est M\M . Une surface de Riemann a` bord est une varie´te´ complexe connexe de dimension
1 qui est aussi une surface a` bord re´elle.
2. Si on fixe un point p dans M , des coordonne´es (x, y) au voisinage de p et qu’on pose comme dans [24]
(ξ, η) = (dy,−dx) puis σ (dx) = rξ + tη et σ (dy) = uξ + sη, pour a = axdx + aydy et b = bxdx + bydy dans
TpM , σp (b) = (bxr + byu) ξ + (bxt+ bys) η et
a ∧ σp (b) = (axdx+ aydy) ∧ [(bxr + byu) dy − (bxt+ bys) dx]
= (raxbx + uaxby + taybx + sbxby) dx ∧ dy
3
dans cet article, telle que lorsque (x1, x2) est un couple de coordonne´es isothermiques locales
pour Cσ,
Mat
(dx2,−dx1)
dx (σp) = sσ (p) I2 (3)
pour tout p dans l’ouvert de M ou` (x1, x2) est de´fini, I2 e´tant la matrice unite´ d’ordre 2 et
dx = (dx1, dx2). Notons det σ l’application qui a` tout point p de M associe le de´terminant de
l’application line´aire σp. Alors (3) entraˆıne que det σ = s
2
σ, c’est-a`-dire sσ =
√
det σ. Si on note
cσ la conductivite´ de´finie par
σ = sσ.cσ =
√
det σ.cσ, (4)
Cσ est aussi la classe conforme associe´e a` cσ et quand (x1, x2) est un couple de coordonne´es
isothermiques locales pour Cσ,
Matdxdx(cσ) =
(
0 −1
1 0
)
de´f
= J.
Autrement dit, cσ est aussi l’ope´rateur de conjugaison agissant sur les 1-formes de M . De plus,
si dσ = cσd, ∂
σ = 1
2
(d− idσ) est l’ope´rateur de Cauchy-Riemann associe´ a` Cσ et
dσdU = dsσd
σU
pour toute fonction U ∈ C2 (M).
Supposons que C soit une structure complexe sur M , c’est-a`-dire la donne´e d’un atlas de M
qui fasse de M une surface de Riemann a` bord de bord bM . Si x1 et x2 sont les parties re´elles
et imaginaires d’une meˆme coordonne´e holomorphe de M , les matrices jacobiennes relatives a`
(x1, x2) d’applications holomorphes commutent avec J . Cela signifie qu’on peut de´finir un ten-
seur c : TM → TM par le fait que dans de telles coordonne´es, Matdxdx(c) = J . Par construction,
c est une conductivite´ de coefficient constant 1, c ◦ d = i (∂ − ∂) de´f= dc et c est son ope´rateur
de Hodge agissant sur les 1-formes quand M est muni de la me´trique duale de celle de´finie sur
chaque T ∗pM par 〈a, b〉µ = a ∧ ∗b = 1√det σa ∧ σ (b).
La de´composition (4) fait donc apparaˆıtre une structure complexe naturellement associe´e
a` σ. Celle-ci est unique au sens ou` si c′ est l’ope´rateur de conjugaison associe´ a` une structure
complexe C′ et si s′ ∈ (R∗+)M ′, l’e´galite´ σ = s′.c′ impose s = s′ puis cσ = c′ car det cσ = 1 =
det c′.
La formule (3) montre que pour tout p ∈ M , σp commute avec les automorphismes ortho-
gonaux de
(
TpM, (gµ,σ)p
)
. Lorsque M est une sous-varie´te´ de R3, en particulier si M est un
domaine de R2, et lorsque la classe conforme de gµ,σ est induite par la me´trique standard de
R3, ceci signifie que σ est isotrope au sens usuel (voir [24] et [29] par exemple). La proposition
ci-dessous re´sume ce qui pre´ce`de.
Proposition 1 Soit M une surface a` bord oriente´e de dimension re´elle 2. Une structure com-
plexe C sur M de´finit un tenseur de conductivite´ de coefficient e´gal a` 1. Inversement, pour toute
conductivite´ σ sur M , il existe une unique structure complexe Cσ telle que σ =
√
det σcσ ou` cσ
est l’ope´rateur de conjugaison associe´ a` Cσ.
Ainsi, il est naturel de dire qu’une fonction f d’un ouvert U de M a` valeurs dans C est
σ-holomorphe si ∂σf = 0, ou de fac¸on e´quivalente, lorsque pour toute carte z : V → C de
l’atlas holomorphe de (M, Cσ), f ◦ z−1 est holomorphe sur z−1 (U) au sens usuel.
Si (M ′, σ′) est une autre structure de conductivite´ de dimension 2, une fonction f d’un
ouvert U de M a` valeurs dans M ′ est dite (σ, σ′)-analytique si pour toute carte holomorphe
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z′ : V ′ → C de (M ′, Cσ′), z′ ◦ f est σ-holomorphe sur f−1 (V ′) ∩ U , c’est-a`-dire si z′ ◦ f ◦ z−1
est holomorphe sur z−1 (f−1 (V ′) ∩ U) au sens usuel pour toute carte holomorphe z : V → C
de (M, Cσ). Cette proprie´te´ se caracte´rise aussi par le lemme suivant.
Lemme 2 Soient (M,σ) et (M ′, σ′) des structures de conductivite´ de dimension 2, U un ouvert
de M et f : U →M ′ une application diffe´rentiable. Alors f est (σ, σ′)-analytique si et seulement
si (tDf)◦cσ′ = cσ◦(tDf). Lorsque f re´alise un diffe´omorphisme ϕ de U sur f (U), ϕ est (σ, σ′)-
analytique si et seulement si ϕ∗cσ = cσ′ et en particulier si ϕ∗σ = σ′.
Preuve. Conside´rons des cartes holomorphes z : V → C de (M, Cσ) et z′ : V ′ → C de
(M ′, Cσ′) et posons F = Mat(dx
′,dy′)
(dx,dy) (Df) ou` (x, y) = (Re z, Im z) et (x
′, y′) = (Re z′, Im z′).
Alors
Mat
(dx,dy)
(dx′,dy′)
((
tDf
) ◦ cσ′) =Mat(dx,dy)(dx′,dy′) (tDf)Mat(dx′,dy′)(dx′,dy′) (cσ′) = tFJ
Mat
(dx,dy)
(dx′,dy′)
(
cσ ◦
(
tDf
))
=Mat
(dx,dy)
(dx,dy) (cσ)Mat
(dx,dy)
(dx′,dy′)
(
tDf
)
= J tF
La relation (tDf) ◦ cσ′ = cσ ◦ (tDf) a donc lieu si et seulement si JF = FJ . Traduite sur les
entre´es de matrice, ceci est e´quivalent au fait que Re f et Im f ve´rifient le syste`me des e´quations
de Cauchy-Riemann, c’est-a`-dire ∂f
∂z
= 0.
Supposons maintenant que ϕ = f
∣∣∣f(U)U est diffe´omorphisme. Puisque par de´finition, ϕ∗cσ =
(tDf)
−1
ψ ◦ (cσ) ψ ◦ t (Dϕ)ψ ou` ϕ = ψ−1, le point pre´ce´dent donne que ϕ est (σ, σ′)-analytique si
et seulement si ϕ∗cσ = cσ′ . Par ailleurs, ϕ∗cσ = (det σ)ψ .ϕ∗cσ = det (σψ) .ϕ∗cσ. Donc la relation
ϕ∗σ = σ′ impose det (σψ) = det cσ′ et ϕ∗cσ = cσ′ .
1.2 L’ope´rateur de Dirichlet-Neumann
Conside´rons une structure de conductivite´ (M,σ) de dimension 2 et µ une forme volume sur
M . On e´quipe M d’une me´trique g arbitraire et on note ν le champ de vecteur de´fini sur bM
tel que pour tout p ∈ bM , (νp, τp) est une base g-orthonorme´e directe de TpM . On dispose alors
de l’ope´rateur de Dirichlet-Neumann ≪normal≫ Nσν de´fini pour toute fonction suffisamment
re´gulie`re u : bM → R par
Nσν u =
∂Eσu
∂ν
∣∣∣∣
bM
(5)
Ainsi, lorsque u : bM → R est suffisamment re´gulie`re,
dEσu = (Eσu.ν) ν
∗ + (Eσu.τ) τ
∗ = (Nσν u) ν
∗ + (du.τ) τ ∗.
Cette formule montre que la donne´e de Nσν qui de´pend du choix d’une me´trique peut eˆtre
remplace´e par celle de l’ope´rateur de Dirichlet-Neumann ≪diffe´rentiel≫ Nσd dont l’action sur
une fonction u : bM → R suffisamment re´gulie`re est de´finie par
Nσd u = d Eσu|bM (6)
Dans le cas particulier ou` det σ = 1, il est note´ dans [14] que ∂Eσu|bM = (Lσνu) (ν∗ + iτ ∗)
ou` Lσν =
1
2
(
Nσν − i ∂∂τ
)
de sorte qu’on peut conside´rer que l’ope´rateur de Dirichlet-Neumann
≪complexe≫ θσc de´fini sur les fonctions u : bM → R suffisamment re´gulie`res par
θσc u = ∂Eσu|bM = (Lcσν u) (ν∗ + iτ ∗) (7)
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Ceci e´tant, la taˆche a` accomplir est ge´ne´ralement pense´e comme la reconstruction de (M,σ)
a` partir de (∂M,Nσν ), ∂M e´tant bM muni de l’orientation induite parM et ν. Cette formulation
est ambigue¨ car elle ne dit pas s’il s’agit de de´terminer M comme une varie´te´ abstraite, comme
une varie´te´ plonge´e ou encore plus pre´cise´ment comme une certaine sous-varie´te´ d’un espace
standard et le succe`s de cette entreprise de´pend du point de vue adopte´.
Lorsque M est un domaine de R2, la conductivite´ est souvent assimile´e a` la matrice (σjk) =
Mat
(dx2,−dx1)
(dx1,dx2)
(σ) ou` (x1, x2) est le couple des coordonne´es standards de R
2 ; (1) s’e´crit alors
sous la forme ∑
j,k=1,2
∂
∂xj
(
σjk
∂U
∂xk
)
= 0 & U |bM = u. (8)
et les conditions impose´es a` σ pour eˆtre une conductivite´ se traduisent par le fait que (σjk) est
syme´trique et de´finie positive.
Si le proble`me pose´ est compris comme celui de reconstruire (σjk) a` partir (∂M,N
σ
d ), il est
sans solution naturelle car d’apre`s une remarque de Tartar cite´e par [22], lorsque ϕ ∈ C1 (M,M)
est un diffe´omorphisme co¨ıncidant avec l’identite´ sur bM et Φ est la matrice jacobienne de ϕ,
(βjk) =
1
det Φ
tΦ (σjk)Φ de´finit une conductivite´ β telle que N
β
d = N
σ
d . Cependant, la section
pre´ce´dente indique que ϕ est alors un biholomorphisme entre les surfaces de Riemann (M, Cβ)
et (M, Cα). Bien qu’elles le meˆme ensemble sous-jacent, il est plus indique´ de les voir comme
deux plongement diffe´rents de la meˆme surface de Riemann abstraite.
Cet exemple invite a` conside´rer le proble`me de conductivite´ inverse comme e´tant celui de la
reconstruction d’une surface de Riemann a` bord abstraite M et d’une fonction s : M → R∗+ a`
partir de la donne´e de bM , de la restriction de s.c a` TbMM ou` c est l’ope´rateur de conjugaison
de T ∗M et de l’ope´rateur
N s,c : F (bM) ∋ u 7→ dcEs.cu|bM
ou` F (M) est n’importe quel espace raisonnable de fonctions comme C0 (bM), C∞ (bM) ou
H1/2 (bM), dc = i
(
∂ − ∂), ∂ = d− ∂ et ∂ est l’ope´rateur de Cauchy-Riemann de M .
Comme il a e´te´ pre´cise´ au de´but de la section pre´ce´dente, il est possible de s’affranchir
de la forme volume auxiliaire µ. Puisque dans le proble`me inverse envisage´ ici, l’ope´rateur de
Dirichlet-Neumann Nσd et σ |bM sont conside´re´s comme connus, l’ope´rateur ∗σ de conjugaison
associe´ a` la structure complexe Cσ de (M,σ) est connu quand il agit sur le fibre´ T ∗bMM =
∪
s∈bM
TsM . Ayant fixe´ une section lisse et ge´ne´ratrice τ
∗ de T ∗bM , on pose ν∗s = − (∗σ)s τ ∗s pour
tout s ∈ bM . Par de´finition d’une conductivite´, bM ∋ s 7→ ν∗s ∧ τ ∗s est alors une section lisse du
fibre´ des formes volumes de M et peut eˆtre prolonge´e en une forme volume lisse pour M . Bien
que ce prolongement ne soit pas unique, tout tenseur qui serait une conductivite´ pour l’un de
ces prolongements le serait pour tous.
2 Surfaces de Riemann nodales a` bord
Une surface de Riemann nodale a` bord Q est un ensemble de la forme
(
S/R) \π (bS) ou` S
est une surface de Riemann a` bord, R une relation d’e´quivalence identifiant un nombre fini de
points de S mais telle que deux points distincts de bS sont dans deux classes diffe´rentes et π
est la projection naturelle de S sur S/R. En particulier, πbS = π
∣∣bS
bS est une bijection.
On munit S/R de la topologie quotient de sorte que Q est un ouvert, Q = S/R et bQ =
π (bS). On de´signe par RegQ l’ensemble des points de Q qui n’ont par π qu’un ante´ce´dent et on
6
pose SingQ = Q\RegQ ; on de´finit de fac¸on analogue RegQ et SingQ. Puisque π est bijective
de S∩π−1 (RegQ) sur RegQ, π permet de donner a` RegQ une structure de surface de Riemann
ouverte a` bord de bord (bQ) ∩ RegQ et a` πreg = π
∣∣∣∣RegQS∩π−1(RegQ) le statut d’isomorphisme.
Cette structure complexe se prolonge a` travers les e´ventuelles singularite´s de Q de la fac¸on
suivante. Soient pour q ∈ Q donne´, les ante´ce´dents p1, ..., pν(q) de q par π et Vq,1, ..., Vq,ν(q)
des voisinages connexes ouverts dans S de ces points tels que pour tout j ∈ {1, ..., ν (q)},
Vq,j ∩π−1
(
SingQ
)
= {pj}, Vq,j ∩ bS est soit vide, soit un ouvert connexe de bS et Vq,j ∩Vq,k = ∅
lorsque k 6= j. Pour chaque j, π re´alise une bijection πq,j de Vq,j\bS sur Qq,j , ce qui permet
de munir Qq,j ou Qq,j ∪
(
Qq,j ∩ bS
)
si q ∈ bQ et j est l’indice tel que pj ∈ (bS) ∩ π−1 (Q),
d’une structure de surface de Riemann, a` bord si q ∈ bQ. Par construction, πq,j prolonge
holomorphiquement la restriction de πreg a` Vq,j pour tout j.
On appelle branche de Q en q toute surface de Riemann connexe B de la forme Qq,j - si
B ∩ bS = ∅, B est dite inte´rieure et si B ∩ bS contient un voisinage de q dans bS, B est dite
de bord.
Par fonction nodale classe Ck sur U ou U , 0 6 k 6 ∞, (resp. holomorphe sur U), U e´tant
un ouvert de Q, on entend une fonction usuelle sur RegU qui se prolonge en fonction de classe
Ck (resp. holomorphe) le long de toute branche de U ou U selon le cas e´che´ant. On de´finit de
fac¸on similaire la notion d’application nodale de classe Ck ou holomorphe a` valeurs dans une
varie´te´ de classe Ck ou analytique. Une application f a` valeurs dans Q est dite de classe Ck
(resp. holomorphe) si pour toute branche B de Q, f−1 (B) est une varie´te´ nodale de classe Ck
(ou analytique) et f est de classe Ck (resp. holomorphe) sur f−1 (B).
Si X est une varie´te´ re´elle a` bord de classe Ck et Q une surface de Riemann a` bord, une
Ck-normalisation (resp. normalisation) de X sur Q est une application f : X → Q qui est un
Ck-diffe´omorphisme (resp. biholomorphisme) usuel de f−1
(
RegQ
)
sur RegQ et de f−1 (B) sur
B pour toute branche B de Q. Avec cette de´finition, π : S → Q est une normalisation de Q.
Conside´rons une autre surface de Riemann nodale a` bord Q′ qui est le quotient d’une
surface de Riemann a` bord S ′ et notons π′ la projection naturelle de S ′ sur Q′. On se donne une
application nodale ϕ : Q −→ Q′ ; ϕ est donc univalue´e sur RegQ et multivalue´e sur SingQ. On
dit que ϕ est un isomorphisme approximatif de surfaces de Riemann nodale a` bord si les deux
conditions suivantes sont re´alise´es :
i) ϕ est bijective de ϕ−1
(
RegQ′
) ∩ RegQ sur ϕ (RegQ) ∩ RegQ′.
ii) Pour toute branche B′ inte´rieure (resp. de bord) issue d’un point q′ de Q, ϕ−1 (B′) est
une branche inte´rieure (resp. de bord) de Q en q et ϕ
∣∣B′
B est un isomorphisme de surfaces de
Riemann (resp. a` bord).
Ces conditions entraˆınent les proprie´te´s suivantes :
iii) ϕ re´alise isomorphisme de surfaces de Riemann a` bord de ϕ−1
(
RegQ′
) ∩ RegQ sur
ϕ
(
RegQ
) ∩ RegQ′
iv) Pour chaque q′ ∈ SingQ′, on se donne un jeu (Q′q′,j)16j6ν(q′) complet de branches deux
a` deux disjointes de Q′ en q′. Alors
(
ϕ−1
(
Q′q′,j
))
q∈SingQ′, 16j6ν(q′) est un jeu de branches de
Q en ses points singuliers, complet au sens ou` pour tout q ∈ SingQ, il existe une partie Eq
de
{
(q′, j) ; q′ ∈ SingQ′, 1 6 j 6 ν (q′)} telle que les branches de Q en q sont les ϕ−1 (Q′q′,j),
(q′, j) ∈ Eq.
v) ϕ se rele`ve en un isomorphisme ϕ˜ : S −→ S ′ tel que pour toute branche B de Q,
ϕ = π′ ◦ ϕ˜ ◦
(
π
∣∣∣π−1(B)B )−1 .
Si ϕ est un isomorphisme approximatif et respecte les noeuds de Q et Q′, c’est-a`-dire si les
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branches de Q′ en ϕ (q) sont les images par ϕ des branches de Q en q, ou de fac¸on e´quivalente,
(π′) −1 ({ϕ (q)}) = ϕ˜ (π−1 ({q})) pour tout q ∈ Q′, on dit que ϕ est un isomorphisme de surfaces
de Riemann nodales a` bord. Dans ce cas, ϕ est un home´omorphisme de Q sur Q′.
Une structure de conductivite´ sur Q est une structure de conductivite´ sur RegQ qui se
prolonge en structure de conductivite´ le long de toute branche de Q. Les conside´rations de la
section pre´ce´dente s’appliquent alors de fac¸on naturelle et nous n’en faisons pas le de´tail. Dans
cet article, nous n’utilisons pour les surfaces nodales que les conductivite´s de coefficient 1, c’est
a` dire les structures complexes sous-jacentes.
Pour conclure cette section, pre´cisons que d’apre`s( 3) [16, prop. 2] une distribution u sur un
ouvert W de Q est harmonique si elle est harmonique au sens usuel surW ∩RegQ, continue sur
W ∩ RegQ et si pour tout point singulier q de Q les deux conditions suivantes sont ve´rifie´es :
1) pour toute branche inte´rieure B de Q en q suffisamment petite pour qu’on puisse
s’en donner une une coordonne´e holomorphe z, il existe cB ∈ C tel que u
∣∣
Qq,j\{q} − 2cB ln |z| se
prolonge a` B en fonction harmonique usuelle.
2)
∑
cB = 0, la somme e´tant e´tendue aux branches inte´rieures de Q en q.
Inversement, toute distribution ayant ces deux proprie´te´s est une distribution harmonique.
Ceci entraˆıne qu’une meˆme fonction u continue sur bQ admet plusieurs prolongements en tant
que distribution harmonique U ; le proble`me de Dirichlet pour u n’est bien pose´ que si on
spe´cifie pour tout q ∈ SingQ et toute branche inte´rieure B de Q en q, le re´sidu cB de ∂U |B
en q. En particulier, û de´signant le prolongement harmonique de u ◦ π−1bS a` S, π∗û est la seule
distribution harmonique qui est continue le long de toute branche de Q\ {q} et co¨ıncide avec u
sur bQ ; on l’appelle le prolongement harmonique simple de u.
En particulier, on peut de´finir pour une surface de Riemann nodale un ope´rateur de Dirichlet-
Neumann complexe θσc ou` dans (7) on utilise les extensions harmoniques simples.
3 The´ore`mes d’unicite´
3.1 Conductivite´ anisotrope
Lorsque la conductivite´ n’est pas isotrope, les auteurs se sont concentre´s sur l’injectivite´ a`
diffe´omorphisme pre`s de σ 7→ Nσν , c’est-a`-dire a` la re´ciproque de la remarque de Tartar. Cette
injectivite´ est prouve´e par Nachman [25] pour une conductivite´ de classe C2 et un domaine
de R2. Dans [4], elle est e´tablie pour une conductivite´ de classe L∞ mais pour un domaine
simplement connexe de R2.
Dans le cas spe´cial ou` le coefficient de conductivite´ est constant, la question est de savoir si
deux structures conformes sur M sont identiques lorsqu’elles partagent le meˆme ope´rateur de
Dirichlet a` Neumann. Une re´ponse positive est affirme´e par Lassas et Uhlmann [23] quand M
est connexe et Belishev la corrobore dans [5] en montrant que M peut eˆtre retrouve´e comme
le spectre de l’alge`bre des restrictions a` bM des fonctions holomorphes sur M se prolongeant
continuˆment a` M .
Dans [23] et [5], la connaissance comple`te de l’ope´rateur de Dirichlet-Neumann est ne´cessaire
pour obtenir l’unicite´ de la structure conforme. Dans [14], il est dit que celle-ci est de´termine´e
par l’action de l’ope´rateur de Dirichlet-Neumann sur trois fonctions ge´ne´riques mais la preuve
donne´e de ce re´sultat n’est correcte qu’en renforc¸ant un peu les conditions ge´ne´riques impose´es
3. Cette caracte´risation est prouve´e pour le cas ou` bQ ⊂ RegQ mais la preuve s’applique sans changement
au cas pre´sent.
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a` ces trois fonctions, ce qui est fait dans [16]. L’unicite´ en question ici peut eˆtre aussi obtenue
en augmentant le nombre de fonctions ge´ne´riques comme dans [18]. Le the´ore`me 9 de cet article
en donne une preuve avec les hypothe`ses de [14] et la section 4.8 propose une reconstruction
plus explicite de la structure complexe M a` partir de son ope´rateur de Dirichlet-Neumann.
Dans [20] pour un domaine de R2, puis dans [21] pour le cas ge´ne´ral d’une varie´te´ re´elle
connexeM de dimension 2, Henkin et Santacesaria ont fait une avance´e majeure dans la the´orie
en prouvant que l’ope´rateur de Dirichlet-Neumann de´termine la structure complexe de (M,σ)
sous la forme d’une surface de Riemann nodale a` bord plonge´e dans C2.
Thorme 3 (Henkin-Santacesaria, 2012) Soit (M,σ) une structure de conductivite´ de di-
mension 2, σ e´tant de classe C3. Il existe alors une surface de Riemann nodale a` bord M
plonge´e dans C2 et une C3-normalisation F :M →M telle que F∗σ = tcM ou` t ∈ C3
(M,R∗+)
et cM est la structure complexe induite par C2 sur M. En outre si F : M → M′ est une
autre C3-normalisation du meˆme type, M et M′ sont approximativement isomorphes. Enfin,
les valeurs au bord de F et en particulier bM sont de´termine´es par bM , σ |TbMM et l’ope´rateur
de Dirichlet-Neumann Nσd de (M,σ).
Notons que graˆce au lemme 2, F est holomorphe au sens ou` pour toute branche B deM, F
est analytique de (F−1 (B) , Cσ) dans C2. Par ailleurs, il re´sulte de la preuve de ce the´ore`me que
les singularite´s deM sont les points de F (M) ayant plusieurs ante´ce´dents par F . Ainsi, lorsque
M n’a pas de singularite´, F est un diffe´omorphisme de M sur M ve´rifiant les hypothe`ses du
lemme 2, ce qui en fait un isomorphisme de surfaces de Riemann a` bord.
Dans [21], il est dit que M et M′ sont isomorphes mais sans que le sens en soit pre´cise´.
De´montrons succinctement qu’il s’agit au moins d’isomorphie approximative. Supposons que
F :M →M et G : F :M →M′ sont deux C3-normalisations du type ci-dessus. Posons Greg =
G
∣∣∣G−1(RegM)RegM , Freg = F ∣∣∣F−1(RegM′)RegM′ et notons Hreg l’application de RegM∩ G (F−1 (RegM′))
dans RegM∩ F (RegM′) de´finie par Hreg (z) = Freg
(
G−1reg (z)
)
. Parce que F et G sont des
normalisations, Hreg se prolonge holomorphiquement le long de toute branche de M en une
application (multivalue´e) H deM a` valeurs dansM′. Par construction, H (M′) etM sont des
courbes complexes qui ne diffe´rent qu’en un nombre fini de points. Elles sont donc e´gales et en
particulier, SingM et SingM′ ont meˆme cardinal. Il s’ensuit que M et M′ sont approximati-
vement isomorphes.
En re´alite´, M et M′ sont bien isomorphes au sens fort donne´ dans cet article. En effet, M
et M′ induisent par rele`vement sur M des structures complexes a priori diffe´rentes mais qui
co¨ıncident sur bM et partagent le meˆme ope´rateur de Dirichlet-Neumann. Graˆce au the´ore`me 9
e´nonce´ et prouve´ plus loin, les surfaces de Riemann a` bord correspondantes sont donc iso-
morphes et du coup, M et M′ le sont aussi en tant que surfaces de Riemann nodale a` bord.
Ainsi, M est un mode`le, e´ventuellement singulier, de la structure complexe de (M,σ). Ce
mode`le est calculable au sens effectif du terme. En effet, M est un sous-ensemble analytique
de dimension 1 de C2\bM qui au sens des courants de C2 satisfait d [M] = F∗ [∂M ] ou` [M]
de´signe le courant d’inte´gration sur M et [∂M ] celui du bord de M oriente´ par M . Dans cette
situation, on sait, essentiellement depuis les travaux de Harvey et Lawson [10, 11], queM peut
eˆtre calcule´e de fac¸on effective graˆce a` des formules de type Cauchy (voir par exemple [14, th.
2] ou [21, prop. 1]).
On peut conside´rer queM suffit comme pre´sentation deM en tant que surface de Riemann
mais on peut aussi souhaiter disposer d’un atlas de la structure complexe de M . Le paragraphe
suivant explique comment le travail de [14, 16] permet d’obtenir M a` partir de M et donc in
fine a` partir de Nσd .
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Dans le the´ore`me ci-dessous, on note [w0 : · · · : wd] les coordonne´es homoge`nes standards
de CPd. Si ω0, ..., ωd sont des (1, 0)-formes deux a` deux proportionnelles ne s’annulant pas
simultane´ment, on note [ω0 : · · · : ωd] ou [ω] l’application de´finie sur chaque {ωj 6= 0} par [ω] =[
ω0
ωj
: · · · : ωd
ωj
]
.
Thorme 4 Soient (M,σ) une structure de conductivite´ de dimension 2, σ e´tant de classe C3, et
F :M →M une normalisation comme dans le the´ore`me 3. On conside`re l’ope´rateur θσc de´fini
en (7) et, M e´tant muni de la conductivite´ de coefficient associe´e a` sa structure complexe, on
de´signe par θMc l’ope´rateur de Dirichlet-Neumann complexe de´fini de fac¸on similaire a` la fin de
la section 2. Enfin, on pose f = F
∣∣∣F (bM)bM .
Alors pour u ∈ C∞ (bM,R) et w = u ◦ f−1 = f∗u, F∗θσc u = θMc w est la restriction a` bM de
∂ŵ ou` ŵ est l’extension harmonique simple de w. De plus, pour (u0, u1, u2, u3) ge´ne´rique dans
C∞ (bM,R)4, l’application[
F ∗θMc f∗u
]
=
[
F ∗θMc f∗u0 : · · · : F ∗θMc f∗u3
]
plonge dans CP3 la courbe re´elle bM sur une courbe re´elle borde´e dans CP3 par une surface de
Riemann a` bord S isomorphe a` M .
Preuve. Conside´rons une fonction u de C0 (bM,R). Notons u˜ le prolongement harmonique
de u a` M ; puisque 2∂σ∂σ = iddcσ , u˜ est l’unique solution dans C0
(
M
)
du syste`me
∂σ∂σU = 0 & U |bM = u.
D’apre`s [14, formule 1.1], θσc u est la restriction a` bM de la (1, 0)-forme cσ-holomorphe ∂
σu˜.
Puisque FB = F
∣∣∣BF−1(B) est un isomorphisme (σ, cM)-analytique pour toute branche B deM
et puisque u˜ est lisse, F∗u˜ est lisse le long de toute branche B deM et ve´rifie
(
∂∂ (FB) ∗u˜
) |B =
(FB) ∗∂σ∂σu˜ = 0. Ainsi, u˜ ◦ (FRegM)−1 se prolonge harmoniquement le long de toute branche
de M et de´finit sur M une distribution ŵ qui est l’unique solution continue le long de toute
branche de M du proble`me
∂∂w = 0 & w |M = w (9)
quand w = u ◦ f−1. Les meˆmes calculs que dans [14, formule 1.1] donnent que θMc w est la
restriction a` bM de la (1, 0)-forme holomorphe ∂ŵ. Etant donne´ que F est (σ, cM)-analytique,
∂ŵ = F∗∂σu˜.
Conside´rons maintenant dans C∞ (bM,R) quatre fonctions u0, ..., u3 dont on note par un
tilde leur prolongement cσ-harmonique a` M . Graˆce a` la remarque faite page 327 pour le
the´ore`me 4 de [18], on sait que pour (u0, ..., u3) ge´ne´rique, les formes ∂
σu˜j ne s’annulent pas si-
multane´ment et que [∂σu] = [∂σu0 : · · · : ∂σu3] plonge M dans CP3 sur une surface de Riemann
S a` bord. Dans une telle situation, les distributions harmoniques ŵj qui sont les solutions du
proble`me (9) quand w = f∗uj ve´rifient
∂σu˜j = F
∗∂ŵj = F ∗θMc wj = F
∗θMc f∗uj
pour tout j ∈ N.
Remarque. [∂w] est de´finie sans ambigu¨ıte´ sur RegM et se prolonge holomorphiquement le
long de toute branche B de M. L’application multivalue´e [∂ŵ] qui en re´sulte de´singularise M
au sens ou` il existe une normalisation G : S →M telle que G ◦ [∂ŵ] = IdM.
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θσc n’e´tant pas directement accessible a` partir de N
σ
d , la me´thode propose´e par le the´ore`me 4
pour construire un plongement de M dans CP3 repose sur l’utilisation de la surface nodale
M fabrique´e par le the´ore`me de Henkin et Santacesaria pour obtenir θMc a` partir d’extensions
harmonique simples a`M de fonctions de´finies sur bM. Bien que M soit connue, le fait queM
soit nodale complique les choses car ce proble`me de Dirichlet n’a de solution unique que si on
spe´cifie des donne´es aux points nodaux.
Plus pre´cise´ment, notons q1, ..., qs les points deM ou`M a au moins deux branches inte´rieures.
Pour chacun de ces points qj , notonsBj,1,...,Bj,µj les branches inte´rieures deM en qj . Alors, pour
v ∈ C∞ (bM) donne´e, on sait d’apre`s [16, prop. 2] que pour toute famille α =
((
αrj,k
)
16j6s
)
16k6µj
de nombre complexes ve´rifiant
∑
16k6µj
αj,k = 0 pour tout j, il existe un et un seul prolongement
de v en distribution harmonique v̂α tel que pour tous j, k le re´sidu en qj de ∂v̂
α
∣∣Bj,k vaut αj,k.
En particulier, v̂0 = v̂.
Si dans le the´ore`me 4, on remplace
[
F ∗θMc f∗u
]
par
[
F ∗θM,αc f∗u
]
=
[
F ∗∂f̂∗u0
α0 |bM : · · · : F ∗∂f̂∗u4
α4 |bM
]
ou` les familles de re´els αr =
((
αrj,k
)
16j6s
)
16k6µj
ve´rifient
∑
16k6µj
αrj,k = 0 , on obtient encore les
meˆmes conclusions quand (u0, u1, u2, u3) est ge´ne´rique et l’application (j, k) 7→
[
α0j,k : · · · : α3j,k
]
est bien de´finie et injective. Notons que la seconde partie du the´ore`me admet aussi une modi-
fication similaire.
Cette modification du the´ore`me 4 dit en substance qu’il n’est pas utile de se soucier de
quels prolongements en distribution harmonique on use. Cependant, la construction de tels
prolongements n’est pas force´ment e´vidente. La section suivante en propose une.
3.2 Fonctions de Green nodale
Quand M est une surface de Riemann a` bord lisse, une fonction de Green pour M est
une fonction syme´trique re´elle g de´finie sur M ×M prive´e de sa diagonale ∆M telle que pour
tout q ∈ M , gq = g (q, .) est harmonique sur M\ {q}, continue sur M\ {q} et pre´sente une
singularite´ logarithmique isole´e en q, ce qui signifie qu’ayant choisi au voisinage de q dans
M une coordonne´e holomorphe z centre´e en q, gq − 12π ln |z| se prolonge harmoniquement au
voisinage de q. L’unique fonction de Green telle que gq |bM = 0 pour tout q ∈ M est dite
principale. Avec une fonction de Green g, on fabrique l’ope´rateur T qui a` v ∈ C∞ (bM) associe
la fonction Tv de´finie par
Tv :M ∋ q 7→ i
2
∫
∂M
v∂gq (10)
Lorsque v ∈ C∞ (bM), Tv est harmonique sur M , se prolonge a` M en fonction de classe C∞
et si g est principale, co¨ıncide avec v sur bM . Si on se rame`ne au cas ou` M est relativement
compact dans une surface de Riemann M˜ (on peut par exemple choisir pour M˜ le double de
M), on peut conside´rer l’ope´rateur S qui a` v ∈ C∞ (bM) associe la fonction Sv de´finie par
Sv : M˜\M ∋ q 7→ i
2
∫
∂M
v∂gq
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Lorsque v ∈ C∞ (bM), Sv est harmonique sur M , se prolonge a` M en fonction de classe C∞
et d’apre`s un re´sultat de Sohotksy de 1873, ve´rifie v = Tv − Sv sur bM . En outre, d’apre`s les
travaux de Fredholm en 1900, l’e´quation inte´grale v = w+(Sw) |bM admet une unique solution
qu’on note Rv et le prolongement harmonique Ev de v a` M est Ev = TRv. En particulier,
GM : (q, z) 7→ g (q, z) − E (gz |bM ) (q) est la fonction de Green principale de M . Quand g est
une fonction de Green principale, la formule (10) donne le prolongement harmonique de v a` M .
Dfinition 5 Soit Y une courbe complexe ouverte, e´ventuellement singulie`re, d’un ouvert de C2.
Une fonction de Green pour Y est une fonction g : (RegY × RegY) \∆RegY → R syme´trique
telle que pour tout q∗ ∈ RegY, gq∗ = g (q∗, .) ve´rifie i∂∂gq∗ = δq∗dV au sens des courant, δq∗
e´tant la mesure de Dirac porte´e par {q∗} et dV = i∂∂ |.|2 - ceci implique en particulier que ∂gq∗
est une (1, 0)-forme faiblement holomorphe sur Y\ {q∗} au sens de [27].
Lorsque Y est une surface de Riemann nodale ouverte, quotient d’une surface de Riemann S
par une relation d’e´quivalence et lorsque π est la projection canonique de S sur Y, une fonction
de Green simple pour Y est une fonction g : (RegY × RegY) \∆RegY → R pour laquelle il
existe une fonction g˜ : (S × S) \∆S → R ayant les proprie´te´s suivantes : - lorsque q∗ ∈ RegY
et {s∗} = π−1 (q∗), gq∗ = π∗g˜s∗ au sens des courants - lorsque q∗ ∈ SingY, B est une branche
de Y en q∗ et {s∗} = (π |B )−1 (q∗), gq tend au sens des courants vers π∗g˜s∗ lorsque q ∈ B\ {q∗}
tend vers qs.
Une fonction de Green principale pour une surface de Riemann nodale a` bord Y est une
fonction de Green simple g pour Y telle que si B est une branche de bord de Y, g |B se prolonge
continuˆment a` B par la valeur 0 sur B ∩ bY.
De´taillons maintenant la formule explicite de la proposition 17 de [17] e´tablissant l’existence
de fonctions Green pour une famille a` 1 parame`tre de courbes complexes dont les singularite´s
e´ventuelles sont quelconques. On se donne une courbe complexe Y d’un ouvert de C2, Ω un
voisinage de Stein de Y dans C2, Φ une fonction holomorphe sur Ω telle que Y = {Φ = 0} et
dΦ |Y 6= 0 puis un domaine strictement pseudoconvexe Ω∗ de C2 ve´rifiant
Y0 = Y ∩ Ω∗ ⊂ Ω,
et enfin une fonction syme´trique Ψ ∈ O (Ω× Ω,C2) telle que pour tout (z, z′) ∈ C2,
Φ (z′)− Φ (z) = 〈Ψ (z′, z) , z′ − z〉
ou` 〈v, w〉 = v1w1 + v2w2 lorsque v, w ∈ C2. On de´finit sur RegY une (1, 0)-forme ω en posant
ω =
−dz1
∂Φ/∂z2
sur Y1 = Y ∩ {∂Φ/∂z2 6= 0}
ω =
+dz2
∂Φ/∂z1
sur Y2 = Y ∩ {∂Φ/∂z1 6= 0}
et on conside`re
k (z′, z) = det
[
z′ − z
|z′ − z|2 ,Ψ (z
′, z)
]
.
Lorsque q∗ ∈ RegY0, [17, prop. 17 ] e´tablit que la formule
gq∗ (q) =
1
4π2
∫
q′∈Y0
k (q′, q) k (q∗, q
′) iω (q′) ∧ ω (q′) . (11)
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de´finit pour Y0 une fonction de Green au sens ci-dessus. En outre, la preuve de [17, prop. 17 ]
apporte que si q∗ ∈ RegY0
∂gq∗ = k˜q∗ω
ou` k˜q∗ =
1
2π
k (., q∗). La proposition ci-dessous donne un comple´ment utile.
Proposition 6 On suppose Y n’a que des singularite´s nodales. Dans ce cas, la fonction g
de´finie par (11) est une fonction de Green simple pour Y.
Preuve. Commenc¸ons par prouver que q∗ e´tant fixe´ dans RegY0, gq∗ se prolonge en fonc-
tion harmonique usuelle le long des branches de Y0\ {q∗}. Puisque, gq∗ est une distribution
harmonique sur Y0\ {q∗}, on sait de´ja` que gq∗ |RegY0 est une fonction harmonique usuelle et
graˆce a` [16, prop. 2] que pour toute branche B de Y0 en q, gq∗ |B a au plus une singularite´
logarithmique isole´e en q et donc que ∂gq∗ au plus un poˆle simple en q. Fixons q dans SingY0
et B une branche de Y0 en q. En diminuant B et en changeant e´ventuellement de coordonne´es,
on se rame`ne au cas ou` q = 0 et ou` Φ est au voisinage de 0 de la forme
Φ (z) = (z2 − ϕ (z1)) Θ (z)
avec ϕ holomorphe dans un disque V = D (0, r) assez petit et Θ |B ne s’annulant qu’en 0. En
particulier, il existe une fonction θ holomorphe sur V telle que θ (0) 6= 0 et Θ (z1, ϕ (z1)) =
zν−11 θ (z1) lorsque z1 ∈ V , ν de´signant le nombre de branches de Y0 en q. Sur B\ {q}, on a donc
ω = dz1
θ(z1)z
ν−1
1
. Conside´rons alors χ une (0, 1)-forme a` support compact dans B ; χ s’e´crit donc
ξdz1 avec ξ ∈ D (V ). D’ou`, par de´finition,
〈∂gq∗ , χ〉 = lim
ε↓0+
∫
z1∈V \D(0,ε)
k̂q∗ (z1) ξ (z1)
θ (z1) z
ν−1
1
idz1 ∧ dz1
ou` k̂q∗ (z1) = k˜q∗ (z1, ϕ (z1)). Ecrivons
k̂q∗ (z1) ξ (z1)
θ (z1)
=
∑
α+β<ν−1
cα,βz
α
1 z1
β +
∫ 1
0
(1− t)ν−2
(ν − 2)! D
ν−1
(
k̂q∗ξ/θ
)∣∣∣
tz1
.zν−21 dt idz1 ∧ dz1
ou` l’expression Dpf |w .zp se lit comme e´tant la valeur prise par la diffe´rentielle totale d’ordre
p de f en w sur le vecteur (z, ..., z). Puisque
∫ 2π
0
eiθ(α−β−ν+1)dθ = 0 lorsque α + β < ν − 1, on
obtient
〈∂gq∗ , χ〉 =
∫
z1∈V
∫ 1
0
(1− t)ν−2
(ν − 2)! D
ν−1
(
k̂q∗ξ/θ
)∣∣∣
tz1
.1ν−1dt idz1 ∧ dz1 (12)
Par ailleurs, il existe c ∈ C et h ∈ O (V ) telle que l’expression de ∂gq∗ |B dans la coordonne´e z1
soit c
z1
dz1 + hdz1. D’ou`
〈∂gq∗ , χ〉 = lim
ε↓0+
∫
z1∈V \D(0,ε)
(
c
z1
+ h (z1)
)
ξ (z1) idz1 ∧ dz1
Ecrivons ξ (z1) = ξ (0) + ξ1,0z1 + ξ0,1z1 +
∫ 1
0
(1− t) D2ξ|tz1 .z21dt. Il vient alors
〈∂gq∗ , χ〉 = πr2ξ1,0c+
∫
z1∈V
h (z1) ξ (z1) idz1 ∧ dz1 (13)
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Comme (12) ne comporte pas de de´rivation de la mesure de Dirac en 0, la comparaison avec
(13) impose c = 0, ce qu’il fallait prouver.
Fixons maintenant qs dans SingY . Conside´rons une branche B de Y en qs suffisamment
petite pour qu’on puisse s’y donner une coordonne´e holomorphe z centre´e en qs. La syme´trie
de g et ce qui pre´ce`de impliquent que lorsque q∗ ∈ B tend vers qs, gq∗ − 12π ln |z − z (q∗)|
converge uniforme´ment sur B vers une fonction harmonique de la forme gBB,qs − 12π ln |z| ou` gB,qs
est harmonique sur B\ {qs}. Pour la meˆme raison, si B′ est une autre branche de Y en qs et
B ∋ q∗ tend vers qs, gq∗ converge uniforme´ment sur B′ vers une une fonction harmonique gB′B,qs.
Enfin, l’expression explicite (11) de g donne que lorsque q∗ ∈ B tend vers qs et que B′ est une
branche de Y relativement compacte dans Y\ {qs}, gq∗ converge uniforme´ment sur B′ vers une
fonction harmonique gB
′
B,qs. Quand B′ parcoure l’ensemble des branches de Y , ces fonctions gB
′
B,qs
se recollent en une fonction gB,qs qui est harmonique sur B′\ {qs} pour toute branche B′ de Y ,
dont la restriction a` B pre´sente une singularite´ logarithmique en qs et telle que gq∗ →B∋q∗ gB,qs au
sens des courants.
Proce´dant ainsi pour tous les points singuliers de Y , on constate que g est une fonction de
Green simple pour Y .
Corollaire 7 Soit (M,σ) une structure de conductivite´ de dimension deux. On se donne, ce
qui est toujours possible, une structure de conductivite´ (M˜, σ˜) de dimension 2 qui prolonge
simplement (M,σ), ce qui signifie que M ⊂⊂ M˜ , σ˜ |M = σ et que σ˜ |p = IdT ∗p M˜ pour tout
p ∈ bM˜ . On note alors F : M˜ → C2 l’application obtenue en appliquant le the´ore`me 3 a` (M˜, σ˜),
on pose Y = F
(
M˜
)
et on fixe un voisinage de Stein Ω de Y dans C2. Enfin, M = F (M)
e´tant relativement compacte dans Y, on peut se donner un domaine strictement pseudoconvexe
Ω∗ de C2 ve´rifiant M ⊂⊂ Y0 = Y ∩ Ω∗ ⊂ Ω. On note g la fonction de´finie par (11). Alors,
F ∗g
∣∣∣M×M\∆M est une fonction de Green pour (M, cσ).
Preuve. Puisque F : M →M est une normalisation (cσ, cQ)-analytique, h = F ∗g est bien
de´finie sur M reg ×M reg\∆M reg ou` M reg = F−1
(
RegQ
)
, syme´trique et pour tout x ∈ M , hx =
h (., x) est harmonique sur M reg\bM ∪{x}, continue sur M reg\ {x} et ve´rifie i∂σ∂σh = δxdV ou`
dV est une forme volume pour M . Lorsque p ∈ F−1 (SingY)∩M et U est un voisinage ouvert
connexe de p dans M , B = F (U) est une branche inte´rieure de M en q = F (p) et on peut
poser hp = F
∗gp,B. La proposition 6 entraˆıne que h ainsi construite est une fonction de Green
pour M .
Le corollaire 7 permet aussi de comple´ter le the´ore`me 4 en donnant une formule explicite
F ∗θMc f∗u.
Corollaire 8 Les hypothe`ses et les notations sont celles du the´ore`me 4 et du corollaire 7. M
admet une fonction de Green principale et si g est une telle fonction, pour tout u ∈ C∞ (bM),
F ∗θMc f∗u est donne´ par la formule
F ∗θMc f∗u =
(
F ∗∂f̂∗u
)
|bM , f̂∗u : RegM∋ q 7→
∣∣∣∣ i2 ∫∂M (f∗u) ∂gq si q ∈M(f∗u) (q) si q ∈ bM
Preuve. Ceci de´coule directement du corollaire 7 et du proce´de´ de construction des fonctions
de Green principale rappele´ au de´but de cette section.
Remarque. Le corollaire 7 permet aussi de de´terminer la fonction de Green principale de
(M, cσ) graˆce a` la me´thode de´crite au de´but de cette section.
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Cette section fournit donc un proce´de´ pour de´terminer l’ope´rateur N cσd a` partir de N
σ
d et
rame`ne le proble`me initial a` celui ou` le coefficient de conductivite´ est constant et donc a` la
situation e´tudie´e dans [14, 16] a` laquelle sont consacre´es les sections 3.3 et 4.2.
3.3 Conductivite´ de coefficient constant
Dans cette section, on revient sur l’unicite´ de la structure complexe dans le cas d’une
conductivite´ de coefficient constant. Comme il est note´ dans la section 3.1, cela permet de
comple´ter le the´ore`me de Henkin-Santacesaria ainsi que la preuve du the´ore`me 1 de [14] qui
est le the´ore`me ci-dessous pour n = 2. Notons que l’hypothe`se faite sur les fonctions uj est
ge´ne´riquement ve´rifie´e (voir [14, 16]).
Thorme 9 (Henkin-Michel, 2007) Soient M et M ′, deux surfaces de Riemann a` bord lisses
borde´es par la meˆme courbe re´elle γ. On pose ∂ = d − ∂ (resp. ∂′ = d − ∂′), ∂ (resp. ∂′)
e´tant l’ope´rateur de Cauchy-Riemann de M (resp. M ′). Si u ∈ C∞ (γ), on note u˜ (resp. û) le
prolongement harmonique de u a` M (resp. M ′) et on pose θu = (∂u˜) |γ (resp. θ′u = (∂′û) |γ ) ;
θ (resp. θ′) est aussi l’ope´rateur θσc de´fini par (7) lorsque σ est la conductivite´ associe´e a` la
structure complexe de M (resp. M ′).
On se donne u0, ..., un ∈ C∞ (γ) ou` n ∈ N∗, on suppose que pour tout j ∈ {0, ..., n},
θuj = θ
′uj, l’application [θu] = [θu0 : · · · : θun] = [θ′u] est bien de´finie, re´alise un plongement
de γ dans {[w0 : · · · : wn] ∈ CPn; w0 6= 0} et on suppose en outre que [∂u˜] (resp. [∂′û]) est bien
de´finie sur M (resp. M ′) et prolonge me´romorphiquement [θu] (resp. [θ′u]) a` M (resp. M ′).
Dans ces conditions, il existe un isomorphisme de surfaces de Riemann a` bord de M sur M ′
dont la restriction a` γ est l’identite´.
L’une des e´tapes de la preuve de ce the´ore`me utilise [18] dont les lemmes 11 a` 14 avaient
e´te´ e´crits au de´part par l’auteur de ces lignes pour donner une preuve comple`te du the´ore`me
ci-dessus.
On note (Uℓ) et (U
′
ℓ) les extensions harmoniques de u a` M et M
′ respectivement. Par
hypothe`se, F = [∂U ] : M −→ CPn et F ′ = [∂U ′] : M ′ −→ CPn sont bien de´finies, co¨ıncident
sur γ et f = F |γ = F ′ |γ plonge γ dans {w0 6= 0} ou` w0, ..., wn sont les coordonne´es homoge`nes
standards de CPn. On munit δ = f (γ) de l’orientation de γ transporte´e par f . Les hypothe`ses
de re´gularite´ faites sur M et M ′ impliquent que F et F ′ sont de classe C1. On pose
Y = F (M) \δ, Γ = F−1 (δ) ,
M˜ = M\Γ, F˜ = F
∣∣∣CPn\δM\Γ ,
M r = {dF 6= 0} & Ms = {dF = 0}
Puisque f est un plongement de γ dans {w0 6= 0} qui est isomorphe a` Cn, il existe un voisinage
G ouvert de γ dans M tel que FG = F |G soit un plongement de G dans C2 ; l’orientation de
δ est donc aussi celle induite par celle naturelle de G. Lorsque A est un espace topologique,
on note CC (A) l’ensemble des composantes connexes de A. Si A ⊂ M et B ⊂ F (A), on
note ν (F,A,B) le degre´ de F
∣∣B
A quand il existe. On adopte pour M
′ des notations similaires
a` celle prises pour M . La notation Dp,q (U) de´signe l’espace des (p, q)-formes de classe C∞
a` support compact dans un ouvert U d’une varie´te´ complexe. La notation Hd (E) de´signe la
mesure d-dimensionnelle de Hausdorff d’un ensemble E quand ceci a un sens.
Lemme 10 Γ\γ est un compact de M et Y est une courbe complexe de CPn\δ.
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Preuve. Puisque FG plonge G dans C
2, Γ ∩ G = γ et Γ\γ = Γ ∩ (M\G) est un compact
contenu dans M . En particulier, M˜ =M\Γ est une surface de Riemann ouverte. Par construc-
tion, F˜ est propre car si L est un compact de CPn\δ, F˜−1 (L) est un compact de M qui ne
rencontre pas Γ et donc est un compact de M˜ . Par un the´ore`me de Remmert, inutile dans le
cas tre`s simple n = 1, Y = F˜ (M˜) est un sous-ensemble analytique de CPn\δ.
Lemme 11 F∗ [M ] est un courant normal positif porte´ par Y et dF∗ [M ] = [δ].
Preuve. Si χ est une forme lisse a` support compact de CPn,
〈F∗ [M ] , χ〉 =
∫
M
F ∗χ.
F∗ [M ] est donc un courant de bidegre´ (1, 1) porte´ par F (M) c’est-a`-dire Y . Il est positif car si
χ ∈ D1,1 (CPn) est positive, (F ∗χ) |M est une (1, 1)-forme positive de M car F est holomorphe
et donc 〈F∗ [M ] , χ〉 > 0. Soit ξ ∈ C∞ (CPn) tel que χ = ξωFS ou` ωFS = i2π∂∂ ln |w|2 est la
(1, 1)-forme qui induit la me´trique de Fubini-Study. On a alors
|〈F∗ [M ] , χ〉| 6
∫
M
|ξ|F ∗ωFS 6 ‖ξ‖∞
∫
M
F ∗ωFS
Comme ‖χ‖ = sup
p∈CPn
‖χp‖ et
‖χp‖ = max
s,t∈TpCPn, ‖s‖FS=‖t‖FS=1
|χp. (s, t)|
= |ξ (p)| max
s,t∈TpCPn, ‖s‖FS=‖t‖FS=1
∣∣∣(ωFS)p . (s, t)∣∣∣ = |ξ (p)| ,
on obtient que la masse de F∗ [M ] est finie et au plus
∫
M
F ∗ωFS. Si χ ∈ D (CPn),
〈dF∗ [M ] , χ〉 = 〈F∗ [M ] , dχ〉 =
∫
M
F ∗dχ =
∫
M
dF ∗χ =
∫
γ
F ∗χ = 〈F∗ [γ] , χ〉
Autrement dit, dF∗ [M ] = F∗ [γ] = [δ]. En particulier, la masse de dF∗ [M ] est finie ; F∗ [M ] est
un courant normal porte´ par Y .
Lemme 12 F∗ [M ]
∣∣
CPn\δ est une chaˆıne holomorphe positive de CPn\δ porte´e par Y .
Preuve. Etant donne´ que T = F∗ [M ] est porte´ par Y et que Y = Y \δ, S = T
∣∣
CPn\δ est
un courant normal et donc localement rectifiable de CPn\δ, sans bord et porte´ par Y . D’apre`s
le the´ore`me de structure 2.1 de [11], il existe donc (nj)16j6N ∈ ZN tel que S =
∑
16j6N
nj [Yj] ou`
(Yj) est la famille des composantes irre´ductibles de Y . S e´tant par ailleurs un courant positif
d’apre`s le lemme 11, les nj sont des entiers naturels.
Lemme 13 F∗ [M ] = F∗ [M ′] et Y ′ = Y .
Preuve. D’apre`s le lemme 11, le courant T = F∗ [M ] − F ′∗ [M ′] est un courant normal
sans bord de bidegre´ (1, 1) porte´ par Y ∪ Y ′. Il est par conse´quent de la forme
∑
16j6N
nj [Zj] ou`
(nj) ∈ (Z∗)N et les Zj sont des courbes complexes compactes irre´ductibles de CPn contenues
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dans Y ∪Y ′. Soit Z l’une de ces courbes. Z ∩ δ 6= ∅ car sinon F−1 (Z) est une courbe complexe
compacte contenue dans M ouM ′, ce qui est exclu. L’une des composantes connexes β de δ est
donc contenue dans Z ; on munit β de l’orientation induite par δ. β e´tant lisse, il existe dans Z
une surface de Riemann (lisse) B telle que B\β est contenue dans (CPn\δ) ∩ Reg Y ∩ Reg Y ′
et n’a que deux composantes connexes B− et B+.
Par construction, B− est une surface de Riemann ouverte connexe contenue dans la courbe
complexe Y ∪ Y ′ et donc l’un au moins des deux nombres H2 (B− ∩ Y ) ou H2 (B− ∩ Y ′) est
strictement positif, par exemple H2 (B− ∩ Y ) > 0. Puisque B− est connexe, ceci implique( 4)
que B− ⊂ Y . Etant donne´ que β est contenu dans les bords de Y et B, on en de´duit quitte a`
diminuer B, que Y ∩ B ⊂ Z et donc que Y ∩B ⊂ B− ∪B+.
Supposons que H2 (B+ ∩ Y ) = 0. Alors, comme B ⊂ Reg Y , B+ ∩ Y = ∅, Y ∩ B = B−
et, par force, B+ ⊂ Y ′. Supposons en outre que H2 (B− ∩ Y ′) = 0, alors, quitte a` diminuer B,
on a de la meˆme fac¸on qu’auparavant Y ′ ∩ B = B+ et donc d [Y ] = −d [Y ′] pre`s de β. Ceci
est incompatible avec le fait que F∗ [M ] et F ′∗ [M
′] sont deux chaˆınes holomorphes positives de
CPn\δ porte´es respectivement par Y et Y ′. Par conse´quent, H2 (B− ∩ Y ′) > 0 et donc B− ⊂ Y ′.
D’ou` B ⊂ Y ′ puis Z ⊂ Y ′, ce qui est de nouveau une contradiction. Revenant a` notre premie`re
supposition, on en de´duit que H2 (B+ ∩ Y ) > 0 et donc B ⊂ Y , ce qui est de nouveau absurde.
Le lemme est prouve´.
Lemme 14 Lorsque y ∈ Y , My = F−1 ({y}) est un ensemble fini et ν : Y : y 7→ CardM y est
borne´e.
Preuve. Supposons que F−1 ({y}) est infini pour un un certain y ∈ Y . Si F−1 ({y}) posse`de
un point d’accumulation dans M , F = y sur une composante connexe de M et donc sur un
ouvert non vide de γ. Dans le cas contraire, F−1 ({y}) posse`de un point d’accumulation dans
γ et dF s’annule en ce point. Dans les deux cas, ceci contredit que F |γ est un plongement.
Supposons que ν ne soit pas borne´e. Il existe alors (ym) ∈ Y N telle que (νm) = (ν (ym))
a +∞ comme limite et (ym) converge vers y∗ ∈ Y . Puisque M est compacte, il existe dans
M
N
une suite convergente de limite x0∗ ∈ F−1 ({y∗}) et une extractrice ϕ : N → N telle que
yϕ(m) = F (xm) pour toutm ∈ N. Si dF
∣∣
x0∗
6= 0, il existe un voisinage ouvert U0 de x0∗ dansM tel
que V0 = F (U0) est une surface de Riemann (a` bord si x
0
∗ ∈ γ) et F
∣∣V0
U0
est un biholomorphisme
(de surfaces de Riemann a` bord si x0∗ ∈ γ) ; on pose m0∗ = 1 dans ce cas. Si dF
∣∣
x0∗ = 0, x
∗
0 /∈ γ
et on peut choisir des coordonne´es holomorphes (ζ1, ..., ζn) pour CPn au voisinage de y∗ tel
que l’ordre d’annulation m∗ de (d (ζ1 ◦ F ) , ..., d (ζn ◦ F )) en x0∗ est aussi celui de d (ζ1 ◦ F ) en
x0∗. Dans ce cas, il existe un voisinage ouvert U0 de x
0
∗ dans M tel que si y ∈ V0 = F (U0),
ζ1 (F (y)) a exactement m
0
∗ ante´ce´dents par ζ1 ◦ F dans U0, deux a` deux distincts si y 6= y∗ ; si
y ∈ V0 = F (U0), y a donc au moins un ante´ce´dent par F dans U0 et au plus m0∗.
Supposons que nous disposons dans F−1 (y∗) de k+1 points deux a` deux distincts x0∗, ..., x
k
∗
et de voisinages ouverts U0, ..., Uk de ces points dans M tels que pour tout j ∈ {1, ..., k},
1 6 CardF−1 (y∗) ∩Uj 6 mj∗ et Uj ⊂M\Vj−1 ou` Vj−1 = ∪
16ℓ6j−1
Uℓ. Alors CardF
−1 (y∗)∩ Vk 6∑
06j6k
mj∗ et puisque M\Vk+1 est compact, on peut donc trouver une extractrice ϕ : N→ N telle
que pour tout m ∈ N, F−1 (yϕ(m)) ∩ (M\Vk+1) contient au moins un point xk+1m qui, lorsque
m tend vers +∞ , tend vers un point xk+1∗ ∈ F−1 ({y∗}). Comme pre´ce´demment, on peut alors
4. Puisque B− ∩ δ = ∅, B− = (B− ∩ Y ) ∪ (B−\Y ). B− ∩ Y est un ouvert de B− car par construction,
B− ⊂ Reg Y ∩Reg Y ′. Il est non vide par hypothe`se. Donc B− = B− ∩ Y ⊂ Y .
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trouver un entier mk+1∗ et un voisinage Uk+1 de x
k+1
∗ dans M tels que 1 6 CardF
−1 (y∗)∩Uk 6
mk+1∗ .
On construit ainsi par re´currence une suite
(
xk∗
)
k∈N de points deux a` deux distincts de My,
ce qui est impossible. ν est donc borne´e.
Lemme 15 Soit h ∈ O (M) ∩ C0 (M). Alors F∗h est holomorphe et borne´e sur Reg Y et
F ′∗F∗h = (F∗h) ◦ F ′ ∈ O (M ′) ∩ C0
(
M ′
)
Preuve. Par de´finition F∗h est la fonction de´finie sur Y par (F∗h) (y) =
∑
x∈F−1(y)
h (x).
Soit y∗ ∈ (Reg Y ) \F ({dF = 0}). Posons F−1 (y∗) = {x∗1, ...x∗k} ou` k = ν (y). Il existe un
voisinage B de y dans Reg Y tel que pour tout j ∈ {1, ..., k}, il existe un voisinage Aj de
x∗j dans M pour lequel Fj = F
∣∣∣BAj est un biholomorphisme. Supposons que (yν) ∈ BN
converge vers y∗ et CardF−1 {yn} > k pour tout n. Pour chaque n ∈ N, il existe donc
an ∈ M\
{
F−11 (yn) , ..., F
−1
k (yn)
}
tel que F (an) = yn. Quitte a` conside´rer une sous-suite, (an)
converge vers un point a deM qui ve´rifie F (a) = y∗. Etant donne´ que y ∈ Y = F (M) \F (bM),
a /∈ bM et il existe j ∈ {1, ..., k} tel que a = x∗j . Pour n assez grand, an et F−1j (yn) sont alors
deux points distincts de Aj qui ont la meˆme image par F , a` savoir yn. Ceci est absurde. Donc,
F∗h =
∑
16j6k
h ◦F−1j est holomorphe au voisinage de. De plus, |F∗h| 6 k ‖h‖∞ et k = ν (y). F∗h
est donc borne´e d’apre`s le lemme 14. Etant donne´ que (Reg Y ) ∩ F ({dF = 0}) est fini, F∗h se
prolonge holomorphiquement a` Reg Y . Ceci implique que F ′∗F∗h = (F∗h)◦F ′ est holomorphe et
est borne´e surM ′\F ′−1 (Sing Y ). Comme F ′−1 (Sing Y ) est un ensemble fini, F ′∗F∗h se prolonge
holomorphiquement a` M ′.
Lemme 16 Si ω′ ∈ C1,0 (M ′) ∩ Ω1,0 (M ′), il existe ω ∈ C1,0 (M) ∩ Ω1,0 (M) telle que ω |γ =
ω′ |γ .
Preuve. Il s’agit de constater que ω′ |γ ve´rifie la condition des moments quand γ est vue
comme le bord de M . Soit donc h ∈ O (M) ∩ C0 (M). D’apre`s le lemme 15, g = F ′∗F∗h ∈
O (M ′) ∩ C0 (M ′). Puisque f∗ [γ] = [δ],∫
γ
hω′ =
∫
γ
F ∗F∗ (hω
′) =
∫
δ
F∗ (hω
′)
=
∫
γ
(F ′∗F∗) (hω′) =
∫
M ′
d (F ′∗F∗) (hω′) = 0.
car F ′∗F∗h ∈ O (M ′) ∩ C0
(
M ′
)
et ω′ ∈ Ω1,0 (M ′).
Preuve du the´ore`me 9. 9 Puisque par hypothe`se
[
(∂Uℓ)06ℓ6n
]
est une application bien
de´finie de M dans CPn, on peut utiliser le lemme 12 d’adjonction de [18] qui bien, qu’e´crit
pour le cas particulier n = 2, s’applique sans changement pour n quelconque dans N∗ : il existe
des fonctions Un+1, ..., UN harmoniques sur M et continues sur M telles que
[
(∂Uℓ)06ℓ6N
]
est
un plongement de M dans CPN . De meˆme, il existe des fonctions U
′
N+1, ..., U
′
N ′ harmoniques
sur M ′ et continues sur M ′ telles que
[
(∂U ′ℓ)ℓ∈{0,..,n,N+1,..,N ′}
]
est un plongement de M ′ dans
CPn+N ′−N . Lorsque ℓ ∈ {N + 1, ..., N +N ′}, le lemme 16 donne que (∂U ′ℓ) |γ′ se prolonge a` M
en une (1, 0)-forme holomorphe Σℓ. De meˆme, lorsque ℓ ∈ {n + 1, ..., N}, (∂Uℓ) |γ se prolonge
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a` M ′ en une (1, 0)-forme holomorphe Σ′ℓ. Conside´rons alors
Σ = (∂U0, ..., ∂Un, ∂Un+1..., ∂UN ,ΣN+1, ...,ΣN+N ′)
de´f
= (Σℓ)06ℓ6L
Σ′ =
(
∂U ′0, .., ∂U
′
n,Σ
′
n+1, ...,Σ
′
N ′ , ∂U
′
N+1, ..., ∂U
′
N+N ′
)
de´f
= (Σ′ℓ)06ℓ6L
Par construction Σ et Σ′ co¨ıncident sur γ. Notons (wℓ)06ℓ6L les coordonne´es naturelles de C
L+1.
Lorsque 0 6 ℓ∗ 6 n, [Σ]
∣∣{∂Uℓ 6=0} s’e´crit (∂Uℓ/∂Uℓ∗)ℓ 6=ℓ∗ dans les coordonne´es naturelles de CL
identifie´ a` {wℓ∗ 6= 0}. Notons pℓ∗ la projection naturelle de CL sur CN , (zℓ)ℓ 6=ℓ∗ 7→ (zℓ)06ℓ6N , ℓ 6=ℓ∗ .
L’application (∂Uℓ/∂Uℓ∗)06ℓ6N , ℓ 6=ℓ∗ est par construction un plongement de {∂Uℓ 6= 0} dans CN .
[Σ] est par ailleurs injective car M = ∪
06ℓ6n
{∂Uℓ 6= 0} et car une relation de la forme [Σ] (x) =
[Σ] (y) impose y ∈ ∩
(∂Uℓ)x 6=0
{∂Uℓ 6= 0}. [Σ] est donc un plongement de M dans CPL. De meˆme,
[Σ′] est un plongement de M ′ dans CPL. Remarquant que la preuve du lemme 11 n’utilise pas
que F est une application canonique, c’est-a`-dire de la forme [∂U ], ou en utilisant le lemme 8 de
[18] qui montre que Σ et Σ′ sont force´ment de ce type, on en conclut que Σ (M) = Σ′ (M ′) puis
que M et M ′ sont rendues isomorphes par une application dont la restriction a` γ est l’identite´.
4 Reconstruction
4.1 Conductivite´ isotrope
Lorsque M est un domaine de R2 est muni de la structure complexe induite par la me´trique
euclidienne standard de R2, c’est-a`-dire quand M est muni d’une conductivite´ isotrope σ, on
sait que σ est entie`rement de´termine´e par son ope´rateur de Dirichlet-Neumann. Cette unicite´ est
e´tablie pour une conductivite´ re´elle analytique dans [22]. Pour une conductivite´ isotrope lisse, un
proce´de´ de reconstruction effective a e´te´ donne´ dans [26] par Novikov et pour une conductivite´
de classe L∞ par Nachman dans [25]. Une autre preuve de ce re´sultat a e´te´ e´crite par Gutarts
dans [9] pour une conductivite´ lisse. Lorsque M est une surface de Riemann connexe dont le
genre est connu, Henkin et Novikov dans [19, th. 1.2] ge´ne´ralisent et corrigent les re´sultats
de reconstruction d’une conductivite´ isotrope de [15]. L’aspect ne´cessairement technique du
principal re´sultat de [19, th. 1.2] ne nous permet de n’en citer ici qu’un re´sume´.
Thorme 17 (Henkin-Novikov, 2011) Soit (M,σ) une structure de conductivite´ de genre g
avec σ de classe C3. Alors σ peut eˆtre reconstruite a` partir de l’ope´rateur de Dirichlet-Neumann
Nσd en re´solvant g e´quations de type Fredholm associe´es a` g donne´es ge´ne´riques de N
σ
d puis en
re´solvant g syste`mes explicites qui, dans le cas ou` M est un domaine de {z ∈ C2; P (z) = 0},
P ∈ CN [X ], sont des syste`mes line´aires de N (N − 1) e´quations a` N (N − 1) inconnues.
4.2 Conductivite´ anisotrope
Le the´ore`me de Henkin-Santacesaria cite´ dans la section 3.1 permet pour une structure de
conductivite´ (M,σ) de construire dans C2 une courbe complexe nodale qui est l’image par une
immersion σ-holomorphe de M dont la restriction a` bM est un plongement.
A l’aide du the´ore`me 4 et du corollaire 8, on peut reconstruire l’ope´rateur de Dirichlet-
Neumann de la structure complexe (M, cσ) sous-jacente a` (M,σ). Ceci permet de produire une
courbe complexe S de CP3 qui est isomorphe a` (M, cσ) et rame`ne le proble`me initial a` celui
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ou` le coefficient de conductivite´ est constant, c’est-a`-dire au cas particulier e´tudie´ dans [14].
Si cette e´tape est franchie de fac¸on constructive, le the´ore`me de Henkin-Novikov rappele´ dans
la section 4.1 permet de reconstruire la conductivite´ σ elle-meˆme. Le proble`me initial est alors
entie`rement re´solu s’il s’agit de produire une structure de conductivite´ abstraite dont le bord
oriente´ et l’ope´rateur de Dirichlet-Neumann sont prescrits.
Dans cette section, on aborde la reconstruction effective de S, que sans perte de ge´ne´ralite´,
on suppose eˆtre un domaine relativement compact d’une surface de Riemann ouverte S˜ de
CP3. Pour un choix ge´ne´rique du quadruplet (u0, u1, u2, u3) de fonctions utilise´es dans le
the´ore`me 4, on peut supposer que les projections π3 : (w0 : w1 : w2 : w3) 7→ (w0 : w1 : w2)
et π2 : (w0 : w1 : w2 : w3) 7→ (w0 : w1 : w3) immergent S˜ dans CP2 sur des courbes nodales S˜3
et S˜2 telles que π
−1
3
(
Sing S˜3
)
∩ π−12
(
Sing S˜2
)
∩ S˜ = ∅. De`s lors, pour obtenir un atlas de S,
il suffit d’en produire pour S ∩Reg S˜2 et S ∩Reg S˜3, c’est-a`-dire pour une surface de Riemann
nodale a` bord Q plonge´e dans CP2 et qui est un domaine relativement compact d’une surface
de Riemann nodale ouverte Q˜ de CP2 et dont le bord oriente´ ∂Q est connu. Notons que le genre
des courbes nodales S3 et S2 est le meˆme que celui de S et donc de M .
La me´thode que nous proposons dans la section 4.8 de´coule de l’analyse des indicatrices
de Cauchy-Fantapie´ introduites dans la section ci-dessous et de la caracte´risation des sommes
d’ondes de chocs donne´e dans la section 4.5. Cette me´thode diffe`re sensiblement de celle pro-
pose´e par Agaltsov-Henkin [1] pour des cas particuliers.
4.3 Indicatrices de Cauchy-Fantapie´
Sans perte de ge´ne´ralite´, on suppose que bQ ⊂ {w0w1w2 6= 0} ce qui permet de conside´rer
ρ = max
w∈bQ
∣∣∣∣w2w1
∣∣∣∣ (14)
Jusqu’a` la fin de cette article, on fait en outre l’hypothe`se ge´ne´rique et donc peu restrictive que
(0 : 1 : 0) /∈ Q∞ = Q ⋔ {w0 = 0} ⊂ RegQ
ou` ⋔ de´signe une intersection transverse. L’hypothe`se Q∞ ⊂ RegQ n’est pas ne´cessaire mais
elle simplifie les calculs. Toutefois, nous indiquons pour certaines formules une version pour
le cas ou` Q∞ ∩ SingQ 6= ∅. Dans la situation re´gulie`re, on peut prendre u0 = w0w2 comme
coordonne´e pour Q au voisinage des points de Q∞ et il existe pour chaque q ∈ Q∞ une fonction
gq holomorphe au voisinage de 0 dans C telle qu’au voisinage de q dans CP2, Q co¨ıncide avec
{(u0 : u1 : 1) ; u1 = gq (u0)}. On note alors (Σgqνuν0) la se´rie de Talyor de gq en 0. Pour q ∈ Q∞,
on a donc
q = (0 : gq0 : 1)
de´f
= (0 : bq : 1) .
On pose aussi
R∞ = {−1/bq; q ∈ Q∞} et E∞ = C× R∞
On note U l’ouvert forme´ par les points z = (x, y) de C2 tels que bQ ne rencontre par Lz =
{w ∈ CP2; xw0 + yw1 + w2 = 0}. L’hypothe`se (0 : 1 : 0) /∈ Q∞ assure que Lz ∩ Q ⊂ {w0 6= 0}
lorsque y 6= 0. On de´signe par Ureg l’ouvert de C2 forme´ par les points z de U tels que pour tout
q ∈ Q∩Lz , Lz coupe transversalement Q en q ; Using = U\Ureg est un sous-ensemble analytique
de U ; quand E est une partie de U , on pose Ereg = E ∩ Ureg et Esing = E ∩ Using. L’ensemble
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Z de´finit ci-dessous joue un roˆle essentiel :
Z = ∪
C\ρD
m (y)D× {y} (15)
ou` D = D (0, 1) et
m : C\ρD ∋ y 7→ min
w∈bQ
∣∣∣∣(yw1w0 + w2w0
)∣∣∣∣
Notons que par construction, Z ⊂ U et que lim
|y|→∞
m (y) = +∞ puisque bQ ⊂ {w1 6= 0}. En
ge´ne´ral Q n’est pas affine et donc Q ∩ Lz 6= ∅ lorsque z ∈ U mais le lemme ci-dessous assure
que le proce´de´ de reconstruction amorce´ avec la proposition 19 aboutit bien a` la connaissance
comple`te de Q.
Lemme 18 Pour tout w∗ ∈ Q∩ {w0 6= 0} et tout R ∈ R∗+, il existe z ∈ Zreg ∩
(
C× C\RD) tel
que w∗ ∈ Lz.
Preuve. Soient R ∈ R∗+ et w∗ ∈ Q tel que w∗0 6= 0. Posons ζ∗ =
(
w∗1
w∗0
, w∗2
w∗0
)
. Les points
z = (x, y) de C2 tels que w∗ ∈ Lz forment la droite L∗w∗ d’e´quation x+yζ∗1+ζ∗2 = 0. Si L∗w∗ (R) =
L∗w∗ ∩
(
C× C\RD) ne rencontre pas U , c’est que pour tout y ∈ C\RD, (−yζ∗1 − ζ∗2, y) /∈ U , ce
qui implique l’existence dans bQ d’un e´le´ment w = (1 : ζ1 : ζ2) tel que w ∈ Lz, c’est-a`-dire tel
que (−yζ∗1 − ζ∗2) + yζ1 + ζ2 = 0 soit encore y = − ζ∗2−ζ2ζ∗1−ζ1 . Etant donne´ que bQ est une courbe
re´elle, C\RD ne peut eˆtre contenu dans l’image de bQ par ζ 7→ − ζ∗2−ζ2
ζ∗1−ζ1 . Ainsi, L
∗
w∗ (R)∩U est
un ouvert non vide de L∗w∗ . Notons que lorsque z ∈ L∗w∗ ∩ U , Q ∩ Lz est une partie finie non
vide de Q0 = Q ∩ {w0 6= 0} car Lz ∩ bQ = ∅, w∗ ∈ Lz et (0 : 1 : 0) /∈ Q∞.
Recouvrons Q0 par une famille localement finie B de branches de Q. Pour chaque branche
B ∈ B, on se donne une fonction holomorphe f de´finie sur un ouvert VB de C2 tel que VB =
{(1 : ζ1 : ζ2) ; ζ ∈ VB & fB (ζ) = 0}. Notons E (R) l’ensemble des z de L∗w∗ (R) tels que Lz et
Q soient tangentes en un point de Lz ∩Q. Un point z de C2 appartient a` E (R) lorsque |y| > R
et qu’il existe B ∈ B et ζ ∈ VB ve´rifiant les conditions
fB (ζ) = 0, x+ yζ∗1 + ζ∗2, x+ yζ1 + ζ2 = 0,
∂fB
∂ζ2
(ζ) 6= 0, y = ∂fB/∂ζ1
∂fB/∂ζ2
(ζ) , x = −∂fB/∂ζ1
∂fB/∂ζ2
(ζ) ζ∗1 − ζ∗2
Lorsque ζ 6= ζ∗, ceci impose ζ∗1 6= ζ1 et −∂fB/∂ζ1∂fB/∂ζ2 (ζ) =
ζ∗2−ζ2
ζ∗1−ζ1 . Les points ζ ve´rifiant cette
e´quation forment donc un sous-ensemble analytique CB de B. A ce titre, CB est soit discret,
soit e´gal a` B.
Supposons que CB = B pour un e´le´ment B de B. Alors ∂fB/∂ζ2 ne s’annule pas et on peut
trouver localement une fonction ϕB telle que fB (ζ) = 0 si et seulement si ζ2 = ϕB (ζ1). La
fonction ϕB ve´rifie alors ϕ
′ (ζ1) + 1ζ∗1−ζ1ϕ (ζ1) =
ζ∗2
ζ∗1−ζ1 , c’est-a`-dire
(
1
ζ1−ζ∗1ϕ (ζ1)
)′
=
(
ζ∗2
ζ1−ζ∗1
)′
.
D’ou` ϕ (ζ1) = (ζ1 − ζ∗1) c+ ζ∗2 ou` c est une constante. Dans ce cas, B est un ouvert de la droite
d’e´quation ζ2 = (ζ1 − ζ∗1) c + ζ∗2 et il suffit de prendre y 6= c pour que Lz ne coupe pas B
tangentiellement. Lorsque CB est une partie discre`te de B, l’ensemble E (R,B) des e´le´ments z
de L∗w∗ (R) tels que Lz et B soient tangentes en un point de Lz ∩ B est contenu, du fait des
relations ci-dessus, dans un ensemble discret. Puisque B est localement finie, on en de´duit de
l’e´tude de ces deux cas que L∗w∗ (R) rencontre Zreg ∩
(
C× C\RD).
On utilise comme dans [14] les indicatrices de Cauchy-Fantapie´ de Q qui sont les fonctions
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Gk, k ∈ N, de´finies sur U par
Gk (z) =
1
2πi
∫
∂Q
Ωkz , Ω
k
z =
(
w1
w0
)k
1
x+ yw1
w0
+ w2
w0
d
(
x+ y
w1
w0
+
w2
w0
)
(16)
Le point de´part de la reconstruction est un re´sultat de Dolbeault-Henkin essentiellement
contenu dans [8] ; leur preuve qui consiste a` utiliser la formule de Stokes s’applique sans chan-
gement au cas ou` Q∞ contient des noeuds de Q. Dans cet e´nonce´ et ensuite, on utilise les
notations suivantes lorsque h1, ..., hp sont des fonctions a` valeurs dans C et k ∈ N,
Nh,k =
∑
16j6p
hkj , Sh,k =
∑
16j1<···<jp6k
hj1 · · ·hjk.
Les identite´s de Newton sont que pour tout k ∈ N∗,
Nh,k = (−1)k−1 kSh,k +
∑
16j6k−1
(−1)k−j−1 Sh,jNh,k−j (17)
Sh,k =
(−1)k−1
k
Nh,k +
1
k
∑
16j6k−1
(−1)j−1 Sh,jNh,k−j (18)
On note C [X, Y ) l’ensemble des e´le´ments de C (X, Y ) qui sont des polynoˆmes en X . Ck [X, Y )
de´signe l’anneau des polynoˆmes en X de degre´ au plus k dont les coefficients sont des fractions
rationnelles en Y de degre´ compris entre −1 et −k. Une onde de choc est par de´finition une
fonction h holomorphe sur un ouvert de C2 telle que dans le syste`me (x, y) des coordonne´es
standards
∂h
∂y
= h
∂h
∂x
(19)
Proposition 19 (Dolbeault-Henkin, 1997) Soient z∗ ∈ Ureg\E∞ et p = Card (Lz∗ ∩Q). Si
U∗ est un voisinage suffisamment petit de z∗ dans Ureg, il existe des ondes de choc h1, ..., hp sur
U∗ dont les images sont deux a` deux distinctes telles que pour tout z ∈ U∗,
Lz ∩Q = {(1 : hj (z) : −x− yhj (z)) ; 1 6 j 6 p} .
En outre, pour tout k ∈ N, il existe Pk ∈ Ck [X, Y ) tel que pour tout z ∈ U∗
Gk (z) = Nh,k (z) + Pk (z) . (20)
De plus, notant η l’injection naturelle de Q dans CP2, Pk =
∑
q∈Q∞
Res
(
η∗Ωkz , q
)
et
∂Pk
∂Y
=
k
k + 1
∂Pk+1
∂X
.
D’un point de vue pratique, la principale difficulte´ est de de´terminer le nombre p et les
polynoˆmes Pk. [1] contient une me´thode quand p ∈ {1, 2}. Pour celle que propose´e dans la
section 4.8, il faut commencer par apporter des pre´cisions sur p les polynoˆmes Pk. Le lemme
ci-dessous prouve les polynoˆmes Pk ne de´pendent que des germes de Q en les points de Q∞.
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Lemme 20 P0 = −q∞ ou` q∞ = CardQ∞ et lorsque k ∈ N∗, posant Pk =
∑
06m6k
pk,mX
m,
pk,k =
1
(k − 1)!p
(k−1)
1,1 & pk,m =
k
m! (k −m)p
(m)
k−m,0, m ∈ {0, .., k − 1} (21)
En outre, si on pose
B∞ =
∏
q∈Q∞
(1 + Y bq) (22)
Alors
p1,1 =
∑
q∈Q∞
bq
1 + Y bq
=
B′∞
B∞
(23)
p1,0 = −
∑
q∈Q∞
gq1
1 + Y bq
=
p1,0,1
B∞
(24)
pk,0 =
k∑
j=1
∑
q∈Q∞
pqk,0,j
(1 + Y bq)
j =
k∑
j=1
pk,0,j
Bj∞
, k ∈ N (25)
ou` les pqk,0,j sont des polynoˆmes universels en les coefficients du jet d’ordre k − j + 1 de Q en
q et pk,0,j =
∑
q
pqk,0,j Π
q′ 6=q
(1 + Y bq′)
j. En particulier, Pk ne de´pend pas de z∗ et est entie`rement
de´termine´ par les k (q∞ + 1) nombres bq, p
q
k,0,j, (q, j) ∈ Q∞ × {1, ..., k}
Remarque. Dans le cas ou` Q∞∩SingQ 6= ∅, la formule (22) devient B∞ =
∏
q∈Q∞
(1 + Y bq)
ν(q)
ou` ν (q) de´signe le nombre de branches de Q en q, (23) reste inchange´e et dans (24), il faut
remplacer gq1 par
∑
B
gB,q1 ou` la sommation se fait sur un jeu complet de branches de Q en q et
gB,q1 =
(
gB
)′
(0), gB de´signant la fonction holomorphe telle qu’au voisinage de 0, une e´quation
de la branche B est u1 = g
B
1 (u0).
Preuve. Supposons que (21) soit ve´rifie´e pour un entier k non nul. Alors
Pk+1 = Pk+1 (0, Y ) +
k + 1
k
( ∑
06m6k−1
p′k,m
Xm+1
m+ 1
+ p′k,k
Xk+1
k + 1
)
= pk+1,0 +
∑
06m6k−1
k + 1
(m+ 1)! (k −m)p
(m+1)
k−m,0X
m+1 +
1
k!
p
(k)
1,1X
k+1
= pk+1,0 +
∑
16m6k
k + 1
(m+ 1)! (k + 1−m)p
(m)
k+1−m,0X
m +
1
k!
p
(k)
1,1
Ce qui prouve (21) par re´currence.
Soit maintenant k ∈ N. Dans les coordonne´es affines (u0, u1) =
(
w0
w2
, w1
w2
)
de CP2, Ω
k
z s’e´crit
Ωkz =
(
u1
u0
)k dxu0+yu1+1
u0
xu0+yu1+1
u0
=
(
u1
u0
)k (
xdu0 + ydu1
xu0 + yu1 + 1
− du0
u0
)
.
On fixe un point q de Q∞ et pour simplifier les notations, on e´crit g au lieu de gq (et donc gν
pour gqν) et u pour u0 pour quelque temps. Au voisinage de q dans Q, la forme η
∗Ωkz s’e´crit dans
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la coordonne´e u sous la forme
η∗Ωkz =
(
(x+ yg′) gk
uk (1 + xu+ yg)
− g
k
uk+1
)
du.
Notant par 〈f, uν〉 le coefficient de uν dans la se´rie de Taylor en 0 d’une fonction f holomorphe
au voisinage de 0, on obtient
P qk (z)
de´f
= Res
(
η∗Ωkz , q
)
= Res
(
(x+ yg′) gk
(1 + xu + yg)uk
, 0
)
− 〈gk, uk〉 .
En particulier P q0 (z) = −1 et donc P0 = −CardQ∞. Supposons de´sormais k > 1. Notons alors
que
yg′gk
1 + xu+ yg
=
(
1− 1 + xu
1 + xu+ yg
)
g′gk−1
et que si g′gk−1 =
∑
n∈N
αnu
n, 1
k
(
gk − gk0
)
=
∑
n∈N∗
αn−1
n
un, ce qui livre
Res
(
gk
uk+1
du, 0
)
= k
αk−1
k
= Res
(
g′gk−1
uk
du, 0
)
Par conse´quent,
P qk (z) = Res
(
xgk
(1 + xu+ yg)uk
, 0
)
− Res
(
1 + xu
(1 + xu+ yg)uk
g′gk−1, 0
)
= Res
(
x (g − ug′)− g′
(1 + xu+ yg)uk
gk−1, 0
)
.
Puisque g − g0 = O (u), il vient par ailleurs pour u assez petit
1
1 + xu+ yg
=
(1 + yg0)
−1
1 + xu+y(g−g0)
1+yg0
=
∑
n∈N∗
(−1)n−1
(1 + yg0)
n [xu+ y (g − g0)]n−1 .
Or pour tout n ∈ N∗
[x (g − ug′)− g′] gk−1 [xu+ y (g − g0)]n−1
=
n−1∑
m=0
Cmn−1g
k−1
(
xm+1yn−1−m (g − ug′) (g − g0)n−1−m um
−g′xmyn−1−m (g − g0)n−1−m um
)
=
n∑
m=1
Cm−1n−1 x
myn−mgk−1 (g − ug′) (g − g0)n−m um−1
−
n−1∑
m=0
Cmn−1x
myn−1−mg′gk−1 (g − g0)n−1−m um
=
−yn−1g′gk−1 (g − g0)n−1 + xngk−1 (g − ug′) un−1
+
n−1∑
m=1
xmyn−1−m
(
yCm−1n−1 g
k−1 (g − ug′) (g − g0)
−Cmn−1g′gk−1u
)
(g − g0)n−1−m um−1
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Donc
P qk (z)
= −
k∑
n=1
(−1)n
(1 + yg0)
n
 −yn−1 〈g′gk−1 (g − g0)n−1 , uk−1〉+ xn 〈gk−1 (g − ug′) , uk−n〉
+
n−1∑
m=1
xmyn−1−m
〈(
yCm−1n−1 g
k−1 (g − ug′) (g − g0)
−Cmn−1g′gk−1u
)
(g − g0)n−1−m , uk−m
〉 
D’ou` P qk (z) =
k∑
m=0
pqk,m (y)x
m avec
pqk,0 =
k∑
n=1
(−1)n Y n−1
(1 + Y g0)
n
〈
g′gk−1 (g − g0)n−1 , uk−1
〉
, pqk,k =
(−1)k+1 gk0
(1 + Y g0)
k
et pour 1 6 m 6 k − 1,
pqk,m
= −
k∑
n=m+1
(−1)n Y n−1−m
(1 + Y g0)
n
〈(
Y Cm−1n−1 g
k−1 (g − ug′) (g − g0) + Cmn−1g′gk−1u
)
(g − g0)n−1−m , uk−m
〉
En particulier,
pq1,0 =
−g1
1 + Y g0
& pq1,1 =
g0
1 + Y g0
.
Par ailleurs, pour tout n ∈ N,
(−1)n Y n−1
(1 + Y g0)
n =
(−1)n
gn−10 (1 + Y g0)
(
1− 1
1 + Y g0
)n−1
= (−1)n
n∑
j=1
(−1)j−1Cj−1n−1g−(n−1)0
(1 + Y g0)
j ,
D’ou`
pqk,0 =
k∑
j=1
(−1)j−1
(1 + Y g0)
j
k∑
n=j
(−1)n Cj−1n−1
gn−10
〈
g′gk−1 (g − g0)n−1 , uk−1
〉
=
−gk1
(1 + Y g0)
k
+
k−1∑
j=1
(−1)j−1
(1 + Y g0)
j
k∑
n=j
(−1)n Cj−1n−1
gn−10
〈
g′gk−1 (g − g0)n−1 , uk−1
〉
On remarque que
〈
g′gk−1 (g − g0)k−1 , uk−1
〉
= g1g
k−1
0 g
k−1
1 = g
k
1g
k−1
0 et que〈
g′gk−1 (g − g0)k−2 , uk−1
〉
=
(
g1 + 2g2u+O
(
u2
)) (
g0 + g1u+O
(
u2
))k−1 (
g1u+ g2u
2 +O
(
u3
))k−2
= (g1 + 2g2u)
(
gk−10 + (k − 1) gk−20 g1u
) (
gk−21 u
k−2 + (k − 2) gk−31 g2uk−1
)
+O
(
uk
)
=
(
g1g
k−1
0 +
(
2g2g
k−1
0 + (k − 1) gk−20 g21
)
u
) (
gk−21 u
k−2 + (k − 2) gk−31 g2uk−1
)
+O
(
uk
)
= gk−11 g
k−1
0 u
k−2 +
[
g1g
k−1
0 (k − 2) gk−31 g2 +
[
2g2g
k−1
0 + (k − 1) gk−20 g21
]
gk−21
]
uk−1 +O
(
uk
)
= gk−11 g
k−1
0 u
k−2 +
[
kgk−10 g
k−2
1 g2 + (k − 1) gk−20 gk1
]
uk−1 +O
(
uk
)
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ce qui donne
(−1)k Ck−1k−1
gk−10
〈
g′gk (g − g0)n−1 , uk−1
〉
= (−1)k gk1
et
k∑
n=k−1
(−1)nCk−2n−1
gn−10
〈
g′gk (g − g0)n−1 , uk−1
〉
=
(−1)k (k − 1)
gk−10
〈
g′gk (g − g0)k−1 , uk−1
〉
+
(−1)k−1
gk−20
〈
g′gk (g − g0)k−2 , uk−1
〉
= (−1)k (k − 1) gk1 +
(−1)k−1
gk−20
[
kgk−10 g
k−2
1 g2 + (k − 1) gk−20 gk1
]
= (−1)k ((k − 1) gk1 − [kg0gk−21 g2 + (k − 1) gk1]) = −k (−1)k g0gk−21 g2
D’ou`
pqk,0 =
−gk1
(1 + Y g0)
k
+
−kg0gk−21 g2
(1 + Y g0)
k−1 +
k−2∑
j=1
pqk,0,j
(1 + Y g0)
j
avec
pqk,0,j = (−1)j−1
k∑
n=j
(−1)nCj−1n−1
gn−10
〈
g′gk−1 (g − g0)n−1 , uk−1
〉
En sommant sur q de´crivant Q∞ les relations obtenues, on produit celles annonce´es dans le
lemme.
Une conse´quence non vitale pour notre but mais somme toute remarquable, est le re´sultat
de confinement suivant.
Corollaire 21 L’ensemble R∞ des racines du polynoˆme B∞ de´fini par la formule (22) est
contenu dans ρD.
Preuve. Pour e´tablir le confinement annonce´, il faut rentrer un peu dans le de´tail de la
preuve de la proposition 19. Notons v =
(
w1
w0
, w2
w0
)
le couple des coordonne´es naturelles de
{w0 6= 0}. Soit z∗ = (x∗, y∗) ∈ U . La droite Lz∗ rencontre donc Q en au moins un point et
puisque Lz∗ ∩ bQ = ∅, Lz∗ ∩Q ne posse`de pas de point d’accumulation dans bQ ni dans Q car
sinon Q contiendrait un ouvert non vide de la droite Lz∗ et celle-ci aurait a` rencontrer bQ. Lz∗∩Q
est donc un ensemble fini, contenu dans {w0 6= 0} car (0 : 1 : 0) /∈ Q. Si w∗ = (1 : v∗1 : v∗2) ∈ Q,
on pose D (w∗, ε) = {(1 : v1 : v2) ; |v − v∗| < ε} et DQ (w∗, ε) = Q ∩ D (w∗, ε). Se´lectionnons
ε ∈ R∗+ tel que les disques D (q∗, ε), q∗ ∈ Lz∗ ∩ Q, soient deux a` disjoints. Il existe alors un
voisinage U∗ de z∗ tel que Lz ∩Q ⊂ Qε ∪
q∗∈Lz∗∩Q
D (q∗, ε) lorsque z ∈ U∗. Par conse´quent, lorsque
z ∈ U∗, on peut appliquer( 5) la formule de Stokes a` la forme Ω1z et Q\Qε. On obtient avec les
notations de la proposition 19
G1 (z) =
∑
q∗∈Lz∗∩Q
1
2πi
∫
∂DQ(q∗,ε)
Ω1z +
∑
q∈Q∞
Res
(
η∗Ωkz , q
)
5. Dans le cas ou` Q a des singularite´s quelconques, celle-ci reste valable mais ce n’est pas e´le´mentaire comme
dans le cas nodal.
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En prenant ε suffisamment petit, chaque inte´grale ci-dessus se de´compose en une somme
d’inte´grales de la forme
∫
B∩∂D(q∗,ε)Ω
1
z ou` B est une branche de Q en q∗. Les the´ore`mes clas-
siques de re´gularite´ s’appliquant a` ces dernie`res, on en de´duit que z 7→ ∑
q∈Q∞
Res
(
η∗Ωkz , q
)
est
holomorphe au voisinage de z∗. Par ailleurs, les fractions rationnelles Pk ne de´pendant pas du
point de Ureg auquel on applique la proposition 19, on sait aussi que si z = (x, y) ∈ Ureg,∑
q∈Q∞
Res
(
η∗Ωkz , q
)
= P1 (z) =
A(y)
B∞(y)
+ xB
′
∞(y)
B∞(y)
ou` A ∈ C [Y ]. Ceci force B (y∗) 6= 0. Etant donne´
que Z ⊂ U , on en de´duit que B∞ ⊂ ρD.
Remarque. En fait, B∞ est contenu dans l’image de C\U par la projection C2 ∋ (x, y) 7→ y.
4.4 De´veloppement des indicatrices
La forme des fractions Pk de´gage´e par le lemme 20 sugge`re d’e´tudier les fonctions Gk sur le
domaine Z de´finit par (15).
Lemme 22 On note δ l’entier relatif 1
2πi
∫
∂Q
d(w1/w0)
w1/w0
. Pour tout k ∈ N, Gk admet sur Z un
de´veloppement en se´rie de Laurent de la forme
Gk (x, y) =
∑
m∈N
Gk,m (x)
ym
= (−1)k δx
k
yk
+
∑
m∈N∗
G˜k,m (x)
ym
(26)
avec convergence normale sur tout compact de Z et ou` pour tout m ∈ N∗, G˜k,m =
∑
06n<m
Gnk,mX
n
est un polynoˆme degre´ au plus m − 1, Gk,0 = δk,0δ, Gk,m = δk,m (−1)m δmXm + G˜k,m de´f=∑
06n6m
Gnk,mX
n. En particulier
G1 (x, y) =
G01,1 − δx
y
+
∑
m>2
Gk,m (x)
ym
(27)
avec G01,1 =
−1
2πi
∫
∂Q
w2
w1
dw1
w0
+ 1
2πi
∫
∂Q
(
w2
w0
)
2dw2
w0
.
Preuve. Fixons k dans N. Soit y ∈ C\ρD. La fonction Gk (., y) est holomorphe sur Dy =
D (0, m (y)) et se de´veloppe en se´rie entie`re sous la forme
∀x ∈ Dy, Gk (x, y) =
∑
n∈N
Gnk (y)x
n
avec pour tout n ∈ N
Gnk (y) =
1
n!
1
2πi
(
∂n
∂xn
∫
(∂Q)0
zk1
ydz1 + dz2
x+ yz1 + z2
)
|x=0 = (−1)
n
2πi
∫
(∂Q)0
zk1
ydz1 + dz2
(yz1 + z2)
n+1 .
ou` (∂Q)0 est l’image de ∂Q dans les coordonne´es naturelles (z1, z2) =
(
w1
w0
, w2
w0
)
de {w0 6= 0}.
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Lorsque w ∈ bQ,
∣∣∣w2w1 ∣∣∣ 6 ρ < |y| et donc ∣∣∣ z2yz1 ∣∣∣ 6 ρ|y| < 1 ce qui permet d’e´crire
1
(yz1 + z2)
n+1 =
∑
m∈N
Cm−n−1
zm2
(yz1)
n+1+m
ou` Cm−n−1 =
(−1)mAmn+m
m!
et avec convergence normale sur tout compact de C\ρD× bQ. D’ou`
Gnk (y) = (−1)n
∑
m∈N
(−1)mAmn+m
m!
1
2πi
∫
(∂Q)0
zk1z
m
2 (ydz1 + dz2)
(yz1)
n+1+m
=
∑
m∈N
(−1)n+mAmn+m
m!2πi
∫
(∂Q)0
(
1
yn+m
zk−n−1−m1 z
m
2 dz1 +
1
yn+1+m
zk−n−1−m1 z
m
2 dz2
)
avec convergence normale sur tout compact de C\ρD. Etant donne´ que zk−n−11 dz1 = 1k−ndzk−n1
lorsque k 6= n, il vient Gnk (y) =
∑
m>n
Gn
k,m
ym
avec
Gnk,n =
(−1)n δk,n
2πi
∫
(∂Q)0
dz1
z1
= (−1)n δk,ng
et
Gnk,m =
(−1)mAm−nm
m!2πi
∫
(∂Q)0
zk−m−11 z
m−n
2 dz1 −
(−1)mAm−n−1m−1
(m− n− 1)!2πi
∫
(∂Q)0
zk−m1 z
m−n+1
2 dz2
lorsque m > n. La se´rie double de terme ge´ne´ral Gnk,mx
ny−m e´tant normalement convergente
sur les compacts de Z, on obtient
Gk (x, y) =
∑
n∈N
Gnk (y)x
n =
∑
n∈N
(
(−1)n δk,ng
yn
+
∑
m>n
Gnk,m
ym
)
xn
= (−1)k gx
k
yk
+
∑
m∈N∗
1
ym
∑
06n<m
Gnk,mx
n
avec Gk,m =
∑
06n<m
Gnk,mX
n. D’ou` les relations annonce´es dans le lemme et
G1 (x, y) = −δx
y
+
∑
m∈N∗
G˜1,m (x)
ym
=
G01,1 − δx
y
+
∑
m>2
G1,m (x)
ym
avec G˜1,m =
∑
06n<m
Gn1,mX
n
Corollaire 23 Le nombre p de fonctions h1, ..., hp qui interviennent dans la proposition 19 est
le meˆme pour tous les points de Zreg\E∞ : p = δ + q∞ ou` q∞ = CardQ∞.
Remarques. 1. Dans le cas ou` Q∞ ∩ SingQ 6= ∅, q∞ =
∑
q∈Q∞
ν (q).
2. Le corollaire 38 donne que pour une connexion de Chern D approprie´e calculable a` partir
28
de l’ope´rateur de Dirichlet-Neumann,
q∞ =
1
2πi
∫
∂Q
D∂u0
∂u0
+ 2g (M)− 2 + c. (28)
ou` c est le nombre de composantes connexes de bM . Si le genre de M est connu, cette formule
livre la valeur de q∞ puis celle de p.
Preuve. Notons provisoirement p (z) le nombre de fonctions h1, ..., hp(z) qui interviennent
dans la proposition 19 quand z ∈ Ureg. Puisque P0 = −q∞, on sait que G0 (z) = p (z) − q∞ et
donc que p est une fonction a` valeurs dans Z continue sur l’ensemble connexe Zreg\Z∞. Elle est
donc constante et puisque G0 (z) = δ +
∑
m∈N∗
G0,m(x)
ym
lorsque z = (x, y) ∈ Zreg, on en de´duit que
δ = p− q∞ et que G0,m = 0 pour tout m ∈ N∗.
Corollaire 24 Les notations et les hypothe`ses sont celles de la proposition 19. Pour tout k ∈
N∗, Nh,k se prolonge a` Z en une fonction holomorphe NQ,k qui ne de´pend pas de z∗ et qui se
de´veloppe en se´rie de Laurent sous la forme NQ,k (x, y) =
∑
m∈N∗
NQ
k,m
(x)
ym
ou` les NQk,m sont des
polynoˆmes de degre´ au plus m. En outre, pour tout z dans Zreg, il existe des ondes de choc
hz1, ..., h
z
p dont les images sont deux a` deux distinctes et telles que pour z
′ suffisamment voisin
de z, (NQ,k (z
′))k∈N = (Nhz ,k (z
′))k∈N et Lz′ ∩Q = {(1 : hj (z′) : −x− yhj (z′)) ; 1 6 j 6 p}.
Preuve. Soit k ∈ N. On sait que Nh,k = Gk − Pk sur U∗ et graˆce au lemme 20 et au
corollaire 21 que Pk est une fraction rationnelle qui ne de´pend pas de z∗ et qui est de´finie sur Z.
Par conse´quent NQ,k = Gk−Pk prolonge Nh,k en une fonction holomorphe sur Z. En appliquant
la proposition 19 et le corollaire 23 en un point z arbitraire de Zreg\E∞, on obtient des ondes
de chocs hz1, ..., h
z
p ayant les proprie´te´s annonce´es. Par ailleurs, le lemme 20 donne aussi que
Pk =
∑
06k6m
pk,mX
m =
1
(k − 1)!p
(k−1)
1,1 X
k +
∑
06k6m
k
m! (k −m)p
(m)
k−m,0X
m
avec p1,1 =
∑
q∈Q∞
bq
1+Y bq
et pν,0 =
ν∑
j=1
∑
q∈Q∞
pqν,0,j
(1+Y bq)
j . Pour |y| > β, on obtient donc
p1,1 (y) =
∑
n∈N∗
(−1)n−1
Y
∑
q∈Q∞
bn−1q =
∑
n∈N∗
(−1)n−1 Sb,n−1
Y n
pν,0 (y) =
ν∑
j=1
∑
n∈N∗
(j − 1)! (−1)n+j−1
Y n+j−1
∑
q∈Q∞
b−nq p
q
ν,0,j =
∑
m∈N∗
p∞,mν,0
Y m
avec p∞,mν,0 = (−1)m
∑
(n,j)∈N∗×{1,...,ν}, n+j=m+1
(j − 1)! ∑
q∈Q∞
b−nq p
q
ν,0,j. Il suffit alors de combiner ces
formules avec le lemme 22 pour obtenir les de´veloppements annonce´s.
4.5 Une gene`se des ondes de chocs multiples
On se donne A,B ∈ C [Y ] avec degA < r = degB, B valant 1 en 0 et dont les racines sont
confine´es dans ρD puis on de´finit P ∈ C [X, Y ) et N par les relations
P (X, Y ) =
A (Y )
B (Y )
+
B′ (Y )
B (Y )
X & N = G1 − P.
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Il s’agit dans cette section de savoir quand N est une onde de chocs multiples, c’est-a`-dire une
somme d’onde de choc. Le the´ore`me 4 de [14] donne une caracte´risation de telles sommes mais
dans cet article, on en utilise une plus adapte´e a` la situation pre´sente. Ces deux caracte´risations
correspondent plus ou moins a` privile´gier l’une ou l’autre des variables x ou y et reposent sur
le lemme 16 de [14] rappele´ ci-dessous.
Lemme 25 (Henkin-Michel, 2007) Soit D un domaine de C2 et h1, ..., hd ∈ O (D) des
fonctions mutuellement distinctes. Alors chaque hj est une onde de choc si et seulement si les
fonctions Σh,k = (−1)k Sh,k satisfont au syste`me suivant
Σd
∂Σ1
∂x
+
∂Σd
∂y
= 0 & Σk
∂Σ1
∂x
+
∂Σk
∂y
=
∂Σk+1
∂x
, 1 6 k 6 d− 1. (29)
Le corollaire suivant est contenu dans la preuve de la proposition 17 de [14].
Corollaire 26 Soient D un domaine de C2, N ∈ O (D) et d ∈ N∗. Il existe localement des
ondes de choc h1, ..., hd mutuellement distinctes telles que N = h1 + · · ·+ hd si et seulement si
il existe dans O (D) des fonctions s1, ..., sd telles que s1 = −N et
− sd∂N
∂x
+
∂sd
∂y
= 0, −sk ∂N
∂x
+
∂sk
∂y
=
∂sk+1
∂x
, 1 6 k 6 d− 1, (30)
et si le discriminant du polynoˆme Σ = T d+s1T
d−1+· · ·+sd ∈ O (D) [T ] n’est pas identiquement
nul sur D. Dans ce cas, on dit que N est une d-onde de chocs.
Preuve. Si N est la somme de d ondes de choc h1, ..., hd mutuellement distinctes, s1 =
−Sh,1 = −N1 et les fonctions sk = (−1)k Sh,k, 2 6 k 6 d ve´rifient (30) d’apre`s le lemme 25.
Re´ciproquement, supposons d > 2 et que (s1, ..., sd) soit solution de (30), s1 = −N1 et que le
discriminant ∆ de S n’est pas nul. Pour tout z∗ ∈ {∆ 6= 0}, Tz∗ n’a que des racines simples et
il existe un voisinage U∗ de z∗ dans D ainsi que des fonctions holomorphes h1, ..., hd telles que
pour tout z ∈ U∗, les racines de Σz sont les d nombres complexes h1 (z) , ..., hd (z). Le lemme 25
donne alors que h1, ..., hd sont des ondes de choc.
La de´finition ci-dessous introduit un ope´rateur inte´gro-diffe´rentiel adapte´ a` la re´solution du
syste`me (30).
Dfinition 27 On se´lectionne dans le cercle unite´ T de C une direction τ et dans Ωρ,τ =
C\ (ρD ∪ R+τ), on fixe un point ω. On de´finit alors un ope´rateur de primivitisation P = Pρ,τ,ω
sur Ωρ,τ en associant a` une fonction holomorphe sur Ωρ,τ sa primitive qui s’annule en ω et on
pose
J = P0,τ,ω 1
IdΩ0,τ
On fixe ρω ∈ ]ρ,+∞[ tel que m (y) > m (ω) = mω lorsque |y| > ρω puis on pose Dω =
D
(
0, 1
2
mω
)
, Zω = Dω ×
(
C\ρωD
)
et Zω,τ = Zω\R+τ . On de´finit les ope´rateurs inte´gro-
diffe´rentiels D et E agissant sur O (Zω,τ) par
D = e−H ∂
∂x
eH =
∂
∂x
+
∂H
∂x
& E = Pρω ,τ,ω ◦ D
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ou` les fonctions H et H˜ sont de´finies sur Z par
H = −δ ⊗ J −
∑
m>1
G′1,m+1 (x)
m
1
ym
= −δ ⊗ J + H˜.
Etant donne´ que d’apre`s (27), G1 (x, y) =
G01,1−δx
y
+
∑
m>2
Gk,m(x)
ym
sur Z, on obtient que sur Z
∂H
∂y
=
∂G1
∂x
et aussi, puisque δ ∈ Z,
eH = ωδ
(
1⊗ Y −δ) eH˜ (31)
Ainsi, eH se prolonge holomorphiquement a` Z inde´pendamment de la coupure faite selon R+τ .
Une autre conse´quence de (31) est que δ est donne´ pour tout x ∈ C par la formule
δ = lim
|y|→+∞
ln
∣∣e−H(x,y)∣∣
ln |y| . (32)
Proposition 28 Soient s1, ..., sd ∈ O (Zω). Alors (s1, ..., sd) est solution de (30) avec N =
G1 − P si et seulement si il existe dans O (Dω) des fonctions µ1, ..., µd telles que pour tout
τ ∈ T, le syste`me ci-dessous est ve´rifie´ sur Zω,τ
(1⊗B) sk =
(E0 (µk ⊗ 1) + · · ·+ Ed−k (µd ⊗ 1)) eH , d > s > 1 (33)
Preuve. Afin de simplifier les e´critures dans cette preuve, on e´crit B pour 1⊗B et µj ⊗ 1
pour µj . Puisque N = G1 − AB − x⊗ B
′
B
, on remarque que si s ∈ O (Zω,τ),
B
(
−s∂N
∂x
+
∂s
∂y
)
= s
(
−B∂G1
∂x
+B′
)
+B
∂s
∂y
= − (Bs) ∂G1
∂x
+
∂Bs
∂y
= eH
∂e−HBs
∂y
Comme eH se prolonge holomorphiquement a` Zω inde´pendamment de τ , (s1, ..., sd) est solution
de (30) si et seulement si les e´quations
∂e−HBsd
∂y
= 0 &
∂e−HBsk
∂y
= e−H
∂Bsk+1
∂x
, 1 6 k 6 d− 1 (34)
sont satisfaites sur Zω. La premie`re est e´quivalente a` l’existence d’une fonction µd de´finie sur
Dω telle que pour tout (x, y) ∈ Zω,
B (y) sd (x, y) = µd (x) e
H(x,y)
Une telle fonction µd est en fait holomorphe sur Dω puisque pour tout y ∈ Ωτ\ρD tel que
B (y) 6= 0, elle serait donne´e sur D (0, mω) par la formule µd = sd (., y) eH(.,y)B(y) . Supposons que
pour k ∈ {1, ..., d− 1}, µd, ..., µk ∈ O (Dω) ve´rifient sur Zω,τ
Bsj =
(E0 (µj) + · · ·+ Ed−j (µd)) eH
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lorsque d > j > k + 1. L’e´quation ∂
∂y
(
Bske
−H) = e−H ∂
∂x
(Bsk+1) est alors e´quivalente a`
l’existence de µk ∈ O (Dω) telle que pour tout (x, y) ∈ Zω,τ ,
B (y) sk (x, y) e
−H(x,y) = µk (x) +
(
e−H
∂
∂x
(Bsk+1)
)
0,−1
(x, y) .
Par hypothe`se,
Bsk+1 =
∑
k+16j6d
(E j−k−1µj) eH .
Donc (
e−H (Bsk+1)x
)
0,−1 =
∑
k+16j6d
(
e−H
∂
∂x
(
eHE j−k−1µj
))
0,−1
=
∑
k+16j6d
E j−kµj.
Par conse´quent, l’e´quation ∂
∂y
(
Bske
−H) = e−H ∂
∂x
(Bsk+1) est e´quivalente a` l’existence de µk ∈
O (Dω) telle que pour tout (x, y) ∈ Zω,τ ,
B (y) sk (x, y) =
(
µk (x) + E1µk+1 (x, y) + · · ·+ Ed−kµd (x, y)
)
eH(x,y)
La proposition 28 donne un proce´de´ simple pour construire a priori des fonctions susceptibles
d’eˆtre des ondes de chocs multiples. On note CB [Y ] l’ensemble des polynoˆmes B ∈ C [Y ] valant
1 en 0 et dont les racines sont confine´es dans ρD.
Corollaire 29 Soient µ1, ..., µd ∈ O (Dω). On de´finit des fonctions sk (µ,B), 1 6 k 6 d,
holomorphes sur Zω,τ par les formules
Ek (µ) =
d∑
j=k
E j−k (µj ⊗ 1)
sk (µ,B) =
eH˜
1⊗ (Y/ω)δ BEk (µ) , 1 6 k 6 d,
S (µ,B) = T d + s1 (µ,B)T
d−1 + · · ·+ sd (µ,B) ∈ O (Dω) [T ]
Alors l’applicationO (Dω)d×CB [Y ] ∋ (µ,B) 7→ (sk (µ,B))16k6d est injective. En outre −s1 (µ,B)
est une d-onde de chocs sur Zω,τ si et seulement si
−s1 (µ,B) = G1 − P
et le discriminant ∆(µ,B) de S (µ,B) n’est pas identiquement nul. Quand cette condition est
ve´rifie´e, on dit que −s1 (µ,B) est une (d, B)-onde de chocs.
Preuve. Supposons que (µ,B) et (ν, C) sont deux e´le´ments de O (C)d × CB [Y ] tels que
(sk (µ,B))16k6n = (sk (ν, C))16k6d. Alors sur Zω,τ
µd ⊗ 1
1⊗ (Y/ω)δ B =
νd ⊗ 1
1⊗ (Y/ω)δ C
Comme B,C ∈ CB [Y ], ceci impose B = C et µd = νd. Supposons que µj = νj lorsque
d > j > k > 1. La relation sk−1 (µ,B) = sk−1 (ν, C) s’e´crit alors Ek−1 (µ) = Ek−1 (ν) et celle-ci
32
livre imme´diatement µk−1 = νk−1. D’ou` µ = ν.
Puisque eH =
(
1⊗ (Y/ω)−δ
)
eH˜ , il re´sulte de la proposition 28 que (sk (µ,B))16k6d ve´rifie
le syste`me (30). Lorsque −s1 (µ,B) = G1−P , le syste`me (30) est identique au syste`me (29) et
∆ (µ,B) 6= 0 assure que −s1 (µ,B) est la somme de d ondes de chocs deux a` deux diffe´rentes
dont les fonctions syme´triques sont les (−1)k sk (µ,B).
La proposition ci-dessous donne une de´composition des ope´rateurs ite´re´s Ek.
Proposition 30 On de´finit des fonctions Ek,k, ..., Ek,0 holomorphes sur Zω,τ pour tout k ∈ N
par les relations suivantes
Ek,k = 1⊗ (Y − ω)
k
k!
, Ek+1,0 = EkP ∂H
∂x
Ek+1,j = PEk,j−1 + EEk,j, 1 6 j 6 k
ou` Ek,ν = 0 si ν < 0. Alors pour tout f ∈ O (Dω),
Ek (f ⊗ 1) =
∑
06j6k
(
f (j) ⊗ 1) Ek,j
En outre, les fonctions Ek,j ont le long de Rτ au plus des discontinuite´s de premie`re espe`ce.
Preuve. Par de´finition pour tout f ∈ O (Dω), D (f ⊗ 1) = f ′ ⊗ 1 + (f ⊗ 1) ∂H∂x et doncEf = (f ′ ⊗ 1) E1,1 + (f ⊗ 1) E1,0 avec E1,1 = 1 ⊗ (Y − ω) et E1,0 = PH . Par ailleurs pour tout
(x, y) ∈ Zω,τ
H (x, y) = G631,−1 (x, y)−
G′2 (x)
y
+G′1 (x) J−1 (x, ny)
avec G631,−1 (x, y) =
∑
n63
G′n(x)/(1−n)
yn−1
. PG631,−1 ((x, y)) =
∑
n63
G′n(x)/(1−n)(2−n)
yn−2
se prolonge holomorphi-
quement a` Zω. Puisque J−1 a une discontinuite´ de premie`re espe`ce le long de Rτ , il en est de
meˆme de PJ−1. Par conse´quent, E1,0 = PH a au plus des discontinuite´s de premie`re espe`ce le
long de Rτ . Supposons le re´sultat du lemme vrai pour k ∈ N∗ donne´. Alors pour f ∈ O (Dω)
Ek+1 (f ⊗ 1)
=
∑
06j6k
P ∂
∂x
(
f (j) ⊗ 1) Ek,j + P
(
∂H
∂x
∑
06j6k
(
f (j) ⊗ 1) Ek,j
)
=
∑
06j6k
P
((
f (j+1) ⊗ 1) Ek,j + (f (j) ⊗ 1) ∂Ek,j
∂x
)
+
∑
06j6k
(
f (j) ⊗ 1)P (Ek,j ∂H
∂x
)
=
∑
06j6k
(
f (j+1) ⊗ 1)PEk,j + ∑
06j6k
(
f (j) ⊗ 1)P ∂Ek,j
∂x
+
∑
06j6k
(
f (j) ⊗ 1)P (Ek,j ∂H
∂x
)
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ce qui donne la formule attendue avec
Ek+1,k+1 = PEk,k = 1
k!
P
(
1⊗ (Y − ω)k
)
=
1
(k + 1)!
1⊗ (Y − ω)k+1 ,
Ek+1,j = PEk,j−1 + P
(
∂Ek,j
∂x
+ Ek,j ∂H
∂x
)
= PEk,j−1 + EEk,j, 1 6 j 6 k,
Ek+1,0 = P
(
∂Ek,0
∂x
+ Ek,0∂H
∂x
)
= EEk,0 = EEk−1P ∂H
∂x
= EkP ∂H
∂x
.
Le meˆme type de raisonnement que celui fait pour k = 1 livre que les Ek+1,j ont au plus des
discontinuite´s de premie`re espe`ce le long de Rτ .
4.6 Syste`mes diffe´rentiels
Comme dans la section pre´ce´dente, on se donne A,B ∈ C [Y ] avec degA < r = degB et
B = Π
16q6r
(1 + sqY ) =
∑
06j6r
βjY
j tel que {B = 0} ⊂ ρD. On de´finit P ∈ C [X, Y ) et N ∈ O (Z)
par les relations
P = 1⊗ A
B
+X ⊗ B
′
B
= f1,0 (Y ) + f1,1 (Y )X et N = G1 − P.
Puisque le degre´ q∞ de B∞ et le nombre p des ondes de chocs sont lie´s par la relation p = q∞+δ
ou` δ est connu graˆce a` (32), on pose
d = r + δ.
Le corollaire 29 permet de fabriquer a` partir d’un jeu µ1, .., µd de fonctions holomorphes sur
Dω un polynoˆme T
d +
∑
16k6d
sk (µ,B)T
d−k dont les racines sont sur {∆(µ,B) 6= 0} des ondes
de chocs pourvu que −s1 (µ,B) = N = G1 − P . La proposition ci-dessous montre que cette
condition est e´quivalente a` ce que les µj ve´rifient un syste`me d’e´quations line´aires avec second
membre explicite.
Proposition 31 Soit µ ∈ O (Dω)d.
1. On note (
∑
n∈Z
K0n (B,A, x) y
n) le de´veloppement en se´rie de Laurent par rapport a` y de
[R− (1⊗ B)G1] e−H . Alors G1+ s1 (µ,B) = R sur Zω si et seulement si µ est solution sur Dω
du syste`me diffe´rentiel
∀n ∈ Z,
∑
06m<j6d
c0,nj,mµ
(m)
j = K
0
n (B,A, .) (35)
ou` pour n ∈ Z, 0 6 m < j 6 d et R > ρω,
c0,nj,m =
1
2πi
∫
RT
Ej−1,m dy
yn+1
En outre les fonctions K0n (B,A, .) sont nulles pour n > d et line´aires par rapport a` (A,B) avec
des coefficients qui ne de´pendent que de G .
2. L’e´quation ∂G1
∂x
+ ∂s1(µ,B)
∂x
= 1 ⊗ B′
B
est e´quivalente a` ce que µ est solution sur Dω du
syste`me diffe´rentiel
∀n ∈ Z,
d∑
j=1
j∑
m=0
c1,nj,mµ
(m)
j = K
1
n (B, .) (36)
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ou` pour n ∈ Z, 1 6 j 6 d, 0 6 m 6 j et R > ρ,
K1n (B, .) =
ωg
2πi
∫
RT
(
B′ (y)− B (y) ∂G1
∂x
(., y)
)
eH˜(.,y)dy
yn+1+δ
c1,nj,m =
1
2πi
∫
RT
E1j,m
dy
yn+1
,
les fonctions E1j,m e´tant de´termine´es par les relations
E1j,j = Ej−1,j−1 = 1⊗
(Y − ω)j−1
(j − 1)! , E
1
j,0 = DEj−1,0
EE1j,m = Ej−1,m−1 + D˜Ej−1,m, 1 6 m 6 j,
En outre, K1n (B, .) = 0 lorsque n > d.
3. On suppose ∂
2G1
∂x2
6= 0 et on pose B = ∑
06j6r
βjY
j. L’e´quation ∂
2G1
∂2x
+ ∂
2s1(µ,B)
∂x2
= 0 est
e´quivalente a` ce que µ est solution sur Dω du syste`me diffe´rentiel
∀n ∈ Z, βn1{δ,...,d} (n) =
d∑
j=1
j+1∑
m=0
c2,nj,mµ
(m)
j . (37)
ou`
c2,nj,m =
1
2πi
∫
RT
E2j,m
∂2G1/∂x2
(., y)
dy
yn+1
,
les fonctions E2j,m e´tant de´termine´es par les formules suivantes
E2j,m = Ej−1,m−2 + 2DEj−1,m−1 +
∂2Ej−1,m
∂x2
+ 2
∂H˜
∂x
∂Ej−1,m
∂x
+
(∂H˜
∂x
)2
+
∂2H˜
∂x2
 Ej−1,m
avec la convention que Eα,β = 0 si m /∈ [2, j − 1]
Preuve. 1. D’apre`s les de´finitions donne´es dans le corollaire 29, s1 (µ,B) = LE1 (µ). La
proposition 30 donne
E1 (µ) =
∑
16j6d
E j−1 (µj ⊗ 1) =
∑
16j6d
∑
06m6j−1
(
µ
(m)
j ⊗ 1
)
Ej−1,m
Donc G+ s1 (µ,B) = R si et seulement si
ωδ
∑
06m<j6d
(
µ
(m)
j ⊗ 1
)
Ej−1,m =
(
X ⊗ Y δB′) e−H˜ + (1⊗ Y δA) e−H˜ − (1⊗ Y δB)G1e−H˜ . (38)
ou` A =
∑
06j6r−1
ajY
j. Le de´veloppement en se´rie Laurent de e−H˜ e´tant de la forme e−H˜ =∑
n∈Z−
E˜n (x) y
n ou` les E˜n sont des fonctions holomorphes sur Dω, il vient, puisque r+ δ = d, que
35
pour tout (x, y) ∈ Z
xyδB′ (y) e−H˜(x,y) = x
∑
ν60
∑
δ6j<d
(j − δ + 1)βj−δ+1E˜ν (x) yj+ν
=
∑
n6d−1
yn
∑
n−d<ν6min(n−δ,0)
(n− ν − δ + 1)βn−ν−δ+1xE˜ν (x)
et
yδA (y) e−H˜(x,y) =
∑
n6d−1
yn
∑
n−d<ν6min(n−δ,0)
an−ν−δE˜ν (x)
G1e
−H˜ se de´veloppant sous la formeG1e−H˜ =
∑
n∈Z∗
−
Ên⊗Y n = 1y
∑
n∈Z−
Ên−1 (x) yn,
(
1⊗ Y δB)G1e−H˜ =(
1⊗ Y δ−1B) ∑
n∈Z−
Ên−1 ⊗ Y n et on a de meˆme
yδB (y)G1 (x, y) e
−H˜(x,y) =
∑
n6d−1
yn
∑
n−d<ν6min(n−δ+1,0)
βn−ν−δ+1Êν−1 (x)
Ainsi, les coefficients ω−δK0n (B,A, x) du de´veloppement du membre de droite de (38) sont nuls
si n > d et sinon donne´s par les formules,
K0n (B,A, x) = ω
−δ
min(n−δ,0)∑
ν=n−d+1
(
[(n− ν − δ + 1)βn−ν−δ+1x+ an−ν−δ] E˜ν (x) + βn−ν−δ+1Êν−1 (x)
)
.
Si R est assez grand, (38) est e´quivalent au fait que pour tout n ∈ Z,∑
06m<j6d
µ
(m)
j
1
2π
∫
RT
Ej−1,m dy
yn+1
= K0n (B,A, x) ,
l’existence des inte´grales e´tant assure´e par le fait que les Ek,j ont plus des discontinuite´s de
premie`re espe`ce le long de Rτ . Ceci prouve le premier point de la proposition.
2. Puisque ∂H˜
∂x
= ∂H
∂x
, e−H˜ ∂
∂x
eH˜ = e−H ∂
∂x
eH et posant L = eH˜/
(
1⊗ (Y/ω)δ B
)
∂s1 (µ,B)
∂x
= L
d∑
j=1
e−H
∂
∂x
eHE j−1 (µj ⊗ 1) = L
∑
06m<j6d
e−H
∂
∂x
eH
(
µ
(m)
j ⊗ 1
)
Ej−1,m
= L
∑
06m<j6d
((
µ
(m+1)
j ⊗ 1
)
Ej−1,m +
(
µ
(m)
j ⊗ 1
)
DEj−1,m
)
= L
d∑
j=1
j∑
m=0
E1j,m
(
µ
(m)
j ⊗ 1
)
avec E1j,j = Ej−1,j−1 = 1⊗ (Y−ω)
j−1
(j−1)! , E1j,0 = DEj−1,0 et pour 1 6 m 6 j, E1j,m = Ej−1,m−1+DEj−1,m.
L’e´quation ∂G1
∂x
+ ∂s1(µ,B)
∂x
= 1⊗ B′
B
est alors e´quivalente a`
d∑
j=1
j∑
m=0
E1j,m
(
µ
(m)
j ⊗ 1
)
=
(
1⊗ B
′
(Y/ω)δ
− 1⊗ B
(Y/ω)δ
∂G1
∂x
)
eH˜
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et donc au syste`me d’e´quations annonce´. Puisque le de´veloppement en se´rie de Laurent de ∂G1
∂x
eH˜
est de la forme
∑
n∈Z∗
−
Λn (x) y
n ou` les Λn sont des fonctions holomorphe sur Dω, le coefficient en
yn de celui de ∂G1
∂x
eH˜ (1⊗ B) est nul lorsque n > degB = r. On en de´duit que K1n (B, .) = 0
lorsque n > r + δ = d.
3. Pour simplifier les e´critures, on e´crit f pour f ⊗ 1. Puisque
∂2s1 (µ,B)
∂x2
= L
d∑
j=1
e−H
∂2
∂x2
eHE j−1 (µj ⊗ 1)
= L
d∑
j=1
(
∂2E j−1µj
∂x2
+ 2
∂E j−1µj
∂x
∂H
∂x
+
((
∂H
∂x
)2
+
∂2H
∂x2
)
E j−1µj
)
et donc
∂2s1 (µ,B)
∂x2
= L
d∑
j=1
j−1∑
ℓ=0

Ej−1,ℓµ(ℓ+2)j + 2∂Ej−1,ℓ∂x µ(ℓ+1)j +
∂2Ej−1,ℓ
∂x2
µ
(ℓ)
j
2∂H
∂x
(
Ej−1,ℓµ(ℓ+1)j + ∂Ej−1,ℓ∂x µ(ℓ)j
)
+Ej−1,ℓ
((
∂H
∂x
)2
+ ∂
2H
∂x2
)
µ
(ℓ)
j
 = L d∑
j=1
j+1∑
m=0
E2j,mµ(m)j
ou` les E2j,m sont de´finis comme annonce´ pour E2j,j+1, E2j,j, E2j,0 et
E2j,1 = 2
∂Ej−1,0
∂x
+
∂2Ej−1,1
∂x2
+ 2
∂H
∂x
(
Ej−1,0 + ∂Ej−1,1
∂x
)
+
((
∂H
∂x
)2
+
∂2H
∂x2
)
Ej−1,1
= 2DEj−1,0 + ∂
2Ej−1,1
∂x2
+ 2
∂H
∂x
∂Ej−1,1
∂x
+
((
∂H
∂x
)2
+
∂2H
∂x2
)
Ej−1,1
ainsi que
E2j,m = Ej−1,m−2 + 2
∂Ej−1,m−1
∂x
+
∂2Ej−1,m
∂x2
+ 2
∂H
∂x
(
Ej−1,m−1 + ∂Ej−1,m
∂x
)
+
((
∂H
∂x
)2
+
∂2H
∂x2
)
Ej−1,m.
= Ej−1,m−2 + 2DEj−1,m−1 + ∂
2Ej−1,m
∂x2
+ 2
∂H
∂x
∂Ej−1,m
∂x
+
((
∂H
∂x
)2
+
∂2H
∂x2
)
Ej−1,m.
Lorsque ∂
2G
∂x2
n’est pas la fonction nulle, l’e´quation ∂
2G
∂x2
+ ∂
2s1(µ,B)
∂x2
= 0 s’e´crit donc
−1⊗ (Y/ω)δ B =
d∑
j=1
j+1∑
m=0
E2j,m
∂G/∂x2
µ
(m)
j .
Puisque Y δB =
∑
δ6n6d
βny
n, ceci est e´quivalent a` ce que pour tout j ∈ Z et R > ρ,
βn1{δ,...,d} (n) =
d∑
j=1
j+1∑
m=0
µ
(m)
j
1
2πi
∫
RT
E2j,m
∂G/∂x2
dy
yn+1
.
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4.7 Unicite´ des de´compositions en ondes de choc
On se donne A,B ∈ C [Y ] avec degA < r = degB, B = Π
16q6r
(1 + sqY ) =
∑
06j6r
βjY
j tel que
{B = 0} ⊂ ρD et on pose P = 1⊗ A
B
+X ⊗ B′
B
ainsi que d = r+ δ. On note Mω (B) l’ensemble
des µ ∈ O (Dω)d tel que le discriminant ∆ (µ,B) du polynoˆme S (µ,B) = T d+ s1 (µ,B)T d−1+
· · ·+ sd (µ,B) ∈ O (Dω) [T ] n’est pas identiquement nul et tel que µ est solution de (35).
Lorsque µ ∈Mω (B), on sait que pour tout τ ∈ T la fonction −s1 (µ,B) est une d-onde de
chocs sur Zω,τ . Pour tout z∗ appartenant au comple´mentaire dans Zω,τ d’un ensemble analytique
de dimension 1, on sait graˆce a` la proposition 29 que si U∗ un voisinage suffisamment petit de
z∗, il existe des ondes de chocs g1, ..., gd sur U∗ dont les images sont deux a` deux distinctes telles
que pour tout z ∈ U∗,
−s1 (µ,B) (z) = Ng,1 (z)
Ng,1 (z) + P (z) = G1 (z) = Nh,1 (z) + P1 (z) = NQ,1 (z) + P1
ou` les fonctions hj sont les ondes de chocs h
z∗
j de´finies dans le corollaire 24, c’est-a`-dire les
ondes de chocs engendre´es par la collision de Q avec les droites Lz, z ∈ U∗.
A priori, rien ne garantit que {g1, ..., gd} = {h1, ..., hp} car il se peut par exemple qu’il
existe une partie finie non vide J de {1, ..., d} telle que ∑
j∈J
gj se prolonge comme un e´le´ment
de l’espace C (Y )1 [X ] des fractions rationnelles affines en X . Dans ce cas, G1 = Ng˜,1 − P˜ avec
P˜ = P − ∑
j∈J
gj ∈ C (Y )1 [X ] et
{
g˜1, ..., g˜d˜
}
ou` d˜ = d − Card J˜ ∈ {0, .., d− 1}. Ite´rant cette
re´duction, on se rame`ne au cas ou`
∀J ∈ P ({1, .., d}) \ {∅} ,
∑
j∈J
gj /∈ C (Y )1 [X ] . (39)
Le cas d = 0 ne se produit a` l’issue de ces ite´rations que si au de´part,
∑
16j6d
gj et donc G1, se
prolonge comme e´le´ment de C (Y )1 [X ]. Le lemme ci-dessous e´tudie ce cas.
Lemme 32 On utilise les notations du corollaire 24. G1 se prolonge comme e´le´ment de C (Y )1 [X ]
si et seulement si Q est un domaine dans une courbe compacte connexe K telle que pour tout
z∗ dans Zreg et z dans un voisinage suffisamment petit U∗ de z∗ dans Zreg,
K ∩ Lz =
{(
1 : hz∗j (z) : −x− yhz∗j (z)
)
; 1 6 j 6 p
}
= Q ∩ Lz.
Preuve. Supposons tout d’abord que K est une courbe compacte ayant les proprie´te´s ci-
dessus. Fixons z∗ et U∗ comme dans l’e´nonce´. Puisque K est une courbe alge´brique, on sait
depuis les travaux d’Abel que
∑
16j6p
hz∗j ∈ C (Y )1 [X ] (voir par exemple [12]). Il s’ensuit que
G1 = Nhz∗ ,1 + P1 est, sur U∗ et donc sur Z, rationnelle en y et affine en x.
Re´ciproquement, supposons que G1 ∈ C (Y )1 [X ]. Alors Nhz∗ ,1 = G1− P1 est sur U∗ ration-
nelle en y et affine en x. Comme
{(
1 : hz∗j (z) : −x− yhz∗j (z)
)
; 1 6 j 6 p
}
= Q∩Lz pour tout
z ∈ U∗, un the´ore`me de Wood [30] stipule l’existence d’une courbe alge´brique compacte K de
degre´ p contenantQ. PuisqueK est de degre´ p,K∩Lz = {(1 : hj (z) : −x− yhj (z)) ; 1 6 j 6 λ} =
Q ∩ Lz pour tout z ∈ U .
Dans le cas ou` G1 est rationnelle en y et affine en x, la courbe alge´brique K du lemme 32
est connue au voisinage de bQ. On peut alors se´lectionner de fac¸on ge´ne´rique des coordonne´es
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homoge`nes w pour qu’au moins une droite Lz , z ∈ U , rencontre K\Q. On est ainsi ramene´ au
cas ge´ne´ral puisque le lemme 32 assure alors que meˆme apre`s re´duction, d n’est pas nul.
Graˆce a` des re´sultats de Henkin [12] et de Collion [7], cette re´duction de la famille (gj)
rame`ne a` sa premie`re e´quation le syste`me sur-de´termine´ (20).
Proposition 33 Les notations sont celles e´nonce´es au de´but de cette section. On suppose que
(39) est ve´rifie´e. Pour le cas ou` Q est contenue dans une courbe alge´brique, Q̂ de´signant alors
la plus petite courbe ayant cette proprie´te´, on suppose que (0 : 1 : 0) /∈ Q̂ et qu’au moins une
des droites Lz, z ∈ U , rencontre Q et Q̂\Q. Ceci e´tant, {g1, ..., gd} = {h1, ..., hp} et P = P1.
Preuve. Avec une e´ventuelle renume´rotation, on se rame`ne au cas ou` gν = hν , 1 6 ν 6 t ∈
N et que {gt+1, ..., gd} ∩ {ht+1, ..., hp} = ∅.
1) On suppose que Q n’est pas contenue dans une courbe alge´brique. Dans ce cas d ∈ N∗ car
sinon, Nh,1 ∈ C (Y )1 [X ] et G1 se prolonge comme e´le´ment de C (Y )1 [X ], ce qui est impossible
d’apre`s lemme 32.
Supposons t < min (p, d). Quitte a` changer le point de re´fe´rence z∗ et a` diminuer U∗,
on suppose que les courbes Hν = {(1 : hν (z) : −x− yhν (z)) ; z ∈ U∗}, t + 1 6 ν 6 p et
Cν = {(1 : gν (z) : −x− ygν (z)) ; z ∈ U∗}, t + 1 6 ν 6 d sont lisses et deux a` deux disjointes.
On note alors ϕ la forme diffe´rentielle de´finie sur la re´union C de ces courbes par ϕ |Hν = dw1w0
lorsque t + 1 6 ν 6 p et ϕ |Cν = −dw1w0 quand t + 1 6 ν 6 d. On note AR la transforme´e
d’Abel-Radon du courant ϕ ∧ [C]. Par de´finition (voir [12], [7] ou [13]),
AR = d(
∑
t+16ν6p
hν −
∑
t+16ν6q
gν).
Mais du fait des hypothe`ses,∑
t+16ν6p
hν −
∑
t+16ν6q
gν = Nh,1 −Ng,1 = R − P1.
AR est donc alge´brique au sens de [7] de sorte que le the´ore`me 1.2 de [7] s’applique et donne en
particulier l’existence d’une courbe alge´brique Λ qui contient C. Puisque Q n’est pas contenue
dans Λ, la connexite´ de Q impose qu’aucune des courbes Hν n’est contenue dans Λ et donc
que {h1, ..., hp} ⊂ {g1, ..., gd}. Ainsi,
∑
p<ν6d
gν est une fonction alge´brique affine en x, ce qui est
impossible de par la re´duction faites sur (gj)16j6d. D’ou` t = min (p, d).
Si t = d < p, la relation Ng,1+P = Nh,1+P1 se lit aussi ht+1+· · ·+hp = P1−P ∈ C (Y )1 [X ]
et le the´ore`me de Wood implique, puisque Q est connexe, que Q est contenue dans une courbe
alge´brique ce qui est exclu par hypothe`se. Si t = p < d, gt+1+ · · ·+ gd = Ng,1−Nh,1+P −P1 ∈
C (Y )1 [X ] ce qui est exclu du fait de la re´duction faite sur la famille (gj).
Finalement t = p = d, {h1, ..., hp} = {g1, ..., gd} et P1 = R.
2) Supposons maintenant que Q est contenue dans une courbe alge´brique Q̂, minimale au
sens de l’inclusion. Puisque par hypothe`se (0 : 1 : 0) /∈ Q̂, on peut appliquer le corollaire 21
a` Q̂\Q qui est borde´ par −∂Q et obtenir que pour z = (x, y) ∈ Z, (Q̂\Q) ∩ Lz ⊂ ρD. Par
conse´quent, pour tout z ∈ Z,
Q̂ ∩ Lz ⊂ {w0 6= 0} .
Quitte a` changer de point de re´fe´rence z∗ et a` diminuer U∗, on peut supposer que pour tout
z ∈ U∗, Lz coupe transversalement Q̂. On note alors hp+1, ..., hp̂ les ondes de choc sur U∗ telles
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que pour tout z ∈ U ,
(Q̂\Q) ∩ Lz = {(1 : hν (z) : −x− yhν (z)) ; p + 1 6 ν 6 p̂} .
Puisque Q̂ est une courbe alge´brique, NQ̂,1
de´f
= Nh,1+Nhp+1,...,hp̂
de´f
= Nh,1+ N̂1 est rationnelle en
y et affine en x. D’ou`
Ng,1 + N̂1 = Ng,1 −Nh,1 +NQ̂,1 = P1 − R +NQ̂,1 ∈ C (Y )1 [X ]
La somme Ng,1 + N̂1 se re´crit
∑
16λ6s
cλfλ ou` f1, ...fs sont les fonctions deux a` deux distinctes
constituant la re´union de {gν ; 1 6 ν 6 q} et {hν ; p+ 1 6 ν 6 p̂} et ou` cλ = 2 si fλ est dans
l’intersection de ces deux ensembles et 1 sinon. Comme pre´ce´demment, on peut choisir z∗ et
U∗ pour que les fonctions fλ aient des images deux a` deux disjointes. On peut alors introduire
la forme ψ qui sur Fλ = {(1 : fλ (z) : −x− yfλ (z)) ; z ∈ U} vaut dw1w0 si cλ = 1 et 2dw1w0 si
cλ = 2. La forme
∑
16λ6s
cλdfλ est la transforme´e d’Abel-Radon de ψ ∧ [F ] ou` F = ∪Fλ. Celle-ci
e´tant rationnelle, le the´ore`me principal de Henkin dans [12] s’applique et donne en particulier
l’existence d’une courbe alge´brique F˜ et d’une forme rationnelle Ψ telles que pour tout λ,
Ψ |Fλ = ψ et pour tout z ∈ U∗, F˜∩Lz = ∪Lz∩Fλ. Etant donne´ que Q̂∩F˜ contient (Q̂\Q) ∪
z∈U∗
Lz,
Q̂ ⊂ F˜ . Si F˜ 6= Q̂, Q̂\F˜ est une courbe alge´brique dont les intersections avec les Lz, z ∈ U∗, se
parame`tre avec une sous-famille des gj. Ceci est impossible car du fait des hypothe`ses, d 6= 0 et
aucune sous-famille de (gj) n’a de somme qui soit rationnelle en y et affine en x. Ainsi, Q̂ = F˜ et
lorsque z ∈ U∗, Q̂∩Lz est la re´union de (Q̂\Q)∩Lz et de {(1 : gj (z) : −x− ygλ (z)) ; 1 6 j 6 d}.
Ceci force {h1, ..., hp} = {g1, ..., gd} et P1 = R.
4.8 Proce´de´ de reconstruction
Pour de´crire le proce´de´ algorithmique de reconstruction de Q, in reprend inte´gralement les
notations de la section pre´ce´dente.
1. Si G1 est rationnelle en y et affine en x, Q est contenue dans une courbe alge´brique
connexe K et on choisit des coordonne´es pour qu’au moins une des droites Lz, z ∈ Z,
rencontre Q et K\Q.
2. On se donne A,B ∈ C [Y ] avec degA < r = degB, B = Π
16q6r
(1 + sqY ) =
∑
06j6r
βjY
j
tel que {B = 0} ⊂ ρD, R = 1 ⊗ A
B
+ X ⊗ B′
B
et on pose d = r + δ. Etant donne´ que
(35) est un syste`me diffe´rentiel line´aire surde´termine´, l’existence d’une solution a` (35) est
conditionne´e par un jeu, force´ment fini, d’e´quations line´aires portant sur (A,B). Lorsque
(A,B) ve´rifie ce syste`me line´aire, (35) a au moins une solution µ dans Mω,τ (B).
3. Localement, dans Zω,τ ∩ Ureg, il existe d-onde de chocs g1, .., gd telles que −s1 (µ,B) =
Nh,1. Appliquant a` cette famille (gj) la re´duction de´crite au de´but de cette section puis
la proposition 33, on en de´duit que d > p, r = d − δ > p − δ = q∞ et que si (g˜j)16j6p
est le jeu de fonctions obtenu a` partir de (gj) par re´duction, {g˜1, ..., g˜p} = {h1, ..., hp} et
P1 = R. En conse´quence, on connaˆıt aussi (Pk)k∈N∗ comme le prolongement en fraction
rationnelle de (Gk |U∗ −Nh,k)k∈N∗.
4. On sait qu’il existe une fonction localement constante π : Ureg → N telle que lorsque z∗ ∈
Ureg, il existe un voisinage Uz∗ de z∗ dans Zreg et des ondes de chocs h
z∗
1 , ..., h
z∗
π(z∗)
deux a`
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deux distinctes telles queQ contientQz∗ = ∪
16k6π(z∗)
{(
1 : hz∗j (z) : −x− yhz∗j (z)
)
; z ∈ Uz∗
}
et
(
Gk
∣∣
Uz∗
)
k∈N∗ =
(
Nhz∗ ,k + Pk
∣∣
Uz∗
)
k∈N∗ . Graˆce aux formules de Newton (18), on connaˆıt
donc (Shz∗ ,k)k∈N∗. En outre, π (z∗) = G0
∣∣
Uz∗ − q∗ est connu. On peut donc calculer indi-
viduellement les fonctions hz∗j , 1 6 j 6 π (z∗) a` partir (Shz∗ ,k)16k6π(z∗).
5. Graˆce au lemme 18, Q ∩ {w0 6= 0} et donc Q sont connues.
Pour reconstruire une surface de Riemann a` bord M e´quipe´e d’une conductivite´ σ a` partir
de (∂M,Nσd ), on peut proce´der comme suit :
1. Le the´ore`me de Henkin-Santacesaria produit une surface de Riemann nodale a` bord M
dontM est une normalisation.M est une courbe complexe de C2 qu’on peut de´terminer
explicitement a` partir de formules de type de Cauchy.
2. Avec la section 3.2, on produit a` partir de M une fonction de Green pour la surface de
Riemann M .
3. Avec le the´ore`me 4 et l’e´tape pre´ce´dente, on obtient une surface de Riemann a` bord S
plonge´e dans CP3, isomorphe a` M et dont les projections sur {w2 6= 0} et {w3 6= 0} sont
des surfaces de Riemann nodales Q2 et Q3 ve´rifiant les hypothe`ses ge´ne´riques e´nonce´es
au de´but de la section 4.2.
4. On applique a` Q2 et Q3 le proce´de´ pre´ce´dent pour construire un atlas de S.
5. S e´tant connue, le the´ore`me de Henkin-Novikov 17 permet de reconstruire le coefficient
de conductivite´ s de la conductivite´ qui est l’image directe de σ par l’isomorphisme du
point 3. De´signant alors par cS la conductivite´ de coefficient 1 associe´e a` la structure
complexe de S induite par celle de CP3, (S, scS) est une solution explicite du proble`me
pose´.
4.9 Genre d’une surface de Riemann a` bord
Connaˆıtre a priori le nombre p des fonctions inconnues hj intervenant dans la proposi-
tion 19 permettrait d’ame´liorer grandement l’efficacite´ de l’algorithme propose´ dans la section
pre´ce´dente. Dans [5], Belishev donne une formule pour calculer le genre a` partir de l’ope´rateur
de Dirichlet-Neumann
2g (M) = rg
(
T + (NνJ)2 T
)
ou` T est la de´rivation tangentielle, Nν est l’ope´rateur Dirichlet-Neumann dans sa pre´sentation
me´trique, c’est a` dire celui qui a` u ∈ C∞ (bM) associe la de´rive´e normale le long de bM de
l’extension harmonique de u a` M et J est l’ope´rateur de primivitisation de´fini de la fac¸on
suivante : on note Γ l’ensemble des composantes connexes de bM , pour chaque γ ∈ Γ on fixe
un point pγ de γ et lorsque q ∈ γ, on note γq l’arc de γ dont le bord oriente´ est q − pγ . J est
alors l’ope´rateur qui a` u ∈ C0 (bM) telle que ∫
γ
uτ ∗ = 0 pour tout γ ∈ Γ associe la fonction
de´finie par (Ju) |γ (p) =
∫
γp
uτ ∗, γ ∈ Γ. Cependant le calcul a priori du rang de T + (NνJ)2 T
n’est pas force´ment facile. Pour contourner cette difficulte´, [6] et [28] proposent d’utiliser des
ope´rateurs de Dirichlet-Neumann agissant sur les formes. Ceci donne des formules simples pour
g (M) dans le cas ou` la conductivite´ se re´duit a` une structure complexe mais il n’est pas clair
que ces ope´rateurs aient un sens physique.
La formule (28), prouve´e par le corollaire 38, relie le nombre p ci-dessus au nombre q∞ de
points d’intersection de la surface de Riemann nodale a` bordQ a` reconstruire avec {w ∈ CP2; w0 = 0}.
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Lemme 34 Soit M une surface de Riemann a` bord. On note c le nombre de composantes
connexes du bord de M et M̂ le double de M . Le genre g
(
M̂
)
de M̂ et celui g (M) de M ,
qui par de´finition est le genre de la varie´te´ compacte obtenue en recollant c disques conformes
(deux a` deux disjoints) le long des c composantes connexes de M , sont lie´s par la relation
g
(
M̂
)
= 2g (M) + c− 1. (40)
Preuve. On se donne une triangulation T de M . Lorsque α est une composante connexe
de γ = bM , on note Σγ l’ensemble des sommets d’e´le´ments T qui sont sur γ et Aγ celui des
arreˆtes d’e´le´ments T qui sont incluses dans γ. On pose Σb = ∪
γ∈C
Mγ et A
b = ∪
γ∈C
Tγ ou` C est
l’ensemble des composantes connexes de bM . Pour chaque γ ∈ C, |Σγ | = |Aγ| et supposant,
quitte a` changer de triangulation, que les ensembles ∪
t∈T, T∩Mγ 6=∅
sont deux a` deux disjoints
quand γ de´crit C, on obtient ∣∣Σb∣∣ = ∣∣Ab∣∣. Enfin, on note σ (T ) le nombre de sommets de T ,
a (T ) le nombre d’arreˆtes de T , f (T ) le nombre de faces de T et on pose M˜ = M̂\M . On
note T˜ la triangulation de M˜ obtenue comme syme´trique de T, c’est-a`-dire celle obtenue en
faisant agir sur T l’involution naturelle de M̂ . T̂ = T ∪ T˜ est alors une triangulation de M̂ . Par
de´finition de la caracte´ristique d’Euler d’une surface, il vient alors
χ
(
M̂
)
= σ
(
T̂
)
− a
(
T̂
)
+ f
(
T̂
)
=
[
2
(
σ (T )− Σb)+ Σb]− [2 (a (T )− Ab)+ Ab]+ 2f (T )
=
[
2σ (T )− Σb]− [2a (T )− Ab]+ 2f (T )
= 2σ (T )− 2a (T ) + 2f (T ) = 2χ (M) .
On sait graˆce a` la the´orie usuelles sur les surfaces de Riemann compactes que χ
(
M̂
)
= 2 −
2g
(
M̂
)
. D’ou`
g
(
M̂
)
= 1− χ (M)
Notons M ′ la surface obtenu en rattachant c disques le long des composantes connexes de γ.
Alors χ (M ′) = χ (M) + c et par de´finition, g (M) = g (M ′). On obtient donc
g
(
M̂
)
= 1− χ (M) = 1 + c− χ (M ′) = 1 + c− [2− 2g (M ′)]
D’ou` g
(
M̂
)
= 2g (M) + c− 1.
Dfinition 35 Soit M une surface de Riemann a` bord. On se donne une fonction de´finissante
ρ de bM , ce qui signifie ρ ∈ C∞ (M,R) telle que ρ |B∩M < 0, ρ |B∩bM = 0 et (dρ |B )s 6= 0 pour
tout s ∈ bM . Dans ces conditions, toute section ω de Λp,qT ∗M de classe Ck sur un ouvert U
de M peut s’e´crire sous la forme ω0 + ρω1 ou` ωj, j = 0, 1, est une section de Λ
p,qT ∗M sur U
de classe Ck−j, le couple
(
ω
(0)
ρ , ω
(1)
ρ
)
= (ω0 |U∩M , ω1 |U∩M ) e´tant le meˆme pour tout (ω0, ω1) tel
que ω = ω0+ ρω1. Le fait que ω
(1)
ρ soit nulle ne de´pend pas du choix de la fonction de´finissante
ρ choisie. On dit que ω est tangente a` bM lorsque ω
(1)
ρ = 0.
Notons que l’existence d’une de´composition ω = ω0 + ρω1 de´coule de ce que ρ peut eˆtre
prise comme l’une des coordonne´es d’un syste`me de coordonne´es re´elles pour (chaque branche)
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de M au voisinage de bM . L’unicite´ de
(
ω
(0)
ρ , ω
(1)
ρ
)
provient de la meˆme raison et si ρ′ est une
autre fonction de´finissante de bM , on peut e´crire ρ′ = λρ ou` λ est une fonction de classe Ck−1
qui ne s’annule pas, de sorte que l’annulation de ω
(1)
ρ′ = λ |M ω(1)ρ et ω(1)ρ est simultane´e.
Notons que lorsque M est munie d’une me´trique hermitienne et que ρ est la distance a` bM ,
∂ω
∂ρ
n’est rien d’autre que la de´rive´e de ω par rapport au vecteur unitaire qui oriente la normale
exte´rieure a` M aux points de bM . Le lemme ci-dessous assure qu’il existe des formes volumes
satisfaisant l’hypothe`se du the´ore`me principal de cette section.
Lemme 36 Une surface de Riemann a` bord admet des formes volumes de classe C2 tangentes
a` son bord.
Preuve. Soit V une forme volume arbitraire de classe C2 sur le double M̂ de M . On se
donne ρ ∈ C∞
(
M̂,R
)
telle que M = {ρ < 0} , bM = {ρ = 0} et (dρ)s 6= 0 pour tout s ∈ bM .
La restriction V0 de V a` bM est donc une section de Λ
1,1TM̂ de classe C2 sur bM . En utilisant
le the´ore`me d’extension de Whitney (voir [3, prop. 2.2]), on peut construire une section V˜
de Λ1,1TM̂ de classe C2 telle que V˜ |M = V0 et V (1)ρ = ∂V˜∂ρ = 0. Par continuite´, il existe un
voisinage Σ de bM dans M̂ tel que V˜ |Σ est une forme volume. Soit χ ∈ C∞ (M, [0, 1]) valant
1 au voisinage de bM dans Σ et dont le support est contenu dans Σ. W = χV˜ + (1− χ)V est
une forme volume W de classe C2 sur M̂ telle que ∂W
∂ρ
= 0.
Thorme 37 Soit M une surface de Riemann a` bord dont le bord est constitue´ de c composantes
connexes. On se donne une forme volume µ de classe C2 sur M tangente a` bM puis on munit
le fibre´ des (1, 0)-formes sur M de la me´trique h∗ de´finie pour tout s ∈M et α ∈ Λ1,0T ∗M par
h∗s (α) =
(
α ∧ ∗α
µs
)1/2
(41)
ou` ∗ est l’ope´rateur de conjugaison associe´ a` la structure complexe de M . On note D la
connexion de Chern associe´e a` h∗. Alors, quand ω est une (1, 0)-forme me´romorphe sur M ,
sans poˆle ni ze´ro sur bM ,
1
2πi
∫
∂M
Dω
ω
= Nz (ω)−Np (ω) + 2− 2g (M)− c (42)
ou` Nz (ω) et Np (ω) sont respectivement le nombre de ze´ros et de poˆles de ω compte´s avec leur
multiplicite´.
Remarque. Supposons que µ′ est une forme volume pour M ayant les meˆmes proprie´te´s
que µ. La fonction κ : M → R telle que µ = e2κµ′ ve´rifie Dµ = Dµ′ − ∂κ, ce qui donne∫
∂M
Dµω
ω
=
∫
∂M
Dµ′ω
ω
− ∫
∂M
j∗bM∂κ. (42) indique alors que
∫
∂M
j∗bM∂κ = 0. Pour ve´rifier cela a
priori, conside´rons une fonction de´finissante ρ de bM . De la relation ∂µ
∂ρ
= eκ|M ∂µ
′
∂ρ
+µ′ |M ∂κ∂ρ , on
tire ∂κ
∂ρ
= 0. Munissons M d’une me´trique hermitienne et conside´rons une section lisse (ν, τ) de(
TbMM
)2
telle que pour chaque s ∈ bM , (νs, τs) une base orthonorme´e directe de TsM . Alors
pour tout s ∈ bM , (∂κ)s = 12 ((νκ)s − i (τκ)s) (τ ∗s + iν∗s ) ou` (τ ∗s , ν∗s ) est la base duale de (νs, τs).
Lorsque s ∈ bM , le fait que ∂κ
∂ρ
(s) = 0 indique que (dκ)s ∈ Rτ ∗s et donc que (νκ)s = 0, ce
qui donne (∂κ)s =
1
2i
(τκ)s (τ
∗
s − iν∗s ). D’ou` j∗bM∂κ = 12i (τκ) τ ∗ |M = 12ij∗bMdκ. Ainsi, j∗bM∂κ est
exacte et son inte´grale sur ∂M est nulle.
43
Preuve du the´ore`me 37. Commenc¸ons par de´tailler une construction du double M̂ deM
qu’on trouve par exemple dans [2]. Soit U un atlas de M . On utilise les notations suivantes :
pour ν ∈ {−1,+1} et X ⊂ M , Xν = X × {ν} et si (s, ν) ∈ M1 ∪M−1, π (s, ν) = s ; quand
s ∈ bM ; les points de M̂ = M1 ∪M−1 de la forme (s,−1) et (s, 1) sont identifie´s et forment
la courbe re´elle γ. On munit M1 de la structure complexe associe´e a` l’atlas U1 constitue´ par
les applications ϕ1 : U1 ∋ p 7→ ϕ (π (p)) ou` ϕ : U → C de´crit U . Pour M−1, on utilise l’atlas
U−1 des applications ϕ−1 : U−1 ∋ p 7→ −ϕ (π (p)), ϕ : U → C de´crivant U . On obtient un atlas
Û = U1 ∪ Ub ∪ U−1 confe´rant a` M̂ une structure complexe en de´finissant Ub comme l’ensemble
des applications ϕb de´finies de la manie`re suivante : on se donne une carte de bord pourM c’est
a` dire ϕ ∈ C∞ (U,C) ou` U est un ouvert de M tel que bUM = U ∩ bM est un ouvert de bM ,
ϕ (U\M) = D+ = D ∩ {Im > 0} et ϕ (bUM) = ]−1, 1[ ; ϕb est l’application de Ub = U1 ∪ U−1
dans C obtenue en posant ϕb (s, 1) = ϕ (s) et ϕb (s,−1) = ϕ (s) pour tout s ∈ U .
On de´finit des formes volumes µ1 et µ−1 sur M 1 et M−1 en posant lorsque ϕ : U → C est
une carte de M ,
(ϕ1∗µ1)z = (ϕ∗µ)z = λϕ (z) idz ∧ dz, z ∈ U
(ϕ−1∗µ−1)w = (ϕ∗µ)−w = λϕ (−w) idw ∧ dw, −w ∈ U
Cette de´finition est e´videmment cohe´rente pour µ1. Supposons que ψ : V → C est une autre
carte de M et ψ∗µ = λψidz ∧ dz. On note Φ : ψ (U ∩ V ) ∋ z 7→ ϕ (ψ−1 (z)) le changement de
carte de ψ a` ϕ. On a donc λψ = |Φ′|2 λϕ ◦ Φ. Le changement de carte de ψ−1 : V−1 → C a`
ϕ−1 : U−1 → C est alors l’application Φ−1 de´finie sur ψ−1 (V−1 ∩ U−1) = −ψ (U ∩ V ) par
Φ−1 (w) = ϕ−1
(
(ψ−1)
−1w
)
= ϕ−1
(
ψ−1 (−w) ,−1) = −ϕ (ψ−1 (−w)) = −Φ (−w).
D’ou`
Φ∗−1 (λϕ (−z) idz ∧ dz) = λϕ (Φ (−w)) i
(
−∂Φ (−w)
∂w
dw
)
∧
((
−∂Φ (−w)
∂w
dw
))
= λϕ (Φ (−w)) |Φ′ (−w)|2 idw ∧ dw = λψ (−w) idw ∧ dw,
ce qui prouve la cohe´rence de la de´finition de µ−1.
Les formes µ1 et µ−1 se recollent continuˆment le long de γ en une forme volume µ̂ pour
M̂ . En effet, conside´rons une carte de bord ϕ : U → C pour M et la carte ϕb : Ub → C
de´finie comme plus haut. Posons ϕ∗µ = λϕidz ∧ dz . Lorsque s ∈ U , ϕb (s,−1) = ϕ (s) et
ϕ−1 (s,−1) = −ϕ (s). Donc le changement de carte de ϕb a` ϕ−1 est l’application de U dans
−U , z 7→ −z. D’ou`
((ϕb)∗ µ−1)z = λϕ (z) idz ∧ dz = (ϕ1∗µ1)z
pour tout z ∈ D− ∪ ]−1, 1[ ou` D− = D ∩ {Im > 0}. Etant donne´ que ϕ (bUM) = ]−1, 1[, ceci
montre que µ−1 = µ1 en chaque point de γ ∩ U . Ecrivons au voisinage dans D+ ∪ ]−1, 1[ la
fonction λϕ sous la forme λϕ,0 (x)+λϕ,1 (x) y+λϕ,2 (x) y
2+ o (y2). Puisque µ est tangente a` bM
par hypothe`se, 0 = λϕ,1 sur bM et il apparaˆıt que µ̂ est de classe C
2.
On peut maintenant munir Λ1,0T ∗p M̂ , p ∈ M̂ , de la me´trique ĥ∗p de´finie par
ĥ∗p (α) =
(
α ∧ ∗α
µ̂p
)1/2
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pour tout α ∈ Λ1,0T ∗p M̂ . La connexion de Chern D qui lui est associe´e est donc de classe C2
sur M̂ car ĥ∗ et la formule de Stokes livre que lorsque ω est une (1, 0)-forme me´romorphe sur
M sans poˆle ni ze´ro sur bM ,
1
2πi
∫
∂M
Dω
ω
=
1
2πi
∫
∂M1
Dω
ω
= Nz (ω)−Np (ω)− 1
2π
∫
M1
iΘ̂ (43)
ou` Θ̂ est la courbure de D. Si on admet que 1
2π
∫
M1
iΘ̂ = 1
2π
∫
M−1
iΘ̂, (42) re´sulte des formules
(43) et (40) car alors 1
2π
∫
M1
iΘ̂ = 1
2
1
2π
∫
M̂
iΘ̂ = g
(
M̂
)
− 1 puisque M̂ est compacte et D de
classe C2.
Notons j la syme´trie naturelle de M̂ par rapport a` γ et c la conjugaison de C. Lorsque
ϕ : U → C est une carte de M , l’expression de j dans les cartes ϕ1 et ϕ−1 est ϕ−1 ◦ j ◦ (ϕ1)−1
c’est a` dire −c
∣∣∣UU . j e´change donc les orientations de M1 et M−1 ce qui donne∫
M1
Θ̂ = −
∫
M−1
j∗Θ̂.
Lorsque ψ : V → C est une carte de M̂ , l’application ψ˜ : j (V )→ C de´finie par ψ˜ = ψ ◦j est
aussi une carte de M̂ . Ceci permet (voir [2] par exemple) a` partir d’une section ω de ΛT ∗M̂ sur
une partie X de M̂ , de de´finir une section ω˜ de ΛT ∗M̂ sur j (X) en posant pour chaque carte
ψ : V → C de M̂ telle que V ∩X 6= ∅,
(
ψ˜∗ω˜
)
w
= β (w) dw+α (w) dw quand ψ∗ω = αdz+βdz
et w ∈ ψ (V ∩X). En particulier, ω e´tant une section fixe´e de Λ1,0T ∗M sans ze´ro sur M ,
holomorphe sur bM et de classe C∞ sur M , ω1 = π∗ω (resp. ω−1 = ω˜1) est une section de
Λ1,0T ∗M̂ holomorphe sans ze´ro sur X1 (resp. X−1), holomorphe sur X1 et de classe C∞ sur
(resp. X−1). Posant fν = ln ĥ (ων)
2, on sait alors que
Θ̂ |Mν = d∂fν , ν = ±1.
Fixons une carte ϕ : U → C et posons ϕ∗ω = αdz. Alors (ϕ1)∗ ω1 = αdz et (ϕ˜1)∗ ω−1 = α (w)dw.
Puisque ∗ agit sur les (0, 1)-formes comme la multiplication par i
2
, on obtient que
(ϕ˜1)∗ (ω−1 ∧ ∗ω−1) = α (w)dw ∧
i
2
α (w) dw
= |α (w)|2 i
2
dw ∧ dw
Posons µ = λϕ
i
2
dz ∧ dz. L’expression de µ−1 dans la carte ϕ−1 est par de´finition ϕ−1∗µ−1 =
λϕ (−z) i2dz ∧ dz. ϕ˜1 est aussi une carte de´finie sur j (U1) = U−1 et le changement de carte de
ϕ˜1 a` ϕ−1 est l’application Φ qui a` w ∈ ϕ˜1 (U−1) = U associe le nombre Φ (w) de´fini par
Φ (w) = ϕ˜1
(
(ϕ−1)
−1 (w)
)
= (ϕ1 ◦ j)
(
ϕ−1 (−w) ,−1)
= ϕ1 (ϕ−1 (−w) , 1) = ϕ (ϕ−1 (−w)) = −w.
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Par conse´quent, pour w ∈ D− ∪ [−1, 1],
((ϕ˜1)∗ µ−1)w =
(
(ϕ˜1)
−1)∗ ϕ∗−1ϕ−1∗µ−1 = (ϕ−1 ◦ (ϕ˜1)−1)∗ ϕ−1∗µ−1
=
(
Φ−1
)∗
ϕ−1∗µ−1 =
(
Φ−1
)∗(
λϕ (−z) i
2
dz ∧ dz
)
= λϕ (w)
i
2
dw ∧ dw = (ϕ1∗µ1)w
et donc (
(ϕ˜1)∗ ĥ (ω−1)
)
(w) =
(ϕ˜1)∗ (ω−1 ∧ ∗ω−1)
ϕ−1∗µ−1
(w) =
|α (w)|2
λ (w)
= (ϕ1)∗
(
ĥ (ω1)
)
(w)
On en de´duit que ĥ (ω−1) ◦ ϕ˜1−1 = ĥ (ω1) ◦ (ϕ1)−1 ◦ c et donc (ϕ˜1)∗ f−1 = (ϕ1)∗ f1 ◦ c (ce qui,
au passage, livre f−1 = f1 ◦ j).De´rivant deux fois cette relation et en utilisant que d∂ = −d∂,
on obtient finalement que j∗Θ̂ = −Θ̂ et donc que ∫
M1
Θ̂ =
∫
M−1
Θ̂, ce qui ache`ve la preuve du
the´ore`me.
Le the´ore`me 37 contient le corollaire.
Corollaire 38 On se donne une surface de Riemann a` bord M et une fonction harmonique u
non localement constante. On de´signe par q le nombre de ze´ros de ∂u compte´s avec multiplicite´
et par c le nombre de composantes connexes de bM . On e´quipeM d’une forme volume µ telle que
j∗bS∂µ est exacte puis on construit pour Λ
1,0T ∗M une me´trique hermitienne h∗ et une connexion
D comme dans le the´ore`me 37. Alors
1
2πi
∫
∂S
D∂u
∂u
= q + 2− 2g (M)− c.
Preuve. C’est un cas particulier du the´ore`me 37.
Les formules de cette section ne´cessitent de pouvoir calculer des connexions de Chern le
long du bord d’une surface de Riemann a` bord. La proposition ci-dessous explique comment
ceci est possible quand on connaˆıt l’ope´rateur de Dirichlet-Neumann.
Lemme 39 On se donne une surface de Riemann a` bordM . L’ope´rateur de Dirichlet-Neumann
N de M et la structure complexe de M le long de bM de´terminent l’action sur Λ1,0T ∗bMM d’une
connexion associe´e a` une me´trique tangente a` bM .
Preuve. L’ope´rateur ∗ de conjugaison associe´ a` la structure complexe de M est par hy-
pothe`se connu quand il agit sur le fibre´ re´el T ∗bMM = ∪
s∈bM
TsM . bM e´tant connu, on peut se
donner une section lisse et ge´ne´ratrice τ ∗ de T ∗bM . Pour tout s ∈ bM , on pose alors ν∗s = −∗sτ ∗s .
Par de´finition d’une conductivite´, µ0 : bM ∋ s 7→ ν∗s ∧ τ ∗s est alors une section du fibre´ des
formes volumes de M . On se donne alors une forme volume µ sur M qui est tangentielle a` bM
et telle que µ |M = µ0 puis On munit T ∗M de la me´trique h∗ de´finie pour s ∈ M et α ∈ TsM
par
h∗s (α) =
(
α ∧ ∗sα
µs
)1/2
Lorsque u est une fonction re´elle de classe C∞ sur M et harmonique sur M , telle que ∂u ne
s’annule pas sur bM , il existe un voisinage Σ de bM dans M tel que ∂u ne s’annule pas dans
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Σ, est de classe C∞ sur Σ et holomorphe sur Σ\M . On sait alors que pour tout s ∈ bM
(D∂u)s
(∂u)s
=
(
∂ ln h∗ (∂u)2
)
s
= ∂ ln
(
∂u ∧ ∗∂u
ν∗s ∧ τ ∗s
)
,
ce qui prouve le lemme.
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