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Abstract
There has been a proliferation in the amount of data being generated and collected in the past several years. One of the
leading factors contributing to this increased data scale is cheaper commodity storage, making it easier for organisations
to house large data stores containing massive amounts of historical data. To eﬀectively analyse these data sets, a
preprocessing step is often required as most real data sets are inherently dirty and inconsistent. Existing data cleaning
tools have focused on cleaning the errors at hand. In this paper, we take a more formal approach and propose the use of
information algebra as a general theory to describe structured data sets and data cleaning. We formally deﬁne the notion
of association rule, association function, and we present results relating these concepts. We also propose an algorithm
for generating association rules from a given structured data set.
c© 2011 Published by Elsevier Ltd.
Keywords: Dirty data, data consistency, algebraic approach, data cleansing, formal methods, information algebra
1. Introduction and Motivation
The importance of data-driven decisions is pervasive in all aspects of business, economics and society.
As increasing amounts of data are being generated, collected, and analysed at large scale, there is an in-
creased need for knowledge discovery and cleansing techniques. Poor data quality has become a serious
problem for many organisations as data is often machine generated, manually entered, or integrated from
disparate, heterogenous sources. For example, large data sets are generated from sensor based applications,
where inconsistent values can arise among the diﬀerent sensors. Audit and logging tasks from real time
systems generate large data sets that conform to some predeﬁned structure (which diﬀer from the tradi-
tional relational structure), but these machine generated values often contain missing and anomalous values.
Many data processing tasks assume that the data conforms to ideal data distributions with no (or very little)
missing, incorrect, or inconsistent values. In reality, however, this is not often the case. Most existing data
cleansing techniques adopt relational models where the data is assumed to be in a structured table format.
However, structured data sets (or organised data sets, we use these terms interchangeably) are not always
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in a relational format. In fact, many data sets, such as XML, can be described using markup languages and
templates. For example, sensory proﬁling applications apply descriptors that allow the generated data to be
organized in either a tabular or a semi-structured format. In the latter case, commonly referred to as free-
choice proﬁling where the descriptors are more freely chosen, the types (or frames) of the generated data
can be organized into a lattice structure. In these cases, a more general theory is required to take advantage
of the diversity of the structure of data element that we will later refer to as information. This motivates the
need for a more general theory capable of handling structured data sets, regardless of whether the data set is
a table or other structured format.
Integrity constraints (or rules) are a primary tool for enforcing data integrity. These rules help to enforce
domain speciﬁc relationships that should hold in the data. By enforcing these rules, relationships between
speciﬁc data values are captured, and inconsistent data values (that deviate from the rules) are prevented.
Association rules, as ﬁrst deﬁned by Agrawal et al. [1], allow for the speciﬁcation of relationships among a
set of values. For example, an association rule {milk, cereal} → {bread} states that whenever we observe
the values ‘milk’ and ‘cereal’ together, this is associated with the value ‘bread’. If we observe any other
value (other than ‘bread’), this is an indication of a potential data anomaly (according to this rule).
Strictly enforcing these rules is vital to ensure that data values conform to a given set of rules. In
reality however, rules are often weakly enforced as exceptions to the rule are normally manually overridden.
Data entry policies are not always followed (allowing for data inconsistencies to arise), and many database
administrators “turn oﬀ” certain rules as they are expensive to enforce in the system. Given these conditions,
if we are able to identify a smaller subset of rules, which are most relevant to the application at hand, this
would enable a stronger enforcement policy. This process involves identifying relevant rules, and deriving
a partial order among the rules such that there is a prioritisation to select those rules that must be strictly
enforced. Past work has not focused on this problem, but on cleaning the errors at hand [2, 3], discovering
new data quality rules that may hold over the data [4, 5, 6], or resolving inconsistencies between the data
and the rules [7, 8].
In this paper, we propose an algebraic information theory that allows us to capture information value in
a structured data set. Our theory models any structured data set, with the relational model being a special
instance. Furthermore, we are able to deﬁne the notion of an association rule, and matching of association
rules, and we present information algebraic properties of these rules. By reasoning through the association
rules and the possible domain values, we can make inferences on possible clean values to correct data
anomalies. In addition, the algebra allows us to formalise the information content of one rule against another,
from which we can derive a partial ordering among the rules. This prioritisation allows us to enforce those
rules that are more informative and that hold more strongly in the data than less informative, weaker rules.
This paper is organised as follows. In Section 2, we introduce information algebra and give a represen-
tation of an organised data set. In Section 3, we formally discuss association rules in a general mathematical
setting, present algebraic properties on these association rules, discuss dirty data values, and propose an
information algebraic algorithm for mining association functions. In Section 4, we discuss the contributions
of the paper and related work. In Section 5, we conclude and give highlights of our future work.
2. Mathematical Background
2.1. Information Algebra
Kohlas and Sta¨rk [9] studied the connections between diﬀerent representations of information. They
proposed a mathematical structure called information algebra. It is composed of a set of informationΦ and a
lattice D. In the following deﬁnition and beyond, let (D,,uprise) be a lattice and x and y be elements of D called
frames (also called domain in [9]). Let  be a binary relation between frames such that x  y⇔ x y = y.
Let Φ be a set of information and ϕ, ψ, χ be elements of Φ. The frame of information ϕ ∈ Φ is denoted by
d(ϕ). Let ex be the empty information over the frame x ∈ D, the operation ↓ be a partial mappingΦ×D→ Φ
to restrict an information to a speciﬁc domain, and · be a binary operator to combine pieces of information.
For simplicity, we write ϕψ instead of ϕ · ψ.
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Table 1. A data-set given as a table
CLS ED MR OCC REL GEN SAL
t1 Private Bachelors Married Exec-mgr Husband Male > 50K
t2 Private Bachelors Married Prof-specialty Husband Male > 50K
t3 Self-emp Masters Married Exec-mgr Wife Male > 50K
t4 HS-grad Divorced Not-in-family Male >50K
t5 Self-emp Masters Married Admin Wife Female > 50K
t6 Never-worked 7th-8th Divorced Not-in-family Male ≤50K
t7 Self-emp HS-grad Never-married Farming Own-child Male ≤50K
t8 Local-gov Some-college Never-married Admin Own-child Female ≤ 50K
t9 State-gov Masters Divorced Prof-specialty Own-child Male > 50K
t10 Bachelors Divorced Not-in-family Female ≤ 50K
t11 Self-emp Some-college Never-married Machine-op Not-in-family Female >50K
Deﬁnition 1 (Information Algebra (e.g., [9])). An information algebra is a system (Φ,D) that satisﬁes the
following axioms:
1. (ϕψ)χ = ϕ(ψχ)
2. ϕψ = ψϕ
3. d(ϕψ) = d(ϕ) d(ψ)
4. x  y⇒ (ey)↓x = ex
5. d(ϕ) = x⇒ ϕex = ϕ
6. ∀(x | x ∈ D : d(ex) = x )
7. x  d(ϕ)⇒ d(ϕ↓x ) = x
8. x  y  d(ϕ)⇒ (ϕ↓y )↓x = ϕ↓x
9. d(ϕ) = x ∧ d(ψ) = y⇒ (ϕψ)↓x = ϕ(ψ↓x∧y )
10. x  d(ϕ)⇒ ϕϕ↓x = ϕ
2.2. Data-set Representation
An organised data-set D def= (Φ,D). The set Φ consists of pieces of information either elementary or
composite. In general, there is no restriction on the representation of these pieces of information. They can
be represented as formulae as in artiﬁcial intelligence literature, functions, relational data base tables, etc. In
this paper, we represent information as functions. While D is a lattice of frames such that each information
is associated with a frame.
In this paper, we use relational tables in our examples, which are models of information algebra [9].
Therefore, our results in information algebra theory also apply to relational database tables.
Deﬁnition 2 (A data-set Information Frame). Given a family of organised data-sets {Di | i ∈ I} indexed
by the set of indices I (i.e., deﬁned on the same lattice). For i ∈ I, let Ai be the set of attributes of Di. We
denote by P(Ai) the powerset of Ai. An information frame is deﬁned as: DI  ∏i∈I P(Ai), which can be
equivalently written as a set of functions { f : I → ⋃i∈I P(Ai) | ∀(i | i ∈ I : f (i) ∈ P(Ai) )}
Let J ⊆ I and IJ ⊆ I× I such that IJ = {(x, x) | x ∈ J} (i.e., IJ is the identity on J). Given the frame DI ,
we can deﬁne DJ as {g | ∃( f | f ∈ DI : g = IJ ; f )} where ; denotes relational composition. In [10, 11],
we prove that ({DJ}J⊆I ,,uprise) is a lattice where  is the join of two frames while uprise is their meet. For
simplicity, we use D to denote the lattice ({DJ}J⊆I ,,uprise). On the lattice D and for DJ and DK frames in D, it
is known [12, page 39] that we have DJ  DK ⇔ (DJDK = DK)⇔ (DJupriseDK = DJ). The organised data-set
given in Table 1 has the set of frames (data types) A = {CLS , ED,MR,OCC,REL,GEN, S AL}. Its lattice D
is therefore (P(A),∪, ∅). The main purpose of the adopted lattice representation is to depict frames of atomic
information as in D{CLS} and D{SAL} and to represent frames of composite information as in D{CLS, ED, SAL}. Its
set of information Φ is the set of information generated by the set of tuples given in tabular format in
Table 1. For example, the tuple ϕ = (Private,Bachelors,Married,Exec-mgr,Husband,Male, > 50K) is in
the set Φ. One needs to point that if you have ϕ ∈ Φ, you also should have in Φ any of the parts of ϕ such
as (Private,Bachelors,Married) or (Private,Male, > 50K). So, Φ is generated by the set of the tuples given
in the table. It is closed on the operation on information as given in Deﬁnition 1. Intuitively, the above ϕ
53 Ridha Khedri et al. /  Procedia Computer Science  21 ( 2013 )  50 – 59 
is more informative than any of its parts; it gives more information on the entity subject of the table. We
should be able to formally express a notion of informativeness of an information.
An information ϕ is a function which can be written as a set of 2-tuples (i, A) where i is an index and A is a
set. For example, the ﬁrst row of Table 1 gives us the information ϕ = {(CLS , {Private}), (ED, {Bachelors}),
(MR, {Married}), (OCC, {Exec-mgr}), (REL, {Husband}), (GEN, {Male}), (S AL, {> 50K})}. The tuple t6 in
Table 1 can be represented in two ways depending on the context:
ϕ1: {(CLS , {Never-worked}), (ED, {7th-8th}), (MR, {Divorced}),
(OCC, {Exec-mgr, Prof-specialty, Exec-mgr, Admin, Farming, Machine-op}), (REL, {Not-in-family}),
(GEN, {Male}), (S AL, {≤ 50K})}
ϕ2: {(CLS , {Never-worked}), (ED, {7th-8th}), (MR, {Divorced}),
(OCC, ∅), (REL, {Not-in-family}),
(GEN, {Male}), (S AL, {≤ 50K})}
In ϕ1, we are saying that we do not know exactly the content of the cell under OCC attribute, but we know
that it is within a set of possible values. In ϕ2, we are saying that we know nothing about what could be in
the cell.
We denote the frame of an information by using the labeling operator d introduced in Deﬁnition 1. The
frame of ϕ is d(ϕ) = D{CLS, ED, MR, OCC, REL, GEN, SAL}. Each frame DJ contains a special element called the
empty information eDJ and is deﬁned as {(i, ∅) | i ∈ J}. Whenever it is clear from the context, we write
eJ instead of eDJ . An information ϕ is called atomic if ϕ = e∅ or d(ϕ) = D{ j} for j ∈ I. For instance, the
information {(CLS , {Private)} and the information {(OCC, ∅)} are atomic. An information can be seen as a
row in a table where the table header represents the indices of the frame of the information under that header.
Or they can be parts of a row. In a relational context, an empty information can be seen as a table with only
header and e∅ can be seen as “empty page” that does not contain even the header. An atomic information
can be perceived as a one cell of the table or as an “empty page”.
For the following deﬁnitions, let d(ϕ) = DJ and d(ψ) = DK . We deﬁne a binary operator · to combine
information (we write ϕψ to denote ϕ ·ψ). We use this operator to represent composite information made of
pieces of information. ϕψ  {(i, A) | i ∈ J ∩ K ∧ A = ϕ(i) ∪ ψ(i)} ∪ {(i, A) | i ∈ J − K ∧ A =
ϕ(i)} ∪ {(i, A) | i = K − J ∧ A = ψ(i)}.
We also deﬁne a binary operator ↓: Φ × D → Φ to extract a part of an information that belongs
to a speciﬁc frame as ϕ↓DJ  IJ ;ϕ where DJ is a frame and ϕ is an information such that DJ ∈ D
and ϕ ∈ Φ. The ↓ operator can be used to extract a speciﬁc kind of information. For example, let
ϕ = {(CLS , {Never-worked}), (ED, {7th-8th}), (MR, {Divorced}), (OCC, ∅), (REL, {Not-in-family}), (GEN,
{Male}), (S AL, {≤ 50K})}, then ϕ↓D{MR, SAL} = {(MR, {Divorced}), (S AL, {≤ 50K})}. Also, we have ϕ↓D{OCC} =
{(OCC, ∅)} = e{OCC}. For an information ϕ such that d(ϕ) = x  y for some frame y. The expansion of ϕ to
frame y is ϕ↑y def= (ϕey).
We deﬁne a partial order relation ≤ on information as
ϕ ≤ ψ⇔ J ⊆ K ∧ ∀(i | i ∈ J : ϕ(i) ⊆ ψ(i) ) (1)
and we say that ψ is more informative1 than ϕ. This relation deﬁnes the relative information content.
3. Discovering Association Functions
Association rules allow for the speciﬁcation of relationships among a set of values [1]. These rules have
been applied extensively in data mining and knowledge discovery tasks. In this section, we discuss a theory
for specifying more general relationships among values referred to as association functions.
Let DJ and DK be two frames of the lattice D of an organised data-setD. Let I be the set of indices used
to index the frames of D. For some J a subset of the set of indices I, the set of information ΦDJ
def
= {ϕ↓DJ |
ϕ ∈ Φ}.
1In some contexts, we can say that ϕ is more deterministic or accurate than ψ.
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Deﬁnition 3 (Association function). Let f be a monotonically increasing function from ΦDJ to ΦDK , for
disjoint subsets J and K of I. Moreover, f (eDJ ) = eDK . The function f is said to be an association function
onD. An element in f is called an association rule.
The monotonicity requirement on f ensures that when an information ϕ is more informative than another
ψ, its image by f is also more informative than that of ψ (i.e., f preserves the informativeness of the
information).
A 2-tuple of information (ϕ, ψ) such that d(ϕ) = DJ and d(ψ) = DK can be considered as information
ϕψ, which has the the frame d(ϕ)  d(ψ) = DJ∪K . This is due to the isomorphism between the two repre-
sentations. Hence, an association function is a set of information. To use the function f without explicitly
giving the set of values on which it is deﬁned, one can extend it to the whole domain space by mapping an
information outside the domain of f to the empty information eDK . We adopt this extension and consider
in the following that f is total on its space domain. For example, considering Table 1, we give only one
association rule in f that says that when the gender is Male, then relationship ought to be Husband. Using
the notation where f is a set of information, we write
f def=
{{
(GEN,REL), {(Male,Husband)}}, {(GEN,REL), {(eDGEN , eDREL)}
}}
. (2)
While, presenting f in a traditional way, can be done by saying
f : DGEN −→ DREL and f def= {(Male,Husband), (eDGEN , eDREL)};
as we discussed above, the two representations are isomorphic. Extending the function f in the above way
says that f provides the empty information on the values of space DGEN other than Male.
Since an association function can be given as a singleton set, instead of thinking in terms of association
rules, we adopt a more general approach and use association function. Hence, if we need to think in terms of
association rules, we can simply use singleton association functions extended using the empty information
as discussed above.
Deﬁnition 4 (An information satisfying an association function). Let f be an association function from
ΦDJ to ΦDK , for disjoint subsets J and K of I. An information ϕ in D, such that DJ∪K  d(ϕ), is said to
satisfy the association function f if and only if
ϕ↓DK ≤ f (ϕ↓DJ ) ∨ f (ϕ↓DJ ) = eDK .
In Deﬁnition 4, the condition put on ϕ to satisfy f requires that the image by f of the focusing of ϕ on
the left/departure frame of f (i.e., DJ) needs to be equal or more informative than what ϕ gives on the frame
DK . Or, f simply gives the empty information on DK (i.e., f is silent about the image of ϕ↓DJ ).
Proposition 1. Let ψ be an information that satisﬁes all the rules of a set R of association functions.
(1) If ϕ ≤ ψ and ψ↓DKg(ϕ↓DJ ) = g(ϕ↓DJ ), then ϕ satisﬁes all the association functions in R.
(2) For J ∪ K ⊆ L, eL satisﬁes any set R of association functions.
The detailed proof is given in the appendix.
Deﬁnition 5 (DJ-matches). Let D = (Φ,D) be an organised data-set. Let ϕ, ψ ∈ D be information having
frames dϕ and dψ, respectively. For some DJ ∈ D such that DJ  dϕ uprise dψ, we say that ϕ DJ-matches
information ψ, that we denote by ϕ
J
⇀ ψ, if and only if ϕ↓DJ = ψ↓DJ .
In general, we say that information ϕ matches information ψ in the organised data-set D (we denote by
ϕ ⇀ ψ) if and only if ∃(J | J ⊆ I ∧ J  ∅ : ϕ J⇀ ψ ). We can as well extend the notion of information
matching to sets of information. Let Φ1 and Φ2 be two sets of information. We write that Φ1
J
⇀ Φ2 if and
only if ∀(ϕ | ϕ ∈ Φ1 : ∃(ψ | ψ ∈ Φ2 : ϕ J⇀ ψ ) ).
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Proposition 2. Let ϕ, ψ, and τ be information inD such that ϕ J⇀ τ and ψ K⇀ τ. we have
(1) ϕ
L
⇀ τ, for L ⊆ J;
(2) ϕ↓DJ · ψ↓DK (J∪K)⇀ τ;
(3) If ϕ satisﬁes a set of association functions R deﬁned on DN  DM for N ∪ M ⊆ J, then τ satisﬁes the
rules of R.
The detailed proof is given in the appendix.
We construct an equivalence relation between information based on the association functions as follows:
Deﬁnition 6. Let f be an association function from ΦDJ to ΦDK , for disjoint subsets J and K of I. Let ϕ, ψ
be information inD, such that DJ∪K  d(ϕ)uprise d(ψ).
ϕ  f ψ def= ∀(r | r ∈ f : ϕ satisﬁes r ⇔ ψ satisﬁes r )
We say that ϕ and ψ are equivalent w.r.t. the association function f .
The relation  f for a given association function f is reﬂexive, symmetric, and transitive. Therefore, it is
an equivalence relation. The transitivity holds due to the distributitivity axiom of the universal quantiﬁcation
and the transitivity of⇔. Using this equivalence relation, the data of an organised data-set can be divided
into two equivalence classes: the class C f of the information that satisfy the association function f , and the
class C′f of the information that do not satisfy it. If, in the organised data-set, there are dirty data with regard
to the association function, they must be in the equivalence class C′f of the information that do not satisfy f .
Each given association function allows to clean the data from a certain perspective/view. Intuitively, each
association function gives a ﬁlter to use to clear the data. More ﬁlters (i.e., perspective or view captured in
an association function) one uses, the better will be the obtained data-set.
On an organised data-set, one can rank association rules deﬁned on DJ∪K using the cardinality of the
classes C f . We can say that association function f is stronger than g iﬀ the size of C f (i.e., cardinality of C f )
is larger than that of Cg. Obviously, this relation is a preorder (i.e., reﬂexive and transitive, but not necessary
antisymmetric). We can use it to discuss our preferences for some rules as they cover larger subsets of Φ.
A such relation would be needed to select better association function from a set of rules that are given or
obtained by an algorithm such as the one we propose in Section 3.1, which is an algorithm that mines a
data-set for association functions.
Deﬁnition 6, is about an equivalence relation on information based on an association function. In a
similar way, we deﬁne an equivalence relation based on an association rule r as follows:
ϕ r ψ def= (ϕ satisﬁes r ⇔ ψ satisﬁes r) (3)
Deﬁnition 7 (Dirty information w.r.t. f ). Let f be an association function from ΦDJ to ΦDK , for disjoint
subsets J and K of I. An information ϕ in D, such that DJ∪K  d(ϕ), is said to be a dirty information with
regard to f if an only if ϕ does not satisfy f .
In other terms, an information ϕ is dirty if there exists a rule r in f that does not lead to an empty information
on DK and that does not satisfy one of the following two properties: (1) when ϕ is focused on the frame that
is the domain space of the rule (i.e., DJ), its value coincides with the value of r, and (2) the value of ϕ when
focused on the frame that is the co-domain space of the rule r (i.e., DK) does not coincide with the value of
the rule r when focused on DK . For example, if we consider the information that correspond to the tuple t3
in Table 1 and we take f as given in Equation 2, the only rule that is relevant for considering dirty data is the
one represented within f by
(
(GEN,REL), {(Male,Husband)}). So, if we focus the tuple t3 to GEN frame,
we get the value Male which is the same as we obtain from focusing the rule to GEN, while focusing the row
to REL gives Wife which is diﬀerent from what we get when we focus the rule on REL. In tables, focusing
can be perceived as Cartesian projections. Hence, we can conclude that the tuple t3 in Table 1 contains dirty
information.
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Proposition 3. Let ϕ and ψ be information in an organised data-setD.
1. If ϕ ≤ ψ and ϕ is dirty w.r.t. an association function f , then ψ is dirty w.r.t. f .
2. If ϕ
(J∪K)
⇀ ψ and ϕ is dirty w.r.t. an association function f , then ψ is dirty w.r.t. f .
3. ϕ or ψ is dirty, then ϕψ is dirty.
Proof:
1. Since ϕ ≤ ψ, then the part of ϕ that clashes with one of the rules in f is also in ψ. Therefore, ψ also
does not satisfy that rule.
2. Since ϕ matches ψ on what f : DJ −→ DK speciﬁes, then it is obvious that if ϕ clashes with one of
the rules of f , then ψ clashes with the same rule as it has the same values on DJ and DK .
3. We have ϕ ≤ ϕψ. Hence according to item 1 of this proposition, we have ϕψ dirty w.r.t. f .
3.1. Mining an organised data-set for association functions
One of the important issues in analysing organised data-sets is ﬁnding association functions within the
data. As we discussed above, the quality of the information (i.e., whether dirty or not) is assessed with
regards to a set of association rules. We propose an algorithm to mine a data-set for association functions.
If we are mining for a rule that associates information from part DJ to its other part on DK , we start from a
seed solution S . Then, we construct a function f according to Algorithm 1.
Algorithm 1 (Mining for association functions). Let M be the largest subset of Φ that satisﬁes
(
S ∪ {eDJ∪K }
) J∪K
⇀ M. The set M contains all the information that match the elements of f at iteration 0.
f := S ∪ {eDJ∪K }
Φ = Φ − (M ∪ {ϕ | d(ϕ)  DJ∪K})
While (Φ  ∅) do
Choose ϕ ∈ Φ
f := f ∪ {ϕ↓DJ∪K | DJ∪K  d(ϕ) ∧ ∀(ψ | ψ ∈ Φ : ψ↓DJ ≤ ϕ↓DJ ⇒ (ψ↓DK ≤ ϕ↓DK )}
Φ := Φ − {ψ | ψ ∈ Φ ∧ ϕ J⇀ ψ}
end do
The idea is to start from a seed set (possibly empty) of values that should be within the association
function. We remove from Φ all the information that match the seed set and all the information where the
frames are smaller (according to the lattice pre-order) than the space of the desired f . We are left within Φ,
all the information that have the potential to contain new links between parts of information to be added to f .
In the step n of the algorithm, we discard all the information in Φ of step (n − 1) that match the elements
of f . Then, we look for an information ϕ in the remaining set of information satisfying DJ∪K  d(ϕ).
If moreover this selected information satisﬁes ψ↓DJ ≤ ϕ↓DJ ⇒ (ψ↓DK ≤ ϕ↓DK ) for every information ψ in
the remaining set of information, then we add ϕ↓DJ∪K to f . We also remove from Φ all of its information
that match ϕ on the frame indexed by J only (as we are building a function and we do not want to create
non-determinism in f ). Algorithm 1 is guaranteed to terminate. The structure (P(Φ),⊆) is a boolean lattice.
Therefore, each chain in the lattice (P(Φ),⊆) is a ﬁnitely decreasing chain. At each iteration, the function
g(n) def= Φ(n−1) − {ψ | ψ ∈ Φ(n−1) ∧ ϕ J⇀ ψ} is decreasing, where Φn the set of remaining information at
the end of set n. Therefore, in a ﬁnite number of steps, it converges towards the empty set. The function f
obtained by Algorithm 1 is an association function by construction. The second statement of the while loop
ensures that the function f is monotonically increasing. The association rules contained in the discovered f
may be ranked according to statistical measures such as conﬁdence, interest, or the amount of information
(cardinality) covered by the rule.
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4. Discussion and Related Work
Our work ﬁnds similarities to three main lines of work: association rule mining, data cleaning, and in-
formation theory. Association rule mining focuses on identifying relationships among a set of items in a
data set. One of the foundational techniques in this area, the Apriori algorithm [1], builds rules by identify-
ing frequent item-sets that are correlated according to statistical measures such as interest and conﬁdence.
In our work, we deﬁne association functions, which are broader than association rules, and we use these
functions to facilitate data cleaning. We also use measures such as cardinality to infer the relative strength
of an association rule. We can combine the cardinality measure with the informativeness measure (given in
Equation 1) to derive a direct measure for comparing association rules.
Work in data cleaning has primarily focused on developing techniques that clean the errors at hand [2, 3],
discovering rules that may hold over the data [4, 5, 6], or resolving inconsistencies between the data and the
rules [7, 8]. As far as we know, past work in this area has not focused on developing a formal information
algebraic speciﬁcation for data cleaning.
Finally, our work ﬁnds relation to information theoretic measures, such as entropy. Entropy is used to
measure the amount of information or uncertainty contained in a random variable. Entropy has been applied
in previous work [13] to quantify the information associated with a set of attributes belonging to a rule, and
to develop an information theoretic characterisation of normal forms [14]. We note that since our work is
based on information algebra, our proposed theory only applies to organised data sets where their frames can
form a lattice structure. As future work, we plan to extend our theory to include a broader set of structured
data sets.
5. Conclusion
We presented a general theory to discuss organised data sets. We formally deﬁned the notion of an
association rule, association function, and presented in Propositions 1 and 2, some of the results relating
these concepts. In Proposition 3, we described how association rules and association functions can be
applied towards cleaning dirty data. Our Algorithm 1 presents a solution for deriving association functions
from a given organised data set. The contained rules can then be applied to identify and resolve dirty data
values.
Exploring the use of information algebra for data cleaning is still in its infancy. As part of our future
work, we intend to investigate how our presented theory can be applied to cleaning heterogeneous, integrated
data sets. We plan to study how equivalence relations between information and association rules, can both
be applied in practice.
As our work is in its ﬁrst steps, we have not yet investigated whether we can formulate entropies using
this information algebra. As stated in [13], where data dependencies can be expressed in terms of entropies,
we conjecture that this line of future work can be very promising. We also plan to empirically evaluate the
performance of Algorithm 1 (as discussed at the end of Section 3) using a variety of large, structured data
sets, and identify diﬀerent types of associations rules based on diﬀerent types of data. We will consider
techniques to rank the association rules generated by Algorithm 1, as this will allow us to prioritize the
possibly large number of associations rules available. We would like to develop tools that provide operations
such as deciding whether two information match, or whether two information are equivalent (according
to one of the presented equivalence relations). Our ﬁnal goal is to provide tools that support algebraic
calculations on this information.
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Appendix
This appendix contains the detailed proofs of the proposition presented in the paper.
Proof for Proposition 1
In the following proof, when we use Deﬁnition 4, we omit the case when f (ϕ↓DJ ) = eDK as it is obvious.
1. ∀(g | g ∈ R ∧ g ⊆ DJ  DK : ψ satisﬁes g ) ∧ ϕ ≤ ψ
⇒ 〈 Deﬁnition 4 〉
∀(g | g ∈ R ∧ g ⊆ DJ  DK : (ψ↓DK ≤ g(ψ↓DJ ) ) ∧ ϕ ≤ ψ
⇒ 〈 ϕ ≤ ψ and g is monotonic 〉
∀(g | g ∈ R ∧ g ⊆ DJ  DK : ψ↓DKg(ϕ↓DJ ) ≤ g(ψ↓DJ )g(ϕ↓DJ ) ) ∧ ϕ ≤ ψ
⇒ 〈 Idempotence of information composition (i.e., ϕϕ = ϕ for ϕ an information) 〉
∀(g | g ∈ R ∧ g ⊆ DJ  DK : ψ↓DKg(ϕ↓DJ ) ≤ g(ϕ↓DJ ) ) ∧ ϕ ≤ ψ
⇒ 〈 ϕ ≤ ψ⇒ ϕ↓DK ≤ ψ↓DK for ϕ and ψ information and K ⊆ I 〉
∀(g | g ∈ R ∧ g ⊆ DJ  DK : ϕ↓DKg(ϕ↓DJ ) ≤ ψ↓DKg(ϕ↓DJ ) ≤ g(ϕ↓DJ ) ) ∧ ϕ ≤ ψ
⇒ 〈 Transitivity of ≤ 〉
∀(g | g ∈ R ∧ g ⊆ DJ  DK : ϕ↓DK ≤ g(ϕ↓DJ ) ∨ g(ϕ↓DJ ) ≤ ψ↓DKg(ϕ↓DJ ) ≤ g(ϕ↓DJ ) ) ∧ ϕ ≤ ψ
⇔ 〈 Hypothesis: ψ↓DKg(ϕ↓DJ ) = g(ϕ↓DJ ) & Deﬁnition 4 〉
∀(g | g ∈ R ∧ g ⊆ DJ  DK : ϕ satisﬁes g ) ∧ ϕ ≤ ψ
2. For J ∪ K ⊆ L, we have
∀(g | g ∈ R ∧ g ⊆ DJ  DK : eL satisﬁes g )
⇔ 〈 Deﬁnition 4 〉
∀(g | g ∈ R ∧ g ⊆ DJ  DK : e↓DKL ≤ g(e↓DJL ) )
⇔ 〈 Deﬁnition 1(4) 〉
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∀(g | g ∈ R ∧ g ⊆ DJ  DK : eK ≤ g(eJ) )
⇔ 〈 Deﬁnition 3 & Identity accumulation axiom 〉
true
Proof for Proposition 2
1. ϕ
J
⇀ τ
⇔ 〈 Deﬁnition 5 〉
ϕ↓DJ = τ↓DJ
⇒ 〈 Apply ↓DL to both sides 〉
(ϕ↓DJ )↓DL = (τ↓DJ )↓DL
⇔ 〈 Deﬁnition 1(4) and L ⊆ J 〉
ϕ↓DL = τ↓DL
⇔ 〈 Deﬁnition 5 〉
ϕ
L
⇀ τ
2. We have (ϕ
J
⇀ τ)⇔ (ϕ↓DJ = τ↓DJ ), and (ψ K⇀ τ)⇔ (ψ↓DK = τ↓DK )
ϕ↓DJ · ψ↓DK (J∪K)⇀ τ
⇔ 〈 Deﬁnition 5 〉
(ϕ↓DJ · ψ↓DK )↓D(J∪K) = τ↓D(J∪K)
⇔ 〈 The assumption ϕ↓DJ = τ↓DJ and ψ↓DK = τ↓DK 〉
(τ↓DJ · τ↓DK )↓D(J∪K) = τ↓D(J∪K)
⇔ 〈 Properties of information algebra 〉
(τ↓D(J∪K) )↓D(J∪K) = τ↓D(J∪K)
⇔ 〈 Deﬁnition 1 〉
τ↓D(J∪K) = τ↓D(J∪K)
⇔ 〈 Identity axiom 〉
true
3. ∀(g | g ∈ R ∧ g ⊆ ΦDN × ΦDM : ϕ satisﬁes g )
⇔ 〈 Deﬁnition 4 〉
∀(g | g ∈ R ∧ g ⊆ ΦDN × ΦDM : ϕ↓DN ≤ g(ϕ↓DM ) )
⇒ 〈 Deﬁnition 1(8) and N ⊆ J and M ⊆ J 〉
∀(g | g ∈ R ∧ g ⊆ ΦDN × ΦDM : (ϕ↓DJ )↓DN ≤ g((ϕ↓DJ )↓DM ) )
⇔ 〈 The assumption ϕ↓DJ = τ↓DJ and Deﬁnition 5 〉
∀(g | g ∈ R ∧ g ⊆ ΦDN × ΦDM : (τ↓DJ )↓DN ≤ g((τ↓DJ )↓DM ) )
⇔ 〈 Deﬁnition 1(8) and N ⊆ J and M ⊆ J 〉
∀(g | g ∈ R ∧ g ⊆ ΦDN × ΦDM : τ↓DN ≤ g(τ↓DM ) )
⇔ 〈 Deﬁnition 4 〉
∀(g | g ∈ R ∧ g ⊆ ΦDN × ΦDM : τ satisﬁes g )
