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Abstract
We investigate vortex soliton solutions in 2+1 dimensional scalar gauge theories,
in the presence of source terms in the action. Concretely, this would be applied
to anyons, as well as the Fractional Quantum Hall Effect (FQHE). We classify
solitons for renormalizable potentials, as well as some nonrenormalizable exam-
ples that could be relevant for the FQHE. The non-Abelian case, specifically
for theories with global non-Abelian symmetries, is also investigated, as is the
non-relativistic limit of the above theories, when we get a modification of the
Jackiw-Pi model, with an interesting new vortex solution. We explore the ap-
plication to the ABJM model, as well as more general SYM-CS models in 2+1
dimensions.
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1 Introduction
Soliton solutions have played a pivotal role in the development of field theories. For in-
stance, understanding monopoles and instantons was crucial to obtaining the first complete
non-perturbative low energy effective action by Seiberg and Witten in the case of 4 dimen-
sional supersymmetric gauge theories [1,2]. In 2+1 dimensions, vortex solutions have also
played a key role in condensed matter theory, in particular for the theory of superconductiv-
ity, notably Abrikosov’s vortex lattice. But usually, and especially in the last example (the
standard Abrikosov-Nielsen-Olesen, or ANO, vortex), the vortices were solitonic solutions
of the equations of motion of an abelian gauge theory involving a scalar field.
Moreover, especially given the fact that there exists a duality between particles and vor-
tices (in 4 dimensions there is a duality between particles and monopoles), which has been
explained in a path integral context in [3], one can ask whether there are relevant vortex
solutions that need a source term, just like the electron is a source for electromagnetism.
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In the case of string solitons of p-brane type [4], it is well known that a source term is
needed for both ”electric” and ”magnetic” solutions, albeit for magnetic solutions it drops
out of the calculations. More relevantly, one way to describe an anyonic particle (with
fractional statistics) is to add a delta-function magnetic field B = F12 associated with the
particle position, and such a magnetic field source can be obtained from adding a source
term and a Chern-Simons term for the gauge field. In such a way anyons can be obtained
in the Fractional Quantum Hall Effect, via an effective action of the Chern-Simons type,
and also by an analysis of the possible wavefunctions.
It is then a relevant question to ask whether we can find more general vortex solutions
in 3 dimensional field theories that have Chern-Simons terms, by including source terms
for the vortices.1 This has been considered briefly in [3], but here we will systematically
explore the issue. We will carefully study the case of a general renormalizable potential,
and find under what conditions do we have a solution. We will then consider some examples
of nonrenormalizable potentials that have relevance to the physics of the FQHE. We will
then consider the case of a potential for a scalar field with a non-Abelian global symmetry.
Moreover, since the nonrelativistic limit of Chern-Simons-scalar theories is known to be
relevant in condensed matter systems, we consider the non-relativistic limit of the models
we have found, and find a very interesting new type of nonrelativistic vortex solution. We
will finally see if we can embed the soliton solutions that we have found in interesting
CS+scalar models in 2+1 dimensions, specifically the ABJM model and SYM-CS systems.
The paper is organized as follows. In section 2 we consider the motivation coming
from condensed matter, namely anyonic physics and the FQHE. In section 3 we examine
the generality of solutions of abelian models. In section 4 we generalize to non-Abelian
models, and in section 5 we take the non-relativistic limits. In section 6 we embed in
supersymmetric CS theories, and in section 7 we conclude.
2 Condensed matter motivation
The motivation for the present work comes from condensed matter physics, thus in this
section we present the implications of having delta function sources together with Chern-
Simons terms.
2.1 Anyons
The explanation of why adding a delta function magnetic field situated at the position of
a particle makes that particle anyonic is a standard one (see for instance section 2.1 in [7],
as well as [8, 9]).
1Note that vortex solitons in Chern-Simons theories, relevant to condensed matter theories and the
FQHE, have been considered before, for instance in [5], see [6] for a review, but here we consider them in
the presence of a source, with a different ansatz. We believe this is a novel approach.
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Consider an action for a Chern-Simons field coupled to a (vortex) current,
S =
∫
d3x
[
− k
4pi
µνρAµ∂νAρ +
1
e
Aµj
µ
vortex
]
, (2.1)
where the (vortex) current is, in the static case, simply a delta function,
j0vortex = δ(z − z0(t)). (2.2)
Then the equations of motion are
µνρFνρ =
4pi
ke
jµvortex(t)⇒ B ≡ F12 =
2pi
ke
δ(z − z0(t)) , (2.3)
and we see that we have a magnetic field localized only at the position of the delta function
source. In the gauge A0 = 0 the equations of motion have the solution
Ai =
1
ek
∂iarg(~x− ~x0) , (2.4)
which generalizes to the case of N separated sources
∑
i δ(z − zi(t)) as
Ai =
1
ek
N∑
a=1
∂iarg(~x− ~xa) = 1
ek
N∑
a=1
ij
(xj − xja(t))
|~x− ~xa(t)|2 . (2.5)
Except at the positions of the sources (vortices), this is a pure gauge, but removing it by a
gauge transformation would imply that a scalar field or wavefunction ψ(~x) would acquire
a phase,
ψ(~x)→ exp
[
−i1
k
N∑
a=1
arg(~x− ~xa)
]
ψ(~x). (2.6)
The Hamiltonian of N such particles (or rather, vortices, see later) in the presence of the
singular gauge field Ai would be
H =
1
2m
N∑
a=1
|~pa − e ~A(~xa)|2 , (2.7)
where
Ai(~xa) =
1
ek
N∑
b6=a
ij
(xja − xjb)
|~xa − ~xb|2 . (2.8)
Moving one particle around another results then in an Aharonov-Bohm phase
exp
[
ie
∮
C=∂S
~A · d~x
]
= exp
[
ie
∫
S
F12dx
1 ∧ dx2
]
= exp
[
2pii
k
]
, (2.9)
which can be interpreted as a double exchange of two identical particles, thus having an
anyonic exchange phase of
θ =
pi
k
. (2.10)
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In conclusion, coupling the Chern-Simons term with a source results in anyonic particles
at the position of the source. We want these particles to actually be vortices in a more
general theory, in which we embed the Chern-Simons plus source term.
The gauge field above, obtained from a gauge transformation, is called a statistical gauge
field, and is an emergent one. Indeed, the Chern-Simons action that describes it has no
degrees of freedom. Note however that for the anyon argument it does not matter whether
Aµ is the emergent or the electromagnetic gauge field, all we need is the presence of the
gauge field flux, which will lead to the Aharonov-Bohm phase giving fractional statistics.
2.2 The Fractional Quantum Hall Effect
We can in fact have anyons in the Fractional Quantum Hall Effect. An effective action that
describes the FQHE is written in terms of the electromagnetic field Aµ and the statistical
(emergent) gauge field aµ as (see for instance [10], and the original reference [11])
Seff =
∫
d3x
[
− r
4pi
µνρaµ∂νaρ +
1
2pi
µνρAµ∂νaρ
]
+ q
∫
dta0(x0, t). (2.11)
In the absence of the source term, we could integrate out aµ via its equation of motion,
fµν =
1
r
Fµν , (2.12)
which means that, up to a gauge transformation, we have aµ = Aµ/r, and by replacing
back in the action we get
S′eff =
1
r
1
4pi
∫
d3xµνρAµ∂νAρ. (2.13)
The appearence of the fractional coefficient 1/r instead of the integer one k suggests a
fractional quantum Hall conductivity, which is indeed the case.
The charge carriers added to the effective action are anyonic quasi-particles, with integer
charge q under the statistical gauge field aµ. We can also add an explicit electric charge
coupling to the effective action,
e
∫
dtA0. (2.14)
The equation of motion for a0 is
F12
2pi
− rf12
2pi
+ qδ(x− x0) = 0 , (2.15)
which can be solved by either F12 or f12 being a delta function.
If one chooses f12, which is a truly 2+1 dimensional field (statistical gauge field), to be
a delta function,
f12
2pi
=
q
r
δ(x− x0) , (2.16)
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then by substituting it back in the effective action we get an effective electric charge
coupling (from the coupling to A0 of f12) of
J0 =
q
r
δ(x− x0) , (2.17)
i.e., these quasi-particles have fractional electric charge.
But we have also another possibility. Since Fµν is a 3+1 dimensional field restricted to
2+1 dimensions, we can solve by F12 being the delta function, by considering the extension
in the third spatial dimension, specifically a flux tube in it. In the absence of vortices,
this interpretation is shaky, since we could only consider small current loops, that create
the above flux tube in the center, but that also needs corresponding anti-fluxes nearby,
generated by opposite loops. However, a vortex obtained when adding scalar fields to the
system makes more sense: it will have the flux at the core, and the only constraint is to
have an equal number of vortices and anti-vortices on the plane, so that there is no total
flux escaping in the third spatial dimension.
Vortices also are necessary for the standard explanation of the FQHE by Robert Laugh-
lin, using Laughlin’s wavefunction (postulated as an approximation to the true ground
state, but verified experimentally to be approximately correct to a very high degree of
accuracy) for N electrons at ~ri, i = 1, ..., N , of
Ψm(~r1, ..., ~rN ) = CN,l,m
N∏
i<j=1
(zi − zj)me−
∑N
i=1 |zi|2/4l2 . (2.18)
Here m is odd, m = 2p + 1, and this wavefunction corresponds to the FQHE at filling
fraction (ratio of filled Landau levels) of ν = 1/m. For N = 1 (a single electron), we have
Ψm(z) = z
me−|z|
2/4l2 (2.19)
which corresponds to m vortices situated at z = 0 (ψ(z) = zm in polar coordinates becomes
ψ(r, θ) = rmeimθ).
On top of this ground state, the state with a ”quasi-hole” at the origin is
Ψ =
(∏
i
zi
)
Ψm =
(∏
i
|zi|
)
e−
∑
i φiΨm. (2.20)
Thus the quasi-hole has a quantum of vorticity (it is a vortex), has an electric charge
ν = 1/m, and putting m of them together makes up an electron, in the Laughlin ground
state.
Thus a vortex with a scalar field profile, with a source term, could generate the real
magnetic field F12 at the origin, or the f12 magnetic field, and could be identified with the
quasi-hole needed by Laughlin. The scalar field can be thought of as a composite field in
terms of the fundamental degrees of freedom.
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3 Abelian vortex solutions
We have now defined the starting point of our analysis: we want a scalar field coupled to
a gauge field, including a Chern-Simons term, and with a source term in the action. We
will analyze the possible vortex solutions of such an action. In fact, the analysis of abelian
vortex solutions with source was begun in [3], but most of the analysis was missed there,
so here we will do the full analysis.
3.1 Set-up and general analysis
With the idea of being able to apply to the FQHE, we consider an effective action for the
statistical field aµ, electromagnetic field Aµ and a complex scalar field Φ,
S =
∫
d3x
[
−1
2
|(∂µ − ieaµ)Φ|2 − k
2pi
µνρaµ∂νAρ +
1
e
Aµj
µ
vortex(t)− V (|Φ|)
]
, (3.1)
where for the FQHE we would put k = 1, and possibly with a Chern-Simons term for the
statistical gauge field and a source for it, making it an anyon,
S′ =
∫
d3x
[
− r
4pi
µνρaµ∂νaρ +
q
e
aµj
µ
vortex
]
. (3.2)
The equations of motion of S, after imposing Aµ = 0 (zero electromagnetic field), are
µνρ∂νaρ =
2pi
ke
jµvortex
Φ(DµΦ)
∗ − Φ∗(DµΦ) = 0
(Dµ)
∗DµΦ =
dV
dΦ
, (3.3)
where Dµ = ∂µ − ieaµ. Adding S′ to S would only change the equation for aµ (the second
one above), by adding a term − r2pi µνρ∂νaρ + qejµvortex.
Note that we consider Aµ = 0 (zero electromagnetic field) since we are now interested
in a solution that doesn’t have its topology associated with a nontrivial magnetic field ~B,
like for the usual ANO vortex, but rather it’s associated to a nontrivial statistical gauge
field. Indeed, there is no evidence for a nontrivial ANO-type vortex structure in the FQHE,
like in the case of the Abrikosov vortex lattice for superconductors.
We consider the usual one-vortex ansatz,
Φ(r, θ) = |Φ(r)|eiθ , (3.4)
where θ is the polar angle, satisfying
0µν∂µ∂νθ = 2piδ(z). (3.5)
The equations of motion for S then become
µνρ∂νaρ =
2pi
ke
jµvortex
6
Φ(DµΦ)
∗ − Φ∗(DµΦ) = 0
|Φ(r)|′′
|Φ(r)| = 2
dV (|Φ|)
d|Φ|2 , (3.6)
Note that with respect to [3], now the first equation in (3.6) has an explicit source on the
right hand side.
We consider also an ansatz for the gauge field that solves the second equation of motion
explicitly. We see that Dµα = 0, where α is the argument of Φ (Φ = |Φ|eiα), i.e.
eaµ = ∂µθ , (3.7)
solves it, and it also solves the first equation of motion everywhere, including at r = 0, if
(and only if) k = 1. Therefore if k = 1 we can consider all the equations of motion to be
satisfied at r = 0, whereas if k 6= 1, we consider that we have an idealization of some real
situation, and the equation of motion at r = 0 need not be satisfied.
Adding S′ to S, the extra term in the aµ equation of motion vanishes on the ansatz
eaµ = ∂µθ, 
µνρ∂ν∂ρθ =
2pi
ke j
µ
vortex, if r/q = k (so, if k = 1, for r = q).
Since the equation for the gauge field ansatz can be written as ∂θα = aθ, and is also
valid at infinity, this gives the usual charge quantization condition
∮
dθaθ =
∮
dα, so
α = θ. Note however that the charge that is quantized is the topological statistical charge
associated with aµ, and not the magnetic charge associated with Aµ. The solution has
statistical magnetic flux fij , not usual magnetic flux Fij .
Finally then, one is left with an equation of motion for |Φ(r)| to solve in order to find
the vortex solution. The equation,
|Φ(r)|′′ = dV (|φ|)
d|Φ| , (3.8)
takes the form of a classical mechanics problem for motion in an inverted potential Vm(x) =
−V (x),
X¨(t) = −dVm(X)
dX
, (3.9)
where time t is replaced by radius r and position X is replaced by field |Φ|.
The usual argument for vortices, that we need |Φ(r = 0)| = 0 in order for the solution
to make sense (since it gets multiplied by the phase eiθ that is ill defined at r = 0), still
holds.
Less clear is the case of the usual condition for the one-vortex solution, |Φ(r)| ∼ Ar
as r → 0 (imposed such that |Φ(z)| ∼ z, where z = reiθ), and for an N -vortex solution
|Φ(r)| ∼ ANrN (so that Φ(z) ∼ zN ). We will see that now it makes sense to consider
more general possibilities for the behaviour near r ∼ 0. This analysis however would all be
valid only for the k = 1 case; otherwise the equations of motion at r = 0 are not satisfied
anyway, so we need to think of the system as an idealization of some real, but smooth,
system, that will not need to satisfy the equation at r = 0.
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The picture of a classical (point mass) motion in an upside down potential allows us
to get a simple intuition for whether there are solutions or not. The motion in Vm(X) is
frictionless, so energy (kinetic plus potential) is conserved. We start off at t = 0 → r = 0
with a position X(t = 0) → |Φ(r = 0)| and a velocity dX/dt(t = 0) → d|Φ|/dr(r = 0),
and the question is whether the point mass can come to rest at t =∞→ r =∞ with zero
velocity dX/dt(t = ∞) = 0 → d|Φ|/dr(r = ∞) = 0 (only potential energy, no kinetic).
That is only possible if the potential Vm(xf )→ −V (|Φf |) has an extremum (dV/d|Φ| = 0)
at the position |Φf | where we end up at infinity. See Figures 1 and 2 showing the relevant
cases for our analysis.
For the condition at r = 0, we see that |Φ| ∼ ra, with a < 1 is excluded, since then
the velocity at zero, d|Φ|/dr(r = 0)→∞, so motion with infinite initial kinetic energy can
only lead to infinite final potential energy, which is impossible (and contradicts the finite
energy condition for the soliton).
If |Φ(r)| ∼ r, then we have a finite velocity at zero, thus a finite initial kinetic energy
for motion in Vm(X), which means that the final point Xf → |Φf | can only be at a higher
value of Vm(X), which means a lower value of V (|Φ|). There are basically two classes of
potentials admitting this type of vortex solutions characterized by the sign of m2. Figures 1
and Figure 2 show the potentials for m2 < 0 and m2 > 0 respectively, denoted type 1 and
type 2 in the following. Note that for m2 > 0 (depicted in Figure 2) the potential needs
to be sextic.
Φf
D
|Φ|
V(|Φ|)
(a)
Xf
-D
X
Vm (X)
(b)
Figure 1: Depicted in (a) the potential admitting a vortex solution of the form |Φ| ∼ Ar for r ∼ 0.
This needs m2 < 0 with C1 > 0, ∀λ or λ > 0 and C1 = 0. In (b) the mechanical analogy is shown:
A particle is sent up a frictionless hill with some initial velocity, just large enough to approach the
location Xf asymptotically as t→∞.
Finally, if |Φ(r)| ∼ rp, with p > 1, the velocity at zero vanishes, d|Φ|/dr(r = 0) = 0
(though there can be acceleration, d2|Φ|/dr2 6= 0, if p = 2), which means we move in Vm
with zero initial kinetic energy, thus the initial and final points must have the same value
of X → |Φ|, i.e. |Φ0| = |Φ(r = 0)| = |Φ(r = ∞)| = |Φf |. We will however see (below eq.
(3.14)) that this possibility doesn’t satisfy the equations of motion. In all cases |Φf | must
be an extremum of V (|Φ|).
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Φ0
D
|Φ|
V(|Φ|)
(a)
Xf
-D
X
Vm (X)
(b)
Figure 2: Depicted in (a) the sextic potential admitting a vortex solution of the form |Φ| ∼ Ar
for r ∼ 0. Here we need m2 > 0, λ < 0, and C1 > 0. In (b) the mechanical analogy corresponds
to a particle shot down a hill with some initial velocity which is just right to climb up the hill and
asymptotically approach Xf as t→∞.
We must also consider that we want finite energy solitons. Because of this, the ex-
tremum where Φ ends up at r →∞ must have V (|Φf |) = 0, otherwise the constant energy
density would integrate to infinity.
We can then easily summarize the condition for a potential to admit this kind of
solitons. V must have an extremum (dV/d|Φ| = 0) at a nonzero |Φf | 6= 0, and we need
V (|Φ| < |Φf |) ≥ 0 (so Vm(X < Xf ) ≤ 0, since the point mass must have smaller potential
energy than at infinity throughout its trajectory).
Note that in all these solutions, we have |Φ(r = 0)| = 0, which then implies that we
need |Φ(r = ∞)| 6= 0. Indeed, if the point mass moving in Vm leaves X = 0 at t = 0 and
reaches some Xm at finite time, after which it comes back towards X = 0, it will necessarily
reach X = 0 again in finite time (corresponding to finite r for |Φ(r)|), so this possibility is
excluded.
Compactons
But in the above analysis we have assumed that we reach r → ∞. However, that is
actually not necessary, we can have solutions with finite support, so called “compactons”
[12].2 These would be solutions for which Φ = 0 for r ≥ r1. Since |Φ| must be continuous,
we need that |Φ(r = r1 − )| = 0 as well, and since as we saw we wanted |Φ(0)| = 0,
the classical motion in Vm = −V must be symmetrical: we start off at a X = 0, perhaps
with some velocity, then move up to some Xm → |Φm|, and then come back to X = 0 at
t = t1 → r = r1. The possibilities are plotted in Figure 3. The cases in figures (a), (b) and
(d), with negative leading term, will be called type 3 in the following, and cases in figures
(c) and (e), with positive leading term in the potential V (|Φ|), will be called type 4. Note
that for all these cases also |Φ(r)| ∼ A r at r → 0, corresponding to motion with an initial
velocity. The case of |Φ(r)| ∼ Arp, with p > 1, will again be excluded by the equations of
motion.
2These solitons are solutions of a generalization of the KdV equation (see [12] for details).
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XVm (X)
(a)
X
Vm (X)
(b)
X
Vm (X)
(c)
X
Vm (X)
(d)
X
Vm (X)
(e)
Figure 3: Shapes of the mechanical analog for all possible potentials admitting compacton vortex
solutions. In all of these cases the particle starts off at X = 0 with some initial velocity. Note that
for the potentials in (a), (b) and (c) there is no limit for how large the initial velocity can be, since
the particle will always come back to X = 0 after some finite time. However, for the potentials
shown in (d) and (e), the initial velocity must not be too large in order not to “fall” to the other
side of the “hill”, in which case the motion continues eternally for t→∞ (and thus the vortex does
not have compact support). Note also that while the potentials shown in (a), (c) and (d) are not
necessarily sextic, the ones in (b) and (e) are.
Note that the fact that d|Φ|/dr (or a higher order derivative) is discontinuous at r = r1
is not a problem. The only thing we need is that the equations of motion at r = r1 are
satisfied, which means that we need that the second derivative is continuous,
0 =
d2|Φ|
dr2
(r1) =
dV
d|Φ|(|Φ| = 0). (3.10)
This condition means that we need that |Φ| = 0 is an extremum of V .
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Note also that, since the field has compact support, any (non-divergent) solution will
have finite energy upon integrating over r. Thus, as opposed to the previous cases, there
is no need to impose extra conditions on V .
3.2 Renormalizable potentials
We now consider various possible potentials and analyze the solutions in more detail. We
start the analysis with renormalizable scalar potentials, having in mind that the composite
scalar is nevertheless a quantum field. We will treat the case that V comes from a full
quantum effective action, so can be nonrenormalizable, in the next subsection.
In 3 dimensions, the most general renormalizable potential is sextic. Since moreover,
we want the potential to only depend on |Φ|2 = Φ†Φ, we consider the general potential
V (|Φ|) = C1|Φ|6 + λ|Φ|4 +m2|Φ|2 +D , (3.11)
giving the equation of motion
|Φ|′′
|Φ| =
dV
d|Φ|2 = m
2 + 2λ|Φ|2 + 3C1|Φ|4. (3.12)
In the following we will assume that D is such that the solution ends up in an extremum
point (dV/d|Φ| = 0) with V = 0, and we will not write it explicitly. This is needed, since
we want to have a solution with finite energy, otherwise, if V 6= 0 at r →∞, we would get
an infinite contribution to the energy.
We will treat the potential case by case. An important condition is whether m2 is
positive (a mass term) or negative (an instability), so we will split the analysis according
to this condition.
I m2 ≥ 0.
If m2 > 0, Vm = −V starts going down at |Φ| = 0, and is a local maximum for Vm.
Therefore we need to be in type 2 for the usual solitons, or type 4 for the compactons. Note
that all of them require that the potential V starts to go down after the initial upward
trend, so we need either λ < 0 or C1 < 0, but both cannot be positive (nor zero).
A. C1 6= 0, λ 6= 0,m2 6= 0.
We start off with the solution of the type 1, that has a nonzero velocity at r = 0, i.e.
|Φ(r)| ∼ Ar as r → 0.
Near the origin, r → 0, considering the first power law correction to the vortex be-
haviour ∼ Ar, i.e.
|Φ| ∼ Ar + Crp + ... , (3.13)
the equation of motion fixes p = 3 and C = Am2/6, so we have
|Φ| ∼ Ar
(
1 +
m2r2
6
)
. (3.14)
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We could imagine a solution with |Φ(r)| ∼ ArN , with N > 1, as r → 0. But that doesn’t
satisfy the equation of motion, since then |Φ|′′ ∼ N(N −1)rN−2, whereas dV/d|Φ| ∼ rN or
higher, independent of whether C1, λ or m
2 are zero. So a solution of this type is actually
never possible, because of the equations of motion. In fact, the same argument shows that
a compacton solution of this type is also always excluded.
We will only consider the compacton solutions at the end of this subsection, so we will
ignore them for now.
Solution with massless ”Higgs”?
Near r →∞, in [3] it was considered a power law behaviour,
|Φ| ∼ A˜+ B˜
rn
+ ... (3.15)
Then the equations of motion lead at first order to
|Φ0|2 ≡ A˜2 = −m
2
λ
, C1 =
λ2
3m2
. (3.16)
Note that A˜2 = −m2/λ, with m2 > 0 implies λ < 0, which is needed in order to have a
nontrivial minimum for the potential, and then C1 = λ
2/(3m2) implies C1 > 0.
Together, the above conditions give a constraint on the potential (C1(λ,m
2)) and a
constraint for the constant part of the field at infinity to be at the minimum of the potential,
so that the scalar field solution tends to the nontrivial vacuum,
1
2|Φ|
dV
d|Φ|(|Φ0|) =
dV
d|Φ|2 (|Φ0|) = m
2 + 2λA˜2 + 3C1A˜
4 = 0. (3.17)
In this case, solving the equations of motion to the next order, to find B˜, one finally obtains
the solution
|Φ| ∼
√
−m
2
λ
+
3
m2r2
+ ... (3.18)
But also note that in this case, the ”Higgs”, i.e. the fluctuation transverse to the vacuum
manifold, has zero mass, i.e. the second derivative of the potential at the minimum is also
zero,
m2H = M
2(|Φ0|) ≡ d
2V
(d|Φ|)2 (|Φ0|) = 2(m
2 + 6λ|Φ0|2 + 15C1|Φ0|4) = 0. (3.19)
We see that in this case we need λ < 0, C1 = λ
2/(3m2) > 0.
It would then seem like we are in the case of type 1 solution, but we are not, since in
this case
V ′(|Φ|) = 2|Φ|
(
m+
λ
m
|Φ|2
)2
≥ 0 , (3.20)
and the potential is strictly increasing, there is no maximum in between Φ = 0 and Φ0 as
needed (and V (0) is not larger than V (|Φ0|) as needed).
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Thus there is no solution with massless ”Higgs” in this case.
Solution with massive ”Higgs”
But the generic case is one with massive ”Higgs”. Let us be general, and ask for an
arbitrary exponential subleading term (instead of a power law) as r →∞,
|Φ| ∼ A˜+Be−αrβ . (3.21)
Subsituting in the equation of motion, we obtain
|Φ|′′
|Φ =
B
A˜
e−αr
β
(
α2β2r2(β−1) − αβ(β − 1)rβ−2
)
+ ...
=
dV
d|Φ|2 = m
2 + 2λA˜2 + 3C1A˜
4 + 4A˜Be−αr
β
(λ+ 3C1A˜
2) + ... (3.22)
From the vanishing of the constant piece, we again obtain that A˜ = |Φ0|, the minimum (or
rather, extremum) of the potential, i.e.
dV
d|Φ|2 (|Φ| = A˜ = |Φ0|) = m
2 + 2λA˜2 + 3C1A˜
4 = 0 , (3.23)
as in the previous case.
From the exponential term, imposing that we are not in the massless Higgs case, i.e.
we have
λ+ 3C1A˜
2 6= 0 , (3.24)
which amounts to the condition on the coefficients of the potential
C1 6= − λ
3A˜2
⇒ C1 6= λ
2
3m2
, (3.25)
then we need β = 1 (since 2β − 2 > β − 2 if β > 0, so the first term on the left hand
side of the equation of motion is dominant, and to match the right hand side, it must be
a constant of r, i.e. β = 1).
Then, equating the coefficients of the exponential terms in the equations of motion, we
obtain
α2B
A˜
= 4A˜B(λ+ 3C1A˜
2)⇒
α2 = 4(λA˜2 + 3C1A˜
4) = 4(−λA˜2 −m2) , (3.26)
where in the last equality we have used the equation for A˜ to be a minimum of the potential,
(3.23).
If C1 = 0, from (3.23) we get λA˜
2 = −m2/2, which when substituted in α2 above leads
to α2 < 0, which is impossible, since |Φ| is real and positive.
Therefore we need C1 6= 0, in which case the solution of the extremum condition (3.23)
is
|Φ0|2 = A˜2 = −λ±
√
λ2 − 3C1m2
3C1
. (3.27)
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Note that we expect the smallest solution (with the minus sign) to be a maximum, and
then the largest solution (with the plus sign) to be the minimum. That is so, since |Φ|
starts to increase from zero, so needs to encounter a maximum before a minimum.
From the condition that the above is real and positive (such that |Φ| is real and positive)
we get first λ2 − 3C1m2 > 0, i.e.
C1 <
λ2
3m2
. (3.28)
Note that in this inequality we have excluded the case C1 = λ
2/3m2, since that was the
massless Higgs case above.
Substituting A˜2 from (3.27) in α2 in (3.26), we get
α2 = 4
(λ2 − 3m2C1)∓ λ
√
λ2 − 3C1m2
3C1
. (3.29)
We note that this is real under the same condition as A˜2.
We still need to impose that A˜2 > 0 and α2 > 0.
a) If C1 > 0, A˜
2 > 0 implies λ < 0, in which case both solutions are OK for A˜2, but
we easily see that then only the upper one is OK for α2 > 0. That is as it should be, since
the solution with the upper sign corresponds to the minimum, where the field at infinity
should end up, whereas the lower sign corresponds to the maximum, which shouldn’t be
allowed as solution at infinity.
Thus we have
λ < 0; 0 < C1 <
λ2
3m2
. (3.30)
This potential and a vortex solution obtained by numerically solving the equations of
motion are shown in Fig. 4.
0.5 1.0 1.5
|Φ|
0.2
0.4
0.6
0.8
V
(a)
0 1 2 3 4
r0.0
0.5
1.0
1.5
|Φ|
(b)
Figure 4: In (a) a type-2 potential admitting vortex solutions is shown. Depicted in (b) is the
vortex profile (in blue) obtained by numerically solving the field equations for |Φ(r)|. As expected,
|Φ(r)| asymptotically approaches the global minimum of the potential |Φ0| ∼ 1.49 for large values
of r. Here we have also included (in orange) the analytic solution |Φ(r)| ∼ Ar(1+m2r2/6) obtained
in (3.14) valid for r ∼ 0, which also shows its improving accuracy the closer we get to r = 0.
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b) If C1 < 0, A˜
2 > 0 implies λ > 0, in which case only the lower sign is OK for A˜2 > 0,
but then only the upper one is OK for α2 > 0, so we have no good solution.
Since we are in the case of type 1 solution, where in the inverted potential problem
one starts off with kinetic energy, and in the end it is all converted to potential energy, it
means that we need to have V (|Φ0|) < V (0), which leads to the condition
|Φ0|2
3
(λ|Φ0|2 + 2m2) < 0⇒ −λ
2 + λ
√
λ2 − 3C1m2 + 6m2C1
3C1
< 0 , (3.31)
or in the end
0 < C1 <
λ2
4m2
. (3.32)
Finally, we need to impose that the asymptotic value of |Φ| is a minimum, not a
maximum of the potential. For that, we need to impose that the mass squared, the second
derivative of the potential at the mininum, is positive. We have
M2 ≡ d
2V
(d|Φ|)2 = 2(m
2 + 6λ|Φ|2 + 15C1|Φ|4) ≥ 0. (3.33)
But note that, using the equation for the minimum (3.23),
M2 = 2(4λA˜2 + 12C1A˜
4) = 2α2 , (3.34)
so we have already imposed its positivity, and moreover, since M = mH is the mass of the
”Higgs”, i.e. of the physical excitation transverse to the vacuum manifold, and denoting
A˜ ≡ Φ0, we have
|Φ| ∼ |Φ0|+Be−
mHr√
2 + ... (3.35)
Thus as usual for vortices, the decay of the scalar field at infinity is governed by the mass
of the ”Higgs”. Also as usual, B is only fixed by the ”shooting method”, which means we
vary B (defining the asymptotics at infinity) until the solution has the right asymptotics
at r = 0.
In conclusion, in this case we need the conditions (3.30), (3.32) on the parameters of
the potential in order to have a vortex solution.
We have already seen that we need C1 6= 0 if m2 6= 0, λ 6= 0, and it is easy to see that if
C1 = 0 and m
2 = 0 or λ = 0 (purely quartic or purely quadratic potential) we also cannot
have a nontrivial soliton solution, since we are in the case of type 1 or 2 (or type 3 or 4 for
the compacton), which do not happen for purely quartic or purely quadratic potentials.
Therefore in the following we will assume C1 6= 0, and consider separetely the cases λ = 0
and m2 = 0.
B. C1 6= 0,m2 = 0, λ 6= 0.
In this case,
V = C1|Φ|6 + λ|Φ|4. (3.36)
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As seen in [3], considering the same vortex asymptotics near r → 0 as before,
|Φ| ∼ Ar + Crp + ... (3.37)
from the equations of motion we obtain p = 5 and C = λA
3
10 so that as r → 0,
|Φ| ∼ Ar
(
1 +
λA2
10
r4 + ...
)
. (3.38)
For the behaviour at r → ∞, we can actually take a m2 → 0 limit on the above case
(with m2 > 0).
We first see that the power law behaviour at infinity (massless Higgs) is impossible,
since C1 = λ
2/(3m2) doesn’t have a good m2 → 0 limit. We can also check directly that
the power law ansatz doesn’t solve the equations of motion.
Then we can take the m2 → 0 of the massive Higgs case. From the condition (3.23),
we have a nontrivial vacuum at
|Φ| = |Φ0| = A˜ =
√
− 2λ
3C1
. (3.39)
We also have a trivial vacuum at |Φ| = 0 (see also (3.27) for m = 0), which is now
a maximum of the potential. Thus we are now in the case of type 2 vortex in our
classification.
The mass of the Higgs (around the nontrivial vacuum) is, from (3.33),
m2H ≡M2 =
d2V
(d|Φ|)2 (|Φ0|) =
16λ1
3C1
. (3.40)
We need this to be positive, so that |Φ0| is a minimum, not a maximum. This again imposes
C1 > 0, which in turn, from the form of |Φ0|, implies that λ < 0.
Then from (3.29) again we have for the nontrivial exponent,
α2 =
m2H
2
=
8λ2
2C1
, (3.41)
as well as the trivial α = 0.
So the nontrivial behaviour at infinity is again given by the general form (3.72), and
the coefficient B would be fixed by the shooting method, by imposing that we have the
correct behaviour (3.38) at r → 0.
Note that we cannot impose that |Φ| goes over to the trivial vacuum |Φ| = 0 at r →∞.
This was what was assumed in [3], but it is incorrect, since this would not correspond to
one of the cases (1, 2, 4 or 5) that we have described.
C. C1 6= 0, λ = 0,m2 6= 0
The behaviour at r → 0 is again given by (3.14), since that was independent of λ.
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Now again there is no solution with massless Higgs, since |Φ0|2 = −m2/λ doesn’t have
a λ→ 0 limit.
From the condition (3.23), we have an extremum at
|Φ|2 = |Φ0|2 = A˜2 =
√
− m
2
3C1
, (3.42)
which requires C1 < 0 (since m
2 > 0 now), but then from (3.33),
M2(|Φ0|) = d
2V
(d|Φ|)2 (|Φ0|) = −8m
2
√
− m
2
3C1
< 0 , (3.43)
so the extremum is actually a maximum. Indeed, in this case, the potential grows to a
maximum and then drops without bound. Since there is no minimum of the potential,
there is no nontrivial vacuum. In fact, since C1 < 0, V (|Φ| → ∞) = −∞, so the potential
is unbounded from below.
Then at r → ∞, we could only imagine that the field tends to the trivial vacuum,
however then the equation of motion gives a contradiction,
n(n+ 1)
r2
= m2 , (3.44)
which is consistent with the fact that there is no vortex case corresponding to this possi-
bility, according to our general analysis.
D. C1 6= 0,m2 = λ = 0
This is a purely sextic potential, V (|Φ|) = C1|Φ|6. This choice was analyzed in [3].
On physical grounds we must choose C1 > 0, otherwise the potential is negative definite,
and unbounded from below. There is no usual vortex case corresponding to this potential.
Nevertheless, we consider a more unusual possibility, since in this case we can solve the
equations of motion exactly.
The possible behaviour at r → 0 consistent with a normal vortex ansatz is easily found
to be
|Φ| ∼ Ar
(
1 +
C1A
4
14
r6 + ...
)
, (3.45)
whereas at r →∞ we must have
|Φ| ∼ 1
(4C1)
1/4√r
. (3.46)
In this case we can actually solve exactly the equation of motion. It integrates to
r +K2/
√
C1 = ±
∫
d|Φ|√
C1|Φ|6 +K1
, (3.47)
but as explained in [3], for C1 < 0, the potential is unbounded from below, and for the
physical case C1 > 0, there is no solution with the normal vortex asymptotics at zero,
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i.e. no solution with |Φ|(r = 0) = 0. Instead, there is a kind of vortex solution with
|Φ|(r = 0) 6= 0, obtained by putting K1 = 0 in the above, namely
|Φ| = 1√√
C12r + 2K2
, (3.48)
We see that it has the the right r → ∞ asymptotics (3.45), but it has |Φ|(0) = 1/√2K2,
and finite derivative at zero,
|Φ|′(0) = −
√
C1√
2K2
. (3.49)
However, this probably doesn’t make sense for our vortex equations, since the rest of the
equations are satisfied at r = 0, but |Φ|(0) 6= 0 contradicts the equations of motion at
r = 0.
II. m2 < 0
In this case, if m2 6= 0 (the case m2 = 0 was already analyzed at type I B above), the
only possibilities are vortices of type 2 or 3. Since we will not consider compactons until
the end of the subsection, we consider type 2 only.
A. C1 6= 0, λ 6= 0,m2 6= 0.
Again, near the r ∼ 0 region we have
|Φ| ∼ Ar
(
1− |m
2|r2
6
+ · · ·
)
(3.50)
Just as in the m2 > 0 case, we will now analyze the r →∞ behaviour.
Solution with massless ”Higgs”
As before, assuming a non-trivial vacuum with a power series decay for large r of the
form
|Φ| ∼ A˜+ B˜
r
+ · · · (3.51)
When plugging this into the equations of motion we obtain the same conditions as in the
m2 > 0 case, namely,
m2 + 2λA˜2 + 3C1A˜
4 = 0 and λ = −3C1A˜2 (3.52)
which when combined yield
λ2 = 3C1m
2. (3.53)
However, we can see that there is a substantial difference. Since m2 is negative, so must
C1 be, otherwise λ becomes imaginary. Thus, we need C1 = λ
2/(3m2) < 0, and from
(3.52) we also need λ > 0. Thus, the potential is unbounded from below. Also, once again,
the second derivative of the potential at |Φ| = A˜, i.e, the mass of the putative “Higgs” is
exactly zero.
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Unlike the m2 > 0 case however, this solution is actually possible (if we ignore the fact
that the potential is unbounded from below, hence unphysical). Indeed, now
V ′(|Φ|) = 2|Φ|m2
(
1 +
λ
m2
|Φ|2
)
≤ 0 , (3.54)
so the potential is monotonically decreasing, and has V ′ = 0 at |Φ0| =
√−m2/λ, which is
therefore a good point for the r → ∞ behaviour. This satisfies all the conditions on the
type 2 vortex solution.
Solution with massive ”Higgs”
The ansatz is given in (3.21) which we repeat here for convenience
|Φ| ∼ A˜+Be−αrβ . (3.55)
Just as before, plugging this into the equation of motion for |Φ| gives β = 1 plus the
conditions
m2 + 2λA˜2 + 3C1A˜
4 = 0 , and α2 = 4A˜2(λ+ 3C1A˜
2) (3.56)
at leading and subleading order respectively. Combining both yields
α2 = −4(m2 + λA˜2) (3.57)
Since here m2 < 0, demanding positivity of α2 gives λ < |m2|/A˜2. Note that contrary to
the m2 > 0 case, C1 = 0 is not ruled out here. More precisely, combining both leading and
subleading conditions with C1 = 0 yields α
2 = −2m2, and since m2 < 0, the positivity of
α2 is ensured.
Solving for A˜2 yields
|Φ0|2 = A˜2 = −λ±
√
λ2 + 3|m2|C1
3C1
, (3.58)
and we must impose that A˜2 be positive.
a) If C1 > 0, then the requirement A˜
2 > 0 imposes no conditions on λ. Although it
may look like there is upper bound on λ coming from the α2 > 0 condition λ < |m2|/A˜2,
when solving for A˜2 one can easily see that λ can take any value, since we obtain
α2 =
4
√
λ2 + 3C1|m2|
3C1
(
√
λ2 + 3C1|m2| ∓ λ) > 0. (3.59)
This is in contrast with the m2 > 0 case where λ had to be negative. Also here only the
upper sign in (3.58) is OK, and the condition α2 > 0 is also always satisfied. Thus we have
C1 > 0, λ ∈ R. (3.60)
In this case |Φ0| is a minimum, and we are in the case of type 2 vortex. The potential is
sketched in Fig. 6.
19
Figure 5: The potential for the m2 < 0, C1 < 0 case.
b) If C1 < 0, the reality condition for A˜
2 imposes that λ2 > 3|m2C1|. This is also the
same condition for which α2 > 0, but now only the lower sign is OK (instead of only the
upper sign for C1 > 0). Note that the equality λ
2 = 3|m2C1| has been left out because it
corresponds to the massless “Higgs” case previously analyzed. Demanding A˜2 > 0 imposes
that λ < 0. Although C1 < 0 implies that the potential is unbounded from below, there is
a (unique) local minimum at
|Φ0| = A˜2 = |λ| −
√
λ2 − 3|m2C1|
3|C1| . (3.61)
The potential is shown in Figure 5. Thus, we need
C1 < 0; 0 < λ <
√
3|m2C1| , (3.62)
and we are still in the case of vortex of type 2.
B. C1 6= 0, λ = 0,m2 6= 0.
Here
V = m2|Φ|2 + C1|Φ|6 (3.63)
The behaviour near r = 0 is the one given in (3.50), and once again there’s no solution
with a massless “Higgs”. Using (3.21) for the behavior for large r, we have
|Φ0| = A˜2 =
√
|m2|
C1
(3.64)
from where we immediately see that C1 > 0. In that case, we see that in fact this is simply
a subset of point A a) above, which had λ ∈ R, which includes zero. The subleading term
in the large r expansion of the equation of motion for |Φ| gives
α2 = −4m2, (3.65)
thus, α2 > 0 is automatically satisfied. We can also see that the extremum of the potential
at |Φ| = |Φ0| is also a minimum:
M2(|Φ0|) = d
2V
(d|Φ|)2 (|Φ0|) = −4m
2 > 0 (3.66)
The shape of the potential is shown in Figure 6. Thus, we only need
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Figure 6: The potential for the m2 < 0, λ = 0 or λ 6= 0, C1 > 0 case.
C1 > 0. (3.67)
C. C1 = 0, λ 6= 0,m2 6= 0.
We mentioned earlier that, contrary to the m2 > 0 case, m2 < 0 allows C1 = 0. The
potential is
V = m2|Φ|2 + λ|Φ|4 (3.68)
The behaviour near r = 0 is again given by (3.50). Imposing the behaviour |Φ| ∼ A˜+ B˜rn +...
is again inconsistent. Thus we try
|Φ| ∼ A˜+Be−αrβ . (3.69)
For this ansatz everything works out, which is of course not surprising since it’s the usual
Higgs mechanism. At leading order in the large r expansion we obtain
m2 + 2λA˜2 = 0 ⇒ A˜2 = −m
2
2λ
(3.70)
which requires λ > 0, yielding a bounded-from-bellow potential. At subleading order we
obtain once again β = 1 and
α2 = −2m2 (3.71)
thus, the positivity of α2 is also immediate. The Higgs mass is again mH = 2|m|, thus the
solution is
|Φ| ∼ |Φ0|+Be−
mHr√
2 + ... (3.72)
In conclusion, we only need
λ > 0 , (3.73)
and we are again in the case of type 2 vortex.
Compacton solutions
Finally, we consider compacton solutions, which are easiest to obtain. In fact, the
possibilities of type 3 or 4 cover most potentials.
To have a compacton solution of type 3, we only need to have the leading term at
|Φ| → 0 in the potential be negative. If m2 6= 0, the condition is simply m2 < 0, and then
we will always have a compacton solution, with a sufficiently small initial velocity, i.e. a
sufficiently small A in |Φ| ∼ Ar as r → 0. If m2 = 0, then the condition is λ < 0, and if
also λ = 0, then C1 < 0.
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To have a compacton solution of type 4, we need that the leading term is positive, and
the subleading is negative (and the final subleading term is not positive and large, so as to
reverse it). So if m2 6= 0, the condition is that m2 > 0, but λ < 0 and C1 < 0 or C1 > 0
but very small, or that λ = 0 and C1 < 0. If m
2 = 0, the condition is that λ > 0 and
C1 < 0. In fact, the only condition in this case is that if m
2 > 0, then V (|Φ0|) = 0 has
also a nontrivial solution, besides the trivial one |Φ0| = 0, so, since the equation has the
solution
|Φ0| = −λ±
√
λ2 − 4C1m2
2
, (3.74)
we need that C1 < 0, or λ ≤ 0 and 0 < C1 < λ2/m2.
We conclude this section by showing a numerical computation of all possible compacton
solutions in Figure 7.
3.3 Nonrenormalizable potentials and vortices in the FQHE
m vortex
Having in mind the application to FQHE, where as we saw the Laughlin wavefunction
(2.19) for N = 1 (one electron) and filling fraction ν = 1/m is of the type
|Φ(r)| = Arme−αr2 , (3.75)
with α > 0, we want to find nonrenormalizable potentials that would have it as a solution.
We first notice however that, while we have the characteristic m-vortex behaviour
|Φ(r)| ∼ Arm at r → 0, the fact that the solution starts and ends at Φ = 0 means that it
is not a vortex of the type we had considered. It is also not a compacton solution, which
has a compact domain, and is symmetric with respect to some r0.
Rather, the simplest explanation that still allows us to think of the wavefunction as
a soliton solution, is to consider that the potential changes between the low r and high
r domains. That is actually sensible if we think of the potential V (Φ) as some effective
potential in a quantum theory, that would a priori depend on the scale. Then at r →
0 we would get the UV potential, which for asymptotically free theories would be the
fundamental one, while are r → ∞ we would get the IR potential, which would be the
renormalized one. Since in both cases, we only probe small |Φ|’s, only the |Φ| → 0 limit of
the potential is relevant.
It is also not entirely clear what would be the interpretation of the scalar field in relation
to the wavefunction of electrons in FQHE. But later, we will take a nonrelativistic limit to
obtain a cousin of the Jackiw-Pi model, which can be thought of as describing a nonlinear
Schro¨dinger equation. We will therefore extend to this relativistic case the intepretation of
Φ as a wavefunction, in order to consider the Laughlin wavefunction as a vortex solution.
The IR potential and the pure gaussian
In order to understand the IR potential, we consider the wavefunction at r → ∞,
where the Gaussian factor dominates. Therefore we study the potential arising from a
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Figure 7: Depicted on the left column are all possible potentials (up to sextic order) admitting
compact vortex solutions; on the right a characteristic solution (vortex compacton) for each po-
tential. For each solution the field is exactly zero for r ≥ r1, where |Φ(r1)| = 0 with r1 6= 0.
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pure gaussian, which is a monotonically decreasing function, so it could correspond to a
normal vortex solution of the type we studied in this paper.
We consider then the wave function
|Φ| = e−αr2 ⇒ ln |Φ| = −αr2 , (3.76)
Then, by substituting in the equations of motion, we obtain
|Φ|′′
|Φ| = 4α
2r2 − 2α = −2α(ln |Φ|2 + 1) = dV
d|Φ|2 , (3.77)
which gives the exact solution for the potential
V (|Φ|) = −2α|Φ|2 ln |Φ|2. (3.78)
Note that this potential,
V (x) = −2αx lnx , (3.79)
satisfies V (0) = 0 (as a limit), V (1) = 0, V (1/e) = 2α/e, and its derivative
V ′(x) = −2α(1 + lnx) (3.80)
satisfies V ′(0) = +∞, V ′(1/e) = 0. Therefore the potential starts at zero, goes to a
maximum at x = 1/e, then goes back to zero at x = 1, after which it stays negative.
However, as we said, the only relevant part of the potential is at small enough |Φ|.
The UV potential and the power law
On the other hand, in the UV, or r → 0 limit, the wave function is approximated by
the power law
|Φ| = rm , (3.81)
which from the equation of motion
|Φ|′′ = dV
d|Φ| , (3.82)
means that the potential is
V (|Φ|) ' m
2
2
[|Φ|2]1− 1m , (3.83)
however, as before, it is valid only in the |Φ| → 0 limit.
Interpretation
We see that the IR potential is universal, and is
V (|Φ|2) = −2α|Φ|2 ln |Φ|2(+O(|Φ|4)). (3.84)
In fact, if we would have a general renormalizable potential like in the previous subsection,
but we would consider a one-loop Coleman-Weinberg type calculation of the quantum
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effective potential, with a general renormalization condition, we expect that the quadratic
(mass) term gets logarithmic corrections.3 However, these log corrections actually vanish
at φ¯ = 0, instead of becoming infinite. But if one considers instead a Wilsonian effective
action like the one considered in the case of N = 2 supersymmetric gauge theory by
Seiberg [14], one does obtain such corrections. In the N = 2 case, Seiberg obtained a
correction to the effective action that amounts to a replacement of the Wilsonian gauge
coupling factor 1
e2(µ)
, with µ the Wilsonian scale, by
1
e2(〈φ〉) =
1
e2(µ)
+
3
4pi2
+
1
4pi2
ln
〈φ〉2
Λ2
. (3.85)
Likely a Wilsonian approach for a 3 dimensional renormalizable scalar theory will lead to a
correction of the type in (3.84). Then at small |Φ|, indeed the leading term in the potential
is (3.84).
On the other hand, the UV potential is non-universal, V ∼ |Φ|2−2/m, but becomes
universal at m→∞,
V (|Φ|2) ∼ |Φ|2(+O(|Φ|4)) , (3.86)
which would be indeed the leading renormalizable term (mass term) at |Φ| → 0. It is
unclear why we would need to consider the m→∞ to make sense of this situation, and at
finite m the potential is non-analytic in |Φ|2.
4 Non-Abelian vortex solutions
We now look for nonabelian vortex solutions. We will consider the scalar field φ in the
adjoint representation of SU(N). With hermitian generators ta obeying [ta, tb] = ifabctc
with structure constants fabc, we use the normalization Tr(tatb) = δab. In the adjoint
representation we can write the matrix field φ as φ = φat
a, thus, we have N2 − 1 complex
scalars φa. We now look for vortex solutions starting from the action
S =
∫
d3x
(
− tr(Dµφ†Dµφ)− k
2pi
µνρaµ∂νAρ +
1
e
Aµj
µ
vortex(t)− V
)
, (4.1)
with covariant derivative Dµφ ≡ (∂µ − ieaµ)φ and potential
V =m2 tr(φ†φ) + λ1 tr2(φ†φ) + C1 tr3(φ†φ) + λ2 tr([φ†, φ]2)
+ C2 tr(φ
†φ) tr([φ†, φ]2) + C3 tr[φ†, [φ, φ†]][[φ, φ†], φ].
(4.2)
Note that we perform a non-abelian extension only on the scalar fields; the gauge fields aµ
and Aµ are still abelian. The main idea we pursue in this section is to recycle the abelian
solutions that we have already found in section 3 by constructing nonabelian ones out of
them.
3In 4 dimensions, the standard Coleman-Weinberg 1-loop calculation at nonzero renormalized mass mren
gives a correction to m2ren of
m2ren
λren
(8pi)2
ln
(
1 +
λrenφ¯
2
2m2ren
)
.
(see eq. 16.2.15 in [13]).
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4.1 Equations of motion
The variation of Aµ yields the same equation as in the abelian case, i.e.,
µνρ∂νAρ =
2pi
ke
jµvortex(t). (4.3)
Varying aµ gives
tr
(
φ(Dµφ)
† − φ†Dµφ
)
=
k
2piie
µνρ∂νAρ, (4.4)
thus, as explained in section 3.1, setting Aµ = 0 after writing the equations of motion leads
to the generalization
tr
(
φ(Dµφ)
† − φ†Dµφ
)
= 0 (4.5)
Using φ = φat
a, this condition imposes
φa(Dµφa)
∗ − φ∗a(Dµφa) = 0 (no sum over a) (4.6)
for each field component φa, where Dµφa ≡ ∂µφa − ieaµφa. As is usual when looking for
vortex solutions, it is helpful to separate the magnitude and phase of the complex fields as
φa = |φa|eiθa . Assuming the radial ansatz |φa(r)| and θa(ϕ) where r and ϕ are respectively
the radial and polar-angle coordinates, condition (4.6) yields
∂µθa = eaµ. (4.7)
Note that the right-hand side does not depend on the index a (the Chern Simons field aµ
is just an abelian gauge field), thus all angles θa only differ from one another by a simple
constant of integration ca. Since there are as many equations as φa fields are, we also have
as many integration constants, thus
θa(ϕ) = θ(ϕ) + ca (4.8)
where
θ(ϕ) ≡ e
∫ ϕ
0
aϕ(ϕ
′)dϕ′ (4.9)
The main new ingredient comes from the nonabelian potential above. Under δφ† we obtain
the field equation
DµD
µφ =m2φ+ 2λ1φ tr(φ
†φ) + 3C1φ tr2(φ†φ) + 2λ2[φ, [φ†, φ]] + C2φ tr
(
[φ†, φ]2
)
+ 2C2 tr(φ
†φ)[φ, [φ†, φ]] + C3
(
[[φ, φ†], B] + [[B,φ†], φ] + [φ, [B†, φ]]
)
,
(4.10)
where B ≡ [[φ, φ†], φ].
Later on it will be useful to express the commutators in terms of the scalar fields φa.
For instance, the commutator [φ†, φ] is
[φ†, φ]ab = φ∗iφj [t
i, tj ]ab
= i|φi||φj |ei(θj−θi)f ijk(tk)ab,
(4.11)
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and because f ijk is completely antisymmetric, only the antisymmetric part of |φi||φj |ei(θj−θi)
survives, therefore
[φ†, φ]ab = 12 i|φi||φj |
(
ei(θj−θi) − ei(θj−θi)
)
f ijk(tk)ab
= |φi||φj | sin(θi − θj)f ijk(tk)ab
(4.12)
Thus, if we choose all the phases θi to differ from one another by an integer factor of pi,
then all the components of the matrix [φ†, φ] vanish identically.
4.2 Vortex solutions
In polar coordinates we have DµD
µφ = −D2t φ+D2rφ+r−2D2ϕφ. For static vortices ∂tφ = 0
and also, from (4.7), we obtain at = ar = 0. Therefore, Dtφ = 0 yielding
DµD
µφ =Dr(∂rφ) + r
−2Dϕ(∂ϕφ− ieaϕφ)
=Dr
∑
a
taeiθa∂r|φa|+ r−2Dϕ
∑
a
i|φa|eiθa(∂ϕθa − eaϕ)
=∂r
∑
a
taeiθa∂r|φa|
=
∑
a
taeiθa |φa|′′
(4.13)
where in going from the second line to the third we again used (4.7). Here ′ ≡ ∂/∂r.
For simplicity we will consider the case where [φ†, φ] = 0. From (4.12) we have
[φ†, φ] = |φi||φj | sin(θi − θj)f ijktk, (4.14)
thus, as mentioned above, due to the sin(θi − θj) factor we can make the commutator
vanish by choosing all phases to differ one another by an integer factor of pi (up to an
overall phase). Doing this the equations of motion reduce to
|φ1|′′
|φ1| = m
2 + 2λ1(|φ1|2 + |φ2|2 + · · · ) + 3C1(|φ1|2 + |φ2|2 + · · · )2
|φ2|′′
|φ2| = m
2 + 2λ1(|φ1|2 + |φ2|2 + · · · ) + 3C1(|φ1|2 + |φ2|2 + · · · )2
...
...
...
(4.15)
Considering the ansatz |φ1| = |φ2| = · · · = f(r) leads to
f ′′(r)
f(r)
= m2 + 2λ1(N
2 − 1)f2(r) + 3C1(N2 − 1)2f4(r). (4.16)
which is precisely the same equation of motion for the abelian case that we extensively
studied in sections 3.1 and 3.2. Thus, the main idea here is that by considering the ansatz
[φ†, φ] = 0 we can simple borrow all the vortex solutions we have already found to construct
new non-abelian ones.
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For simplicity, let’s make only one of the components of φ to wind, say, θ1, therefore
4
φ1 = f(r)e
iθ , φ2 = φ3 = · · · = f(r) (4.17)
We can also find the topological charge defined as
T = tr
∮
Ωidx
i (4.18)
where the matrix Ωi is
Ωi[φ] ≡ 1
i
(∂iφ)φ
−1 (4.19)
For the case of SU(2) we have
φ =
1√
2
(
φ3 φ1 − iφ2
φ1 + iφ2 −φ3
)
(4.20)
which, for our solution, becomes
φ =
f(r)√
2
(
1 eiθ − i
eiθ + i −1
)
(4.21)
For a n-vortex solution with all vortices on top of each other at the origin, we have θ = nϕ
and
Ωϕ =
1
i
(∂ϕφ)φ
−1 =
neinϕ
2 + e2inϕ
(
einϕ + i −1
1 einϕ − i
)
(4.22)
thus tr Ωϕ = 2ne
2inϕ(2 + e2inϕ)−1. The topological charge is then
T = tr
∫ 2pi
0
Ωϕdϕ = 2n
∫ 2pi
0
e2inϕ
(2 + e2inϕ)
dϕ = 0 (4.23)
i.e. it vanishes. Note that for a trivially Abelian solution φ = einϕ 1l, we would get a
nonzero charge, as we would for a more general non-Abelian solution, so this seems to
suggest that the solution is somehow nontrivial.
5 Non-relativistic limit
We want to take a nonrelativistic limit on the Abelian model for the vortex with source,
since we know that the nonrelativistic limit of the Landau-Ginzburg model gives the very
interesting Jackiw-Pi model with vortices, so we expect something similarly interesting to
happen in our case. We consider therefore as a starting point the relativistic Lagrangean
L = κ
2pi
µνρaµ∂νAρ − |Dµφ|2 + 1
e
Aµj
µ
vortex − V (|φ|) , (5.1)
4For SU(2) fields in the fundamental representation this solution is known as the (1,0) string. Winding
the other component instead is called (0,1) string.
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where Dµ = ∂µ − iaµ and the potential is
V (|φ|) = m2|φ|2 + λ|φ|4 + C1|φ|6. (5.2)
Note that we could consider a priori higher powers of |φ| in V , giving nonrenormalizable
potentials. But as we will see shortly, already the sextic term vanishes in the nonrelativistic
limit, and the same will be true for higher powers.
In order to take the nonrelativistic limit, we reintroduce factors of ~ and c by di-
mensional analysis, imposing that [λ] = M and [C1] = 0 (dimensionless). We also write
∂µ = (∂t/c, ∂i) and aµ = (at/c, ai), Aµ = (At/c,Ai). We obtain
5
L = κ(~c)
2pi
µνρaµ∂νAρ+
1
c2
|Dtφ|2−|Diφ|2 + (~c)
e
Aµj
µ
vortex−
m2c2
~2
|φ|2− 1
~2
λ|φ|4− C1
~2c2
|φ|6
(5.3)
We have multiplied κ by (~c) in order that κ is kept dimensionless (a number), but we can
reabsorb k = κ(~c). Similarly, we have considered j0vortex = eδ2(x), but we could absorb
(~c) in jµvortex.
In order to perform the nonrelativistic limit, we redefine the field as (see for instance
[15])
φ(t, ~x) =
~√
2m
e−i
mc2
~ tψ(t, ~x) (5.4)
Note that we could add to this formula a complex conjugate part (with a different field
ψˆ∗) for the antiparticle sector, but in the nonrelativistic limit the particle and antiparticle
sectors are separately conserved, so we can keep only the particles.
When replacing the field in the action and taking the c → ∞ limit, the mass term
in the potential ∝ (mc/~)2 will cancel due to the redefinition of the field (5.4) (via ∂t
acting on e−i
mc2
~ t), the sextic term in the potential will vanish, being ∝ 1/c2, and we
are left only with the quartic term in the potential. Also the terms ~2/2mc2[∂tψ∗∂tψ −
ia0ψ∂tψ
∗ + ia0ψ∗∂tψ + a20|ψ|2], coming from |Dtφ|2/c2, vanish in the limit, leading finally
to the Lagrangean
LNR = κ(~c)
2pi
µνρaµ∂νAρ +
(~c)
e
Aµj
µ
vortex + i~ψ
∗Dtψ − ~
2
2m
| ~Dψ|2 − λ~
2
(2m)2
|ψ|4 (5.5)
For comparison, the Jackiw-Pi Lagrangean at ~ = 1 is [16]
LJackiw−Pi = k
2
µνρAµ∂νAρ + iψ
∗Dtψ − 1
2m
| ~Dψ|2 + g
2
|ψ|4 , (5.6)
where k = κc, and Dµ = ∂µ−iAµ. So the difference from the Jackiw-Pi model is the source
term, as well as the gauge fields (we have a mixed CS term instead of the electromagnetic
5Since [m] = M, c = LT−1 and [S] = [~] = ML2T−1, we get [L] = MT−2. Then the kinetic term
−(∂iφ)2/2 means that [φ] = M1/2LT−1 and Dµ = ∂µ − iaµ means that [aµ] = L−1, and similarly we take
[Aµ] = L
−1.
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one, and an aµ in the covariant derivative instead of Aµ). We would also need λ < 0, i.e.
a negative definite quartic potential to have the same Lagrangean.
Note that the Jackiw-Pi model can be thought of as describing a (gauged) nonlinear
Schro¨dinger equation (the equation for ψ takes this form, see also below), hence we can
think of ψ as the wavefunction for some system. We have in fact already used this inter-
pretation in the relativistic case, in order to map to the Laughlin wavefunction. In the
nonrelativistic model (5.5), the sextic term in the potential vanished since it came with
1/c2. It is easy to see that any new power of |φ| in the potential comes with an extra 1/c
factor (since [φ] = M1/2LT−1), so all higher terms will vanish in the nonrelativistic limit,
and the model (5.5) is the result even for a general nonrenormalizable relativistic potential!
The equations of motion for the new nonrelativistic model (5.5) we have obtained are
iDtψ = − 2
2m
D2i ψ +
λ
2m2
|ψ|2ψ (5.7)
κe
2pi
µνρ∂νaµ = j
ρ
vortex(t) (5.8)
i [ψ∗Diψ − ψ(Diψ)∗] = κm
pi
iνρ∂νAρ (5.9)
κ
2pi
B = −|ψ|2 (5.10)
5.1 Nonrelativistic vortex
We want to consider a solution to (5.10) of the type vortex with source considered in the
rest of the paper.
As before, we look for vortex solutions with ψ = |ψ|eiθ and
aµ = ∂µθ , (5.11)
where θ is the polar angle, specifically a0 = ∂0θ = 0 and ai = ∂iθ. This solves the second
equation exactly, as before, if κ = 2. It also solves the third equation, if we put iνρ∂νAρ = 0
through A0 = 0, ∂0Aj = 0. Then the fourth equation simply defines the magnetic field from
ψ,
κ
2pi
B =
κ
2pi
ij∂iAj = −|ψ|2. (5.12)
The only equation left to solve is the first equation, which in the static case (∂tψ = 0)
becomes
|ψ|′′ = λ
2m
|ψ|3. (5.13)
This is solved in a manner exactly analogous to the case of the purely sextic potential
reviewed in section 3.2 and done in [3]. We define v = |ψ|′, and then we can rewrite the
equation of motion as
v
dv
dψ
= β|ψ|3 , (5.14)
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where β ≡ λ/(2m). This is easily integrated to give
v2
2
=
β|ψ|4
4
+K1 ⇒ |ψ|′ = ±
√
β
2
|ψ|4 + 2K1 , (5.15)
which means that the formal solution for ψ(r) is given implicitly by
r +K2 = ±
∫
d|ψ|√
β
2 |ψ|4 + 2K1
. (5.16)
If |ψ| is small and K1 6= 0, we can write the solution as
r +K2 ' ± |ψ|√
2K1
→ |ψ|(r) ' ±
√
2K1(r +K2) , (5.17)
whereas if |ψ| is large or K1 = 0, we have
r +K2 ' ∓
√
2
β
1
|ψ| ⇒ |ψ|(r) ' ∓
√
2
β
1
r +K2
. (5.18)
In order to have a solution that goes to zero at r = 0, we see that we need K1 > 0,
K2 = 0 and the plus sign in the formal solution, at least close to zero. But then in the
general solution, from (5.15), |ψ| would increase without bound (thus having a solution
with infinite total energy) unless β < 0, i.e. λ < 0. This kind of solution was discarded
in the case of the purely sextic potential in [3] because it corresponds to a potential that
is unbounded from below. But in the current case, we have a non-relativistic theory that
could still have a relativistic (UV) completion with C1 > 0, so a full potential bounded
from below, yet in the nonrelativistic limit have negative definite potential. Moreover,
this is also the case of the Jackiw-Pi model, as we saw, so now we need to consider this
possibility.
Before we continue, let us note that the alternative is to consider β > 0, but then for a
solution that goes to zero at infinity (thus has a finite energy), |ψ|(r = 0) must be nonzero.
This is the analog of the case (3.48) from the purely sextic case. Now also we can choose
K1 = 0, keeping K2 > 0, and obtain the solution
|ψ|(r) = +
√
2β
1
r +K2
, (5.19)
which would have finite energy, since it goes to zero asymptotically, but is ill-defined at
r = 0 (and is not a solution at r = 0). It is not clear if this would make sense for the
vortex solutions with source.
Compacton solution
But we can certainly consider further the solution in the case β < 0 (λ < 0), K1 > 0.
In this case, the solution starts with |ψ|′ > 0 from (5.15), but with |ψ|′′ < 0 from (5.13),
so |ψ|′ goes down, until |ψ|′ = 0, at a maximum of |ψ|. But in order to continue past this
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point, we need to glue another solution, with |ψ|′ < 0, i.e. the solution of (5.15), but with
the negative sign. Also, it must now start at the same value of r = r0, where
|ψ(r0)| = (−4K1/β)1/4 ≡ |ψ|max , (5.20)
and |ψ|′ = 0, and go in the opposite direction. In other words, we must glue the function
|ψ|(2r − r0) to the function ψ(r).
Alternatively, we can simply note that there’s a solution in terms of elliptic functions:
|ψ(r)| =
√
2
(
K1
|β|
)1/4
sn(ar| − 1) = |ψ|maxsn(ar| − 1) , (5.21)
where a = (K1|β|)1/4 and sn(u|k) is the Jacobi Elliptic function with elliptic modulus k.
One can easily check that (5.21) satisfies |ψ|′′ = β|ψ|3 for β < 0. The point where it reaches
a maximum is
r0 =
√
piΓ(5/4)
Γ(3/4)
(K1|β|)−1/4. (5.22)
A plot of this function is in Fig 8. We continue the function trivially past r = 2r0, by
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Figure 8: Vortex solution with compact support (compacton) for the non-relativistic limit.
Here |β| = 1, K1 = 10. Equations (5.20) and (5.22) yield the numbers r0 = 0.74 and
|ψ|max = 2.51 which can be seen here.
putting |ψ(r)| = 0 for r > 2r0.
Note that at first sight there seem to be several things wrong with this solution. The
derivative at r = 2r0 is discontinuous. At r = 2r0 − , since |ψ| = 0, it means from (5.15)
that |ψ|′(2r0 − ) = −
√
2K1 6= 0, whereas at r = 2r0 + , |ψ|′(2r0 + ) = 0. That sounds
like it should be a problem, but since |ψ| itself is continuous, and so is |ψ|′′ which vanishes
because of the equation of motion (5.13), there is no problem, as the equations of motion
are satisfied. Note that this means that
|ψ|(r = 2r0 − ) ' −
√
2K1(r − 2r0) +O((r − 2r0)3). (5.23)
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Also, the solution is defined in a finite domain r = [0, 2r0], and is zero outside it, which is
certainly unusual, and one could think that it could be a problem. But there are in fact
known solitonic solutions with discontinuous first derivative at one or more points, and
these are called “peakons” [17]. There are also known solitonic solutions with compact
support (finite domain), called compactons [12], as we have already seen in the relativistic
case. So our solution is a vortex, of the peakon and compacton type, simultaneously
(though note that strictly speaking, the peakon has the discontinuity at a peak, whereas
in our case it is at the boundaries).
The solution has a nontrivial magnetic field, B = −|ψ|2, therefore a nontrivial magnetic
flux,
Φm =
∫
dx1 ∧ dx2F12 =
∫
BdS = −
∫
2pir dr |ψ(r)|2
= −4pi
(
K1
|β|
)1/2 ∫
r dr [sn(ar| − 1)]2
= −4pi
(
K1
|β|
)1/2
a2
∫ 2ar0
0
x dx [sn(x| − 1)]2 = −4picK1 , (5.24)
where
c =
∫ x0
0
x dx [sn(x| − 1)]2; x0 =
√
piΓ(5/4)
Γ(3/4)
, (5.25)
yielding c ' 0.665.
But magnetic flux is quantized in terms of the fluxon Φ0 = h/e, so we must impose
that
Φm = N
h
e
, (5.26)
where N ∈ Z, leading to a quantization condition for K1,
K1 = −N h
4pice
. (5.27)
Here N is an integer number describing the flux of the solution, but unlike the case of the
usual vortex, it is not a vortex number. The solution we exhibit here is still a one-vortex
solution, in the sense of having ψ = |ψ(r)|eiθ. For the more general M -vortex solution, we
would have ψ = |ψ(r)|eiMθ. We have now completely determined the parameters of the
vortex solutions.
6 Embedding in the ABJM model and SYM-CS models in
2+1 dimensions
We have seen that we have these new kinds of vortex solutions in the presence of a source
term. But what does that mean in the context of some concrete model, like for instance
the ABJM model [18], used as a toy model for various 2+1 dimensional condensed matter
systems?
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Adding source by hand
One possible answer is that we find our starting action in the absence of the source
term, and the source term needs to be added by hand, just like what we do when we
consider electrons or electric-type solutions.
In fact, it was shown in [3] that the action found in eq. 2.23 in that paper,
S = −
∫
d3x
[
1
2
|(∂µ − ieaµ)Φ0e−iθ|2 + 1
2
|(∂µ − ieAµ)χ0e−iφ|2
+µνρ
(
1
e
Aµ∂ν b˜ρ + aµ∂ν b˜ρ
)
+ V (φ20) + V (χ
2
0)
]
, (6.1)
which reduces to our action (3.1) by putting χ0 = 0 = Aµ and renaming b˜µ → Aµ, can
also be embedded in the ABJM model, by
Aµ = a
(1)
µ 1N×N ,
Aˆµ = aˆ
(1)
µ 1N×N ,
Q1 = φG1N×N ,
Q2 = φG2N×N ,
Rα = 0 , (6.2)
and the identifications
Φ→ φ, aµ → a(1)µ − aˆ(1)µ , (Aµ =)b˜µ → a(1)µ + aˆ(1)µ . (6.3)
Note that in [3], since one wanted to obtain the whole action (6.1), the embedding (6.2)
was only for a N/2 × N/2 subspace, and the other half of the fields, χ0 and A, now put
to zero, was obtained from another N/2 ×N/2 subspace, together with an identification.
But in our case, we don’t need to do that.
Obtaining source by duality
Another possible answer is that we can use the Mukhi-Papageorgakis Higgs mechanism
[19] in the form in [3] on the action (6.1) (embeddable in the ABJM model), as follows.
First, expand
χ = χ0e
−iφ = (〈χ0〉+ δχ0)e−iθφ; δφ = δφsmooth + δφvortex. (6.4)
Then the Chern-Simons gauge field Aµ eats the scalar δφ and becomes Maxwell (just like in
the regular Higgs mechanism the Maxwell field eats a scalar and becomes massive) through
the shift (first equality) and duality (second equality) relation
eAµ + ∂µφsmooth + ∂µφvortex ≡ eA′µ =
1
e2〈χ0〉2 µ
νρ∂νAρ . (6.5)
Defining as usual Fµν = ∂µAν − ∂νAµ, the action becomes
S = −
∫
d3x
[
1
2
|(∂µ − ieaµ)Φ0e−iθ|2 + 1
2
(∂µδχ0)
2 +
1
4e2〈χ0〉2FµνF
µν + µνρaµ∂νAρ
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−2pi
e
Aµj
µ
vortex(t) + V (Φ
2
0) + V (χ
2
0)
]
, (6.6)
where jµvortex is associated with φvortex. Then, first putting δχ = 0, and considering that
the Maxwell term for Aµ can be neglected at low energies with respect to the Chern-Simons
term, we arrive at our starting action (3.1), with k = 1 and a rescaling Aµ → Aµ/(2pi).
Action from gravity dual of FQHE
The ABJM model is dual to string theory in AdS4 ×CP3 background, but we can also
consider a gravity dual construction that gives directly the FQHE, like in one in [20]. In
this case, the starting action (3.1) (except for the source term) is obtained by definition,
but we want to stress here that there is a well defined gravity dual model.
One considers probe D4-branes wrapping 2-cycles (fractional D2-branes) in the gravity
dual. Then the WZ term
2pi2T4
∫
R1,2×CP1
C1 ∧ F ∧ F = 2pi2T4
[∫
CP1
dC1
] ∫
R1,2
A ∧ dA (6.7)
becomes one of the terms in the FQHE effective action, ∼ a ∧ da (a the statistical gauge
field). The second is obtained by an having an additional background 3-form field C3 of
the type
C3 =
4pik
R3
Aext ∧ ω . (6.8)
In this case, the WZ term
1
(2pi)4
∫
R1,2×CP3
2piF ∧ C3 =
[
1
(2pi)3
∫
CP1
8pi2k
R3
ω
]
1
2pi
∫
R1,2
Aext ∧ F (6.9)
gives rise to the second term in the FQHE effective action, A ∧ da (Aext → A is the
electromagnetic field and A→ a is the statistical gauge field).
Action from SYM-CS theories
Another interesting model in 2+1 dimensions is N = 8 (maximal) SU(N) SYM with
Chern-Simons terms at level k. Such a model, for some particular CS terms, was found to
be dual to a massive type IIA solution by Guarino, Jafferis and Varela (GJV) in [21].
In this case the SU(N) Maxwell term would be subleading at low energies with respect
to the Chern-Simons terms. The SYM will also have complex scalars coupled to the SU(N)
gauge field, and in general a sextic potential for these scalars. From the action (3.1) the
first and the last term are obtained, and from S′ we can obtain easily the CS term. The
source term(s) have to be added by hand. But moreover, now we would need to also
introduce by hand the Chern-Simons term coupling to an external gauge field.
7 Discussion and conclusions
In this paper we have studied vortex soliton solutions of three dimensional scalar gauge
theories with sources. The presence of Chern-Simons terms and sources can make the
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vortex an anyon, and the presence of the Chern-Simons term mixing the statistical and
electromagnetic gauge fields can make it relevant to the Fractional Quantum Hall Effect.
We have seen that there are vortex solutions that have the statistical gauge field aµ = ∂µθ/e,
just like in the case of the anyon construction in section 2.1, and for which the equations
of motion reduce to the radial scalar equation of motion, the same as the classical motion
in an inverted potential Vm(X) = −V (X), with r → t and |Φ(r)| → X(t).
We have classified all possible renormalizable potentials in terms of whether they give
vortex solutions, using the classical mechanics analogy. We have shown what are the pos-
sible usual solitons, with finite total energy, |Φ(r → 0)| → 0 and |Φ(r)| extending all the
way to infinity, where it has zero potential. We have also analyzed ”compacton” vortices,
that end at a finite r0 away from the vortex core. A very interesting case of nonrenormal-
izable potential was considered with the intent of obtaining Laughlin’s wavefunction as a
vortex solution. We have shown that this is only possible if we consider the approximation
where we have different UV (r → 0) and IR (r →∞) potentials V (|Φ|). We obtained the
Laughlin wavefunction in the case m = 1/ν →∞ natuarally, where the small |Φ| potential
in the UV is dominated by the mass term m2|Φ|2/2, and the small |Φ| potential in the
IR is dominated by a log-corrected mass term, −m2|Φ|2 ln |Φ|2, possibly the effect of a
(one-loop) Wilsonian effective action calculation.
Note that one possible interpretation of the presence of a source term in the equations
of motion for the vortices would be if the 2+1 dimensional system described by the above
construction sits at a boundary of a 3+1 dimensional material which has vortex strings.
Then the dynamics at this boundary can be a purely 2+1 dimensional one (independent
of 3+1 dimensions), with the exception of the sources coming from the endpoints of the
vortex strings (whose flux is uncompensated, so acts as a 2+1 dimensional source). Such
a situation could arise in specific constructions of a fractional quantum Hall system.
Vortices in nonabelian theories were also considered, though we only considered the
generic case of embedding the abelian vortices in them, not looking for specific nonabelian
vortices, which would depend on the specific nonabelian model. We leave this interesting
extension for the future.
A nonrelativistic limit of our models gave an interesting vortex solution, which we wrote
explicitly. It is a solution of the compacton type, ending at a finite r0, and also similar to
a ”peakon” type, by having a discontinuity in the first derivative at r0, yet still being a
solution of the equations of motion. The solution is characterized by a vortex number, but
also an independent magnetic flux number.
In a search for concrete applications of our generic set-up to specific fundamental mod-
els, like the ones coming from string theory (and relevant for the AdS/CFT correspon-
dence), we have found that we can embed our action in the ABJM model, in the SYM-CS
model dual to the GJV solution, as well as have a specific string theory construction that
is relevant for the Fractional Quantum Hall Effect.
We believe that the analysis in this paper has only begun the task of exploring the
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physical consequences of our vortex solutions in the FQHE. The role of the vortex solutions
in describing the dynamics, for example in deriving from first principles the wavefunctions
of the FQHE states (Laughlin and excited ones), as well as the dynamics of vortices,
described by the effective Lagrangean in the moduli space approximation, remain to be
understood in further work.
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