The aim of this study is to develop surrogate models for quick, accurate prediction of thrust forces generated through flapping fin propulsion for given operating conditions and fin geometries. Different network architectures and configurations are explored to model the training data separately for the lead fin and rear fin of a tandem fin setup. We progressively improve the data representation of the input parameter space for model predictions. The models are tested on three unseen fin geometries and the predictions validated with computational fluid dynamics (CFD) data. Finally, the orders of magnitude gains in computational performance of these surrogate models, compared to experimental and CFD runs, vs their tradeoff with accuracy is discussed within the context of this tandem fin configuration.
I. INTRODUCTION
To address the need for more effective and efficient maneuvering in marine environments, propulsion and control systems inspired by fish and other aquatic organisms are starting to provide viable alternatives to traditional vehicle thrusters and control surfaces in a range of underwater regimes. Research to identify the principles of fish locomotion and characterize the propulsive performance for a variety of artificial, bio-inspired underwater propulsion systems has steadily grown over the past few decades with the predominant focus on flapping fins or foils, in various configurations, to achieve thrust. However, while biologists and engineers have worked together to study and take inspiration from nature in the development of robotic fins, research seeking to understand and model the propulsive performance of multiple fins operating on a vehicle is limited.
Biologists have observed the coordinated body and fin motions exhibited by various fish species and studied the wake interactions between these moving surfaces [1] - [3] . Various research groups have studied a multitude of fin shapes, stroke parameters, and configurations, as well as different fin materials and surface curvature control techniques, for robotic underwater propulsion systems [4] - [11] , and some have derived reduced order models for individual fins to capture relevant features at significantly lower computational cost [12] . While there is a rich set of parametric studies of isolated flapping fins, research on the propulsive performance † Science and Engineering Apprenticeship Program (SEAP) student of a system of multiple fins is limited including studies of interactions between dorsal and caudal fins [13] , [14] , tandem pectoral fins [15] , [16] , and pectoral and caudal fins [17] . Reduced order models of these multi-fin systems is even less common including quasi-steady models of tandem flapping foils [18] , [19] . To create an accurate and time-effective tool for the design, analysis and control of vehicles propelled by artificial flapping fins, comprehensive studies that identify the effects of various fin parameters on multi-fin flow interactions must be used to develop lower computational cost surrogate models of forces and propulsive efficiencies.
To characterize the effects of flow interactions between oscillating propulsive surfaces caused by time-varying wake structures, we have studied a configuration of tandem, identical geometry fins flapping perpendicular to the direction of flow [15] , [16] , similar to lift-based pectoral fin motions of some fish species [20] . Using the results of these previous studies, the current research seeks to design and evaluate surrogate models of stroke-averaged and time-varying thrust for this multi-fin system. The goal is to develop models that could give a quick, accurate force profile given a fin configuration and a set of kinematics, without explicitly embedding the mathematics within it. Beyond accuracy, we seek models that are data efficient to train and generalizable, so we can be confident in tests of different fin configurations.
As shown in fig. 1 , the propulsion system consists of two fins in tandem and on an underwater test vehicle there will be one set of the above configuration on each side propelling it. For this work we focus on predicting the thrust/forward force generated by the tandem fins, both the cyclic average thrust and the profile of the time-history of the force generation. The shape of the time history is important towards understanding the nature of the flapping kinematics and it also holds clues towards fluid dynamic events such as fluid vortex separation and recapture around the fins that can significantly enhance or retard overall thrust generation. A major challenge in the training of the neural networks is the ability to learn these fluid dynamic events without any explicit programming.
In this work, all training set data are from two fin shapes, a rectangular fin ( fig. 2(a) ) and a bio-inspired fin or bio-fin ( fig. 2(b) ). Tandem fin configuration experimental and CFD results for these fins have been published previously [16] , [21] for various flow regimes, fin configurations, and driven kinematics. We test the accuracy of the surrogate models for new fin shapes, fig. 3 , that lie in-between the bio-fin and the rectangular fin, based on their ability to predict fluid dynamic effects in the thrust profile for these previously unseen geometries and compute the average thrust force. Surrogate models are used extensively in engineering design due to the prohibitive cost of high-fidelity simulations that are an impractical tool to effectively search the design space. There are a number of surrogate modeling approaches, including reduced order models and lookup tables. However, machine learning approaches-approaches in which the model learns from data as opposed to being explicitly programmedhave become increasingly popular due to the increasing amount of available data and the rapid theoretical advances in the field. Machine learning approaches to surrogate modeling include nonlinear regression, tree ensembles, and kernel-based interpolations methods such as kriging.
More recently, deep learning approaches have been introduced as powerful modeling tool. Deep neural networks are hierarchical networks of computation units, or "neurons", that are capable of approximating arbitrary functions [22] . Deep learning has had a transformative effect in fields such as computer vision [23] and natural language processing [24] , and it has shown promising results in physical modeling and design [25] - [27] . Deep learning algorithms have several major strengths: they can represent arbitrarily complex functions; they can learn incrementally, reducing the memory cost of training and allowing for on-going model refinement; and their flexible structure and training process allows for easier sensitivity testing and analysis.
In this paper, we investigate the effectiveness of several deep learning surrogate models for fin geometry and configuration in multi-fin flapping propulsion systems.
The major contributions of this research are 1) a new surrogate model for predicting the force profiles of novel fin geometries in multi-fin flapping propulsion systems, and 2) a demonstration of the potential of neural-network-based surrogate modeling for propulsion system design.
We hope that this work is a step towards a robust, fast surrogate model that is able to explore many dimensions of the design space.
II. METHODS
In addition to a nonlinear regression baseline, we test five increasingly complex neural networks to predict the thrust given the propulsion system kinematics and geometry. Initial models are trained only on the lead fin data and their predictive accuracy is used to refine the input parameters and hyperparameters for the various models. The performance of the lead fin models is used to inform the setup and training of the rear fin neural network model. The architectures, training setups, and evaluation criteria of each model are described in the following sections.
A. Training Dataset 1) Input Parameters: The first problem to tackle is choosing the inputs that can effectively span the high dimensional space of the problem, the thrust being a function of many parameters. For the configuration shown in fig. 1 , we have an input space that consists of several variables as described in table I. The data from CFD and experimental runs are preprocessed to normalize input length scales, use force coefficient representation, match timescales, and remove outliers. The forward speed is normalized with the average fin tip speed. The chord lengths data, normalized with the leading-edge length, are constant for each fin geometry. Stroke and pitch angles are intended to give the spatial orientation of the fin over a cycle and are time dependent. 
B. Neural Network Architectures
We considered two major architectures during these experiments: densely-connected neural networks (DNNs) and 1D convolutional neural networks (CNNs). A DNN is a feed-forward neural network in which each neuron is connected to all neurons in the previous and subsequent layers as seen in fig.5 . Training a DNN means learning a set of weight matrices Θ (l) mapping each neuron in layer l −1 to each neuron in layer l. We use this as a baseline neural model because the dense connections mean that DNNs treat all data equally: they make no assumptions about the underlying structure of the data. Case B uses this basic architecture. CNNs, in contrast, make assumptions about the data. Instead of learning the full weight matrices, CNNs learn a smaller set of shared parameters called a kernel for each layer ( fig. 6 ). This parameter sharing enforces translational invariance and restricts the solution space by reducing the number of trainable parameters. As a result, it tends to be better than DNNs at capturing local structure.
In our convolutional models (cases C-E), we use the basic architecture shown in fig. 6 : a seven layer, feed-forward architecture consisting of an input layer, two 1D convolution layers, a max pooling layer, two more 1D convolution layers, a global average pooling layer, and finally a fully-connected output layer. Each convolutional layer uses a leaky ReLU activation function [28] with the inactive gradient set at α = 0.05. Desirable traits for the trained network include robustness over the range of variations of the input quantities and minimizing overfitting to the training data spectrum. To this end, the network utilizes dropout regularization during training that randomly turns off some of the connections while training and steers the network away from learning an overly complex function, with 20% of nodes being dropped per iteration [29] . All kernels are 3 channels deep, and the width varies per experiment.
C. Training Setup
The goal of training is to learn the mapping between parameters of the flapping-fin configuration(see table I) and the resulting force profile by minimizing a loss function L.
where θ are the trainable parameters of the network,ŷ is the predicted force profile and y is the true force profile for a given input. All runs used the mean squared error as the loss function unless noted (eq.2).
Networks were tuned using a grid search (as seen in table II). The network architecture and optimization hyperparameters were varied along the following axes: number of layers, number of units/layer, activation function, loss function, learning rate, and data granularity. Due to the high cost of collecting and preparing training data, this last value, data efficiency, was of particular interest. All networks were trained for 1,500 epochs with a batch size of 500 examples. Networks were optimized used the Adam [30] optimizer using decay rates β 1 = 0.9 and β 2 = 0.999 and a learning rate of α = 0.01. All networks were trained using Keras with a TensorFlow [31] backend. The processed dataset was split randomly into training and test datasets of 85% and 15% of the data respectively. For reproducability and consistency between runs, the random seed was set to 8 for all runs.
D. Evaluation Criteria
The objective of our surrogate models is to quickly and accurately predict the thrust profile of a novel multi-fin configuration. To achieve this, we evaluate models on empirical error, generalizability, data efficiency, and computational performance.
Empirical error, or the correctness of our predictions, is our primary evaluation criteria. This is measured as mean squared error of our prediction versus the expected value as seen in eq. 2. We also verify if the cycle averaged thrust predictions lie within the experimental error bounds of ±0.047 N for the lead fin and ±0.050 N for the rear fin.
To measure generalizability, or the model's ability to make accurate predictions for unfamiliar fin geometries, we validate the models' performance on two biologically-inspired geometries that were not part of the training set.
Data efficiency, or the network's ability to learn an accurate model given limited training data, is evaluated during the hyperparameter tuning process. Models are trained for different fractions of the training data, and the final selected models are able to produce accurate predictions given varying subsets of the full training set.
Finally, we measure computational performance by tracking the training time and benchmarking prediction time of five fin stroke cycles. This is then compared against the time requirements of experimental trials and traditional CFD modeling.
III. RESULTS AND DISCUSSION

A. Case A:Nonlinear Regression
An initial approach using nonlinear regression is implemented to model cycle-averaged thrust as a function of pitchstroke phase offset within individual fins and stroke-stroke phase offset between fins. Using a cross-correlated harmonic function (eq. 3), predictions of stroke-averaged thrust for the lead and rear fins have MSE = 0.0083 N 2 and MSE = 0.0074 N 2 , respectively, where average thrust for each fin ranges between -1. 1 N and 1.1 N (fig. 7 ). While this method produced a reasonably good estimate for stroke-averaged thrust across a limited number of variables, understanding the effects of more variables on the time-varying thrust profiles will be prohibitively complex for this methodology. where x is the stroke-stroke phase offset (between fins), and y is the pitch-stroke phase offset (single fin), and a 1 − a 7 are coefficients being solved for. 
B. Case B: DNN Baseline
The goal of this first experiment is to establish a baseline for a neural network surrogate model mapping kinematics to the force profile. As a precursor, we explored what a DNN network could learn with minimal input parameters, like time, shape, spacing, and offset of the fins by training a large number of models with varying hyperparameters like number of hidden layers, units, learning rate, and activation functions. The best training convergence achieved is with a 3 layer densely connected network with the relevant hyperparameters listed in table IV and the inputs listed in table III. The learning rate during the training varied between 0.001 to 0.003 and the training data included the lead fin data of both fin shapes, bio-inspired and rectangular. The model predictions fit for both fins shapes are shown in fig. 8 . The model is able to learn some general relationship between the fin and its force output. However, with a MSE = 0.066 N 2 and the force range being approximately 2 N, the predictions are clearly off in magnitude and do not capture local peaks too well, even though it exhibits subtle maxima.
C. Case C: CNN with Spatial Inputs
In order to better capture local structure, reduce overfitting, and improve data efficiency, the next experiment is a 1-D CNN architecture. As generalizability is a primary goal in this work, there is a need to develop an improved representation of the model geometry. In addition, we have to improve the capture of local peaks, that might be driven by fluid dynamic events such as vortex shedding or recapture, and are also dependent on fin geometry. To do this, we refine the input space, given in table V, by providing five cross-sectional chord lengths, equi-spaced along the fin span from the root to the tip of the fin, to better represent the fin shape. The chord length data, normalized with the leading-edge length, are constant for each fin geometry. The time dependent stroke and pitch angle variation phase matched with output force during network training will impart an understanding of the spatial orientation of a given fin during the training. Filters from the 1-D CNN focus on a specific part of the sequence so that the network progressively reduces the size of the representation/number of parameters, making this more data efficient. The hyperparameters for this network are listed in table VI. To test generalizability, in this experiment the network is trained only on the bio-inspired fin data and the trained network is used to predict the force output for the rectangular fin. Figure 9 shows the network is able to get a good fit for the bio-inspired fin it trained on, with the cycle averaged thrust matching the CFD. The MSE = 0.0035 N 2 implies, over the thrust cycle, the fit of the prediction with CFD data is within 4% of the approximate peak to peak spread of 1.5 N. Interestingly, the network does seem able to predict events for the rectangular fin. The magnitudes of the force prediction on the rectangular fin show considerable discrepancies but it exhibits comparable peaks as the CFD data with a phase delay during the cycle, as seen in fig. 9(b) . The CFD results clearly have a local vortex recapture sequence at stroke reversal in addition to the bigger peaks from the up and down strokes and the network weakly predicts these events. As expected, a single fin geometry is not sufficient training data for the network and therefore, for all subsequent cases we train on both fin shapes. 
D. Case D: Generalization to Unseen Geometries
The main goal in the previous experiment, along with adding geometric data on the five chord lengths, was to enable the networks ability to generalize to a shape it has not seen. For a surrogate model to be used as a design tool, the performance of the model on unseen geometries is a critical performance metric and we take another step towards this goal. This experiment tests the previous case's architecture on three new fin geometries that keep the area,75 sq. cm, constant and geometrically transitions from the bio-fin to the rectangular fin. Figure 3 shows the geometry and nomenclature of these new fins.
Training is done using both fin shapes and fig. 10 shows that the network is able to learn the relation between the force profile and the shapes it trained on, with cycle averaged thrust of both fins lying within experimental bounds of ±0.047 N. Figure 11 shows the network's force predictions on the new test geometries. Bio-fins 1( fig. 11(a) ) and 3( fig. 11(c) ) exhibit an expected thrust profile with peaks for stroke reversal and positive thrust during both upstroke and downstroke phases. Bio-fin 2 has the most departure with only one peak predicted, even though the predicted average thrust might seem reasonable. This outcome is not unexpected since bio-fin 2 is the furthest in geometry from the two shapes the network trained on. 
E. Case E: Refined Spatial Inputs
To mitigate this error, our intuition was that the network needs more spatial data to better understand the relationship between the predicted force and the shape of the fin. To implement this, this new network is trained with ten chord lengths instead of five for both fin shapes. The hyperparameters are shown in tableVII and other parameters are the same as the previous experiment. Qualitatively, the predictions of the new fig. 12 shows the comparison with both network predictions. The impact of the geometric refinement is clearly visible with the 10-point geometry producing a better fit, fig. 12 (b) compared with fig. 12(a) . Though predicted average thrust is lower(MSE gives a fit that is within 13% of the peak to peak spread of 1.5 N), the ten-chord length model seems to exhibit a greater understanding of the relationship between a fin's shape and the force produced. This is further validated by the excellent fit(within 6% of the peak to peak spread) of the bio-fin 1 prediction with the CFD result.
F. Case F: Extension to the Rear Fin
Finally, the above model is extended to a multi-fin configuration. This experiment uses two independently-trained models: a lead fin model that is identical to Case E, and a rear fin model that has additional inputs. The force production of the rear fin is more dependent on the fluid dynamics, as a result of the lead fin wake structures being incident on it, and thus requires more inputs as well. The spacing and phase offset between the two fins and the force output of the lead fin are added, since they directly impact the effect of the lead fin wake on the rear fin, and hence its force output. Table  VIII shows the inputs for the rear fin network with column one inputs being specific to the single fin and column two inputs defining the single rear fin's dependence on the spatial configuration and output of the lead fin. The hyperparameters for the rear fin network are the same as the lead fin but without the initial dense layer. After training, we again validate the predictions against simulation data. In figures 13(a) and 13(b), we see that qualitatively the predictions closely track the CFD data. For the bio-fin 2 run, we see a dip down to 0 N between the up/down strokes, that the network does not predict. Quantitatively, the network overpredicts the average rear fin thrust in both cases with the bio-fin 1 falling just within the rear fin experimental bounds of ±0.05 N and bio-fin 2 rear having a larger deviation from the CFD results.
G. Computational Performance
As previously mentioned, the main objective of a surrogate model is to provide a fast approximation of some variables of interest given similar input framework as an experimental or CFD run. All cases tested showed a significant speedup over both experimental trials and CFD simulation.
The time required to collect data from experimental trials depends primarily on fin fabrication and measurement apparatus setup and calibration, that together takes on the order of days. Once the experiment is set up, for our cases, collection of approximately 1000 stroke cycles takes about one hour. Post-processing the data to obtain forces takes a few more hours after that. A CFD simulation of a new geometry is significantly faster, but the process still incorporates grid generation, case setup, high performance computational resources, and post processing that still takes on the order of hours to days. In contrast, predicting the force curve for a new fin configuration takes approximately 400 ms, that is four orders-of-magnitude faster than traditional data collection and five orders-of-magnitude faster than a full experimental trial. Training a neural network from scratch on our dataset (Cases C-F) takes several hours, depending on the specific architecture and input data format.
IV. CONCLUSION
We demonstrate the development of neural networks, trained on existing experimental and CFD data, as surrogate reduced order models for fast accurate prediction of thrust forces generated through flapping fin propulsion. The results from multiple network architectures and different input frameworks indicate that neural networks are a viable option to handle the large input parameter space that span the kinematics, fin shapes, and fluid dynamic effects reflected in the output thrust forces.
The validation with CFD results show that the accuracy of the network predictions are within experimental bounds for the cycle averaged thrust and have low MSE's over a single cycle giving an accurate time history of the thrust profile for those cases that are closer to the training data in the parametric space. In the above cases, bio-fin 2 geometry has the biggest departure in shape and thus is the least accurate of the thrust profile model predictions. While still insightful, this accuracy needs to be further improved to enable a useful design and control tool. With this in mind, future steps will explore alternate loss functions during training and combined training for lead and rear fins. Further preprocessing of the training data and improving the input parameter space will also be investigated to improve the robustness of the trained networks. Given the outstanding performance gains with the above surrogate models, the tradeoff with accuracy, in our estimation favors these neural network models.
