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1. Introduction 
An equation of class 𝐶∞ of the form  
𝐺[𝑧] = 0 ,         𝐺 ∶ 𝐵 ⟶ 𝐵 ̅,           𝐺[𝑧0̅] = 0 ,          𝐺′[𝑧0̅]  𝐹𝑟𝑒𝑑ℎ𝑜𝑙𝑚 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟,  
𝐵, ?̅? real Banach spaces is considered, with the aim of finding solution curves 𝐺[𝑧(𝜀)] = 0, |𝜀| ≪
1, through 𝑧0̅. Now, if there exists a solution curve 𝐺[𝑧(𝜀)] = 0 with 𝑧(0) = 𝑧0̅, then the curve can 
be established locally out of the known solution 𝑧0̅ with the implicit function theorem under the 
assumption of 
𝐺′[𝑧0̅] ∈ 𝐿[ 𝐵, 𝐵 ̅]      (1.1) 
being surjective. Solution curves of this kind are typically called regular solution curves. On the 
other hand, if 𝐺′[𝑧0̅] is not surjective, then the existence of the curve can be shown provided that 
the extended linear sum operator 
[ 𝐺′[𝑧0̅] , 2𝐺
′′[𝑧0̅] ∙ 𝑧1̅ ]  ∈ 𝐿[ 𝐵 × 𝑁[ 𝐺
′[𝑧0̅] ] , ?̅? ]     
ABSTRACT. Equations of the form 𝐺[𝑧] = 0, 𝐺: 𝐵 ⟶ ?̅? smooth, 𝐵, ?̅? real Banach 
spaces are investigated with the aim of continuing the basic solution 𝐺[0] = 0 
with 𝐺′[0] Fredholm operator to a solution curve 𝐺[𝑧(𝜀)] = 0 with the implicit 
function theorem. If 𝐺′[0] is surjective, then the transversality condition of the 
implicit function theorem can be satisfied in a straightforward way, yielding a 
regular solution curve, whereas otherwise the equation 𝐺[𝑧] = 0 has to be ex-
tended appropriately for reaching a surjective linearization accessible to the 
implicit function theorem. This extension process, implying in the first step the 
standard bifurcation theorem of simple bifurcation points, is continued arbi-
trarily, yielding a sequence of bifurcation results presumably being applicable 
to bifurcation points with finite degeneracy.  
  2 
defined by 
[ 𝐺′[𝑧0̅] ,   2𝐺
′′[𝑧0̅] ∙ 𝑧1̅ ] ∙ ( 
𝑏
𝑛
 ) ≔ 𝐺′[𝑧0̅] ∙ 𝑏 + 2𝐺
′′[𝑧0̅] ∙ 𝑧1̅𝑛   (1.2) 
is surjective. Here, 𝑧1̅ denotes the tangential direction of 𝑧(𝜀) in the central point 𝑧(0) = 𝑧0̅, 
whereas 𝑁[𝐺′[𝑧0̅]] labels null space of  𝐺
′[𝑧0̅]. The regularity condition (1.2) occurs at simple 
bifurcation points.  
The transition from condition (1.1) to condition (1.2) is accomplished by appending a second 
linear mapping, namely 2𝐺′′[𝑧0̅] ∙ 𝑧1̅, to the nonsurjective first mapping 𝐺
′[𝑧0̅] which acts exactly 
on the subspace of 𝐵 not contributing to the range of 𝐺′[𝑧0̅] in ?̅?, i.e. the second linear mapping 
acts on the kernel of the first linear mapping. In this paper, we show, how to continue this exten-
sion principle arbitrarily. 
For this purpose and with the notation 𝑧?̅? ≔ 𝑧
(𝑖)(0), 𝑖 ≥ 0, an iteratively defined chain of linear 
mappings 
?̃?1(𝑧0̅)
?̃?2(𝑧1̅, 𝑧0̅)
?̃?3(𝑧2̅, 𝑧1̅, 𝑧0̅)
⋮
   
≔
≔
≔
𝐺′[𝑧0̅]
2𝐺′′[𝑧0̅] ∙ 𝑧1̅
⋯
   
∈
∈
∈
𝐿[ 𝑁0, ?̅? ] ,
𝐿[ 𝑁1, ?̅? ] ,
𝐿[ 𝑁2, ?̅? ] ,
     
𝑁0  ≔  𝐵
𝑁1  ≔  𝑁[ 𝐺
′[𝑧0̅] ]
𝑁2  ≔        ⋯
⋮
    
⊂
⊂
    
𝑁0
𝑁1
    
⊂
    
𝑁0
          (1.3) 
is constructed with associated sum operators satisfying the relation 
𝑅[ ?̃?1(𝑧0̅) ]   ⊂   𝑅[  [ ?̃?1(𝑧0̅) ,   ?̃?2(𝑧1̅, 𝑧0̅) ]  ]   ⊂   ⋯   ⊂   ?̅? .                                            
Here 𝑅[∙] denotes the range of the linear operator within the brackets. Now, it can be shown, if 
there exists a 𝑘 ≥ 1 with 
𝑅[  [ ?̃?1(𝑧0̅) , ⋯ , ?̃?𝑘+1(𝑧?̅? , … , 𝑧0̅) ]  ]  = ?̅? ,    (1.4) 
then the curve 𝑧(𝜀) can be established by implicit function theorem and the first 𝑘 derivatives 
(𝑧?̅? , … , 𝑧1̅) of 𝑧(𝜀) in the known zero 𝑧0̅. In this sense, we say a solution curve 𝑧(𝜀) is 𝑘-regular, if 
it satisfies the regularity condition (1.4). 
Further, note that the derivatives 𝑧1̅, 𝑧2̅, … satisfy the following necessary conditions obtained by 
successively differentiating the implicit equation 𝐺[𝑧(𝜀)] = 0 
𝑇0
𝑇1
𝑇2
⋮
  
≔  
≔
≔
 
𝐺[𝑧0̅]
𝐺′[𝑧0̅] ∙ 𝑧1̅
𝐺′′[𝑧0̅] ∙ 𝑧1̅
2  +  𝐺′[𝑧0̅] ∙ 𝑧2̅
   
=
=
=
   0
   0
   0
 
whereas some sufficient conditions concerning the existence of solution curves of 𝐺[𝑧] = 0  can 
be comprised in the following way: 
Each solution of [𝑇0,⋯ , 𝑇2𝑘] = 0, satisfying the regularity condition (1.4),   (1.5) 
ensures the existence of a nontrivial curve of solutions 𝑧(𝜀) through 𝑧0̅.  (1.5) 
In case of 𝑘 = 1, each solution of 
[ 𝑇0,   𝑇1,   𝑇2 ] = [ 𝐺[𝑧0̅] ,    𝐺
′[𝑧0̅] ∙ 𝑧1̅ ,   𝐺
′′[𝑧0̅] ∙ 𝑧1̅
2  +  𝐺′[𝑧0̅] ∙ 𝑧2̅ ] = 0 ,   
satisfying (1.4), guarantees a nontrivial solution curve 𝑧(𝜀). Thus, for 𝑘 = 1, result (1.5) agrees 
with the classical bifurcation theorem of simple bifurcation points [2].  
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In case of 𝑘 = 2, (1.5) corresponds to a bifurcation result in [3] dealing with bifurcation points of 
tangentially touching branches with different curvatures. Analogously, for arbitrary values of 𝑘, 
it is possible to prove the existence of curves agreeing in the first 𝑘 − 1 derivatives in the bifur-
cation point, but disagreeing in the 𝑘-th derivative. Moreover, the existence of solution curves 
with vanishing derivatives, e.g. cusp curves, can be shown. 
In sections 2 and 3, the equations 𝑇𝑖 = 0, 𝑖 ≥ 1, as well as the iteratively defined linear mappings 
?̃?𝑖(𝑧?̅?−1, … , 𝑧0̅) from (1.3) are constructed for finally proving (1.5) in section 4. 
 
2. Results 
At first, the higher order chain rule [1] applied to 𝐺[𝑧(𝜀)] = 0 reads for 𝑘 ≥ 1 
𝑇𝑘(𝑧𝑘, … , 𝑧0) = ∑ 𝐺0
𝛽
𝑘
𝛽=1
∑   
𝑘!
𝑛1!⋯𝑛𝑘!
   ∏  ( 
1
𝜏!
 𝑧𝜏)
𝑛𝜏
𝑘
𝜏=1𝑛1+⋯+𝑛𝑘=𝛽 
1∙𝑛1+⋯+𝑘∙𝑛𝑘=𝑘
∈  𝐿[𝐵, ?̅?]                (2.1) 
with 𝐺0
𝛽
 denoting the 𝛽-th derivative of 𝐺 in 𝑧0 and 𝑇
𝑘 depending explicitly from (𝑧𝑘 , … , 𝑧0). 
However, in some situations 𝑇𝑘 will be also interpreted as a function depending on further 
dummy variables 𝑧𝑘+1, 𝑧𝑘+2, … . Now, concerning the relevant system of equations from (1.5) 
[ 𝑇0(𝑧0),⋯ , 𝑇
𝑘(𝑧𝑘, … , 𝑧0),  𝑇
𝑘+1(𝑧𝑘+1, … , 𝑧0),⋯ , 𝑇
2𝑘(𝑧2𝑘, … , 𝑧0) ] = 0 ∈  ?̅?
2𝑘+1, (2.2) 
a direct inspection of (2.1) implies the following linear structure with respect to the last 𝑘 com-
ponents  𝑇𝑘+1(𝑧𝑘+1, … , 𝑧0),… , 𝑇
2𝑘(𝑧2𝑘 , … , 𝑧0) 
( 
𝑇2𝑘(𝑧2𝑘 , … , 𝑧0)
⋮
𝑇𝑘+1(𝑧𝑘+1, … , 𝑧0)
 ) =  Δ𝑘(𝑧𝑘, … , 𝑧0) ∙ ( 
𝑧2𝑘
⋮
𝑧𝑘+1
 ) + I𝑘(𝑧𝑘, … , 𝑧0)  (2.3) 
with an upper triangular matrix Δ𝑘(𝑧𝑘, … , 𝑧0) ∈ 𝐿[𝐵
𝑘 , ?̅?𝑘] and I𝑘(𝑧𝑘 , … , 𝑧0) ∈ ?̅?
𝑘  which are ex-
plicitly defined in the next section. Hence, there exists a solution (𝑧2̅𝑘 , … , 𝑧?̅?+1,  𝑧?̅? , … , 𝑧0̅) ∈ 𝐵
2𝑘+1 
of the original system (2.2) if and only if the conditions 
[ 𝑇0(𝑧0),… , 𝑇
𝑘(𝑧𝑘, … , 𝑧0) ] = 0 ∈ ?̅?
𝑘+1    ∧     I𝑘(𝑧𝑘, … , 𝑧0) ∈ 𝑅[ Δ
𝑘(𝑧𝑘, … , 𝑧0) ] (2.4) 
can be satisfied for an element (𝑧?̅? , … , 𝑧0̅) ∈ 𝐵
𝑘+1, suggesting a subordinate meaning of the re-
maining variables (𝑧2𝑘 , … , 𝑧𝑘+1) ∈ 𝐵
𝑘 in (2.2), (2.3). 
Now, if a solution (𝑧?̅? , … , 𝑧0̅) ∈ 𝐵
𝑘+1 of (2.4) or equivalently a solution (𝑧2̅𝑘 , … , 𝑧?̅?+1, 𝑧?̅? , … , 𝑧0̅) ∈
𝐵2𝑘+1 of (2.2) is known, then all solutions of equations (2.2) are obviously given by 
[ 𝑇0, … , 𝑇2𝑘] [  ( 
𝑧2̅𝑘
⋮
𝑧?̅?+1
 ) + ( 
𝑏2𝑘
⋮
𝑏𝑘+1
 ) ,  𝑧?̅? , … , 𝑧0̅  ] = 0 ,    ( 
𝑏2𝑘
⋮
𝑏𝑘+1
 ) ∈ 𝑁[ Δ𝑘(𝑧?̅?, … , 𝑧0̅) ] .       (2.5) 
Using this affine subspace of solutions within 𝐵2𝑘+1 and the ansatz 
𝐺 [ 𝑧0 + 𝜀 ∙ 𝑧1 +⋯+
1
(2𝑘+1)!
 𝜀2𝑘+1 ∙ 𝑧2𝑘+1 ] = 0 ,   (2.6) 
  4 
the existence of a solution curve 𝑧(𝜀) with 𝑧(𝑖)(0) = 𝑧?̅? , 𝑖 = 0,… , 𝑘, is established in the following 
way. After a simple calculation, we see that the first 2𝑘 + 1 coefficients of a Taylor expansion 
with respect to  𝜀 of (2.6) agree with 𝑇0 0!,⁄ … , 𝑇2𝑘 (2𝑘)!⁄  , implying the remainder equation  
𝑇2𝑘+1[ 𝑧2𝑘+1, ( 
𝑧2̅𝑘
⋮
𝑧?̅?+1
 ) + ( 
𝑏2𝑘
⋮
𝑏𝑘+1
 ) ,  𝑧?̅? , … , 𝑧0̅ ]  +  𝜀 ∙ 𝑟(𝜀,  𝑧2𝑘+1,  𝑏2𝑘, … , 𝑏𝑘+1) = 0       (2.7) 
after inserting the solutions (2.5) into the Taylor expansion. Further, an inspection of the basic 
formula (2.1) shows the linearity property  
𝑇2𝑘+1(𝑧2𝑘+1, … , 𝑧0) = 𝑊
2𝑘+1(𝑧𝑘, … , 𝑧0) ∙ ( 
𝑧2𝑘+1
⋮
𝑧𝑘+1
 ) + 𝑅2𝑘+1(𝑧𝑘, … , 𝑧0)  ∈  ?̅? (2.8) 
concerning the leading term in (2.7) with 𝑊2𝑘+1(𝑧𝑘, … , 𝑧0) ∈ 𝐿[𝐵
𝑘+1, ?̅?] and 𝑅2𝑘+1(𝑧𝑘, … , 𝑧0) ∈
?̅? which are again defined explicitly in the next section. Therefore, with  𝑏2𝑘+1 ≔  𝑧2𝑘+1 ∈ 𝐵 and 
( 𝑏2𝑘, … , 𝑏𝑘+1) ∈ 𝑁[Δ
𝑘(𝑧𝑘, … , 𝑧0)], the remainder equation (2.7) reads for 𝜀 = 0  
       𝑇2𝑘+1[ 𝑧2𝑘+1 ,   ( 
𝑧2̅𝑘
⋮
𝑧?̅?+1
 ) + ( 
𝑏2𝑘
⋮
𝑏𝑘+1
 )  ,  𝑧?̅? , … , 𝑧0̅ ]    ((***) 
= 𝑊2𝑘+1(𝑧?̅? , … , 𝑧0̅) ∙ [  
(
 
 
 
0
𝑧2̅𝑘
⋮
𝑧?̅?+1
 
)
 
 
+
(
 
 
 
𝑏2𝑘+1
𝑏2𝑘
⋮
𝑏𝑘+1
 
)
 
 
  ]  +  𝑅2𝑘+1( 𝑧?̅?, … , 𝑧0̅)  (***) 
= 𝑊2𝑘+1(𝑧?̅? , … , 𝑧0̅) ∙ ( 
𝑏2𝑘+1
⋮
𝑏𝑘+1
 ) + 𝑇2𝑘+1(0, 𝑧2̅𝑘 , … , 𝑧0̅) = 0 .   (***) 
Thus, if the linear mapping 
𝑊2𝑘+1(𝑧?̅?, … , 𝑧0̅)  ∈  𝐿[ 𝐵 × 𝑁[ Δ
𝑘(𝑧?̅?, … , 𝑧0̅) ], ?̅? ]      
is surjective and if additionally a closed subspace 𝑁𝑐  exists with 
𝐵 × 𝑁[ Δ𝑘(𝑧?̅?, … , 𝑧0̅) ] =  𝑁
𝑐  ⊕   𝑁 [ 𝑊2𝑘+1(𝑧?̅?, … , 𝑧0̅)|𝐵×𝑁[ Δ𝑘(?̅?𝑘,…,?̅?0) ] ] ,  (2.9) 
then 𝑊2𝑘+1(𝑧?̅?, … , 𝑧0̅) ∈ 𝐺𝐿[𝑁
𝑐 , ?̅?], implying a unique solution of (2.7) in 𝑁𝑐  for 𝜀 = 0 that can 
uniquely be continued to 𝜀 ≠ 0 by use of the implicit function theorem. In some more detail, 
there exists a locally defined function (𝑏2𝑘+1, … , 𝑏𝑘+1) (𝜀) ∈ 𝑁
𝑐 , |𝜀| ≪ 1, of class 𝐶∞ with 
𝐺[  ∑  
1
𝜇!
 𝜀𝜇 ∙ 𝑧?̅?
𝑘
𝜇=0
  + ∑
1
𝜇!
 𝜀𝜇 ∙ (𝑧?̅? + 𝑏𝜇(𝜀))
2𝑘+1
𝜇=𝑘+1
⏟                            
=: 𝑧(𝜀)
  ]  = 0                                             
and summarizing the following existence theorem is shown. 
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Theorem 2.1 : Every element (𝑧?̅? , … , 𝑧0̅) ∈ 𝐵
𝑘+1, 𝑘 ≥ 1, satisfying 
(i) 𝐺′[𝑧0̅] Fredholm operator 
(ii) [ 𝑇0(𝑧0̅) ,⋯ , 𝑇
𝑘(𝑧?̅? , … , 𝑧0̅) ] = 0 ∈ ?̅?
𝑘+1    ∧     I𝑘(𝑧?̅?, … , 𝑧0̅) ∈ 𝑅[ Δ
𝑘(𝑧?̅?, … , 𝑧0̅) ]             
(iii) 𝑊2𝑘+1(𝑧?̅?, … , 𝑧0̅)  ∈  𝐿[ 𝐵 × 𝑁[ 𝛥
𝑘(𝑧?̅?, … , 𝑧0̅) ], ?̅? ]  𝑠𝑢𝑟𝑗𝑒𝑐𝑡𝑖𝑣𝑒                (2.10) 
ensures a solution curve 𝑧(𝜀) of class 𝐶∞ with 
𝑧(𝑖)(0) = 𝑧?̅? , 𝑖 = 0,… , 𝑘 .        
Remark : The existence of a closed subspace 𝑁𝑐  with (2.9) is a consequence of the Fredholm 
property of 𝐺′[𝑧0̅] as will be shown in section 4. 
The above formulation of the sufficient conditions establishing a nontrivial solution curve 𝑧(𝜀) 
does not show the iterative aspect of finding solution curves suggested in the introduction. 
Therefore, the following equivalent theorem is proved. 
Theorem 2.2 : Every solution (𝑧2̅𝑘, … , 𝑧0̅) ∈ 𝐵
2𝑘+1, 𝑘 ≥ 1, of 
[ 𝑇0(𝑧0̅) , … , 𝑇
2𝑘(𝑧2̅𝑘, … , 𝑧0̅) ] = 0 ∈ ?̅?
2𝑘+1      
with 𝐺′[𝑧0̅] Fredholm operator gives rise to an iteratively defined sequence of 𝑘 + 1 linear map-
pings  
?̃?1(𝑧0̅)
?̃?2(𝑧1̅, 𝑧0̅)
⋮
?̃?𝑘+1(𝑧?̅?, … , 𝑧0̅)
  
∈
∈
∈
 
𝐿[ 𝑁0, ?̅? ] ,
𝐿[ 𝑁1, ?̅? ] ,
⋮ 
𝐿[ 𝑁𝑘 , ?̅? ] ,
     
𝑁0 ≔ 𝐵
𝑁1 ≔ 𝑁[ 𝐺
′[𝑧0̅] ]
⋮
𝑁𝑘 ≔         ⋯
    
⊂
⊂
    
𝑁0
⋮
𝑁𝑘−1
   
⊂
   
⋯
   
⊂
   
𝑁0
                   
such that in case of  
[ ?̃?1(𝑧0̅) ,⋯ , ?̃?𝑘+1(𝑧?̅?, … , 𝑧0̅) ] ∈ 𝐿[ 𝑁0 ×⋯×𝑁𝑘 , ?̅? ]  𝑠𝑢𝑟𝑗𝑒𝑐𝑡𝑖𝑣𝑒,  (2.11) 
a solution curve 𝑧(𝜀) of class 𝐶∞ exists with 
𝑧(𝑖)(0) = 𝑧?̅? , 𝑖 = 0,… , 𝑘 .       
The successive construction of the linear mappings is given in the next section. In [4], the struc-
ture of the proof of Theorem 2.2 is given and the iteration of section 3 is defined in a complete 
way.  
3. Iteration 
In this section, the definitions of Δ𝑘(𝑧𝑘 , … , 𝑧0) ∈ 𝐿[𝐵
𝑘 , ?̅?𝑘], I𝑘(𝑧𝑘, … , 𝑧0) ∈ ?̅?
𝑘  from (2.3) and 
𝑊2𝑘+1(𝑧𝑘, … , 𝑧0) ∈ 𝐿[𝐵
𝑘+1, ?̅?], 𝑅2𝑘+1(𝑧𝑘, … , 𝑧0) ∈ ?̅? from (2.8), as well as the iteratively defined 
linear mappings from Theorem 2.2 are stated. The basis for the definitions is given by (2.1), 
partly implying involved but constructive formulas.  
First, the components of the upper triangular matrix Δ𝑘(𝑧𝑘, … , 𝑧0) and the associated inhomoge-
neity I𝑘(𝑧𝑘 , … , 𝑧0) from (2.3) read 
∆𝑖,𝑖
𝑘 (𝑧𝑘 , … , 𝑧0) ≔ 𝐺0
1  ∈  𝐿[𝐵, ?̅?] ,   𝑖 = 1,… , 𝑘           (3.1) 
∆𝑖,𝑗
𝑘 (𝑧𝑘 , … , 𝑧0) ≔ 0 ∈  𝐿[𝐵, ?̅?] ,   𝑖 = 2,… , 𝑘,     𝑗 = 1,… , 𝑖 − 1      
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∆𝑘−𝑖+1,𝑘−𝑗+1
𝑘 (𝑧𝑘, … , 𝑧0) ∶=
1
(𝑘 + 𝑗)!
 ∑ 𝐺0
𝛽
𝑘+𝑖
𝛽=1
∑
𝑘!
𝑛1!⋯𝑛𝑘!
   ∏   ( 
1
𝜏!
 𝑧𝜏)
𝑛𝜏
𝑘
𝜏=1𝑛1+⋯+𝑛𝑘+1=𝛽 
1∙𝑛1+⋯+𝑘∙𝑛𝑘+(𝑘+𝑗)∙1=𝑘+𝑖
 
∈  𝐿[𝐵, ?̅?] ,     𝑖 = 2,… , 𝑘,     𝑗 = 1,… , 𝑖 − 1,        
as well as 
𝐼𝑘−𝑖+1
𝑘 (𝑧𝑘, … , 𝑧0) ∶= ∑ 𝐺0
𝛽
𝑘+𝑖
𝛽=1
∑
𝑘!
𝑛1!⋯𝑛𝑘!
  ∏  ( 
1
𝜏!
 𝑧𝜏)
𝑛𝜏
𝑘
𝜏=1𝑛1+⋯+𝑛𝑘=𝛽 
1∙𝑛1+⋯+𝑘∙𝑛𝑘=𝑘+𝑖
 ∈  ?̅? ,   𝑖 = 1,… , 𝑘 .       
Further, the 𝑘 + 1 components of the linear sum operator from (2.10) 
𝑊2𝑘+1(𝑧𝑘, … , 𝑧0) = [ 𝑊2𝑘+1
2𝑘+1, … ,𝑊𝑘+1
2𝑘+1 ](𝑧𝑘, … , 𝑧0)  ∈  𝐿[𝐵
𝑘+1, ?̅?]  (3.2) 
assume the form 
𝑊𝜇
2𝑘+1(𝑧𝑘, … , 𝑧0) ∶=
1
𝜇!
 ∑ 𝐺0
𝛽
2𝑘+1
𝛽=1
∑
(2𝑘 + 1)!
𝑛1!⋯𝑛𝑘!
  ∏   ( 
1
𝜏!
 𝑧𝜏)
𝑛𝜏
∈  𝐿[𝐵, ?̅?]
𝑘
𝜏=1𝑛1+⋯+𝑛𝑘+1=𝛽 
1∙𝑛1+⋯+𝑘∙𝑛𝑘+𝜇=2𝑘+1
      (3.3) 
for 𝜇 = 2𝑘 + 1,… , 𝑘 + 1, whereas the corresponding inhomogeneity from (2.8) reads 
𝑅2𝑘+1(𝑧𝑘, … , 𝑧0) ≔ ∑ 𝐺0
𝛽
2𝑘+1
𝛽=1
∑
(2𝑘 + 1)!
𝑛1!⋯𝑛𝑘!
  ∏   ( 
1
𝜏!
 𝑧𝜏)
𝑛𝜏
∈  ?̅?
𝑘
𝜏=1
.
𝑛1+⋯+𝑛𝑘=𝛽 
1∙𝑛1+⋯+𝑘∙𝑛𝑘=2𝑘+1
                      
In addition, the even components of system (2.2) are given by 
(3.4) 
𝑇2𝑘(𝑧𝑘, … , 𝑧0) = [ 𝑊2𝑘
2𝑘, … ,𝑊𝑘
2𝑘 ](𝑧𝑘−1, … , 𝑧0) ∙ ( 
𝑧2𝑘
⋮
𝑧𝑘
 ) + 𝑅2𝑘(𝑧𝑘−1, … , 𝑧0) +
(2𝑘)!
2(𝑘!)2
 𝐺0
2 ∙ 𝑧𝑘
2  ∈  ?̅? 
with 
(3.5) 
𝑊𝜇
2𝑘(𝑧𝑘−1, … , 𝑧0) ∶=
1
𝜇!
  ∑ 𝐺0
𝛽
2𝑘
𝛽=1
∑
(2𝑘)!
𝑛1!⋯𝑛𝑘−1!
  ∏   ( 
1
𝜏!
 𝑧𝜏)
𝑛𝜏
∈  𝐿[𝐵, ?̅?]
𝑘−1
𝜏=1𝑛1+⋯+𝑛𝑘+1=𝛽 
1∙𝑛1+⋯+(𝑘−1)∙𝑛𝑘−1+𝜇=2𝑘
 
for 𝜇 = 2𝑘,… , 𝑘, as well as 
𝑅2𝑘(𝑧𝑘−1, … , 𝑧0) ≔ ∑𝐺0
𝛽
2𝑘
𝛽=1
∑
(2𝑘)!
𝑛1!⋯𝑛𝑘−1!
  ∏   ( 
1
𝜏!
 𝑧𝜏)
𝑛𝜏
∈  ?̅?
𝑘−1
𝜏=1
.
𝑛1+⋯+𝑛𝑘−1=𝛽 
1∙𝑛1+⋯+(𝑘−1)∙𝑛𝑘−1=2𝑘
                   
In particular, we obtain from (3.3) and (3.5)  for 𝑘 ≥ 1  
𝑊2𝑘+1
2𝑘+1(𝑧𝑘, … , 𝑧0) =  𝑊2𝑘
2𝑘(𝑧𝑘−1, … , 𝑧0) =  𝐺0
1  ∈  𝐿[𝐵, ?̅?] .   (3.6) 
Next, we start with the definition of the linear mappings from Theorem 2.2 according to 
𝑆1̅(𝑧0̅) ∶= ?̃?1(𝑧0̅) ≔ 𝑆1(𝑧0̅) ∶= 𝐺0
1 ∈ 𝐿[ 𝑁0,  𝑅0
𝑐  ]    𝑤𝑖𝑡ℎ    𝑁0 ≔ 𝐵,    𝑅0
𝑐 ≔ ?̅? .  (3.7) 
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Due to the Fredholm property of 𝐺0
1, two subspaces  𝑁1
𝑐 ⊂  𝑁0 = 𝐵 and  𝑅1
𝑐 ⊂  𝑅0
𝑐 = ?̅? can be 
chosen with direct sum decompositions 
𝐵 = 𝑁0 =
?̅? = 𝑅0
𝑐 = 
𝑁1
𝑐
𝑅[ 𝑆1(𝑧0̅) ] 
 
 ⊕
 ⊕ 
 
 𝑁[ 𝑆1(𝑧0̅) ]
 𝑅1
𝑐  
  
=∶
=∶ 
 
𝑁1
𝑐
𝑅1 
 
 ⊕
 ⊕ 
  
𝑁1
𝑅1
𝑐  
   (3.8) 
and all subspaces closed with respect to the induced norms from 𝐵 and ?̅? with continuous pro-
jection operators 
𝑃𝑅1 ∈ 𝐿[ ?̅?, 𝑅1 ]        and        𝑃𝑅1𝑐 = 𝐼?̅?  − 𝑃𝑅1 ∈ 𝐿[ ?̅?, 𝑅1
𝑐  ]  (3.9) 
and 𝐼?̅? denoting identity in ?̅?. Then, the operator 𝑆1(𝑧0̅) satisfies by construction the regularity 
condition 
𝑆1(𝑧0̅) ∈ 𝐺𝐿[ 𝑁1
𝑐 , 𝑅1 ] .      (3.10) 
In the next step, define the operators 
𝑆2̅(𝑧1̅, 𝑧0̅)
?̃?2(𝑧1̅, 𝑧0̅)
𝑆2(𝑧1̅, 𝑧0̅)
   
≔
≔
≔
  
2𝐺′′[𝑧0̅] ∙ 𝑧1̅
𝑆2̅(𝑧1̅, 𝑧0̅)|𝑁1
𝑃𝑅1𝑐  ?̃?2(𝑧1̅, 𝑧0̅)
   
∈
∈
∈
  
𝐿[ 𝐵, ?̅? ]
𝐿[ 𝑁1, ?̅? ]
𝐿[ 𝑁1, 𝑅1
𝑐 ]
    (3.11) 
with corresponding decomposition derived from 𝑆2(𝑧1̅, 𝑧0̅) ∈ 𝐿[ 𝑁1, 𝑅1
𝑐  ] 
𝑁1 =
 𝑅1
𝑐 = 
𝑁2
𝑐
𝑅[ 𝑆2(𝑧1̅, 𝑧0̅) ] 
 
 ⊕
 ⊕ 
 
 𝑁[ 𝑆2(𝑧1̅, 𝑧0̅) ]
 𝑅2
𝑐 
 
 =∶
 =∶ 
 
𝑁2
𝑐
𝑅2 
 
 ⊕
 ⊕ 
 
𝑁2
𝑅2
𝑐  
  (3.12) 
satisfying the same properties as decomposition (3.8) with (3.9), (3.10) and index 1 replaced by 
index 2. Further, two triangular schemes of the form 
𝑑0,1
𝑑1,1
𝑑2,1 𝑑2,2
𝑑3,1 𝑑3,2
𝑑4,1 𝑑4,2 𝑑4,3
⋮ ⋮ ⋮
𝑙 = 1 𝑙 = 2 𝑙 = 3 ⋯
                         
𝑐0,1
𝑐1,1
𝑐2,1 𝑐2,2
𝑐3,1 𝑐3,2
𝑐4,1 𝑐4,2 𝑐4,3
⋮ ⋮ ⋮
𝑙 = 1 𝑙 = 2 𝑙 = 3 ⋯
 
are defined column by column according to  
𝑙 ≥ 1   ∶
𝑛 ≥ 𝑙   ∶
𝑛 ≥ 𝑙   ∶
      
 𝑑2𝑙−2,𝑙 ≔
2𝑙−1
𝑙
 
𝑑2𝑛−1,𝑙 ≔
2𝑛
2𝑛+1−𝑙
𝑑2𝑛,𝑙 ≔
2𝑛+1
2𝑛+2−𝑙
                         
 𝑐2𝑙−2,𝑙 ≔ 1 
𝑐2𝑛−1,𝑙 ≔ 𝑐2𝑛−2,𝑙 ∙ 𝑑2𝑛−2,𝑙
𝑐2𝑛,𝑙 ≔ 𝑐2𝑛−1,𝑙 ∙ 𝑑2𝑛−1,𝑙
  (3.13) 
with the rows of the schemes partly comprised to diagonal matrices 
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𝐷2𝑛−1
𝐷2𝑛
𝐶2𝑛−1
𝐶2𝑛
  
≔
≔
≔
≔
 
𝐷𝑖𝑎𝑔[ 𝑑2𝑛−1,1 , ⋯ , 𝑑2𝑛−1,𝑛 ]
𝐷𝑖𝑎𝑔[ 𝑑2𝑛,1 , ⋯ , 𝑑2𝑛,𝑛 ]
𝐷𝑖𝑎𝑔[ 𝑐2𝑛−1,1 , ⋯ , 𝑐2𝑛−1,𝑛 ]
𝐷𝑖𝑎𝑔[ 𝑐2𝑛,1 , ⋯ , 𝑐2𝑛,𝑛 ]
   
∈
∈
∈
∈
  
ℝ𝑛,𝑛
ℝ𝑛,𝑛
ℝ𝑛,𝑛
ℝ𝑛,𝑛 .
     (3.14) 
Then, using the abbreviations 
𝑀3 ≔ 𝐼𝐵 ∈ 𝐿[ 𝐵, 𝐵 ]        (3.15) 
𝐸2 ≔ ( 
𝐸1,1 𝐸1,2
𝐸2,1 𝐸2,2
 ) ≔ ( 
𝐼𝐵 −𝑆1
−1(𝑧0̅) 𝑃𝑅1  𝑆2̅(𝑧1̅, 𝑧0̅)
0 𝐼𝐵
 )  ∈  𝐿[ 𝐵2, 𝐵2 ] (3.15) 
(  
𝑎3 ?̅?3
𝐴3 ?̅?3
 ) ≔ (𝐶3)−1 ∙ 𝐸2 ∙ 𝐶3  ∈  𝐿[ 𝐵2, 𝐵2 ] ,    (3.15) 
the iteration starting with 𝑘 = 2 is well defined according to the following notation 
𝑆?̅?+1(𝑧?̅?, … , 𝑧0̅) ≔ [ 𝑊2𝑘−1
2𝑘 , … ,𝑊𝑘
2𝑘  ](𝑧?̅?−1, … , 𝑧0̅) ∙ ( 
?̅?2𝑘−1
𝑀2𝑘−1 ∙  ?̅?2𝑘−1
 )  + 
(2𝑘)!
(𝑘!)2
 𝐺0
2𝑧?̅?  ∈  𝐿[ 𝐵, ?̅? ] 
?̃?𝑘+1(𝑧?̅?, … , 𝑧0̅) ≔ 𝑆?̅?+1(𝑧?̅?, … , 𝑧0̅)|𝑁𝑘  ∈  𝐿[ 𝑁𝑘 , ?̅? ]    (3.16) 
𝑆𝑘+1(𝑧?̅?, … , 𝑧0̅) ≔ 𝑃𝑅𝑘
𝑐  ?̃?𝑘+1(𝑧?̅?, … , 𝑧0̅)  ∈  𝐿[ 𝑁𝑘 , 𝑅𝑘
𝑐  ]    (3.16) 
with corresponding decomposition 
𝑁𝑘 =
 𝑅𝑘
𝑐 = 
𝑁𝑘+1
𝑐
𝑅[ 𝑆𝑘+1(𝑧?̅?, … , 𝑧0̅) ] 
 
 ⊕
 ⊕ 
  
𝑁[ 𝑆𝑘+1(𝑧?̅?, … , 𝑧0̅) ]
𝑅𝑘+1
𝑐  
  
=∶
=∶ 
 
𝑁𝑘+1
𝑐
𝑅𝑘+1 
 
 ⊕
 ⊕ 
 
 𝑁𝑘+1
 𝑅𝑘+1
𝑐  
   
satisfying again the same properties as decompositions (3.8), (3.12) with index 1,2 replaced by 
index 𝑘 + 1. Hence, setting 𝑆0 ≔ 0, the linear mappings 𝑆𝑖, 𝑖 = 1,… , 𝑘 + 1, are iteratively defined 
in such a way that the mapping 𝑆𝑖 acts between the kernel of the previous mapping 𝑁[𝑆𝑖−1] =
𝑁𝑖−1 and a complement  𝑅𝑖−1
𝑐  of the range 𝑅[𝑆𝑖−1] = 𝑅𝑖−1 of this mapping.  
Hence, by construction, we end up with the following decompositions of 𝐵 and ?̅? at iteration 
step 𝑘 ≥ 1.      
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𝐵 = 𝑁1
𝑐  ⨁  𝑁2
𝑐  ⨁ ⋯ ⨁  𝑁𝑘+1
𝑐  ⨁  𝑁𝑘+1
⏞        
=𝑁𝑘
⋮
⏞                
=𝑁1⏞                      
=𝑁0
 
          ↑           ↑                     ↑
        𝑆1        𝑆2               𝑆𝑘+1
          ↓           ↓                     ↓
?̅? = 𝑅1 ⨁  𝑅2 ⨁ ⋯ ⨁  𝑅𝑘+1 ⨁  𝑅𝑘+1
𝑐
⏟      
=𝑅𝑘
𝑐
⋮
⏟                
=𝑅1
𝑐⏟                    
=𝑅0
𝑐
 
Figure 1 : Direct sum decompositions of 𝐵 and ?̅? at iteration step 𝑘 ≥ 1. 
Note also that the relations 
𝑆𝑖 ≔ 𝑃𝑅𝑖−1
𝑐  𝑆?̅? |𝑁𝑖−1
 ∈  𝐿[ 𝑁𝑖−1, 𝑅𝑖−1
𝑐  ]        and        𝑆𝑖 ∈ 𝐺𝐿[ 𝑁𝑖
𝑐 , 𝑅𝑖 ] ,   𝑖 = 1,… , 𝑘 + 1 
are valid, where the bijectivity of 𝑆𝑖, 𝑖 = 1,… , 𝑘 + 1, between the subspaces 𝑁𝑖
𝑐  and 𝑅𝑖 is depicted 
by arrows in figure 1. 
Now, for closing iteration (3.16), the formulas concerning ?̅?2𝑘+1,  ?̅?2𝑘+1 and 𝑀2𝑘+1 have to be 
established according to 
𝐸𝑘+1,𝑘+1 ≔ 𝐼𝐵 ∈ 𝐿[ 𝐵, 𝐵 ]       (3.17) 
𝐸𝑖,𝑘+1 ≔ −𝑆𝑖
−1 𝑃𝑅𝑖 ∑ 𝑆?̅?
𝑘+1
𝜈=𝑖+1
𝐸𝜈,𝑘+1 ∈ 𝐿[ 𝐵, 𝐵 ] ,   𝑖 = 𝑘,… ,1                                                   
𝐸𝑘+1 ≔ ( 
𝐸1,1 ⋯ 𝐸1,𝑘+1
⋱ ⋮
𝐸𝑘+1,𝑘+1
 )  ∈ 𝐿[ 𝐵𝑘+1, 𝐵𝑘+1 ]    (3.17) 
(  
𝑎2𝑘 ?̅?2𝑘
𝐴2𝑘 ?̅?2𝑘
 ) ≔ (𝐶2𝑘)
−1
∙ 𝐸𝑘 ∙ 𝐶2𝑘  ∈  𝐿[ 𝐵𝑘 , 𝐵𝑘  ]    (3.17) 
(  
𝑎2𝑘+1 ?̅?2𝑘+1
𝐴2𝑘+1 ?̅?2𝑘+1
 ) ≔ (𝐶2𝑘+1)
−1
∙ 𝐸𝑘+1 ∙ 𝐶2𝑘+1  ∈  𝐿[ 𝐵𝑘+1, 𝐵𝑘+1 ]  (3.17) 
with 
𝑎2𝑘
𝑎2𝑘+1
 
∈  
∈
𝐿[ 𝐵𝑘−1, 𝐵 ] ,
𝐿[ 𝐵𝑘 , 𝐵 ] ,
      
?̅?2𝑘
?̅?2𝑘+1
 
∈  
∈
𝐿[ 𝐵, 𝐵 ] ,
𝐿[ 𝐵, 𝐵 ] ,
      
𝐴2𝑘
𝐴2𝑘+1
 
∈
∈
  
𝐿[ 𝐵𝑘−1, 𝐵𝑘−1 ] ,
𝐿[ 𝐵𝑘 , 𝐵𝑘  ] ,
      
?̅?2𝑘
?̅?2𝑘+1
 
∈  
∈
𝐿[ 𝐵, 𝐵𝑘−1 ]
𝐿[ 𝐵, 𝐵𝑘  ]
 
and 
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𝑀2𝑘+1 ≔
(
 
 
  
(𝑎2𝑘       ?̅?2𝑘)
𝑎2𝑘−1 ∙ (𝐴2𝑘      ?̅?2𝑘)
𝑀2𝑘−1 ∙  𝐴2𝑘−1 ∙ (𝐴2𝑘      ?̅?2𝑘)
  
)
 
 
𝑘+1̅̅ ̅̅ ̅̅
∈   𝐿[ 𝐵𝑘 , 𝐵𝑘  ] ,  (3.18) 
where the index 𝑘 + 1̅̅ ̅̅ ̅̅ ̅ denotes cancelling the last row of the (𝑘 + 1) × 𝑘 matrix in brackets. Then, 
the iteration (3.16)-(3.18) can be continued with (3.16) and 𝑘 replaced by 𝑘 + 1. 
Finally, a simple calculation shows the upper triangular property 
𝑀𝑖,𝑗
2𝑘+1 = 0 ,     𝑖 = 2,… , 𝑘 ,     𝑗 = 1,… , 𝑖 − 1        and        𝑀𝑖,𝑖
2𝑘+1 = 𝐼𝐵 ,    𝑖 = 1,… , 𝑘           (3.19) 
implying 
𝑀2𝑘+1 ∈ 𝐺𝐿[ 𝐵𝑘 , 𝐵𝑘  ] .      (3.20) 
Remark : The iteratively defined mappings 𝐸𝑖,𝑘+1 in (3.17) can also be written in an explicit way 
according to 
𝐸𝑘+1,𝑘+1 = 𝐼𝐵 ,          𝐸𝑘,𝑘+1 = −𝑆𝑘
−1 𝑃𝑅𝑘  𝑆?̅?+1 
𝐸𝑖,𝑘+1 ≔ −𝑆𝑖
−1 𝑃𝑅𝑖 (𝐼𝐵 + ∑(−1)
𝜈
𝑘−𝑖
𝜈=1
∑     ∏  𝑆?̅?𝜏  𝑆𝑛𝜏
−1 𝑃𝑅𝑛𝜏
𝜈
𝜏=1𝑖+1 ≤ 𝑛1 < ⋯ < 𝑛𝜈 ≤ 𝑘
) 𝑆?̅?+1 ,   𝑖 = 𝑘 − 1,… ,1. 
 
4. Proofs 
In the following Lemma, the main ingredients for proving Theorem 2.1 and Theorem 2.2 from 
section 2 are comprised. 
Lemma 4.1 : Assume an element (𝑧2̅𝑘 , … , 𝑧0̅) ∈ 𝐵
2𝑘+1 with [ 𝑇2𝑘, … , 𝑇0 ](𝑧2̅𝑘, … , 𝑧0̅) = 0 and 
𝑘 ≥ 1. Then, we obtain 
(i)             [ 𝑇2𝑘, … , 𝑇𝑘+1 ](𝑧2𝑘, … , 𝑧𝑘+1, 𝑧?̅? , … , 𝑧0̅) = 0 
 ⇔   ( 
𝑧2𝑘
⋮
𝑧𝑘+1
 ) =  ( 
𝑧2̅𝑘
⋮
𝑧?̅?+1
 ) + 𝑀2𝑘+1 ∙ ( 
𝑛1
⋮
𝑛𝑘
 )  ,      ( 
𝑛1
⋮
𝑛𝑘
 ) ∈ 𝑁1 × ⋯ × 𝑁𝑘  
(ii) 𝑊2𝑘+1(𝑧?̅?, … , 𝑧0̅) ∙ (
 𝐼𝐵
𝑀2𝑘+1
) = [ 𝑆1̅(𝑧0̅) , ⋯ , 𝑆?̅?+1(𝑧?̅?, … , 𝑧0̅) ] ∙ 𝐶
2𝑘+1  
(iii) 𝑁[ [ 𝑆1̅(𝑧0̅) , ⋯ , 𝑆?̅?+1(𝑧?̅?, … , 𝑧0̅) ]|𝑁0× ⋯ ×𝑁𝑘  ] = 𝑅[ 𝐸
𝑘+1
|𝑁1× ⋯ ×𝑁𝑘+1  ] 
(iv) 𝑀2𝑘+1 ∙ ( 
𝑑2𝑘+1,2
⋱
𝑑2𝑘+1,𝑘+1
 ) = ( 
𝑑2𝑘+1,2
⋱
𝑑2𝑘+1,𝑘+1
 ) ∙ ( 
𝑎2𝑘+1
𝑀2𝑘+1 ∙  𝐴2𝑘+1
 )
𝑘+1̅̅ ̅̅ ̅̅
 
Note that the assumption [ 𝑇2𝑘, … , 𝑇0 ](𝑧2̅𝑘, … , 𝑧0̅) = 0 implies [ 𝑇
2𝑚, … , 𝑇0 ](𝑧2̅𝑚, … , 𝑧0̅) = 0 for 
𝑚 = 1,… , 𝑘. Hence, if one of the assertions (i)-(iv) is true with 𝑘, then it is also true with 𝑘 re-
placed by 𝑚 = 1,… , 𝑘. 
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Equivalence (i) states that if a solution (𝑧2𝑘 , … , 𝑧𝑘+1, 𝑧?̅? , … , 𝑧0̅) of [𝑇
2𝑘, … , 𝑇0] = 0 is known, then 
all solutions of [𝑇2𝑘, … , 𝑇0] = 0 can be calculated, provided the leading coefficients (𝑧?̅? , … , 𝑧0̅) 
remain fixed. These solutions are given by an affine subspace within 𝐵𝑘 , defined by higher coef-
ficients (𝑧2̅𝑘, … , 𝑧?̅?+1) of the assumed solution and parametrized by kernels 𝑁1, … , 𝑁𝑘  of the line-
ar operators 𝑆1(𝑧0̅),… , 𝑆𝑘(𝑧?̅?−1, … , 𝑧0̅). 
Secondly, (ii) ascertains the link between the global approach of Theorem 2.1 and the viewpoint 
taken in Theorem 2.2 of iteratively constructing linear 𝑆 mappings until surjectivity of the sum 
operator is reached. 
The statements (iii) and (iv) are of more technical nature, intensively employing the definitions 
from section 3.  
Proof of Theorems 2.1 and 2.2 : First, we finish the theorems in section 2 by a few simple cal-
culations using Lemma 4.1. First, (i) and (2.3) imply 
𝑁[ Δ𝑘(𝑧?̅?, … , 𝑧0̅) ] = 𝑅[ 𝑀
2𝑘+1
|𝑁1× ⋯ ×𝑁𝑘  ] ,    (4.1) 
proving by (ii) and (3.16) the equivalence of the surjectivity conditions (2.10) and (2.11) of The-
orem 2.1 and Theorem 2.2 respectively. Hence, the theorems are shown, if a closed subspace 𝑁𝑐  
with (2.9) exists, where a sufficient condition reads 
𝑑𝑖𝑚 {  𝑁 [ 𝑊2𝑘+1(𝑧?̅?, … , 𝑧0̅)|𝐵×𝑁[ Δ𝑘(?̅?𝑘,…,?̅?0) ] ]  }  <  ∞ .  (4.2) 
Now, from 𝐺0
1 Fredholm operator and 𝑁1 = 𝑁[𝐺0
1] ⊃ 𝑁2 ⊃ ⋯ ⊃ 𝑁𝑘 , we conclude 𝑑𝑖𝑚{𝑁1 × ⋯ ×
𝑁𝑘} < ∞ as well as 
𝑑𝑖𝑚{ 𝑁[ Δ𝑘(𝑧?̅? , … , 𝑧0̅) ] } = 𝑑𝑖𝑚{ 𝑅[ 𝑀
2𝑘+1
|𝑁1× ⋯ ×𝑁𝑘  ] }  <  ∞   
by (4.1), yielding with respect to the null space of  𝑊2𝑘+1 in (4.2) under consideration of (3.2) 
 𝑊2𝑘+1
2𝑘+1
⏟    
=𝐺0
1 
(3.6)
∙ 𝑏 + [ 𝑊2𝑘
2𝑘+1, … ,𝑊𝑘+1
2𝑘+1 ] ∙ 𝑀2𝑘+1
⏟                  
=: 𝐴
∙ ( 
𝑛1
⋮
𝑛𝑘
 )
⏟  
=: 𝑛
     
= 𝐺0
1 ∙ 𝑏 +  𝐴 ∙ 𝑛 = [ 𝐺0
1 ,    𝐴 ] ∙ ( 
𝑏
𝑛
 ) = 0                                                                      
and 𝑏 ∈ 𝐵, 𝑛 ∈ 𝑁 ≔ 𝑁1 × ⋯ × 𝑁𝑘  , 𝐴 ∈ 𝐿[𝑁, ?̅?]. Next, choose decompositions according to 
𝐵 =
?̅? = 
𝑁1
𝑐
𝑅[ 𝐺0
1 ] 
 
 ⊕
 ⊕ 
 
 𝑁[ 𝐺0
1 ]⏞    
𝑑𝑖𝑚<∞
 𝑅1
𝑐⏟
𝑑𝑖𝑚<∞
 
                        
𝑁 =
?̅? = 
𝑁𝐴
𝑐⏞
𝑑𝑖𝑚<∞
𝑅[ 𝐴 ]⏟  
𝑑𝑖𝑚<∞
 
 
 ⊕
 ⊕ 
 
 𝑁[ 𝐴 ]
 𝑅𝐴
𝑐  
 
and note 𝐺0
1 ∈ 𝐺𝐿[𝑁1
𝑐 , 𝑅[𝐺0
1]] and 𝐴 ∈ 𝐺𝐿[𝑁𝐴
𝑐 , 𝑅[𝐴]]. Then, with subspace 𝑈 ≔ 𝑅[𝐺0
1] ∩ 𝑅[𝐴] ⊂ ?̅?, 
we obtain 
[ 𝐺0
1 ,    𝐴 ] ∙ ( 
𝑏
𝑛
 ) = 0     ⇔      ( 
𝑏
𝑛
 ) = ( 
(𝐺0
1)−1
−𝐴−1
 ) ∙ 𝑢 + ( 
𝑛1
𝑛𝐴
 ) 
with 𝑢 ∈ 𝑈, 𝑛1 ∈ 𝑁[𝐺0
1], 𝑛𝐴 ∈ 𝑁[𝐴] and all subspaces of finite dimension, implying (4.2) as de-
sired.  
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The Fredholm property of 𝐺0
1, as well as the finite dimensionality of the subspaces is not neces-
sary for the procedure to work. It is enough to require the closure of the subspaces within the 
decompositions. This aspect is treated in some more detail in [4]. 
In figure 2 an overview concerning the proof of Lemma 4.1 is given. 
 
Figure 2 : The strategy for proving Lemma 4.1 
First, we obtain (iii) by direct calculation using the decomposition shown in figure 1 and some 
essential definitions of the iteration process within section 3. Next, (i) is obtained by an induc-
tion argument relying on the validity of (ii), (iii) and (iv). Thirdly, (ii) is proved, again by induc-
tion as well as using (iv) as principal argument. Finally, the most technical part (iv) is shown by 
induction. 
Proof of Lemma 4.1 (iii) : Dropping arguments, we obtain by the decomposition of figure 1 
               [ 𝑆1̅ , ⋯ , 𝑆?̅?+1 ] ∙ ( 
𝑛0
⋮
𝑛𝑘
 ) = 0 
⇔    𝑃𝑅𝑖[ 𝑆1̅ ,⋯ , 𝑆?̅?+1 ] ∙ ( 
𝑛0
⋮
𝑛𝑘
 ) = 0 , 𝑖 = 1,… , 𝑘 + 1  ∧    𝑃𝑅𝑘+1
𝑐 [ 𝑆1̅ ,⋯ , 𝑆?̅?+1 ] ∙ ( 
𝑛0
⋮
𝑛𝑘
 ) = 0  
⇔   
(
 
 
 
  
𝑆1 𝑃𝑅1𝑆2̅ ⋯ 𝑃𝑅1𝑆?̅?+1
⋱ ⋱ ⋮
𝑆𝑘 𝑃𝑅𝑘𝑆?̅?+1
𝑆𝑘+1
 
)
 
 
∙
(
 
 
 
𝑛0
⋮
𝑛𝑘−1
𝑛𝑘
 
)
 
 
= 0  
                         ∧       𝑆1̅𝑛0 + ⋯+ 𝑆?̅?+1𝑛𝑘  ∈  𝑅1⨁⋯⨁ 𝑅𝑘+1  , 
where the definitions of linear 𝑆 mappings in (3.16) imply 𝑆1̅𝑛0 ∈ 𝑅1, … , 𝑆?̅?+1𝑛𝑘 ∈ 𝑅1⨁⋯⨁ 𝑅𝑘+1 
and we can restrict to the first condition. Then, by the definitions of the operators 𝐸𝑖,𝑗 in (3.17), 
the following equivalences result from bottom up solution of the triangular system  
⇔   
{
 
 
 
 
  
𝑛𝑘
𝑛𝑘−1
⋮
  
=
=    
?̅?𝑘+1
?̅?𝑘 − 𝑆𝑘
−1𝑃𝑅𝑘𝑆?̅?+1 ∙ ?̅?𝑘+1
⋮
  
=
=
  𝐸𝑘+1,𝑘+1 ∙ ?̅?𝑘+1 ,
[ 𝐸𝑘,𝑘      𝐸𝑘,𝑘+1 ] ∙ ( 
?̅?𝑘
?̅?𝑘+1
 )
⋮
 ,     
?̅?𝑘+1 ∈ 𝑁𝑘+1
?̅?𝑘 ∈ 𝑁𝑘
⋮
        
(𝑖) 
𝐼𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 
(𝑖𝑖) 
𝐼𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 
(𝑖𝑖𝑖) (𝑖𝑣) 1 
2 3 
4 
𝐼𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝐷𝑒𝑐𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 
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⇔   ( 
𝑛0
⋮
𝑛𝑘
 ) = ( 
𝐸1,1 ⋯ 𝐸1,𝑘+1
⋱ ⋮
𝐸𝑘+1,𝑘+1
 ) ∙ ( 
?̅?1
⋮
?̅?𝑘+1
 ) ,     ( 
?̅?1
⋮
?̅?𝑘+1
 ) ∈ 𝑁1 × ⋯ × 𝑁𝑘+1 
with the last equivalence inferred from a simple induction argument, thus finishing the proof of 
Lemma 4.1 (iii).  
For later use, some easy to show preliminaries are added, based on (3.3), (3.5) and (3.13) 
𝑑𝑚,1 = 𝑐𝑚,1 = 1 ,    𝑚 ≥ 0     (4.3) 
𝑑2𝑚,2+𝑗
𝑑2𝑚−1,1+𝑗
= 𝑑2𝑚,2  ,       
𝑑2𝑚+1,2+𝑗
𝑑2𝑚,1+𝑗
= 𝑑2𝑚+1,2 ,      𝑚 ≥ 1 ,      𝑗 = 0,… ,𝑚 − 1            (4.4) 
𝑑2𝑚+1,3+𝑗
𝑑2𝑚−1,1+𝑗
= 𝑑2𝑚,2 ∙ 𝑑2𝑚+1,2 ,      𝑚 ≥ 2 ,      𝑗 = 0,… ,𝑚 − 2                                           (4.5) 
[ 𝑊2𝑚+1
2𝑚+1, … ,𝑊𝑚+2
2𝑚+1 ](𝑧𝑚, … , 𝑧0) =  [ 𝑊2𝑚
2𝑚, … ,𝑊𝑚+1
2𝑚  ](𝑧𝑚−1, … , 𝑧0) ∙ 𝐷
2𝑚 ,      𝑚 ≥ 2       (4.6) 
 𝑊𝑚+1
2𝑚+1(𝑧𝑚, … , 𝑧0) =  [ 𝑊𝑚
2𝑚(𝑧𝑚−1, … , 𝑧0) + 
(2𝑚)!
(𝑚!)2
 𝐺0
2 ∙ 𝑧𝑚 ] ∙ 𝑑2𝑚,𝑚+1 ,      𝑚 ≥ 2       (4.7) 
[ 𝑊2𝑚
2𝑚, … ,𝑊𝑚+1
2𝑚  ](𝑧𝑚−1, … , 𝑧0) =  [ 𝑊2𝑚−1
2𝑚−1, … ,𝑊𝑚
2𝑚−1 ](𝑧𝑚−1, … , 𝑧0) ∙ 𝐷
2𝑚−1,      𝑚 ≥ 2       (4.8) 
Proof of Lemma 4.1 (i) : Next, according to figure 2, (i) is derived from (ii), (iii) and (iv) by in-
duction from 𝑚 = 1 to 𝑚 = 𝑘. For 𝑚 = 1, the equivalence from (i) is obviously true by (3.15) 
and 
𝑇2(𝑧2, 𝑧1̅, 𝑧0̅) = 𝐺0
2 ∙ 𝑧1̅
2 +  𝐺0
1 ∙ 𝑧2 = 0    ⇔      𝑧2 = 𝑧2̅ + 𝐼𝐵 ∙ 𝑛1 = 𝑧2̅ +𝑀
3 ∙ 𝑛1 . 
Now, suppose the equivalence (i) with 𝑘 replaced by 𝑚− 1 ∈ {1,… , 𝑘 − 2}  
      [ 𝑇2𝑚−2, … , 𝑇𝑚 ](𝑧2𝑚−2, … , 𝑧𝑚, 𝑧?̅?−1, … , 𝑧0̅) = 0     (4.9) 
⇔   ( 
𝑧2𝑚−2
⋮
𝑧𝑚
 ) =  ( 
𝑧2̅𝑚−2
⋮
𝑧?̅?
 ) + 𝑀2𝑚−1 ∙ ( 
𝑛1
⋮
𝑛𝑚−1
 )  ,      ( 
𝑛1
⋮
𝑛𝑚−1
 ) ∈ 𝑁1 × ⋯ × 𝑁𝑚−1 .  
Then, this affine subspace of solutions is successively plugged into the equations 𝑇2𝑚−1 = 0 and 
𝑇2𝑚 = 0 for showing (i) with 𝑘 replaced by 𝑚. First, denoting 𝑧2𝑚−1 = 𝑛0 ∈ 𝑁0 = 𝐵, the next 
equation reads 
𝑇2𝑚−1 [ 𝑛0 ,   ( 
𝑧2̅𝑚−2
⋮
𝑧?̅?
 ) + 𝑀2𝑚−1 ∙ ( 
𝑛1
⋮
𝑛𝑚−1
 ) ,  𝑧?̅?−1, … , 𝑧0̅ ]         (4.14) 
=
(2.8)
𝑊2𝑚−1(𝑧?̅?−1, … , 𝑧0̅) ∙ [ 
(
 
 
 
0
𝑧2̅𝑚−2
⋮
𝑧?̅?
 
)
 
 
+ (
 𝐼𝐵
𝑀2𝑚−1
) ∙
(
 
 
 
𝑛0
𝑛1
⋮
𝑛𝑚−1
 
)
 
 
 ]  + 𝑅2𝑚−1( 𝑧?̅?−1, … , 𝑧0̅) 
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=
(2.8)
𝑊2𝑚−1(𝑧?̅?−1, … , 𝑧0̅) ∙ (
 𝐼𝐵
𝑀2𝑚−1
) ∙ ( 
𝑛0
⋮
𝑛𝑚−1
 )  + 𝑇2𝑚−1[ 0,  𝑧2̅𝑚−2, … , 𝑧0̅ ]       (4.10) 
=
(𝑖𝑖)
[ 𝑆1̅(𝑧0̅) ,⋯ , 𝑆?̅?(𝑧?̅?−1, … , 𝑧0̅) ] ∙ 𝐶
2𝑚−1 ∙ ( 
𝑛0
⋮
𝑛𝑚−1
 )  − 𝑆1̅(𝑧0̅) ∙ 𝑧2̅𝑚−1  =  0       (4.10) 
under consideration of  
𝑊2𝑚−1
2𝑚−1(𝑧𝑚−1, … , 𝑧0) = 𝐺0
1 = 𝑆1̅(𝑧0̅) 
according to (3.6), (3.7) and 
0 = 𝑇2𝑚−1[  𝑧2̅𝑚−1,  𝑧2̅𝑚−2, … , 𝑧0̅ ] = 𝑆1̅(𝑧0̅) ∙ 𝑧2̅𝑚−1  +  𝑇
2𝑚−1[ 0,  𝑧2̅𝑚−2, … , 𝑧0̅ ] . 
Thus, by (iii) and the definition of 𝐸𝑚 in (3.15), (3.17), the affine subspace of solutions of (4.10) 
is uniquely given by 
(
 
 
 
𝑛0
𝑛1
⋮
𝑛𝑚−1
 
)
 
 
 =  
(
 
 
 
𝑧2̅𝑚−1
0
⋮
0
 
)
 
 
 + (  
𝑎2𝑚−1 ?̅?2𝑚−1
𝐴2𝑚−1 ?̅?2𝑚−1
 ) ∙
(
 
 
 
?̅?1
?̅?2
⋮
?̅?𝑚
 
)
 
 
   (4.11) 
with (?̅?1, … , ?̅?𝑚) ∈ 𝑁1 × ⋯ × 𝑁𝑚 and (𝑧2̅𝑚−1, 0,… ,0)
𝑇 representing a basic solution of (4.10). 
Summing up (4.9) and (4.11), the solutions of the extended system  
[ 𝑇2𝑚−1, 𝑇2𝑚−2, … , 𝑇𝑚+1, 𝑇𝑚 ](𝑧2𝑚−1, 𝑧2𝑚−2, … , 𝑧𝑚, 𝑧?̅?−1, … , 𝑧0̅) = 0 (4.12) 
are exactly given by 
(
 
 
 
𝑧2𝑚−1
𝑧2𝑚−2
⋮
𝑧𝑚
 
)
 
 
= 
(
 
 
 
 
 
  
𝑧2̅𝑚−1      +                   (𝑎
2𝑚−1    ?̅?2𝑚−1) ∙ ( 
?̅?1
⋮
?̅?𝑚
 )
( 
 𝑧2̅𝑚−2
⋮
 𝑧?̅?
 ) + 𝑀2𝑚−1 ∙ (𝐴2𝑚−1    ?̅?2𝑚−1) ∙ ( 
?̅?1
⋮
?̅?𝑚
 )
  
)
 
 
 
 
                          
= ( 
𝑧2̅𝑚−1
⋮
 𝑧?̅?
 ) + (  
(𝑎2𝑚−1    ?̅?2𝑚−1)
𝑀2𝑚−1 ∙ (𝐴2𝑚−1    ?̅?2𝑚−1)
  ) ∙ ( 
?̅?1
⋮
?̅?𝑚
 )                             
with (?̅?1, … , ?̅?𝑚) ∈ 𝑁1 × ⋯ × 𝑁𝑚. Further, by (3.17) and (3.19), the last component reads 
𝑧𝑚 =  𝑧?̅? + ?̅?𝑚 ,  ?̅?𝑚 ∈ 𝑁𝑚 and choosing ?̅?𝑚 = 0 as well as dropping the equation 𝑇
𝑚 = 0 in 
(4.12), the zeros of  
[ 𝑇2𝑚−1, 𝑇2𝑚−2, … , 𝑇𝑚+1 ](𝑧2𝑚−1, 𝑧2𝑚−2, … , 𝑧𝑚+1,   𝑧?̅?,   𝑧?̅?−1, … , 𝑧0̅) = 0 (4.13) 
are precisely given by  
( 
𝑧2𝑚−1
⋮
 𝑧𝑚+1
 )  =  ( 
𝑧2̅𝑚−1
⋮
 𝑧?̅?+1
 ) + (  
𝑎2𝑚−1
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 
 )
?̅?
∙ ( 
?̅?1
⋮
?̅?𝑚−1
 )  (4.14) 
  15 
with (?̅?1, … , ?̅?𝑚−1) ∈ 𝑁1 × ⋯ × 𝑁𝑚−1 and index ?̅? cancelling last row as usual.     
In the next step, the solutions from (4.14) are plugged into the equation 𝑇2𝑚 = 0, implying 
0 = 𝑇2𝑚 [ 𝑧2𝑚⏟
=𝑛0∈𝐵
,   ( 
𝑧2̅𝑚−1
⋮
𝑧?̅?+1
 ) + (  
𝑎2𝑚−1
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 
 )
?̅?
∙ ( 
?̅?1
⋮
?̅?𝑚−1
 ) ,  𝑧?̅?, … , 𝑧0̅ ]               (4.15) 
=
(3.4)
(3.6)
 𝑆1̅(𝑧0̅) ∙ 𝑛0  + [ 𝑊2𝑚−1
2𝑚 , … ,𝑊𝑚+1
2𝑚  ](𝑧?̅?−1, … , 𝑧0̅) ∙ (  
𝑎2𝑚−1
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 
 )
?̅?
∙ ( 
?̅?1
⋮
?̅?𝑚−1
 )         
+  [ 𝑊2𝑚−1
2𝑚 , … ,𝑊𝑚+1
2𝑚  ](𝑧?̅?−1, … , 𝑧0̅) ∙ ( 
𝑧2̅𝑚−1
⋮
𝑧?̅?+1
 )                                                     
+  𝑊𝑚
2𝑚(𝑧?̅?−1, … , 𝑧0̅) ∙ 𝑧?̅?  +  𝑅
2𝑚(𝑧?̅?−1, … , 𝑧0̅)  + 
(2𝑚)!
2(𝑚!)2
 𝐺0
2 ∙ 𝑧?̅?
2                  
=
(3.4)
𝑆1̅(𝑧0̅) ∙ 𝑛0  + [ 𝑊2𝑚−1
2𝑚 , … ,𝑊𝑚+1
2𝑚  ](𝑧?̅?−1, … , 𝑧0̅) ∙ (  
𝑎2𝑚−1
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 
 )
?̅?
∙ ( 
?̅?1
⋮
?̅?𝑚−1
 )          
+  𝑇2𝑚[ 0,  𝑧2̅𝑚−1, … , 𝑧0̅ ]                                                                                                 
=
(4.8)
𝑆1̅(𝑧0̅) ∙ 𝑛0  −  𝑆1̅(𝑧0̅) ∙ 𝑧2̅𝑚                                                                                                                   
+ [ 𝑊2𝑚−2
2𝑚−1, … ,𝑊𝑚
2𝑚−1 ](𝑧?̅?−1, … , 𝑧0̅) ∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 ) ∙ (  
𝑎2𝑚−1
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 
 )
?̅?
∙ ( 
?̅?1
⋮
?̅?𝑚−1
 ) 
under consideration of 
0 = 𝑇2𝑚[ 𝑧2̅𝑚, … , 𝑧0̅ ] =
(3.4)
𝑆1̅(𝑧0̅) ∙ 𝑧2̅𝑚  +  𝑇
2𝑚[ 0,  𝑧2̅𝑚−1, … , 𝑧0̅ ] . 
Now by (ii) with 𝑘 replaced by 𝑚−1 and (3.20), the operator [ 𝑊2𝑚−2
2𝑚−1, … ,𝑊𝑚
2𝑚−1 ](𝑧?̅?−1, … , 𝑧0̅) 
can be substituted according to 
   0 = 𝑆1̅(𝑧0̅) ∙ 𝑛0  −  𝑆1̅(𝑧0̅) ∙ 𝑧2̅𝑚 
+ [ 𝑆2̅(𝑧1̅, 𝑧0̅) ,⋯ , 𝑆?̅?(𝑧?̅?−1, … , 𝑧0̅) ] ∙ ( 
𝑐2𝑚−1,2
⋱
𝑐2𝑚−1,𝑚
 ) ∙ (𝑀2𝑚−1)−1                                            
∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 ) ∙ (  
𝑎2𝑚−1
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 
 )
?̅?
⏟                              
(𝑖𝑣)
∙ ( 
?̅?1
⋮
?̅?𝑚−1
 ) 
and using again (iv) with 𝑘 replaced by 𝑚 −1, the operator (𝑀2𝑚−1)−1 is skipped, implying 
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    0 =  𝑆1̅(𝑧0̅) ∙ 𝑛0  −  𝑆1̅(𝑧0̅) ∙ 𝑧2̅𝑚 
+  [ 𝑆2̅(𝑧1̅, 𝑧0̅) ,⋯ , 𝑆?̅?(𝑧?̅?−1, … , 𝑧0̅) ] ∙ ( 
𝑐2𝑚−1,2
⋱
𝑐2𝑚−1,𝑚
 ) ∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
)
⏟                              
(3.13)
∙ ( 
?̅?1
⋮
?̅?𝑚−1
 ) 
= 𝑆1̅(𝑧0̅) ∙ 𝑛0  − 𝑆1̅(𝑧0̅) ∙ 𝑧2̅𝑚 + [ 𝑆2̅(𝑧1̅, 𝑧0̅) ,⋯ , 𝑆?̅?(𝑧?̅?−1, … , 𝑧0̅) ] ∙ ( 
𝑐2𝑚,2
⋱
𝑐2𝑚,𝑚
 ) ∙ ( 
?̅?1
⋮
?̅?𝑚−1
 ) 
=
(4.3)
  (3.14)
 [ 𝑆1̅(𝑧0̅) ,   𝑆2̅(𝑧1̅, 𝑧0̅) ,⋯ , 𝑆?̅?(𝑧?̅?−1, … , 𝑧0̅) ] ∙ 𝐶
2𝑚 ∙
(
 
 
 
𝑛0
?̅?1
⋮
?̅?𝑚−1
 
)
 
 
 − 𝑆1̅(𝑧0̅) ∙ 𝑧2̅𝑚 .               (4.16) 
Hence, considering  
𝑁 [ [ 𝑆1̅ , ⋯ ,  𝑆?̅? ] ∙ 𝐶
2𝑚
|𝑁0× ⋯ ×𝑁𝑚−1
 ] = 𝑁[ [ 𝑆1̅ ,⋯ ,  𝑆?̅? ]|𝑁0× ⋯ ×𝑁𝑚−1  ] , 
the affine subspace of solutions of (4.15) is given by (iii) 
(
 
 
 
𝑛0
?̅?1
⋮
?̅?𝑚−1
 
)
 
 
 =  
(
 
 
 
𝑧2̅𝑚
0
⋮
0
 
)
 
 
 + (  
𝑎2𝑚 ?̅?2𝑚
𝐴2𝑚 ?̅?2𝑚
 ) ∙
(
 
 
 
?̃?1
?̃?2
⋮
?̃?𝑚
 
)
 
 
    (4.17) 
with (?̃?1, … , ?̃?𝑚) ∈ 𝑁1 × ⋯ × 𝑁𝑚 and (𝑧2̅𝑚, 0, … ,0)
𝑇 obviously representing a basic solution of 
(4.15) according to (4.16).  
Summing up (4.13), (4.14) and (4.17), the solutions of the extended system  
[ 𝑇2𝑚, 𝑇2𝑚−1, 𝑇2𝑚−2, … , 𝑇𝑚+1 ](𝑧2𝑚, 𝑧2𝑚−1, … , 𝑧𝑚+1,  𝑧?̅?, … , 𝑧0̅) = 0    
are uniquely determined by 
(
 
 
 
𝑧2𝑚
𝑧2𝑚−1
⋮
𝑧𝑚+1
 
)
 
 
= 
(
 
 
 
 
 
  
𝑧2̅𝑚          +                                                (𝑎
2𝑚    ?̅?2𝑚) ∙ ( 
?̃?1
⋮
?̃?𝑚
 )
( 
 𝑧2̅𝑚−1
⋮
 𝑧?̅?+1
 ) + (  
𝑎2𝑚−1
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 
 )
?̅?
∙ (𝐴2𝑚    ?̅?2𝑚) ∙ ( 
?̃?1
⋮
?̃?𝑚
 )
  
)
 
 
 
 
                     
= 
(
 
 
 
𝑧2̅𝑚
𝑧2̅𝑚−1
⋮
𝑧?̅?+1
 
)
 
 
 + 
(
 
 
  
(𝑎2𝑚    ?̅?2𝑚)
𝑎2𝑚−1 ∙ (𝐴2𝑚    ?̅?2𝑚)
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 ∙ (𝐴2𝑚    ?̅?2𝑚)
  
)
 
 
𝑚+1̅̅ ̅̅ ̅̅ ̅
⏟                          
=𝑀2𝑚+1 𝑏𝑦 (3.18)
∙
(
 
 
 
?̃?1
?̃?2
⋮
?̃?𝑚
 
)
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⇔   ( 
𝑧2𝑚
⋮
𝑧𝑚+1
 )  =  ( 
 𝑧2̅𝑚
⋮
 𝑧?̅?+1
 ) + 𝑀2𝑚+1 ∙ ( 
?̃?1
⋮
?̃?𝑚
 )                                                               
with (?̃?1, … , ?̃?𝑚) ∈ 𝑁1 × ⋯ × 𝑁𝑚, thus proving (i) with 𝑘 = 𝑚.   
Proof of Lemma 4.1 (ii) : In the next step, (ii) is accomplished by induction from 𝑚 = 1 to 
𝑚 = 𝑘 by use of (iv) according to figure 1. In case of 𝑚 = 1, the identity (ii) reads  
𝑊3(𝑧1̅, 𝑧0̅) ∙ (
 𝐼𝐵
𝑀3
) = [ 𝑆1̅(𝑧0̅) ,   𝑆2̅(𝑧1̅, 𝑧0̅) ] ∙ 𝐶
3  
yielding by (3.3), (3.6), (3.7), (3.11), (3.13) and (3.15) 
[ 𝐺0
1 ,   3𝐺0
2𝑧1̅ ] ∙ (
 𝐼𝐵
 𝐼𝐵
) =  [ 𝐺0
1 ,  2𝐺0
2𝑧1̅ ] ∙ (
1
3
2
) 
which is true by inspection. Now, suppose identity (ii) with 𝑘 replaced by 𝑚 − 1 ∈ {1,… , 𝑘 − 2}  
𝑊2𝑚−1(𝑧?̅?−1, … , 𝑧0̅) ∙ (
 𝐼𝐵
𝑀2𝑚−1
) = [ 𝑆1̅(𝑧0̅) ,⋯ , 𝑆?̅?(𝑧?̅?−1, … , 𝑧0̅) ] ∙ 𝐶
2𝑚−1 . (4.18) 
Our aim is to show (ii) with 𝑘 = 𝑚 or equivalently under consideration of (3.6) and (4.3)  
[ 𝑊2𝑚
2𝑚+1, … ,𝑊𝑚+1
2𝑚+1 ](𝑧?̅?, … , 𝑧0̅) ∙ 𝑀
2𝑚+1    (4.19) 
= [ 𝑆2̅ , ⋯ ,  𝑆?̅?+1 ](𝑧?̅?, … , 𝑧0̅) ∙ ( 
𝑐2𝑚+1,2
⋱
𝑐2𝑚+1,𝑚+1
 ) .                                           
Further, with index 𝑚𝑠 and 𝑚𝑧 denoting column 𝑚 and row 𝑚 of a matrix respectively, as well as 
index 𝑚| denoting a matrix without column 𝑚, the left hand side of (4.19) reads  
{ [ 𝑊2𝑚
2𝑚+1, … ,𝑊𝑚+1
2𝑚+1 ](𝑧?̅?, … , 𝑧0̅) ∙ 𝑀𝑚|
2𝑚+1 ,   [ 𝑊2𝑚
2𝑚+1, … ,𝑊𝑚+1
2𝑚+1 ](𝑧?̅?, … , 𝑧0̅) ∙ 𝑀𝑚𝑠
2𝑚+1 }         
=
(3.19)
 { [ 𝑊2𝑚
2𝑚+1, … ,𝑊𝑚+2
2𝑚+1 ](𝑧?̅?, … , 𝑧0̅) ∙ 𝑀𝑚|,?̅?
2𝑚+1 ,                                                                                (4.20) 
[ 𝑊2𝑚
2𝑚+1, … ,𝑊𝑚+2
2𝑚+1 ](𝑧?̅?, … , 𝑧0̅) ∙ 𝑀𝑚𝑠,?̅?
2𝑚+1 + 𝑊𝑚+1
2𝑚+1(𝑧?̅?, … , 𝑧0̅) ∙ 𝐼𝐵}                                            
=
(4.7)
(4.6)
 { [ 𝑊2𝑚−1
2𝑚 , … ,𝑊𝑚+1
2𝑚  ](𝑧?̅?−1, … , 𝑧0̅) ∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 ) ∙ 𝑀𝑚|,?̅?
2𝑚+1 ,                                                      
[ 𝑊2𝑚−1
2𝑚 , … ,𝑊𝑚+1
2𝑚  ](𝑧?̅?−1, … , 𝑧0̅) ∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 ) ∙ 𝑀𝑚𝑠,?̅?
2𝑚+1                                                        
+  [ 𝑊𝑚
2𝑚(𝑧?̅?−1, … , 𝑧0̅) +
(2𝑚)!
(𝑚!)2
 𝐺0
2 ∙ 𝑧?̅? ] ∙ 𝑑2𝑚,𝑚+1 } .    
The right hand side of (4.19) can be represented by induction hypothesis (4.18) according to 
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{ [ 𝑆2̅ ,⋯ ,  𝑆?̅? ](𝑧?̅?−1, … , 𝑧0̅) ∙ ( 
𝑐2𝑚+1,2
⋱
𝑐2𝑚+1,𝑚
 )  ,   𝑆?̅?+1(𝑧?̅?, … , 𝑧0̅) ∙ 𝑐2𝑚+1,𝑚+1 }    (4.21) 
=
(4.18)
(3.16)
(3.2)
{ [ 𝑊2𝑚−2
2𝑚−1, … ,𝑊𝑚
2𝑚−1 ](𝑧?̅?−1, … , 𝑧0̅) ∙ 𝑀
2𝑚−1 ∙ (
𝑐2𝑚−1,2
⋱
𝑐2𝑚−1,𝑚
)
−1
(
𝑐2𝑚+1,2
⋱
𝑐2𝑚+1,𝑚
)  , 
[ 𝑊2𝑚−1
2𝑚 , … ,𝑊𝑚
2𝑚 ](𝑧?̅?−1, … , 𝑧0̅) ∙ ( 
?̅?2𝑚−1
𝑀2𝑚−1 ∙  ?̅?2𝑚−1
 ) ∙ 𝑐2𝑚+1,𝑚+1  + 
(2𝑚)!
(𝑚!)2
 𝐺0
2𝑧?̅? ∙ 𝑐2𝑚+1,𝑚+1 } 
=
(4.8)
(3.13)
{ [ 𝑊2𝑚−1
2𝑚 , … ,𝑊𝑚+1
2𝑚  ](𝑧?̅?−1, … , 𝑧0̅) ∙ (
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
)
−1
𝑀2𝑚−1 ∙ (
𝑐2𝑚−1,2
⋱
𝑐2𝑚−1,𝑚
)
−1
 
∙ (
𝑐2𝑚−1,2
⋱
𝑐2𝑚−1,𝑚
) ∙ (
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
) ∙ (
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
)  , 
[ 𝑊2𝑚−1
2𝑚 , … ,𝑊𝑚+1
2𝑚  ](𝑧?̅?−1, … , 𝑧0̅) ∙ ( 
?̅?2𝑚−1
𝑀2𝑚−1 ∙  ?̅?2𝑚−1
 )
?̅?
∙ 𝑐2𝑚,𝑚+1⏞    
=1
∙ 𝑑2𝑚,𝑚+1                            
+  [ 𝑊𝑚
2𝑚(𝑧?̅?−1, … , 𝑧0̅)  +  
(2𝑚)!
(𝑚!)2
 𝐺0
2𝑧?̅? ] ∙ 1 ∙ 𝑑2𝑚,𝑚+1 } . 
Comparing (4.20) and (4.21), sufficient conditions for equality are given by  
( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 ) ∙ 𝑀𝑚|,?̅?
2𝑚+1         
= ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 )
−1
∙ 𝑀2𝑚−1 ∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 ) ∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 )              
as well as 
( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 ) ∙ 𝑀𝑚𝑠,?̅?
2𝑚+1  =  ( 
?̅?2𝑚−1
𝑀2𝑚−1 ∙  ?̅?2𝑚−1
 )
?̅?
∙ 𝑑2𝑚,𝑚+1    
or combined under consideration of (iv) with 𝑘 = 𝑚 − 1 and (3.17), (3.18) 
( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 ) ∙ 𝑀?̅?
2𝑚+1         
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= [  ( 
𝑎2𝑚−1
𝑀2𝑚−1 ∙  𝐴2𝑚−1
 )
?̅?
⏞              
(𝑖𝑣)
∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 )  ,   ( 
?̅?2𝑚−1
𝑀2𝑚−1 ∙  ?̅?2𝑚−1
 )
?̅?
∙ 𝑑2𝑚,𝑚+1  ] 
⇔
(3.18)
   ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 ) ∙
(
 
 
 
 
 
 
 
(
 
 
  
(𝑎2𝑚      ?̅?2𝑚)
𝑎2𝑚−1 ∙ (𝐴2𝑚      ?̅?2𝑚)
𝑀2𝑚−1 ∙  𝐴2𝑚−1 ∙ (𝐴2𝑚      ?̅?2𝑚)
  
)
 
 
𝑚+1̅̅ ̅̅ ̅̅ ̅
⏞                          
=𝑀2𝑚+1
  
)
 
 
 
 
 
 
?̅?
    
= (  
(𝑎2𝑚−1    ?̅?2𝑚−1)
𝑀2𝑚−1 ∙ (𝐴2𝑚−1    ?̅?2𝑚−1)
  )
?̅?
∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚+1
 )                                                           
⇔   ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 ) ∙
(
 
 
 
                                           (𝑎2𝑚    ?̅?2𝑚)
 (  
𝑎2𝑚−1
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 
 )
?̅?
∙ (𝐴2𝑚    ?̅?2𝑚)
  
)
 
 
?̅?
                                           
= (  
(𝑎2𝑚−1    ?̅?2𝑚−1)
𝑀2𝑚−1 ∙ (𝐴2𝑚−1    ?̅?2𝑚−1)
  )
?̅?
∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚+1
 ) .                                                         
Now, using again (iv), we end up with 
( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 ) 
(
 
 
 
 
                                           (𝑎2𝑚    ?̅?2𝑚)
 ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 )
−1
∙ 𝑀2𝑚−1 ∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 )
⏞                                      
(𝑖𝑣)
∙ (𝐴2𝑚    ?̅?2𝑚)
 
)
 
 
 
 
?̅?
  
= (  
(𝑎2𝑚−1    ?̅?2𝑚−1)
𝑀2𝑚−1 ∙ (𝐴2𝑚−1    ?̅?2𝑚−1)
  )
?̅?
∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚+1
 ) .                               (4.22) 
Further, (3.13) and (3.17) yield 
(  
𝑎2𝑚 ?̅?2𝑚
𝐴2𝑚 ?̅?2𝑚
 ) = (𝐶2𝑚)−1 ∙ 𝐸𝑚 ∙ 𝐶2𝑚       (4.23) 
= (𝐷2𝑚−1)−1 ∙ (𝐶2𝑚−1)−1 ∙ 𝐸𝑚 ∙ 𝐶2𝑚−1 ∙ 𝐷2𝑚−1 = (𝐷2𝑚−1)−1 ∙ (  
𝑎2𝑚−1 ?̅?2𝑚−1
𝐴2𝑚−1 ?̅?2𝑚−1
 ) ∙ 𝐷2𝑚−1   
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and for later use, we obtain by a similar calculation 
(  
𝑎2𝑚 ?̅?2𝑚
𝐴2𝑚 ?̅?2𝑚
 ) = 𝐷2𝑚 ∙ (  
𝑎2𝑚+1
𝐴2𝑚+1
 )
𝑚+1̅̅ ̅̅ ̅̅ ̅
∙ (𝐷2𝑚)−1 .   (4.24) 
Then by (4.23), the first row in (4.22) is equivalent to 
𝑑2𝑚,2 ∙ (𝑑2𝑚−1,1)
−1⏞        
=1
∙ (𝑎2𝑚−1    ?̅?2𝑚−1) ∙ ( 
𝑑2𝑚−1,1
⋱
𝑑2𝑚−1,𝑚
 )
⏞              
=𝐷2𝑚−1
    
= (𝑎2𝑚−1    ?̅?2𝑚−1) ∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚+1
 )                                                
⇔    0 =   (𝑎2𝑚−1    ?̅?2𝑚−1) ∙ [  𝑑2𝑚,2 ∙ ( 
𝑑2𝑚−1,1
⋱
𝑑2𝑚−1,𝑚
 ) − ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚+1
 )  ]
⏟                                    
=0 𝑏𝑦 (4.4)
 
which is obviously true using (4.4) with 𝑗 = 0,… ,𝑚 − 1. Along the same lines of reasoning, the 
remaining rows 2,…𝑚 − 1 in (4.22) can be treated with 𝑗 = 1,… ,𝑚 − 2 according to 
𝑑2𝑚,2+𝑗 ∙ (𝑑2𝑚−1,1+𝑗)
−1
∙ 𝑀𝑗𝑧
2𝑚−1 ∙ (𝐴2𝑚−1    ?̅?2𝑚−1) ∙ ( 
𝑑2𝑚−1,1
⋱
𝑑2𝑚−1,𝑚
 )
⏞                          
(4.23)
   
= 𝑀𝑗𝑧
2𝑚−1 ∙ (𝐴2𝑚−1    ?̅?2𝑚−1) ∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚+1
 )                      
⇔
0 = 𝑀𝑗𝑧
2𝑚−1 ∙ (𝐴2𝑚−1    ?̅?2𝑚−1) ∙ [  (
𝑑2𝑚,2+𝑗
𝑑2𝑚−1,1+𝑗
)
⏞        
=𝑑2𝑚,2 𝑏𝑦 (4.4)
∙ ( 
𝑑2𝑚−1,1
⋱
𝑑2𝑚−1,𝑚
 ) − ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚+1
 ) ]
⏟                                          
=0 𝑏𝑦 (4.4)
 ,   
thus finishing the proof of Lemma 4.1 (ii). 
Proof of Lemma 4.1 (iv) : The proof of (iv) is accomplished independently of (i)-(iii) using an 
inductive argument, again from 𝑚 = 1 to 𝑚 = 𝑘. For 𝑚 = 1, identity (iv) is obviously true by 
𝑀3⏟
=𝐼𝐵 𝑏𝑦 (3.15)
∙ 𝑑3,2 = 𝑑3,2 ∙ 𝑎
3⏟
=𝐼𝐵 𝑏𝑦 (3.15)
 
Then, suppose (iv) with 𝑘 replaced by 𝑚 − 1 ∈ {1,… , 𝑘 − 2} yielding 
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𝑀2𝑚−1 ∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 ) = ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 ) ∙ ( 
𝑎2𝑚−1
𝑀2𝑚−1 ∙  𝐴2𝑚−1
 )
?̅?
, (4.25) 
whereas the identity to prove is given by 
(
 
 
 
                                           (𝑎2𝑚    ?̅?2𝑚)
 (  
𝑎2𝑚−1
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 
 ) ∙ (𝐴2𝑚    ?̅?2𝑚)
  
)
 
 
𝑚+1̅̅ ̅̅ ̅̅ ̅
⏞                            
=𝑀2𝑚+1
∙ ( 
𝑑2𝑚+1,2
⋱
𝑑2𝑚+1,𝑚+1
 )  (4.26) 
= ( 
𝑑2𝑚+1,2
⋱
𝑑2𝑚+1,𝑚+1
 ) ∙
(
 
 
 
 
 
 
 
                                           𝑎2𝑚+1
(
 
 
 
                                           (𝑎2𝑚    ?̅?2𝑚)
 (  
𝑎2𝑚−1
𝑀2𝑚−1 ∙ 𝐴2𝑚−1 
 ) ∙ (𝐴2𝑚    ?̅?2𝑚)
  
)
 
 
𝑚+1̅̅ ̅̅ ̅̅ ̅
⏟                            
=𝑀2𝑚+1
 ∙ 𝐴2𝑚+1  
)
 
 
 
 
 
 
𝑚+1̅̅ ̅̅ ̅̅ ̅
     
under consideration of (3.18). Further, using the induction hypothesis (4.25), the right hand side 
of (4.26) transforms according to 
( 
𝑑2𝑚+1,2
⋱
𝑑2𝑚+1,𝑚+1
 )                                                                                                                   (4.27) 
∙
(
 
 
 
 
  
                                                                                                                                             𝑎2𝑚+1
                                                                                                                    (𝑎2𝑚    ?̅?2𝑚) ∙ 𝐴2𝑚+1
( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 )
−1
∙  𝑀2𝑚−1 ∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 ) ∙ (𝐴2𝑚    ?̅?2𝑚) ∙ 𝐴2𝑚+1
 
)
 
 
 
 
𝑚+1̅̅ ̅̅ ̅̅ ̅  .
  
Next, the left hand side in (4.26) is transformed into (4.27), row by row. Concerning the first 
row, we obtain from the left hand side in (4.26) and the second relation in (4.4) 
(𝑎2𝑚    ?̅?2𝑚) ∙ ( 
𝑑2𝑚+1,2
⋱
𝑑2𝑚+1,𝑚+1
 )       
=
(4.24)
𝑑2𝑚,1 ∙ 𝑎
2𝑚+1 ∙ ( 
𝑑2𝑚,1
⋱
𝑑2𝑚,𝑚
 )
−1
∙ ( 
𝑑2𝑚+1,2
⋱
𝑑2𝑚+1,𝑚+1
 )                                              
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=
(4.4)
𝑑2𝑚,1⏟  
=1
∙ 𝑎2𝑚+1 ∙ ( 
𝑑2𝑚,1
⋱
𝑑2𝑚,𝑚
 )
−1
∙ ( 
𝑑2𝑚,1
⋱
𝑑2𝑚,𝑚
 ) ∙ 𝑑2𝑚+1,2                                          
= 𝑑2𝑚+1,2 ∙ 𝑎
2𝑚+1,                                                                                                                                         
obviously agreeing with the first row in (4.27). The second row from the left hand side in (4.26) 
implies 
𝑎2𝑚−1 ∙ (𝐴2𝑚    ?̅?2𝑚) ∙ ( 
𝑑2𝑚+1,2
⋱
𝑑2𝑚+1,𝑚+1
 )                                                                      
=
(4.24)
(4.23)
𝑑2𝑚−1,1⏟    
=1
∙ 𝑎2𝑚 ∙ ( 
𝑑2𝑚−1,1
⋱
𝑑2𝑚−1,𝑚−1
 )
−1
∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 ) ∙ 𝐴?̅?
2𝑚+1 ∙ ( 
𝑑2𝑚,1
⋱
𝑑2𝑚,𝑚
 )
−1
 
∙ ( 
𝑑2𝑚+1,2
⋱
𝑑2𝑚+1,𝑚+1
 )     
=
(4.4)
𝑎2𝑚 ∙ 𝑑2𝑚,2 ∙ 𝐴?̅?
2𝑚+1 ∙ 𝑑2𝑚+1,2                                                                                                  
=
(4.5)
𝑑2𝑚+1,3 ∙ 𝑎
2𝑚 ∙ 𝐴?̅?
2𝑚+1                                                                                                                
= 𝑑2𝑚+1,3 ∙ (𝑎
2𝑚    ?̅?2𝑚)∙ 𝐴2𝑚+1                                                                                                   
yielding the second row in (4.27). Note that the last identity follows from the fact that the 𝑚-th 
row of 𝐴2𝑚+1 equals zero according to the definition in (3.17). 
Finally, in case of 𝑚 ≥ 3, the remaining rows 3,…𝑚 in (4.26), (4.27) can be treated along the 
same lines of reasoning with 𝑗 = 1,… ,𝑚 − 2 according to 
𝑀𝑗𝑧
2𝑚−1 ∙ 𝐴2𝑚−1 ∙ (𝐴2𝑚    ?̅?2𝑚) ∙ ( 
𝑑2𝑚+1,2
⋱
𝑑2𝑚+1,𝑚+1
 )                                                       
=
(4.24)
(4.23)
 𝑀𝑗𝑧
2𝑚−1 ∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 ) ∙ 𝐴2𝑚 ∙ ( 
𝑑2𝑚−1,1
⋱
𝑑2𝑚−1,𝑚−1
 )
−1
                                   
∙ ( 
𝑑2𝑚,2
⋱
𝑑2𝑚,𝑚
 ) ∙ 𝐴?̅?
2𝑚+1 ∙ ( 
𝑑2𝑚,1
⋱
𝑑2𝑚,𝑚
 )
−1
∙ ( 
𝑑2𝑚+1,2
⋱
𝑑2𝑚+1,𝑚+1
 ) 
=
(4.4)
𝑀𝑗𝑧
2𝑚−1 ∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 ) ∙ 𝐴2𝑚 ∙ 𝑑2𝑚,2 ∙ 𝐴?̅?
2𝑚+1 ∙ 𝑑2𝑚+1,2                                            
  23 
=
(4.5)
  
𝑑2𝑚+1,3+𝑗
𝑑2𝑚−1,1+𝑗
∙ 𝑀𝑗𝑧
2𝑚−1 ∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 ) ∙ 𝐴2𝑚 ∙ 𝐴?̅?
2𝑚+1                                                   
=  
𝑑2𝑚+1,3+𝑗
𝑑2𝑚−1,1+𝑗
∙ 𝑀𝑗𝑧
2𝑚−1 ∙ ( 
𝑑2𝑚−1,2
⋱
𝑑2𝑚−1,𝑚
 ) ∙ (𝐴2𝑚    ?̅?2𝑚) ∙ 𝐴2𝑚+1                                     
finishing the proof of Lemma 4.1. 
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