We study MX/G/1 nonpreemptive and preemptive-resume priority queues with/without vacations under random order of service (ROS) discipline within each class. By considering the conditional waiting times given the states of the system, which an arbitrary message observes upon arrival, we derive the Laplace-Stieltjes transforms of the waiting time distributions and explicitly obtain the first two moments. The relationship for the second moments under ROS and first-come first-served disciplines extends the one found previously by Takcs and Fuhrmann for non-priority single arrival queues.
Introduction
An M/G/1 queue is a fundamental model in queueing theory. Messages arrive at a buffer of infinite capacity according to a Poisson process, each being served in accordance with a generally distributed service time. A single server-works continuously until the system becomes empty. So far, many variants of the M/G/1 queue have been studied (Cooper [4] , Kleinrock [18, 19] , Wakagi [26] ).
An MX/G/1 priority queue extends the arrival process as follows; there are P classes of messages indexed as p 1,2,...,P. Messages arrive in groups whose sizes are generally distributed; groups of class p messages arrive according to a Poisson process at rate Ap. Messages of class p have priority over those of class q iff p < q. We assume that the service times for each class are independent and identically distributed (i.i.d.) .
In this paper we consider two types of priority scheduling. In a non-preemptive priority queue, once the service of a message is started, it is not interrupted until it is complete, while in a preemptive-resume priority queue, the service to a message of any priority is immediately preempted by the arrival of a batch of a higher priority. The service of the preempted message is resumed from the preempted point when there are no messages of higher priorities.
When the server finds the system empty, he waits for the first batch to arrive at the system in non-vacation models, or he takes a vacation [5] in vacation models.
We assume that the durations of successive vacations are i.i.d. We consider two vacation models. If the server returns from a vacation to find no messages waiting, in the multiple vacation case, he begins another vacation immediately, and in the single vacation case, he waits for the first batch to arrive while keeping the system idle.
Various (single arrival) M/G/1 priority queues under first-come first-served (FCFS) discipline within each class have been studied by many authors. Cobham [1] , Holley [12] , Kesten and Runnenburg [16] , Miller [21] , Welch [29] , Takcs [25] , Jaiswal [13] , and Fujiki and Gambe [9] studied models without vacations. Conway, Maxwell and Miller [3] , Kella and Yechiali [15] and Shanthikumar [23] studied models with vacations. Takagi and Takahashi [28] treated batch arrival models with/without vacations, which are extensions of the above single arrival models. On the other hand, Durr [6] studied an M/G/1 priority queue without vacations under last-come first-served (LCFS) discipline.
Under random order of service (ROS) discipline, the next message for service is selected at random from the messages of the highest priority class waiting in the queue.
M/G/1 non-priority, non-vacation models under ROS were studied by Kingman [17] , Takcs [24] , Conolly [2] and Takagi and Kudoh [27] . Scholl and Kleinrock [22] studied a model with multiple vacations. The authors of the present paper recently extended them to batch arrival models [14] . Earlier, Durr [7] analyzed a two-class M/M/1 ( 
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A non-idle period is partitioned into the following disjoint sets of T periods ( Figure 2 ). U-period, which begins with a vacation, and ends when the server has exhaustively served messages of H-class. H-period, which begins when a batch of messages of H-class arrives to find the server idle, and ends when the server has exhaustively served messages of H-class.
Lk-period which is initiated by the service to a message of class k (k-p + 1,..., P), and terminated when the server has exhaustively served messages of H-class. C-period, which begins with the service to a message of class p, and ends when the server has exhaustively served messages of H-class.
, start the service time We define the following periods for the preemptive-resume models ( Figure 3 ). The product of (19) and (21) 
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In the NPSV model, the system can be in an idle period, a U-period, an H-period, an Lk-period or a C-period. Since a U-period appears exactly once in a regeneration cycle, we have
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From (18), (22), (23), (25) and (39) (3) 3 (1 p+ [24] and later interpreted by Fuhrmann [8] . We note that Fuhrmann's argument does not apply to batch arrival models. Therefore, the relation in (41) is established for batch arrival priority models for the first time in this paper.
Comparison Between Non-Preemptive and Preemptivelsume Systems
Comparing (28) [28] .
Comparison Between Systems Without Vacations and With Vacations
The moments of the waiting times in vacation models have some terms common to those in non-vacation models. Although the service of a message, which finds the system idle, starts upon its arrival in non-vacation models, it does so after the residual time of a vacation in vacation models. This explains the difference in the moments for the two models. Therefore, as p gets closer to 1, namely as the probability that a message arrives during a vacation gets smaller, the waiting time distribution gets closer to that of the model without vacations. A similar argument is given by Kella Section 3.3 in [26] and [28] ).
