This paper is a continuation of the work initiated in [1, 2]: we estimate parameters in a regression model, linear or not, by minimizing (an estimate of) the entropy of the symmetrized residuals, obtained by a kernel estimation of their distribution. The objective is to obtain efficiency in the absence of knowledge of the density f of the observation errors, which is called adaptive estimation, see in particular [3, 4, 5] and the review paper [6] . Connections and differences with previous work are indicated. Numerical results illustrate that asymptotic efficiency is not necessarily in conflict with robustness.
INTRODUCTION

Consider a regression problem, with observations
Y i = η(θ, X i ) + ε i , i = 1, . . . , n ,
whereθ is the unknown value of the model parameters θ ∈ Θ ⊂ IR p , (ε i ) forms a sequence of i.i.d. random variables with p.d.f. f and η(θ, x) is a known function of θ and the design variable x. Maximum Likelihood (ML) estimation can be used when f is known, and, under standard assumptions, is asymptotically efficient:
F ), with M F the Fisher information matrix. When the density f is only known to be symmetric about zero, the model can then be termed semi-parametric, with θ and f respectively its parametric and non-parametric parts: f can be considered as an infinite-dimensional nuisance parameter for the estimation of θ, see [3] . This nuisance parameter generally induces a loss of efficiency, and an estimator that remains asymptotically efficient in these conditions is called adaptive, see [5, 7] . Beran [8] and Stone [4] proved that adaptive estimation in the location model was possible, using respectively adaptive rank estimates, and an approximation of the score function based on a kernel estimation of f from residuals obtained with a preliminary √ n-consistent estimator.
This second approach has been further developed by Bickel [5] , see also [6] . The method we suggest consists in minimizing the entropy of a kernel estimate of f based on symmetrized residuals, see [1, 2] . The motivation and the connections and differences with the Stone-Bickel approach will be presented in Section 2. We can already mention that an advantage of the minimum-entropy approach is its flexibility: different methods can be used to estimate the entropy of f , each one corresponding to a different method for estimating θ. Also, the quest for an adaptive estimator can be decomposed into a series of steps, which, in the case of minimum-entropy estimators, are similar to those one encounters for LS or ML estimation. The simplest case of a location problem is considered in Section 3 and the extension to nonlinear regression in Section 4. Section 5 illustrates the robustness properties of the estimator through an example.
MINIMUM ENTROPY ESTIMATION
Define e i (θ) = Y i − η(θ, x i ), the ith residual in the regression model (1) . When f is known, the ML estimatorθ
with respect to θ. We may then observe that
(ii) the entropy of a distribution is a measure of its dispersion, (iii) the entropy of the distribution of the symmetrized residuals is minimum at θ =θ. This was the motivation in [1, 2] for minimizing an estimate of the entropy of the distribution of the residuals in the case where f is unknown (in fact, since the entropy is shift-invariant, we need to use the symmetrized residuals [e i (θ), −e i (θ)]). Our construction is as follows: we construct a kernel estimatef θ n from the symmetrized residuals (which ensures thatf θ n is symmetric); we compute its entropy, which forms the estimation criterionĤ n (θ) to be minimized. In [1, 2] ,Ĥ n (θ) was given bŷ
with (A n ) a suitably increasing sequence of positive numbers (chosen in accordance with the decrease of the bandwidth h n of the kernel estimatef θ n ). Other estimates of the entropy will also be used in this paper.
Consider the special case of the location model. We can then follow the same lines as Beran in [9] , although his approach is based on the Hellinger distance and ours relies on the Kullback-Leibler divergence. The distribution of the observations Y i has the density g(y) = f (y −θ). Defineβ = (θ,f ) in the semi-parametric model, whereθ is a postulated value forθ andf a postulated symmetric p.d.f., and let gβ(y) be the associated density for the observations, gβ(y) =f (y −θ). Assume that an estimateĝ n of g is known, e.g. a kernel estimate based on the observations Y 1 , . . . , Y n . Straightforward calculation shows that the symmetricf and parameterθ that minimize the KullbackLeibler divergence 
This approach clearly has some similarities with the Stone-Bickel approach [4, 5] . They estimate θ in two stages: first, an estimatorθ n 1 asymptotically locally sufficient (in the sense of Le Cam) is constructed; second, an approximated score function, the derivative ofH n (θ) with respect to θ, withH n (θ) given by (2) , is used to perform a NewtonRaphson step fromθ n 1 . The adaptivity of the method for the location model with symmetric errors has been proved first by Stone [4] , Bickel [5] and Manski [6] have extended the result to other models, including non linear regression. Although the construction ofĤ n (θ) may rely on a similar kernel estimate, we can mention some important differences between the Stone-Bickel approach and the minimum-entropy method presented here. First, the estimation criterion H n , (3) or (4), is minimized through a series of minimization steps, using an optimization algorithm. Second, all the data are treated similarly, whereas, for technical reasons, the developments in [5, 6] rely on sample splitting: m observations are used to construct a preliminary parameter estimateθ m to form residuals and a score function estimate, the n − m remaining observations are used for the Newton-Raphson step fromθ n 1 (with the requirement that m → ∞ and m/n → 0 as n → ∞). One may expect sample splitting to degrade the performance of the estimator, which is confirmed by the results presented in [6] . The estimator proposed by Andrews [10] has the advantage of not relying on sample splitting. Also, it is defined by the minimization of an estimation criterion and not by a single Newton-Raphson step. However, his approach is different from the one suggested here: his criterion (likelihood function) is constructed from a √ n-consistent preliminary estimateθ n 1 , used to form a kernel estimate of f and hence of the likelihood function; on the opposite,Ĥ n does not depend on any preliminary estimate.
As already mentioned in introduction, an important motivation for minimizing the entropy of the distribution of the residuals is that it allows a lot of flexibility: many methods are available to estimate the entropyĤ n (θ), and, if we use kernel estimation this is only one possibility. One may refer to [11] for a survey which includes plug-in, sample spacing and nearest neighbor methods.
The asymptotic properties of the minimum entropy estimatorθ n = arg min θ∈ΘĤn (θ) can be uncovered by following the three steps indicated below. Here we assume that Θ an open subset of IR p andĤ n (θ) some estimate of the entropy of the distribution of the symmetrized residuals in the model (1). We also assume thatθ ∈ Θ, that Θ is locally convex atθ and thatĤ n (θ) is two times continuously differentiable with respect to θ ∈ Θ. Convergence in probability when n → ∞ is denoted p → ( θ,p when the convergence is uniform with respect to θ), and convergence in distribution is denoted d →; ∇F (θ) and ∇ 2 F (θ) denote the first and second order derivatives of the function F with respect to θ.
Leaving aside some usual measurability conditions, see, e.g., Lemmas 1,2 and 3 of [12] , the main steps are as follows:
θ,p H(θ), withĤ n (θ) continuous in θ for any n and H(θ) < H(θ) for any θ =θ;
Consider the following Taylor development of ∇Ĥ n (θ) at θ =θ n , similar to that used in [12] for LS estimation:
2 ) and adaptivity would result from M −1
F , the inverse of the Fisher information matrix for the model (1).
Step (iii) allows some freedom in the choice of the functionH n (θ). For instance, under standard assumptions asymptotic normality of √ n∇H n (θ) holds for (2), with
One may notice that (uniform) √ n-consistency of the entropy estimateĤ n (θ) is not a prerequisite for √ n-consistency ofθ n .
LOCATION MODEL
We shall use kernel estimates given by
with e i (θ) the residuals, e i (θ) = Y i − θ, i = 1, . . . , n. Here K is a p.d.f. symmetric about 0 that satisfies |u|K(u)du < ∞, K and its first two derivatives being continuous and of bounded variation, see [13] (these conditions are satisfied e.g. by the density of the standard normal). Assume that f has unbounded support, f and its derivatives f 2 /f (x)dx < ∞. Consider the entropy estimate given bŷ
where
and U n (u) is a function equal to zero for large values of u. We take U n (x) = u(|x|/A n − 1), with u(z) = 1 for z ≤ 0, 0 for z ≥ 1 and u(z) varying smoothly between 0 and 1, u (0) = u (1) = 0, and max z |u (z)| = d 1 < ∞, max z |u (z)| = d 2 < ∞.Ĥ n (θ) is then two times continuously differentiable in θ for any n. As in [14] , we assume that exists a function B(x) such that for all x, B(x) ≥ sup |y|≤x 1/f (y) (B(x) can be assumed to be strictly increasing without any loss of generality). Define B n = B(2A n + L). Using [14] , Theorem 4, and [15] , Corollary 3.1, one can then show thatĤ n (θ) θ,p H(θ) as n → ∞, provided that A n (and thus B n ) increases slowly enough, and the bandwidth h n of the kernel estimator decreases slowly enough (B n = n α , h n = 1/[n α log n] with α < 1/3 is suitable). Here, H(θ) is the entropy of the true distribution of the symmetrized residuals for θ,
, which is minimum at θ =θ (see also [2] ). This proves point A of Section 2, and thus the consistency ofθ n that minimizesĤ n . Similarly, with slightly stronger conditions on f one can prove
The adaptivity ofθ n , i.e. step C, would then follow from
One may notice that for checking this condition a difficulty which is not present in the Stone-Bickel approach is due to the fact that (kθ n,i ) (−x) = −(kθ n,i ) (x).
NONLINEAR REGRESSION
Consider now a nonlinear regression model (1), for which the experiment consists of repetitions at fixed points X 1 , . . . , X m . If ξ j denotes the weight of point X j , n j = nξ j are made at X = X j for a total of n observations. Using a justification similar to that given in Section 2 for the location model, we arrive at the following procedure: (i) form kernel estimatesf j,θ of the distribution of (symmetrized) residuals for each design point X j separately and compute their respective entropies H(f j,θ ), (ii) computê
The adaptivity of this method would follow from adaptivity in the location model. However, this approach does not extend to more general experiments since estimating the entropy of the symmetrized residuals at each X is not possible without repetitions of observations. Hence the approach used in [1, 2] that consists in mixing all (symmetrized) residuals together and estimating the entropyĤ n (θ) of their distribution, see (3) . Replace ξ by ξ n in (5), where ξ n is empirical measure of the points X i . Let U be a random variable with distribution conditional to X given byf j,θ of (5). Then, E ξn {Ĥ n (θ, X)} = H(U |X) the conditional entropy of U given X, and H(U |X) ≤ H(U ) =Ĥ n (θ). The entropyĤ n (θ) obtained by mixing up all residuals is thus an upper bound on the criterion that is minimized in (5) . Studying the adaptivity of the corresponding estimator will form the subject of further work. Some preliminary numerical results are presented below.
EXAMPLE
Consider the regression model η(θ, x) = θ 1 exp(−θ 2 x) with θ = (3, 2) , the design points are X j = 1 + 2(j − 1)/9 j = 1, . . . , 10, with ξ j = 1/10 for all j. We take A n = 1 in (3) and U n (x) ≡ 1 in (4); the bandwidth h of the kernel estimator is chosen by the double kernel method [16] and based on residuals obtained from a robust M -estimator. Table 1 gives the trace and determinant of the empirical covariance matrixĈ n of √ n(θ −θ), obtained from 100 repetitions of the estimation procedure, for different choices of the estimatorθ and distribution f . The number of observations is n = 100. The Minimum Entropy estimator ME is based on (4), the Minimum Hellinger Distance estimator MHD [9] and ME mix all residuals together. LS number number number number number MHD number number number number number ME number number number number number Table 2 . T n , D n with q outliers in addition to n observations, f is the bi-exponential LS number number number number number MHD number number number number number ME number number number number number
We introduce now q outliers (N (0, 10), randomly allocated among the X j 's) in addition to the n observations obtained for f the bi-exponential;Ĉ n is still computed for n = 100. Table 2 shows that these outliers have little influence of the Minimum Entropy estimator. This result would deserve further studies, following those for the Minimum Hellinger Distance estimator, see respectively [17, 18] and [9] for the parametric and semi-parametric cases.
