ity ratio of the heavy and light isotopes). During convective bubble growth, the presence of a discrete (physical) melt boundary layer against the growing bubble (of width x BL ) simplifies outcomes because it leads to the quick onset of steady-state fractionation during growth, the magnitude of which depends mainly upon
Introduction
Magmatic volatiles and the isotope ratios of their constituent elements are important tracers of magmatic processes, and can serve as indicators of the abundances and ultimate sources of volatiles in the Earth's interior. Unfortunately, however, volatiles and their isotopes can be fractionated by common magmatic processes, so care must be exercised in drawing conclusions about their significance. In hypabyssal and eruptive systems, bubble formation is a potentially important cause of volatile fractionation. As a consequence of differing solubilities and vapor/melt partition Abstract Bubbles grow in decompressing magmas by simple expansion and by diffusive supply of volatiles to the bubble/melt interface. The latter phenomenon is of significant geochemical interest because diffusion can fractionate elements and isotopes (or isotopologues) of dissolved components. This raises the possibility that the character of volatile components in bubbles may not reflect that of volatiles dissolved in the host melt over the lifetime of a bubble-even in the absence of equilibrium vapor/melt isotopic fractionation. Recent experiments have confirmed the existence of an isotope mass effect on diffusion of the volatile element Cl in silicate melt [Fortin et al. (Isotopic fractionation of chlorine during chemical diffusion in a dacitic melt and its implications for isotope behavior during bubble growth (abstract), 2016 Fall AGU Meeting, 2016)], so there is a clear need to understand the efficacy of diffusive fractionation during bubble growth. In this study, numerical models of diffusion and mass redistribution during bubble growth were implemented for both "passive" volatiles-those whose concentrations are generally well below saturation levels-and "active" volatiles such as CO 2 and H 2 O, whose elevated concentrations and limited solubilities are the cause of bubble nucleation and growth. Both diffusive and convective bubble-growth scenarios were explored. The magnitude of the isotope mass effect on passive volatiles partitioned into bubbles growing at a constant rate R in a static system depends upon R/D L ,
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61 Page 2 of 21 coefficients, for example, bubble exsolution can enrich or deplete one volatile relative to another. Bubble formation can also lead to isotopic fractionation of the elemental constituents of specific volatile components (e.g., 13 C/ 12 C in CO 2 ) due to equilibrium fractionation between melt and vapor (e.g., Javoy et al. 1978; Gerlach and Taylor 1990; de Moor et al. 2013) , possibly compounded by Raleigh distillation effects accompanying bubble nucleation and growth (e.g., Bottinga and Javoy 1989; Vlastélic et al. 2011 ). An additional and less familiar cause of volatile fractionation in bubbles is that resulting from different diffusivities of volatiles and their isotopes in the melt surrounding a growing bubble (see, e.g., Aubaud et al. 2004 ). This broad type of diffusive fractionation has been discussed for some types of systems (e.g., growing crystals; Jambon 1980; Watson and Müller 2009), but not in a detailed way for the unique and potentially more complicated case of bubble growth. The purpose of the present contribution is to assess the effectiveness of diffusive fractionation of volatiles and their isotopes during bubble growth for a wide range of growth scenarios.
Bubbles grow in decompressing magmas by simple expansion and by supply of volatiles to the bubble/melt interface by diffusion in the melt. Volatile species that diffuse at different rates are thus expected to fractionate from one another purely as a consequence of varying supply rates to the bubble. This principle applies not only to different volatile compounds (e.g., CO 2 , H 2 O, SO 2 ), but also to the isotopes of constituent elements of these compounds (and various Richter et al. 1999; 2008; Watkins et al. 2009; , and measurements have recently been extended to the volatile (anionic) element chlorine (Fortin et al. 2016) . This knowledge sets the stage for quantitative discussion of diffusive fractionation of volatiles and their isotopes during bubble growth.
Bubble formation and evolution in magmas is a mature and well-understood topic (e.g., Sparks 1978; Proussevitch et al. 1993; Sparks et al. 1994; Toramaru 1989; Proussevitch and Sahagian 1998; Navon et al. 1998; Gardner et al. 1999; Liu and Zhang 2000; Lensky et al. 2004; Manga 2005, 2007; Zhang 2008; Davydov 2012) , and the present study adds little to the general knowledge of bubble growth. However, previous studies have not targeted the specific question of diffusive fractionation of bubble-forming and other volatile components in a comprehensive way. Here, the relevant diffusion/mass-conservation equations are solved numerically to reveal the broad systematics of diffusive fractionation. Two distinct growth scenarios are treated: (1) isolated bubbles in static systems in which the diffusion field surrounding the bubble is unaffected by physical factors; and (2) the generally more realistic case in which the diffusion field is limited by fluid-dynamical factors to a discrete boundary layer of roughly constant width surrounding the bubble. By convention, these two scenarios are referred to as diffusive and convective bubble growth, respectively (see, e.g., Zhang 2008) . During convective growth, the diffusion domain of interest is affected by motion of the bubble relative to its surroundings. In both cases it is differences, specifically in diffusion behavior that lead to the fractionation effects of interest in this study.
The simulations described here are simplistic in that the only phenomenon treated directly is diffusion of volatile components into bubbles whose growth rates are prescribed or dictated by an assumed decompression path. No attempt is made to explicitly include factors that can be significant in some bubble-growth scenarios, such as the bubble/melt interfacial energy (which leads to delayed nucleation and overpressure in the bubble), heat of exsolution, melt viscosity, and "PdV" work done during bubble expansion (Sparks 1978; Proussevitch et al. 1993; Prousevitch and Sahagian 1998; Gonnermann and Manga 2005) . These factors affect the rate of bubble growth to varying degrees depending on circumstances; however, because most of the present simulations are initiated by assuming a growth rate, the complicating factors listed above are implicitly included in the choice of growth rate. Bubble coalescence can be a major contributor to bubble size in some late-stage magmatic systems, but this phenomenon cannot be simulated in a single-domain, spherical model (although it is probably safe to assume that the vapor composition acquired by single bubbles prior to coalescence is faithfully passed on to a coalesced pair). For the sake of completeness, two distinct "types" of volatiles are recognized here: "passive" volatiles (e.g., F, Cl, N 2 , noble gases, SO 2 in some cases) that are partitioned into existing bubbles but play little or no role in nucleation and growth, and "active" volatiles (notably CO 2 and H 2 O) whose high concentrations and limited solubilities are the underlying cause of bubble nucleation and growth during magma decompression, and whose diffusivities influence the rate of bubble growth. In a magma containing a variety of dissolved volatiles, the distinction between these two types of volatiles is not always as clearcut as is assumed for the present simplified treatment.
Equilibrium isotopic fractionation during bubble growth is not addressed in this study. This would be straightforward to include in the models by assigning slightly different bubble/melt partition coefficients to any two isotopes of interest. This added complexity is not considered here to keep the focus on diffusive fractionation specifically (the one exception is in "Fractionation of noble gases during growth of CO2 bubbles", where equilibrium and kinetic aspects of noble gas fractionation are compared).
Numerical simulations

General approach
The models consider a single spherical bubble growing at the center of a spherical melt medium ( Fig. 1; see Table 1 for a summary of relevant variables). During growth, the bubble/melt interface (at radius = r b ) moves outward with time according to a specified (or calculated) rate law. The system is subdivided into two domains: one extending from the center of the bubble to its surface and the other, representing the melt, extending radially outward from the bubble/melt interface. Diffusion of the component of interest occurs within the melt domain at a rate specified by a known (or assumed) diffusivity or diffusion law. Diffusion within the bubble is assumed to be infinitely fast,that is, the bubble is considered to be uniform in concentration (composition) at any given instant, even though the concentrations of vapor components change with time. The melt domain is divided into a series of several hundred nested spherical shells; these constitute discrete volume elements between which diffusive exchange occurs. The numerical scheme thus amounts to an explicit finite-difference approach implemented using discrete volume elements (shells). The node representing the radial coordinate of each shell is positioned such that half of the diffusant molecules in the shell are "inboard" and half "outboard" (at distances far from the bubble, this position is close to the radial midpoint of the shell). For diffusive-growth situations, the melt domain is infinite in extent because additional shells are added, if needed, as the diffusion field around the bubble expands. In simulations of convective growth, the outer edge of the fixed boundary layer also constitutes the system boundary; this migrates outward (maintaining a fixed boundary-layer width) as the bubble grows. At each time step, δt, the bubble is assumed to be in equilibrium with the melt medium at the bubble/melt interface. For passive volatiles, this interfacial equilibrium is defined in terms of a bubble/melt partition coefficient where C b and C m represent the volumetric concentrations (molecules or moles/m 3 ) of the species of interest in the bubble and melt, respectively. For some volatiles, the Henry's law constant K H is conceptually more accurate as a description of the relative concentrations in bubble and melt (see "Fractionation of noble gases during growth of CO2 bubbles" on noble gases). However, use of K H would implicitly link the behavior of the element of interest to a decompression path and also to diffusion of other volatiles into the bubble, leading to time-dependent partitioning behavior. Use of a simple (constant) K d isolates fractionation effects during bubble growth to diffusion specifically. For many elements that prefer vapor to silicate melt (e.g., Cl, F and Li), K d is the preferred means of expressing the partitioning (e.g., Webster et al. 2009 ).
The active volatiles CO 2 and H 2 O are treated individually in "Active volatiles: CO2 and H2O" and "Natural scenarios involving passive volatiles", and in these cases the interfacial bubble/melt equilibrium is determined by the solubility C sat of the component of interest (CO 2 or H 2 O) in the melt at the instantaneous temperature and pressure (see "Equations of state, diffusion laws and solubilities" for sources).
During a bubble-growth simulation, the size of δt is chosen to remain well below the maximum allowable value for numerical stability in modeling diffusion with the explicit finite-difference method (δt max = Δr 2 /D, where Δr is the inter-node spacing and D is the diffusivity of the species of interest ; Crank 1975) . In the numerical scheme adopted here, the radial coordinates of the mass-centered nodes remain fixed, with bubble growth accommodated by shrinking and ultimately "consuming" the innermost shell in the melt as required. The starting point for all simulations is a pre-nucleated bubble of 10-30 μm radius, which is initially in equilibrium with the surrounding melt (the vapor initially present in the bubble is quickly overwhelmed by influx from the melt, so the choice of initial radius has a negligible effect on outcome as long as it is small relative to the amount of growth simulated). Bubble growth with accompanying diffusion is then monitored in small time increments δt during which the following steps are executed: (1) the bubble expands-either at a preset growth rate R or by a small decrement in pressure leading to a density reduction specified by the appropriate equation of where r b is the bubble radius, r 1 is the radial position of the innermost node in the melt diffusion field, C r1 is the diffusant concentration at that node, and C eq is the equilibrium concentration of diffusant in the melt at the bubble/ melt interface. At a given pressure and temperature, C eq is specified either by the partition coefficient K d (for passive volatiles) or by C sat (for active volatiles). Equation 3 accomplishes the same result as finite-difference solution of the non-steady state diffusion equation in spherical coordinates (Crank 1975) :
Equations 3 and 6 implicitly consider the host melt as the stationary reference frame for diffusion calculations. For moving-boundary problems like bubble growth, it is sometimes more convenient to use the interface as the frame of reference and migrate the diffusion field toward it, which requires a translation term in the diffusion/mass-conservation equation (e.g., Readey and Cooper 1966; see also Zhang 2008) . The approach used in the present study (stationary shells that interact by diffusion with a moving bubble/melt interface) is preferred because it involves explicit (2)
computation of fluxes between volume elements (shells and bubble) at every time step, so the cumulative effects of diffusive transport can be summed over the course of a simulation, and mass conservation is easily monitored. The scheme is the same as that used by Watson and Müller (2009) , who also demonstrated outcomes indistinguishable from those produced by an implicit (Crank-Nicholson), migrating-grid approach. All simulations in the present study were confirmed to conserve mass, and to yield results independent of the values of δt and Δr over reasonable variations in these parameters. For convective-growth models ("Convective bubble growth (dynamic system)" and "Exsolution of CO2 from MORB"), the growing bubble is assumed to be mantled by a boundary layer whose width is controlled by fluid dynamical effects accompanying motion of the bubble in the melt. In this case, the boundary layer does not expand indefinitely as the bubble grows and diffusion proceeds. This convective bubble-growth situation is readily accommodated in the numerical algorithm described above by holding constant the diffusant concentration at the initial melt value (the far-field concentration) at the outer edge of the boundary layer. This approach is conceptually similar to the simplified bubble-growth equation where r b is the bubble radius, C ∞ is the far-field concentration of the volatile component, and x BL is the width of the fluid dynamical boundary layer (Zhang 2008 ). This equation is discussed further in "Convective bubble growth (dynamic system)".
Equations of state, diffusion laws and solubilities
The simulations described in "Active volatiles: CO2 and H2O" and "Natural scenarios involving passive volatiles" treat circumstances in which a specific volatile component (CO 2 or H 2 O) has exceeded the saturation level in the melt due to decompression of the system, which leads to immediate bubble nucleation and growth by simple expansion and diffusion of the relevant volatile from the melt into the bubble. Numerical simulation of such cases requires incorporation into the computer code subroutines that efficiently calculate, at each time step, the solubility of the bubble-forming volatile in the melt and its PVT properties in the bubble. Diffusivities may also require continuous recalculation during program execution (to accommodate, for example, changes in D CO2 with pressure and D H2O with both pressure and concentration in the melt). In the present study, the PVT properties of CO 2 and H 2 O are calculated from subroutines based on Bottinga and Richet (1981) and Halbach and Chatterjee (1982) , respectively. Subroutines to Newman and Lowenstern (2002) . The simulations involving CO 2 in basalt and H 2 O in rhyolite are simplified, in that only one major volatile is treated in each case: CO 2 in basalt and H 2 O in rhyolite. In a phase equilibrium sense, this means that the solubility of CO 2 or H 2 O alone determines the course of bubble growth. In models that include elemental or isotopic fractionation of trace components (Li, Cl and noble gases), these species are partitioned between the melt and pure CO 2 vapor (basalt) or H 2 O vapor (rhyolite). This approach does not accurately represent behavior in magmas because natural systems saturate in a mixed volatile phase; however, the dominant-volatile assumption markedly simplifies the calculations by allowing the solubility relations of the endmember volatiles to drive bubble growth.
Passive volatiles Diffusive bubble growth (static system)
As noted in the introduction, volatiles are designated here as "passive" if they play no role in bubble nucleation and growth but are strongly partitioned into any existing bubbles. Examples include noble gases, N 2 , Cl, F, and Li, SO 2 and CO 2 under some circumstances. Lithium and Cl are imparted special status in this study because these elements are expected to partition into a vapor phase under at least some circumstances, and because the isotope mass effect on diffusion has been characterized in both cases, so model results for isotopic fractionation are more than purely hypothetical. Lithium and Cl differ in the sense that the latter is a true volatile element (favoring any vapor phase), whereas the former is a fluid-mobile fluxing component.
The approach in this part of the study was to run simulations starting with a wide range of R/D values, where R is the growth rate of the bubble and D is the diffusivity of the passive volatile of interest in the melt (note that D without subscript implicitly refers to the diffusivity of the faster of two diffusants being compared). These are generic models, not intended to simulate any particular melt or volatile, but rather to reveal key variables and relationships. The growth rate R = dr b /dt is assumed to be constant in these models, so the radius of the bubble increases linearly with time. As discussed in "Active volatiles: CO2 and H2O", constant R is not realistic for most bubble-growth scenarios, but it is a starting basis for establishing relationships and revealing dependencies.
Simulations were conducted with both R and D varying over many orders of magnitude, but it quickly became clear that a given R/D ratio produces the same outcome regardless of the individual values of R and D (this was anticipated on the basis of behavior shown by other systems that are conceptually similar; e.g., Smith et al. 1955 Some key outcomes of simulations targeting diffusioncontrolled growth are shown in Fig. 2 , which is aimed specifically at fractionation of the isotopes of a hypothetical volatile component. In this figure, fractionation is expressed using the usual geochemical δ notation:
where the subscripted concentrations refer to hypothetical heavy (H) and light (L) isotopes, and ∞ indicates the far-field concentration ratio in the melt (which is also the initial ratio in the melt). The panels on the left show the evolution of δ H in the bubble as a function of bubble radius for K d = 1000, 100 and 10, and for R/D values ranging from 10 to 10 5 m −1
. This R/D range defines the growth region of greatest interest: R/D >10 5 results in essentially no isotopic fractionation, and R/D <10 results in a slow responsewhich means that bubbles must be very large before noteworthy fractionations are achieved. The key aspect of the δ H vs. bubble radius curves in Fig. 2 (Fortin et al. 2016; Richter et al. 2003) . Note that for a hypothetical bubble/melt K d of 100, δ max is approximately −4‰ for Cl and −24‰ for Li. For K d = 1000, the respective δ max values for Cl and Li are Cl (Fortin et al. 2016) are indicted in the right-hand panels −5 and −28‰ (Li is examined in more detail in "Li and Cl isotopic fractionation during convective growth of H2O bubbles in rhyolite").
Another noteworthy aspect of Fig. 2 is that δ max is never reached for R/D >1000, but significant fractionations are nevertheless produced at small bubble radii (≪1 mm). The intermediate R/D value of 100 m −1 could be considered a "sweet spot" for isotope fractionation in the sense that δ max is attained at a relatively small bubble radius (<1 mm). Figure 3 shows the dependence of δ max on K d for the full range of D H /D L values that might be anticipated for isotopes of a single volatile element. The bigger picture of diffusive fractionation of volatile components whose diffusivities vary by as much as two orders of magnitude is shown in Fig. 4 , where δ max is expressed in % rather than ‰. Diffusive fractionation effects are potentially large, but in natural systems these might be convolved with differences in equilibrium bubble/ melt partitioning (see, e.g., Bottinga and Javoy 1990a).
While Fig. 2 is useful in conveying information about possible diffusive isotopic fractionation that might manifest itself in quenched bubbles in glassy rocks, it provides little insight into why diffusion in the melt leads to these outcomes. It is clear from the figure that a volatile component partitioned into a growing bubble can only be isotopically lighter than its host melt-unless equilibrium fractionation dominates over diffusion effects. Broadly speaking, this is because the lighter (faster) isotope gets to the bubble slightly more efficiently than the heavy isotope. However, the varying shapes of the curves in Fig. 2 suggest a complex interplay between bubble growth and diffusion that can be understood only from examination of actual diffusion profiles in the melt that develop near the advancing bubble/ melt interface. Examples are shown in . Each panel portrays evolution of the δ H profile in the melt as a series of 10 "snapshots" progressing from left to right across the figure as the bubble grows from 1 to 10 mm in radius (the center of the bubble is at 0 in all cases). For the highest R/D, the diffusive boundary layer is narrow (<1 mm) at all times, with δ H showing a sharp upward spike that is almost fully developed before the bubble reaches 1 mm in radius (cf. the first "snapshot" at the left side of the figure). In this high R/D case, the bubble/melt system quickly approaches a steadystate condition where an unchanging δ H profile in the melt is pushed along by the advancing surface of the growing bubble. Near the steady state, no fractionation occurs in the bubble relative to the bulk melt (see Fig. 2 ) because the isotopically heavy boundary layer against the bubble balances the slower supply of heavy isotope to the interface.
The middle and lower panels of Fig. 5 reveal that lower R/D values lead to quite different behavior. Diffusion in the melt outpaces bubble growth, so large diffusion fields develop around the bubble. The isotopically heavy "bump" in the melt develops more slowly and spreads to widths that quickly exceed the bubble radius. The haloed circle on each figure shows the approximate width of the diffusion field relative to the final 10-mm radius bubble.
An important take-away from Fig. 5 is that the diffusion fields around growing bubbles are generally too large to remain undisturbed by motion of the bubble relative to the host melt. This observation paves the way to consider diffusive fractionation during convective bubble growth, where the extent of the diffusive boundary layer is limited by physical factors.
Convective bubble growth (dynamic system)
As noted earlier, the numerical scheme used in this study is readily adapted to realistic situations where the diffusion field around a growing bubble is truncated by mechanical mixing (erosion) as a consequence of bubble motion in the host melt due to forced convection. In such cases, the width (x BL ) of the fluid-dynamical boundary layer around the bubble (and hence of the volatile diffusion field) is determined by specific characteristics of the system, including the compositional diffusivity (D c ) of the melt and the ascent velocity (U) of the bubble. The latter is given by Stokes law:
where g is the gravitational acceleration, d is the bubble diameter, μ is the melt viscosity and ρ m −ρ b is the density difference between the melt and the bubble. Once U is constrained, the Péclet number (Pe = U•d/D c ) provides a close approximation to the boundary layer width (Kerr 1995) This relationship indicates a dependence of x BL on bubble size-both directly and indirectly because Pe depends on d (Eq. 10). However, for cases where Pe ≫ 1, x BL is independent of bubble size (Kerr 1995) , and given by
This simplification means that the assumption of constant x BL during bubble growth is realistic for many circumstances. In a decompressing magma, changing bubble buoyancy (ρ b -ρ m ) and size will affect x BL by a small factor, but not by orders of magnitude. ) is unlikely due to motion of the bubbles in the melt. The shaded haloes around the circles in each panel illustrate the approximate relative extent of the diffusion fields around the final bubbles (the radius shown is ~¼ the actual final radius of 10 mm). See text for discussion ▸ Despite the complicating influences on convective bubble growth relative to simple diffusion-controlled growth, the restriction of the diffusive boundary layer to a fixed width leads to two advantages: on the one hand, the key variable in controlling fractionation becomes a dimensionless number R•x BL /D, which is an improvement over the simple R/D ratio because of its generality. In addition, if the boundary layer is thin and of constant width, the system reaches a steady state relatively quickly. For basaltic melts at 1200 °C, μ ≈100 Pa·s (e.g., Villeneuve et al. 2008) , D c ∼ D SiO2 ≈2.5 × 10 −12 m 2 /s (e.g., Lesher et al. 1996) , and ρ m ≈2.7 g/cm 3 (Murase and McBirney 1973; Sparks and Huppert 1984) . For a large range of assumed bubble densities (ρ b = 0.04-1.0 g/cm 3 ) and diameters (d = 0.005-1 cm), Eqs. 10 and 11 yield x BL values within a relatively limited range of ~23-65 μm. Silicic systems (e.g., rhyolite) are more difficult to constrain in this way because of the pronounced effects of dissolved H 2 O upon both μ and D c . The substantially higher viscosity of wet rhyolite melt relative to basalt (e.g., ~10
8 − 10 6 10 Pa·s at 850 °C for melts with 2-4 wt% H 2 O; Shaw 1963 Shaw , 1965 Hess and Dingwell 1996) counteracts to some extent the lower compositional diffusivity, so the range of plausible Pe values for wet rhyolite overlaps with those for basalt. A rough estimate for x BL in wet rhyolite is ~25-500 μm for the same range of bubble sizes and densities indicated above for basalt. It should be borne in mind that for melts of any composition, the value of x BL given by Eqs. 10 or 11 is an average for a particular bubble. The actual thickness around the bubble varies because of its upward motion, which causes thinning on the top and a wider "tail" on the bottom (Kerr 1995) .
The significance and usefulness of R•x BL /D is readily appreciated from Fig. 6 , which shows δ H vs. bubble radius results of numerical simulations conducted with two different values of R•x BL /D-0.1 on the left and 1.0 on the right. Two things are immediately clear: (1) the same steadystate value of δ H is reached for a given value of R•x BL /D; but (2) the rate and path of the approach to the steady state depends on the boundary layer width, x BL . The steady state is generally approached after less than a millimeter of growth, except in the case of the widest boundary layer of 1 mm. Given the calculations above, x BL will rarely exceed 150 μm for bubbles in typical magmatic liquids, which means that steady-state fractionation should be established quickly during bubble growth. Accordingly, the remainder of this section will focus on the magnitude of fractionation that applies specifically to the steady state. (Fig. 9) . In fact, all lines in Fig. 9 In applying the above equations to a real-world situation, it is important to bear in mind that they provide
estimates of the magnitude of steady-state isotopic fractionation specifically. Interestingly, the extent and duration of bubble growth required to establish a steady state depends upon the boundary layer width x BL (Fig. 6) , so there is a link between the physical dynamics of the system (which determines x BL ) and the onset of steady-state diffusive fractionation of isotopes in exsolved bubbles: bubble motion in magma → thin boundary layer → rapid establishment of steady state (→ predictable diffusive fractionation).
It was noted in "General approach" that Eq. 7 has been applied to the case of convective bubble growth just described. This equation is adequate as a description of the instantaneous rate of convective bubble growth (in terms of the diffusive flux of molecules through the bubble/melt interface), but it cannot be integrated to obtain time-averaged effects without knowledge of the dependencies of the bubble radius (r b ) and volatile solubility (C sat ) upon time (and, in general, it is knowledge of r b = f(t) that is sought). Other limitations of Eq. 7 include the facts that: it is one-dimensional (it is essentially the steady-state diffusion equation in one dimension); it assumes that the concentration gradient across the boundary layer is linear (in spherical coordinates, the gradient is not linear even when a steady-state is achieved); it does not capture growth by simple expansion; and it does not consider the time interval during bubble growth when diffusion effects have not reached the outer perimeter of the physical boundary layer (i.e., it implies that steady-state growth is established instantaneously). Depending on circumstances, this last limitation may or may not be important. The overall shortcomings aside, Eq. 7 can be integrated in step-wise fashion, allowing r b , C sat and x BL to change with successive time steps (Fortin et al. 2016 ). This strategy was used by Bottinga and Javoy (1990a) in implementing an equation similar to Eq. 7.
Before closing this section on general convective bubble growth, it is worth noting that the linear relationship between D H /D L and δ ss(0.1) for isotopes (Figs. 8, 9 ) also holds quite well for separate volatiles whose diffusivities differ markedly (i.e., D slow /D fast ≪1; see Fig. 11 ). As previously noted, however, diffusive fractionation of volatiles during bubble growth in natural systems may be difficult to isolate in the presence of expected equilibrium fractionation.
Active volatiles: CO 2 and H 2 O Exsolution of CO 2 from MORB
In this section, models are briefly described in which diffusive-and convective growth of CO 2 bubbles in basaltic melt is explicitly calculated, along with accompanying diffusive fractionations. In contrast to models described in previous sections, the growth rate of the bubble is not an input parameter here but an outcome of the model. Carbon dioxide is generally present in MORB basalts at a level of several hundred ppm (e.g., Johnson et al. 1994) , and because the solubility of CO 2 in basalt is limited and steeply pressure-dependent (e.g., Blank and Brooker 1994; Newman and Lowenstern 2002) , MORB magmas will tend to reach saturation in CO 2 -rich vapor at some stage in their decompression history (although this does not automatically lead to instantaneous bubble nucleation; Aubaud et al. 2004; Bottinga and Javoy 1990b; Gonnermann and Manga 2005; . Passive volatiles (which include H 2 O in this case) are partitioned between the growing, CO 2 -dominated bubbles and melt. Possible diffusive fractionations in this scenario include not only those involving the isotopologues of CO 2 itself but also the isotopes of all other (passive) volatiles, and the individual volatiles from one another. No measurements have been made to date on the isotope mass effect on CO 2 (or CO 2− 3 ) diffusion in silicate melts, so models of diffusive fractionation of C species during CO 2 bubble growth are purely illustrative at this point. Even though the present models are not intended to capture the behavior of any specific system, the insight they provide into the time dependence of dr b /dt during diffusive and convective growth is potentially valuable (up to this point in this study, dr b /dt has been assumed to be constant).
Diffusive growth of CO 2 bubbles in basalt
The models assume an initial magmatic CO 2 content of 500 ppm, which would result in bubble formation at ~1100 bars during decompression at ~1200 °C (Newman and Lowenstern 2002) if the interfacial energy barrier to nucleation is ignored (this is relatively small in mafic systems; Gonnermann and Manga 2007) . Accordingly, the model system starts out at 1100 bars and decompresses at preset rates of 0.01, 0.001, and 0.0001 bars/s down to 100 bars. Bubble nucleation is assumed to occur instantaneously, and growth progresses as a consequence of both PVT expansion and diffusion of CO 2 into the bubble (see "Equations of state, diffusion laws and solubilities" for EOS and diffusion sources; note, again, that in real systems the volatile phase would not be pure CO 2 ). The temperature is held constant at 1200 °C throughout the simulation; the H 2 O content of the melt is assumed to be 0.4 wt% (this affects the diffusivity of CO 2 ; Zhang and Ni 2010). Figure 12 shows results for diffusive growth of CO 2 -rich bubbles given the conditions just described. Graphs of R vs. time (Fig. 12a, b) and r b vs. time (Fig. 12c) reveal highly non-linear growth behavior for all three decompression rates, which is not unexpected in view of the nearly 10-fold decrease in CO 2 density over the 1000-bar drop in pressure (ρ m drops from 0.319 to 0.035 g/cm 3 ). Interestingly, despite the difference in bubble size at the end of the three decompression paths, the final δ H in the bubble is the same: −3.53‰ for an assumed heavy/light diffusivity ratio D H /D L of 0.995 (Fig. 12d) . This diagram is made much more useful by the fact that the final δ H in the bubble scales linearly with D H /D L [see Fig. 12e ; δ H = 714 × (D H /D L − 1)] and does not depend on growth rate. If the isotope (isotopologue) mass effect on CO 2 diffusion is measured in future experiments and D H /D L differs from the value of 0.995 used here, Fig. 12 will not be made instantly obsolete.
A remaining question about diffusive growth of CO 2 bubbles is the width of the diffusion field in the melt around the growing bubble. This could be roughly estimated as √ 2Dt, but a more accurate depiction, including evolution with time, is provided in Fig. 12f . The set of curves in this figure applies specifically to the fastdecompression scenario (dP/dt = −0.01 bars/s), which results in the narrowest diffusion zone. Even in this case, however, the diffusion field is several hundred microns wide at the end of the decompression path. Most of the change in isotope ratio in the melt takes place within ~100 microns of the bubble interface, but it is nevertheless clear that convective bubble growth scenarios-in which diffusion is confined to a physically limited boundary layer-must also be considered. 
Convective growth of CO 2 bubbles in basalt
Convective growth of CO 2 -rich bubbles in basaltic melt was explored using the same decompression paths described in the previous section-dP/dt = −0.01, −0.001 and −0.0001 bars/s-with the boundary layer width x BL ranging from 30 to 100 microns (which is appropriate for the inviscid basaltic melt under consideration; see "Convective bubble growth (dynamic system)"). Growth behavior is illustrated for the specific case of x BL = 30 μm in Fig. 13a , where growth rate R is plotted against log(t) to show the three decompression scenarios on a single graph. In Fig. 13b , a linear time axis is used to more clearly show the exponentially increasing growth rate for the specific case of dP/dt = −0.001 bars/s. Figure 13b includes R vs. t curves for two values of x BL (30 and 100 μm) and also for purely diffusioncontrolled growth (from Fig. 12a ). From this comparison it is clear that the presence of a narrow boundary layer results in a significantly enhanced rate of bubble growth. It is also apparent that, as expected, convective growth behavior migrates toward the pure-diffusion case as x BL increases. Figure 13c illustrates the effect of varying x BL on the final radii of bubbles produced along the three decompression paths. As in the case of diffusive growth, small bubbles result from fast decompression: a tenfold increase in decompression rate leads to roughly a tenfold reduction in final bubble size. Also, as in the case of diffusive growth, however, the rate of decompression has little or no effect on the amount of isotopic fractionation observed in the final bubble (Fig. 13d) . Moreover, the value of δ H in the bubble at the completion of the Fig. 12 Diffusive growth models for CO 2 -rich bubbles in basaltic melt decompressing isothermally at 1200 °C. a Growth rate as a function of time for decompression at 0.001 bars/s. b Similar plot to (a) but using a log(t) scale to compare bubble growth at three different decompression rates (indicated on figure) . c CO 2 bubble radius as a function of time for the same three decompression rates. (Fig. 13e) . Figure 13f shows the evolution with time of the δ H profile across a 30-μm wide boundary layer in the melt for the fastest decompression path (dP/dt = −0.01 bars/s). As in Fig. 12f , the ten curves are separate "snapshots" of the boundary layer at successive stages in the growth of the bubble, the center of which is at zero on the horizontal axis.
Natural scenarios involving passive volatiles Fractionation of noble gases during growth of CO 2 bubbles
Given the computed growth behavior of CO 2 -rich bubbles reported in the previous section, it may be of interest to explore the possible fractionation of passive volatiles such as the noble gases during growth of these bubbles, focusing in this instance upon separation of one volatile from another rather than isotopes or isotopologues of a single volatile. Evidence of kinetic fractionation of noble gases during bubble growth has been noted in mafic volcanics (e.g., Gonnermann and Mukhopadhyay 2007; Paonita and Martelli 2007; Burnard et al. 2003) , and a detailed study by Aubaud et al. (2004) revealed that high degrees of supersaturation of basaltic melt with respect to CO 2 lead to elevated He/Ar ratios in quenched bubbles. This observation may indicate that high growth rates accompanying CO 2 supersaturation can lead to enrichment of fast-diffusing He in the bubbles. For the present illustrative models, the diffusivities of noble gases were assumed to be: He -5 × 10 −9 m 2 /s; Ar -6 × 10 −10 m 2 /s; Xe -3 × 10 −10 m 2 /s. These values are based on the experimental determinations of Lux (1987) at 1350 °C, which is significantly hotter than the 1200 °C assumed for the present model (see previous section). However, it is the relative diffusivities of the noble gases that are most important for the present comparison, and only Lux (1987) has measured the diffusivities of all noble gases using internally consistent methods. Moreover, the value of Lux (1987) for He is close to that used by Aubaud et al. (2004) , which was based on the measurements of Kurz and Jenkins (1981) . The growth rate vs. time relationship for noble-gas bearing CO 2 bubbles was taken from Fig. 13b , specifically for x BL = 30 μm and dP/dt = −0.001 bars/s (decompression from 1100 to 100 bars). To simplify the diffusion calculations for the noble gases, the growth-rate curve (R vs. t) was approximated as a simple exponential as shown in Fig. 14a .
In models of diffusive isotope fractionation discussed previously, equilibrium isotopic fractionation was assumed to be negligible at the high temperatures relevant to bubble growth. Fractionation of noble gases from one another is a different matter, however, because equilibrium fractionation is likely to be substantial. To assess the magnitude of diffusion effects, a reasonable approach is to compare noble-gas fractionation during bubble growth with and without including differences in their diffusivities. As noted in "General approach", the partitioning of noble gases between vapor and melt is generally represented by the Henry's law constant K H = C m /p i , where p i is the partial pressure of the gas of interest in the vapor (Lux 1987; Ozima and Podosek 2002) . Given that p i ∝ C b ·P (where P = total pressure in the bubble), the relationship of K H to the partition coefficient used previously (Eq. 1) is simply
. Use of K H in modeling noble gas behavior means that vapor/melt partitioning must change during decompression-driven bubble growth, which sets these models apart from those in previous sections. Henry's law constants used in the models for He, Ar and Xe were taken from Lux (1987) .
The noble-gas fractionation results are shown in Fig. 14b-d as plots of Ar/He, Xe/Ar and Xe/He in the bubble as a function of bubble radius (for the assumed decompression path, the CO 2 -rich bubble grows to a final radius of ~2.5 mm). Each plot includes a curve showing behavior when both elements have the diffusivity of Ar, as well as (1) when the diffusivities of the two elements are the same (equal to that of Ar); and (2) when the individual diffusivities differ as reported by Lux (1987) . Elemental ratios that develop during growth are normalized to an initial equilibrium condition is that given by the Henry's law constants reported in Lux (1987) . See text for details and discussion a b c d a curve that includes fractionation resulting from the differing D values reported by Lux (1987) . For the specific model parameters used, diffusive fractionation effects involving the noble gases are relatively small compared with those caused by partitioning differences. Interestingly, kinetic and equilibrium partitioning effects conspire during decompressive bubble growth to produce substantial changes in element ratios over the "lifetime" of bubbles that attain a large size. Bubbles that do not exceed a millimeter or so in diameter show minimal changes in noble gas ratios relative to the initial equilibrium values. In a broad sense, the model results seem to be consistent with the conclusions of Aubaud et al. (2004) regarding possible kinetic fractionation of noble gases during bubble growth, but it must be cautioned that the magnitude of the separation of noble gases is entirely dependent upon the assumed parameters of the model (x BL and decompression path). Additional factors such as delayed nucleation could also play a significant role in determining outcomes, because this would tend to result in faster bubble growth of bubbles once they nucleate.
Li and Cl isotopic fractionation during convective growth of H 2 O bubbles in rhyolite
Although not a magmatic volatile in the traditional (atmophile) sense, Li is a fluid-mobile species that has been shown to partition into H 2 O vapor relative to rhyolite melt under some conditions (Webster et al. 1989; Vlastélic et al. 2011 ). The same is true of the more traditional volatile Cl (Webster 1992a, b; Webster et al., 2009) . Given the significant difference in diffusivities of 6 Li and 7 Li in silicate melts (Richter et al. 2003) , the potential exists for marked diffusive fractionation of Li isotopes during growth of H 2 O-rich bubbles in rhyolitic magmas. Kinetic fractionation of Cl isotopes during bubble growth is likely to be more muted than in the case of Li, but potentially significant nevertheless. Comparison of Li and Cl makes an interesting study in contrasts because Li is a fast diffuser exhibiting a large isotope mass effect, and Cl is a slow diffuser with a modest isotope mass effect. In terms of P-T conditions and paths, the modeling possibilities for bubble exsolution from rhyolite melt are innumerable; the example here should be regarded as purely illustrative and not intended to represent any specific natural system. The goal of the model is to evaluate the possible magnitudes of diffusive fractionation of Li and Cl isotopes during growth of H 2 O-rich bubbles in rhyolite melt when the growth rate of the bubble is determined solely by H 2 O diffusion and bubble expansion accompanying decompression. As in the basalt/CO 2 case just discussed, other factors affecting bubble growth are not considered here, but the choice of a convective growth model incorporating a relatively narrow physical boundary layer (x BL = 100 μm) implies a vigorous system. The model system is assumed to decompress isothermally (at 750 °C) from 1000 to 500 bars at 0.009 bars/s, during which the density of H 2 O vapor drops from ~0.25 to ~0.12 g/cm 3 (Halbach and Chatterjee 1982) and the solubility in the melt from ~4.2 to ~2.8 wt% (Newman and Lowenstern 2002) . The numerical algorithm is complicated by the fact that the diffusivity of H 2 O in rhyolite depends strongly upon dissolved H 2 O content , so D H2O must be recalculated at every node point for each time step. Figure 15a , b illustrate convective growth of an H 2 O bubble for the conditions described above, up to a final radius of 2.5 mm. As in the case of CO 2 bubble growth in basalt, the R vs. t curve for H 2 O bubble growth in rhyolite is exponential in form (Fig. 15b) . The overall shape of the computed growth curve (Fig. 15a) resembles the experimental determinations of Liu and Zhang (2000) for hydrous rhyolite, but the details differ because of the mismatch in temperature and decompression path, and also because of the simplistic nature of the present model.
Modeling Li and Cl isotope fractionation during H 2 O bubble growth requires knowledge of elemental diffusivities and isotope mass effects that is incomplete at present-although plausible estimates are possible. The diffusivity of Li in wet rhyolite is assumed to be 1.0 × 10 −10 m 2 /s-a value based not upon actual measurements, but upon the fact that D Li ≈ D Na in silicic melts , combined with the observation of Watson (1981) that for cations whose diffusivities are fast in dry rhyolite melt (such as Na + ), the increase in diffusivity with added H 2 O is very modest. The diffusivity of Cl in wet rhyolite is taken as 1.0 × 10 −12 m 2 /s, based on the studies of Watson (1991) and Bai and Koster van Groos (1994) . Chlorine diffusion in wet rhyolite depends on the H 2 O content of the melt, but this dependence has not been characterized in detail at 750 °C. However, the effect of H 2 O is modest in the 2-4 wt% H 2 O range at 850 °C (Bai and Koster van Groos (1994) , so use of a best-guess average value for D Cl is not expected to affect the results in a major way. The isotope mass effect on Li diffusion is assumed to be the same as that measured by Richter et al. (2003) for dry melts at higher temperature (D 7Li /D 6Li = 0.967), and that for Cl diffusion is assumed to be the same as that measured by Fortin et al. (2016) for dry dacite melt (D 37Cl /D 35Cl = 0.995). The bubble/melt partition coefficients for both Li and Cl are assumed to be 100, which is consistent with the studies of Vlastélic et al. (2011) and Webster (1992a,b) , and Webster et al. (2009) . As in the noble-gas model described previously, the R vs. t curve for H 2 O bubble growth in rhyolite was approximated as a simple exponential relationship (Fig. 15b) to simplify the calculations involving Li and Cl isotopes. Figure 15c , d show the heavy isotope depletions in the bubble for Li and Cl relative to the initial melt as a function of bubble radius up to 2.5 mm. The maximum heavy isotope depletion in the bubble is, as expected, much more pronounced for Li (δ 7 Li ~−27‰) than for Cl (δ 37 Cl ~−3.5‰). However, the dependence of heavy-isotope depletion on bubble radius is also very different for the two elements. The maximum 37 Cl depletion occurs early in the growth history (r bubble <100 μm), whereas 7 Li approaches its maximum depletion only after the full 2.5 mm of bubble growth. Viewed one way, it could be argued that Cl isotopic fractionation is relatively ephemeral, whereas that of Li is sustained. Viewed another way, however, the quick minimization of δ 37 Cl in the bubble could increase the likelihood of diffusive fractionation playing a role in natural settings where bubble growth is interrupted early.
Discussion and concluding remarks
Several broad conclusions can be drawn from the numerical models conducted in this study, the most important of which is that the efficacy of diffusive fractionation of volatiles and their isotopes during bubble growth in melts depends in systematic ways on the interplay between growth rate (R), diffusivity (D) and the diffusivity ratio of the species being compared (D H /D L in the case of isotopes; D slow /D fast in the case of separate volatiles). The volatility, or strength of partitioning into the bubble, also has some influence, but behavior is not very different once the bubble/melt partition coefficient exceeds ~100. Based on the dynamics of solute redistribution in other moving-boundary systems (e.g., crystal growth), the above generalizations are not surprising (Jambon 1980; Watson and Müller 2009 ), but the details provided here may expedite application to bubble growth in natural systems. For both diffusive and convective bubble growth, R/D is a key ratio in determining outcomes. For convective growth specifically (where diffusive supply to the bubble occurs through a fixed, fluiddynamically regulated boundary layer), R/D can be combined with the boundary layer width x BL to obtain a dimensionless number R•x BL /D that enables generalization to almost any bubble-growth scenario. The potential for diffusive fractionation is greatest when R•x BL /D ~0.1, but some fractionation is possible within a range of R•x BL /D values spanning ~4 orders of magnitude. The extent of diffusive fractionation within this "window of opportunity" depends linearly upon D H /D L .
The possibility that diffusive fractionation during bubble growth might lead to a measurable signature (in lavas, glasses, vesicles or exsolved gases) depends entirely on the timing of system decompression, bubble growth and coalescence (and possible resorption), and magma eruption. Generally speaking, geochemical kinetics effects are important to outcomes only if the process or phenomenon of interest is interrupted along the path to equilibrium. In the particular case of bubble growth, much will depend upon the time scale of bubble segregation and eruption relative to that of complete diffusive equilibration between bubble and melt. An important conclusion of this study is that, steady-state kinetic fractionation during convective bubble growth is achieved fairly quickly in many cases (see Figs. 6, 8) , so in some natural systems there will exist sustained intervals of time over which a kinetic fractionation could persist-which leads to some likelihood that this fractionation might be "sampled" by an eruption. In the interest of full disclosure, a natural system will never attain a true steady state when R is a strong (exponential?) function of time, but substantial diffusive fractionation of isotopes can nevertheless develop quickly and be sustained for a time interval that is long in relation to the overall duration of bubble growth. An interesting case that may illustrate this point is described by de Moor et al. (2013) , who called upon diffusive fractionation of 32 S and 34 S to explain the sulfur isotope compositions of gases and scoria at volcanoes in Ethiopia and Nicaragua. It is anticipated that many more such examples will emerge with the expansion of the database on isotopic compositions of volatiles in eruptives and their associated gases. As demonstrated by de Moor et al. (2013) , diffusive fractionation during bubble growth can produce effects that are opposite to those expected during equilibrium fractionation.
We note in closing that telltale signs of isotope fractionation during diffusive and convective bubble growth may persist not only in the gas that occupies a vesicle (for example), but also in the quenched glass surrounding that vesicle. This is particularly evident in Fig. 5 , which shows δ H profiles across a widening diffusive boundary layer against a growing bubble. More subtle but nevertheless characteristic profiles are also produced during convective bubble growth (Fig. 13f) . If in situ analytical methods (SIMS in particular) can be implemented to characterize these profiles isotopically, then diffusive fractionation could, in principle, be unequivocally confirmed. In addition, the specific characteristics of the quenched isotopic profile could, through modeling, shed unprecedented light on details of the bubble growth and magma degassing history [a broadly similar approach was used by Castro et al. (2005) in their study of millimeter-scale H 2 O concentration profiles near vesiculation zones; see also 
