INTRODUCTION
SAMPLE SELECTION IS A PROBLEM frequently encountered in applied research. It arises as a result of either self-selection by the individuals under investigation, or sample selection decisions made by data analysts. A classic example, studied in the seminal work of Gronau (1974) and Heckman (1976) , is female labor supply, where hours worked are observed only for those women who decide to participate in the labor force. Failure to account for sample selection is well known to lead to inconsistent estimation of the behavioral parameters of interest, as these are confounded with parameters that determine the probability of entry into the sample. In recent years a vast amount of econometric literature has been devoted to the problem of controlling for sample selectivity. The research however has almost exclusively focused on the cross-sectional data case. See Powell (1994) for a review of this literature and for references. In contrast, this paper focuses on the case where the researcher has panel or longitudinal data a~a i l a b l e .~ Sample selectivity is as acute a problem in panel as in cross section data. In addition, panel data sets are commonly characterized by nonrandomly missing observations due to sample attrition.
The most typical concern in empirical work using panel data has been the presence of unobserved heterogeneity. Heterogeneity across economic agents may arise for example as a result of different preferences, endowments, or attributes. These permanent individual characteristics are commonly unobservable, or may simply not be measurable due to their qualitative nature. Failure to account for such individual-specific effects may result in biased and inconsistent estimates of the parameters of interest. In linear panel data models, these unobserved effects may be "differenced" out, using the familiar "within" ("fixed-effects") approach. This method is generally not applicable in limited dependent variable models. Exceptions include the discrete choice model studied by Rasch (1960 Rasch ( , 1961 , Anderson (1970) , and Manski (1987) , and the censored and truncated regression models (Honor6 (1992 (Honor6 ( , 1993 ). See also Chamberlain (1984) , and Hsiao (1986) for a discussion of panel data methods.
The simultaneous presence of sample selectivity and unobserved heterogeneity has been noted in empirical work (as for example in Hausman and Wise (19791, Nijman and Verbeek (1992) , and Rosholm and Smith (1994) ). Given the pervasiveness of either problem in panel data studies, it appears highly desirable to be able to control for both of them simultaneously. The present paper is a step in this direction.
In particular, we consider the problem of estimating a panel data model. where both the sample selection rule, assumed to follow a binary response model, and the (linear) regression equation of interest contain additive permanent unobservable individual-specific effects that may depend on the observable explanatory variables in an arbitrary way. In this type 2 Tobit model (in the terminology of Amemiya (1985) ), sample selectivity induces a fundamental nonlinearity in the equation of interest with respect to the unobserved characteristics, which, in contrast to linear panel data models, cannot be "differenced away." This is because the sample selection effect, which enters additivelp in the main equation, is a (generally unknown) nonlinear function of both the observed time-varying regressors and the unobservable individual effects of the selection equation, and is therefore not constant over time.
Furthermore, even if one were willing to specify the distribution of the underlying time-varying errors (for example normal) in order to estimate the model by maximum likelihood, the presence of unobservable effects in the selection rule would require that the researcher also specify a functional form for their statistical dependence on the observed variables. Apart from being nonrobust to distributional misspecification, this fully parametric "random effects" approach is also computationally cumbersome, as it requires multiple numerical integration over both the unobservable effects and the entire length of the panel. Heckman's (1976 Heckman's ( , 1979 two-step correction, although computationally much more tractable, also requires full specification of the underlying distributions of the unobservables, and is therefore susceptible to inconsistencies due to misspecification. Thus, the results of this paper will be important even if the distribution of the individual effects is the only nuisance parameter in the model.
Panel data selection models with latent individual effects have been most recently considered by Verbeek and Nijman (19921, and Wooldridge (19951, who proposed methods for testing and correcting for selectivity bias. A crucial assumption underlying these methods is the parameterization of the sample selection mechanism. Specifically, these authors assume that both the unobsewable effect and the idiosyncratic errors in the selection process are normally distributed. The present paper is an important departure from this work, in the sense that the distributions of all unobservables are left unspecified.
We focus on the case where the data consist of a large number of individuals observed through a small number of time periods, and analyze asymptotics as the number of individuals (n) approaches infinity. Short-length panels are not only the most relevant for practical purposes, they also pose problems in estimation. In such cases, even if the individual effects are treated as parameters to be estimated, a parametric maximum likelihood approach yields inconsistent estimates, the well known "incidental parameters problem."
Our method for estimating the main regression equation of interest follows the familiar two-step approach proposed by Heckman (1974 Heckman ( , 1976 for parametric selection models, which has been used in the construction of most semiparametric estimators for such models. In the first step, the unknown coefficients of the "selection" equation are consistently estimated. In the second step, these estimates are used to estimate the equation of interest by a weighted least squares regression: The fixed effect from the main equation is eliminated by taking time differences on the observed selected variables, while the first-step estimates are used to construct weights, whose magnitude depends on the magnitude of the sample selection bias. For a fixed sample size, observations with less selectivity bias are given more weight, while asymptotically, only those observations with zero bias are used. This idea has been used by Powell (19871, and Ahn and Powell (1993) for the estimation of cross sectional selection models. The intuition is that, for an individual that is selected into the sample in two time periods, it is reasonable to assume that the magnitude of the selection effect in the main equation will be the same if the observed variables determining selection remain constant over time. Therefore, time differencing the outcome equation will eliminate not only its unobservable individual effect but also the sample selection effect. In fact. by imposing a linear regression structure on the latent model underlying the selection mechanism, the above argument will also hold if only the linear combination of the observed selection covariates, known up to a finite number of estimable parameters, remains constant over time. Under appropriate assumptions on the rate of convergence of the first step estimator, the proposed estimator of the main equation of interest is shown to be consistent and asymptotically normal, with a rate of convergence that can be made arbitrarily close to n-'I2. In particular, by assuming that the selection equation is estimated at a "faster" rate than the main equation, we obtain a limiting distribution which does not depend on the distribution of the first step estimator.
The first step of the proposed estimation method requires that the discrete choice selection equation be estimated consistently and at a sufficiently fast rate. To this end, we propose using a "smoothed" version of Manski's (1987) conditional maximum score e~t i m a t o r ,~ which follows the approach taken by Horowitz (1992) for estimating cross section discrete choice models. Under appropriate assumptions, stronger than those in Manski (1987) , the smoothed estimator improves on the rate of convergence of the original estimator, and also allows standard statistical inference. Furthermore, it dispenses with parametric assumptions on the distribution of the errors, required for example by the conditional maximum likelihood estimator proposed by Rasch (1960 Rasch ( , 1961 and Andersen (1970) .
Although our analysis is based on the assumption of a censored panel, with only two observations per individual, it easily generalizes to the case of a longer and possibly,unbalanced panel, and may be also modified to accommodate truncated samples, in which case estimation of the selection equation is infeasible. Extensions of our estimation method to cover these situations are discussed at the end of the next section.
The paper is organized as follows. Section 2 describes the model and motivates the proposed estimation procedure. Section 3 states the assumptions and derives the asymptotic properties of the estimator. Section 4 presents the results of a Monte Carlo study investigating the small sample performance of the proposed estimator. Section 5 offers conclusions and suggests topics for future research. The proofs of theorems and lemmata are given in the Appendix.
THE MODEL AND THE PROPOSED ESTIMATOR
We consider the following model:
Here, p E Ftk and y E 8 4 are unknown parameter vectors which we wish to e~t i m a t e ,~ and wi, are vectors of explanatory variables (with possibly common
x:
elements), a>nd 17, are unobservable time-invariant individual-specific effects5
(possibly correlated with the regressors and the errors), E,T and uit are unobserved disturbances (not necessarily independent of each other), while yz E 3 is a latent variable whose observability depends on the outcome of the indicator
The smoothed conditional maximum score estimator for binary response panel data models, along with its asymptotic properties and necessary assumptions, is presented in an earlier version of this paper (Kyriazidou (1994) ). See also Charlier, Melenberg, and van Soest (1995) .
Obviously constants cannot be identified in either equation, since they would be absorbed in the individual effects.
These will be treated as nuisance parameters and will not be estimated. In our setup, it is possible to estimate y in the discrete choice "selection" equation (2.2) using either the conditional maximum likelihood approach proposed by Rasch (1960 Rasch ( , 1961 and Andersen (1970) , or the conditional maximum score method proposed by Manski (1987) . On the other hand, estimation of P based on the main equation of interest (2.1) is confronted with two problems: first, the presence of the unobservable effect ai,= d,,. a" and second and more fundamental, the potential "endogeneity" of the regressors xi, = di;x:, which arises from their dependence on the selection variable d,,, and which may result in "selection bias."
The first problem is easily solved by noting that for those observations that have d,, = d,, = 1, time differencing will eliminate the effect a,, from equation (2.1). This is analogous to the "fixed-effects" approach taken in linear panel data models. In general though, application of standard methods, e.g., OLS, on this first-differenced subsample will yield inconsistent estimates of P, due to sample selectivity. This may be seen from the population regression function for the first-differenced subsample: Obviously, the analysis carries through to the case where x: is always observed, which is the case most commonly treated in the literature.
It is convenient to rewrite the main equation (2.1) as a "partially linear regression:" where ui, = s,,-A,, is a new error term, which by collstruction satisfies E(u,,ld,, = 1, di2 = 1,Ji) = 0. The idea of our scheme for estimating /? is to "difference out" the nuisance terms ai, and A,, from the equation above.
As a motivation of our estimation procedure, consider the case where (s:, u,,) is independent and identically distributed over time and across individuals, and is independent of J,. Under these assumptions, it is easy to see that where A(.) is an unknown function, the same over time and across individuals, of the single index wily + 7,. Obviously in general, hi, # A,,, unless wily = wi2 y.
In other words, for an individual i that has wily = wi2 y and d,, = d,, = 1, the sample selection effect A,, will be the same in the two periods. Thus, for this particular individual, applying first-differences in equation (2.1') will eliminate both the unobservable effect a,, and the selection effect hi,. At this point it is important to notice that, even if the functional form of A were known (as for example in the case of a bivariate normal distribution-see Heckman (197611, it would still involve the unobservable effect rl, This suggests that it would be generally infeasible to consistently estimate P from (2.1') even in the absence of the effect a,,, and with knowledge of y, unless a parametric form for the distribution of qi conditional on the observed exogenous variables were also specified.
The preceding argument for "differencing out" both nuisance terms from equation (2.1') will hold under much weaker distributional assumptions. In particular, since first-differences are taken on an individual basis, it is not required that ( s z , ui,) be i.i.d. across individuals nor that it be independent of the individual-specific vector &. In other words, we may allow the functional form of 1 1 to vary across individuals. It is also possible to allow for serial correlation in the errors. Consider for example the case where (E;, 82,uil, ui2) and (E:, E : , LL,,, uil) are identically distributed conditional on J,, i.e. F(s:, E;, uil, ui21 lj)=F(s;*2, E : ,ui2, uil 1 f;). Under this conditional exchangeability assumption, it is easy to see that for an individual i that has wily = wi2 y, Notice that in general, it is not sufficient to assume joint conditional stationarity of the errors. An extreme example is the case where 82, E : , and ui, are i.i.d. N(0,l) and independent of Li,while ui2 = 8: . Then, A,, = E ( s 2 1s; 5 wiZy+ rl,) # Ai2 = E(sg), regardless of whether wily = wi2 y.
The above discussion, which presumes knowledge of the true y, suggests estimating p by OLS from a subsample that consists of those observations that have wily = w,, y and d,, = d,, = 1. Defining Ti= l{wily = wi2 y}, Qi = l{dil = d,, = I} = di,di2, and with A denoting first differences, the OLS estimator is of the form jn = [Cy=, Ax: Axi %@,I-'[Cy=, Ax: Ay, TiQi]. Under appropriate regularity conditions, this estimator will be consistent and root-n asymptotically normal. An obvious requirement is that Pr(Awi y = 0) > 0, which may be satisfied for example when all the random variables in wit are discrete, or in experimental cases where the distribution of wit is in the control of the researcher, situations that are rare in economic applications.
Of course, this estimation scheme cannot be directly implemented since y is unknown. Furthermore, as argued above, it may be the case that Ti= 0 6.e. Aw, y # 0) for all individuals in our sample. Notice though that, if A is a sufficiently "smooth" function, and .i;, is a consistent estimate of y, observations for which the difference Aw, is close to zero should also have AA, E 0, and the preceding arguments would hold approximately.
We therefore propose the following two-step estimation procedure, which is in the spirit of Powell (1987) , and Ahn and Powell (1993) : In the first step, y is consistently estimated based on equation (2.2) alone. In the second step, the estimate yn is used to estimate p, based on those pairs of observations for which wi,qn and wi,Tn are "close." Specifically, we propose where &, is a weight that declines to zero as the magnitude of the difference I wi,qn -wi2YnI increases. We choose "kernel" weights of the form:
where K is a "kernel density" function, and h, is a sequence of "bandwidths" which tends to zero as n + m. Thus, for a fixed (nonzero) magnitude of the difference 1 Aw, ? , I , the weight Ginshrinks as the sample size increases, while for a fixed n, a larger I Aw, ? , I corresponds to a smaller weight.
It is interesting to note that the arguments used in estimating the main regression equation may be modified to accommodate the case of a truncated sample, that is when we only observe those individuals that have d,, = 1 for all time periods. Recall that our method for eliminating the sample selection effect from equation (2.1') is based on the fact that, under certain distributional assumptions, Aw, y = 0 implies Ah, = 0. However, Aw, = 0 also implies Ah, = 0. In other words, we might dispense altogether with the first step of estimating y, and estimate p from those observations for which wil and wi2 are "close," which would suggest using the weights: Gin = (l/h:)K(Aw,/h,). Although this approach would imply a slower rate of convergence for the resulting estimator, this estimation scheme may be used for estimating p from a truncated sample, in which case estimation of the selection equation is infeasible. An obvious drawback in this method is that, in order to consistently estimate the entire parameter vector p, we would have to impose the restriction that wit and x,Y, do not contain any elements in common.
The above analysis extends naturally to the case of a longer (and possibly unbalanced) panel, that is when T.2 2. Then p could be estimated from those observations that have d,, = d,, = 1, and for which wit?, and wis?, are "close," for all s, t = 1... ,q..The estimator is of the form where
In the following section we derive the asymptotic properties of our proposed estimator for the main equation of interest, under the assumption that y has been consistently estimated. At the end of the section, we examine the applicability of existing estimators for obtaining first-step estimates of the selection equation.
ESTIMATION OF THE MAIN EQUATION

Asymptotic Properties of the Estimator
The derivation of the large sample properties of fin of equations (2.3) and (2.4) proceeds in two steps. First, the asymptotic behavior of the infeasible estimator which uses the true y in the construction of the kernel weights, denoted by fin, is analyzed. Then the large sample behavior of the difference
It will be useful to define the scalar index W,= Aw, y and its estimated counterpart = Aw, y,, along with the following quantities:
With these definitions we can write: &, -/ 3 = S$(S,, + S,,) and bn-/ 3 = i;;(ixL, + $,,I.
Our asymptotic results for the infeasible estimator are based on the following assumptions.' From Section 2, @, = dildi2, ii= ( w ,~, wi2, x:~, a*,q,), and
: (E:, E;, uI1, ui2) and (&A, E,T, ui2, uil) are identically distributed conditional on 6,. That is, F(E;, E;, uil, ui21 6,) = F(E;, E: , ui2, uill 6,).
As discussed in Section 2, this conditional exchangeability assumption is crucial to our method for eliminating the sample selection effect. Although in principle we could allow F to vary across individuals, it will be convenient for our analysis to assume that cross-section sampling is random:
ASSUMPTION
, a" wit, u,,, I~) ; is drawn R2: An i.i.d. sample, {(xT,, E; t = 1,2}:! from the population. For each i = 1,. . . ,n, and each t = 1,2, we obserue (djt, Wit, ~j t , xit).
With this assumption, we may from now on drop the subscripts i that denote the identity of each panel member. ASSUMPTION R3: E( Ax' Ax @I W = 0) is finite and nonsingular.
Note that this assumption implicitly imposes an exclusion restriction on the set of regressors, namely that at least one of the variables in the selection equation, wit, is not contained in x: . ASSUMPTION R4: The marginal distribution of the index function W EAw y is absolutely continuous, with density function f, which is bounded from aboue on its support and strictly positive at zero, i.e. f,(O) > 0. In addition, f, is almost everywhere r times ( r 2 1) continuously differentiable and has bounded deri~atiues.~ Observe that by definition, @, Ax,= QiAx?. Thus, although certain assumptions are stated in terms of the observed regressors x,,, they also hold for the latent (possibly unobserved) x$ It is possible to relax certain smoothness assumptions so that they hold only in a neighborhood of W near zero, at the cost though of more technical detail.
ASSUMPTION R5: The unknown function9 il(wly + 7,w, y + 7 , J ) = E(E: Idl =
l , d , = l ,~)~E (~~I u~< w~y +~, u , < w , y + _ r ] , J )
A ( s , , s , , J ) -satisfies: A(s,,_s,,J)=il.(s,-s,) for t , r = 1 , 2 , where A is afunction of (s,,s,, J ) , i.e., A = Ais,, s,, 5 1, which is bounded" on its support. This assumption is crucial to our analysis. It will be satisfied, for example, if A is continuously differentiable with respect to its first two arguments, with bounded first-order partial derivatives (as, for example, when the errors are jointly normally distributed), in which case we may apply the multivariate mean-value theorem:
Here A(]) (j = 1,2) denotes the first-order partial derivative of A with respect to its first and second argument respectively, and c; lies on the line segment connecting (w, y + r], w, y + 7, !:) and (w, + 7, wl y + 7, J ). Thus, in this case, A = 11(2)(~1 Acl)(cT)-), and by assumption will be bounded.
ASSUMPTION R6: (a) x: and r: have bounded 4 + 2 6 moments conditional on W, for any 6 E (0,l). 
ASSUMPTION R8: h, + 0 and nh, + m as n -t cc.
From our analysis in Section 2, it is easy to see that Assumptions R1-R3 would suffice to identify P for known y. An identification scheme in the spirit of our discussion in Section 2 would obviously require support of W at zero, as well as nonsingularity of the matrix 2,y,y, imposed by Assumption R3, analogous to the familiar full rank assumption. The continuity of the distribution of the index W, imposed in Assumption R4, is a regularity condition, common in kernel estimation of density a; d regression functions. It is precisely this continuity that renders the estimator P, of Section 2 infeasible, even if y were known. ~o t i c e that by Assumption R1, thc functional form of A is the same over time for the same individual, while by Assumption R2, it is also the same across !ndividuals.
10 In principle, we could dispense with the assumption that 11 is bounded, by assuming that has finite fourth moment conditional on 1V.
Since our estimation scheme is based on pairs of observations for which = Aw, y E 0, it is obvious that additional smoothness conditions are required.
These are imposed by Assumptions R4-R8. Notice, in particular, Assumption R5, which imposes a Lipschitz continuity property on the selection correction function A( ). It is easy to see that simple continuity will not be sufficient to guarantee that Ah, + 0 as U:+ 0, since Ahi is not a function of U.;.Furthermore, similarly to kernel density and regression estimation, a high order of differentiability r for certain functions of the index W, along with the appropriate choice of the kernel function and the bandwidth sequence, imply a faster rate of convergence in distribution for fin. Specifically, we choose a "(r + 1)th order bias-reducing" kernel, which by Assumption R7(e) is required to be negative in part of its domain.
The next lemma establishes the asymptotic properties of the infeasible estimator p,.
LEMMA 1: Let Assumptions R1-R8 hold. Define
where g(r)(0) is the (k x 1) uector of rth-order deriuatiues of eualuated at W = 0. Then, Ks, , , ; N(0, Z, , , ) , and (ii)
The asymptotic properties of fin easily follow from the previous Lemma: If
.'X~~, Z;x' Xx, Z;, ' ), while if Assumption R12 is crucial for establishing the result that follows. This result states that i x x , i,,, and S^,, have the same probability limits as their infeasible counterparts S,,K, S,,, and S,K,, provided that the bandwidth sequence h, is chosen appropriately for any given rate of convergence of the first-step estimator, that is for any given p, and for any degree of smoothness r. 11 Compactness of the parameter space is required for consistency of both Manski's estimator and the smoothed conditional maximum score estimator, while it is not required for the conditional maximum likelihood estimator. Notice though, that since y can only be estimated up to scale, we can always normalize it so that it lies on the unit circle. Thus the compactness assumption is not restrictive.
Thus, in the limit, the fact we are using Tit to estimate P does not affect the asymptotic distribution of Bf,.The lower bound on p, imposed by Assumption R12, is the key for this result to hold. In words, this bound implies that , B is estimated at a rate slower than y. Indeed, from Theorem 1, the rate of convergence of fin is (nh,)-'/" n -I / > -~, ' 2, which is obviously slower than
In principle, we could allow P to be estimated at the same rate as y. Thus, if K ( g ,-y ) = OP(l)for K h ; " -+ h, we obtain the following asymptotic representation, which may be easily derived from the analysis of Lemma 2(b) in the Appendix: +  1) + 1) ).In that case,'however, the rate of convergence of fin is lower than when > 0. Indeed, the rate of convergence in distribution of fin is maximized by making p as small as possible, that is by setting p = 1/(2(r + 1) + I), in which Case it becomes -'I + 1 ) / ( 2 ( " + 1 ) -11. Thus, for r large enough, the estimator converges at a rate that can be arbitrarily close to n-'/< provided also that y is estimated fast enough, that is provided y > ( r + 1)/(2(r + 1) + 1).
Although the proposed estimator is asymptotically biased, it is possible to eliminate the asymptotic bias while maintaining the maximal rate of convergence, in the manner suggested by Bierens (1987) .
COROLLARY: Let 6, be the estimator with window width h , = h . n -/(*(I 'I+ I).
+ and fin, the estimator. with window width h,, a = h .n + "' 'I, where 6 E (0,l). 12 We can also derive an asymptotic representation for i,, is estimated at in thc case where y rate n-" that is slower than 1/ 6. In this case we obtain rzP( in -/3) = .X;xlfl.nP (.i;,-y ) + op(l), which implies that inconverges at the same rate as .i;,,which is slower than thc "optimal" rate obtained for the infeasible estimator fin,that is when y is known. kernel function K, and to assign a numerical value to the bandwidth parameter h,. Results on kernel density and regression function estimation suggest that the asymptotic performance of the estimator will be likely more sensitive to the choice of the window width than to the choice of the kernel. Furthermore, the asymptotic normality result of the Corollary above shows that the variance of the limiting distribution depends crucially on the choice of the constant h. We will thus focus here on the problem of bandwidth selection. Bierens (1987) discusses the construction of high order bias-reducing kernels.
For a given order of differentiability r, and a given sample size n, the results of Theorem 1 suggest that h, = h .n-+ be chosen so that p = 1/(2(r + 1) + 1).
So the problem of bandwidth selection reduces to the problem of choosing the constant h. A natural way to proceed (see Horowitz (1992) and Hardle (1990) ), is to choose h so as to minimize some kind of measure of the "distance" of the estimator from the true value, based on the asymptotic result of Theorem 1. Consider for example minimizing the asymptotic mean squared error of the estimator, defined as: THEOREM 2:'' Assume that Assumptions Rl-R12 hold. (a) Let fii2be a consistent estimator of p based on h, = h .n-1/(2("1'+1', and define ; , , =jJ,, -x,, P,.
13 The proof of Theorem 2 IS omitted herc to conserve space. It is available at the author's world wide web page. Then (b) Let h,,, = h .n-o(2(r")+1), where 0 < 6 < 1. Then, for g,, defined as in part (a), Returning to our discussion about the construction of the estimator of P in practice, we propose the following method (see also Horowitz (1992) ). In the first stage, for a given r and n, choose any h, = and any l~. n -' / (~( " ' ) +~) hn, 8 --h .n-8/(2(1 ' 1' ' 1, with h an arbitrary positive constant, and 0 < S < 1.
+
Compute fin based on h,, and construct g,, as defined in Theorem 2. Use , 6, , to compute^ the estimates of Z2,, Zx,,and Z, , as discussed above. Then estimate h* by h, using equation (3.2.1) with Cx1, C,,,, and C,, replaced by their consistent estimates. In the second stage, compute the asymptotic bias-corrected estimates as in the Corollary using as the constant in the definition of h,, and A,,,8 .
This two-stage procedure is similar to the "plug-in" method used in kernel density and regression function estimation, and it shares the same disadvantages: First, it involves the choice of a smoothing parameter in the first stage, namely choosing the initial constant h. Second, by specifying the order of differentiability r, the researcher is restricted to a certain smoothness class.
It is interesting to note that standard statistical software may be used for computing estimates for the main equation and their standard errors: Given a consistent estimate Tn for the selection equation, and a bandwidth h,, = h . I?, on X, with bandwidth h, ,= h .
We next turn to the problem of estimating the unknown parameter vector y in the selection equation. As we established, the asymptotic results obtained for the proposed estimator of /3 depend crucially on the rate of convergence of the first-step estimator of y. In particular, it is straightforward to establish con-sistencyl%f 6,if h;'(?, -y ) = op(l), for any h , that satisfies Assumption R8, i.e, for h, -.0 and nh, -t m. 0 1 1the other hand, the asymptotic normality result of Theorem 1 requires that K(.i;, y ) =op(l), for any h , that satisfies
,.
The conditions for obtaining consistency and asymptotic normality of P,, are satisfied by the conditional maximum likelihood estimator proposed by Rasch (1960 Rasch ( , 1961 and Andersen (1970) , which is consistent and root-n asymptotically normal, under the assumption that the errors in the selection equation are white noise with a logistic distribution and independent of the regressors and the individual effects. In fact, as Chamberlain (1992) has shown, if the support of the predictor variables in the selection equation is bounded, then identification of y is possible only in the logistic case. Furthermore, even if the support is unbounded, in which case y may be identified and thus consistently estimated, consistent estimation at rate n-'7' is possible only in the logistic case. As is well known though, if the distribution of the errors is misspecified, the conditional maximum likelihood approach will in general produce inconsistent estimators. Another possible choice for estimating y is the conditional maximum score estimator, proposed by Manski (1987) . Under fairly weak distributional assumptions, this estimator consistently estimates y up to scale. However, the results of Cavanagh (1987) , and Kim and Pollard (1990) for the maximum score estimator proposed by Manski (1975 Manski ( , 1985 for the cross section binary response model, namely that it converges at the slow rate of nP'l3 to a non-normal random variable, suggest that these properties carry through to its panel data analog, the conditional maximum score estimator. Thus, if (%,-y ) = 0,(nP1/3), it is possible to consistently estimate , B by choosing h , to satisfy n'l3h; -,m. In this case though, the analysis for obtaining the asymptotic distribution for p,, is not applicable.
It is possible, however, to modify Manski's conditional maximum score estimator and obtain control over both its rate of convergence and its limiting distribution, by imposing sufficient smoothness on the distribution of the errors and the explanatory variables in the selection equation. Specifically, following the approach taken by Horowitz (1992) for estimating the cross section binary response model, we can construct a "smoothed conditional maximum score" estimator, which under weak (but stronger than Manski's) assumptions, is consistent and asymptotica!ly normally distributed, with a rate of convergence that can be arbitrarily close to n-'I2, depending on the amount of smoothness 14 Consistency of p, may be established under the weaker restriction that / z; ' l l . F,
The proof of Lemma 2(a) would then have to be modified, by taking a third instead of a first order Taylor series expansion. This modification does not alter the basic restriction for obtaining an asymptotic distribution for 6,which does not depend on the estimation of y in the first step, namely that y has to be estimated at a faster rate than p. Notice that in this case, the upper bound on ,u in Assumption R12 would have to be replaced by ( 6 p -1)/7. However, this modification would affect the proof of Theorem 2, which would become unnecessarily complicated and long.
we are willing to assume for the underlying distributions. This estimator is considered in an earlier version of the paper (Kyriazidou (1994) ) and also in Charlier et al. (1995) .
MONTE CARL0 EVIDENCE
In this section we illustrate certain finite sample properties of the proposed estimator. The Monte Carlo results presented here are in no sense representative of the estimator's sampling behavior since only one experimental design is considered. Further, there is little justification for the choice of the particular design, except that it is simple to set up and that, in the absence of sample selectivity, ordinary least squares on the first differences would perform quite well. The simulation study of this section is intended more as an investigation of the sensitivity of the estimator to the choice of bandwidth, the order of the kernel, the proposed asymptotic bias correction, the first step estimation method, the performance in practice of the proposed plug-in method for estimating the bandwidth constant, and finally the practical usefulness of the proposed covariance matrix estimator in testing hypotheses about the main regression equation that approximately 37 percent of each sample is used in the first step estimation of the selection equation and approximately 31 percent in the second step. Each Monte Carlo experiment is performed 1000 times, while the same pseudorandom number sequences are used for each one of three different sample sizes n: 250, 1000, and 4000. Table I presents the finite sample properties of the "naive" estimator, denoted by p,,,,,, that ignores sample selectivity and is therefore inconsistent. This estimator is obtained by applying OLS on the first differences using only those individuals that are selected into the sample both time periods, i.e. those that have d,, = d,? = 1. This estimator may be viewed as a limiting case of our proposed estimator with bandwidth equal to infinity. Panel A reports the estimated mean bias and root mean squared error (RMSE) for this estimator over 1000 replications for different sample sizes n. As the estimator may not have a finite mean or variance in any finite sample, we also report its median bias and the median absolute deviation (MAD). Panel B reports the number of rejections of the null hypothesis that , B is equal to its true value ,BO= 1at the 1, 5, 10, and 20 percent significance levels. Both panels confirm that the estimator is inconsistent. Table I1 presents the finite sample properties of the proposed two-step estimator. The left-hand-side panels are for , 6, , obtained by specifying r = 1 and using K(v)= +(u), where 4 is the density of the standard normal distribution, which is a second order bias-reducing kernel. The bandwidth sequence is h , = h .n-1/(2'r+"+1'= h .n-lI5 with h = 1. The panels on the right-hand side present the results for fin, the estimator of the Corollary of Theorem 1 which corrects for asymptotic bias, where we use 6 = 0.1. Going from top to bottom of Table 11 , Panel A reports the results for the proposed estimator using the true y in the construction of the kernel weights.15 In Panel B, y is estimated by conditional logit, denoted by qL,which in this case will be consistent since all of the assumptions underlying the approach hold in our Monte Carlo design. In Panel C, y is estimated using the conditional maximum score estimator,l6
denoted by qc,,ry, and in Panels D and E we use the smoothed conditional maximum score estimator, denoted by q, , , , . In Panel D, y is estimated at a rate faster than p , while in Panel E both @ and y are estimated at the same rate." From Table I1 we see that the propose estimator is less biased than the "naive" OLS estimator both with and without the asymptotic bias correction. Furthermore, this bias decreases with sample size since the estimator is consistent, at rate slower than n -' I 2 , as predicted by the asymptotic theory. This may be seen by the fact that the RMSE decreases by less than half when we quadruple the sample size. Notice that the results do not change substantially whether we use the true y or we estimate it for the construction of the kernel weights, except when the smoothed maximum score approach is used. In the latter case (Panels D and E), the estimator is significantly more biased, although its RMSE is lower than in the other panels. This may be due to the relatively large finite sample bias of the smoothed maximum score estimates (see also Horc3witz (1992)), which may be thought of as increasing the effective window 15 In the construction of the kernel weights of both the infeasible estimator j,, of Panel A and the feasible estimators of Panels B-E, the norm of y is set equal to one so that the results across panels are comparable.
'' The CMS estimates are computed by maximizing the objective function (l/n)C:_,Ad; ~{ A w , , gs + Awt2g22 0) (see also equation (7) in Manski (1987) ) over g, = sin(g) and g2 = cos(g) with g ranging in a 2.000-point equispaced grid from 0 to 27r. 17 The SCMS estimates are computed by maximizing over all g E %"hat have /g,/= 1 and gl in a compact subset of !It by the method of fast simulated annealing. Joel Horowitz kindly provided the optimization routine. In Panel D, we set L ( v )=Kj (v) of Horowitz (1992, page 5161, which implies that the estimator, denoted by Tsc,tfs,a, converges in distribution at rate ,1-4'9 (faster than the rate of P, which in the case of a second order kernel is n-2'5), so that the asynlptotic theory of Section 3.1 is valid. hl Panel E. we use Liv) = @iv) where @ is the standard normal cumtllative distribution function. In this case the estimator, denoted by +sFSC,ZfS,2r converges in distribution at the same rate as P,,,n-'/j The SCMS estimates used in the construction of the kernel weights are corrected for asymptotic bias using 6 = 0.1 and are obtained by the two stage "plug-in" procedure, where in the first stage the bandwidth sequence is cr, = 0,5~-(1 fih~(in = 2 or 41, while the second stage uses the estimated optimal constant in the 1') construction of the bandwidth. For details, see Horowitz (1992) and Kyriazidou (1994) .
width used in the estimation of P. Furthermore, we notice that the results are very similar when y is estimated at the same rate as p (Panel E) relative to the case where it is estimated faster than p (Panel D) . Comparing the right and left sides of Table 11 , we see that the asymptotic bias correction does decrease the estimated (mean and median) bias of the estimator, it invariably however increases its variability.
In Table I11 we investigate the sensitivity of the (infeasible) estimator with respect to the choice of the bandwidth constant and the choice of the kernel A function. Panels A and B present the results for b,, and P, using a bandwidth constant h equal to 0.5 and 3, respectively, and a second order bias-reducing kernel. As expected the estimator's bias increases as we increase the bandwidth while the RMSE decreases. The increase in both mean and median bias appears quite large, which indicates that point estimates may be quite sensitive to the choice of bandwidth. In order to give a sense of the precision with which these biases are estimated, we provide at the bottom of Table I11 their estimated standard errors for the two sets of experiments that use 0.5 and 3 as bandwidth constant (Panels A and B).'~ In Panels C and D we use a fourth and a sixth order bias-reducing kernel19 and set h, = n-1/(2("+l)") with r = 3 and r = 5, respectively. A comparison of Panels 11-A and 111-C and 111-D suggests that the use of higher order kernels speeds up the rate of convergence of the estimator, although there does not appear to be much gain from increasing the order of the kernel from four to six. Table IV explores the properties of the proposed estimator when the "plug-in" method described in Section 3.2 is used. The specification is the same as in Table 11 . Comparing Panels A-D in Tables I1 and IV , we see that the bias of the estimates increases when the optimal bandwidth constant 6" is used yhile their RMSE decreases (except in Panel IV-Dl. This is because, in general, h* is larger than the initial constant (here the initial bandwidth constant is set equal to one2'). Table V displays the mean of 6" across 1000 replications for different specifications of the initial constant for the case of the infeasible estimator. We find that the means of the estimates are increasing in the initial bandwidth constant (although this is not necessarily true for all 1000 samples). Our finding may be interpreted by the asymptotic bias term being in general poorly estimated in the particular Monte Carlo design used in this study. Indeed, we find that, for the sample sizes considered here, the estimated asymptotic bias of the estimator decreases with the bandwidth constant h contrary to the asymptotic l8 To estimate the standard errors for the median bias we need to calculate the estimator's density. This is estimated using a normal kernel and the rule-of-thumb bandwidth suggested by Silverman (1986. equation 3.28) . 19 The fourth-order kernel is K,(v) = l . l e x p ( -~'~/ 2 ) -~. l e x p ( -c 2 / 2 1 1 ) ( 1 / m ) , and the sixth-order kernel K,(v) = 1.5 e~~( -~'~/ 2 ) -0.6 exp(-u2/2 . is + 0.1 exp(-u2/2. 9)(l/ 6) 4)(1/ 4). See Bierens (1987) . 20 We chose the initial h equal to one as the mean squared error of the distribution of the (infeasible) estimator in the 1000 replications was found to be minimized in that neighborhood when a rough search over a 10-point grid from 0.5 to 10 was performed for a sample size n = 100,000. result of Theorem 1.It thus appears that, for the particular design, small sample bias is more important than asymptotic bias. The sensitivity of the optimal constant estimate A* to the choice of the initial constant suggests that further research on alternative methods for choosing the bandwidth may be warranted. We next investigate whether normality might be a good approximation to the finite sample distribution of the proposed estimator. In Figure 1 estimated values of y , using the specification of Table I1 (that is, using a second order kernel and h , = n-'I5). We find that, for the experimental design used in this study, the small sample distribution of the proposed estimator is well approximated by a normal distribution. The plots for the asymptotic bias-corrected estimator are very similar, albeit displaying a larger dispersion, and are not given here.
Finally, we examine the size of " t tests" where the test statistics use the asymptotic covariance matrix estimator proposed in Theorem 2. Specifically, in Table VI we test the null hypothesis that P isAequal to its true value P o= 1. To this end, we construct t statistics for 1, and 1, for the specification of Table I1 (that is, using a second order kernel and h , =n-'I5). Standard errors are constructed using the estimator given by equation (3.2.2). The table presents the fraction of samples for which the null hypothesis is rejected at the 1, 5, 10, and 20 percent statistical significance level. We find that the actual levels of the tests are not far from the nominal levels, especially for larger sample sizes, and that they are closer for the estimates without the asymptotic bias correction. Note that, although we report the results of the t tests for bn using Manski's CMS estimator in the first step (Panel VI-C), the standard errors calculated for the two-step estimator of the main equation are only heuristic, since as discussed in R Section 3.2 the asymptotic normality of fin (and P,,) does not obtain in this case due to the slow rate of convergence of yc, , . However, the levels of the tests even in this case are reasonable. Alternatively, we could have used bootstrap standard errors. This paper proposed estimators for a sample selection model from panel data with individual-specific effects. We developed a two-step estimation procedure for the parameters of the regression equation of interest, which exploits a conditional exchangeability assumption on the errors to "difference out" both the unobservable individual effect and the sample selection effect, in a manner similar to the "fixed-effects" approach taken in linear panel data models. The Monte Carlo results indicate that the estimator may work well in practice with sufficiently large data sets. However it is quite sensitive to the choice of the bandwidth parameter, which suggests that further research on this issue may be warranted. Two more issues will be also left for future investigation:
First, notice that the exchangeability assumption (Assumption R1) underlying the proposed estimator implies a conditional symmetry restriction for the first-differenced errors of the main equation, which could be used to develop a Least Absolute Deviations-type estimator. This estimator might then be combined optimally with the Least-Squares-type estimator proposed in this paper for efficiency considerations. Furthermore, LAD estimators might be preferable in the case of heavy-tailed distributions, but they do not have closed-form solutions and their asymptotic properties are more difficult to derive.
Second, although the analysis rested on the strict exogeneity of the explanatory variables in both equations, it is possible to allow for lagged endogenous variables in the set of regressors. Honor6 and Kyriazidou (1997) propose estimators for discrete choice panel data models with exogenous regressors, individual effects, and lags of the dependent discrete variable. Kyriazidou (1997) proposes estimators for dynamic sample selection models where the latent equations contain strictly exogenous regressors, individual effects, and lags of the dependent endogenous variables. 
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SAMPLE SELECTION MODEL
PROOF: Random sampling implies that
Under our assumptions and by bounded convergence we obtain:
The stated probability limits then obtain by Chebyshev's theorem. (ii) We define the matrix norm IIAll= dtrace(A'A). (div, hj,'' 6 n i = , We will show that A , and A, are 0,(1), while A, = o,(l). The desired result will then follow from the fact that p < p / 2 implies that h i 1 ( % , -y ) = Op (niL-"1= o,(l) . We will show that Bl and B, are 0,, where A i and A? are defined as in the proof of part (b-1). As we showed there, both these quantities are bounded in probability for any h , that satisfies h, -,O and nh,, -t 13 as n increases. Furthermore, from (1) above, hi1(%, -y) = op(l). T~L I S , OP(nF-") = the first two terms of the sum above are o,(l). Now, by (21, (c-ii) Lct $ , and Sf, be defined as before. A third order Taylor series evpansion yiclds:
where Bi and B2 are defined as in the proof of part (b-ii), and as we showed there, they arc houndcd in probability for any {I,, that satisfies nh,, + 13 as n increases. Thus, the first two terms of the sum above are o,(l). Furthermore,
