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SUBSET POWERS OF DIRECTED CYCLES
DANIEL PRAGEL
Abstract. For any directed graph G with vertex set V, the graph
G(d) is said to be a subset power of G and is defined to have vertex
set equal to the set of d-element subsets of V ; in G(d), there is an
edge A → B if and only if we can label the elements of A and B
such that there is an edge in G between each pair of correspond-
ing elements. We determine the complete cycle structure of C
(d)
l
,
where Cl is a directed cycle of length l.
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1. Definitions
Consider a directed graph G with vertex set V, and let d be any
positive integer. As described in [1], the graph G(d) is said to be a
subset power of G and is defined to have vertex set equal to the set of
d-element subsets of V, such that, for any d-element subsets A and B
of V, there is an edge A → B if and only we can label the elements
of A and B by A = {a1, a2, . . . , ad} and B = {b1, b2, . . . , bd} such that
ai → bi in G for 1 ≤ i ≤ d.
Let l be a positive integer. Cl is said to be the directed cycle of length
l, which is defined to be the graph with vertex set {0, 1, 2 . . . , l − 1}
and edges j → (j + 1), for 0 ≤ j ≤ l − 2, and (l − 1) → 0. In
general, in any directed graph G, for any positive integer k, we say
that the ordered k-tuple (v1, v2, . . . , vk) of distinct vertices is a k-cycle
if we have vj → vj+1, for 1 ≤ j ≤ k − 1, and vk → v1. Note that
C
(d)
l will be equal to the disjoint union of k-cycles for various k. Let
n(l, d, k) be the number of k cycles in C
(d)
l . In [1], it is shown that,
if l is odd, n(l, 2, l) =
l − 1
2
, while, if l is even, n(l, 2, l) =
l
2
− 1 and
n
(
l, 2,
l
2
)
= 1. We extend these results below.
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2. Results
First, we prove the following theorem about the existence of k-cycles
in C
(d)
l .
Theorem 2.1. Let n(l, d, k) be defined as above. Then, n(l, d, k) 6= 0
if and only if k divides l and l divides dk.
Proof. Let ⊕ denote addition modulo l. Suppose that (A1, A2, . . . , Ak)
is a k-cycle in C
(d)
l . Then, if a ∈ A1 we must have a ⊕ s ∈ A1+s for
1 ≤ s ≤ k−1, and, since Ak → A1, we must have a⊕k ∈ A1. Therefore,
applying this argument inductively, we must have a ⊕ nk ∈ A1 for
all positive integers n. If r 6= 0 is the remainder when l is divided
by k, then this implies that a ⊕ r ∈ A1. But then, (A1, A2, . . . , Ar)
forms an r-cycle in C
(d)
l , so Ar+1 = A1, contradicting the fact that
(A1, A2, . . . , Ak) was a k-cycle. Therefore, it must be the case that k
divides l, which implies that we can partition A1 into disjoint subsets
of the form {a, a⊕ k, a⊕ 2k, . . . , a⊕ (c− 1)k}, where c = l/k. But this
implies that c divides d, and thus d/c = d/(l/k) = dk/l is an integer,
which, in turn, implies that l divides dk.
Conversely, suppose that k divides l and that l divides dk. Let c = l/k
and let t = dk/l. Note that, if we let
A1 = {i+ jk | 0 ≤ i ≤ t− 1, 0 ≤ j ≤ c− 1}
and, for 1 ≤ i ≤ k − 1, let
Ai+1 = {a⊕ i | a ∈ A1},
it is not hard to see that (A1, A2, . . . , Ak) is a k-cycle in C
(d)
l , showing
that n(l, d, k) 6= 0.

We now prove the following lemma.
Lemma 2.2. Suppose that k divides l and that l divides dk. Then, we
have
n(l, d, k) = n(k, dk/l, k).
Proof. Let c = l/k and let t = dk/l. Let C be the set of k-cycles in C
(d)
l
and let C′ be the set of k-cycles in C
(t)
k . Define φ : {0, 1, 2, . . . , l− 1} →
{0, 1, 2, . . . , k−1} by letting φ(j) be the remainder when j is divided by
k. Suppose that (A1, A2, . . . , Ad) ∈ C. Let ⊕ denote addition modulo
l. As shown in the proof of theorem 2.1, we can label the elements of
each Ai as follows:
Ai = {ai,j ⊕ ks | 1 ≤ j ≤ t, 0 ≤ s ≤ c− 1},
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where each ai,j is distinct and is less than or equal to k − 1. Then, we
have
φ(Ai) = {φ(ai,j ⊕ ks) | 1 ≤ j ≤ t, 0 ≤ s ≤ c− 1} = {ai,j | 1 ≤ j ≤ t.}
It is not hard to see that (φ(A1), φ(A2), . . . , φ(Ad)) ∈ C
′, and, in fact,
that φ induces a bijection from C to C′, showing that |C| = |C′| and,
therefore, n(l, d, k) = n(k, t, k). 
This leads us to a theorem which gives the complete cycle structure
for C
(d)
l .
Theorem 2.3. Suppose that k divides l and that l divides dk. Let
t =
dk
l
and let
pn11 p
n2
2 . . . p
nm
m
be the prime factorization of the greatest common divisor of k and t.
Let M = {1, 2, . . . , m}. Then, we have
n(l, d, k) =
1
t
∑
S⊆M
(−1)|S|
( k∏
i∈S
pi
− 1
t∏
i∈S
pi
− 1
)
.
Proof. First, note that, by lemma 2.2, we have n(l, d, k) = n(k, t, k).
Let (A1, A2, . . . , Ak) be a k-cycle of C
(t)
k . Let ⊕ denote addition modulo
k. The elements of each Ai can be labeled
Ai = {ai,1, ai,2, . . . , ai,t}
such that ai+1,j = ai,j ⊕ 1 for 1 ≤ i ≤ k, 1 ≤ j ≤ t. Thus, it follows
that, for fixed i, there must be exactly one j with ai,j = 0, and thus
precisely t of the Ai contain 0.
Conversely, consider any (t−1)-element subset B of {1, 2, . . . , k−1}.
Let A1 = {0} ∪B, and let
A1+i = {a⊕ i | a ∈ A1}
for i ≥ 1. We have Ak+1 = A1. Let rB be the least positive integer r
such that Ar+1 = A1. Then, (A1, A2, . . . , ArB) is an rB-cycle of C
(t)
k and
rB must divide k. Define θ to be a function from the (t − 1)-element
subsets of {1, 2, . . . , k − 1} to the divisors of k be defined by letting
θ(B) = rB. Then, for all a dividing k, let Ba be the set of all (t − 1)-
element subsets B of {1, 2, . . . , k− 1} such that θ(B) = k/a. It follows
that
n(k, t, k) =
1
t
|B1|.
Note that our proof of theorem 2.1 implies that, given any a which
divides k, unless a also divides t, we have Ba = ∅. For all a which divide
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both k and t, let Da be the set of all t−1 subsets B of {1, 2, . . . , k−1}
such that θ(B) divides k/a. Thus, Ba ⊆ Da.
Further, suppose that a and a′ each divide both k and t, and that a′
divides a. Then, we have Da ⊆ Da′ . Therefore, for all a 6= 1 such that
a divides k and t, there has to be at least one i with 1 ≤ i ≤ m such
that pi divides a, which, in turn, implies that Da ⊆ Dpi.
Therefore, D1 is the union of the disjoint sets B1 and
⋃
i∈M Dpi, and
we have
B1 = D1 \
⋃
i∈M
Dpi.
Thus, using the principle of inclusion-exclusion (described, in particu-
lar, in [2]), we see that
|B1| = |D1|+
∑
S⊆M,S 6=∅
(−1)|S|
∣∣∣∣∣
⋂
i∈S
Dpi
∣∣∣∣∣ .
Additionally, it is not hard to see that
⋂
i∈S Dpi = D
∏
i∈S
pi, and thus
|B1| =
∑
S⊆M
(−1)|S|
∣∣D∏
i∈S
pi
∣∣ .
Let B be a (t − 1)-element subset of {1, 2, . . . , k − 1}, and let Ai be
defined as above, with A1 = {0} ∪ B and A1+i = {a ⊕ i | a ∈ A1}
for i ≥ 2. Then, B ∈ Da if and only if Ak/a+1 = A1.Then, define
φ : {0, 1, 2, . . . , k− 1} → {0, 1, 2, . . . , k/a− 1} as in the proof of lemma
2.2, by letting φ(j) be the remainder when j is divided by k/a. Note
that 0 ∈ A1 implies φ(0) = 0 ∈ φ(A1). Further, φ(A1) = {0} ∪ φ(B),
and it is not hard to see that φ induces a bijection from Da to the set
of (t/a− 1)-element subsets of {1, 2, . . . , k/a− 1}, and thus
|Da| =
(
k/a− 1
t/a− 1
)
.
Therefore, we have
n(l, d, k) = n(k, t, k) =
1
t
|B1|
=
1
t
∑
S⊆M
(−1)|S|
∣∣D∏
i∈S
pi
∣∣
=
1
t
∑
S⊆M
(−1)|S|
( k∏
i∈S
pi
− 1
t∏
i∈S
pi
− 1
)
.

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