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Cet article adresse le problème d’ordonnancement de workflows scientifiques dans un envi-
ronnement de Cloud privé. L’ordonnancement dans ce type d’environnement est un problème
d’optimisation multi-objectifs difficile. Généralement, les travaux menés sur l’ordonnancement
de workflows se concentrent sur l’ordonnancement dans un Cloud public, et ne considèrent
donc pas les différentes limitations de l’infrastructure. Cet article propose d’une part une mo-
délisation de l’infrastructure et du problème d’ordonnancement posé en prenant en compte
le nombre fini de ressources disponibles, et d’autre part une heuristique permettant de ré-
soudre l’ordonnancement de workflows tout en essayant de réduire le nombre de ressources
utilisées (e.g. réduction de la consommation énergétique). Les résultats préliminaires obte-
nus sur cette contribution sont prometteurs et ouvrent la porte à de nombreuses perspectives.
1. Introduction
Le Cloud [11], en offrant une grande souplesse d’utilisation pour un coût relativement faible,
connaît un succès indéniable depuis une dizaine d’années. La notion de ressources à-la-demande
et de paiement à l’utilisation a permis l’émergence de nouveaux services applicatifs. Cepen-
dant, son utilisation dans le domaine de l’hébergement de calculs scientifiques, et plus géné-
ralement de workflows [7], reste un domaine de recherche actif levant un certain nombre de
verrous. Dans un contexte IaaS privé, nous proposons dans cet article, un modèle permettant
l’ordonnancement des exécutions de workflows. Les workflows que nous considérons dans cet
article sont des graphes de tâches interdépendantes nécessitant différents types de ressources
(matérielles ou logicielles).
Des solutions pour l’ordonnancement de workflows, dans des infrastructures de type Cloud
existent, mais les modèles se positionnent généralement dans une infrastructure Cloud de type
public, ce qui rend le problème relativement différent. En effet, les solutions d’ordonnance-
ment dans le Cloud public considèrent les ressources disponibles comme étant illimitées, et se
concentrent généralement sur le respect d’un budget défini par l’utilisateur. Dans notre cas,
l’ordonnancement se fait sur un Cloud privé avec un nombre de machines physiques limité
sans notion de coût pour l’utilisateur final. Par ailleurs, les solutions utilisées dans un envi-
ronnement de grille ne sont pas non plus utilisables car les workflows que nous souhaitons
ordonnancer ici présentent des tâches hautements hétérogènes, s’exécutant généralement sur
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des systèmes d’exploitations très différents (Windows, Linux, ...), ce qui rend la mise en place
d’un système de virtualisation obligatoire .
Notre contribution porte sur la définition d’un modèle d’ordonnancement de workflows dans
un Cloud privé de type IaaS, avec deux objectifs : la maximisation du nombre de workflows
ordonnancés, c’est à dire qui respectent leur deadline définie par l’utilisateur ; et la minimisa-
tion du nombre de machines physiques utilisées pour l’ordonnancement, afin de diminuer le
coût de fonctionnement (e.g. consommation électrique) et/ou de libérer des ressources pour de
futurs applications. Nous commencerons par présenter un état de l’art sur l’ordonnancement
de workflow, après quoi nous détaillerons notre modèlisation. Nous présenterons ensuite une
première implémentation d’un algorithme permettant la résolution du problème posé et des
objectifs fixés. Enfin, nous présenterons des résultats préliminaires et conclurons sur ce travail.
2. État de l’art
L’ordonnancement de workflows dans le Cloud avec pour objectif la minimisation des coûts
a été beaucoup étudié [2], et les algorithmes proposés sont généralement destinés au Cloud
de type public, ou hybride. Les auteurs de [13] considèrent l’arrivée de workflows au cours
du temps. Les workflows sont ordonnés par priorité, et possèdent une deadline. L’objectif de la
contribution est de maximiser la somme des priorités des workflows qu’il est possible de placer
afin que les workflow les plus prioritaires respectent leur deadline, ainsi que le budget défini
par l’utilisateur. Le modèle prend en compte le temps nécessaire pour l’allumage des Machines
Virtuelles (VM) approvisionnées. Néanmoins, ce modèle ne prend pas en compte les temps de
transferts des données entre les tâches des workflows. Pourtant, ces temps de transfert ne sont
généralement pas négligeables et sont donc une composante essentielle au problème.
Dans [12, 1], les auteurs minimisent le coût de l’ordonnancement tout en respectant les deadlines
des workflows. Le modèle proposé, à l’inverse du premier, prend en compte les temps de trans-
fert des données entre les tâches. Toutefois, la bande passante allouée entre VM est présumée
homogène. La deuxième limitation des modèles proposés dans ces deux articles, est qu’une
VM ne peut héberger qu’une seule tâche à la fois. De plus, tous les articles cités précédem-
ment considèrent que le Cloud est en mesure de répondre à la demande quelque soit la charge.
Cette hypothèse n’est pas valable dans un Cloud de type privé, où les machines physiques sont
limitées en nombre et en capacité.
L’article [3] propose un algorithme pour l’ordonnancement dans un Cloud hybride - où le calcul
est partagé entre un Cloud privé et un Cloud public. Le modèle proposé prend en compte les
différents éléments liés à l’exécution des tâches : le nombre d’instructions, les capacités des
ressources et les communications entre les tâches. En revanche, ce modèle ne s’intéresse pas au
placement des ressources virtuelles sur les machines physiques. Les machines physiques sont
donc considérées comme disponibles à tout instant. Ceci empêche de contrôler le nombre réel
de machines physiques allumées, mais aussi de considérer le temps pris par la mise en service
des ressources. Enfin, une unique tâche peut être exécutée par VM. Cette supposition forte rend
le modèle peu réaliste, et peut conduire à un placement trop pessimiste.
Les auteurs de [10] proposent un modèle pour l’ordonnancement de workflows de tâches, en
utilisant des leviers verts pour réduire la consommation énergétique globale. Cette contribution
n’est toutefois pas adaptée à un environnement de type Cloud. En effet, les ressources phy-
siques sont directement considérées, sans couche de virtualisation. L’infrastructure considérée
se rapproche donc d’un cluster (ou serveur). La virtualisation apporte une grande souplesse
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notamment pour gérer des besoins logiciels hétérogènes, pour optimiser le placement et la mi-
gration de tâches, mais également pour garantir une isolation de certaines applications.
De nombreuses contributions ont abordé le problème de placement de VM [6, 9, 8] qui est
connu sous le nom de bin-packing. Le problème modélisé et résolu dans cet article est double. Il
s’agit à la fois d’un problème d’ordonnancement de workflows mais également d’un problème
d’allocation de VM sur un ensemble de ressources (puisqu’un Cloud privé est considéré). Ces
deux problèmes sont connus pour être NP-difficile [5, 14].
3. Modélisation
Le problème que nous voulons modéliser est l’ordonnancement de workflows dans un envi-
ronnement de Cloud privé. Ce problème est un double bin-packing, où il faut placer les tâches
sur des VM en respectant les contraintes de capacité, et placer les VM sur des machines phy-
siques, mais également un problème d’ordonnancement car il faut respecter les deadlines des
workflows. Le problème d’ordonnancement de workflows possède également un ensemble de
contraintes temporelles, qu’il faut respecter pour être certain que les tâches s’exécutent dans
l’ordre et possèdent bien les données dont elles ont besoin. Les VM sont dimensionnées grâce
à un ensemble de templates
3.1. Environnement d’exécution
On cherche à placer un ensemble de workflows de type data flow. On note J , l’ensemble des
tâches à traiter, qui composent les workflows. Chaque workflow est représenté par un graphe
orienté acyclique de tâches G = (T,D), où T ⊂ J , et D est l’ensemble des dépendances de
données entre les tâches. Chaque d ∈ D possède un poids représentant la taille des données à
transférer d’une tâche à l’autre. Des travaux récents ont cherché à déterminer le nombre d’ins-
tructions composant une tâche [4]. Nous supposons de notre côté que cette information nous
est donnée. Les tâches possèdent des contraintes que l’on peut distinguer en deux catégories :
les contraintes matérielles qui sont dénombrables, et les contraintes logicielles (OS, langage,
etc.).
L’environnement dans lequel nous voulons ordonnancer l’exécution des workflows, est un en-
semble de clusters de machines, dans lesquels nous avons la possibilité de déployer différentes
VM. On note V l’ensemble des VM utilisées. Ces VM sont approvisionnées selon les besoins
grâce à un ensemble de templates prédéfinis. On note N l’ensemble des nœuds (machines phy-
siques) de calcul. Deux nœuds peuvent être dans des clusters distants. On note bwNn,m la bande
passante entre n et m ∈ N . On note speedNn la vitesse du nœud n ∈ N , en nombre d’ins-
tructions par cœur (soit sa vitesse totale divisée par son nombre de cœurs). Chaque tâche est
considérée comme séquentielle, chaque tâche va donc occuper une seule unité de calcul. Une
VM v possède un nombre de cœurs coreVv connu, qui nous est donné par son template. Nous ne
faisons aucun sur-approvisionnement, par conséquent un cœur d’un nœud est reservé pour un
VCPU. Une VM est donc capable d’exécuter au mieux coreVv tâches en parallèle.
3.2. Modélisation des contraintes
Pour chaque nœud n ∈ N on associe, à chaque instant t, le vecteur Htn =< htnv, . . . , htn|V | >,
tel que htnv = 1 si et seulement si la VM v est allumée sur n à l’instant t, et htnv = 0 sinon. De
même, on associe pour chaque v ∈ V , à chaque instant t, le vecteur Etv =< etvj, . . . , etv|J | >, tel
que etvj = 1 si et seulement si j ∈ J s’exécute sur v à l’instant t, et etvj = 0 sinon.
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C est l’ensemble des types de capacité (e.g. mémoire, cpu, etc.), où pour chaque type de capacité
k on associe trois vecteurs :
— CNk , de taille |N |, qui représente les capacités en ressource k de chacun des nœuds n ∈ N ,
et on note CNk (n), la quantité en ressource k disponible sur n.
— CVk , de taille |V |, qui représente les besoins en ressource k de chaque VM v ∈ V , on note
CVk (v), la quantité de ressource k sur v.
— CJk , de taille |J |, qui représente les besoins en ressource k, pour chaque tâche j ∈ J .
Pour chaque capacité k ∈ C, on définit les deux contraintes suivantes :
CVk ·Htn ≤ CNk (n) ∀n ∈ N , ∀t ∈ N (1)
CJk · Etv ≤ C
V
k (v) ∀v ∈ V, ∀t ∈ N (2)
On note S, l’ensemble des besoins logiciels de tout type (e.g. OS, bibliothèques, langage, etc.).
Pour chaque besoin logiciel s ∈ S, on associe deux vecteurs :
— SVs qui représente la possession du logiciel s pour chaque v ∈ V , tel que SNs (v) = 1 si et
seulement si v possède le logiciel s, et 0 sinon.
— SJs l’ensemble des besoins de la capacité logicielle s pour chaque tâche j ∈ J , tel que
SJs (j) = 1, si j a besoin du logiciel s, et 0 sinon.
Pour tout besoin logiciel s ∈ S, on ajoute la contrainte suivante au modèle :
∀t ∈ N, ∀v ∈ V, ∀j ∈ J (etvj = 1)⇒ ((SVs (v) = SJs (j))∨ (SJs (j) = 0)) (3)
Contraintes de dépendances temporelles. On note speedVtv la vitesse de v ∈ V à l’instant t, et
speedVtv = speed
N
n si htnv = 1 (rappelons que speedNn est en nombre d’instructions par cœur).
Les VM sont approvisionnées à la demande pour répondre aux besoins des différentes tâches.
On note startVv l’instant où v ∈ V initie son allumage. L’allumage d’une VM requiert un temps
d’allumage. On note bootVv le nombre d’instructions à effectuer avant que v ∈ V soit opération-
nelle et utilisable. Les VM ne sont utilisables qu’une fois que leurs instructions de démarrage




l’instant où v ∈ V est utilisable. On
considère que les VM s’exécutent sans limitation de bande passante sur la machine hôte (pour
simplifier le modèle), et par conséquent, on note ∀t ∈ N, bwVt,v,u = bwNn,m si htvn = 1 et que
htum = 1.
On note Wi le poids d’une tâche i ∈ J en nombre d’instructions. On note startJi l’instant où la
tâche i ∈ J démarre. On considère qu’une tâche ne peut pas changer d’emplacement (pas de
migration), par conséquent, on note indépendemment de l’instant t l’emplacement de la tâche
i ∈ J sur la VM v, locJi = v, si estartJi vi = 1. Une tâche ne peut pas être exécutée avant que
ses prédécesseurs ne soient terminés, par conséquent, on note predJi ⊂ T ⊂ J , l’ensemble des
prédécesseurs de la tâche i ∈ T , tel que ∀j ∈ predJi , ∃ dji ∈ D, où dji représente la taille des
données à transférer de j à i. On note execJi le temps d’exécution de i ∈ J , tel que :
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On ajoute les contraintes suivantes au modèle :












Enfin, chaque workflow G = (T,D) possède une deadline à respecter par la contrainte suivante :








Le modèle que nous proposons est multi-objectifs, nous cherchons à maximiser le nombre de




















Cette partie introduit un algorithme d’ordonnancement, pour répondre au problème posé par
le modèle vu précédemment. Cet algorithme assigne à chaque tâche de chaque workflow, un
emplacement réservé sur une VM. Il s’occupe également de créer l’ensemble des VM néces-
saires, et affecte chacune de ces VM aux différents nœuds. On peut découper l’algorithme en
deux sous parties présentées ci-dessous.
4.1. Ordonnancement d’un workflow dans l’environnement de Cloud
L’algorithme va chercher à réduire le nombre de nœuds allumés en regroupant les tâches sur
les mêmes nœuds. Pour cela, on trie l’ensemble des nœuds disponibles par ordre croissant de
vitesse (speedNn ). L’objectif de ce tri, est de placer les tâches en priorité sur les nœuds les plus
lents afin de laisser le maximum de ressources disponibles pour les autres workflows. Afin
d’être sûr de placer une tâche après ses prédécesseurs, et de respecter les contraintes tempo-
relles, on ordonne le placement de tâches, en fonction de leur rang, (plusieurs tâches peuvent
avoir le même rang, et s’exécuter en parallèle). Le calcul du rang de chaque tâche, se fait grâce
à un premier parcours de graphe, où :
∀j ∈ J rankj = 1+ max
k∈predj
(rankk) (10)
Le placement sur le nœud le plus lent possible, peut engendrer un mauvais placement pour les
successeurs d’une tâche, et les obliger à dépasser la deadline du workflow associé. Par consé-
quent l’algorithme dispose d’un système de backtrack, afin de revoir le placement d’une tâche
et de la positionner sur un nœud plus rapide. Lorsque l’ordonnancement d’une tâche sur la
machine la plus rapide ne permet pas de respecter la contrainte de deadline, l’algorithme re-
vient (backtrack) sur les predécesseurs de la tâche. Cette heuristique est représentée par l’Algo-
rithme 1.
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Il prend en entrée la liste des tâches ordonnées rankT du workflow G = (T,D), et le rang actuel
r (par récursivité). L’ordonnancement des workflows se fait en parcourant tous les workflows
par ordre croissant de deadline.
Algorithme 1 Placement d’un workflow dans le Cloud
function ORDRANG(rankT , r, N , deadline)
echec← null, i← 0
while i < |rankT [r]| ∧ echec = null do
echec := SELECTNŒUD(rankT [r]i,N , deadline)
i := i + 1
end while
if echec = null ∧ |rankT | > r + 1 then
ORDRANG(rankT , r + 1,N , deadline)




function SELECTNŒUD(j,N , deadline)
for all n ∈ N do
startJj ← CALCULERSTART(j, n) . Contrainte (5).
execJj ← CALCULEREXEC(j, n) . Équation (4).
success← ORDNŒUD(j, n, execJj , startJj , deadline)
if success = null then return j else return null
end for
end function
Algorithme 2 Ordonnancement d’une tâche sur un nœud




for all v ∈ V[n] do
place← ORDVM(v, j, execJj , startJj , deadline)
. Contraintes (2), (3), (6), (7)
meilleur := if meilleur < place then meilleur else place
end for
v← NOUVELLEVM(startJj , j, n) . Contraintes(1),(2),(3)
if v 6= None then
place← ORDVM(v, j, execJj , startJj , deadline)









4.2. Placement d’une tâche sur un Nœud
Dans l’Algorithme 1, la fonction SelectNœud parcourt tous les nœuds par ordre croissant de
vitesse et appelle la fonction ORDNŒUD présentée par l’algorithme 2. Cette fonction cherche
une place disponible sur un nœud pour une tâche, et respecte les contraintes du modèle. Le




i ). Cette heuristique ne consi-
dère pas de migrations des VM, par conséquent, une VM est associée à un nœud et sa vitesse
est constante. Chaque VM possède une liste d’occupation qui correspond aux capacités res-
tantes de la VM à chaque instant. L’ordonnancement d’une tâche sur une VM va correspondre
à trouver un emplacement dans cette liste assez grand pour accueillir la tâche, et qui respecte
les contraintes de capacité. Cette recherche (OrdVM de l’Algorithme 2) se fait de manière glou-
tonne, et lorsqu’aucun emplacement n’est trouvé, on ajoute la tâche à la fin de la liste d’occupa-
tion (en respectant l’Equation (2)) . On considère une relation d’ordre sur deux placements pi et
qi, tel que pi < qi si pexecJi +pstartJi < qexecJi +qstartJi , pour i ∈ J . L’ajout d’une tâche en fin de
liste d’occupation engendre un allongement de la durée de vie de la VM, par conséquent il est
nécessaire de vérifier l’Equation (1) pour l’hôte de la VM. Les nœuds possèdent un ensemble
de VM allumées, et ont la capacité d’en allumer de nouvelles. L’Algorithme 2 représente la
fonction qui va chercher une place pour une tâche j, et allume les VM nécessaires.
5. Résultats préliminaires d’expérimentation
L’experience qui a été menée a consisté en la simulation d’un nombre variable de nœuds pour
l’ordonnancement d’un nombre constant de workflows. La figure 1 présente les résultats de
l’exécution de l’heuristique pour l’ordonnancement de 10 000 workflows sur un nombre de
nœuds variant de 1 à 100.
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Les nœuds simulés possèdent une vitesse dépendante de leur identifiant, qui est calculé selon
la suite suivante :
speedn =

1 si n = 0
speedn−1 + 1 si n mod 10 = 0
speedn−1 sinon
(11)
Chaque nœud est connecté à tous les autres avec une bande passante 10 fois inférieur à leur
bande passante loopback. Un unique type de workflow est utilisé dans cette experimentation. Il
est relativement simple mais malgré tout hétérogène comme on peut le voir dans la figure 2.
Dans cette experimentation, nous simulons deux patrons de VM différents, le premier est un
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FIGURE 2 – Workflow de 4 tâches
La simulation a été effectuée sur une machine unique dont les caractéristiques téchniques sont
les suivantes : Intel Core i5-6260U - 1.80GHz, 32 Go de mémoire vive. On observe un pic du
temps d’exécution lorsque le nombre de nœuds est égal à 40, ceci est en corrélation avec le
nombre de workflows qui ont pu être placés. Avant d’atteindre ce point, il n’est pas possible
d’ordonnancer tous les workflows en respectant leurs deadline car il n’y a pas suffisament de
machines. L’ordonnancement sur 40 nœuds nécessite une résolution complexe, pour laquelle
un nombre important de backtrack est nécessaire, ce qui explique le pic du temps de résolution
à 40 nœuds. Lorsque le nombre de nœuds utilisables croît, il n’est plus nécessaire d’effectuer
autant de backtrack, et le temps d’exécution diminue. Une convergence semble atteinte pour 58
machines utilisées et un temps de résolution de l’ordre de 20 secondes. Lorsque le nombre de
machine augmente après ce point, le temps de résolution reste constant.
6. Conclusion
Dans cet article nous avons présenté un modèle pour l’ordonnancement de workflows de type
dataflow, dans le Cloud privé. Nous avons également développé une première heuristique d’or-
donnancement, afin de répondre à une version simplifiée de ce modèle. Dans de futurs travaux,
nous chercherons à optimiser cette heuristique et à la rendre plus dynamique (migration), puis
nous la comparerons à d’autres algorithmes d’ordonnancement existants. Le modèle sera éga-
lement complexifié afin de prendre en considération les différentes simplifications qui ont pu
être faites dans sa version actuelle (bande passante non limitée, pas de migration de tâches etc.).
Il est aussi envisageable d’étendre ce modèle afin par exemple de répondre à un problème d’or-
donnancement dans un environnement hybride de type Cloud/HPC.
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