Abstract. We obtain a global W 1,q estimate for the weak solution to an elliptic partial differential equation of p-Laplacian type with BMO coefficients in a Lipschitz domain with small Lipschitz constant.
Introduction
Suppose that 1 < p < ∞. We are concerned with the following equation:
where Ω is an open, bounded subset of R n . The coefficients matrix A is assumed to be essentially bounded and uniformly elliptic; that is,
for some Λ > 0, a.e. x ∈ R n and all ξ ∈ R n . We assume as well
for some q ≥ p. We are interested in the question: What is a minimal requirement on the coefficients matrix A and a more general geometric condition on the boundary of Ω on which W 1,q estimates hold? In particular we are interested in estimates like
for some constant C independent of u and f . This is a classical question, and there have been many works in this direction (see e.g. [4, 6, 10, 11] ). In [10, 11] the authors considered the Dirichlet problem for (1.1) to prove the well posedness in W 1,q (Ω) under the assumptions that A is 5900 SUN-SIG BYUN AND LIHE WANG of the space VMO and that ∂Ω is locally C 1,α , 0 < α ≤ 1. There the authors used the sharp maximal functions and found a local version for the the sharp maximal functions while here we will use maximum functions and simplify their proof.
Our work is very much influenced by [3, 14] and the works in [10, 11] . We are working under the assumption that the boundary ∂Ω of the domain is locally, the graph of a function which is required to be Lipschitz continuous (see papers [7, 8, 9] ).
Recently in [1] the author dealt with PDE (1.1) when p = 2 with zero boundary condition to show that W 1,q estimates hold under the assumptions that A has small BMO seminorms and that Ω has locally, small Lipschitz constants. The author used a scaling based on the standard L p estimates, maximal functions and a Vitali covering lemma. The key idea is to find the decay estimates of the Hardy-Littlewood maximal function of the gradient of solutions. This approach used in [1, 14] enables the authors to avoid the classical one which uses integral representations.
In this work zero boundary condition is studied. More precisely, we consider the following Dirichlet problem:
We refer to [10, 11] for a general discussion on equation (1.1).
The main theorem is stated as follows. 
where the constant C is independent of u and f .
We wish to conclude this Introduction by mentioning that a Lipschitz domain with small Lipschitz constant exhibits the minimal geometric condition necessary for the W 1,q regularity theory in this direction, from the point of view that the boundary of the domain is locally the graph of a function.
Preliminaries
In this section we describe precisely the assumptions considered in this work on the coefficients matrix A and the boundary ∂Ω of the domain Ω. Here we also introduce the main tools we will use.
In view of [12] , A is assumed to be defined on R n . For x ∈ R n and r > 0, B r (x) denotes an n-dimensional ball of radius r and center x. We use the following definition.
Definition 2.1. We say that the coefficients matrix
∂Ω is assumed to be written locally as the graph of Lipschitz functions with small Lipschitz norms. Definition 2.2. We say that Ω is (δ, R)-Lipschitz if for every x 0 ∈ ∂Ω and every r ∈ (0, R], there exists a Lipschitz continuous function γ :
We remark that one might assume that R in the definitions above to be 1 by scaling the given equations, while δ is scaling invariant. Through this paper we mean δ to be a small positive constant.
We will combine the compactness method, the classical Hardy-Littlewood maximal function, the Vitali covering lemma and standard arguments of measure theory.
Our compactness method is based on the following lemma:
We use a maximal function argument. 
if f is not defined outside Ω.
The basic properties for the Hardy-Littlewood maximal function are the following.
Lemma 2.5 ([13]).
(
We will use the following version of the Vitali covering lemma. 
where C > 0 is a constant depending only on θ, m, and p.
Interior regularity
With the different types of equations from those in [1] we should start out with the definition of weak solutions concerning (1.1). Based on a scaling we consider the following PDE:
One can prove the following interior W 1,q estimates via the same lines of ideas considered in W 1,q boundary estimates (see Section 4). 
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The main thing to do for the proof of the theorem above is to derive the following lemma. One can find its proof in the same way as we will treat Lemma 4.5.
Lemma 3.3.
There is a constant N 1 > 0 so that for any 0 < , r ≤ 1, there exists a small δ = δ( ) > 0 such that if u is a weak solution of ( 3.1), with A (δ, 6)-vanishing and
where B r denotes the ball with radius r and center in B 1 (0).
Boundary regularity
Now we are intended to find the boundary W 1,q regularity with p < q < ∞ regarding the Dirichlet problem (1.3) under the assumptions that the coefficients matrix is (δ, R)-vanishing and the domain is (δ, R)-Lipschitz. The important analytical tools are the maximal function and a modified Vitali covering lemma (see Section 2 of paper [1] ). As the boundary of the domain is, locally, the graph of a function which is Lipschitz continuous, we are first concerned with boundary estimates on flat boundaries.
Denote
The compactness argument is based on the following observation: Since A is (δ, R)-vanishing, one can freeze the constant coefficients A B + R and use known integral estimates of the reference equation of (4.1)
, which is possible since it is about data, and that A is small in BM O, which is the assumption imposed on A. 
Proof. We argue by contradiction. If not, there would exist
But we have (4.9)
Noting that u k = 0 on T 4 and using (4.8), we observe that
. Consequently there exists a subsequence, which we still denote by {u k }, and
is bounded in l ∞ , there exists a subsequence, which we denote by
). Now we want verify that u 0 is a weak solution of
). Then we recall Definition 4.1 to find from (4.6) that (4.14) 
then we have
Proof. In view of (4.16), there exists an 
Subtracting the identity (4.25) from the identity (4.24) and operating basic computations we write the resulting expression as
A∇v · (∇u − ∇v) dx,
A∇u · ∇φdx,
A∇v · ∇φdx,
Estimate of I 1 . We divide it into two cases.
Case 1. p ≥ 2. Using the elementary inequality (Aξ
for every ξ, η ∈ R n , we have
Case 2. 1 < p < 2. Using the elementary inequality
for every ξ, η ∈ R n and for every τ ∈ (0, 1], we have
Estimate of I 2 . Since A ∈ L ∞ , we readily check from the uniform ellipticity condition and Young's inequality with τ that
Estimate of I 3 . Similarly to the estimate of I 2 , we have
Estimate of I 4 . From Young's inequality with τ we observe
Estimate of I 5 . Using the elementary inequality
for every ξ, η ∈ R n and from Young's inequality with τ , we have
the last inequality following from the interior W 1,∞ regularity for v and (4.23). Estimate of I 6 . Similarly to the estimate of I 5 , we have
Using (4.23) and combining all the estimates I 1 to I 6 , we have
Using (4.23) and selecting a sufficiently small constant τ > 0, we find 
where η = η(δ) is to be selected later.
According to W 1,∞ interior regularity for v there exists a constant N 0 such that
To see this, now suppose that
. Thus we observe from (4.29), (4.27) that
2r (x 0 ), and so (4.18) implies
Using (4.30) and (4.31) we conclude that (4.32)
Assertion (4.28) comes from (4.30) and (4.31). We consequently can calculate from (4.28), a weak (1,1) estimate (see Lemma 2.5) and (4.26)
Consequently we have
provided that we select η = η(δ), δ satisfying the last identity above. This completes the proof.
We now come to state the scaling invariant form of the lemma above. We have 
then we have 
where B r denotes the ball with radius r and center in B
Proof. We argue by contradiction. If B r satisfies (4.33) and the conclusion (4.34) is false, then there exists 
Then we have
Proof. We want to prove this lemma by induction on k. The case k = 1 follows from Lemma 4.5 and Lemma 2.6 on
Suppose then that the conclusion is valid for some positive integer k ≥ 2. Set
Then by the induction assumption
These estimates in turn complete the induction on k.
Finally, in view of Corollary 4.6 we have the following boundary estimates. 
Proof. According to standard arguments of measure theory (See Lemma 2.7), there exists a constant
.
The last estimate follows from the L q -estimate of the Hardy-Littlewood maximal function. Now we may with no loss suppose
Then from Corollary 4.6 and (4.36) we have
, provided > 0 is selected small enough to have
Thus we have from Lemma 2.5 that
with the estimate
) , and we are done.
Flattening argument
In the general case we choose any point x 0 ∈ ∂Ω. We may assume that Then it is straightforward to check that [5] ). Recalling the assumptions announced in the Introduction that Ω is (δ, R)-Lipschitz and that A is (δ, R)-vanishing, it follows easily from (5.5) and (5.3) that A 1 is (δ, R)-vanishing and that A 1 is uniformly elliptic. Hence we can find a boundary estimate for the case that Ω is (δ, R)-Lipschitz and A is (δ, R)-vanishing via the approached used in Section 4.
We are finally set to give our proof of Theorem 1.2.
Proof. Once we established the boundary L q (q > p) estimates for the gradient of u in B + 1 in Theorem 4.7 we can get the proof by standard scaling, covering and flattening arguments along with the interior estimate and a duality argument.
