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1 Einleitung
In einer zunehmend vernetzten Welt besteht ein vereinfachter Zugriff auf ver-
schiedene Datenquellen, welche man zur Befriedigung eines Informationsbedürf-
nisses heranziehen kann.
Beispiele für Anwendungen, welche selbst wiederum verschiedene andere Da-




Um sich den Informationsgehalt mehrerer Datenquellen zu Nutze zu machen,
sind verschiedene Schwierigkeiten und Probleme zu überwinden. Neben Schwie-
rigkeiten bezüglich der Schnittstelle zu den Datenquellen selbst, sind dies vor
allem Heterogenitäten in Struktur und Schema der abgelegten Daten. Das For-
schungsgebiet Datenintegration bietet Lösungen für die Überwindung dieser
Heterogenitäten.
Nach Überwindung diesbezüglicher Heterogenitäten liegen die Daten struk-
turell und schematisch homogen vor. In Abhängigkeit der zu integrierenden
Daten ist jedoch zu erwarten, dass die resultierende Datenmenge Duplika-
te enthält, welche gegebenenfalls identifiziert werden müssen um eine effek-
tive Interpretierbarkeit durch den Anwender zu ermöglichen – dieser Aufga-
benbereich wird Entity Resolution genannt. Ob Duplikate erwünscht sind, ist
abhängig von der Art des Informationsbedürfnisses. Seien nun H eine Menge
von Händlern und Pi die vom Händler Hi ∈ H angebotenen Produkte. Möchte
man alle von diesen Händlern angebotenen Produkte auflisten, so wird man
Produkte die von mehreren Händlern angeboten werden jeweils nur einmal in
der Liste aufführen wollen – Duplikate müssen folglich identifiziert werden. Ein
Informationsbedürfnis bei welchem Duplikate erwünscht sind, wäre beispiels-
weise ein Vergleich der Produktangebote der verschiedenen Händler. Hierbei
ist zu erwarten, dass mehrere Händler dasselbe Produkt anbieten und somit
alle Angebote aufgelistet werden sollen. Neben der algorithmischen Definiti-
on von Verfahren, welche das geforderte leisten, sind ein Hauptproblem bei
der Entity Resolution die möglicherweise gewaltigen Mengen an Daten, welche
4
hierfür miteinander verglichen werden müssen. Generell sind hierbei paarwei-
se Vergleiche erforderlich, was eine Laufzeitkomplexität in O(n2) bedeutet [2].
Bereits mittelgroße Datenmengen ziehen somit einen erheblichen Berechnungs-
aufwand mit sich.
1.1 Entity Resolution
Unter Entity Resolution - auch bekannt als Duplikat Identifikation oder Entity
Matching - versteht man die Aufgabe, korrespondierende Entitäten zu identi-
fizieren; also jene Entitäten, welche sich auf dasselbe Objekt der realen Welt
beziehen [1]. Der Begriff Entität ist hierbei weit gefasst und kann beispielswei-
se Objekte eines Programms oder anderweitige Dateninstanzen bezeichnen. In
einem typischen Anwendungsfall liegen Entitätsmengen EA und EB vor, zwi-
schen welchen die Duplikate identifiziert werden sollen - also jene Entitäten,
welche korrespondieren indem sie sich auf dieselben Objekte der realen Welt
beziehen. Ein konkreter Anwendungsfall wäre die Aufgabe, die Kundendaten
zweier Unternehmen zu integrieren. Die Unternehmen U1 und U2 verwenden
für die Speicherung der Kundendaten die Datenbanksysteme D1 und D2. Ein
Kunde Kj des Unternehmens Ui wird hierbei durch die Dateninstanz Ij,i ∈ Di
repräsentiert. Entity Resolution ist dann die Aufgabe die Paare (Ij,1, Ik,2) zu
bestimmen, für welche gilt: Ij,1 und Ik,2 repräsentieren denselben Kunden.
Abbildung 1 stellt ein Beispiel hierfür dar. In diesem Beispiel gehören die
Instanzen der Klassen PersonA und PersonB zu unterschiedlichen Entitäts-
mengen, welche nun gematcht werden sollen. Aufgrund der Übereinstimmung
der Nachnamen, der Initialen und der Telefonnummer ist intuitiv zu vermu-
ten, dass die Instanzen A1 und B1 korrespondieren und zugleich auch die
einzige Korrespondenz zwischen diesen Entitätsmengen bilden. Eine vollkom-
mene Gleichheit der Attribute von A1 und B1 konnte obgleich nicht festge-
stellt werden, da in B1 lediglich der Anfangsbuchstabe des Vornamens ab-
gelegt ist. Dennoch lässt die Gleichheit der übrigen Attribute schlussfolgern,
dass die Entitäten A1 und B1 wahrscheinlich dieselbe Entität der realen Welt,
sprich dieselbe Person, referenzieren. Durch Abgleich der Attributwerte lässt
sich ebenfalls schlussfolgern, dass es sich bei den übrigen Entitätskombinatio-
nen (A1, B2), (A2, B1) und (A2, B2) nicht um Korrespondenzen handelt. In
diesem Beispiel wird auch deutlich, dass man aufgrund syntaktischer Hetero-
genitäten oder unterschiedlichem Informationsgehalt der Entitätsmengen nicht
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Abbildung 1: Ermittlung von Korrespondenzen zwischen zwei Entitätsmengen.
Die Pfeile symbolisieren die durchzuführenden Vergleiche.
immer mit absoluter Gewissheit sagen kann, ob zwei oder mehrere Entitäten
korrespondieren oder nicht (absolute Gewissheit hätte man in diesem Beispiel,
wenn zu jeder Person noch ihre Personalausweisnummer gespeichert würde).
Vielmehr kann man lediglich einen Wahrscheinlichkeitswert hierfür bzw. eine
qualitative Ähnlichkeit zwischen den Entitäten angeben.
Dies entspricht der Definition einer Abbildung fsim : EA × EB → [0, 1], so
dass jedem Tupel (a, b) ∈ EA × EB ein Ähnlichkeitswert zwischen Null und
Eins zugeordnet werden kann. Für die Ermittlung von Korrespondenzen muss
nun noch ein Schwellwert für die Ähnlichkeit festgelegt werden, ab welchem
zwei Entitäten als korrespondierend angenommen werden sollen.
Aus dieser Definition der Entity Resolution wird klar, dass für ein Auffinden
aller Duplikate zwischen zwei Entitätsmengen E1 und E2 generell paarweise
Vergleiche erforderlich sind [2]. Die Anzahl der Vergleiche ist dann gleich der
Mächtigkeit des karthesischen Produkts zwischen den beiden Entitätsmengen:
|V ergleiche| = |E1|× |E2|. Der Berechnungsaufwand liegt selbst beim Sonder-
fall E1 = E2 in O(n
2), denn dann gilt: |V ergleiche| = |E1|×(|E1|−1)
2
.
Ein weiterer möglicher Anwendungsfall für Entity Resolution wäre bei-
spielsweise eine Metasuchmaschine, welche zur Beantwortung von Nutzeran-
fragen auf andere Suchmaschinen zurückgreift. Eine Kernaufgabe wäre hierbei
die Identifikation jener Ergebnisse, welche dieselbe Ressource referenzieren.
In einigen Anwendungsfällen liefert die Verwendung einer einzelnen Ähnlich-
keitsfunktion allerdings kein zufriedenstellendes Ergebnis, so dass man mehre-
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re Ähnlichkeitsfunktionen über eine Aggregatsfunktion verknüpft. Seien fsim1
und fsim2 Ähnlichkeitsfunktionen, so ist eine möglich Verknüpfung die Funk-
tion fsim3 := AV G(fsim1 , fsim2). Ihr Ergebnis ist dann der Durchschnitt der
Ergebnisse von fsim1 und fsim2 . Ein solcher Ansatz erhöht den für Entity Reso-
lution erforderlichen Berechnungsaufwand allerdings noch weiter, da auf jedem
Entitätspaar nun drei Funktionen auszuführen sind.
1.1.1 Optimierung
Es lässt sich generell festhalten, dass Entity Resolution eine sehr rechenin-
tensive Aufgabe ist und somit Anstrengungen unternommen werden müssen,
um die Berechnungsdauer zu minimieren. Im Allgemeinen lässt sich dies durch
zwei Vorgehensweisen erreichen; zum Einen indem man die Anzahl der vorzu-
nehmenden Vergleiche reduziert und zum Anderen indem man die Vergleichs-
operationen parallelisiert.
Blocking: Durch Blocking wird versucht, die Anzahl der durchzuführenden
Vergleich zu reduzieren. Hierbei werden die Eingabedaten in Blöcke aufgeteilt
und Entitäten nur innerhalb dieser Blöcke paarweise miteinander verglichen.
Die Performanz der Berechnung, sowie die Qualität der Ergebnisse ist dann
abhängig von der Blockbildung. Landen beispielsweise zwei Entitäten e1 und
e2 nicht im selben Block, so werden sie auch nicht verglichen. In diesem Fall
würden e1 und e2 nicht als Duplikate erkannt, obwohl fsim(e1, e2) möglicher-
weise einen entsprechend hohen Ähnlichkeitswert für dieses Entitätspaar be-
rechnet hätte.
Parallelisierung: Wenn die Rechenleistung eines Computers bzw. eines Kno-
tens nicht ausreicht, die gewünschten Berechnungen innerhalb eines akzepta-
blen Zeitrahmens durchzuführen, so ist die naheliegende Lösung, die Berech-
nung auf mehrere Computer bzw. Knoten aufzuteilen und somit Teilberechnun-
gen parallel durchzuführen. Eine notwendige Voraussetzung hierfür ist, dass
die parallelisierten Teilberechnungen unabhängig voneinander sind. Dies trifft
für den Aufgabenbereich der Entity Resolution zu, da diese auf paarweisen
Vergleichen basiert. So bestehen zwischen den Berechnungen fsim(e1, e2) und
fsim(e3, e4) keine wechselseitigen Abhängigkeiten – diese Berechnungen können
also parallel durchgeführt werden. Es gibt hierbei allerdings auch Ausnahmen,
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bei welchen der Ähnlichkeitswert nicht ausschließlich durch den paarweisen
Vergleich berechnet werden kann. So gibt es auch Algorithmen, welche die
Ähnlichkeit anhand der Nachbarschaft der Entitäten berechnen [10]. Hierbei
muss beachtet werden, dass sich auch die Entitäten, von welchen die Berech-
nung abhängig ist, im selben Verarbeitungskontext befinden.
Problematisch bei der Parallelisierung von Berechnungen ist ihre inhären-
te Komplexität. Entscheidende Aufgaben sind hierbei, neben der Parallelisie-
rung der Algorithmen, die Aufteilung der Eingabedaten auf die verarbeiten-
den Prozesse, sowie das Zusammenführen deren Ausgabedaten. Eine weitere
Problemstellung ist Behandlung von von Knotenausfällen. Falls während der
Berechnung ein Knoten ausfällt, sollte kein manueller Eingriff des Anwenders
erforderlich sein und erfolgreiche Teilberechnungen sollten weiter verwendet
und nicht neu durchgeführt werden müssen. Des weiteren sollte die Art und
Weise der Berechnung sehr gut skalierbar sein, so dass man bei großen Daten-
mengen unkompliziert die Anzahl der verarbeitenden Knoten erhöhen kann.
Im bestmöglichen Fall ist die Verwendung eines Frameworks möglich, welches
eine automatische Parallelisierung und Fehlerbehandlung bei sehr guter Ska-
lierbarkeit bietet. Mit MapReduce wurde 2004 ein Paradigma und Framework
vorgestellt, welches das Ziel hat, die Verarbeitung sehr großer Datenmengen in
großen Clustern zu vereinfachen, indem es eine automatische Parallelisierung
der Anwendungen und eine unkomplizierte Skalierbarkeit bietet.
1.2 MapReduce
Viele Aufgabenstellungen der Large Scale Datenanalyse zeichnen sich durch
einfache Berechnungsalgorithmen, aber sehr große Datenmengen aus.
Typische Beispiele hierfür sind
• Die Anzahl der gecrawlten Seiten pro Host bestimmen
• Suchmaschinenanfragen nach Tagen gruppieren und sortieren
• Die Worthäufigkeiten in einer großen Menge an Dokumenten ermitteln
Die angeführten Aufgaben haben gemeinsam, dass sich mittels Programmier-
sprachen wie Java oder C++ mit geringem Aufwand ein einfaches Programm
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erstellen lässt, welches die gewünschten Berechnungen durchführt. Die Par-
allelisierung der Verarbeitung, sowie die Anpassung des Programms an die
Anforderungen von großen Clustern aus unzuverlässiger Hardware ist hinge-
gen komplex und erfordert tief gehende Kenntnis der verwendeten Program-
miersprache und der Parallelverarbeitung von Daten im Allgemeinen. Derar-
tige Programme sind oft auf die konkrete Aufgabenstellung und die aktuell
verwendete Hardware angepasst, so dass sich die Wiederverwendbarkeit des
Programmcodes und speziell dessen Abschnitte, welche die parallele Verarbei-
tung der Daten realisieren, als schwierig oder gar unmöglich gestalten. Die
Folge hieraus ist, dass Programmabschnitte, welche für die Parallelisierung
verantwortlich sind, für viele Aufgabenstellungen wieder neu entworfen werden
müssen – und somit die vorherige Arbeit kaum wiederverwendet wird. MapRe-
duce soll dem Anwender eben diese Aufgaben abnehmen: die Verteilung der
Verarbeitung auf mehrere Prozesse, die Aufteilung der Eingabedaten, sowie
die Behandlung von ausgefallenen Geräten und soll dabei einfach zu benutzen
sein. Hierdurch ermöglicht MapReduce auch Entwicklern ohne Erfahrungen
in den Bereichen Parallelverarbeitung und verteilte Systeme die Nutzung von
verteilten Systemen. Weitere Anforderungen wie der zuverlässige Betrieb auf
“unzuverlässiger” Standard-Hardware, sowie eine gute Skalierbarkeit sollen die
wirtschaftliche Konkurrenzfähigkeit der MapReduce-Plattform gewährleisten.
1.2.1 Programmiermodell
Jegliche Berechnungen auf Grundlage des MapReduce-Modells basieren dar-
auf, dass der Algorithmus eine Menge von Eingabepaaren der Form (Schlüssel,
Wert) erhält und hieraus eine Menge an Ausgabepaaren der Form (Schlüssel,
Wert) berechnet. Unter Verwendung des MapReduce-Frameworks beschränkt
sich der Aufwand des Anwenders darauf, die beiden Funktionen map und re-
duce in einer für die Aufgabenstellung geeigneten Weise zu implementieren.
Map: Als Parameter übernimmt map ein Eingabepaar der Form (Schlüssel,
Wert) und erzeugt daraus eine ungeordnete Menge an zwischenzeitlichen Aus-
gabepaaren derselben Form. Die MapReduce-library gruppiert diese Ergeb-
nispaare nach ihren zwischenzeitlichen Schlüsseln und reicht die dadurch ent-
stehenden Paare der Form (Schlüssel S, SET[Werte zu Schlüssel S ]) an die
reduce-Funktion weiter.
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Reduce: Die Funktion reduce führt die Weiterverarbeitung der durch die map-
Funktion aufbereiteten Eingabedaten durch. Als Parameter übernimmt redu-
ce einen zwischenzeitlichen Schlüssel S und die Menge aller zu S gehörenden
Werte. Die reduce-Funktion führt diese Werte nun in einer geeigneten Weise
zusammen und reduziert somit die Anzahl der zu Schlüssel S gehörigen Werte.
In vielen Anwendungen kann die Anzahl der Werte direkt auf Eins oder Null
verringert werden [7].
In Abhängigkeit des Anwendungsfalls sollte der Anwender auch die Partitio-
nierungsfunktion part definieren, welche festlegt, wie die zwischenzeitlichen
Schlüssel-Wert-Paare an die reduce-Worker verteilt werden. In der Standar-
dimplementierung wird hiebei ein hash-Wert des Schlüssels berechnet. Bei R
vorhandenen reduce-Workern erhält der Worker x alle Schlüssel-Wert-Paare
für welche gilt: hash(key) mod R = x.
1.2.2 Architektur
Ein Verständnis der Architektur der MapReduce-Plattform lasst sich am Bes-
ten erlangen, indem man die Ausführung der MapReduce-Tasks betrachtet.
Abbildung 1 veranschaulicht diese. Die Speicherung der Zwischen- und Ender-
gebnisse erfolgt in einem verteilten Dateisystem. Hierfür kann GFS (Google Fi-
le System) oder dessen Open Source-Nachbau HDFS (Hadoop Distributed File
System) zum Einsatz kommen. Die Ausführung der Aufgaben obliegt grundle-
gend zwei Arten von Prozessen: Master- und Worker-Prozessen. Bei der Defi-
nition neuer MapReduce-Programme legt der Anwender zunächst die Anzahl
der einzusetzenden map- und reduce-Prozesse fest. Dies geschieht implizit über
die Angabe, in wie viele Teile M die Eingabedaten zerlegt werden sollen und in
wie viele Teile R die zwischenzeitliche Schlüsselmenge, welche ein Teil der Aus-
gabedaten der map-Worker ist, partitioniert werden soll. Die Partitionierung
der zwischenzeitlichen Schlüsselmenge geschieht über eine definierbare Parti-
tionierungsfunktion, deren hashbasierte Standard-Implementierung hash(key)
mod R berechnet, um die Partition des zwischenzeitlichen Schlüssels zu be-
stimmen. Zu Beginn eines MapReduce-Programms werden zunächst die Ein-
gabedaten M Teile zerlegt. Die Anzahl der Teile ist abhängig von der durch den
Anwender festgelegten Größe der Teile. Nachfolgend werden ein Master- und
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Abbildung 2: MapReduce Architektur [7]
mehrere Worker-Prozesse gestartet. Verfügbaren Workern wird vom Master ei-
ner der M map- oder R reduce-Prozesse zugeteilt. Die map-Worker legen auf
ihren lokalen Speichergeräten einen Zwischenspeicher, unterteilt in R Partitio-
nen, an, lesen den ihnen zugewiesenen Teil der Eingabedaten und extrahieren
hieraus die (Schlüssel, Wert)-Paare, auf welche die vom Anwender definierte
map-Funktion angewandt wird. Die daraus resultierenden zwischenzeitlichen
(Schlüssel, Wert)-Paare werden im Hauptspeicher der map-Worker gepuffert
und periodisch in ihre, dem zwischenzeitlichen Schlüssel zugehörige, Partiti-
on geschrieben. Diese Speicherorte werden dem Master mitgeteilt, welcher sie
an die zuständigen reduce-Worker weiterreicht. Sobald ein reduce-Worker die
Speicherorte vom Master erhalten hat, liest er die (Schlüssel, Wert)-Paare von
den lokalen Speichergeräten der map-Worker und gruppiert diese Paare nach
ihren Schlüsseln. Anschließend wendet er auf die resultierenden Paare der Form
(Schlüssel S, SET[Werte zu S]) die reduce-Funktion an, deren Ergebnis er in
eine Ausgabedatei schreibt. Sobald alle map- und reduce-Aufgaben beendet
wurden, benachrichtigt der Master das Anwenderprogramm. Die Ergebnisse
liegen nun in R Ausgabedateien vor - einer für jeden reduce-Worker. Die-
se Ergebnisdateien können auch direkt als Eingabedaten für einen anderen
MapReduce-Prozess dienen. Bei dieser Abarbeitung können Fehler auftreten,
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welche unbehandelt in einem falschen Ergebnis oder gar in einer Blockade des
Systems münden können. MapReduce soll zudem zuverlässig auf unzuverlässi-
ger Standard-Hardware laufen, somit muss es in der Lage sein, den Ausfall von
Geräten erkennen und mit ihm umgehen zu können:
Ausfall von Workern: Der Master pingt alle Worker periodisch an um de-
ren Status zu überprüfen. Sollte ein Worker die Anfrage nicht innerhalb eines
bestimmten Zeitraums beantworten, wird dieser vom Master als “ausgefallen”
gekennzeichnet. Nicht beendete map- oder reduce-Aufgaben, sowie bereits be-
endete map-Aufgaben des Workers werden an andere verfügbare Worker ver-
teilt und erneut durchgeführt.
Ausfall des Masters: Der Master erstellt periodisch “Wiederherstellungspunk-
te”, indem er die Informationen zu den laufenden und beendeten Tasks, die
vorhandenen Worker und die Speicherorte der Ergebnisdateien sichert. Bei ei-
nem Ausfall des Masters muss somit lediglich ein neuer Master-Prozess mit
den gesicherten Daten gestartet werden. Dieser Master beginnt vom Stand des
letzten Wiederherstellungspunktes aus.
1.2.3 Beispiel: Ermittlung von Worthäufigkeiten in Dokumenten
In einer großen Mengen an Dokumenten soll die Häufigkeit des Auftretens der
Wörter gruppiert nach den Wörtern ermittelt werden. Gemäß dem beschrie-
benen Programmiermodell muss der Anwender hierfür die beiden Funktionen
map und reduce in geeigneter Weise implementieren. Um die Berechnung zu
beginnen, werden die Implementierungen der map- und reduce-Funktionen,
sowie die Speicherorte der Eingabedaten und das Ausgabeverzeichnis an den
Master zur Ausführung übergeben. Der Master weist daraufhin den verfügba-
ren Workern map- oder reduce-Aufgaben zu.
Die Implementierungen der map- und reduce-Funktion gestalten sich dann
wie folgt:
Jeder map-Worker erhält hierbei eine Teilmenge der auszuwertenden Doku-
mente - do name ist der Bezeichner dieses Dokuments und doc dessen Inhalt als
Zeichenkette. Der Worker wertet hierbei die einzelnen Worte des Dokuments
aus, schreibt für jedes gelesene Wort w das Ergebnis (w, 1) in seinen lokalen
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Data : Ein (Schlüssel-Wert)-Paar: (doc name, doc)
Result : Eine Menge von (Schlüssel-Wert)-Paaren (w, 1)
foreach Wort w ∈ doc do
emit(w, 1)
Algorithmus 1: Map-Funktion für die Ermittlung von Worthäufigkeiten
in Dokumenten
Data : Ein Schlüssel und alle zugehörigen Werte:
(w, list < value > values)
Result : Die Häufigkeit des Auftretens des Wortes w
count := 0;
foreach Wort val ∈ values do
count := count + 1;
emit(w, count);
Algorithmus 2: Reduce-Funktion für die Ermittlung von Worthäufig-
keiten in Dokumenten
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Speicher und teilt dem Master die Speicherorte mit. Der Master teilt diese Spei-
cherorte den zuständigen reduce-Workern mit, welche ihre Partition der Daten
einlesen und die vom Anwender definierte reduce-Funktion darauf anwenden.
Die reduce-Worker erhalten hierbei alle Werte zu einem Schlüssel. In vorlie-
gendem Beispiel entspricht die Anzahl der Werte zu einem Wort w genau der
Häufigkeit des Auftretens von w in der Dokumentensammlung welche als Ein-
gabe für die map-Funktion diente. Die durch die reduce-Funktion auszuführen-
de Aufgabe besteht also lediglich im Zählen der Werte zu einem Schlüssel und
der nachfolgenden Ausgabe dieser Summe zugeordnet zum Schlüssel.
1.2.4 Analyse
Das MapReduce-Framework abstrahiert von der Ebene der Prozesse. Der An-
wender muss sich nicht um die Initialisierung und Beendigung der Worker-
Prozesse kümmern oder wie die durch ihn definierten MapReduce-Programme
auf die zur Verfügung stehenden Prozesse verteilt werden. Dies ermöglicht dem
Anwender die Nutzung Verteilter Systeme auch ohne Kenntnisse von Parallel-
verarbeitung oder Verteilten Systemen überhaupt.
Skalierbarkeit: MapReduce zeichnet sich durch eine gute Skalierbarkeit aus
[7, 8]. Diese Ansicht wird auch von Kritikern des MapReduce-Paradigmas wie
Pavlo geteilt (“While MR may indeed be capable of scaling up to 1000s of
nodes . . . ”) [9].
Durch die Abstraktion von der Prozessebene muss sich der Anwender nicht
darum kümmern, wieviele Worker zur Verfügung stehen und wie deren Aus-
lastung ist. Neue Worker werden beim Master angemeldet und dieser verteilt
die aktuellen Jobs auf die zur Verfügung stehenden Prozesse.
Zuverlässigkeit: Wie in Abschnitt 1.2.2 beschrieben, erfragt der Master bei
jedem Worker periodisch dessen Zustand. Bei Nichtbeantwortung dieser An-
frage wird dieser Worker als “ausgefallen” gekennzeichnet und seine Zwischen-
ergebnisse werden verworfen. Die nun wieder offenen Jobs werden nun an
verfügbare, andere Worker verteilt.
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1.2.5 Beispiel: Entity Matching durch MapReduce
Die Eignung des MapReduce-Paradigmas für Aufgaben der Entity Resolution
soll hier an einem einfachen Beispiel in Abbildung 4 gezeigt werden. Die En-
titätsmenge E sei hierbei eine Menge von Elektronikgeräten, welche entweder
vom Typ Handy oder vom Typ Tablet sind.
Um nun die Duplikate innerhalb der Menge E zu ermitteln, müssen nicht alle
Entitäten miteinander verglichen werden, denn falls zwei Entitäten von unter-








Abbildung 3: Die Entitäts-
menge E
Objekt beziehen. Die Entitätsmenge E ist al-
so anhand des Gerätetyps in die disjunkten
Teilmengen EHandy und ETablet zu zerlegen, so
dass nur innerhalb dieser Teilmengen paarwei-
se Vergleiche zwischen den Entitäten vorzu-
nehmen sind. Die Implementierungen der map-
und reduce-Funktionen, welche die gewünschte
Blocking-Technik umsetzen, sind in den nach-
folgenden Algorithmen-Listings 3 und 4 auf-
geführt.
Die Funktion map erzeugt hierbei für jede En-
tität e ein Paar (e.typ, e). Die Funktion reduce erhält das Paar (typ, list <
Entities >), also zu jedem Gerätetyp alle zugehörigen Entitäten. Innerhalb
dieser Teilmenge führt die reduce-Funktion dann paarweise Vergliche durch
und gibt bei einem Match das betreffende Entitätspaar aus. Die beiden reduce-
Worker erhalten hierbei jeweils drei Entitäten, führen also jeweils sechs Ver-
gleiche durch. Ohne vorhergehendes Blocking hätten sechs Entitäten paarweise
verglichen werden müssen, was in 6× 5 = 30 Vergleichen resultiert hätte.
Die Abbildung 4 zeigt die Aufteilung der Daten auf die verschiedenen map-
und reduce-Worker. Ohne genauere Kenntnis der Verteilung der Eingabedaten
kann hierbei die hash-basierte Implementierung der Partitionierungsfunktion
verwendet werden, zumal in diesem Beispiel die Anzahl der Schlüssel auch der
Anzahl der reduce-Worker entspricht.
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Data : Eine Entität e, Funktion getBlockingKey : Entities→ Blocks
Result : Mehrere Schlüssel-Wert-Paare: (block(e), e)
block := getBlockingKey(e);
emit(block, e);
Algorithmus 3: Map-Funktion für blockingbasierte Entity Resolution
Data : Schlüssel-Wert-Paar: (block, iterator < E > entities)
Funktion match : E × E → {true, false}
Result : Duplikat-Paare: (e1, e2) mit e1, e2 ∈ entities
buffer := {};
while entities.hasNext() do
Entity e1 := entities.next();
foreach e2 ∈ buffer do
if match(e1, e2) = true then
emit(e1, e2);
buffer := buffer ∪ {e1};
Algorithmus 4: Reduce-Funktion für blockingbasierte Entity Resolution
Abbildung 4: Entity Resolution mit Blocking über MapReduce
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Durch ein einfaches MapReduce-Programm und unter Verwendung der
Blocking-Technik konnte somit die Anzahl der durchzuführenden Vergleiche
um über 50 Prozent reduziert und der Workflow automatisch parallelisiert
werden. Entitäten können hierbei auch mehreren Blöcken zugewiesen werden,
was zwar die Berechnungszeit erhöht, aber möglicherweise auch den Recall
steigert.
1.3 Hadoop Distributed Filesystem
Hadoop ist eine Implementierung des MapReduce-Paradigmas, in welche auch
Vorschläge zum Google Filesystem (GFS) einflossen. Ein Bestandteil von Ha-
doop ist das Hadoop Distributed Filesystem (HDFS), welches für die Speiche-
rung sehr großer Datenmengen optimiert wurde. HDFS setzt hierbei auf einem
Dateisystem wie ext4 oder ReiserFS auf und abstrahiert somit von der logi-
schen Sicht auf die Daten.
Die Speicherung der Daten erfolgt nicht zusammenhängend, sondern in
Chunks unterteilt. Diese Blöcke weisen eine konstante Größe von 64 MB auf
und können nicht weiter unterteilt werden. Jeder Chunk trägt eine eindeutige
ID welche er vom NameNode zugewiesen bekommt [13].
1.3.1 Architektur
Wie auch MapReduce verfolgt HDFS einen Master-Slave-Ansatz (siehe Abbil-
dung 5). Der NameNode ist hierbei der Master und für die Verwaltung der
Metadaten zuständig, welche sich resident in seinem Hauptspeicher befinden.
Eine Vielzahl von DataNodes bildet die Slaves. Die Chunks werden auf ih-
ren lokalen Speichergeräten gespeichert. Der NameNode verwaltet hierbei die
Zuordnung zwischen einer Datei und den Chunks, zu welchen er ebenfalls ih-
ren Speicherort – also auf welchem DataNode der Chunk abgelegt wurde –
speichert.
Des weiteren werden vom NameNode die systemumfassenden Aktivitäten
kontrolliert. Dies sind unter anderem die Garbage Collection, sowie die Koor-
dination von Dateiänderungen und die Überwachung der Systemintegrität, auf
welche nachfolgend näher eingegangen wird.
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Abbildung 5: Hadoop Distributed Filesystem Architektur [13]
1.3.2 Eigenschaften
Das Hadoop Distributed Filesystem wurde für den Betrieb auf Standard-
Hardware entwickelt. Dieser Ansatz bringt vor allem ökonomische Vorteile mit
sich, da das Preis-Leistungsverhältnis bei Standard-Hardware deutlich güns-
tiger ist als bei dedizierter Server-Hardware. Ein Nachteil ist die mangelhafte
Zuverlässigkeit dieser Hardware, welche somit auf Architekturebene kompen-
siert werden musste.
HDFS verfolgt hierfür einen Replikationsansatz, bei welchem Kopien der
Chunks auf mehreren DataNodes gespeichert werden. Der NameNode ist sich
hierbei der Racks bewusst, in welchen sich die DataNodes befinden und ordnet
die Replikaterzeugung so an, dass sich Replikate in mehreren Racks befinden
um so bei einem lokal begrenzten System- oder Netzwerkausfall weiterhin eine
Verfügbarkeit gewährleisten zu können.
Eine derartige Verteilung unterstützt auch das Lokalitätsprinzip. Bei einer
Lese-Anfrage eines Clients kann aus der Menge der Replikatknoten jener aus-
gewählt werden, welcher die geringste Entfernung zum Client hat. Hierdurch
lassen sich Latenz und Netzwerklast reduzieren.
1.3.3 Operationen
Leseoperationen: Beim Lesen einer Datei überträgt der Client den Dateinamen
an den NameNode. Dieser beantwortet die Anfrage mit der eindeutigen ID der
zugehörigen Chunks, sowie einer Liste der DataNodes, welche diese Chunks
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bzw. Replikate davon gespeichert haben. Aus dieser Liste wählt der Client pro
Chunk einen DataNode aus, und fordert das Chunk über dessen ID an; der
DataNode überträgt daraufhin dieses Chunk an den Client.
Schreiboperationen: Auch beim Schreiben in eine Datei überträgt der Client
den Dateinamen innerhalb des Write-Requests an den NameNode, welchen die-
ser wiederum mit einer Liste der DataNodes beantwortet, welche die Chunks
zu dieser Datei speichern. Der Client überträgt daraufhin die zu schreibenden
Daten an alle DataNodes dieser Liste und den Schreibbefehl nur an das primäre
Replikat. Dieser führt den Schreibvorgang aus und ordnet den sekundären Re-
plikaten ebenfalls an, die Daten zu schreiben. Nach Abschluss dieses Vorgangs
melden die sekundären Replikate dem primären Replikat den Abschluss der
Operation. Nach einer erfolgreichen Antwort aller sekundärer Replikate mel-
det das primäre Replikat dies dem Client.
2 Dedoop
Dedoop ist ein einfach zu benutzendes Werkzeug für MapReduce-basierte En-
tity Resolution auf sehr großen Datenmengen [11]. Hierbei ermöglicht Dedoop
es dem Anwender den von ihm gewünschten Workflow über eine graphische
Oberfläche zu erstellen, ohne bestimmte Voraussetzungen bezüglich Paralleli-
sierung beachten zu müssen. Der so definierte Workflow wird automatisch über
MapReduce parallelisiert und in einem Workflow-Executor zur Ausführung in
einem Cluster übergeben, so dass der Anwender selbst keine Kenntnis über
das MapReduce-Framework benötigt. Auf oberer Abstraktionsebene ist der
Datenfluss in Abbildung 6 dargestellt.
2.1 Architektur
Der Aufbau von Dedoop folgt einer speziellen 3-Schichten-Architektur wie in
Abbildung 7 dargestellt. Durch Einhaltung dieser Architektur wird die Kom-
plexität der einzelnen Schichten reduziert, sowie die Kopplung der Schichten
untereinander gelockert, was eine spätere, von einander unabhängige, Aus-
tauschbarkeit der Schichten unterstützt. Im Speziellen liegt bei Dedoop eine
Thin-Client-Architektur vor, welche für zahlreiche Internetanwendungen ty-
pisch ist. Bei diesem Architekturtyp befinden sich die funktionale und die
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Abbildung 6: Dedoop Datenfluss
datenhaltende Schicht auf der Serverseite. Lediglich die Präsentationsschicht,
welche die Schnittstelle zum Benutzer bildet, befindet sich auf Clientseite. Die
Vorteile der Thin-Client-Architektur sind unter anderem die zentrale Wart-
und Weiterentwickelbarkeit des Systems. Sämtliche Kernfunktionalität, sowie
die Datenhaltung befinden sich auf Serverseite, so dass funktionale, sowie die
Datenhaltung betreffende Änderungen zentral implementiert und getestet wer-
den können, ohne sie per Patch an den Client verteilen zu müssen. Ein weiterer
Vorteil welcher durch die Thin-Client-Architektur erreicht wird, ist die flexi-
ble Entwickelbarkeit. Durch die Konzentration der Funktionalitäten auf die
serverseitige Implementierung, die technischen Anforderungen an die client-
seitige Implementierung auf ein Minimum reduziert, so dass der technischen
Produktumgebung des Anwenders weniger Beachtung geschenkt werden muss.
Im vielen Anwendungsfällen dieser Architektur, so auch bei Dedoop, kommt
bei einer Thin-Client-Architektur ein Webbrowser als Interpreter Präsentati-
onsschicht zu Einsatz. Die Kommunikation mit der funktionalen Schicht läuft
dann über das HTTP (Hyper Text Transfer Protocol).
Ein allgemeines Problem bei der Entwicklung von Internetapplikationen unter
Nutzung des HTTP sind dessen stark eingeschränkte Möglichkeiten für die
Argumentübergabe. Generell erfolgt die Kommunikation über das HTTP im-
mer dem Muster Request → Response – die Argumente müssen somit in die
Anfrage eingebettet werden. Grundlegend bestehen hierfür zwei Möglichkei-
ten: die Einbettung der Argumente in die URL der Anfrage und die Übergabe
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Abbildung 7: 3-Schichten-Architektur
der Argumente innerhalb des Payloads der Anfrage.
Die Einbettung in die URL ist zum einen möglich über den Anfragetyp GET.
Hierbei werden die Argumente mit einem vorangestellten ? nach dem Mus-
ter ?argumentname=argumentwert als Teil der URL übertragen. Einen alter-
nativen Übergabemechanismus bietet der Anfragetyp POST, bei welchem die
Argumente innerhalb des Payloads übermittelt werden. Bei beiden Überga-
bemöglichkeiten besteht dann die Aufgabe des Servers darin, aus der URL in
Verbindung mit den vom Anwender übergebenen Argumenten eine personifi-
zierte Antwort, welche ebenfalls wieder eine HTTP-Antwort ist, zu generieren
und an den Client zu senden. Auf Grundlage dieser Anfrage sind dann gege-
benenfalls weitere Anfragen durch den Client erforderlich.
Bei diesem Modell wird schnell klar, dass es mit diesem Modell sehr umständ-
lich ist, komplexe dynamische Internetanwendungen zu erstellen. Ein weite-
rer entscheidender Nachteil von HTTP ist, dass asynchrone Kommunikation
darüber nicht möglich ist. Asynchrone Kommunikation ist für Dedoop entschei-
dend, da die vom Nutzer durchgeführten Operationen mehrere Minuten oder
gar Stunden auf dem Server in Anspruch nehmen können und zur Übertra-
gungszeit nicht abgeschätzt werden kann, wann die Antwort durch den Server
erfolgen wird. Die Kommunikation sollte aus diesem Grund asynchron erfolgen,
so dass der Anwender seine Anfrage überträgt und danach mit der Anwendung
weiterarbeiten kann. Die Antwort des Servers erfolgt dann nach Abarbeitung
der Anfrage.
Einen Lösungsansatz bietet hierbei die Verwendung von Javascript, welcher
eine dynamische Internetapplikation und asynchrone Kommunikation ermög-
licht. Der Javascriptansatz zieht allerdings mehrere gravierende Nachteile mit
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Abbildung 8: Entwicklung und operativer Einsatz mit dem Google Web Toolkit
[11]
sich. Zum einen ist dies, dass hierbei client- und serverseitig unterschiedliche
Programmiersprachen verwendet werden, was Änderungen am Anwendungs-
design deutlich erschwert, da Codeabschnitte nicht direkt vom Server zum
Client und umgekehrt verschoben werden können. Ein weiterer Nachteil liegt
in den Eigenschaften von Javascript selbst. Javascript ist untypisiert und bie-
tet im Vergleich zu Hochsprachen wie Java und C++ nur unterentwickelte
Entwicklungs- und Testwerkzeuge. Durch die fehlende Typisierung ist es zu-
dem möglich, dass Fehler erst zur Laufzeit ersichtlich werden, da eine Variable
dann einen für die weitere Verarbeitung ungeeigneten Wert enthält.
2.2 Google Web Toolkit
Das Google Web Toolkit (GWT) ist ein Werkzeugsatz bestehend aus Bibliothe-
ken, Klassen und Interfaces zur Entwicklung von browserbasierten Internetan-
wendungen. Eine Besonderheit des GWT ist der integrierte Java-zu-Javascript-
Compiler, welcher es ermöglicht, dass sowohl auf Server- als auch auf Clientsei-
te der Code in der Programmiersprache Java erstellt werden kann und dennoch
von jedem Anwender über einen Browser mit aktivierter Javascript-Engine aus-
geführt werden kann.
Der serverseitige Code wird in Java geschrieben, in Bytecode übersetzt und
dann in einem Servletcontainer wie Apache Tomcat eingesetzt. Der clientseitige
Code hingegen wird vom GWT-eigenen Java-zu-Javascript-Compiler in HTML
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Abbildung 9: Baumstruktur aus SmartGWT [11]
und Javascript-Ressourcen übersetzt, welche dann in einem Webserver einge-
setzt werden können. Der Anwender interagiert hierbei, wie in Abbildung 8
dargestellt, über seinen Webbrowser mit dem clientseitigen Code. Die Interak-
tion mit dem Cluster selbst geschieht aus logischer Sicht über Remote Procedu-
re Calls. Tatsächlich erfolgt die Kommunikation mit dem Cluster jedoch über
HTTP und JSON-Objekte, welche von einem JSON-zu-Java-Konverter dann
in Objekte der Programmiersprache Java konvertiert und an das entsprechen-
de Servlet übergeben werden. Dieses Servlet kommuniziert dann per Remote
Procedure Call mit dem Cluster. Die Antwort des Clusters wird daraufhin über
den Konverter wieder in ein JSON-Objekt umgewandelt, an den Webbrowser
des Anwenders übertragen und von diesem interpretiert.
2.3 SmartGWT
SmartGWT ist eine Programmierschnittstelle für das SmartClient-Framework,
welches Methoden für die Erstellung häufig benötigter Widgets bereitstellt [12].
Es lassen sich hierüber in der Programmiersprache Java auf einfache Weise un-
ter anderem Baumstrukturen und Auswahlfenster realisieren, welche dann in
Javascript übersetzt werden. Beispielsweise gibt es vordefinierte Widgets für
die Realisierung von interaktiven Baumstrukturen, welche auch für die Dar-
stellung hierarchischer Dateisystem geeignet sind. In Abbildung 9 wird eine
Baumstruktur aus SmartGWT dargestellt.
23
Die Verwendung dieser vordefinierten Strukturen erleichtert und beschleunigt
die Entwicklung der Internetapplikation erheblich, da die Visualisierung und
die grundlegende Funktionalität wie beispielsweise vertikales und horizontales
Panning nicht selbst implementiert werden müssen. Zudem besteht eine um-
fangreiche Schnittstelle für die Manipulation der Strukturen, wie zum Beispiel
das Ein- und Aushängen von Knoten.
2.4 File Manager
Wie in den Abschnitten 1.2 und 2 beschrieben, benötigt Dedoop aufgrund des
zugrunde liegenden MapReduce-Frameworks sämtliche Eingabedaten als Da-
teien, welche unter dem Hadoop Distributed File System abgelegt sind. Die
Ausgabedaten werden ebenfalls als Dateien unter dem HDFS abgespeichert.
Um ein effizientes Arbeiten mit Dedoop zu ermöglichen, benötigt der Anwen-
der somit eine Schnittstelle, welche es ihm erlaubt Eingabedateien auf das
HDFS hochzuladen, sowie Ausgabedateien vom HDFS auf sein lokales Datei-
system herunterzuladen. Darüber hinausgehend ist im operativen Einsatz eine
sehr große Menge an Dateien zu erwarten, so dass der Anwender die Möglich-
keit haben muss, das Dateisystem gemäß seinen Vorlieben zu strukturieren. So
werden Funktionaliäten für das Anlegen von Verzeichnissen, Verschieben von
Dateien, sowie deren Löschung erforderlich. Die zu erwartenden sehr großen
Datenmengen machen ein effiziente Implementierung des File Managers erfor-
derlich. So sollen nur diejenigen Knoten im Arbeitsspeicher gehalten werden,
welche vom Benutzer geöffnet sind. Nach dem Schließen von Verzeichnissen
soll der durch das Verzeichnis belegte Arbeitsspeicher weder freigegeben wer-
den. Um die Rechenlast auf Seiten des Clients, sowie die Netzwerklast zu mi-
nimieren, sollen bei Aktualisierungsvorgängen lediglich die Änderungen zum
vorherigen Zustand übertragen werden.
Bei allen Operationen mit dem verteilten Dateisystem ist zudem den be-
sonderen Anforderungen des Mehrbenutzerbetriebs in Verbindung mit asyn-
chroner Kommunikation Rechnung zu tragen. So sind beispielsweise die Dar-
stellung im File Manager und der aktuelle Zustand des Dateisystems nicht
zwangsläufig konsistent zueinander. Der File Manager sollte robust gegenüber
derartigen Inkonsistenzen sein.
Über das reine Dateimanagement hinausgehend soll der File Manager auch
die Synchronisation der Dedoop-Komponenten unterstützen, indem er Ände-
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rungen im Dateisystem, wie beispielsweise verschobene oder gelöschte Dateien
den übrigen Komponenten mitteilt. So soll beispielsweise eine Datei, welche
als Datenquelle dient, automatisch aus der Liste der Datenquellen entfernt
werden, wenn diese Datei im File Manage gelöscht wurde.
2.4.1 Definition und Zielsetzung
Realisiert werden soll ein File Manager, welcher dem Anwender die für seine
Arbeit mit Dedoop erforderlichen Interaktionsmöglichkeiten bietet, sowie eine
Schnittstelle zu einem zugrunde liegenden hierarchischen Dateisystem, welche
seine eigentliche Arbeit mit Dedoop unterstützen. Hierfür müssen die Datei-
en des Dateisystems, sowie deren für den Anwender relevanten Eigenschaften
in einer, die Arbeit unterstützenden, Art und Weise dargestellt werden. Die
relevanten Eigenschaften sind hierbei der Name der Datei, ob die Datei ein
Verzeichnis ist, sowie die Größe der Datei.
2.4.2 Anwendungsfälle
Auf oberster Abstraktionsebene wurden die Anwendungsfälle delete, move,
refresh, refresh all, rename, new directory, upload und download iden-
tifiziert. Diese Anwendungsfälle beschreiben die dem Anwender anzubietenden
Möglichkeiten, die Dateien des Dateisystems oder deren Darstellung im File
Manager zu verändern. Nachfolgend sollen diese Anwendungsfälle präzise de-
finiert werden.
refresh: Bei Ausführung einer refresh-Operation soll die Darstellung der se-
lektierten Dateien aktualisiert werden, bzw. die Änderungen zu ihrem aktuell
dargestellten Zustand aufgezeigt werden. Der Zustand setzt sich zusammen aus
der Existenz der Datei, ihres Typs (ob sie ein Verzeichnis ist, oder nicht), so wie
ihrer Größe - ist die selektierte Datei ein Verzeichnis, so ist Größe gleich Null.
Falls die selektierte Datei ein Verzeichnis ist, soll auf ihren direkten und in-
direkten Nachfolgern eine refresh-Operation ausgeführt werden, was bedeutet,
dass alle ihre direkten und indirekten Unterverzeichnisse sowie deren Nach-
folger aktualisiert werden sollen, sofern diese zum Ausführungszeitpunkt der
refresh-Operation geöffnet sind.
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refresh all: Bei Ausführung einer refresh all -Operation soll ein refresh auf
alle aktuell geöffneten Verzeichnisse ausgeführt werden.
delete: Bei Ausführung einer delete-Operation sollen die selektierten Dateien,
sowie ihre direkten und indirekten Nachfolger vom Dateisystem gelöscht und
die Änderungen im File Manager dargestellt werden.
rename: Die rename-Operation ist für genau eine selektierte Datei bzw. ein
selektiertes Verzeichnis definiert. Bei ihrer Ausführung auf einer Datei soll der
Name der Datei geändert und die Änderung im File Manager dargestellt wer-
den. Hierbei ist der Anforderung von hierarchischen Dateisystemen Rechnung
zu tragen, dass der Name als teil-identifizierendes Attribut innerhalb eines
Verzeichnisses eindeutig sein muss. Auftretende Inkonsistenzen müssen somit
geeignet behandelt und der Anwender hierüber informiert werden.
upload: Der Anwender soll die Möglichkeit haben, Dateien von seinem lokalen
Dateisystem hochzuladen. Das aktuell selektierte Verzeichnis soll hierbei das
Oberverzeichnis der hochzuladenden Datei sein. Wie bei der rename-Operation
sind auch hierbei eventuell auftretende Namenskonflikte zu beachten. Der Fort-
schritt dieser Operation soll über einen Fortschrittsbalken dargestellt werden.
download: Der Anwender soll die Möglichkeit haben, Dateien von seinem
lokalen Dateisystem hochzuladen. Die selektierte Datei soll hierbei das Ober-
verzeichnis der hochzuladenden Datei sein. Wie bei der rename-Operation sind
auch hierbei eventuell auftretende Namenskonflikte zu beachten.
new directory: Der File Manager soll dem Anwender die Arbeit mit Dedoop
erleichtern. Da das Dateisystem aus einer große Menge an Daten und einer
Vielzahl von Dateien bestehen kann, ist es unumgänglich, dem Anwender ei-
ne Möglichkeit anzubieten, die Dateien seinen Vorstellungen entsprechend zu
gliedern. Das zugrunde liegende Dateisystem bietet durch seine hierarchische
Struktur diese Möglichkeiten, welche an den Anwender durch gereicht werden,
in dem er die Option bekommt, eigene Verzeichnisse zu erstellen. Hierbei sind
eventuell auftretende Namenskonflikte zu beachten.
26
Abbildung 10: Beispiel für das erwünschte Ergebnis einer move-Operation
Abbildung 11: Initiales UseCase-Diagramm für den File Manager
move: Bei Ausführung eine move-Operation sollen die selektierten Datei-
en sowie ihre Nachfolger per drag & drop unter Beibehaltung ihrer relati-
ven Hierarchie in ein Verzeichnis verschoben werden. Sollen zum Beispiel die
Dateien /datei1, /verzeichnis1/, welches die Datei datei2 enthält, und
/verzeichnis2/datei3 in das Verzeichnis /verzeichnisNeu verschoben wer-
den, resultiert dies in den Dateien /verzeichnisNeu/verzeichnis1/datei2,
/verzeichnisNeu/datei1 und /verzeichnisNeu/datei3. Das beschriebene
Beispiel wird in Abbildung 10 illustriert. Bei Ausführung der move-Operation
sind eventuell auftretende Namenskonflikte im Zielverzeichnis zu beachten.
Die in der Anforderungsanalyse identifizierten Anwendungsfälle werden durch
ein UseCase-Diagrammm in Abbildung 11 dargestellt.
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2.4.3 Spezielle Anforderungen
Dedoop ist für den Mehrbenutzerbetrieb ausgelegt, somit muss der File Ma-
nager robust gegenüber Inkonsistenzen zwischen dem Dateisystem und dessen
Darstellung sein. Zum Beispiel könnte es sein, dass der Anwender eine Datei
verschieben möchte, die inzwischen von einem anderen Benutzer gelöscht wur-
de. Ein anderes Beispiel für die aus dem Mehrbenutzerbetrieb resultierenden
speziellen Anforderungen ist dass Benutzer A einen refresh des Verzeichnisses
/verzeichnis1 durchführt, welcher zeigt, dass dieses Verzeichnis leer ist. Im
Anschluss führt Benutzer B einen Upload der Datei datei1 in das Verzeich-
nis /verzeichnis1 durch. Da Benutzer A möchte nun ebenfalls eine Datei
mit Namen datei1 in dieses Verzeichnis hochladen, erkennt aber, weil er zwi-
schenzeitlich keinen Refresh des Verzeichnisses durchgeführt hat, nicht, dass in
diesem Verzeichnis bereits eine gleichnamige Datei existiert. Der File Manager
muss nun in diesem Fall den Upload verhindern und Anwender A über den
Fehlschlag der upload -Operation und dessen Ursache benachrichtigen.
Ein weiteres Beispiel für Inkonsistenzen zwischen dem Dateisystem und des-
sen Darstellung im File Manager wird in Abbildung 12 dargestellt. In diesem
Beispiel greifen zwei Anwender simultan auf auf das Dateisystem zu. Da der
Anwender, bzw. dessen File Manager, nicht automatisch benachrichtigt wird,
wenn sich der Zustand des Dateisystems ändert, kann es hierbei zu Inkonsis-
tenzen kommen.
Im Zeitschritt 1 lädt Anwender 1 die Datei A.txt auf das Dateisystem hoch.
Seine Sicht auf das Dateisystem zeigt nun das Vorhandensein der Datei A.txt.
Im Zeitschritt 2 wird diese Datei nun vom Anwender 2 gelöscht. Der Anwender
1 wird hierüber nicht automatisch in Kenntnis gesetzt, sondern hat weiterhin
seine veraltete Sicht auf das Dateisystem, welche ihm anzeigt, dass die Datei
A.txt vorhanden ist. Wenn Anwender 1 nun diese Datei als Eingabedatei für
einen Workflow verwenden möchte, würde dies in einem Fehler resultieren, da
die Datei mittlerweile nicht mehr vorhanden ist. Dasselbe Problem ergibt sich,
wenn Anwender 1 nun versuchen würde, die Datei zu verschieben oder umzu-
benennen.
Da im operativen Einsatz zu erwarten ist, dass viele Anwender simultan auf
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Abbildung 12: Inkonsistenzen zwischen dem Zustand des Dateisystems und der
Sicht des Anwenders darauf
das verteilte Dateisystem zugreifen, sollte der File Manager somit robust ge-
genüber derartigen Fehlern sein und den Anwender bei einem Fehlschlag einer
solchen Operation benachrichtigen.
Inkonsistenzen bei der Darstellung des Dateisystems sind hierbei hinzu-
nehmen, so lange daraus resultierende Fehler zur Laufzeit behandelt werden
können. Ein Hauptaugenmerk muss aufgrund der großen Menge der zu er-
wartenden Daten auf eine speichereffiziente Implementierung gelegt werden.
Des weiteren soll der File Manager eine sehr gute Änderbarkeit hinlänglich
dem Hinzufügen neuer Funktionalitäten aufweisen. Die eben beschriebenen
nichtfunktionalen Anforderungen an den File Manager werden in Tabelle 1
aufgeführt.
2.5 Workflow Submission-Komponente
Wie in Abschnitt 2 beschrieben, erfolgt die Arbeit mit Dedoop gemäß dem
Muster
1. Auswahl der Eingabedaten und der gewünschten Matching- und Block-
kingstrategien (Workflow Definition)
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Tabelle 1: Nichtfunktionale Anforderungen an den File Manager













2. Erstellung eines Workflows bestehend aus eine Liste von MapReduce-
Jobs, sowie weiteren Parametern auf Basis der vom Anwender übermit-
telten Daten
3. Übertragung des Workflows an einen Executor, welcher ihn im vom An-
wender spezifizierten Cluster zur Ausführung bringt
4. Schreiben der Ergebnisse in das vom Anwender spezifizierte Ausgabever-
zeichnis
2.5.1 Definition und Zielsetzung
Der dritte Punkt dieser Liste wird von der Workflow Submission Komponente
durchgeführt. Die Komponente bekommt einen Workflow, sowie Parameter,
welche unter anderem das für die Ausführung gewählte Cluster identifizieren,
übergeben und hat die Aufgabe, diesen Workflow, gemäß der vom Anwender
spezifizierten Parametern, in diesem Cluster zur Ausführung zu bringen.
Auch hierbei ist den besonderen Anforderungen des Mehrbenutzerbetriebs
in Verbindung mit asynchroner Kommunikation, sowie der simultanen Nutzung
mehrerer Cluster Rechnung zu tragen. So muss es dem Anwender möglich sein,
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Workflows zu übertragen, obwohl das Cluster derzeit einen anderen Workflow
abarbeitet. Der später übertragenen Workflow soll dann gespeichert werden
und zur Ausführung gebracht, wenn die Abarbeitung des vorherigen Workflows
beendet wurde.
Abhängig von der Art des Workflows und dem Umfang der gewählten Ein-
gabedaten kann die Abarbeitung mehrere Stunden in Anspruch nehmen. Zu-
dem besteht auch die Möglichkeit, dass die Abarbeitung aus verschiedenen
Gründen fehlschlägt. Der Anwender sollte somit stets über den Zustand und
Fortschritt seines Workflows informiert werden.
2.5.2 Anwendungsfälle
Die Workflow Submission-Komponente soll zum Einen die Übermittlung des
Workflows koordinieren. Wie in Abbildung 6 dargestellt, erzeugt die Workflow
Definition aus den vom Anwender übertragenen Parametern, wie Eingabeda-
teien und die gewünschten Blocking- und Matchingstrategien den auszuführen-
den Workflow. Dieser Workflow soll nachfolgend im vom Anwender spezifizier-
ten Cluster ausgeführt werden. Zu beachten ist hierbei, dass mehrere Anwender
simultan ihre Workflows übertragen können.
Sollte zum Zeitpunkt der Übertragung das spezifizierte Cluster bereits
einen anderen Workflow ausführen, so soll der zum späteren Zeitpunkt übertra-
gene Workflow in einer Warteschlange eingereiht werden, bis deren Ausführung
abgeschlossen ist.
Zum Anderen muss die Komponente den Anwender über den Fortschritt in
der Abarbeitung seines Workflows informieren. Auch hierbei sind die Beson-
derheiten der asynchronen Kommunikation zu beachten. So kann nicht ga-
rantiert werden, dass der Anwender exakt zum Zeitpunkt der vollständigen
Abarbeitung benachrichtigt werden kann. Somit müssen die entsprechenden
Informationen serverseitig eine Zeit lang vorgehalten werden.
Neben der erforderlichen Fokussierung auf die Richtigkeit und Fehlertoleranz
der Komponente, soll sie so erstellt werden, dass ein einfaches Hinzufügen neuer
Cluster ermöglicht wird. Die Gesamtheit der nichtfunktionalen Anforderungen
wird in Tabelle 2 zusammengefasst.
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Tabelle 2: Nichtfunktionale Anforderungen an die Workflow Submission-
Komponente















Der File Manager soll das zugrunde liegende Dateisystem in einer Weise visua-
lisieren, welche es dem Anwender ermöglicht, intuitiv darüber zu navigieren
und gewünschte Änderungsoperation durchzuführen. Dedoop zugrunde liegt
das Dateisystem HDFS, welches sich wie alle hierarchischen Dateisysteme als
Baumstruktur darstellen lässt. Diese Art der Darstellung ist dem Anwender
vertraut, da sie in meisten File Managern der gängigen Betriebssysteme Ver-
wendung findet.
Die Dateien selbst stellen die Blätter des Baumes dar und können durch
ihren Namen und ihren Vorgänger eindeutig identifiziert werden, was für sie
die Einführung eines Pfad-Attributs - die Konkatenation aus dem Pfad des
Vorgängers und dem eigenen Namen - sinnvoll macht.
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Abbildung 13: Resultierendes UseCase-Diagramm für den Filemanager
3.1.2 Schnittstelle
Aus den in Abschnitt 2.4.2 definierten Anwendungsfällen lässt sich eine kom-
ponentenartige Struktur erkennen. So ziehen die Operationen rename, upload,
delete und move die Operation refresh nach sich, um die durchgeführten Ände-
rungen darzustellen und somit für den Anwender sichtbar zu machen. Bei ge-
nauerer Betrachtung werden auch Gemeinsamkeiten zwischen einigen Opera-
tionen deutlich. Die Operation refresh ist zum Beispiel lediglich ein Spezialfall
der Operation move, bei welchem Quell- und Zielverzeichnis identisch sind.
Refresh All setzt sich zusammen aus der Anwendung von refresh auf sämtliche
geöffneten Verzeichnisse. Die sich hieraus ergebende Hierarchie und Kommu-
nikationsstruktur der Anwendungsfälle wird in Abbildung 13 dargestellt.
Aus den Anwendungsfällen refresh und move lassen sich die Anwendungsfälle
refresh all und rename ableiten. Die Anwendungsfälle new directory, delete
und upload greifen ebenfalls auf refresh zu. Auf Seite des Servers muss so-
mit eine Schnittstelle geschaffen werden, welche es erlaubt Dateien auf dem
Dateisystem zu verschieben, sie hochzuladen oder zu löschen, sowie sich die
Änderungen zum aktuell dargestellten Zustand zurückgeben zu lassen.
Abbildung 14 zeigt ein Beispiel, wie ein Anwendungsfall durch Komposition
der Handler für einfachere Anwendungsfälle bearbeitet wird. Der Anwender
möchte hierbei eine Datei umbenennen.
Im Zeitschritt 1 öffnet er das Verzeichnis verz1. Ein Klick auf das Expansions-
Symbol im File Manager resultiert in einem Remote Procedure Call an den
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Abbildung 14: Abhandlung eines Anwendungsfalls durch Komposition der
Handler für einfachere Anwendungsfälle
Server. Der Server gibt daraufhin eine Liste aller direkter Kindknoten des
Verzeichnisses verz1 zurück, welche daraufhin vom File Manager visualisiert
werden. Der Anwender möchte nun die Datei oldfile.txt, welche ein direk-
ter Nachfolger von verz1 ist, zu newfile.txt umbenennen. Hierzu öffnet er
per Rechtsklick auf den Eintrag oldfile.txt das Kontextmenü und selek-
tiert den Menüpunkt rename. Eine Bestätigung des neuen Namens resultiert
wiederum in einem Remote Procedure Call an den Server, in welchem eine
Umbenennung der Datei angefordert wird. In diesem RPC werden an den Ser-
ver der aktuelle Pfad /verz1/oldfile.txt, sowie der gewünschte Zielpfad
/verz1/newfile.txt übertragen. Sollte die vom Anwender gewünschte Ope-
ration erfolgreich sein, so bestätigt der Server dies dem Client; ansonsten wird
ein Fehler gemeldet. Nach Empfang der Bestätigung muss nun noch die Sicht
des Anwenders auf das Dateisystem aktualisiert werden. Hierfür fordert der Fi-
le Manager vom Server eine Aktualisierung des Verzeichnisses an, in welchem
die umbenannte Datei liegt. Der Server überträgt daraufhin ein ChangeSet,
welches eine Liste der zum dargestellten Zustand veränderten Dateien, sowie
Zustandsflags über die Art der Änderung enthält, an den Client. Mögliche
Änderungen sind hierbei changed, new und removed. Changed bezieht sich
hierbei auf den Typ der Datei – ob sie ein Verzeichnis ist oder nicht – und
nicht auf ihren Namen. Im vorliegenden Beispiel mit der Umbenennung ei-
ner Datei wird das ChangeSet [ (“oldfile.txt”, deleted), (“newfile.txt”, new) ]
übertragen.
Der File Manager aktualisiert daraufhin die Darstellung des Dateisystems,
indem er die Datei “oldfile.txt” entfernt und stattdessen die aus seiner Sicht
hinzugekommene Datei “‘newfile.txt” hinzufügt.
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Tabelle 3: Anwendungsfälle für den File Manager
Anwendungsfall Argumente Rückgabe
refresh Zielpfad ChangeSet
refresh all – ChangeSet
upload Zielpfad ChangeSet zu Zielverzeichnis
download Quellpfad Datei
delete Zielpfad ChangeSet zu Oberverzeichnis
der gelöschten Datei
rename Zielpfad und neuer Name ChangeSet
move Quellpfad und Zielpfad ChangeSet zu Quell-
und Zielverzeichnis
new directory Zielpfad ChangeSet zu Zielverzeichnis
An diesem Beispiel ist auch ersichtlich, dass der Anwendungsfall rename ledig-
lich ein Spezialfall des allgemeineren Anwendungsfalles move ist, bei welchem
Quell- und Zielverzeichnis identisch sind, und somit keine spezielle Implemen-
tierung erfordert.
3.2 Workflow-Submission-Komponente
Die Workflow Submission-Komponente soll es ermöglichen, definierte Work-
flows in einem MapReduce-Cluster zur Ausführung zu bringen. Der Anwender
übergibt die Workflow-Parameter – dies sind die Eingabedateien, ein Identi-
fikator für das zu verwendende Cluster – konkret handelt es sich hierbei um
die Adressen des NameNodes und des zuständigen Jobtrackers – sowie die
gewünschten Blocking- und Matchingstrategien – an die Workflow Translati-
on. Diese erzeugt aus den übertragenen Parametern eine geordnete Liste aus
MapReduce-Jobs, welche nun im Cluster ausgeführt werden sollen.
Da Dedoop für den Mehrbenutzerbetrieb ausgelegt ist, muss auch im Fall




Eine Anforderung an Dedoop ist, dass die Workflow-Übertragung an mehre-
re Cluster möglich ist und somit auch mehrere Cluster gleichzeitig verwaltet
werden müssen. Dies machte eine spezielle Architektur erforderlich, welche in
Abbildung 15 dargestellt wird. Für die einzelnen Cluster steht hierbei jeweils
eine Instanz eines Workflow Executors zur Verfügung, welche die Ausführung
von Workflows in genau einem Cluster verwaltet. Jeder Workflow Executor
kapselt somit den Zugriff auf ein Cluster. Als Schnittstelle nach außen bietet er
zwei Funktionalitäten an – zum Einen eine Funktion, welche der Übermittlung
von Workflows an das von ihm verwaltete Cluster kapselt und zum Anderen
eine Funktion, welche den aktuellen Fortschritt eines spezifizierten Workflows
zurück gibt. Hierfür werden vom Workflow Executor die beendeten, laufenden,
wartenden und fehlgeschlagenen Workflows gespeichert. Die verschiedenen In-
stanzen des Workflow Executors werden in einem nach dem Singleton-Muster
implementierten Workflow Executor Pool verwaltet, welcher den Lebenszyklus
der einzelnen Executor steuert.
Der Anwender selbst interagiert über seinen Client mit dem Workflow Sche-
duler.
3.2.2 Workflow Submission
Indem der Anwender die Parameter des von ihm gewünschten Workflows an
die Workflow Definition-Komponente übermittelt, wird hieraus eine Workflow-
Instanz erstellt und an den Scheduler zur Ausführung übertragen. Die Para-
meter zu einzelnen Jobs des Workflows, wie die Pfade zu den Ein- und Aus-
gabeverzeichnissen, sowie die zugehörigen Implementierungen der map- und
reduce-Funktionen werden in einem JobConf-Objekt gekapselt. Der Workflow
selbst besteht aus einer geordneten Listen an MapReduce-JobConfs und wird
daraufhin dem Workflow Executor Pool übergeben. Dieser ermittelt anhand
der Workflow-Parameter den verantwortlichen Executor und überträgt den
Workflow an ihn.
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Abbildung 15: Architektur der Workflow Submission und Execution
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Abbildung 16: Fortschrittsanfrage mittels Polling durch den Client
3.2.3 Workflow Execution
Die Workflow Executor bleiben untätig bis ein Workflow an sie übertragen
wurde. Nach Erhalt eines Workflows wird das Ausgabeverzeichnis geleert und
die Abarbeitung des Workflows in der korrekten Reihenfolge begonnen, sofern
sich zur selben Zeit kein weiterer Workflow in Abarbeitung befindet. Nachdem
alle MapReduce-Jobs dieses Workflows erfolgreich abgearbeitet wurden, wird
er in die Liste der beendeten Workflows eingetragen und es wird gegebenenfalls
mit der Abarbeitung des nächsten wartenden Workflows begonnen.
3.2.4 Fortschrittsmeldungen
Um regelmäßig Fortschrittsmeldungen zu den übertragenen Workflows zu er-
halten, wird vom Client die Technik des Pollings eingesetzt. Hierbei wird nach
der Übertragung des Workflows ein Timer gestartet, welcher nach einer fest-
gelegten Zeitdauer abläuft. Nach Ablauf der Timers wird beim Scheduler der
Fortschritt des Workflows erfragt und der Timer neu gestartet. Das Verhalten
des Client wird in Abbildung 16 anhand einer Finite State Machine dargestellt.
Nach Eintreffen einer Fortschrittsanfrage an den Scheduler überträgt sie die-
ser an den Workflow Executor Pool, welcher sie an den Executor weiterleitet,
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Abbildung 17: Vorgehensweise des Executor Pools bei der Beantwortung von
Fortschrittsanfragen durch die Clients
der den Zugriff auf das Cluster des Workflows kapselt. Die Vorgehensweise des
Excutors bei Übermittlung einer Fortschrittsanfrage ist in Abbildung 17 durch
ein Aktivitätsdiagramm dargestellt.
Ein Wokflow kann vier verschiedene Zustände haben: waiting, executing, failed
und unknown. Der Executor überprüft hierbei zuerst, ob ein Job des Work-
flows, dessen Fortschritt angefragt wird, in der Liste der fehlgeschlagenen Jobs
abgelegt wurde. Wenn dies der Fall ist, wird der Workflow in der Antwort an
den Client ebenfalls als failed gekennzeichnet. Die übrigen Zustände, sowie die
daraus resultierenden Antworten ergeben sich ebenfalls aus einer Überprüfung
der jeweiligen Listen und Warteschlangen des Executors. Der Fortschritt lässt
sich prozentual angeben, indem man den Quotienten aus der Anzahl aller Jobs
des Workflows und der Anzahl der bereits abgearbeiteten Jobs berechnet. Der
jeweilige Zustand des angefragten Wokflows wird dann visualisiert.
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4 Testläufe und Qualitätssicherung
4.1 File Manager
Dedoop is dafür ausgelegt, dass mehrere Anwender zur gleichen Zeit auf dem
selben Hadoop-Cluster arbeiten und somit gleichzeitig auf ein gemeinsames
Dateisystem zugreifen. Hieraus ergeben sich verschiedene Probleme bezüglich
der Ausführung der in Abschnitt 2.4.2 beschriebenen Operationen.
Der File Manager führt, um die Rechenlast von Server und Client, wie auch
die Netzwerklast gering zu halten, nicht selbstständig periodische Aktualisie-
rungen durch, sondern erst nach einem manuellen refresh oder refresh all des
Anwenders, sowie, auf Quell- und Zielverzeichnis begrenzt, nach einigen An-
wenderoperationen wie delete und move. Dies bedeutet, dass der File Manager
nicht zwangsläufig den aktuell Zustand des Dateisystems darstellt. Möglicher-
weise wird im File Manager des Anwenders A die Datei /verz1/datei1 ange-
zeigt, die jedoch inzwischen vom Anwender B nach /verz2/datei3 verschoben
wurde. Bei jedweder Operation des Anwenders A mit der Datei /verz1/datei1
muss dieser über den Fehlschlag der durchgeführten Operation, sowie dessen
Ursache - die Datei /verz1/datei1 existiert nicht - informiert und die Dar-
stellung der Datei aus seinem File Manager entfernt werden.
Um die Robustheit des File Managers gegenüber den Schwierigkeiten des
Mehrbenutzerbetriebs, sowie dadurch bedingter Inkonsistenzen zwischen dem
Dateisystem und seiner aktuellen Darstellung dessen zu überprüfen, wurden
entsprechende Testszenarien erstellt und durchgespielt.
4.1.1 Testszenarien
Beschreibung: Der Anwender versucht eine Datei zu löschen, welche mittler-
weile verschoben oder bereits gelöscht wurde.
Ergebnis: Die zu löschende Datei wird aus dem File Manager entfernt. Es
erfolgt keine Ausgabe einer Fehlermeldung.
Bemerkung: Die Unterdrückung der Fehlermeldung ist beabsichtigt. Die In-
tention des Anwenders war es, die Datei aus ihrem Verzeichnis zu entfernen -
der gewünschte Zustand des Dateisystems besteht also. Somit existiert keine




Beschreibung: Der Anwender versucht eine Datei in ein Verzeichnis hoch zu
laden, in welchem eine gleichnamige Datei bereits existiert.
Ergebnis: Die Operation wird vom Server zurückgewiesen und im Browser
des Anwenders wird eine Fehlermeldung ausgegeben, dass im Zielverzeichnis
bereits eine Datei mit dem gleichen Namen existiert. Zugleich wird diese Datei
in die Anzeige des File Managers übernommen.
Bemerkung: Die Ausgabe der Fehlermeldung ist erforderlich um den Anwen-
der darüber in Kenntnis zu setzen, dass die Datei im Zielverzeichnis nicht die
von ihm hochgeladene Datei ist.
Test bestanden: X
Beschreibung: Der Anwender versucht eine Datei zu verschieben, welche
mittlerweile gelöscht oder schon verschoben wurde.
Ergebnis: Der Server weist die Operation zurück da die Quelldatei nicht mehr
existiert. Im Browser des Anwenders wird eine Fehlermeldung ausgegeben, dass
die zu verschiebende Datei nicht existiert. Es wird das Quellverzeichnis der
Operation aktualisiert.
Test bestanden: X
Beschreibung: Der Anwender versucht eine Datei umzubenennen. Im selben
Verzeichnis existiert bereits eine Datei mit dem gewünschten Namen.
Ergebnis: Der Server weist die Operation zurück und im Browser des An-
wenders wird eine Fehlermeldung ausgegeben, dass im Verzeichnis bereits eine
Datei mit dem gleichen Namen existiert.
Bemerkung: Der File Manager führt dennoch ein Aktualisierung des Ver-
zeichnisses durch, um die vorhandene Datei anzuzeigen.
Test bestanden: X
Beschreibung: Der Anwender versucht eine Datei in ein Verzeichnis zu ver-
schieben, welches mittlerweile gelöscht oder verschoben wurde.
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Ergebnis: Die Operation wird zugelassen. Hierfür wird das gewünschte Ziel-
verzeichnis neu angelegt.
Test bestanden: X
Beschreibung: Der Anwender versucht ein Verzeichnis zu erstellen. Im selek-
tierten Verzeichnis befindet sich bereits ein Unterverzeichnis mit dem selben
Namen.
Ergebnis: Der Server erstellt das Verzeichnis mit einer laufenden Nummer.
Bemerkung: Die Implementierung sieht hierbei vor, dass der Anwender den
gewünschten Verzeichnis Namen über die rename-Funktion festlegt.
Test bestanden: X
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