Stability of cluster formations in adaptive Kuramoto networks by Feketa, Petro et al.
ar
X
iv
:2
00
6.
00
89
0v
1 
 [e
es
s.S
Y]
  2
9 M
ay
 20
20
Stability of cluster formations in adaptive
Kuramoto networks
Petro Feketa
∗
Alexander Schaum
∗
Thomas Meurer
∗
∗ Chair of Automatic Control, Kiel University, 24143 Kiel, Germany
(e-mail: {pf,alsc,tm}@tf.uni-kiel.de)
Abstract: This paper studies stability properties of multi-cluster formations in Kuramoto
networks with adaptive coupling. Sufficient conditions for the local asymptotic stability of the
corresponding synchronization invariant toroidal manifold are derived and formulated in terms
of the intra-cluster interconnection topology and plasticity parameters of the adaptive couplings.
The proposed sufficient stability conditions qualitatively mimic certain counterpart results for
Kuramoto networks with static coupling which require sufficiently strong and dense intra-cluster
connections and sufficiently weak and sparse inter-cluster ones. Remarkably, the existence of
cluster formations depends on the interconnection structure between nodes belonging to different
clusters and does not require any coupling links between nodes that form a cluster. On the other
hand, the stability properties of clusters depend on the interconnection structure inside the
clusters. This dependence constitutes the main contribution of the paper. Also, two numerical
examples are provided to validate the proposed theoretical findings.
Keywords: Adaptive coupling, invariant toroidal manifold, Kuramoto oscillator, large-scale
network, multi-clustering, multi-frequency oscillations, plasticity, synchronization
1. INTRODUCTION
Synchronization analysis of oscillatory networks is an ac-
tive research topic having a variety of applications in neu-
rophysiology (Cattai et al., 2019; Ro¨hr et al., 2019; Menara
et al., 2019c), distributed power generation (Balaguer
et al., 2010) and power systems (Paganini and Mallada,
2019), secure communication and chaos (Argyris et al.,
2005; Feketa et al., 2019a), memristive circuits (Ignatov
et al., 2016, 2017), biochemical networks (Scardovi et al.,
2010), etc. A simple yet dynamically rich Kuramoto model
proved to be an appropriate paradigm for synchronization
phenomena (Acebro´n et al., 2005; Do¨rfler and Bullo, 2014).
Important results on frequency and phase synchroniza-
tion can be found in monographs of Boccaletti (2008),
Pikovsky et al. (2003), Strogatz (2004). Control theoretic
approaches to the study of synchronization phenomena
can be found in the works of Do¨rfler and Bullo (2011),
Jadbabaie et al. (2004), Chopra and Spong (2009), Lin
et al. (2007), Scardovi et al. (2007), Schmidt et al. (2012),
Scardovi and Sepulchre (2009).
This paper aims at studying oscillatory networks with
adaptive coupling, i.e., networks whose coupling strengths
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between oscillators are driven by distinct dynamical sys-
tems in R. This is motivated by the synaptic plasticity phe-
nomenon observed in neurophysiological networks where
the rate of signal propagation between neurons depends on
their states (Abbott and Nelson, 2000). Together with the
phases of oscillators which are defined on a circle, this leads
to a dynamical system defined in the product of a multi-
dimensional torus and Euclidean space. The emergence of
synchrony in such networks corresponds to the existence of
invariant manifolds of a lower dimension and of a special
topological structure (Feketa et al., 2019b).
Recent results on full synchronization of adaptive and
non-adaptive networks can be found in Zhang and Zhu
(2019), Jafarpour and Bullo (2018), Ha et al. (2016, 2018),
Gushchin et al. (2016). In particular, Ha et al. (2016,
2018) provide sufficient conditions in terms of initial states
for the full phase and frequency synchronization of adap-
tive networks with particular learning rules. Frequency
synchronization of adaptive Kuramoto networks for some
particular number of clusters is studied in Gushchin et al.
(2016).
Phase multi-clustering is characterized by a partition of
the network nodes into subsets where the nodes’ phases
evolve identically within each subset. Such subsets are
called clusters. For the case of static coupling, the emer-
gence and stability of multi-cluster behaviors are studied
in Menara et al. (2019a,b,c), Tiberi et al. (2017), Schaub
et al. (2016), Belykh et al. (2016), Xia and Cao (2011).
Additionally, sufficient conditions in the form of algebraic
connectivity for the partial synchronization of Kuramoto
networks with static coupling have been recently presented
in Qin et al. (2019). In Scardovi (2010), a class of phase
models with state-dependent coupling that are gradients
of suitable potential functions is identified. In Feketa et al.
(2019b), sufficient conditions are derived for the existence
of multi-dimensional invariant toroidal manifolds which
correspond to the multi-cluster behavior in Kuramoto net-
works with adaptive coupling. In the present paper, new
sufficient conditions for the local asymptotic stability of
multi-cluster formations of adaptive Kuramoto networks
are proposed, which are formulated in terms of the inter-
connection topology of the networks and plasticity param-
eters of adaptive coupling. By this, the paper extends some
results of Menara et al. (2019a) to the case of adaptive
networks and complements the results of Feketa et al.
(2019b) with sufficient conditions on the stability of multi-
cluster formations. These new sufficient conditions provide
qualitative relations between the intra- and inter-cluster
network connectivity and the plasticity parameters of the
corresponding adaptive couplings.
Contrary to the notion of phase multi-clustering used in
this paper, in Berner et al. (2019b,a), the authors derive
conditions for the frequency clustering in adaptive net-
works of identical Kuramoto oscillators and study the pos-
sible arrangement of phases within every cluster. Existence
criteria for multi-cluster solutions, where different clusters
correspond to different frequencies, and their explicit form
are presented in these works.
The paper is organized as follows. In Section 2, the
main object of investigation is presented and some known
results on the existence of invariant toroidal manifolds,
which correspond to the multi-cluster behavior of the
adaptive Kuramoto networks, are recalled. In Section 3,
new sufficient stability conditions for the desired multi-
cluster formations are derived and their interpretation
is given. The proof of the main result is based on the
perturbation theory of invariant tori of dynamical systems
defined in the product of a torus and a Euclidean space
(Samoilenko, 1997). Numerical examples in Section 4 and
a short discussion in Section 5 conclude the paper.
Notation. Let N, R, and R>0 denote the sets of nat-
ural, real, and positive real numbers, respectively. For
given n,m ∈ N let Rn and Tm denote the n-dimensional
Euclidean space and m-dimensional torus, respectively.
The one-dimensional torus T1 is the one-sphere (circle).
Let f : Tm → Rn be a function of the variable ϕ =
(ϕ1, . . . , ϕm)
⊤ ∈ Tm which is continuous and 2pi-periodic
with respect to each ϕs, s = 1,m. Finally, C(Tm) de-
notes the space of all such functions f equipped with
the norm |f |0 = maxϕ∈Tm ‖f(ϕ)‖ , where ‖·‖ denotes
the Euclidean norm in Rn, i.e., ‖f(ϕ)‖2 = ∑ni=1 |fi(ϕ)|2,|fi(ϕ)| stands for the absolute value of the i-th component
of f evaluated at ϕ. By C1(T m) we denote the subspace
of C(Tm) with every f ∈ C1(Tm) having a continuous
partial derivative with respect to each ϕs, s = 1,m and
|f |1 = max
{
|f |0,
∣∣∣ ∂f∂ϕ1 ∣∣∣0 , . . . ,
∣∣∣ ∂f∂ϕm ∣∣∣0
}
. Reλ(A) denotes
the set of real parts of all eigenvalues of square matrix A
and any set B < 0 if and only if for any b ∈ B it holds
that b < 0.
2. PRELIMINARIES AND PROBLEM STATEMENT
Let G = (V , E) be the directed graph representing the
network of oscillators, where V = {1, . . . , N} and E ⊆ V ×
V represent the oscillators and their interconnection edges,
respectively. Let A = [aij ]i,j=1,N be the adjacency matrix
of G, where aij = 1 if the edge (i, j) ∈ E , and aij = 0
when (i, j) 6∈ E . Additionally, it is assumed that the graph
does not have self-loops, i.e., aii = 0 for all i = 1, N . The
dynamics of the network is given by
θ˙i = wi +
N∑
j=1
aijkij sin(θj − θi), i = 1, N,
k˙ij = −γkij + µijΓ(θj − θi), i, j = 1, N,
(1)
where wi ∈ R and θi(t) ∈ T1 denote the natural frequency
and the phase of the i-th oscillator. The dynamics of the
coupling strength kij(t) ∈ R is defined by parameters
µij , γ ∈ R>0 and Γ ∈ C1(Tm) with |Γ|1 = δ ∈ R>0.
The network exhibits cluster synchronization when the
oscillators can be partitioned into subsets so that the
phases of the oscillators in each subset evolve identically.
This type of behavior corresponds to the existence of an
invariant toroidal manifold of system (1), see Feketa et al.
(2019b).
Let P = {P1, . . . ,Pm} with m ∈ N, m > 1, be a partition
of V , where ∪mi=1Pi = V and Pi ∩ Pj = ∅ if i 6= j. For
a given partition P , let Ein and Eout be the subsets of E
that correspond to the intra-cluster links and inter-cluster
links, respectively. The cardinalities of these sets
cin = card{Ein} and cout = card{Eout} (2)
characterize the interconnection structure of G with re-
spect to the partition P . Additionally, let
wmin = min
i=1,N
|wi| and wmax = max
i=1,N
|wi|
denote the minimal and maximal natural frequencies.
Sufficient conditions for the existence and construction
procedure of an invariant toroidal manifold that corre-
sponds to the m-cluster behavior of the network (1) have
been proposed in Feketa et al. (2019b) for the case of
identical plasticity parameters µij ≡ µ ∈ R>0. However,
the mentioned result does not answer the question whether
the constructed invariant manifold is (asymptotically) sta-
ble. The present paper answers this question and proposes
sufficient conditions for the asymptotic stability of the
invariant manifold for the case when the plasticity param-
eters µij are different for the intra-cluster and inter-cluster
links. Namely, let µij ≡ µ˜ ∈ R>0 if the link (i, j) connects
nodes within some cluster Ps, s = 1,m, and µij ≡ µ ∈ R>0
otherwise. For convenience purposes, system (1) with the
chosen set of plasticity parameters will be denoted as
Σ(µ˜, µ) from now on. In this case, following the steps of
the proof of Theorem 3 from Feketa et al. (2019b), the
following proposition can be concluded.
Theorem 1. (adapted from Feketa et al. (2019b), Thm. 3).
Let the following conditions hold true for system Σ(µ˜, µ)
and a given partition P :
(A1) for any s = 1,m and for any i, j ∈ Ps
wi = wj ;
(A2) for any s, r = 1,m, s 6= r there exist constants csr ∈ N
such that for any i ∈ Ps∑
j∈Pr
aij = csr;
(A3) given cmax := max
s=1,m
∑
r 6=s
csr it holds that
wmin − µγ−1δcmax > 0 (3)
and
4
µ
γ2
δ
√
cout
∑
s,r=1,m
s6=r
csr
wmax + µγ
−1δcmax
wmin − µγ−1δcmax < 1. (4)
Then, system Σ(µ˜, µ) has an invariant toroidal manifold,
which corresponds to the m-cluster behavior defined by
the partition P .
Remark 1. Conditions (A1)-(A3) allow for the following
interpretation:
• (A1) requires the natural frequencies to be equal
within every cluster.
• (A2) requires that the number of links coming to
every node within a given cluster Ps from other
given cluster Pr, r 6= s is the same. The number of
incoming links to the nodes of Ps from the cluster
other than Pr may be different. Also, (A2) restricts
only the number of links and does not require any
symmetry of the corresponding adjacency matrix. It
is worth to highlight that the intra-cluster couplings
are generally not required for the emergence of multi-
cluster behavior in the network. This type of behavior
may result from a proper interaction of nodes with
the nodes of other clusters. In Theorem 2, which is
the main result of this paper, it will be shown that
the intra-cluster links are an essential ingredient for
the stability of clusters.
• (A3) establishes the relations between the natural
frequencies of the oscillators, plasticity parameters
µ, γ, δ and the inter-cluster interconnection topology.
For a given network of Kuramoto oscillators and
a given partition P conditions (A3) can always be
satisfied by choosing a sufficiently small plasticity
parameter µ.
3. STABILITY OF MULTI-CLUSTER FORMATIONS
In this section, sufficient conditions for the asymptotic
stability of multi-cluster formations are derived. For every
cluster Ps, s = 1,m pick an arbitrary oscillator is ∈ Ps and
denote its phase and natural frequency by ϕs := θis and
w¯s := wis , respectively. For a given cluster Ps, s = 1,m,
let
• ns be the number of elements in the set Ps;
• Gs ⊂ G be a subgraph that correspond to the nodes
from Ps and intra-cluster connections, i.e.,
Gs = {(Ps, Es) : Es = Ps × Ps ∩ E};
• As be the adjacency matrix of Gs.
In order to define the residual connectivity of Gs with re-
spect to the node is, the nodes inside each cluster are enu-
merated according to the rule Ps = {is1, . . . , isks , . . . , isns},
where isks = is, i.e., the selected node is has a sequential
number ks in the cluster Ps. Then, let
• A−s be an (ns − 1) × (ns − 1)-dimensional matrix
constructed from As by removing its ks-th row and
column;
• A˜s be the residual adjacency matrix w.r.t. the node
is, i.e.,
A˜s = A
−
s −


aisis1 . . . aisi
s
ks−1
aisisks+1
. . . aisisns
aisis1 . . . aisi
s
ks−1
aisisks+1
. . . aisisns
...
...
...
...
aisis1 . . . aisi
s
ks−1
aisisks+1
. . . aisisns

 (5)
• Ds be the degree matrix of As, i.e., the diagonal
matrix with diagonal elements equal to the sum of all
elements in the corresponding row of As, and D
−
s be
an (ns−1)× (ns−1)-dimensional matrix constructed
from Ds by removing its ks-th row and column.
Theorem 2. Let network Σ(µ˜, µ) satisfy conditions (A1),
(A2), and (A3) of Theorem 1, i.e., there exist the synchro-
nization invariant toroidal manifold, which corresponds
to the multi-cluster behavior of the network given by
partition P . If
(A4) for every s = 1,m
signΓ(0)Reλ
(
A˜s −D−s
)
< 0, (6)
then there exist µ0 ≤ µ such that for all ν < µ0 the
corresponding invariant toroidal manifold for Σ(µ˜, ν) is
locally asymptotically stable.
Proof. Due to space limitations, only the main steps
of the proof are presented. The reader may consult the
monographs Samoilenko (1991); Mitropolsky et al. (2003)
and the papers Samoilenko (1997); Perestyuk and Feketa
(2014) for the concepts of nonlinear extension of dynamical
system on torus and Green-Samoilenko function of the
invariant tori problem. The relation of these notions to
the synchronization analysis of oscillatory networks is also
discussed in Feketa et al. (2019b).
For every oscillator i ∈ Ps, let ei = θi − ϕs define the
relative phase-error within a given cluster Ps, s = 1,m.
Then, system (1) can be rewritten in the following form:
ϕ˙s =w¯s +
∑
j∈Ps
aisjkisj sin ej
+
∑
r 6=s
∑
j∈Pr
aisjkisj sin(ej + ϕr − ϕs), s = 1,m, (7)
e˙i =wi − w¯s +
∑
j∈Ps
[aijkij sin(ej − ei)− aisjkisj sin ej ]
+
∑
r 6=s
∑
j∈Pr
[aijkij sin(ej − ei + ϕr − ϕs)
−aisjkisj sin(ej + ϕr − ϕs)]
∀i ∈ Ps \ {is}, s = 1,m, (8)
k˙ij =− γkij + µΓ(ej − ei + ϕr − ϕs)
∀i ∈ Ps, ∀j ∈ Pr, s 6= r, s, r = 1,m, (9)
k˙ij =− γkij + µ˜Γ(ej − ei) ∀i, j ∈ Ps, i 6=j, s=1,m. (10)
System (7)-(10) has the same number of equations as
system (1). Equations (7) describe the dynamics of m
arbitrarily selected oscillators (one from every cluster).
Equations (8) describe the error dynamics within each
cluster. Equations (9) describe the dynamics of the cou-
pling strengths between nodes of different clusters. Fi-
nally, (10) describe the dynamics of the intra-cluster cou-
pling strengths. Let ϕ = (ϕ1, . . . , ϕm)
⊤ ∈ Tm and e =
(ei11 , . . . , ei
m
nm
) ∈ RN−m be the vectors collecting all cluster
phases ϕi, i = 1,m and all intra-cluster relative phase
errors ei, i ∈ Ps \ {is}, s = 1,m, respectively. Similarly,
all inter- and intra-cluster coupling strengths are collected
into the vectors kinter ∈ Rcout and kintra ∈ Rcin , re-
spectively, and k = (kinter
⊤
, kintra
⊤
)⊤. The multi-cluster
behavior in network (1) is possible if system (7)-(10) pos-
sesses an invariant toroidal manifold
e ≡ 0, k = u(ϕ), ϕ ∈ Tm (11)
for some u ∈ C(Tm). This invariant manifold corresponds
to the oscillating behavior of coupling strengths k pre-
serving zero phase error e within clusters. In Feketa et al.
(2019b), it has been shown that the inter-cluster coupling
strengths cannot converge to some constant value say d
simultaneously guaranteeing the convergence of the phase
errors to zero, i.e., e = 0, k = d, ϕ ∈ Tm is not an invariant
set of (7)-(10) for any constant d ∈ Rcin+cout . Hence, the
oscillating behavior of the inter-cluster coupling strengths
is necessary for the emergence of multi-cluster formations
in (1).
Next, assume that the conditions of Theorem 1 hold true
and the invariant toroidal manifold (11) exists. Moreover,
from Feketa et al. (2019b), it follows that this invariant
torus has the form
e ≡ 0, kintra =
(
µ˜Γ(0)
γ
, . . . ,
µ˜Γ(0)
γ
)⊤
=: uintra(ϕ),
kinter = uinter(ϕ), ϕ ∈ Tm, (12)
and allows for the estimates
|uintra|0 ≤ µ˜
γ
δ
√
cin and |uinter|0 ≤ µ
γ
δ
√
cout. (13)
In particular, this means that by a suitable choice of plas-
ticity parameter µ one can make the oscillation amplitudes
of the inter-cluster coupling strengths arbitrarily small.
For the purpose of (local) stability analysis of the invariant
torus (12), system (7)-(10) is considered in the domain
D = {(e, k, ϕ) ∈ RN−m+cout+cin × Tm : |e| ≤ h} for some
(possibly small) h ∈ R>0.
System (7)-(10) can be rewritten in the following form
ϕ˙ = w¯ + a(kintra, e) + b(kinter , e, ϕ), (14)
e˙ = f(kintra, e) + g(kinter , e, ϕ), (15)
k˙inter = −γIkinter + µG1(e, ϕ), (16)
k˙intra = −γIkintra + µ˜G2(e), (17)
with appropriately chosen functions f and a, b, g,G1, G2,
where the latter ones will be considered as perturbation
terms from now on.
The perturbation terms a, b, g, and µG1 can be made
as small as needed by picking sufficiently small µ and
sufficiently small constant h which defines the admissible
domain for the errors |e| < h. In particular, small constant
µ means that all components bs, s = 1,m and gi, i ∈ Ps \
{is}, s = 1,m of the corresponding perturbations b and g
bs(k
inter , e, ϕ) =
∑
r 6=s
∑
j∈Pr
aisjkisj sin(ej + ϕr − ϕs),
gi(k
inter , e, ϕ) =
∑
r 6=s
∑
j∈Pr
[
aijkij sin(ej − ei + ϕr − ϕs)
−aisjkisj sin(ej + ϕr − ϕs)
]
, (18)
are small since every k∗j from (18) is sufficiently small in
a small vicinity of the invariant manifold (12) due to (13).
Each component as, s = 1,m of the perturbation a
as(k
intra, e) =
∑
j∈Ps
aisjkisj sin ej
can be made arbitrary small by considering sufficiently
small h, which defines a vicinity of the invariant manifold
in D, i.e., |e| < h.
Thanks to the conditions (A1)–(A3) and following (12),
equation (17) has a fixed point e = 0, kintra =(
µ˜Γ(0)
γ
, . . . ,
µ˜Γ(0)
γ
)⊤
and the evolution of intra-cluster cou-
pling strengths is independent of the evolution of the
clusters’ phases ϕ.
Then, the stability properties of the invariant toroidal
manifold of (14)-(17) are determined by the properties
of the Green-Samoilenko function of the corresponding
unperturbed system (Samoilenko, 1991, Sect IV, §1-3)
ϕ˙ = w¯, (19)
e˙ = f(kintra, e), (20)
k˙inter = −γIkinter. (21)
Since the right-hand sides of equations (20), (21) do not
depend on ϕ ∈ Tm, the Green-Samoilenko function of
(19)-(21) (which defines the invariant manifold for (7)-(10)
and guarantees its asymptotic stability) exists if the corre-
sponding linearization of f in the vicinity of the invariant
torus is exponentially stable (Samoilenko, 1991, Sect. III,
§5). In this case, sufficiently small perturbations of the
right-hand side do not destroy the invariant manifold.
As it has been discussed previously, the smallness of the
perturbations can be guaranteed by choosing a sufficiently
small plasticity parameter µ and looking into a sufficiently
small vicinity of the invariant manifold.
Next, the linearization of f in a small vicinity of the
invariant manifold will be studied. Since for each i ∈ Ps \
{is}, s = 1,m
fi =
∑
j∈Ps
[aijkij sin(ej − ei)− aisjkisj sin ej ]
depends only on the intra-cluster errors within cluster
Ps, the partial derivative ∂f∂e is a block-diagonal matrix
consisting of m blocks (m is the number of clusters). The
entries of every block are given by
∂fi(k
intra, e)
∂ei
=
∑
j∈Ps
[−aijkij cos(ej − ei)]−aisikisi cos(ei)
for i ∈ Ps \ {is} and
∂fi(k
intra), e)
∂ez
= aizkiz cos(ez − ei)− aiszkisz cos(ez)
for z ∈ Ps \ {is}, z 6= i.
Evaluation of the partial derivative at e = 0, kintra = µ˜Γ(0)
γ
leads to
∂fi
(
µ˜Γ(0)
γ
, 0
)
∂ei
=
µ˜Γ(0)
γ
(
−
∑
j∈Ps
aij
︸ ︷︷ ︸
(∗)
− aisi︸︷︷︸
(∗∗)
)
,
∂fi
(
µ˜Γ(0)
γ
, 0
)
∂ez
=
µ˜Γ(0)
γ
(
aiz︸︷︷︸
(∗∗∗)
− aisz︸︷︷︸
(∗∗)
)
(22)
for i, z ∈ {is1, . . . , isk−1, isk+1, . . . , isns}, i 6= z. In (22), (∗)
corresponds to the degree matrix D−s , (∗∗∗) corresponds
to the adjacency matrix A−s , and terms (∗∗) correspond to
the auxiliary matrix used in (5). Hence,
∂f
(
µ˜Γ(0)
γ
, 0
)
∂e
=
µ˜Γ(0)
γ
diag
{
A˜1 −D−1 , . . . , A˜m −D−m
}
.
Condition (A4) implies that the real parts of all eigenval-
ues of
∂f
(
µΓ(0)
γ
,0
)
∂e
are negative. Summarizing, under con-
ditions of Theorem 2, system (14)-(17) can be represented
in the form
ϕ˙ = w¯ + ξ1(ϕ, e, k
inter , kintra),
 e˙k˙inter
k˙intra

 = (H + ξ2(ϕ, e, k))

 ekinter
kintra

+
(
0
µG1(0, ϕ)
µ˜G2(0)
)
,
where H is a Hurwitz matrix and ξ1, ξ2 can be made
arbitrarily small by appropriate choice of h and µ. This
is sufficient for the asymptotic stability of the invariant
toroidal manifold (12) of (14)-(17) for sufficiently small
plasticity parameter µ. This completes the proof. ✷
For a suitable choice of plasticity parameters and natural
frequencies of oscillators (see (A1) and (A3)), two addi-
tional structural conditions (A2) and (A4) are essential
for the existence and stability of the desired multi-cluster
formation. Condition (A2) restricts the interconnection
structure between different clusters and is sufficient for the
existence of the corresponding invariant toroidal manifold.
Condition (A4) restricts the interconnection structure in-
side clusters and is sufficient for the asymptotic stability
of clusters. However, (A4) is not necessary for the exis-
tence. The threshold µ0 for the plasticity parameter µ
in Theorem 2 can be influenced by adjusting the intra-
cluster interconnection topology. For example, µ0 can be
enlarged by pushing the eigenvalues of the matrices A˜s −
D−s , s = 1,m further to the left (from the definition of
A˜s − D−s , it can be seen that its eigenvalues depend on
intra-cluster interconnection topology only). On the other
hand, the same effect can be reached by increasing the
plasticity parameter µ˜, which directly influences the abso-
lute value of the eigenvalues of ∂f
∂e
. Large µ˜ leads to strong
intra-cluster connections (see (12) and (13)). This obser-
vation qualitatively mimics a recent result in Menara et al.
(2019a) for the Kuramoto networks with static coupling,
where strong intra-cluster couplings and weak inter-cluster
couplings are required for the local asymptotic stability of
the multi-cluster formation. Theorem 2 also suggests that
the stability of multi-cluster formations can be concluded
in the case of weak both intra- and inter-cluster couplings,
assuming an appropriate interconnection structure inside
the clusters so that all eigenvalues of A˜s−D−s , s = 1,m are
in the left-half plane and sufficiently far away from zero.
Remark 3 (fully connected network). In the case of all-
to-all connections, the structural condition (A2) for the
existence of the invariant manifold is satisfied. By a direct
calculation one may check that for the fully connected
network matrix A˜s −D−s for every s = 1,m is a diagonal
Hurwitz matrix with one real negative eigenvalue −ns of
algebraic multiplicity ns−1. Hence, the fulfillment of (A4)
depends only on the sign of Γ(0), which should be positive.
Remark 4. Condition (A4) is a clusterwise requirement
meaning that it can be verified for each cluster separately.
If condition (A4) fails for some cluster Ps, this means that
Theorem 2 cannot be used to conclude the asymptotic
stability of this particular cluster, but all other clusters
for which (A4) holds are asymptotically stable.
4. NUMERICAL EXAMPLES
The usage of Theorem 2 will be illustrated on two examples
of adaptive Kuramoto networks from Feketa et al. (2019b)
for which the conditions of Theorem 1 hold true, i.e.,
the desired m-cluster behavior is possible. Here it will be
additionally checked whether this behavior is attractive.
Example 1. Consider the Kuramoto network Σ(µ˜, µ)
with N = 5 all-to-all connected nodes, natural frequencies
w = (12 ,
1
2 ,
1
2 ,
√
2
3 ,
√
2
3 )
⊤, plasticity parameters µ˜ = µ =
0.01, γ1 = 1, Hebbian learning rule Γ(s) = cos(s), and the
desired two-cluster partition P = P1 ∪ P2 = {1, 2, 3} ∪
{4, 5}. The natural frequencies satisfy the condition (A1).
Condition (A2) is satisfied thanks to the all-to-all connec-
tions between nodes. Directly calculating c12 = 2, c21 = 3,
cmax = 3, cout = 12, δ = 1, the conditions (A3):
wmin − µγ−1δcmax =
√
2
3
− 0.01
1
· 3 ≈ 0.4614 > 0
and
4
µ
γ2
δ
√
cout
∑
s,r=1,m
s6=r
csr
wmax + µγ
−1δcmax
wmin − µγ−1δcmax ≈ 0.796 < 1
are fulfilled. Following Remark 3, condition (A4) is sat-
isfied due to the all-to-all connections and Γ(0) =
cos(0) = 1 > 0. All conditions of Theorem 2 are
satisfied. Simulation results for initial phases θ(0) =
(pi2 ,
pi
2+0.15,
pi
2+0.25, 0,−0.1)⊤ and random initial cou-
plings kij(0) ∈ [−0.015, 0.015], i, j = 1, 5, i 6= j are
presented in Figs. 1, 2, and 3.
Example 2. Consider a network of N = 7 Kuramoto
oscillators (1) with adjacency matrix
A =


0 1 0 0 1 0 0
0 0 1 0 0 0 1
1 0 0 1 0 0 0
0 1 0 0 1 0 0
0 1 0 0 0 1 0
0 0 1 0 0 0 1
0 0 1 1 0 0 0


and natural frequencies w =
(
1
2 ,
1
2 ,
1
2 ,
2√
5
, 2√
5
, 2√
5
, 2√
5
)⊤
,
plasticity parameters γ = 0.2, µ˜ = µ = 0.001, Hebbian
learning rule Γ(s) = cos(s), and the desired two-cluster
partition P = {1, 2, 3}∪{4, 5, 6, 7}. Condition (A1) of The-
orem 1 is satisfied thanks to the choice of w. Every node in
12
3
4
5
1
2
3
4
5
⇒
Fig. 1. (Example 1) Visualization of the graph G and
coupling strengths at the beginning (left figure) and
at the end of simulation (right figure). Colors of
the nodes represent their phases. Green nodes 1, 2, 3
and red nodes 4, 5 belong to two different clusters.
For the right figure, blue connections denote intra-
cluster links whose coupling strengths converge to
a constant value. Light-gray links correspond to the
oscillating inter-cluster couplings whose quasiperiodic
trajectories approach the invariant manifold defined
by (12) (see also Fig. 3).
0 20 40 60 80 100 120 140 160 180
0
0.05
0.1
0.15
0.2
t
|ei|
Fig. 2. (Example 1) Evolution of absolute values of the
phase errors ei, i = 1, N within clusters. Convergence
of the errors to zero corresponds to the asymptotic
stability of the corresponding invariant manifold and
the emergence of the two-cluster partition of the
network.
cluster P1 has exactly one incoming link from the nodes of
cluster P2, and vice versa. The resulting interconnection
topology satisfies the condition (A2) from Theorem 1 and
the network satisfies (A3) with characteristics cout = 7,
cmax = c12 = c21 = 1, δ = 1. Indeed,
wmin − µγ−1δcmax = 1
2
− 0.001
0.2
= 0.495 > 0
and
4
µ
γ2
δ
√
cout
∑
s,r=1,m
s6=r
csr
wmax + µγ
−1δcmax
wmin − µγ−1δcmax ≈ 0.9615 < 1.
All conditions of Theorem 1 are satisfied. Asymptotic
stability of the two-cluster formation can be concluded
from the condition (A4) of Theorem 2. For this purpose,
the last nodes within each cluster, i.e., nodes 3 and 7,
are chosen as k1 and k2, respectively. Since sign Γ(0) =
0 5 10 15 20 25 30 35
-0.015
-0.01
-0.005
0
0.005
0.01
0.015
t
kij
0 200 400 600 800 1000 1200 1400 1600
-0.015
-0.01
-0.005
0
0.005
0.01
0.015
t
kij
Fig. 3. (Example 1) Evolution of coupling strengths kij
in different time scales: short-term (top figure) and
long-term (bottom figure). The intra-cluster coupling
strengths converge to the constant value µ˜
γ
= 0.01 and
the inter-cluster couplings converge to the invariant
toroidal manifold (12) and exhibit quasiperiodic os-
cillations. Due to the choice of rationally independent
natural frequencies wi, i = 1, 5, these oscillations are
not periodic in time.
sign cos(0) = 1 > 0, (A4) for the cluster P1 reads
A1 =

0 1 00 0 1
1 0 0

 , A˜1 = (−1 1−1 0
)
, D−1 =
(
1 0
0 1
)
so that
Reλ(A˜1−D−1 ) = Reλ
(−2 1
−1 −1
)
= Re
(
−3
2
±
√
3
2
i
)
< 0.
For the cluster P2, condition (A4) reads
A2 =


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

 , A˜2 =
(−1 1 0
−1 0 1
−1 0 0
)
, D−2 =
(
1 0 0
0 1 0
0 0 1
)
,
thus
Reλ(A˜2−D−2 ) = Reλ
(−2 1 0
−1 −1 1
−1 0 −1
)
=
[
Re(−1± i)
Re(−2) < 0.
All conditions (A1)-(A4) of Theorem 2 are satisfied. Sim-
ulation results for initial phases
θ(0) =
(
pi
2
,
pi
2
+
3
20
,
pi
2
+
1
4
,
pi
3
− 1
10
,
pi
3
− 2
10
,
pi
3
− 3
10
)⊤
and random initial couplings kij(0) ∈ [−0.01, 0.01], i, j =
1, 5, i 6= j are presented in Figs. 4, 5, and 6.
1
2
3
4
5
6
7
1
2
3
4
5
6
7⇒
Fig. 4. (Example 2) Visualization of the graph G and
coupling strengths at the beginning (left figure) and
at the end of simulation (right figure). Colors of the
nodes represent their phases. Green nodes 1, 2 and 3
and orange nodes 4, 5, 6, and 7 belong to two different
clusters. For the right figure, blue connections denote
intra-cluster links whose coupling strengths converge
to a constant value. Light-grey links correspond to the
oscillating inter-cluster couplings whose quasiperiodic
trajectories approach the invariant manifold defined
by (12) (see also Fig. 6).
0 50 100 150 200 250 300 350 400 450
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Fig. 5. (Example 2) Evolution of absolute values of
the phase-errors ei, i = 1, N within clusters. All
ei(t)
t→∞−−−→ 0, i = 1, N , which corresponds to the
asymptotic stability of the invariant toroidal manifold
(12) and the emergence of two-cluster formation given
by partition P .
Simulation results for both examples demonstrate the
conclusions of Theorem 2 and show that starting from a
vicinity of invariant toroidal manifolds, which correspond
to the desired multi-cluster behavior of oscillators, the
coupling strengths and phase-errors of the considered
Kuramoto networks converge to these manifolds.
t
kij
Fig. 6. (Example 2) Evolution of coupling strengths kij .
The intra-cluster coupling strengths converge to the
constant value µ˜
γ
= 0.005 and the inter-cluster cou-
plings converge to the invariant toroidal manifold
(12) and exhibit quasiperiodic oscillations. Due to the
choice of rationally independent natural frequencies
wi, i = 1, 5, these oscillations are not periodic in time.
5. CONCLUSION
In this paper, sufficient conditions have been derived for
the asymptotic stability of the invariant toroidal manifolds
corresponding to the multi-cluster behavior of Kuramoto
networks with adaptive coupling have been derived. These
conditions evince a decisive role of intra-cluster links for
the stability of clusters. The paper proposes a qualitative
stability result which additionally requires a sufficiently
small plasticity parameter µ. Quantitative estimates of
the admissible plasticity parameters and of the region of
attraction of the invariant manifold employing Lyapunov-
based methods are of high interest for future research.
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