Given the common technical assumptions in the literature on MIMO system modeling, we derive elementary results for the mutual information of a MIMO system at high SNR in the large system limit. Consider a MIMO system with R receive and φR transmit antennas. When φ < 1, removing as many receive antennas as to obtain a square system results in a mutual information loss per receive antenna that is solely given by the binary entropy function of φ. Furthermore, we calculate the deviation of the growth of mutual information from linear growth versus the number of antennas. We show that this deviation is additive for MIMO compound channels and can be easily expressed in terms of the S-transform of the spectrum of the channel matrix.
Abstract-Given the common technical assumptions in the literature on MIMO system modeling, we derive elementary results for the mutual information of a MIMO system at high SNR in the large system limit. Consider a MIMO system with R receive and φR transmit antennas. When φ < 1, removing as many receive antennas as to obtain a square system results in a mutual information loss per receive antenna that is solely given by the binary entropy function of φ. Furthermore, we calculate the deviation of the growth of mutual information from linear growth versus the number of antennas. We show that this deviation is additive for MIMO compound channels and can be easily expressed in terms of the S-transform of the spectrum of the channel matrix.
Index Terms-multiple-input-multiple-output, mutual information, binary entropy function, random matrices, free probability, S-transform
I. INTRODUCTION
It is commonly admitted in the wireless communications community that, at high signal-to-noise ratio (SNR), the capacity of a multiple-input-multiple-output (MIMO) system for perfect channel state information at the receiver grows (approximately) linearly with the minimum of the number of transmit and receive antennas. The exact growth is difficult to calculate and can be expressed in explicit closed form only in few particular cases, e.g. for a channel matrix of asymptotically large size with independent identically distributed (iid) zero-mean entries [1] .
In order to better understand capacity scaling in MIMO channels with more complicated structures, e.g. correlations at transmit and/or receive antennas, published works use either implicit solutions, e.g. [2] , or consider asymptotically high SNR and express the capacity in terms of the multiplexing gain, e.g. [3] . While implicit solutions provide limited insight on the capacity scaling, the multiplexing gain is a crude measure of it [4] .
In this paper we study the mutual information as an affine approximation at large SNR. The affine approximation of the mutual information (at large SNR) is already addressed in [5] , which has been the basis of many published works, e.g. [4] , [6] . We present a more general setting which has significantly simpler analytical features. With that setting we analyze the variation of mutual information with respect to the variation of the number of antennas either at the transmitter side or at the receiver side. This variation is formulated by means of a simple (linear) projection operator. The proposed setting Burak Ç akmak and Bernard H. Fleury are with the Department of Electronic Systems, Aalborg University, Denmark (e-mail: {buc,fleury}@es.aau.dk).
Ralf R. Müller is with Friedrich-Alexander Universität Erlangen-Nürnberg, Germany, and The Norwegian University of Science and Technology, Norway, (e-mail: mueller@lnt.de). allows us to analyze the capacity scaling at high SNR in insightful and explicit closed form. In particular the analysis is based on the concept of freeness which is a fundamental property of asymptotically large and unitarily invariant random matrices. We further note that a great number of channel models in wireless communications can be analyzed by means of free probability theory. This fact illustrates the suitability of free probability for the information theoretical analysis of wireless channels, see e.g. [7] - [9] .
The paper is organized as follows. In Section II, we introduce the preliminary notations and definitions. In Section III, we present the contributions of the paper. Conclusions are outlined in Section IV. The technical lemmas and the proofs are located in the Appendix.
II. NOTATIONS & DEFINITIONS

NOTATION 1
We denote the binary entropy function as
(1) with x ∈ (0, 1).
NOTATION 2
Consider a random matrix X. We denote by P X the empirical eigenvalue distribution of X † X with (·) † denoting conjugate transposition.
NOTATION 3
Consider an N × φN random matrix X. If for N → ∞ with φ fixed, X † X has a limiting eigenvalue distribution (LED), it is denoted by µ X .
DEFINITION 2 Consider a random matrix X. We define the normalized rank measure of X † X as
and the distribution of non-zero eigenvalues of X † X as
with u(x) denoting the unit-step function. where H ∈ C R×T , x ∈ C T ×1 , y ∈ C R×1 , n ∈ C R×1 are respectively the channel matrix, the input vector, the output vector, and the vector of additive noise. The entries of x and n are assumed to be independent Gaussian distributed with zero mean and variances σ 2 x and σ 2 n respectively. The transmit SNR is defined as
The input-output mutual information (mutual information for short) per transmit antenna of the communication link (4) is defined as [10] I(γ; P H )
Similarly, I(γ; P H † ) is the mutual information per receive antenna of (4). The mutual information in (6) can be decomposed as
We refer to the first term I 0 (γ; P H ) as the multiplexing rate. Note that the factor α H is the multiplexing gain normalized by the number of transmit antennas. The second term ∆I(γ; P H ) is the difference between the mutual information per transmit antenna and the multiplexing rate. We have lim γ→∞ ∆I(γ; P H ) = 0.
In other words, at high SNR I(γ; P H ) arbitrarily close to I 0 (γ; P H ). We note that the multiplexing rate coincides with the first-order approximation of the mutual information at high SNR introduced in [5] , see also [4, Eq. (9) ] for a compact formulation of it. Further note that if H † H is invertible, the multiplexing rate and its difference between the mutual information read respectively
with I denoting the identity matrix.
A. The Formulation Via Projector
In the sequel, we investigate the variation of mutual information as the ratio of the number of transmit antennas to the number of receive antennas in the reference system (4) is varied. This variation is achieved by removing a certain fraction of antennas either at the transmitter or at the receiver side in the reference system. We formulate this removal process via a multiplication of the channel matrix with a rectangular projector matrix. We distinguish two cases: the removal of receive antennas and the removal of transmit antennas. In the first case, the system model resulting after removing a fraction 1 − β of receiving antennas in (4) reads
The βR × R matrix P β is an R-dimensional projector which removes a fraction 1−β of the total number of receive antennas and n β = P β n. The mutual information of the MIMO system (12) is equal to T I(γ; P P β H ).
Similarly, removing a fraction 1 − β of transmit antennas in (4) yields the R × βT system
Here, x β is the vector obtained by removing in x the (1−β)T entries corresponding to the removed transmit antennas, i.e.
x β = P β x, and P β is a T -dimensional projector. The mutual information of system (14) reads
The above formulation of the process of altering the number of antennas in the reference system by means of a multiplication with a projector will turn out helpful to obtain compact and insightful results.
B. Convergence of Multiplexing Rate
In the previous section we introduced the variational formulation of the mutual information in terms of the empirical eigenvalue distributions of the corresponding random matrices. The results presented in the paper address the large system behavior of that variation, and they are formulated with respect to the corresponding LED instead of empirical eigenvalue distribution. Therefore before proceeding with the presentation of the asymptotic results, in the sequel we first survey the convergence of multiplexing rate at high SNR in the large system. For the detailed analysis we refer the reader to Appendix A.
Throughout the sequel, we allow the following underlying assumption in the large system limit.
ASSUMPTION 1 If R, T → ∞ with the ratio φ T /R fixed H † H has a compactly supported LED and ∆I(γ; µ H ) is finite.
Consider the system model in (12) . Let HH † be unitarily invariant and fulfill Assumption 1. Then it is shown in Appendix A that
with the ratio φ = T /R fixed as T → ∞. This shows the convergence of the multiplexing rate at high SNR in the large systen limit for the system model in (12) . Furthermore (16) can be reformulated to apply to system model (14) , with the unitary invariance assumption for H † H instead of HH † and the substitution
C. Binary Entropy Loss THEOREM 1 Consider the MIMO system in (12) . Assume that H ∈ C R×φR , φ ≤ 1, has full rank with probability one. Furthermore let HH † be unitarily invariant and fulfill Assumption 1. Then, for any β ≥ φ in the large system limit (R → ∞) we have
Note that Theorem 1 does not require the channel matrix H to have independent entries. It does not even make reference to the statistics of these entries. Such a general result is possible due to the projector-based formulation introduced in Section III-A. Theorem 1 has the following implication. Note that T I(γ; P H ) and T I(γ; P P β H ) are the mutual informations of the MIMO systems (4) and (12) , respectively. Remember that the latter system results from removing a fraction 1 − β of the receive antennas in the former. This reduction of the number of receive antennas causes in a loss in mutual information given by T I(γ; P H ) − T I(γ; P P β H ). Normalizing this loss to the number of transmit antennas, yields
which we call the mutual information loss per transmit antenna. Theorem 1 implies that, at high SNR the mutual information loss per transmit antenna (19) converges to the right-hand term in (18) in the large system limit. We call this term the binary entropy loss, as the only nontrivial function that it involves is the binary entropy function. Note that the binary entropy loss is universal in that it holds for all unitary invariant, full-ranked channel matrices. An example depicted in Figure 1 for a 4 × 2 (reference) MIMO system that is stripped off two of its originally four receive antennas. The asymptotic loss given in Theorem 1 amounts to 4H(2/4) = 4 bit. The exact (ergodic) loss at high SNR for a zero mean iid complex-valued Gaussian ensemble calculated by using [8, Eq. (2.12)] equals 3.4 bit. If real-valued entries are considered instead of complex the loss becomes 4.3 bit.
If we remove as many antennas as needed to obtain a square system and we normalize the mutual information by the number of receive antennas instead of transmit antennas, we obtain a particularly compact corollary to Theorem 1: COROLLARY 1 Consider the system model specified in Theorem 1, with φ < 1. Then, removing as many receive antennas to obtain a square system, i.e. with an equal number of transmit and receive antennas, results in a mutual information loss normalized by the number of receive antennas of the reference system at high SNR that converges to H(φ) in the large system limit.
Next, we show that (18) also holds for the supremum of the mutual information loss over all SNRs. Note that the mutual information increases with SNR. It is shown in Appendix H that the mutual information loss increases with the SNR in the large system limit. Thus, Theorem 1 also implies that the binary entropy loss (18) is the universal least upper bound for the mutual information loss per transmit antenna: COROLLARY 2 Consider the system model specified in Theorem 1. Then, we have
It turns out that (18) also holds when the multiplexing rates are replaced by the respective large system capacities. Let us consider the class of T -dimensional positive definite Hermitian matrices. Assume that for any element, say Q of this class, µ H √ Q exists as R, T → ∞ with the ratio φ fixed. Then, the large system capacity per transmit antenna is defined to be
with tr(·) denoting the trace operator. Let the random matrix H and the projector P β be defined as in Theorem 1. We show in Appendix I that
When the ratio φ = T /R in system (4) fulfills φ ≥ 1, Theorem 1 can be recast to relate to the multiplexing rate of system (14) : COROLLARY 3 Consider the MIMO system in (14) . Let H ∈ C R×φR , φ ≥ 1, have full rank with probability one. Furthermore, let H † H be unitarily invariant and fulfill Assumption 1. Then, for any β ≥ 1/φ in the large system limit (R → ∞) we have
Note that T I(γ; P H ) and βT I(γ; P HP † β ) denote the mutual informations of the MIMO systems (4) and (14), respectively. This reduction of the number of transmit antennas results in a loss in mutual information equal to T I(γ; P H ) − βT I(γ; P HP † β ). Normalizing this loss with the number of transmit antennas of the reference system gives
Thus, for φ ≥ 1 we have the following interpretation of (23): at high SNR the mutual information loss that normalized by the number of transmit antennas of the reference system (24) converges to (23) in the large system limit.
Note that the right-hand side in (23) is obtained by formally replacing φ with φ −1 in the right-hand side of (18). The results formulated in Corollary 1 and Corollary 2 can be recast to apply for the case φ ≥ 1 by performing the same substitution. However, this does not apply in general to capacity related results, such as (22), due to the placement of the projection operator on the transmitter side.
D. Deviation from Linear Growth
In the previous section we explored the binary entropy nature of the variation of the mutual information at high SNR with respect to the variation of the antenna ratio. This result is a convenient prerequisite to analyze the deviation of mutual information from linear growth 1 in the number of antennas. In particular, we decompose the exact mutual information into its linear growth component and the deviation from it.
Once the channel matrix has orthogonal columns while changing the antenna ratio, the linear growth for mutual information is obvious. However, when the channel matrix is assumed to have iid entries for instance, a significant crosstalk arises due to the lack of orthogonality of its columns. The effect of this crosstalk onto mutual information is not linear in the number of antennas.
The mutual information scales approximately linearly in the minimum of the number of antenna elements. For a tall rectangular channel matrix that becomes wider and wider, the mutual information can only grow approximately linearly until the matrix becomes square. The same holds for a wide rectangular channel matrix growing taller and taller. Therefore, we have to distinguish between two cases: (i) the number of receive antennas is smaller than the number of transmit antennas, i.e. a tall channel matrix, and (ii) the opposite of (i), i.e. a wide channel matrix. Since case (ii) can be easily treated by replacing the channel matrix by its conjugate transpose, we restrict to case (i) in the sequel.
The linear growth cannot continue once the channel matrix has grown square. Thus, it makes sense to constrain the matrix of the reference system (4) to be square, what we shall do in the remaining of this section.
Let us assume that the channel matrix H is N × N i.e. N = R = T . The exact mutual information of a rectangular MIMO system of size βN × N is
Assuming approximately linear growth of mutual information with the number of transmit antennas, this should be close to
The deviation from linear growth at high SNR normalized to the number of antennas N (deviation for short) is thus given by ∆L(β; P H ) I 0 (γ; P P β H ) − βI 0 (γ; P H ).
Note that this definition differs from the quantity considered in Theorem 1 only by the factor β scaling the second term. In other words, at high SNR the normalized mutual information of a MIMO system with zero-mean iid channel entries grows approximately linearly with the minimum of the numbers of transmit and receive antennas up to 1st order and the deviation from that linear growth is (β − 1) log 2 (1 − β) in the large system limit. The result in (29) can also be obtained from previous capacity results, e.g. [4, Proposition 2] . We derived it by using Lemma 3 in Section III-D. In fact with the help of Lemma 3, the deviation from the linear growth can be easily calculated for a very large class of random matrices in the large system limit. Lemma 3, however, requires the reader to be familiar with the S-transform in free probability.
In the following, we present a way to bypass the need for using the S-transform in the derivation of the deviations from linear growth for general random matrices. For that purpose, we introduce the spectral harmonic mean measure: DEFINITION 3 Let the random matrix H have full-rank with probability one. Let HH † be unitarily invariant. Let P t be an N -dimensional projector with 0 < t < 1. Then, we call the quantitym
the asymptotic harmonic mean measure of P t H.
Note thatm H (t) is defined over the limiting spectrum, thus it is continuous on (0, 1).
LEMMA 1 Let the random matrix H be specified as in Definition 3 and fulfill Assumption 1. Then, we have
Thus,
PROOF 3 See Appendix K.
The harmonic mean measure can be easily obtained for many practical channel models. Therefore, (31) and (32) are convenient means to calculate the multiplexing rate and the deviation from linear growth, respectively, in the large system limit.
In Corollary 2, we presented the binary entropy loss through the supremum of the mutual information loss over all SNRs. In the sequel we show that the deviation from linear growth has a similar property: Assume that HH † is unitarily invariant and have a compactly supported LED as N → ∞. Furthermore let µ H be not a Dirac measure. Then, the quantity
is shown in Appendix L to increase with SNR. Thus, we have
The deviation from linear growth has a remarkable property: THEOREM 2 Let X and Y be random matrices in C N ×N which are independent from each other, almost surely full rank. Furthermore let XX † and Y Y † be unitarily invariant, and have compactly supported LEDs each as N → ∞. Moreover let ∆I(γ, µ X ) and ∆I(γ, µ Y ) be finite. Then we have
as N → ∞.
Thus, in the large system limit the deviation of a MIMO compound channel is additive. We can exploit this result to show that the deviation of compounded channels increases with the amount of correlation between their entries in a specific setting. EXAMPLE 3 Consider a random matrix defined as
where the N × N matrices A m , m = 1, . . . , M , are independent, have iid entries with zero mean and variance σ 2 /N . Then, as N tends to infinity the deviation from the linear mutual information growth reads
The entries of the product of two matrices with iid entries are not iid anymore, but correlated. As M in (36) increases, so does the correlation between the entries of H, and therefore the deviation from the linear growth.
E. S-Transform Formulation
Many previous results can be formulated conveniently in terms of the S-transform that was introduced by Voiculescu in the context of free probability [11] . DEFINITION 4 [11] Let P X be a probability measure on
Then,
is called the S-transform of the measure P X where Ψ −1 X (z) denotes the inverse of Ψ X (z).
The multiplexing rate and the deviation from linear growth can be conveniently expressed in terms of S-transform:
The multiplexing rate in (7) is given by
(41) Furthermore, as R, T tend to infinity with the fixed ratio φ = T /R, let H † H have a LED µ H with finite mean and ∆I(γ, µ H ) be finite. Then, we have 
The proofs of the two lemmas are given in Appendices E and F, respectively.
IV. CONCLUSIONS
At high SNR, the rate loss due to dropping some of the antennas in a MIMO system does not depend on the statistics of the channel matrix in the large system limit. It solely depends on the ratios of the number of transmit antennas to the number of receive antennas before and after the drop. The rate loss can be easily quantified in terms of the binary entropy function.
The deviation of mutual information from linear growth when increasing the number of antennas is a closely related quantity. It does depend on the statistics of the channel matrix and is additive for MIMO compound channels in the largesystem limit.
Both rate loss and deviation from linear growths can be conveniently expressed in terms of the S-transform in free probability.
APPENDIX A ON THE CONVERGENCE OF MUTUAL INFORMATION
In the sequel we investigate the convergence of normalized mutual information and multiplexing rate in the large system and high SNR limits.
THEOREM 3 As R, T tend to infinity with the ratio
with the ratio φ = T /R fixed as T → ∞.
PROOF 5 See Appendix C.
Here we point out two issues regarding Assumption 1. Firstly, the compact support assumption results in 1 T tr(H † H) being finite as T → ∞ (with the fixed ratio φ = T /R). Therefore 1 T tr(H † H) is bounded for any T ∈ N. Furthermore if we consider the system model in (12) , it follows by the property of the trace operator that
With the same argumentation in (45) for the system model in (14) , it follows that if µ HP † β exists we have
Hence we have shown the convergence of the mutual information in the large system limit for the system models in (12) and (14) . Secondly, regarding the assumption that ∆I(γ; µ H ) is finite, we first note that the decomposition of mutual information in (7) always holds sinceP H is a discrete probability measure. On the other hand, the limiting case of (7), i.e.
immediately follows from the linearity property of the Lebesgue integral (see e.g. [12] ) and the assumption that ∆I(γ; µ H ) is finite, see (85)-(88).
LEMMA 4 Consider the system model in (12) . Let HH † be unitarily invariant and fulfill Assumption 1. Then, in the large system limit, µ P β H exists and | log 2 (γx)|dμ P β H (x) is finite. Thus, ∆I(γ; µ P β H ) is finite, and we have
Note that Lemma 4 can be extended to the system model in (14) with the unitary invariance assumption for H † H instead of HH † and the substitution
Lemma 4 and its extension (50) will be frequently used in the following sections. Besides, an implication of Lemma 4 is that
In general, (51) does not imply that
To proof (52) we need an additional assumption. Specifically it follows by a convenient transformation of Theorem 3 that if 1 x dμ H (x) is finite, then we have lim T →∞ ∆I(γ; P H ) = ∆I(γ; µ H ).
Eventually with the additivity property of limit operation, it turns out that the convergence in (52) holds in general. But, for instance, ifμ H is the quarter circle law, then 1 x dμ H (x) is not finite. On the other hand we have lim γ→∞ ∆I(γ; µ P β H ) = 0.
(54) Then, with (49) we obtain (16) . 
APPENDIX B PRELIMINARIES
To prove (56), it is convenient to apply a variable substitution:
Decompose the left side of (57) as
Define u log 2 (x −1 −z) and v = z. Applying the integration by part rule we obtain
Using (60) we have 
LEMMA 6 Consider a φN × N random matrix X. Furthermore, consider an N -dim. projector P β . Assume that X † X is asymptotically free of P † β P β . Then as N → ∞, we have
PROOF 8 Let us decompose the spectrum of projector P β as
whereμ P β (x) = u(x − 1). Then, by using [9, Lemma 4.3] we can write (see also [8, Example 2 .32])
withS P β (z) denoting the S-transform of the unit Dirac measure, see [7, Table V ]. Finally, using the same lemma and the asymptotic freeness between X † X and P † β P β , we obtain 
APPENDIX C PROOF OF THEOREM 3 For the notational simplicity let us define
Then the mutual information (7) can be expressed as
With Theorem 4 we have 
Notice that (75) must be less than one. We assume that 1 T tr(H † H) bounded, i.e. there exists a constant M such that
At this stage, as T → ∞ with the fixed ratio φ = T /R, we first show that
is the S-transform of µ √ Y . Let us consider first
where Ψ −1 √ Y (z) is a strictly increasing homeomorphism of (−1, 0) onto (−∞, 0) [13] . Hence, (78) maps the spectrum µ √ Y if, and only if, lim bounded by (0, 1) . With the dominated convergence theorem [15, Theorem 4.16] we have
Because of (77), we can invoke the dominated convergence theorem [12, Theorem 10.21]:
Since the logarithm is a continuous function and 0 < S √ Y (−z) < 1 we conclude that [16] lim T →∞
and (83) maps µ √ Y . This completes the proof.
APPENDIX D PROOF OF LEMMA 4
We start with showing that log 2 (γx) is Lebesgue integrable with respect toμ H . To that end, we write
From Assumption 1, µ H has a compact support, thus it has a finite mean. Then from Theorem 1 we have that I(γ; µ H ) finite. Further note that ∆I(γ; µ H ) is assumed to be finite. Thus, we have
Hence (84) is finite. At this stage we note that
Thus with the linearity property of the Lebesgue integral, we obtain the decomposition in (48). Continuing from the fact that (84) is finite, with Theorem 4 we have
withS √ γH denoting the S-transform ofμ √ γH . We show next that
By using [9, Lemma 4.3] we havẽ
Furthermore invoking the same lemma and using the asymptotic freeness property of HH † and P † β P β [17] we obtain
Thus we havẽ 
Note that χ 1 , χ 2 ≤ 1. Thus we can write
where (97) is finite due to (57), (98) is finite because µ P β is a Bernoulli measure and (99) is finite due to (89). Thus (90) follows from the linearity property of the Lebesgue integral. Furthermore, due to the Lebesgue duality condition in Theorem 4 we have
Recall now (46); reusing the linearity property of the Lebesgue integral we obtain
which completes the proof.
APPENDIX E PROOF OF LEMMA 2
LetS H denote the S-transform of the probability measurẽ P H . By using [9, Lemma 4.3] we obtaiñ
Further note thatP H is a discrete probability measure. Therefore log 2 (x) is Riemann integrable with respect to the measurẽ P H , thus it is Lebesgue integrable. Then, with Theorem 4 and Lemma 5 we have
The limiting case, i.e. (42), requires the Lebesgue integrability condition | log 2 (γx)|dµ H (x) < ∞, which is already shown in (84)-(86).
APPENDIX F PROOF OF LEMMA 3
With Theorem 5 we have α P β H = β. Thus
by noting that H is elements of C N ×N in Lemma 3. Furthermore from (90) we have
Then, invoking Theorem 4, (108) and (109) we obtain
Due to (110), it follows from the linearity property of the Lebesgue integral that
APPENDIX G PROOF OF THEOREM 1 AND COROLLARY 3 Recall the inequality β ≥ φ. Furthermore HH † and P † β P β are asymptotically free of each others [17] . Thus, with Theorem 5 we have
(114) Therefore α P β H = 1. Moreover by using [9, Lemma 4.3] we obtain
From (90) we have
Then, with Theorem 4 we have
where due to (117), (119) follows by the linearity property of the Lebesgue integral. Plugging (116) into (119), and using (60) and (65) we complete the proof of Theorem 1:
Corollary 3 follows from the substitution
APPENDIX H PROOF OF COROLLARY 2
The proof is based on the η-transform [8] :
It is well-known that the η-transform is related to the mutual information as follows [8] :
Making use of this result we write
To show that the mutual information loss increases with the SNR, it is enough to prove the inequality
where the equality holds when β = 1. To that end we consider the relationship between the S-transform and the η-transform [8] :
Plugging (116) into (127) we obtain
Performing the variable substitution t z + 1, yields
Note that it has been shown in the proof of Theorem 1 that α P β H = 1. Therefore the definition domain of the inverse η-transform is t ∈ (0, 1) as γ ∈ (0, ∞) [8] . With (129) we conclude that for any given value of t ∈ (0, 1) we have
We further note that the η-transform is strictly decreasing with γ [8] , and so is the inverse η-transform. Therefore (130) is a sufficient condition for the inequality
to hold. This completes the proof.
APPENDIX I PROOF OF (22)
To prove identity (22) it is enough to show that lim γ→∞ C(γ; µ P β H ) − I(γ; µ P β H ) = 0.
(132)
Recall (16); then without loss of generality we assume that
Furthermore we show in Appendix G that α P β H = 1 as T → ∞. In other words, due to T being unbounded, H † P † β P β H is non-singular with probability one for T large enough. Hence the multiplexing rate in the large system limit can be written as
Then, due to the constraint 1 T tr(Q) = 1 as T → ∞, the identity operator maximizes (135), which completes the proof.
APPENDIX J SOLUTION OF EXAMPLE 2
Using Lemma 3 and the S-transform of the quarter circle distribution [7, Table V 
APPENDIX K PROOF OF LEMMA 1 Note that α H = 1. Thus S H (z) is defined on (−1, 0). Further note that P t is an asymptotic projector, i.e. N → ∞. Thus the projector parameter t is continuous in the large system limit (N → ∞). Then by using Lemma 6 we have
Further note that with Theorem 5 we have α HP † t = 1, so that µ P tH = µ H † P † t . For the sake of notational simplicity, let us introduce the auxiliary random variable X t ∼ µ H † P † t . Then we have [13, Lemma 4] 
with E{·} denoting expectation of the argument. Obviously we have S H (−t) = 1 m H (t)
, t ∈ (0, 1).
Then, by plugging (142) into (111), we complete the proof: where I β and I denote the identity matrices with convenient sizes. By definition of unitarily invariant matrices, see [8] , it follows that Y 1 is unitarily invariant since HH † is. Furthermore, since HH † has a compactly support LED so does Y 1 . Thus Y 1 is asymptotically free of P † β P β [17] . Then, with Lemma 6 we have in the limit N → ∞
Here we note that S √ Y β (z) is strictly decreasing on (−1, 0) if, and only if, µ √ Y β is not a Dirac measure [13, Lemma 2] or equivalently, due to (148), µ H is not a Dirac measure.
For the proof of (34) we recall the η-transform, see Appendix H. With (124) we have d{I(γ; µ P β H ) − βI(γ; µ H )} dγ = 1 − η P β H γ log 2 − β 1 − η H γ log 2 .
(149) Hence, in order to prove (34) it is sufficient to show that
where the equality holds when β = 1. Furthermore, by using [8, Lemma 2.26] we have
Thus the right-hand side of (150) is equal to β(η H − η H † P † β ). Therefore we are left with proving η H ≥ η H † P † β . Firstly, remark that
Then, by using (141) and (148) we obtain
= S √ Y 1 (−β) , β ∈ (0, 1).
This completes the proof.
APPENDIX M PROOF OF THEOREM 2
With the given conditions stated in the theorem, it follows by the same argumentation as in (84)-(86) that 1 0 | log 2 S X (−z)|dz is finite. Since β ≤ 1, 1 0 | log 2 S X (−βz)|dz is finite. The same arguments are valid for Y . Moreover, XX † , Y Y † and P † β P β are asymptotically free [17] . Then, with Lemma 3 and the linearity property of the Lebesgue integral we have
with noting that X and Y are elements of C N ×N .
