The two-dimensional one-component plasma (2dOCP) is a system of N mobile particles of the same charge q on a surface with a neutralising background. The Boltzmann factor of the 2dOCP at temperature T can be expressed as a Vandermonde determinant to the power Γ = q 2 /(k B T ). Recent advances in the theory of symmetric and anti-symmetric Jack polymonials provide an efficient way to expand this power of the Vandermonde in their monomial basis, allowing the computation of several thermodynamic and structural properties of the 2dOCP for N values up to 14 and Γ equal to 4, 6 and 8. In this work, we explore two applications of this formalism to study the moments of the pair correlation function of the 2dOCP on a sphere, and the distribution of radial linear statistics of the 2dOCP in the plane.
Introduction
Generally the two-dimensional one-component plasma (2dOCP) refers to a model in classical statistical mechanics consisting of N mobile point particles of the same charge q and a smeared out neutralising background, confined in a two-dimensional surface. All the charges (point and continuous) interact via the solution v( r, r ′ ) of the Poisson equation on that surface. For the plane this is v( r, r
where L is an arbitrary length scale, which will be set equal to one from now on, while for a sphere of radius R, v((θ, φ), (θ ′ , φ ′ )) = − log(2R|u
where with (θ, φ) and (θ ′ , φ ′ ) spherical coordinates, u, v (and similarly u ′ , v ′ ) are the CayleyKlein parameters u := cos(θ/2)e iφ/2 , v := −i sin(θ/2)e −iφ/2 (1.3) (see e.g. [9, §15.6.1] ). In the latter case, due to the rotational invariance of the sphere, the background-particle interaction only contributes a constant, and the Boltzmann factor, at temperature T , is then computed to be 1 2R 4) where Γ = q 2 /(k B T ). In the former case, the particles couple to the background via a harmonic potential towards the origin, and the Boltzmann factor is then (see e.g. [9, eq. (1.72 
)])
A Γ e where ρ b is the density of the background. Although the derivation of (1.5) requires that the mobile particles and background be confined to a disk of radius R, for our purposes below we will relax this constraint by allowing the particles to locate anywhere in the plane. This situation will be called the soft disk geometry. Both (1.5) and (1.4) have significance in a field of theoretical physics quite distinct from that of classical plasmas. Consider for definiteness (1.5) . According to the well known Vandermonde determinant identity (see e.g. [9, eq. (1.173)]), for Γ = 2 and after introducing polar coordinates r = (r, θ) and then complex coordinates z j = r j e iθ j , this can be written in the Slater determinant form . The integer j has the interpretation of being proportional to the centre of the corresponding classical cyclotron orbits. Thus (1.6) is the absolute value squared of N non-interacting fermions in the plane, subject to a perpendicular magnetic field which in turn is required to be sufficiently strong that the spin degree of freedom of the fermions is frozen out. For Γ/2 an odd integer, it is a celebrated result of Laughlin [15] , that the (unnormalized) wave function det[φ j−1 (z k )] j,k=1,...,N ]
is an accurate trial wave function for the fractional quantum Hall effect in the case of filling fraction 2/Γ. Furthermore, the same holds for
in relation to fractional quantum Hall states on the sphere [18] .
We have highlighted the plasma system in the plane, and on a sphere. As is usual in statistical mechanics, bulk properties such as the free energy per particle are expected be independent of the boundary conditions. In two-dimensions, the sphere is distinguished by the usual correction to the bulk free energy per particle -the surface tension -being absent due to the homogeneity of the geometry. This feature of the sphere makes it well suited for studies in which the aim is to extrapolate bulk values from finite N data [6, 10, 19] . Extrapolation of finite N data for the 2dOCP is to be a primary concern of this present paper, and as such we too will make use of spherical geometry and consider the plasma system specified by the Boltzmann factor (1.4) .
Specifically, we aim to probe the finite N analogues of the known sum rules for the bulk two-particle correlation function ρ (2) ( r, 0), or more conveniently the truncated bulk two-particle correlation function ρ T (2) ( r, 0) := ρ (2) ( r, 0) − ρ 2 , where ρ denotes the particle density. These sum rules read [17, 13] It is straightforward to show from the definitions that (1.7) is exact for all N on the sphere. In fact the sphere plays no specific role; replacing ρ on the LHS by ρ( 0) this holds for a general onecomponent system. Less obvious and special to the sphere geometry is that (1.8), appropriately modified, can also be made exact for finite N. The derivation is given in Section 3 below. To probe (1.9) and (1.10) for finite N we have available an exact expression for ρ T (2) ( r, r ′ ) at the special coupling Γ = 2 [5] . More generally, for Γ an even integer (1.4) is the absolute value squared of a multivariable polynomial. In the case that Γ/2 is also even, a recent advance [3] identifies the polynomial in terms of the symmetric Jack polynomials (see [14] and [9] for textbook treatments), while for Γ/2 odd an even more recent paper [4] shows that the polynomial is an anti-symmetric Jack polynomial. These Jack polynomials have certain structural properties (related to their monomial basis expansion) which makes them the most efficient known way to carry out exact numerical computations at these couplings. We review the formalism of such computation methods in Section 2, and we give too an alternative derivation to the result of [4] , [21] for the eigenoperator of anti-symmetric Jack polynomials. The results of calculations based on this formalism are reported in Section 3. In Section 4, an approximation to the moments is probed using a formalism based on the direct correlation function.
One viewpoint on the moments of ρ T (2) ( r, 0) is that they are the averaged value of the linear statistic N l=1 | r l | 2n in the system perturbed by a particle being fixed at the origin, minus the average value of this same linear statistic before the perturbation. This suggests the question of computing fluctuation formulas for linear statistics, and we take up this task in Section 5. Section 5 is independent from Sections 3 and 4. Some concluding remarks are made in Section 6.
Preliminary material
In this section the expansion formulas underlying the exact calculations of the momentsboth analytic and numeric -will be presented. Before doing so, for the sphere geometry, it is convenient to map the particles to the plane by applying a stereographic projection. With the latter carried out by mapping from the south pole to the plane tangent to the north pole, and with (θ, φ) the usual spherical coordinates, this is specified by the equation
and we then have
As previously remarked, for Γ even the product of differences in both (1.5) and (1.4) is the absolute value squared of a polynomial. This remains true of the stereographic projection of (1.4) as seen in (2.1). In the case Γ = 4p the polynomial is symmetric, while in the case Γ = 4p + 2 the polynomial is anti-symmetric. As a consequence, the two case need to be treated separately.
The case Γ = 4p
Following [19] , let µ = (µ 1 , . . . , µ N ) be a partition of pN(N − 1) such that
2) and, with m i denoting the corresponding frequency of the integer i in the partition, define the corresponding monomial symmetric function by
We expand
The significance of knowledge of {c
µ (2p)} in this expansion is that a simple calculation shows [19, eq. (2.7) ]
where
2.2 The case Γ = 4p + 2
We again follow [19] . We now take µ to be a partition of (p + 1)N(N − 1) such that
(note that the strict inequalities between the parts of the partition implies m i = 1, in the notation used below (2.2)). We then expand
where A denotes anti-symmetrization. From the definition of the Schur polynomials s µ (z 1 , . . . , z n ), and with δ N := (N − 1, N − 2, . . . , 0), this is equivalent to the expansion 8) and now for the integral (2.4) we have
2.3 The coefficients c It has recently been observed [3, 4] that the products in (2.3) and (2.8) can be expressed in terms of the Jack symmetric polynomial P (α) κ (z) and Jack anti-symmetric polynomial S (α) κ (z) respectively, where z := (z 1 , . . . , z N ). Generally the nonsymmetric Jack polynomials are eigenfunctions of the differential operator [9, eq. (11.63) ]
where M ij interchanges z i and z j . The operators of symmetrization and anti-symmetrization commute with this operator, and so with M jk = 1 and M jk = −1 respectively, (2.10) is the differential eigenoperator for P κ (z). This characterisation specifies the polynomials uniquely when supplemented by the structural formulas 12) where in (2.12) all parts of κ are required to be distinct, and µ < κ refers to the dominance partial ordering on partitions |µ| < |κ|, specified by
. . , N). We remark that in the work [4] the anti-symmetric polynomials, defined as in [1] as the antisymmetric Jack polynomials, where not considered directly. Rather attention was focussed on
κ (z), which was shown to be the polynomial eigenfunction of the differential operator
Simple manipulation reduces this to
Comparison with (2.10) reveals that up to a constant this is equal toH (C,Ex) with α replaced by α/(1 − α) and M ij = −1, telling us that (2.13) is an eigenoperator for S 
The products in (2.3) and (2.8) relate to the Jack polynomials with a negative parameter. Explicitly we have [3] (see [2] for a derivation based on earlier literature)
and [4] 1≤j<k≤N 15) where generally for c ∈ Z + , cκ := (cκ 1 , cκ 2 , . . . , cκ N ). The computational advantage of these formulas in computing the coefficients c are nonzero is greatly restricted by the dominance ordering exhibited in (2.11) and (2.12). Furthermore the eigenfunction characterization allows recursive formulas for the coefficients in these formulas, and thus the coefficients {c (N ) µ } to be obtained. In relation to (2.11), let ρ = (ρ 1 , ρ 2 , . . . , ρ N ), and let µ be constructed from ρ by first adding r to ρ i and subtracting r from ρ j with the requirement that upon suitable reordering to be a partition it satisfies ρ < µ ≤ κ. Also define
Regarding now (2.12), let ρ and µ be as above and define
Further define (−1) N SW as the sign of the permutation needed to be applied to µ so that it is a partition. Then we have [4, 21] 
3 Moments of the correlation function on the sphere
Second moment
The partition function of the 2dOCP on a sphere is [5, 19] [9, §15.6]
where U is the potential energy of the 2dOCP and z j = r j e iφ j are the coordinates of the stereographic projection of a sphere of radius R. Equivalently, one can factor out the radius, introducingz j = z j /(2R), to obtain
Let us set
where the particle number N is fixed at the north pole. By definition, the density at the north pole is
In the coordinates of the stereographic projection of the sphere of radius R, Q 1 can be written as
or, using the scaled coordinatesz,
Computing the derivative of Q 1 with respect to R, using expression (3.6) gives
Here the last integral appears from the derivative
On the other hand, starting with expression (3.7) gives
Equating (3.8) and (3.11), using the fact that ρ (1) (0) = ρ b , and subtracting on both sides ρ
where ρ T (2) (θ) is the truncated pair correlation function between the north pole and a point located on the sphere at (θ, φ).
In the planar limit R → ∞, N → ∞, with ρ b = N/(4πR 2 ) finite, the length of the chord r = 2R sin(θ/2) becomes the distance between the two points, and one recovers the StillingerLovett second moment sum rule (1.8).
Higher order moments
Let us defineÎ
where h is the total correlation function
Using the formalism presented in Section 2 and [19] , the density at a given point on the sphere is
where θ is the angle from the north pole of the sphere, x = tan(θ/2), and
is (up to a multiplicative constant) the partition function of the 2dOCP on the sphere. Since the sphere is homogeneous, the density does not depend on x and should be equal to ρ b . This gives an interesting relation satisfied by the coefficients, (c 
18) The two-point correlation function is given by
(3.19) From these expressions, we obtain the 2n-moment of the total correlation function
In the case n = 1, the sum
simplifies and it is independent of the partition µ, which lead to the sum rule discussed in the previous section,Î
Unfortunately, for n ≥ 2, no such simplification seems possible. For Γ = 2, only one partition appears in the expansion and the result for any n iŝ
In the thermodynamic limit, N → ∞, the values ofÎ 4 andÎ 6 are also known for any Γ [13]
24)
For finite N, we computed the moments numerically from (3.20) . Since the maximum value of N for which the numerical calculations where possible is small, the results for the moments show important finite size corrections with respect to the known values for N → ∞. The exact results for n = 1 (any Γ), and the one for Γ = 2, suggest that the finite size corrections can be understood as a series expansion in powers of 1/N. Indeed, for n = 1,
and for Γ = 2,
Therefore, we decided to fit the numerical data obtained for the moments with a 1/N expansion. The results are shown for Γ = 4 in tables 3.1, 3.2, 3.3, for Γ = 6 in tables 3.4, 3.5, 3.6, and for Γ = 8 in tables 3.7, 3.8, 3.9. For Γ = 4, the coefficient of order 0 (which gives the value of I 2n when N → ∞), shows an acceptable convergence to the expected value forÎ 4 andÎ 6 , see tables 3.1, 3.2. Also, from table 3.3 (Î 8 , Γ = 4), the zero order coefficient seems to converge to a value close to −30. This allows us to obtain an estimate for the value of 8-th moment, for Γ = 4, in the thermodynamic limit,Î 8 ≃ −30. Unfortunately, for Γ = 6 and Γ = 8, since the maximum value of N for which the calculation were possible was smaller and the finite size corrections still very large, we were not able to obtain any estimate forÎ 8 . Table 3 .2: 1/N expansion coefficients forÎ 6 when Γ = 4. Table 3 .4: 1/N expansion coefficients forÎ 4 when Γ = 6. Table 3 .5: 1/N expansion coefficients forÎ 6 when Γ = 6. Table 3 .8: 1/N expansion coefficients forÎ 6 when Γ = 8. 
Diagrammatic expansions
The proof of the sixth moment sum rule [13] is based on an analysis of the Mayer diagrammatic expansion of the direct correlation function, in the flat space in the bulk. Therefore, it is interesting to study this expansion on the sphere. The direct correlation function c is defined by the Ornstein-Zernike equation
where r i points the direction of a point in the sphere from its center. Since the system is homogeneous, both h( r 1 , r 2 ) and c( r 1 , r 2 ) depend only the angle θ 12 = ( r 1 , r 2 ). It is useful to introduce the expansion of h and c in Legendre polynomials
and similarly for c. The Ornstein-Zernike equation reads
Notice also that the momentsÎ 2n of the total correlation function are directly related to the coefficients h l , since P l (cos θ) can be expressed as a polynomial in sin 2 (θ/2) using the formula cos θ = 1 − 2 sin 2 (θ/2). As explained in detail in [13] , the direct correlation function has a renormalized diagrammatic expansion which reads
where v( r 1 , r 2 ) is the Coulomb potential between to unit charges. c (0) is the renormalized "watermelon" Meeron graph
where K is defined by the equation
The rest of the expansion of c, ∞ s=1 c (s) ( r 1 , r 2 ) correspond to the remaining diagrams; see [13] for details.
The coefficients K l of the expansion of K in Legendre polynomials can be obtained from (4.8)
where the coefficients of the Coulomb potential are obtained by solving Poisson equation in the sphere
Notice that the coefficient for l = 0 is not defined properly, rather as shown in [20] it is a constant that can be chosen arbitrary. Then
In [13] it is proved that the zeroth and second moment of each c (s) vanishes, therefore they do not contribute to small-k expansion of the Fourier transform of c up to terms of order k 4 . Then the structure of the Ornstein-Zernike equation in Fourier space guaranties that these terms do not contribute to the expansion of the total correlation function h up to k 8 . This fixes the value of the moments up to the sixth. Unfortunately, on the sphere this argument breaks down. If one can show that the zeroth and second moment of c (s) also vanish on the sphere, this fixes the values of c 0 , and c 1 , and from eq. (4.4) one can deduce the value of h 0 , h 1 and thereforeÎ 0 andÎ 2 but unfortunately one cannot deduce anything exact regarding h 2 , h 3 , and I 4 ,Î 6 .
Second moment
Suppose, as in the plane, that c (s) has vanishing zeroth and second moment, i.e. c 
The coefficients c
which can be obtained if the expansion of a product of two Legendre functions is known. If
with
The p ll ′ l ′′ can be computed [11] using the recursion equation
For instance, for l ′′ = 1, using x = P 1 (x) in (4.17) and replacing it in (4.15) gives [11] 
Therefore,
Then, replacing (4.19), into (4.12) and (4.5) 
Higher moments
Although there is no reason to suppose that the contributions from ∞ s=1 c (s) l for l = 2 and l = 3 will vanish for a finite sphere, it is interesting to compute the contribution from −Γv l + c (0) to the 4th and 6th moments. Let us define an approximate direct correlation function c approx by
with c
and the corresponding total correlation function h approx obtained from Ornstein-Zernike equation
.
(4.24)
Fourth moment
The fourth moment is related to the coefficient h 2 by 
and [11] 6(l + 1)(l + 2) (2l + 1)(2l + 3)(2l + 5)
. 
Sixth moment
Following similar steps, one can obtain an approximation forÎ 6 . The sixth moment is related to h 3 by 
can be computed by applying the recursion equation (4.17) several times to obtain
(4.37)
Then replacing into (4.36) 
Comparison with numerical results
The expressions for the fourth and sixth moments can be compared to their exact values which have been computed numerically in section 3.2. Tables 4.1 Table 4 .4: Exact value of the moments and their approximation from the diagrammatic technique for Γ = 2.
Fluctuation of linear statistics
It was remarked in the Introduction that the sum rules for the moments of ρ T (2) ( r, 0) are related to the average value of the linear statistic
Here we point out that in the case of the soft disk geometry and n = 1 the exact distribution function for this linear statistic is easily evaluated. Two features of the exact distribution are singled out for further study. One relates to the O(1) correction term to the mean. We are able to deduce the value of this correction to the mean for a general smooth radial linear statistic. The other is that for large N the exact distribution tends to a Gaussian, with mean and variance as can be anticipated from a Coulomb gas viewpoint [8] . We will show that a mechanism for such Gaussian fluctuations in the case of general rotationally invariant linear statistics can be identified from the viewpoint of the expansions (2.3) and (2.8).
First, with · plane denoting an average with respect to the Boltzmann factor (1.5), we observe that a simple scaling of the coordinates r j gives 
This is of the form (5.2) with 
Writingρ b = ρ b χ 0<r<R , where χ A = 1 if A is true, and χ A = 0 otherwise, this can be written
Recalling that in (5.5), ρ b = N/π and R = 1, comparison of (5.8) and (5.5) gives the sum rule
We remark that an alternative derivation of (5.9), valid for Γ even, is to use (2.4) and (2.9), together with the recurrence relation for the gamma function. We remark too that (5.9) is the soft disk version of the sum rule for the 2dOCP in a disk with hard wall boundary conditions [7] ,
where ρ (1) (r) is measured inward from the boundary. This latter viewpoint allows the N → ∞ limit of (5.9) to be formulated. Thus on the LHS change to polar coordinates, and further change variables r → R − r. Defining ρ sw (1) (r) = ρ (1) (R − r), corresponding to the density as measured inward from r = R in the soft wall disk OCP, and noting that charge neutrality requires
we see that
(compare with working below (3.17) of [19] ). Comparison with (5.9) we thus have that in the thermodynamic limit
The sum rule (5.13) should be compared against the contact theorem [7] for the hard wall plasma, 14) where ρ hw (1) (r) denotes the density as measured from the boundary. The above working suggests that the first two terms in the asymptotic expansion of M N in the case of g(r) = r m , for m ∈ Z + , admit a form analogous to that exhibited in (5.5). First, with this choice of g(r), analogous to (5.8) we have
Manipulation of the integral as in (5.12) now shows
).
Substituting of (5.13) we then obtain
In particular, with R = 1 and ρ b = N/π, we have
In this setting write ρ (1) (r) = (N/π)χ 0<r<1 + κ(r) + O(N −1/2 ). Then it follows by comparing the definition of M N in the case g(r) = r m to (5.16) that
And it follows from this that κ(r) is the distribution supported at r = 1 given by
Thus for g(r) smooth in the neighbourhood of r = 1, and with R = 1 and ρ b = N/π, we have that for large N
Derivation using (2.9)
We will now consider the structure of the Gaussian fluctuation formula (5.2) itself. It can readily be deduced at Γ = 2 as a consequence of the expansion formula (2.9) for I N,Γ [g] [8] .
Thus then p = 1 and c 
where, with G µ l specified by (2.5) 20) and according to (2.6)
with |µ| = ΓN(N − 1)/4. Let's introduce the scaled variablesμ l := 2µ l /NΓ so that to leading order in
In terms of these scaled variables, and upon the change of variables r 2 = s, we see
For large N the maximum of the exponent occurs at s =μ l . Expanding the integrand about this point and completing the square shows that for large N
To proceed further we hypothesize that the values of {μ l } for which the c (N ) µ (2p + 1) in (2.9) are nonzero are uniformly distributed (or at least this situation dominates). Then we have 
Test near Γ = 2
In this subsection we verify (5.16) for Γ = 2 and for Γ close to 2, where explicit analytical calculations of M N can be done. When Γ = 2, the density profile is [9, §15]
where πρ b = N. Then, with m = 2n,
which satisfies (5.16) when Γ = 2. It is interesting to notice that there are no O(N −1/2 ) corrections to M N at Γ = 2. This is, however, a special feature of the Γ = 2 case, as for general Γ there will be non zero O(N −1/2 ) corrections (see sec. 5.4). A similar situation happens for the finite-size corrections to the free energy of the 2dOCP in the soft disk at Γ = 2 [19] .
For Γ close to 2, one can perform an expansion in powers of Γ − 2 of the density profile, to compute M N , similar to a computation done in [12] . To the linear order in Γ − 2, the density is given by ρ (1) ( r; Γ) = ρ (1) 
, where the truncated average is taken with the Boltzmann factor (1.5) at Γ = 2, H is the potential energy of the 2dOCP and ρ( r) is the microscopic density. Explicitly,
where the density and correlations in the RHS are evaluated at Γ = 2 and v( r, r ′ ) is the Coulomb pair potential (1.1). At Γ = 2, the correlation functions have the simple structure [12] [9, §15.3]
and z = √ πρ b re iφ , where (r, φ) are the polar coordinates of r. To perform the integrals in (5.27), it is convenient to expand the Coulomb potential (1.1) in a Fourier series in the polar angle
with r > = max(r 1 , r 2 ) and r < = min(r 1 , r 2 ). Replacing (5.28) and (5.30) in (5.27), after much algebra, one obtains
where we have defined
and
Some useful properties, as well as the asymptotic expansion when k 1 → ∞ and k 2 → ∞ of I(k 1 , k 2 ) and J (k 1 , k 2 ), are discussed in the appendix. Consequently, with πρ b = N, the 2n-moment of the density profile is
In the last term of (5.34) it is convenient to use the recurrence relation (A.6) and write
2 ) with
36)
(5.38) In (5.36) it is convenient to split the sum on k 1 and k 2 into two sums for k 1 < k 2 and k 1 > k 2 and in the latter use (A.3) to findm 1 =m 
In (5.39), the expression inside the sum is a polynomial of k 1 of order n − 1, therefore to obtain the order O(N 0 ) when N → ∞ ofm a 1 it is sufficient to consider the leading order of the polynomial and replace the sum over k 1 by an integral,
In the appendix it is shown that, for large k 1 and k 2 ,
To obtain the leading order contribution in N ofm b 1 one should replace the sums over k 1 and k 2 in (5.40) by integrals, and realise from (5.42) that the leading contribution will be obtained for k 1 and k 2 laying in a strip following the line k 1 = k 2 , with k 1 < k 2 , and of width of order √ N. With this in mind, it is useful to do a change of variables in the integrals, from k 1 and k 2 to k + = k 1 + k 2 , which goes along the strip, and u = (k 2 − k 1 ) 2k + , which goes perpendicular to the strip. The integral over u will give O(1) contributions, due to the fast decay of the erfc function, while the one over k + will give a contribution of order O(N n ). To obtain this, it is sufficient to keep the leading order in k + in the integrand. In (5.40), the expression in the sum over ℓ is a polynomial of k 1 and k 2 that vanishes when k 1 = k 2 , therefore it can be written as
with Q(k 1 , k 2 ) a polynomial in k 1 and k 2 of order n − 2. Actually, to the leading order,
Then, replacing in (5.40),
where the integral ∞ 0 u erfc(u) du = 1/4 was used. Putting together the last results, we find
Regarding the other contributions to M N , it can be noticed using the recurrence relation (A.5) thatm 2 +m 3 = 0 when n = 0, 1, 2, and 3. For n > 3, the leading order of these terms can be obtained following similar steps as the ones done form 1 . The sums over k 1 and k 2 are replaced by integrals over the variables k + and u defined above, and only the leading order in k + is kept. From (A.13), one can obtain that, for k + large,
Substituting into (5.37) shows
to obtainm
This result is in agreement with the general formula (5.16) when it is expanded around Γ = 2 to the linear order in Γ − 2 with m = 2n.
Numerical results for Γ = 4, 6, and 8
For Γ even, by application of (2.4) or (2.9), the 2n-moment of the density can be expressed as Table 5 .1: Fourth moment (n = 2) of the density when Γ = 4. Table 5 .5: Sixth moment (n = 3) of the density when Γ = 6. Table 5 .6: Eighth moment (n = 4) of the density when Γ = 6. Table 5 .9: Eighth moment (n = 4) of the density when Γ = 8.
Conclusion
In this work we explored two applications to the 2dOCP of the expansion of powers of the Vandermonde determinant based on the formalism presented in section 2. The first is the study of the moments of the pair correlation function on the sphere. We showed that the second moment satisfies an exact relation for finite number of particles N, and we explored numerically the behavior of higher order moments. Also an approximation to these moments using a formalism based on the direct correlation function was proposed. The second result is on the evaluation of the distribution function of the linear statistic N l=1 | r l | 2n in the soft disk geometry. The exact distribution tends to a Gaussian when N → ∞. We were able to compute the O(1) correction to mean of this linear statistic for any n, and deduce it for a general smooth radial linear statistic. The result was checked explicitly at Γ = 2, for values of Γ close to 2, and numerically for Γ = 4 and 6.
that appear in the expansion of the density around Γ = 2. First, it should be noticed that
Doing an integration by parts, one obtains the recurrence relation 4) and reiterating
Similarly, for J we have
From (A.5), one can obtain an alternative expression for I as a sum
The asymptotic expansion of I(k 1 , k 2 ) for large arguments, k 1 and k 2 of order N → ∞, can be obtained by the steepest descent method. The maximum of the integrand in (A.1) is for t 1 = k 1 and t 2 = k 2 . Therefore, the behavior of I(k 1 , k 2 ) will depend on whether this maximum is in the domain of integration 0 ≤ t 2 < t 1 or not, i.e., if k 2 < k 1 or not. If 1 ≪ k 2 < k 1 , and |k 1 − k 2 |/ √ N ≫ 1, then the maximum of the integrand in (A.1) is deep inside the domain of integration, and a simple application of the steepest descent shows that I(k 1 , k 2 ) ∼ k 1 !k 2 ! . However for the calculations of section 5.3, the behavior of I(k 1 , k 2 ) when k 2 > k 1 is needed. In this situation, the maximum of the integrand is outside the domain of integration. Nevertheless, I(k 1 , k 2 ) will give a significant contribution when the maximum of the integrand is "close" to the border, more precisely when |k 2 − k 1 | is of order O( √ N). The dominant contribution to the integral (A.1) will be given by the region consisting of a strip attached and parallel to the line t 1 = t 2 of width of order √ N . To be more specific, let us do the change of integration variables v + = t 1 + t 2 and v − = t 1 − t 2 in (A.1) and write where D = {(t 1 , t 2 ), 0 ≤ t 2 < t 1 }. g has its maximum for v + = v * + = k 1 + k 2 and v − = v * − = k 1 − k 2 (i.e. t 1 = k 1 and t 2 = k 2 ). Expanding g to the second order around its maximum we obtain Performing now the integral over v − gives 12) where erfc(x) = 1 − (2/ √ π)
x 0 e −t 2 dt, is the complementary error function. Recalling Stirling's formula for the factorial, (A.12) can be written as .13) 
