Upon carrying out logging, residues remain in the cutting area. Logging residues are an additional source of wood raw material for the production of fuel chips to be used in bioenergetics. In order to plan the logging residues collection and processing technology, it is necessary to gather information on the amount of this type of waste and its distribution within the cutting area. The article deals with the line intersect (LIS) method. The aim of this article was to assess the accuracy of the LIS method for quantifying logging residues after cut-to-length logging (CTL), uniformly distributed within the technology traffic lanes (strips) of width b on the cutting area of arbitrary shape S. The studies were conducted using computer simulations. In the models, logging residues are represented as clusters in the form of circles. The laws of distribution of the radius of the clusters and their position in the plot were determined by field measurements. In the simulations, clusters uniformly distributed along the X-axis and stripes on the Y-axis were considered. The samples of lines were the set of lines of different length and mutually perpendicular and parallel to the coordinate axes X, Y. In the simulations, four types of stripes were considered with a different angle to the Y-axis. Type 1 -angle = 0°, type 2 -angle = 15°, type 3 angle = 30°, type 4 -angle = 45°. It was determined through simulation that the estimated mean radius of the clusters is greater by 24% than the true mean radius. The LIS method formula is appropriate for estimating the amount of forest residues after CTL logging provided the true mean radius is taken. According to the results of simulation experiments, it was found that the results are in good agreement with the theoretical formulas if the location of the sample lines is mutually perpendicular and parallel to the coordinate axes X, Y of the area. Differences remain within the limits of 20% error.
Introduction
Currently, logging residues are widely used as raw material for bioenergy, for example, for fuel chips production. For the effective use of such waste, it is necessary to gather information on the amount of this type of waste and its distribution within the cutting area.
Currently, statistical estimation is widely used for the quantification of logging residues; this includes the line intersect (LIS) method.
The LIS method is based on the solution of the famous Buffon's needle problem. This method was first tested to estimate the amount of forest residues in New Zealand (Warren and Olsen 1964) .
The essence of the method lies in the fact that, after logging, one or more lines are laid in the cutting area called lines of sampling ( Fig. 1) . Then all the wood crossing these lines is considered. On the basis of this data, the volume of wood raw material per area is to be estimated.
It should be noted that all these studies considering the LIS method were performed to estimate logging residues, which were distributed around the cutting area in the form of individual logs and pieces (Fig. 2) .
At the present time, cut-to-length logging (CTL) is the primary logging method in European countries. CTL is a mechanized harvesting system in which trees are delimbed and cut to length directly at the stump. Forest residues after the CTL logging are heaps that contain tips, branches, etc. These heaps are close in shape to the circles (Fig. 3) . The previously developed LIS method, which was used to estimate distribution of logs and their pieces over the cutting area, cannot be applied for the estimation of the clusters of logging residues after CTL.
In the early 2000s, the authors of the article conducted for the first time the study of the possibility of applying the LIS method to estimate logging residues after CTL logging (in the article referred to as »the clusters of logging residues«) (Karpachev et al. 2010, Karpachev and Scherbakov 2013) .
The article (Karpachev et al. 2017) presents the results of studying the LIS method as applied to estimate residues on mathematical models after CTL logging. The obtained results show that the LIS method enables the estimation of different types of residues after CTL logging in terms of the amount, including such complex ones as uniform distribution within the technology traffic lanes (strips) of width b (Fig. 4) .
In models, clusters of logging residues were represented as being distributed by strips around a squarecut, regular-shaped area. The sample lines were laid perpendicularly across the whole area. All sample lines were of the same length.
Areal cutting area is not always characterized as a regular polygon. Generally, cutting area may not be Fig. 4 ) but any arbitrary shape (as shown in Fig. 5 ). In this case, sample lines are to be of different length (Fig. 5 ).
The purpose of this paper is to provide information on the LIS method for estimating logging residues in the form of separate heaps -clusters after CTL logging on a cutting area of any arbitrary shape S (as shown in Fig. 5 ) with sample l i .
In this article, a complex case was considered in terms of its practical application, when only one of the coordinates of the center of clusters (for example, x j ) has uniform distribution, while the other coordinate (for example, y j ) is generated in accordance with the distribution of the strips (Fig. 4 ). In this case, a different radius R j is assigned to each cluster.
This paper:
Þ explains the theory underlying the LIS method for estimating clusters of logging residues on a cutting area with sample lines of different length l i Þ provides basic formulas for estimating the number of cluster using sample lines of different length l i Þ provides simulation models of the heaps with different statistical characteristics and LIS field procedures for estimating the number of clusters by using sample lines of different length l i Þ provides basic results of computer simulation of the LIS method for estimating the number of clusters Þ briefly describes the field-sampling requirements for the LIS procedures.
Theoretical Approach
Let us consider a flat cutting area S. Suppose the area S contains n clusters ( Fig. 4) , with all the clusters being a circle of the radius R.
The number of clusters on the cutting area S can be estimated by the equation: The number of clusters on the cutting area S can be found using the equation:
where: m i number of intersections of clusters with the i th sample line Let all N clusters on the area S have the shape of a circle of the radius R. If the coordinates of the center of the cluster x j , y j are defined as a uniform distribution on the area S, then the probability that the i th sample line of the length l i > 2R will intersect the cluster, which can be equal to (De Vries 1986 , Karpachev et al. 2017 :
Equation (3) can also be used provided the coordinates of the center of the cluster x j or y j are not defined as a uniform distribution around the area S (Karpachev and Shcherbakov 2013) . For example, the coordinates of the center of clusters were generated in accordance with the distribution of strips along the technology traffic lanes of width b (clusters uniformly distributed along the X-axis and within stripes on the Y-axis, Fig.  4 ). In this case, we can use equation (3), provided all the sample lines are set normally towards the stripes direction as in Fig. 4 (Karpachev et al. 2017 ).
Thus, taking into account equation (3), equation (2) can be determined as:
Equation ( In theoretical studies of the LIS method, some assumptions have been accepted:
Þ the radii of all clusters are the same, being equal to R. In practice it can only be true for homogenous forests with uniform tree size and spatial distribution, but it may be invalid for close-tonature forestry Þ the coordinates of the cluster centers x j , y j on the cutting area are determined according to the uniform distribution law.
Due to the accepted assumptions, the theoretical formula may not be accurate enough in practice. In particular, a number of questions arise:
Þ What will be the effect of variability of the clusters radii on the estimation accuracy?
Þ What will be the effect of variability of the clusters radii on sampling?
Þ What will be the effect of the coordinates distribution law of the cluster centers x j , y j on the estimation accuracy?
Methods
Simulation studies on the LIS method were carried out by various authors (Pickford and Hazard 1978 , Pickford and Hazard 1986 , Karpachev and Shcherbakov 1990 , Karpachev et al. 2010 , Karpachev et al. 2017 . These studies were aimed at investigating various aspects of the LIS method. Most simulation research activities on the LIS method studied logging residues that consisted of separate logs. A small number of scientific works were devoted to modelling clusters of logging residues after CTL logging (Karpachev et al. 2010 , Karpachev et al. 2017 ). However, these research activities were applicable to sample lines of the same length.
The present paper considers a cutting area S with all sample lines of different length. Such model can be found in Fig. 5 , and it complies with the field conditions to a better extent.
However, the LIS method practical application, using the scheme in Fig. 5 , faces a number of difficulties. In particular, it is hard to lay sample lines that are normal to technology traffic lanes (strips). It is technology traffic lanes themselves that are not easy to be determined in a forested area. When applied, it is easier to lay sample lines along the arbitrarily chosen direction. In this case, there is a risk of sample lines coinciding with technology traffic lanes, which might lead to a significant variance, thus increasing the number of the required sample lines. To avoid that, sample lines may be laid perpendicularly in shape of a grid, as shown in Fig. 6 . We have studied this scheme based on mathematical models, and the findings are presented in this article. The developed mathematical model of clusters and sample lines on the cutting area differed from the one in Fig. 6 . In the mathematical model, the cutting area was assigned as a plane rectangular shape of size LхH (Fig. 7-10 ).
Based on the field measurement data (Karpachev et al. 2010, Karpachev and Shcherbakov 2013) , the following assumptions for the clusters of logging residues were accepted and used in the mathematical model:
Þ shape of the clusters is a correct circle with the variable radius R j Þ variation of the clusters radii is described by the normal distribution law Þ location of clusters on cutting area was taken as distributed by strips at an angle alfa to the Yaxis Þ coordinate x cj of residues spots was assigned according to the normal distribution law on the interval [0, L] Þ coordinate y cj was assigned according to the normal distribution law within the width of their strips b.
In practice, it was the most difficult to determine the shape and size of the clusters of logging residues. Our experience (Karpachev and Shcherbakov 2013) has shown that it is quite well to present the clusters as circles of variable radius R j . In practice, we measured the perimeters of the logging residues and then calculated the radii (Fig. 15 ). The mean radius of the clusters R was determined from field measurement data.
The coordinates of the center of clusters x cj , y cj were generated in accordance with the distribution by strips along the X-axis. In experiments, the angles between strips and the X-axis varied from 0 to 45° with 15° step. To gather statistics, we have generated hundreds of cluster models. Examples of generating the clusters with different angles can be found in Fig. 7 through 10.
The sample lines of different length were assigned, mutually perpendicular and parallel to the coordinate axes X, Y (Fig. 11 ). This grid of sample lines was placed on each generated cluster model.
The mathematical model enabled to simplify the modelling procedure, where the main idea of estimating clusters by sample lines of different length still applied.
The length l j of the sample line was a random variable taken upon the condition l j > R i . Each sample line was defined by the points of its beginning M 1i (X 1i , Y 1i ) and end M 2i (X 2i , Y 2i ). The model generated several sets of sample lines on the cutting area. There were four types of lines in each set: An example of clusters generation within six strips (angle alfa = 15°) with the set of four sample lines of different length is shown in Fig. 11 .
The maximum radius R max was defined by the formula:
where:
R the mean radius of the clusters.
In the model, we used the mean value of the radius R = 3 m.
The fact of intersection of j th cluster with i th sample line for 1 st type of lines was defined according to the following algorithm.
1. The i th sample line intersects j th cluster, provided it meets the logical condition: 2. If condition (7) fails to be met, then the intersection can still be appliied provided an additional logical condition is fulfilled (Fig. 12 
Equations (7) and (8) 
Likewise, logical conditions of sample line intersection with the cluster for all other types of line can be obtained.
Þ for the 2 nd type of lines: where:
Þ for the 4 th type of lines: where:
Estimation of the number of clusters was conducted using the algorithm described above. Estimation procedures were implemented in Delphi 7 program. In developing the computer program, we used common approaches used earlier (Karpachev et al. 2017 ). The program interface of the clusters estimation by the LIS method is shown in Fig. 13.   Fig. 12 Condition of intersection of the i th sample line with the j th cluster for the 1 st type of lines 
Results and Discussion
The LIS simulation results are shown in Table 1 and  Table 2 . All results are given with a 20% accuracy rate. Table 1 shows that the radius estimation R (mean radius from intersected clusters with all sample lines) exceeds the true mean value R = 3 m (mean radius from all clusters in cutting area). For example, for both strips orientation angle of 30° and the true number of clusters = 45 R = 3.47 m, which exceeds the true mean value by 15.7%.
Exceeding of the mean radius compared to the true mean radius for all angles and different number of spots can be seen in Fig 14. The mean value of radius estimation was R = 3.71 m, which exceeds the true mean value R by 24%. Exceeding of the value estimation can be explained by the fact that, in the model, the estimation was defined using cluster samples intersected by sample lines. Practically, such approach proved to be the most suitable (Fig. 15 ). However, according to Eq. 3, the probability that the sample line will intersect the cluster depends on the radius R. As a result, the radius R estimation was defined as too excessive for all angles and numbers of clusters (Fig. 14) .
To assess the way the cluster radius affects the estimation accuracy of the numbers of clusters, the constant value of the radius for all clusters (R = 3 m) was introduced. The results of the simulation experiments are shown in Table 2 and in the graph (Fig. 16 ). As shown by the graph (Fig. 16) , the discrepancy between the theoretical and experimental results for the radius estimations exceeded a 20% error. It should be emphasized that, for the constant value of the radius (R = 3 m), the discrepancy between the theoretical and experimental results exceeded the 20% error only in one case. The mean error was 9.3%.
It is interesting to analyze the mean numbers of intersections per line. An example of the results of simulation experiments (Table 1, Table 2 ) with the strip angle alfa = 45° can be found in Fig. 17 . The experimental data almost coincide with the theoretical data. An example of the dependence of the required number of sample lines on the number of clusters is shown in Fig. 18 (strip angle alfa = 45°). For comparison, in Fig. 18 the theoretical curve can be found for clusters with the uniform distribution law. As shown by the graph, the required number of sample lines for the clusters estimation that were distributed with strips ( Fig. 10 ) was twice to three times larger than for uniformly distributed clusters.
That can be explained by the fact that the variance of the average number of intersection of clusters with the lines will be higher than for uniformly distributed clusters.
For example, for 121 clusters with strip angle alfa = 45° (Table 1, Table 2 ), the theoretical number of sample lines is 24 lines. The required number of sample lines, calculated by the results of the experiments, amounted to 40 lines (estimation R) and 42 lines (R = 3 m).
Conclusion and Practical Recommendations
Estimation of the number of clusters on the cutting area of the arbitrary shape S can be made according to Eq. 5. While using Eq. 5, the mean radius of the clusters can be assigned as the radius R. The mean radius, being determined by selection of the spots thus inter-sected by the sample lines, resulted in the mean radius estimation that exceeds the true mean radius by 24% in simulation experiments. That can be explained by the fact that, according to the formula (Eq. 3), it is more likely for a larger radius to be intersected when compared to a smaller one.
Practically, in the case of determining the mean radius from a sample of clusters intersected by the laid lines, a correction should be made for the mean radius estimation.
Estimation of the radius does not depend on the number of clusters and angles of strips.
If the sample lines cross the cutting area (parallel to the Y-axis) and are equal to the width of the area, then the probability that the sample line will intersect the cluster can be determined by equation Eq. 3.
Estimation of the number of clusters should be done according to the results of the intersections of the clusters with n sample lines according to the formula (Eq. 5). The required number of sample lines can be determined according to statistics formula.
Simulation experiments were carried out for 4 types of clusters as shown in Table 1 , Table 2 and some of them in Fig. 14, 16 , 17 and 18.
The results of simulation showed that, when the location of the sample lines are across the area (Fig. 14,  16) , i.e., across the stripes with clusters, the results comply with the theoretical formulas. Discrepancies remain within a 20% error. This is due to the fact that, in this case, the estimation is only affected by the xcoordinate of the clusters.
When the location of the sample lines are along the cutting area (along the strips with clusters), the results failed to comply with the theoretical formulas. The discrepancies can exceed a 100% error. A significant discrepancy is explained by the fact that the estimation, in this case, is only affected by the y-position of the center of the cluster, which is distributed within the stripe. A number of the sample lines go through the stripes with a large number of intersections with the clusters, but the rest of the lines get between the strips, where there are no intersections of the lines with the clusters. This will clearly lead to an increase of variance (or standard deviation), which will correspondingly increase the required number of sample lines.
For clusters with coordinates x, y distributed by the uniform law around the cutting area, it is possible to carry out a sample line across the area and along the area. In this case, in practice, the sample lines can be drawn either way (along or across the cutting area).
For clusters distributed around the cutting area inside the stripes, the sample lines should be laid across the stripes. The required number of the sample lines can be predetermined according to statistics formula and can be clarified during the field measurement process using the graph (Fig. 17 and Fig. 18 ).
