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1. Introduction
The study of the ideals in a regular local ring (R,m) of dimension 2 has a long and
important tradition dating back to the fundamental work of Zariski [ZS]. More recent con-
tributions are due to several authors including Cutkosky, Huneke, Lipman, Rees, Sally, and
Teissier among others, see [C1,C2,H,HS,L,LT,R]. One of the main result in this setting is
the unique factorization theorem for complete (i.e., integrally closed) ideals proved orig-
inally by Zariski [ZS, Theorem 3, Appendix 5]. It asserts that any complete ideal can be
factorized as a product of simple complete ideals in a unique way (up to the order of the
factors). By definition, an ideal is simple if it cannot be written as a product of two proper
ideals. Another important property of a complete ideal I is that its reduction number is 1
which in turns implies that the associated graded ring grI (R) is Cohen–Macaulay and its
Hilbert series is well-understood; this is due to Lipman and Teissier [LT], see also [HS].
The class of contracted ideals plays an important role in the original work of Zariski
as well as in the work of Huneke [H]. An ideal I of R is contracted if I = R ∩ IR[m/x]
for some x ∈ m \m2. Any complete ideal is contracted but not the other way round. The
associated graded ring grI (R) of a contracted ideal I need not be Cohen–Macaulay and its
Hilbert series can be very complicated.
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594 A. Conca et al. / Journal of Algebra 284 (2005) 593–626Our goal is to study depth, Hilbert function, and defining equations of the various graded
rings (Rees algebra, associated graded ring and fiber cone) of homogeneous m-primary
contracted ideals in the polynomial ring R = k[x, y] over an algebraically closed field k of
characteristic 0.
In Section 3 we present several equivalent characterizations of contracted ideals in the
graded and local case. The main result of this section is Theorem 3.12. It asserts that the
depth of grI (R) is equal to the minimum of depth grI ′SN (SN), where S = R[m/x], I ′ is the
transform of I and N varies in the set of maximal ideals of S containing I ′.
An important invariant of a contracted ideal I of order (i.e., initial degree) d is the so-
called characteristic form. In the graded setting the characteristic form of I is GCD(Id),
where Id denotes the homogeneous component of degree d of I . The more general con-
tracted ideals are those with a square-free (i.e., no multiple factors) characteristic form. On
the other hand, the more special contracted ideals are those whose characteristic form is a
power of a linear form; these ideals are the so-called lex-segment ideals. The lex-segment
ideals are in bijective correspondence with the Hilbert functions (in the graded sense) of
graded ideals so that to specify a lex-segment ideal is equivalent to specify a Hilbert func-
tion.
In the graded setting Zariski’s factorization theorem for contracted ideals ([ZS, Theo-
rem 1, Appendix 5] or Theorem 3.8) says that any contracted ideal I can be written as
a product of lex-segment ideals I = mcL1 · · ·Lk . Here each Li is a lex-segment mono-
mial ideal with respect to an appropriate system of coordinates xi, yi which depends on i.
Furthermore Li has exactly one generator in its initial degree which is a power of xi .
As a consequence of Theorem 3.12 we have that the depth of grI (R) is equal to the
minimum of the depth of grLi (R) (see Corollary 3.14). We can also express the Hilbert
series of I in terms of the Hilbert series of the Li ’s and of the characteristic form of I (see
Proposition 3.10).
For a contracted ideal with a square-free characteristic form we show in Theorem 3.17
that the Rees algebra R(I), the associated graded ring grI (R) and the fiber cone F(I) are
all Cohen–Macaulay with expected defining equations in the sense of [Vas] and [MU].
Furthermore R(I) is normal, the fiber cone F(I) is reduced and we determine explicitly
the Hilbert function of grI (R).
Section 3 ends with a statement and a conjecture on the coefficients of the h-vector
of a contracted ideal. Denote by hi(I) the ith coefficient of the h-vector of I and by
µ(I) the minimal number of generators of I. We show that for any contracted (or mono-
mial) ideal I one has h1(I) (µ(I)+ 1)µ(I)/2 (Proposition 3.18) and we conjecture that
h2(I) 0.
Sections 4 and 5 are devoted to the study of the lex-segment ideals. This class is
important since, as we said above, information about the associated graded ring of a con-
tracted ideal I can be derived from information about the associated graded rings of the
lex-segment ideals appearing in the Zariski’s factorization of I. Another motivation for
studying the associated graded rings of lex-segment ideals comes from Section 2. There it is
proved that if I is any ideal and in(I) is its initial ideal with respect to some term order then
HI(n)Hin(I )(n) for all n provided depth grin(I )(R) > 0. In two variables initial ideals in
generic coordinates are lex-segment ideals. We detect several classes of lex-segment ideals
for which the associated graded ring is Cohen–Macaulay or at least has positive depth.
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ideal generated by generic forms f1, . . . , fs ; equivalently, set L = in((f1, . . . , fs)), where
the forms fi are generic and in generic coordinates. We show that depth grL(R) > 0 (see
Theorem 5.3). Furthermore grL(R) is Cohen–Macaulay if the forms fi have all the same
degree. In Section 6 we describe the defining equations of the Rees algebra of various
classes of lex-segment ideals.
Some of the results and the examples presented in this paper have been inspired and
suggested by computations performed by the computer algebra system CoCoA [Co]. In
particular, we have made extensive use of the local algebra package.
2. Initial ideals and associated graded rings
Let R be a regular local ring of dimension d , with maximal ideal m and residue
field k, or, alternatively, let R = k[x1, . . . , xd ] be a polynomial ring over a field k, and
m= (x1, . . . , xd). Throughout the paper we assume that k = R/m is algebraically closed
of characteristic 0. Moreover, let I be an m-primary ideal. For every integer n, the length
λ(R/In+1) of R/In+1 as R-module is finite. For n  0, λ(R/In+1) is a polynomial
HPI (n) of degree d in n. The polynomial HPI (n) is called the Hilbert–Samuel polyno-
mial of I and one has
HPI (n) = e(I)
d! n
d + lower degree terms.
In particular, e(I) is the ordinary multiplicity of the associated graded ring grI (R) to I ,
grI (R) =
⊕
n0
In/In+1.
The Hilbert function HFI (n) of I is defined as
HFI (n) = λ
(
In/In+1
)
and it is by definition the Hilbert function of grI (R). The Hilbert series of I is
HSI (z) =
∑
n0
HFI (n)zn.
It is well known that the Hilbert series is of the form
HSI (z) = h0(I) + h1(I)z + · · · + hs(I)z
s
(1 − z)d ,
with hi(I) ∈ Z for every i , h0(I) = λ(R/I) and ∑si=0 hi(I) = e(I).
In the local case, most important tools for studying the associated graded ring are mini-
mal reductions and superficial elements. Those tools are not available in the non-local case,
so we need to pass to the localization.
596 A. Conca et al. / Journal of Algebra 284 (2005) 593–626Lemma 2.1. Let S be a flat extension of a ring R and let I ⊂ R be an ideal. Suppose that
S/IS  R/I as R-modules. Then
grI (R)  grIS(S).
Proof. It is enough to prove that In/In+1  InS/In+1S as R-modules. Since S is a flat
extension of R, one has
InS/In+1S  InS ⊗S S/IS  In ⊗R S ⊗S S/IS  In ⊗R S/IS
 In ⊗R R/I  In/In+1,
and the multiplicative structure is the same. 
Remark 2.2. We apply the above lemma to our setting. The localization Rm is a flat ex-
tension of R and R/I  Rm/Im. By the above lemma, we get
grI (R)  grIm(Rm).
In particular, one has HFIm(n) = HFI (n) and hence HSIm(z) = HSI (z).
We are interested in studying the behaviour of HFI (n) under Gröbner deformation.
In the following we denote by I an m-primary ideal of R = k[x1, . . . , xd ] with m =
(x1, . . . , xd). We fix a term order on R and consider the initial ideal in(I) of I . Recall
that λ(R/I) = λ(R/ in(I)).
We want to compare HFI (n) and HFin(I )(n). First note that
e(I) e
(
in(I)
)
.
This inequality follows easily from the fact that the multiplicities can be read from the
leading coefficients of the Hilbert–Samuel polynomials of I and of in(I). In fact, since
in(I)n ⊆ in(In), we have
λ
(
R/In
)= λ(R/ in(In)) λ(R/ in(I)n) (1)
and hence for n  0 we get the required inequality on the multiplicities. Notice that in
[DTVVW, 4.3] equality has been characterized.
As a consequence of the next lemma one has that the same inequality holds for the
Hilbert function asymptotically, in a more general setting. Moreover, under some assump-
tion, the inequality holds from the beginning.
Lemma 2.3. Let J be an m-primary ideal in R = k[x1, . . . , xd ] and let F = {Fn}n0 be a
filtration of ideals, such that JFn ⊆Fn+1 and J n ⊆Fn for every n 0. Then
(1) λ(Fn/Fn+1) λ(J n/J n+1) for n  0;
(2) if depth grJ (R) > 0, then λ(Fn/Fn+1) λ(J n/J n+1) for every n 0.
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λ
(Fn/J n) λ(Fn+1/J n+1).
By Remark 2.2, and since λ(Fn/Fn+1) = λ(FnRm/Fn+1Rm), we may transfer the prob-
lem to the local ring Rm, identifying J with JRm andFn withFnRm. Let a be a superficial
element for J and consider the following exact sequence induced by the multiplication
by a:
0 → [(J n+1 : a)∩Fn]/J n →Fn/J n ·a→Fn+1/J n+1 →Fn+1/aFn + J n+1 → 0.
Since a is superficial and regular, one has J n+1 : a = J n for n  0, and this proves (1).
(2) If depth grJ (R) > 0, then a ∈ J/J 2 is regular (see [HM1, 2.1]) and J n+1 : a = J n
for every n. This forces the required inequality and concludes the proof. 
As a consequence of the above lemma one has:
Theorem 2.4. Fix any term order on R = k[x1, . . . , xd ], and let I be an m-primary ideal
in R. The following facts hold:
(1) HFI (n)HFin(I )(n) for n  0;
(2) if depth grin(I )(R) > 0, then HFI (n)HFin(I )(n) for every n 0.
Proof. Since λ(R/In) = λ(R/ in(In)) for every n, one has
HFI (n) = λ
(
In/In+1
)= λ(in(In)/ in(In+1)).
Now the results follow by applying Lemma 2.3 with J = in(I) and Fn = in(In). Note that
part (1) can also be proved directly from Eq. (1). 
A lex-segment ideal is a monomial ideal L such that whenever n,m are monomials
of the same degree with n > m in the lexicographical order then m ∈ L implies n ∈ L.
Macaulay’s theorem on Hilbert function implies that for every homogeneous ideal I there
is a unique lex-segment ideal L with dim Is = dimLs for all s. We will denote this ideal
by Lex(I). Note however that Lex(I) depends only on the Hilbert function of I .
The following examples show that the conclusion of part (2) in Theorem 2.4 does not
hold if the depth of grin(I )(R) is 0.
Example 2.5. (a) Consider R = Q[x, y] equipped with the lexicographic order, with x > y .
If I = (x5, x4y2, x2y5(x + y), xy8, y10), then in(I) = (x5, x4y2, x3y5, x2y7, xy8, y10). In
this case the associated graded ring to in(I) has depth zero and one has
HSI (z) = 32 + 14z+ 6z
2 − 2z3
2 , HSin(I )(z) =
32 + 16z+ 4z2 − 2z3
2 .(1 − z) (1 − z)
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HFin(I )(2). Note that in(I) is a lex-segment ideal, thus in particular, it is also the generic
initial ideal of I .
(b) Let
I = (x9, x7y, x6y3, x5y5, x4y12, x3y13, x2y14, xy17, y19)⊆ Q[x, y].
Its generic initial ideal is the lex-segment ideal
L = (x8, x7y2, x6y3, x5y5, x4y12, x3y13, x2y14, xy17, y19).
Notice that I is contracted, since it has the same number of generators as L (contracted
ideals will be defined and studied in Section 3). In this case as well, depth grL(R) = 0, and
the conclusion of Theorem 2.4(2) fails. In fact, one has
HSI (z) = 85 + 42z+ 10z
2 − 3z3
(1 − z)2 and HSL(z) =
85 + 43z+ 7z2 − z3
(1 − z)2 ,
thus HFI (2) = 349 > 348 = HFL(2).
By Theorem 2.4, in k[x, y], one has
λ
(
In/In+1
)
 λ
(
Lex(I)n/Lex(I)n+1
)
for every n  0.
Such inequality does not hold in 3 or more variables, see the next example.
Example 2.6. Let I = (x2, y2, xy, xz2, yz2, z4) ⊂ Q[x, y, z]. One has Lex(I) = (xz, xy,
x2, yz2, y2z, y3, z4), and
HSI (z) = 8 + 8z
(1 − z)3 , HSLex(I )(z) =
8 + 7z
(1 − z)3 .
Thus HFI (n)HFLex(I )(n) for every n 1, and also e(I) > e(Lex(I)).
In the last part of the section we restrict ourselves to the case of dimension two, and we
collect some Cohen–Macaulayness criteria for the associated graded ring. We recall the
following important result.
Proposition 2.7 [HM, Theorem A, Proposition 2.6]. Let I be an m-primary ideal of a
regular local ring (R,m) of dimension two and J a minimal reduction of I. Then grI (R)
is Cohen–Macaulay if and only if I 2 = J I.
It follows from [LT, 5.5] and [HS, 3.1] that:
Proposition 2.8. Let I be an m-primary ideal in a regular local ring (R,m) of dimension
two. If I is integrally closed, then grI (R) is Cohen–Macaulay.
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reductions need not exist in that setting. But the next corollary holds both in the graded and
in the local setting.
Proposition 2.9. Let I be an m-primary ideal in a regular ring R of dimension two. Then
grI (R) is Cohen–Macaulay if and only if
HSI (z) = h0(I) + h1(I)z
(1 − z)2 .
Proof. This is a simple consequence of the fact that grI (R)  grIm(Rm). In fact, by Propo-
sition 2.7, grIm(Rm) is Cohen–Macaulay if and only if I
2
m = J Im for some reduction J
of Im. Since Rm is a local Cohen–Macaulay ring, this is equivalent to
HSIm(z) =
h0(I) + h1(I)z
(1 − z)2
(see, for example, [GR, 2.5]). The conclusion follows by Remark 2.2. 
We will apply the above criteria for proving the Cohen–Macaulayness of the associated
graded rings of certain classes of monomial ideals.
Let R = k[x, y] and denote by m the ideal (x, y). There are many ways of encoding an
m-primary monomial ideal I . Among them we choose the following.
Set d = min{j : xj ∈ I }. Then for i = 0, . . . , d we set ai(I ) = min{j : xd−iyj ∈ I } and
a(I) = (a0(I), a1(I), . . . , ad(I)).
The sequence a(I) is said to be the column sequence of I . By the very definition we have
that a0(I) = 0 and 1 a1(I) a2(I) · · · ad(I). Conversely, any sequence satisfying
these conditions corresponds to a monomial ideal. For example,
I = (x3, xy3, y5) ←→ a(I) = (0,3,3,5),
I = (x4, x3y, x2y4, xy7, y9) ←→ a(I) = (0,1,4,7,9).
It is easy to see that
λ(R/I) = ∣∣a(I)∣∣=∑
i
ai(I ).
Note also that the minimal generators of I are the monomials xd−iyai(I ) with ai(I ) <
ai+1(I) or i = d .
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strictly increasing column sequences. In other words, any m-primary lex-segment ideal L
can be written as
L = (xd, xd−1ya1, . . . , xyad−1, yad ),
where 0 = a0 < a1 < · · · < ad . In particular, the minimal number of generators of L is
exactly one more than the initial degree. Ideals with this property are called contracted,
see Section 3. Furthermore, in characteristic 0, the lex-segment ideals are exactly the Borel
fixed ideals and this implies that the generic initial ideal gin(I) of I is equal to Lex(I).
The b-sequence (or differences sequence) of I is denoted by b1(I), . . . , bd(I) and de-
fined as
bi(I ) = ai(I ) − ai−1(I).
We will use ai for ai(I ) and bi for bi(I ) if there is no confusion.
If I and J are monomialm-primary ideals, then the column sequence of the product IJ
is given by
ai(IJ ) = min
{
aj (I) + ak(J ): j + k = i
}
.
In particular, the column sequence of In is given by
ai
(
In
)= min{aj1(I) + · · · + ajn(I ): j1 + · · · + jn = i}.
Example 2.11. Let I be a monomial ideal with b-sequence b1, . . . , bd .
(a) Assume b1  b2  · · ·  bd . Then it is easy to see that for every n ∈ N one has
ai(I
n) = (n − r)aq(I) + raq+1(I), where i = qn + r with 0  r < n. Summing up,
we have |a(In)| = n2|a(I)| − (n2)ad(I). It follows that
HSI (z) = λ(R/I) + (λ(R/I) − ad(I))z
(1 − z)2 .
Note that by [E, Example 4.22] the ideal I is integrally closed.
(b) Assume b1  b2  · · ·  bd . Then it is easy to see that for every n ∈ N one has
ai(I
n) = qad(I) + ar(I), where i = qd + r with 0  r < d . Summing up, we have
|a(In)| = n|a(I)| + (n2)dad(I). It follows that
HSI (z) = λ(R/I) + (dad(I) − λ(R/I))z
(1 − z)2 .
Moreover, the ideal J = (xd, yad ) is a minimal reduction of I , and I 2 = J I .
In both cases the associated graded ring of I is Cohen–Macaulay by 2.9.
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Let R be either a polynomial ring over a field or a regular local ring. Assume that
dimR = 2. Denote by m the (homogeneous) maximal ideal of R. Most of the results of
this section hold for any infinite base field. But, to avoid endless repetitions, we assume k
is algebraically closed of characteristic 0.
Let I ⊂ R be an ideal, homogeneous in the graded case. The ideals we are going to
study were introduced by Zariski [ZS]:
Definition 3.1. An ideal I ⊂ R is said to be contracted if there exists  ∈m \m2 such that
I = IS ∩R, where S = R[m/].
From now on we assume that I is m-primary. For any non-zero a inm, the order o(a) of
a is the m-adic valuation of a, that is, the greatest integer n such that a ∈mn. If o(a) = r,
then we denote by a∗ the initial form of a in grm(A), that is a∗ = a ∈ mr/mr+1. Denote
by µ(I) the minimum number of generators of I and by o(I) the order of I , that is, the
largest h such that I ⊆mh. In the graded case o(I) is simply the least degree of non-zero
elements in I . In the local case, if I∗ is the homogeneous ideal of grm(R) generated by
the initial forms of the elements of I , then o(I) is the least degree of an element in I∗. As
in [ZS], we call characteristic form the GCD of the elements of degree o(I) in I∗. In the
graded case the characteristic form is just the GCD of the elements of degree o(I) in I.
By the Hilbert–Burch theorem, I is generated by the maximal minors of a (t − 1) × t
matrix, say X, where t = µ(I). It follows that µ(I) o(I) + 1.
Remark 3.2. In the graded setting, if g1  · · · gt are the degrees of the generators of I
and z1  · · · zt−1 the degrees of the syzygies, then the ij -entry of X has degree zi − gj .
Here we use the convention that 0 has any degree. The matrix (uij ), uij = zi −gj , is called
the degree matrix of I . It is easy to see that uij must be positive for all i, j with j − i  1
and that o(I) =∑t−1i=1 ui,i+1.
We have the following proposition.
Proposition 3.3. The following conditions are equivalent:
(1) I is contracted,
(2) there exists  ∈m \m2 such that I : () = I :m,
(3) µ(I) = o(I) + 1.
Furthermore, in the graded case, (1)–(3) are equivalent to any of the following condi-
tions:
(4) I is Gotzmann, i.e., I and Lex(I) have the same number of generators,
(5) I is componentwise linear, i.e., the ideal generated by every homogeneous component
of I has a linear resolution,
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is a homogeneous polynomial of degree sh,
(7) ui,i+1 = 1 for i = 1, . . . ,µ(I) − 1.
Proof. The equivalence between (1)–(3) is proved in [H, 2.1, 2.3] in the local case and the
arguments work also in the graded case. In the graded case the equivalence between (3)
and (7) follows from Remark 3.2. The equivalence of (3) and (4) holds because, obviously,
o(I) = o(Lex(I)) and any lex-segment ideal in 2 variables satisfies (3), see Remark 2.10.
That (4) implies (5) is a general fact [HH, Example 1.1b] while that (5) is equivalent to
(6) follows from the fact that in two variables the only ideals with linear resolution have
the form fmu, where f is a form. To conclude, it suffices to show that (6) implies (2),
where  is any linear form not dividing the characteristic form of I and this is an easy
check. 
Definition 3.4. An ideal I ⊂ R is said to be contracted from S = R[m/] if I = IS ∩ R.
Moreover, we say that  is coprime for I if its initial form in grm(R) does not divide the
characteristic form of I.
Note that in the graded case, a coprime element for I is just a linear form  not dividing
the GCD of the elements of degree o(I) of I .
If I is contracted, then conditions (2) and (3) hold true for any  coprime for I . Since
k is infinite, coprime elements for I exist. More generally, given a finite number of ideals
one can always find an element which is coprime for any ideal.
By Remark 2.10, the minimum number of generators of any lex-segment ideal L is ex-
actly one more than the initial degree; hence L is contracted. Moreover, y + ax is coprime
for L for all a ∈ k.
Remark 3.5. The homogeneous component Ih of a homogeneous contracted ideal I has
the form Ih = fhRh−sh for all h o(I). The element fh is the GCD of the elements in Ih.
Furthermore, it divides fh−1 for all h > o(I). Here sh = degfh is also the dimension of
R/I in degree h. So we have
λ(R/I) =
(
µ(I)
2
)
+
∑
ho(I )
sh.
The number of generators of I in degree h > o(I) is sh−1 − sh. The lex-segment ideal
L = Lex(I) associated with I has the following form Lh = xshRh−sh .
Next we give a characterization of contracted ideals in terms of the Hilbert–Burch ma-
trix:
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of the base field k and b1, . . . , bd positive integers. Then the ideal generated by the d-
minors of the d × (d + 1) matrix


yb1 x + α1y 0 0 · · · · · · 0
0 yb2 x + α2y 0 · · · · · · 0
· · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · ·
0 · · · · · · · · · 0 ybd x + αdy


is contracted of order d , and y is coprime for I . Conversely, every contracted ideal I of
order d can be realized, after a change of coordinates, in this way.
Proof. That the ideal of minors of such a matrix is contracted follows directly from
the definition. Conversely, assume that I is contracted and let L be its associated lex-
segment ideal. Say a = (a0, . . . , ad) is the column sequence of L. The matrix above with
bi = ai − ai−1 > 0 and all the αi = 0 defines L. On the other hand, for every choice of the
αi we get a contracted ideal with the Hilbert function of I . We will show that a particular
choice of the αi will define the ideal I . By definition, I is determined by d and by the form
fh = GCD(Ih) for h  d . Since we assume that k is algebraically closed, every fh is a
product of linear forms. Since fh+1 divides fh, we may find linear forms d−sh+1, . . . , d
so that fh = ∏dj=d+1−sh j , where sh = degfh. Take linear forms 1, . . . , d−sh in any
way. Then take a system of coordinates x, y so that y does not divide any of the i . In other
words, up to irrelevant scalars, i = x + αiy for all i = 1, . . . , d . We claim that this choice
of the αi works. The degree of fh is determined by the Hilbert function. So, it is enough to
show that fh divides every d-minor of degree h of the matrix. This is easy to check. 
An important property of contracted ideals is the following:
Proposition 3.7. The product of contracted ideals is contracted.
Proof. The proof given in the local case in [H, 2.6] works also in the graded setting. 
Next we recall Zariski’s factorization theorem for contracted ideals [ZS, Theorem 1,
Appendix 5]:
Theorem 3.8. Let I be a contracted ideal of order d and characteristic form g of degree s.
Let g = gβ11 · · ·gβkk be the factorization of g, where the gi are distinct irreducible forms.
Then I has a unique factorization as
I =md−sL1L2 · · ·Lk,
where the Li are contracted ideals with characteristic form gβi .i
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graded setting it follows that the Li are lex-segment ideals in a system of coordinates
with gi as first coordinate. We deduce the following:
Lemma 3.9. In the graded setting and with the notation of Theorem 3.8 we have
λ(R/I) =
k∑
j=1
λ(R/Lj ) +
(
d + 1
2
)
−
k∑
j=1
(
βj + 1
2
)
.
Proof. The ideals Li can be described quite explicitly in terms of the data of I : if gi
appears in the GCD of Id+j with exponent β , then the GCD of Li in degree βi + j is
exactly gβi . Then using Remark 3.5, one gets the formula. 
From the factorization of I given in Theorem 3.8 immediately follows that
In =mn(d−s)Ln1Ln2 · · ·Lnk
is the analogous factorization for In. Applying Lemma 3.9 to In, summing up, and using
the formula
∞∑
n=0
(
(n+ 1)γ + 1
2
)
zn = γ (1 − z) + γ
2(1 + z)
2(1 − z)3 ,
we obtain:
Proposition 3.10. In the graded setting and with the notation of Theorem 3.8 we have
HSI (z) =
k∑
j=1
HSLj (z) +
(
d+1
2
)+ (d2)z −∑kj=1 [(βj+12 )+ (βj2 )z]
(1 − z)2 ,
and in particular,
e(I) =
k∑
j=1
e(Lj ) + d2 −
k∑
j=1
β2j .
Similarly one can write all the coefficients of the Hilbert–Samuel polynomial of I in
terms of those of the Li .
In this part of the section (R,m) will denote a regular local ring of dimension two and I
an m-primary ideal. We consider a coprime element  for I, and we fix a minimal system
of generators of m= (x, ).
We define now the transform of an ideal I (not necessarily contracted) in S = R[m/].
If a is in I and d = o(I) is the order of I , then a/d is in S and we may write
IS = dI ′,
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Notice that if I = (f1, . . . , ft ), then I ′ is generated (not minimally in general) by
f1/d, . . . , ft/d . If I and J are two ideals of R, then (IJ )′ = I ′J ′. In fact, if d = o(I)
and s = o(J ), then (IJ )S = (IS)(JS) = dsI ′J ′. Therefore (IJ )S = d+s(IJ )′, so the
conclusion follows. In particular, (In)′ = (I ′)n for any integer n.
If I =md, then I ′ = S. In particular, if I =msJ, then I ′ = J ′ in S.
In the following we always denote by I ′ the transform of I in S = R[m/].
We note that S = R[m/] = R[x/] is isomorphic to the ring R[z]/(x − z). The ring
S is not local and its maximal ideals N which contain m are in one-to-one correspondence
with the irreducible polynomials g in k[z].
We denote by T the localization of S at one of its maximal ideal N . Then T is a
2-dimensional regular local ring called the first quadratic transform of R. In algebraic
geometry this construction is the well-known “locally quadratic” transformation of an al-
gebraic surface, with center at a given simple point P of the surface.
If I ′ is the transform of I in S, then (I ′)N = I ′T is the transform of I in T and IT =
d(I ′)N if d = o(I). We remark that  is a regular element both in S and T . It is known that
if I is primary for m and N is a maximal ideal which contains I ′, then (I ′)N is primary
for N or is a unit ideal. If I is contracted, then (I ′)N is a unit ideal if and only if I = md
(see [ZS, Proposition 2 and Corollary, Appendix 5]).
In the following we assume I is not a power of the maximal ideal. Then I ′ is a zero-
dimensional ideal of S which is not necessarily primary. We will denote by Max(I ′) the
set of the maximal ideals associated to I ′. The maximal ideals in Max(I ′) depend on the
characteristic form of I and on the field k.
Denote by T any localization of S at a maximal ideal N ∈ Max(I ′). The following easy
facts will be useful in the proof of Theorem 3.12.
Remark 3.11. Let d = o(I),  be coprime for I , J be a minimal reduction of I and
S = R[m/]. The following facts hold:
(1)  is coprime for In and for msIn for every positive integers n and s. In particular, if I
is contracted from S, then In and msIn are contracted from S.
(2)  is coprime for J. In fact, there exists n such that In+1 = J In and since o(J ) = d , to
conclude it is enough to look at the minimal degree nd + d part of the corresponding
ideals of the initial forms.
(3) If I is contracted, then J I is contracted [H, proof of Theorem 5.1], and by (2) it is
contracted from S.
(4) If J = (a, b) , then J ′ = (a/d, b/d) is a minimal reduction of I ′ both in S and T . In
fact, if In+1 = J In, then In+1S = J InS. Since o(In+1) = o(J In), we have
(I ′)n+1 = J ′(I ′)n.
In particular, from the last equality it follows easily that Max(I ′) = Max(J ′I ′).
We are ready to state the main result of this section.
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two. With the above notation we have
depth grI (R) = min
{
depth grI ′N (SN): N ∈ Max(I ′)
}
.
Proof. First we prove that grI (R) is Cohen–Macaulay if and only if grI ′N (SN ) is Cohen–
Macaulay for every N ∈ Max(I ′).
Assume that grI (R) is Cohen–Macaulay and let (a, b) be a minimal reduction of I.
By Proposition 2.7, we have I 2 = (a, b)I , and in particular, I 2S = (a, b)IS. By definition
of the transform of an ideal one has that 2d(I ′)2 = 2d(a, b)′I ′ = 2d(a′, b′)I ′. Since 
is regular in S, it follows that (I ′)2 = (a′, b′)I ′ in S, hence (I ′)2 = (a′, b′)I ′ in T . Thus
grI ′N (SN) is Cohen–Macaulay for every N ∈ Max(I ′).
For the converse let (a, b) be a minimal reduction of I. Since {a′ = a/d, b′ = b/d}
generates a minimal reduction of I ′ in T , by Proposition 2.7 we get (I ′)2T = (a′, b′)I ′T .
Now, by Remark 3.11(4), we note that Max(I ′) = Max((a′, b′)I ′). Hence the equality is
local on all maximal ideals N which contain (a′, b′)I ′, thus in S
(I ′)2 = (a′, b′)I ′.
It follows that 2d(I ′)2 = 2d(a′, b′)I ′ = d(a′, b′)dI ′, that is,
I 2S = (a, b)IS.
By Remark 3.11(1) and (3), both I 2 and (a, b)I are contracted from S, hence I 2 =
I 2S ∩ R = (a, b)IS ∩ R = (a, b)I . Therefore I 2 = (a, b)I and thus grI (R) is Cohen–
Macaulay. This concludes the proof of the first part of the theorem.
Now it is enough to prove that depth grI (R) > 0 if and only if depth grI ′N (SN) > 0 for
every N ∈ Max(I ′). Assume depth grI (R) > 0. In particular, one has that In+1 :R a = In
for every n 0 with a superficial for I. Let a′ = a/d, it is enough to prove that (I ′)n+1 :S
a′ = (I ′)n for every n. In fact, from this it follows that a′ is regular in grI ′N (SN) for
every localization T = SN because (I ′)n+1T :T a′ = ((I ′)n+1 :S a′)N = (I ′)nN = (I ′)nT
for every n.
Let c/s be any element of S, with c ∈ ms . Suppose c/s is in (I ′)n+1 :S a′, that is,
c
s
a
d
∈ (I ′)n+1. To prove that c/s ∈ (I ′)n we distinguish two cases.
If s  dn, then
d(n+1) ca
s+d
∈ d(n+1)(I ′)n+1 = In+1S,
that is, dn−sca ∈ In+1S ∩ R = In+1. Thus dn−sc ∈ In, and
dn−sc = dn c
s
∈ InS = dn(I ′)n.
Since  is regular in S, it follows that c/s ∈ (I ′)n, and this concludes this case.
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exists f ∈ms−dnIn such that f = xs − p with p ∈ms−1. Hence we get that
(
x

)s
=
(
p
s−1
)
+ f
s
with
f
s
∈ (I ′)n.
Since c ∈ms, we may write c = uxs + q with u ∈ R, q ∈ms−1. Now
c
s
= u
(
x

)s
+ q
s−1
= q + pu
s−1
+ f
s
.
Hence q+pu
s−1 ∈ (I ′)n+1 : a′ and we have to prove that q+pus−1 ∈ (I ′)n. By repeating this
argument, after s − dn steps we are in the already discussed case s < dn.
We now assume that depth grI ′N (SN) > 0 for every N ∈ Max(I ′) and we have to prove
that depth grI (R) > 0. We recall that if J = (a, b) is a minimal reduction of I, then J ′ =
(a/d, b/d) is a minimal reduction of I ′ in T = SN and, by the assumption, we may
suppose that a′ = a/d is regular in grI ′N (T ).
Thus (I ′)n+1N :T a′ = (I ′)nN for every n  0 and for every N ∈ Max(I ′) which implies
(I ′)n+1 :S a′ = (I ′)n because it is a local fact on the maximal ideals N ∈ Max(I ′).
We conclude if we prove that In+1 : a = In for every n 0.
Let b ∈ In+1 :R a, that is, ba ∈ In+1. Since o(In+1) = d(n + 1) and o(a) = d , one has
o(b) dn. Then
ba = d(n+1) ba
d(n+1)
= d(n+1) b
dn
a
d
∈ In+1 = d(n+1)(I ′)n+1,
and since  is regular in S, b
dn
a
d
∈ (I ′)n+1, thus b
dn
∈ (I ′)n. It follows that b = dn b
dn
∈
dn(I ′)n = InS, and then b ∈ InS ∩R = In, since In is contracted from S. 
Theorem 3.12 can be applied also in the graded setting by localizing. We present now
some corollaries which hold both in the local and in the graded case.
Corollary 3.13. Let I and J be contracted ideals with coprime characteristic forms. Then
depth grIJ (R) = min
{
depth grI (R),depth grJ (R)
}
.
Proof. Note that if g = gβ11 . . . gβkk is a factorization in irreducible factors of the character-
istic form g of an ideal I, then
Max(I ′) = {(gi/, ): i = 1, . . . , k},
where  is a coprime element for I. Since the characteristic forms of I and J are coprime,
Max(I ′) ∩ Max(J ′) = ∅. Thus (IJ )′N = I ′N for every N ∈ Max(I ′) and (IJ )′M = J ′M for
every M ∈ Max(J ′). By using twice Theorem 3.12, we have
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{
depth grI ′N (SN),depth grJ ′M (SM): N ∈ Max(I
′),M ∈ Max(J ′)}
= min{depth grI (R),depth grJ (R)}. 
In particular:
Corollary 3.14. Consider the factorization of a contracted ideal I as in Theorem 3.8. Then
depth grI (R) = min
{
depth grLi (R): i = 1, . . . , k
}
.
The above result leads to study the depth of the associated graded ring of a lex-segment
ideal. This will be the topic of the next section.
Remark 3.15. Trung and Hoa gave in [TH] a combinatorial characterization of the
Cohen–Macaulayness of semigroup rings which can be applied to the study of the Cohen–
Macaulay property of the Rees algebra of monomial ideals. In principle their result in
connection with Corollary 3.14 can be used to give combinatorial description of the
Cohen–Macaulayness of the associated graded rings of contracted ideals. In practice, how-
ever, we have not been able to obtain such a characterization.
By Corollary 3.14 and Example 2.11, we have
Corollary 3.16. Consider the factorization of a contracted ideal I as in Theorem 3.8. If
o(Li) 2 for every i = 1, . . . , k, then grI (R) is Cohen–Macaulay.
Consider the Rees algebra R(I) =⊕n∈N In of I , and the fiber cone F(I) = grI (R) ⊗
R/m of I . In the special case o(Li) = 1, one has the following theorem.
Theorem 3.17. Let I ⊂ R = k[x, y] be a homogeneous contracted ideal with o(I) = d .
Assume that the characteristic form is a square-free polynomial (it has no multiple factors).
Then:
(1) The Rees algebra R(I) is a Cohen–Macaulay normal domain and the defining ideal
J ofR(I) has the expected form in the sense of [Vas, §8.2] and [MU, 1.2], that is, J is
the ideal of 2-minors of a 2 × (d + 1) matrix H .
(2) The associated graded ring grI (R) is Cohen–Macaulay with Hilbert series
HSI (z) = λ(R/I) +
(
d
2
)
z
(1 − z)2 .
(3) The fiber cone F(I) is a Cohen–Macaulay reduced ring defined by the 2-minors of a
2 × d matrix of linear forms. Furthermore, F(I) is a domain if and only if I =md .
Proof. By Corollary 3.16, grI (R) is Cohen–Macaulay. Hence R(I) is also Cohen–
Macaulay. Since GCD(Id) is square free, I is given by the d-minors of the matrix φ of
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φ is m and that the ideal of the (d − 1)-minors of φ is md−1. By [MU, 1.2], we conclude
that J has the expected form, that is, it is given by the 2-minors of a certain matrix H .
We can write down explicitly the matrix. If we presentR(I) as R[t0, . . . , td ]/J by sending
ti to (−1)i times the d-minor of φ obtained by deleting the (i + 1)th column, then J is
generated by the 2-minors of the matrix:
H =
(
x α1t1 + yb1−1t0 α2t2 + yb2−1t1 . . . αdtd + ybd−1td−1
−y t1 t2 . . . td
)
By Theorem 3.8, I is a product of complete intersections of order 1. Thus I is integrally
closed. In a two-dimensional regular ring, this is equivalent to the normality ofR(I). This
conclude the proof of part (1). For part (3) one notes that the defining equation of F(I) are
the 2-minors of the matrix obtained from H by replacing x and y with 0. The dimension
of F(I) is 2 and the codimension of F(I) is µ(I) − 2, i.e., d − 1. So F(I) is defined
by a determinantal ideal with the expected codimension, thus it is Cohen–Macaulay (see
[BV]). That F(I) is reduced follows by the fact that one of the initial ideals of its defining
ideal is (ti tj : 1  i < j  d). Finally, if I is not md , then at least one of the bi , say
bk , is > 1 and then some of the generators of the defining ideal of F(I) have tk as a
factor. Therefore F(I) is not a domain. Now, if I = md , then F(I) is the d th Veronese
algebra of R, hence a domain. It remains to prove the assertion on HSI (z). Since grI (R) is
Cohen–Macaulay, its h-vector has length 1. Obviously h0(I) = λ(R/I). Since the Li are
complete intersections and βi = 1, from Proposition 3.10 it follows that h1(I) =
(
d
2
)
. 
In the above theorem it is proved that h1(I) =
(
d
2
)
for contracted ideal with square free
characteristic form. In general the following inequalities hold:
Proposition 3.18. Let I ⊂ R = k[x, y] be an m-primary homogeneous ideal. If I is mono-
mial or contracted, then h1(I)
(
µ(I)−1
2
)
and e(I) λ(R/I) + (µ(I)−12 ).
Proof. In general, one knows that e(I)  h0(I) + h1(I), see [V1, Lemma 1]. So it is
enough to prove the first inequality. By Proposition 3.10, if the inequality holds for lex-
segment ideals, then it holds for contracted ideals. Thus to conclude it is enough to prove
the first inequality for monomial ideals.
Let I be a monomial ideal, say with associated column sequence a = (a0, . . . , ad) and
differences sequence b = (b1, . . . , bd). Now one has µ(I) = |{i: bi > 0}|+1. Suppose that
one of the bi is > 1, say bk > 1. Set c = (c1, . . . , cd) with ci = bi if i = k and ck = bk − 1.
Denote by f the sequence whose differences sequence is c, i.e., f0 = 0 and fi =∑ij=1 cj ,
and by J the corresponding monomial ideal. In other words, fj = aj if j < k and fj =
aj − 1 if j  k. We claim that
h1(I) h1(J ). (2)
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λ(R/I) − λ(R/J ) =
∑
i
ai −
∑
i
fi = d − k + 1.
Therefore
h1(I) − h1(J ) = λ
(
R/I 2
)− λ(R/J 2)− 3(d − k + 1)
and hence (2) is equivalent to:
λ
(
R/I 2
)− λ(R/J 2) 3(d − k + 1).
Denote by a(2) and f (2) the column sequences associated with I 2 and J 2, respectively.
Note that a(2)i = aj + ah for some j and h with 0 j,h d and j + h = i . If i  2k − 1,
then at least one among j,h is  k and if i  k + d , then both j,h are  k. It follows that
a
(2)
i 


f
(2)
i , if i = 0, . . . ,2k − 2,
f
(2)
i + 1, if i = 2k − 1, . . . , k + d − 1,
f
(2)
i + 2, if i = k + d, . . . ,2d.
We may conclude that
λ
(
R/I 2
)− λ(R/J 2)= 2d∑
i=0
a
(2)
i −
2d∑
i=0
f
(2)
i  3(d − k + 1)
as desired. Since the number of generators of I and J is, by construction, the same, it is
now enough to prove the assertion for J . Repeating the argument it is enough to prove the
statement for a monomial ideal H whose differences sequence consists only of 0 and 1.
Such an ideal has α+1 generators and one generator, namely yα , of degree α. In particular,
it is a lex-segment ideal with respect to y , whose differences sequence does not contain
0. After exchanging x and y and by applying the same procedure as above to H , one
ends up with a power of the maximal ideal, for which it is easy to see that the inequality
holds. 
One may wonder whether the inequality h1(I) 
(
µ(I)−1
2
)
holds more generally for
every m-primary ideal I . We believe that this is indeed the case.
In general, h2(I) need not be non-negative for an m-primary ideal I . The ideal I gen-
erated by 4 generic polynomials of degree 7 and one generic polynomial of degree 8 (take
for example x7, y7, x3y4, x6y − xy6, x2y6 − x5y3) has h2(I) = −1. On the other hand,
there is some computational evidence that
Conjecture 3.19. For a contracted ideal I one has h2(I) 0.
A. Conca et al. / Journal of Algebra 284 (2005) 593–626 611Note that, in view of Proposition 3.10, to prove the conjecture one may assume right
away that I is a lex-segment ideal.
4. Lex-segment ideals and depth of the associated graded ring
In this section we study the depth of the associated graded ring of a lex-segment
ideal in k[x, y]. This is strongly motivated by Corollary 3.14 which moves the compu-
tation of the depth of the associated graded ring from contracted ideals to lex-segment
ideals.
We start by giving classes of lex-segment ideals whose associated graded rings
have positive depth or are Cohen–Macaulay. Notice that we can apply Theorem 2.4
to such classes since, in our setting, gin(I) is a lex-segment ideal. In the second part
of the section we find new classes of lex-segment ideals whose associated graded
ring is Cohen–Macaulay by interpreting Theorem 3.12 in the case of lex-segment
ideals.
Let L be a lex-segment ideal in R = k[x, y]. As we have already seen, one has
L = (xd, xd−1ya1, xd−2ya2, . . . , yad ),
with 0 = a0 < a1 < a2 < · · · < ad. The sequence (b1, . . . , bd), with bi = ai − ai−1, is the
differences sequence of L. From now on we may assume ad > d , otherwise L = md and
its associated graded ring is Cohen–Macaulay.
By Proposition 2.7, if I is anm-primary ideal in R with I 2 = J I for a minimal reduction
J of I , then grI (R) is Cohen–Macaulay. We show now that in the class of lex-segment
ideals, L2 = JL for certain kind of (non-minimal) reduction J , will yield positive depth
for the associated graded ring.
Proposition 4.1. Let L = (xd, . . . , yad ) be a lex-segment ideal. If L2 = (xd, xd−iyai , yad )L
for some i = 0, . . . , d , then depth grL(R) > 0.
Proof. We show that Ln : (xd, yad ) = Ln−1 for all n  1. For n = 1, it is obvious. Let
n > 1 and assume that the result is true for n − 1. Let h ∈ Ln : (xd, yad ). Without loss of
generality we may assume that h is a monomial. Since Ln = J n−1L, we may write
hxd = (xd)r1(xd−iyai )r2(yad )r3g1, (3)
hyad = (xd)s1(xd−iyai )s2(yad )s3g2 (4)
for some g1, g2 ∈ L and∑i ri = n− 1 =∑j sj . We need to show that h ∈ Ln−1. If r1 > 0
or s3 > 0, then clearly h ∈ Ln−1. Suppose r1 = s3 = 0. If s2 = 0, then s1 = n−1. Therefore,
x − degh  (n − 1)d so that h ∈ Ln−1. Similarly, if r2 = 0, then r3 = n − 1. Hence y −
degh (n − 1)ad so that h ∈ Ln−1. Suppose r2  1 and s2  1. Then from (3) it follows
that y − degh  ad−i and from (4) it follows that x − degh d − i . Therefore, xd−iyai
divides h. Write h = xd−iyai h1. Then we have
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d = (xd)r1(xd−iyai)r2−1(yad )r3g1,
h1y
ad = (xd)s1(xd−iyai)s2−1(yad )s3g2.
Therefore h1 ∈ Ln−1 : (xd, yad ) = Ln−2, by induction hypothesis. Hence h = xd−iyaih1 ∈
Ln−1. Therefore Ln : (xd, yad ) = Ln−1 for all n 1 and hence depth grL(R) > 0. 
The following proposition gives a class of lex-segment ideals to which one can apply
Proposition 4.1:
Proposition 4.2. Let L = (xd, . . . , yad ) be a lex-segment ideal such that b2  b3 
· · · bd . Then L2 = (xd, xd−1ya1, yad )L. In particular, depth grL(R) > 0.
Proof. Set J = (xd, xd−1ya1, yad ). We need to show that for all 0  i  j  d ,
xd−iyai xd−jyaj ∈ JL.
We split the proof into two cases:
Case I. If i+j −1 d , then we show that x2d−i−jyai+aj = xd−1ya1 ·xd−i−j+1yai+j−1 ·m
for some monomial m.
Consider the following equations:
(1) ai+j−1 − aj = bi+j−1 + bi+j−2 + · · · + bj+1,
(2) ai − a1 = bi + bi−1 + · · · + b2.
Since b2  b3  · · · bd , ai −a1  ai+j−1 −aj . Therefore, ai +aj  ai+j−1 +a1. Hence,
we may write x2d−i−jyai+aj = xd−1ya1 · xd−i−j+1yai+j−1 · m for some monomial m, so
that x2d−i−jyai+aj ∈ JL.
Case II. If i + j − 1 > d , then x2d−i−jyai+aj = xd−k−1yak+1 · yad · m′ for some mono-
mial m′, where k = i + j − 1 − d .
As in Case I, write ad − ai and aj − ak+1 as sum of bl and conclude that ai + aj 
ad +ak+1. Therefore x2d−i−j yai+aj = xd−k−1yak+1 ·yad ·m′, so that x2d−i−jyai+aj ∈ JL.
Therefore, for all 0 i  j  d , x2d−i−jyai+aj ∈ JL and hence L2 = JL. Now using
Proposition 4.2, we may conclude that depth grL(R) > 0. 
We apply now the theory developed in Section 3 to lex-segment ideals. Recall that a
lex-segment ideal L = (xd, xd−1ya1, . . . , yad ) is contracted from S = R[m/y] = R[x/y].
In particular, LS ∩ R = L and LS = ydL′, where L′ is the monomial ideal of S gener-
ated by the elements ( x
y
)d−iyai−i for every i = 0, . . . , d .
It will be useful to consider ϕ : S = R[x/y] = k[x, y, z]/(x − yz) → P = k[y, z] the
natural ring homomorphism defined by sending the class of f (x, y, z) to f (yz, y, z) for
every f (x, y, z) ∈ k[x, y, z]. It is easy to see that ϕ is an isomorphism. We set T (L) =
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has
grT (L)(P )  grL′(S).
These facts hold for every contracted ideal, not only for lex-segment ideals. In practice, the
ideal T (L) can be obtained from L by substituting x with yz and dividing any generator
by yd, where d = o(L). In the following examples we explain in details the procedure.
Example 4.3. Let L = (x4, x3y, x2y3, xy4, y10) ⊂ R = k[x, y]. Note that o(L) = 4. The
transform L′ of L is defined to be the ideal of S = R[z]/(x − zy) such that LS = y4L′.
Thus one has
LS = (y4z4, y4z3, y5z2, y5z, y10)S = y4(z4, z3, yz2, yz, y6)S = y4(z3, yz, y6)S,
and via the isomorphism ϕ one gets T (L) = (z3, yz, y6) in P = k[y, z].
We remark that in the particular case of a lex-segment ideal L, its transform L′ is a
primary ideal for N = (y, x/y) or equivalently T (L) is a primary ideal for (y, z). Hence,
by Remark 2.2,
grL′(S)  grL′N (SN).
Now we may rephrase Theorem 3.12 in the case of a lex-segment ideal. As a conse-
quence one has that to compute the depth of the associated graded ring of L one can pass to
the transform T (L) of L, which is in general easier to study. In particular, µ(T (I)) µ(I)
and e(T (I)) < e(I), see [H, 3.6].
Theorem 4.4. Let L be a lex-segment ideal in R = k[x, y]. With the above notation we
have
depth grL(R) = depth grT (L)(P ).
Proof. Since grT (L)(P )  grL′(S), it suffices to prove that depth grL(R) = depth grL′(S).
The ideal L is primary for m = (x, y) and L′ is primary for the maximal ideal N =
m + (x/y), hence by Remark 2.2, grL(R)  grLm(Rm) and grL′(S)  grL′N (SN). Now
the result follows by using Theorem 3.12. 
As an immediate application of the theorem, we find classes of lex-segment ideals,
whose associated graded ring is Cohen–Macaulay.
First, we want to give an explicit description of the ideal T (L), where L is a lex-segment
ideal. Let L = (B1, . . . ,Bs+1) be the decomposition of the minimal set of generators of
L in subsets of elements of the same degree, that is, Bi is the block of the elements
of degree d + i − 1. Assume Bs+1 = ∅. In Example 4.3 one has B1 = {x4, x3y}, B2 =
{x2y3, xy4}, B3 = · · · = B6 = ∅, B7 = {y10}.
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|B1| = p1 + 1, |Bi | = pi for i = 2, . . . , s + 1.
Proposition 4.5. With the above notation one has
T (L) = (zd−p1)+ (zd−(p1+···+pi )yi−1: i  2, pi = 0).
Proof. By definition one has B1 = {xd, . . . , xd−p1yp1} and
Bi =
{
xd−(p1+···+pi−1+1)yp1+···+pi−1+i , . . . , xd−(p1+···+pi)yp1+···+pi+i−1
}
for i  2. Applying the transform to the elements of Bi , one obtains the set
T (Bi) =
{
zd−(p1+···+pi−1+1)yi−1, . . . , zd−(p1+···+pi)yi−1
}
,
hence the ideal (
T (Bi)
)= (zd−(p1+···+pi )yi−1)
and this concludes the proof. 
It is natural to ask under which conditions is T (L) a lex-segment ideal. As an easy
consequence of Proposition 4.5, one gets a characterization:
Lemma 4.6. Let L be a lex-segment ideal. Then T (L) is a lex-segment ideal if and only if
one of the following holds:
(1) pi  1 for every i  2;
(2) pi = 0 for every i  2.
Moreover, in case (2) T (L) is a lex-segment ideal with respect to y and its differences
sequence is (ps+1,ps, . . . , p3,p2).
Proof. By Proposition 4.5, one has
T (L) = (zd−p1, zd−(p1+p2)y, zd−(p1+p2+p3)y2, . . . , zd−(p1+···+ps)ys−1, ys).
It is clear that T (L) is a lex-segment ideal with respect to z if and only if pi  1 for
every i  2. Note that by definition
∑s+1
i=1 pi = d and s + 1 = ad − d + 1, and let rewrite
T (L) as
T (L) = (yad−d , yad−d−1zps+1, . . . , y2zp4+···+ps+1 , yzp3+···+ps+1, zp2+···+ps+1).
It follows that T (L) is a lex-segment ideal with respect to y if and only if pi = 0 for
every i  2. When this is the case the differences sequence is (ps+1,ps, . . . , p3,p2). 
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Note that the difference between the degree of xd−iyai and the degree of xd−i+1yai−1 is
bi − 1. Thus the conditions of the lemma above can be written in terms of the bi . In fact,
condition (1) is equivalent to bi  2 if bi−1  2, that is, the generators of L of degree > d
have all different degrees. Condition (2) holds if and only if bi ∈ {1,2} for every i , that is,
there are generators in every degree between d and ad .
By the above lemma, Example 2.11, and Theorem 4.4, we get new classes of lex-
segment ideals with Cohen–Macaulay associated graded ring:
Proposition 4.8. Let L be a lex-segment ideal. Assume that one of the following holds:
(1) 0 < p2  p3  · · · ps+1, or
(2) p2  p3  · · · ps+1.
Then grL(R) is Cohen–Macaulay.
5. Generic forms and lex-segment ideals
Theorem 2.4 points to a question: “find classes of ideals in R such that the associated
graded ring of its initial ideal has positive depth.” It is known that if char k = 0 and I is
an ideal in R = k[x, y], then the generic initial ideal gin(I) is a lex-segment ideal. We say
that an ideal I is a generic ideal if it is generated by generic forms of given degrees and
a lex-segment ideal L is generic, if it is the lex-segment ideal of a generic ideal. It is not
always true that the associated graded ring of a lex-segment ideal has positive depth, see
Example 2.5(a). In this section we produce a sub-class of the lex-segment ideals, namely
lex-segment ideals of genericm-primary ideals, with positive depth associated graded ring.
Let I be a generic m-primary ideal in R. We begin with a lemma which will help us in
identifying the structure of a generic lex-segment ideal in R. For a polynomial f (z) =∑
i aiz
i ∈ Z[z], we let |f (z)| =∑i bizi with bi = ai if a0, . . . , ai > 0 and bi = 0 if aj  0
for some j  i , and let ∆f (z) =∑i (ai − ai−1)zi .
Proposition 5.1. Let H(z) ∈ Z[z]. Then
H(z) =
∣∣∣∣
∏r+1
i=1 (1 − zdi )
(1 − z)2
∣∣∣∣
for some integers d1, . . . , dr+1, r  1 if and only if
∆H(z) = 1 + z + · · · + zd1−1 − p1zd1 − p2zd1+1 − · · · − pszd1+s−1 − czd1+s ,
where 0 p1  p2  · · · ps , 0 c < ps and∑si=1 ps + c = d1.
Proof. Assume that H(z) has the given form. We induct on r . Let r = 1. Then
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∣∣∣∣ (1 − zd1)(1 − zd2)(1 − z)2
∣∣∣∣= ∣∣(1 + z + · · · + zd1−1)(1 + z + · · · + zd2−1)∣∣
= 1 + 2z + · · · + d1zd1−1 + · · · + d1zd2−1 + (d1 − 1)zd2 + · · · + zd1+d2−2.
Therefore
∆H(z) = 1 + z + · · · + zd1−1 − zd2 − zd2+1 − · · · − zd1+d2−1.
Then
0 = p1 = · · · = pd2−d1 < 1 = pd2−d1+1 = · · · = pd2−1.
Also ∑
i
pi = (d1 + d2 − 1) − (d2 − 1) = d1.
Hence the assertion follows.
Now assume that r > 1 and that the assertion is true for all l < r . Let
H ′(z) =
∣∣∣∣
∏r
i=1(1 − zdi )
(1 − z)2
∣∣∣∣.
Then by inductive hypothesis, there exist p1, . . . , ps, c such that 0  p1  · · · ps; 0 
c < ps; ∑i pi + c = d1 and ∆H ′(z) = 1 + z + · · · + zd1−1 − p1zd1 − · · · − pszd1+s−1 −
czd1+s . Therefore, if we write H ′(z) =∑i aizi , then
ai =
{
i + 1, if i = 0,1, . . . , d1 − 1,
d1 −∑i−d1+1j=1 pj , if d1  i  d1 + s − 1,
0, if i  d1 + s.
(5)
We have
H(z) =
∣∣∣∣∣
r∏
i=1
(1 − zdi )
(1 − z)2
(
1 − zdr+1)
∣∣∣∣∣= ∣∣H ′(z)(1 − zdr+1)∣∣.
If dr+1 > degH ′(z) = d1 + s − 1, then |H ′(z)(1 − zdr+1)| = |H ′(z)| = H ′(z). Therefore
assume that dr+1  d1 + s − 1. If we set H ′(z)(1 − zdr+1) =∑i bizi , then
bi =
{
ai, if 0 i  dr+1 − 1,
ai − (j + 1), if i = dr+1 + j.
Set h = max{i  dr+1: bi > 0}. Therefore,
∣∣H ′(z)(1 − zdr+1)∣∣= ∣∣∣∣∑bizi
∣∣∣∣=
h∑
biz
i =: P(z).
i i=0
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of ∆P(z) in degree i . Then
∆P(z)i =
{
∆H ′(z)i, if i  dr+1 − 1,
∆H ′(z)i − 1, if dr+1  i  h,
and ∆P(z)h+1 = −bh. Then
h∑
i=d1
∆P(z)i + bh =
dr+1−d1∑
i=1
pi +
h−d1+1∑
i=dr+1−d1+1
[pi + 1] + (ah − h+ dr+1 − 1)
=
h−d1+1∑
i=1
pi + (h− dr+1 + 1)+ ah − (h − dr+1 + 1)
=
h−d1+1∑
i=1
pi + ah = d1
because by Eq. (5) one has ah = d1 −∑h−d1+1j=1 pj . Therefore ∆P(z) = ∆H(z) satisfies
the required properties.
Let
∆H(z) = 1 + z + · · · + zd1−1 − p1zd1 − · · · − pszd1+s−1 − czd1+s
with pi and c satisfying the given properties. We prove by induction on ps . Suppose
ps = 1. Then c = 0 and [p1, . . . , ps ] = [0, . . . ,0,1, . . . ,1] for certain number of 0’s, say l,
and 1’s, say m. Set d2 = d1 + l. Since l +m = s, we have
degn 0 1 . . . d1 − 1 d1 . . . d2 . . . d1 + d2 − 1
∆H(z)n 1 2 . . . 1 0 . . . −1 . . . −1
Therefore,
H(z) =
∣∣∣∣ (1 − zd1)(1 − zd2)(1 − z)2
∣∣∣∣.
Now assume that ps > 1 and set j = max{n: pn > pn−1}. Then we have, 1  j  s and
pj = · · · = ps . Since ps − 1 > 0, there exist non-negative integers q, r such that c + s −
j + 1 = (ps − 1)q + r with 0 r < ps − 1.
Define a polynomial H ′(z) ∈ Z[z] such that
∆H ′(z)i =


1, if 0 i  d1 − 1,
−pi+1, if d1  i  d1 + j − 2,
−pj + 1, if d1 + j − 1 i  d1 + s − 1 + q,
−r, if i = d1 + s + q,
0, if i > d1 + s + q.
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0 p1  · · · pj−1  pj − 1 = · · · = pj − 1; 0 r < pj − 1 = ps − 1
and
j−1∑
i=1
pi + (s − j + 1 + q)(pj − 1) + r =
s∑
i=1
pi − (s − j + 1)+ q(ps − 1) + r
=
s∑
i=1
pi + c = d1.
Therefore, by induction there exist d1  d2  · · · dr such that
H ′(z) =
∣∣∣∣
∏r
i=1(1 − zdi )
(1 − z)2
∣∣∣∣.
We show that H(z) = |H ′(z)(1 − zd1+j−1)|. Note that H ′(z)i = H(z)i for i  d1 + j − 2
and H ′(z)i = H(z)i + i − (d1 + j − 2). Therefore [H ′(z)(1 − zd1+j−1)]i = H(z)i for
i  d1+s−1 and H(z)i = 0 for i > d1+s−1. To complete the proof, we need to show that
H ′(z)d1+s−1 − (pj −1)− (s−j +2) 0. Since H ′(z)d1+s−1 = H(z)d1+s−1 + s−j +1 =
c + s − j + 1, we have H ′(z)d1+s−1 − (pj − 1) − (s − j + 2) = c − ps < 0. Therefore
H(z) = ∣∣H ′(z)(1 − zd1+j−1)∣∣. 
Using the above proposition, we describe the structure of generic lex-segment ideals
in R. We recall that, given a homogeneous ideal I ⊂ R, the Hilbert series HSR/I (z) of R/I
is defined to be
∑
t0 HFR/I (t)zt , where HFR/I (t) = dimk(R/I)t is the Hilbert function
of R/I . If dimR/I = 0, then HSR/I (z) is a polynomial.
Proposition 5.2. Let I ⊆ R be an ideal generated by r  2 generic forms of degrees
d1, . . . , dr respectively. Let d = min{di}. Then
(1) the Hilbert series of R/I is such that
∆HSR/I (z) = 1 + z + · · · + zd−1 −p1zd − · · · − pszd+s−1 − czd+s,
with 0 p1  · · · ps , 0 c < ps and ∑i pi + c = d .
(2) Lex(I) = (xd, xdya1, . . . , yad ) such that there are p1 + 1 elements in degree d and pi
elements in degree d + i − 1 for i = 2, . . . , s and c elements in degree d + s.
Proof. (1) The Hilbert series of R/I is given by
HSR/I (z) =
∣∣∣∣ (1 − zd1) · · · (1 − zdr )2
∣∣∣∣,(1 − z)
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Lemma 5.1.
(2) Since the Lex(I) and I have same Hilbert function, the assertion follows
from (1). 
We set the notation for the rest of the section. Let L = (xd, xd−1ya1, . . . , yad ) be a lex-
segment ideal in R = k[x, y], where ai + 1 ai+1. Recall the notation set up in Section 4:
let L = (B1, . . . ,Bs+1) be the block decomposition of L such that |B1| = p1 +1, |Bi | = pi
for i = 2, . . . , s + 1. For the rest of the paper, we set
c = ps+1.
From Proposition 5.2, we have 0 p1  · · · ps and 0 c < ps .
Now we proceed to prove that the associated graded rings of generic lex-segment ideals
have positive depth. Recall that there are lex-segment ideals whose associated graded rings
have depth zero, see Example 2.5.
Theorem 5.3. Let L be a generic lex-segment ideal in R. Then depth grL(R) > 0.
Proof. We split the proof into two cases, namely p2 = 0 and p2 > 0.
Let p2 = 0. Note that, in this case, in degree d , the lex-segment ideal L has only one
generator, namely xd . By Proposition 4.1, it is enough to prove that for some i , L2 =
(xd, xd−iyai , yd)L. Following the notation set up above, for i = 1, . . . , s +1, let Bi denote
the ith block of elements of degree d + i − 1, of the minimal generating set of L. Let xpyq
be the last element in the block Bs . Then
Claim. L2 = (xd, xpyq, yad )L.
To prove the claim, we need to show that, for any 1 i  j  d , x2d−i−jyai+aj ∈ JL,
where J = (xd, xpyq, yad ). As in the proof of Proposition 4.2, we split the proof of the
claim into different cases.
We first show that if i + j  d , then x2d−i−jyai+aj = xd · xd−i−j yai+j · m for some
monomial m. It is enough to prove that ai + aj  ai+j . Let bi = ai − ai−1. Consider the
following equations:
• ai+j − aj = bi+j + bi+j−1 + · · · + bj+1.
• ai = bi + bi−1 + · · · + b1.
Since p2 = 0, a1  2. Also note that since p2  p3  · · ·  ps , the number of 2’s ap-
pearing in {bi+j , . . . , bj+1} is at most the number of 2’s appearing in {bi, . . . , b1}. Hence
ai  ai+j −aj . Therefore ai +aj  ai+j and hence x2d−i−j yai+aj = xd ·xd−i−j yai+j ·m,
for some monomial m.
Using similar arguments, we can show that
• if d < i+j  d+ t , where t = d−p, then x2d−i−j yai+aj = xpyq ·xi+j−t yad−i−j+t ·m
for some monomial m, and
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Therefore x2d−i−jyai+aj ∈ JL for all 0  i  j  d , so that L2 = JL. Hence, by
Proposition 4.1, depth grL(R) > 0.
Now let p2  1. Note that in this case, there are minimal generators of L in all degrees
from d to ad . By Lemma 4.6, T (L) is a lex-segment ideal with respect to y in P = k[z, y].
Write
T (L) = (yad−d , yad−d−1zc, yad−d−2zc+ps , . . . , yzc+ps+···+p3 , zc+ps+···+p2).
Then b1 = c and bi = ps−i+2, for i = 2, . . . , s. Hence we have b2  b3  · · · bs . There-
fore,
(
T (L)
)2 = (ys−1, ys−2zc, zc+ps+···+p2)T (L),
by Proposition 4.2. Therefore by Proposition 4.1, depth grT (L)(P ) > 0 and hence by The-
orem 4.4 depth grL(R) > 0. 
Example 5.4. (a) Let I = (f1, f2, f3) be a generic ideal such that degf1 = 5,
degf2 = 7, degf3 = 8. Then, a computation as in the proof of Proposition 5.1, will give
that ∆H = [1,1,1,1,1,0,0,−1,−2,−2]. Therefore the corresponding lex-segment ideal
is L = (x5, x4y3, x3y5, x2y6, xy8, y9). It can be seen that L2 = (x5, y9)L and hence
grL(R) is Cohen–Macaulay. In Theorem 6.4 we actually prove that the Rees algebra of
such ideals are normal.
(b) Let I = (f1, f2, f3, f4, f5) be a generic ideal such that degf1 = 10, degf2 = 12,
degf3 = 13, degf4 = 15, degf5 = 15. The corresponding lex-segment ideal is
L = (x10, x9y3, x8y5, x7y6, x6y8, x5y9, x4y11, x3y12, x2y13, xy14, y16)
and its Hilbert series is
HSL(z) = 97 + 58z+ z
3
(1 − z)2 .
By Proposition 2.9, one has that depth grL(R) = 1.
For a generic lex-segment ideal L, we have seen that |B1| − 1 |B2| · · · |Bs | and
|Bs+1| < |Bs |, where L = (B1, . . . ,Bs+1) is a block decomposition of L. Therefore, in
terms of the number of generators in each degree, there can be an “irregularity” in the
last block of elements. Since we have shown that the associated graded ring of generic
lex-segment ideals have positive depth, it is natural to ask, whether the associated graded
ring is Cohen–Macaulay when this “irregularity” is removed. In the following theorem, we
answer this question affirmatively.
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(xd−p1yap1 , xd + yad ). Then L2 = JL and L is integrally closed. In particular, grL(R)
is Cohen–Macaulay.
Proof. Let L = (xd, xd−1ya1, . . . , xyad−1, yad ). Following our previous notation, let
p1 + 1 = |B1| and pi = |Bi | for i = 2, . . . , s. First we prove that L2 = JL for J =
(xd−p1yap1 , xd + yad ). We show that for 1  i  j  d , x2d−i−jyai+aj ∈ JL. We split
the proof into three cases:
Case I. i + j < p1. Write
x2d−i−jyai+aj = (xd + yad )(xd−i−j yai+aj )− xd−i−j yai+aj+ad .
Note that for i  p1, ai−1 + 1 = ai . Therefore, ai + aj = ai+j , if i + j < p1. Hence
(xd + yad )xd−i−jyai+aj ∈ JL. Now,
xd−i−j yai+aj+ad = (xd−p1yap1 )(xd−(d−p1+i+j)yai+aj+ad−ap1 ).
Since the number of minimal generators of L in each degree in increasing, as argued in
the proof of Theorem 5.3, we can show that ai + aj + ad  ad−p1+i+j + ap1 . Therefore
(xd−(d−p1+i+j)yai+aj+ad−ap1 ) ∈ L so that x2d−i−j yai+aj ∈ JL.
Case II. p1  i + j  d + p1. Writing aj − ap1 and ai+j−p1 − ai as in the proof
of Theorem 5.3, one can easily see that, in this case ai + aj  ap1 + ai+j−p1 . Hence
x2d−i−jyai+aj ∈ JL.
Case III. d +p1 < i + j . Then 2d − i − j = d −p1 − k for some k  1. Therefore we can
write
x2d−i−jyai+aj = (xd + yad )(xd−p1−kyai+aj−ad )− x2d−p1−kyai+aj−ad .
Arguments similar to that of in the proof of Case I will show that xd−p1−kyai+aj−ad ∈ L
and x2d−p1−kyai+aj−ad ∈ JL. Hence x2d−i−jyai+aj ∈ JL. Therefore L2 = JL.
Now we proceed to prove that L is integrally closed. From Corollary 3.14, it follows that
if L has r generators in the initial degree, then L =mrN for a lex-segment ideal N . It can
easily be seen that if L is generic, then so is N . Note also that there is only one generator
in the initial degree (i.e., p1 = 0) and c = 0 for N . We have considered such ideals in the
next section. In Theorem 6.4 we have proved that lex-segment ideals with p1 = c = 0 are
integrally closed. Therefore N is integrally closed. Since L is a product of power of the
maximal ideal (which is integrally closed) and N , L is integrally closed. Hence grL(R) is
Cohen–Macaulay. 
We end the section with another class of lex-segment ideals whose associated graded
rings are Cohen–Macaulay, namely lex-segment ideals corresponding to ideals generated
by generic forms of equal degree.
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Let L be the lex-segment ideal corresponding to I . Then grL(R) is Cohen–Macaulay.
Proof. Let I be generated by r forms of degree d . Then the Hilbert series of R/I is
HSR/I (z) =
∣∣∣∣ (1 − zd)r(1 − z)2
∣∣∣∣.
A direct computation shows that HFR/I (n) = n+ 1 for n = 0, . . . , d − 1, and for i  0
HFR/I (d + i) =
{
d − (r − 1)(i + 1), if d − (r − 1)(i + 1) 0,
0, otherwise.
Therefore
∆H = [1,1, . . . ,1,−r + 1,−r + 1, . . . ,−r + 1,−c],
where 1 is repeated d − 1 times, −r + 1 is repeated [d/(r − 1)] times, where [d/(r − 1)]
denotes the largest integer smaller or equal to d/(r − 1), and 0  c < r − 1. Hence the
corresponding lex-segment ideal L have r generators in degree d , r − 1 generators in
degree d + j for j = 1, . . . , d +[d/(r −1)]−1 and c generators in degree d +[d/(r −1)].
Thus, by Proposition 4.8, grL(R) is Cohen–Macaulay. 
6. Rees algebras of lex-segment ideals
In this section we study the Rees algebras of lex-segment ideals. For an ideal I in a
ring R, the Rees algebra R(I) is defined to be the R-graded algebra ⊕n0 In. It can be
identified with the R-subalgebra, R[I t] of R[t] generated by I t , where t is an indetermi-
nate over R.
Let I = (xd, xd−1ya1, . . . , yad ) be a lex-segment ideal in R = k[x, y]. Consider the
epimorphism of R-graded algebras
ψ :R[T0, . . . , Td ] −→R(I)
defined by setting ψ(Ti) = xd−iyai t and let H = kerψ be the ideal of the presentation
of R(I). The goal of this section is to describe explicitly a Gröbner basis of H , for some
of the classes of lex-segment ideals we have considered. We begin by describing a set of
binomials which are not in kerψ .
Lemma 6.1. Let a, b, c, f, g be integers bigger than or equal to 0. The ideal H does not
contain non-zero elements of the following forms:
T ai T
b
i+1 − ycT fj T gj+1 with 1 i, j  d − 1,
yaT bT c − yf T g with 0 i, j  d − 1,i i+1 j
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b
d T
l
j − ycT f0 T gd T hk with 1 j = k  d − 1,0 l, h 1.
Proof. Suppose that mi − mj = T ai T bi+1 − ycT fj T gj+1 is in H ; then ψ(T ai T bi+1) =
ψ(ycT
f
j T
g
j+1), and by comparing the degrees respectively of t, x one has
{
a + b = f + g,
a(d − i) + b(d − i − 1) = f (d − j) + g(d − j − 1). (6)
Since a+b = f +g, ad+bd = f d+gd and thus from (6), it follows that ai+bi+b =
fj + gj + g. Therefore g − b = (f + g)(i − j).
If i > j , then, since f + g > 0, g − b > 0. Again from (6), we get that g − b  f + g,
i.e., −b  f . Therefore, the only possibility is that f = b = 0 and hence i = j + 1. This
implies that a = g and c = 0. Hence mi = mj .
If i < j , then one concludes in the same way as before, since one has b− g = (a + b)×
(j − i).
If i = j , then by (6) one has b = g, and therefore a = f and c = 0. Again we have
mi = mj .
Identical arguments will show that a non-zero equation of the form yaT bi T
c
i+1 − yf T gj ,
with 0 i, j  d − 1, is not in H .
Suppose now that an element of the form mj − mk = T a0 T bd T lj − ycT f0 T gd T hk is in H .
By a degree comparison this implies


a + b + l = f + g + h,
ad + l(d − j) = df + h(d − k),
bad + laj = c + gad + hak.
We distinguish different cases.
If l = h = 0, then one has a = f , b = g, and c = 0. Thus mj = mk .
If l = 0 and h = 1, then it follows that ad = f d + d − k, that is, (a −f )d = d − k. This
is a contradiction since d cannot divide d − k. If l = 1 and h = 0, one concludes as in the
previous case that mj = mk .
If l = h = 1, then ad + d − j = f d + d − k, that is, (a−f )d = j − k. This implies that
d divides j − k and this is a contradiction, since 1 j = k  d − 1. 
In the following two propositions, we describe explicitly a Gröbner basis for the pre-
sentation ideal of Rees algebras of lex-segment ideals with increasing and decreasing
differences sequence, already considered in Example 2.11.
Proposition 6.2. Let I be a lex-segment ideal in R. Suppose that its differences sequence
is such that bi  bi+1 for i = 1, . . . , d − 1. Then the set of elements
{
xTi − ybi Ti−1, i = 1, . . . , d,
T T − ybi−bj T T , i, j ∈ {1, . . . , d}, d  i > j  1
}
i j−1 i−1 j
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of the elements above is the term on the left side. Also, the Rees algebraR(L) is normal.
Proof. Let Q be the ideal generated by xTi, i = 1, . . . , d , and TiTj−1, i > j  1. Since
the binomial relations form a universal Gröbner basis of H , to prove that Q = in(H) it
suffices to prove that there are no relations in H involving only monomials which are not
in Q. Note that such monomials are of the form xaT b0 , y
aT bi T
c
i+1, yaT
b
i for some a, b, c.
Since ψ(xaT b0 ) involves only x , it cannot be the term of an element in H . Moreover, if
yaT bi − ycT ej is in H , then it is easy to see that b = e and i = j . From Lemma 6.1 it
follows that the given relations are a Gröbner basis of H . Note that the initial terms of the
elements of the Gröbner basis are square-free, thus by [St, 13.15] the Rees algebra R(L)
is normal. 
Proposition 6.3. Let L be a lex-segment ideal in R. Suppose that its differences sequence
is such that bi  bi+1 for i = 1, . . . , d − 1. Then the set of elements
{
xTi − ybi Ti−1, i = 1, . . . , d,
TiTj−1 − ybi−bj Ti−1Tj , i, j ∈ {1, . . . , d}, 1 i < j  d
}
form a Gröbner basis of H with respect to any term order such that the initial term of any
of the elements above is the term on the left.
Proof. Let Q be the ideal generated by xTi, i = 1, . . . , d , and TiTj−1, 1 i < j  d . In
particular, T 2i ∈ Q for i = 1, . . . , d − 1. Thus the monomials which are not in Q are the
ones of the form xaT b0 , y
aT b0 T
c
d T
e
j , with 0 < j < d , 0  e  1, and some a, b, c. Using
Proposition 6.1 and arguing as in Proposition 6.2, one concludes that Q = in(H). 
It is easy to see that in general a lex-segment ideal L as in the proposition above is not
integrally closed, thus R(L) is not normal.
In the following theorem, we obtain the Gröbner basis for the presentation ideal of the
Rees algebra of another sub-class of generic lex-segment ideal and then use it to produce
another class of normal Rees algebras.
Theorem 6.4. Let L be a generic lex-segment ideal in R such that c = p1 = 0. Then the
set of elements


xTi − ybi Ti−1, i = 1, . . . , d,
TiTj − yαT0Ti+j , 1 i  j < d, 1 i + j  d and α = ai + aj − ai+j ,
TiTj − yβTi+j−dTd , 1 i  j < d, d < i + j and β = ai + aj − (ai+j−d + ad)


form a Gröbner basis for H with respect to any term order such that the initial term of
any of the elements in the above set is the term on the left. Also, the Rees algebra R(L) is
normal.
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Let B denote the set of elements given in the statement of the theorem. We first show that
B is a Gröbner basis for H .
Let Q be the ideal generated by xTi, i = 1, . . . , d and TiTj , 1 i  j < d . The mono-
mials which are not in Q are of the form xaybT c0 , y
aT b0 T
c
d T
e
j , y
aT bi with 0 < j < d, 0
i  d and some non-negative integers a, b, c, e. Then, as in the proof of Proposition 6.2, it
can easily be seen that in(H) = Q and hence B is a Gröbner basis for H .
Now we prove that R(I) is normal. Since R(I) is a semi-group ring, it is enough to
prove that for any three monomials f,g,h ∈R(I), if for some integer p, f p = gph, then
h = hp1 for some monomial h1 ∈ R(I) (see [BH, 6.1.4]). Let S = R[T0, . . . , Td ]. Then
R(I) ∼= S/H . Since B is a Gröbner basis for H and in(H) = Q, the set
Q′ =


xaybT c0 , a, b, c 0,
yaT b0 T
c
d T
e
j , 0 < j < d; a, b, c, e 0,
yaT bi , a, b 0; 0 i  d


form a monomial basis for S/H . Note that any monomial in S/H will be a power of either
of the above forms. Let f,g,h ∈ S/H be monomials such that
f p = gph for some p  0. (7)
Let f = xaybT c0 for some integers a, b, c. Then, from (7) and comparing the x and
y degrees of ψ(f ),ψ(g) and ψ(h), we can conclude that both g and h can not contain
Tj for j = 0. Write g = xa1yb1T c10 . From (7), it follows that a1  a, b1  b and c1  c.
Therefore, h = (xa−a1yb−b1T c−c10 )p. Hence h = hp1 , for h1 = xa−a1yb−b1T c−c10 .
Now assume that f = yaT b0 T cd T ej for some 0 < j < d and non-negative integers
a, b, c, e. If g = xa1yb1T c10 . Then comparing the x-degrees, we get that a1 = 0. There-
fore g = yb1T c10 , such that b1  a and c1  b. Therefore h = (ya−b1T b−c10 T cd T ej )p . Hence
h = hp1 for h1 = ya−b1T b−c10 T cd T ej . Suppose g = ya1T b10 T c1d T e1i for some i . Then again
from (7), it follows that i = j and h = hp1 for h1 = ya−a1T b10 T c1d T e−e1j .
Let f = yaT bi for some a, b  0 and 0 i  d . Then it is obvious from (7) that g and
h have to be of the same form. Thus, as in the previous cases, we conclude that h = hp1 for
some h1.
Therefore S/H is normal and henceR(L) is normal. 
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