The temperature of chilled foods is a very important variable for microbial safety in a production and distribution chain. To predict the number of organisms as a function of temperature and time, it is essential to model the lag time, specific growth rate, and asymptote (growth yield) as a function of temperature. The objective of this research was to determine the suitability and usefulness of different models, either available from the literature or newly developed. The models were compared by using an F test, by which the lack of fit of the models was compared with the measuring error. From the results, a hyperbolic model was selected for the description of the lag time as a function of temperature. Modified forms of the Ratkowsky model were selected as the most suitable model for both the growth rate and the asymptote as a function of temperature. The selected models could be used to predict experimentally determined numbers of organisms as a function of temperature and time.
Predictive modeling is a promising field in food microbiology. Models are used to describe the behavior of microorganisms at different physical and chemical conditions, such as temperature, pH, and water activity. They can be used to predict microbial safety or shelf life of products, to find critical points in the process, and to optimize production and distribution chains. A major factor determining the specific growth rate of microorganisms in chilled foods is temperature. Various models have been proposed to describe this relationship. Spencer and Baines (16) proposed a linear dependency of the rate of microbial spoilage of fish on temperature. This relationship was shown to be valid only at temperatures below 6°C (8) . Therefore, Olley and Ratkowsky (8) proposed an Arrhenius (2)-type equation. This equation could predict results up to 15°C. However during cooling, freezing, heating, or thawing, regions in the product can have a temperature far above 15°C, and therefore a wider growth-temperature range is important. Schoolfield et al. (13) proposed a nonlinear Arrhenius type of model on a biological basis, describing the specific growth rate as a function of temperature over the whole biokinetic temperature range. Further empirical models were proposed by Ratkowsky et al. (10, 11) , i.e., the square root model, describing the specific growth rate up to 15°C, and the expanded square root model, describing the growth rate over the whole biokinetic temperature range. A model which is only seldom used is the model of Hinshelwood (7) , although it is a simple model with a biological basis. Adair et al. (1) modeled the growth rate and the inverse of the lag time using the Ratkowsky and Schoolfield models and concluded that the Schoolfield model gives the best predictions.
The literature provides us with a number of models. However, a systematic approach to determine the most suitable model is lacking. The objective of this research was to determine the suitability and usefulness of the different models by systematic and statistical analysis of a large amount of experimental data. bacteria, the growth rate shows a lag phase that is followed by an exponential phase, and finally it shows a decreasing growth rate down to zero resulting in a maximum value of the number of organisms. A growth model with three parameters can describe this growth curve (18) : the maximum specific growth rate RLm' which is defined as the tangent in the inflection point; the lag time X, which is defined as the t-axis intercept of this tangent; and the asymptote A, which is the maximal value reached. The three parameters are determined from growth data by describing them by the Gompertz model (6) . Therefore, the Gompertz model (6), with parameters a, b, and c, was rewritten (18) where the subscript a relates to the controlling enzyme reaction, the subscript h relates to high-temperature inactivation, and the subscript I relates to low-temperature inactivation. ka(h-), kl(-), and kh(-) are frequency factors, E is the activation energy (J * mol-1), R is the gas constant (J-K-1 * mol-1), and T is the temperature (K).
In equation 5, the parameters are strongly correlated. 
where PL25 is the growth rate at 25°C (h-1), T, is the temperature (K) at which the enzyme is 50% inactivated due logarithmic transformation is used on the experimental data and on the model equations. In conclusion, the transformed lag time data are then modeled by using the logarithm of the inverse of the growth rate models. For instance, for the Ratkowsky 2 model (equation 3), we fitted: (10) which is the same equation as equation 3, except , the model.
with Pjm(i,j) being theph growth rate at Ti and jum(i) being the mean growth rate at Ti.
The sum of squares of the deviations between the data and a given growth temperature model is calculated (RSS2) as:
The parameter q is the temperature at which the lag time is infinite (no growth (growth-temperature model) (13) with p.m(i) being the model prediction at temperature Ti.
RSS2 will always be larger than or equal to RSS1. The RSS2 of the growth-temperature model used is built up from both the measuring error and the lack of fit; therefore, the difference between the RSS2 of the model and RSS1 (the measuring error) is calculated as an estimation of the lack of fit. If the lack of fit (RSS2 -RSS1) is much smaller than the measuring error (RSS1), the model is adequate. If the lack of fit is much larger than the measuring error, the model is not adequate. This comparison between the lack of fit and the measuring error can be quantified statistically by theftesting value: tested against Fdf2 df1 (14) where dfi is the number of degrees of freedom from the general model that equals the total number of datum points minus the number of different temperatures measured (38 -18 = 20). df2 is the number of the degrees of freedom from the growth-temperature model that equals the number of datum points minus the number of parameters. These statistics are not valid for nonlinear models but at least give an indication about the suitability of the models, since even for nonlinear models, the variance ratio shown above is approximately F distributed when the sample size is large (12) . This analysis is an approximation at best, and this procedure should be considered as an informal process, rather than a rigorous statistical analysis, because of the use of nonlinear models (12 (18) . This resulted in estimates for the specific growth rate, lag time, and asymptote of these 38 different growth curves. The model equations were also fitted to these data by nonlinear regression. Confidence intervals are based on the variancecovariance matrix of the parameters, calculated with the Jacobian matrix.
Selection of the models. First the models were compared From the curvature of the datum points in Fig. 1 , it can be easily seen that the data are not well described by a constant value or a straight line. Indeed, for the first four models the f testing value is much larger than the F table value, and therefore these models are rejected. From Table 1 it can be concluded that the Hinshelwood (four parameters), Ratkowsky 2 (four parameters), Ratkowsky 3 (four parameters), and Schoolfield (six parameters) models are accepted statistically, because the f testing value is lower than the F value. In Fig. 1 to 4 , where for these four models the predicted and measured values are shown, it can be seen that these models describe the curvature of the growth rate-temperature relation. As these four models are all accepted statistically, other criteria can be used to choose the best model.
Among the four-parameter models, the Hinshelwood model is based on a fundamental model (Arrhenius) . In the Hinshelwood model, the parameters are strongly correlated ( Only with a very large data set can this model be used to estimate the biological parameters. Even with 38 datum points, the confidence intervals of the parameters are too large ( Table 4) .
As can be seen in Tables 7 and 9 , the correlation matrices of the Ratkowsky 2 and Ratkowsky 3 models show no Ln(I~) selected (Fig. 5) . The parameter estimates of this model are shown in Table 11 would have found RSSRat = 632. Note that the fitting to the models is done with different models but that the calculation of the RSS values is done comparing lag time data (without transformation) with model data. This is a striking example to show the importance of the choice of the transformation before fitting.
The logarithm of the lag time as a function of temperature was described with different models (Table 12 ). In this case, the first four models were rejected again. All other models were accepted. The models with the lowest number of parameters had to be selected. These were the models with two parameters that are accepted statistically (Ratkowsky 1 and a hyperbola). Between these latter two models, the hyperbola model had the lowest RSS2, and therefore this model was selected (Fig. 6) . The parameter estimates are given in Table 13 .
Growth curve-temperature relation. The different models can now be integrated. Using equation 4, equation 9 , and equation 11 and the estimated parameters for these models (Table 14) , the growth rate, asymptote, and lag time at every desired temperature can be calculated, and using equation 1, a growth curve at that temperature can be described. If the measured growth data are compared with the model predictions, the resulting model can be evaluated (Fig. 7 to  10) . The model describes the data adequately. The growth rate at 6°C and the asymptote at 8.5°C are not very well estimated. The measured growth rate at 6°C is a very small value (0.0164 h-') and is estimated by the model as 0. reasonable prediction of the dynamic behavior over a long period (almost 3 months). The asymptote at 8.5°C is not very well estimated. The reason can be found in the fact that the model prediction at 8.50C in Fig. 5 is greater than the datum points. All the other predictions (also at the temperatures not presented here) agreed very well with the measured values. The model prediction is usually in between the duplicate or triplicate observations.
Conclusions. We now have a model describing the growth curve of L. plantarum in MRS medium including lag time, growth rate, and asymptotic value. In these studies, a simple medium was chosen to collect a large number of datum points as it was the objective of this study to distinguish between models. With the model proposed here, growth over the whole relevant temperature range can be predicted. In practical situations other media will be used and the parameter values will have to be determined for that situation. Often a much smaller number of datum points will be collected. This indicates again the importance of a small number of parameters, because the solutions are more stable and the estimates of the parameters have a larger number of degrees of freedom using a model with a smaller number of parameters. In our case (38 experiments, 18 temperatures), models with a small number of parameters are selected. But normally growth rates are measured at far less different temperatures, so models with more parameters will not be relevant. Since the models are not rejected with a large amount of data (38 growth curves at 18 different temperatures), it is not advisable to use models with a larger number of parameters with many fewer datum points.
