Models for survival data generally assume that covariates are fully observed. However, in medical studies it is not uncommon for biomarkers to be censored at known detection limits. A computationally-efficient multiple imputation procedure for modeling survival data with covariates subject to detection limits is proposed. This procedure is developed in the context of an accelerated failure time model with a flexible seminonparametric error distribution. The consistency and asymptotic normality of the multiple imputation estimator are established and a consistent variance estimator is provided. An iterative version of the proposed multiple imputation algorithm that approximates the EM algorithm for maximum likelihood is also suggested. Simulation studies demonstrate that the proposed multiple imputation methods work well while alternative methods lead to estimates that are either biased or more variable. The proposed methods are applied to analyze the dataset from a recently-conducted GenIMS study.
Introduction
Biomedical datasets frequently contain variables that are subject to censoring. Censoring due to detection limits (DLs) often occurs in practice when medical instruments are unable to measure a biological factor below a certain known value. In the motivating Genetic and Inflammatory Markers of Sepsis (GenIMS) study, it is of interest to model the survival times of patients with community acquired pneumonia using several biomarkers and demographic covariates. In this study, the survival times are subject to right censoring while three important biomarkers are left-censored below known DLs. Our main objective in this paper is to develop a computationally-efficient procedure for conducting inference in the context of survival models with covariates subject to DLs.
Traditionally, a few common approaches have been taken to handle censoring due to DLs. Mostly simply, a complete case approach can be applied, where data from individuals with censored covariates are completely discarded. While we prove in Section 3.1 that a complete case analysis leads to consistent estimates in accelerated failure time models when covariates are censored due to DLs, efficiency is lost due to the deletion of data. In an attempt to use all of the data, a second approach has become increasingly common where censored observations are replaced with a fixed value such as the DL, DL/2, or DL/ A few researchers have considered alternative methods for handling censored covariates in survival models. Langohr et al. (2004) and Sattar et al. (2012) proposed fully-parametric survival models with a single interval-censored predictor. Lee et al. (2003) also considered survival models with a single covariate subject to DLs, though they proposed using semiparametric Cox proportional hazards models in which the relative risk function for the censored covariates is replaced by a nonparametric estimate of its expected value. More recently, D' Angelo and Weissfeld (2008) developed an indexing approach where censored covariate values are directly replaced by their conditional expectation given a linear combination of the fully observed covariates. While their method performs reasonably well, it is somewhat ad-hoc and limited to cases when no more than two covariates are subject to DLs.
In this paper, we develop a straightforward, computationally-efficient multiple imputation method for handling multiple covariates subject to DLs in the context of accelerated failure time (AFT) models for censored survival data. To increase flexibility in the AFT survival model, we recommend using the seminonparametric (SNP) distribution to model the error term. We establish the asymptotic consistency and normality of the multiple imputation estimator and propose a convenient variance estimation method. We additionally suggest an iterative version of this estimator which improves efficiency with only a few updates. Though multiple imputation has been studied in many missing-data problems, our development for censored covariates in flexible survival models is nonstandard. Through numerical studies, we demonstrate that our proposed estimator leads to unbiased estimates and is potentially more efficient than several competing methods. We additionally show that using the flexible SNP distribution is more robust than typical parametric methods.
The remainder of the paper is organized as follows. In Section 2, we review AFT models and the SNP distribution. We also briefly explain how to fit AFT models with an SNP error term. In Section 3, we develop the proposed multiple imputation methods and establish their asymptotic properties. In Section 4, we carry out extensive simulations to compare the performance of the proposed methods with several simpler approaches. In Section 5, we apply the proposed methods to the dataset from the GenIMS study. Finally, in Section 6, we discuss the limitations of the proposed multiple imputation methods and some avenues for further research. The technical details for the proposition and theorems appearing in this paper are provided in the online Supplementary material.
Seminonparametric accelerated failure time model
We first present the proposed seminonparametric accelerated failure time (SNP-AFT) model and discuss the algorithm for fitting the model when covariates are fully observed.
SNP-AFT model
The accelerated failure time (AFT) model provides a useful way of relating a q-dimensional vector of covariates, W i , to a survival time, T i , i = 1, . . . , n. Specifically, the AFT model assumes that
where β is a vector of coefficient parameters relating W i to T i , σ is a scale parameter, and ϵ i , i = 1, . . . , n, are independent and identically distributed errors. Due to right censoring of the survival times, we only observe
where C i is a censoring random variable.
Traditionally, fitting an AFT model has required a fully-parametric approach, and thus semiparametric Cox proportional hazards models are often preferred in practice. However, AFT models have several advantages over Cox proportional hazards models. Perhaps most significantly, AFT models allow us to directly interpret the parameters β as representing the conditional effect of the covariates on survival time. Additionally, with AFT models we can easily derive the distribution of T i , which is useful for accommodating covariates subject to DLs in the multiple imputation algorithm described in Section 3.2.
While we suggest using AFT models, we still wish to flexibly model the survival time T i . To do this, we propose using the seminonparametric (SNP) distribution to flexibly model the error term ϵ i in (1). A univariate random variable V is distributed SNP if its density function can be expressed as
where
is a kernel density with a moment generating function, and
Appropriate choices for g(v) will be discussed in Section 2.2. When K = ∞, Gallant and Nychka (1987) showed that any ''smooth'' density may be represented by an SNP distribution, where smooth is defined by certain smoothness and differentiability conditions. Even when considering a finite value of K , the SNP can still effectively model a wide variety of smooth distributions including skewed, heavy-or light-tailed, or multimodal distributions. The degree of the polynomial in (2), K , can be thought of as a tuning parameter. For larger values of K , the SNP distribution is more flexible but also more complicated. When K = 0, the SNP distribution is identical to that of the kernel density g (v) . In this paper, we suggest choosing K using the Bayesian information criterion (BIC) developed by Schwarz (1978) . We recommend using the BIC because it favors simpler densities compared to most other well-known information criterion, and the computational requirements for fitting an SNP distribution are greatly reduced with smaller values of K . It has been our practice to only consider K ≤ 2 since it was shown by Zhang and Davidian (2001) and Tang (2008) that K > 2 is usually not chosen by selection criterion for most distributional shapes. While the SNP density is flexible, it can be challenging to maximize the likelihood given the observed data. Zhang and Davidian (2001) suggested an alternative parameterization to make maximization more stable. They first noted that forcing T . Then, rather than estimate the K + 1 parameters in a subject to the aforementioned constraints, we can use a polar coordinate transformation to estimate the K parameters in c(φ) without any constraints, where c 1 = sin(φ 1 ), c 2 = cos(φ 1 ) sin(φ 2 ), . . . , c K = cos(φ 1 ) cos(φ 2 ) · · · sin(φ K ), and φ i ∈ (−π /2, π /2], i = 1, . . . , K . We refer to Zhang and Davidian (2001) for more details on deriving this alternative parameterization. Ultimately, we want to use the SNP to model the distribution of the error term in the AFT model (1). In the next subsection, we explain how to fit an AFT model with SNP error for a given K when the covariate vector W i is completely observed without censoring.
Fitting an SNP-AFT model
To fit an SNP distribution for the error in (1), it is necessary to choose a kernel for the SNP, g(v) . Since when K = 0 the SNP distribution is identical to that of the kernel density g (v) , it is logical to let g(v) be a standard survival distribution. In this paper, we follow the strategy of Zhang and Davidian (2007) and Doehler and Davidian (2008) by considering two possibilities for g (v) , the standard normal and standard exponential densities. These two distributional choices require slightly different approaches for fitting an SNP-AFT model. Specifically, the error term ϵ i in (1) can be modeled directly using a normal-based SNP, but for the exponential-based SNP we must model exp(ϵ i ), since the exponential distribution only takes positive values.
Then, for either modeling choice, making the usual assumption that T i C i given W i , we can estimate the parameter vector
T by maximizing the likelihood
where f T and S T are the conditional density and survival functions of T i , respectively. Using standard transformation techniques, it is easy to show that for the normal-based SNP, f T (t|w) = (σ t)
dz, where Q = {log(t) − wβ}/σ , g is a standard normal density, and L = {log(c) − wβ}/σ . Similarly, for the exponentialbased SNP, we find that f T (t|w) = (σ t)
Maximizing the likelihood (3) when K ≥ 1 is not easy, largely because the SNP distribution is so flexible and the vector of parameters, θ, is potentially high-dimensional. For this reason, we suggest obtaining several sets of good starting values for θ = (β T , σ , φ T )
T and then conducting maximization algorithms from each of these sets of values. We recommend the following steps to obtain these starting values:
1. Fit the AFT model (1) with normal errors to get the initial estimates β * and σ * ; 2. Using β * and σ * , evaluate the log of the likelihood given in (3) at a grid of points in (−π /2, π /2]
hypercube covering the range of values for φ; 3. Using φ * from the r highest log-likelihood values in step 2, update the estimates for σ and the intercept β 0 by equating the moments of the normal-AFT model fit in
Step 1 with the SNP-AFT model:
(a) if the SNP is normal-based, re-estimate σ as σ * * = σ * /SD(V ) and β 0 as β * *
, where E(V ) and SD(V )
are the mean and standard deviation of a variable V distributed as a normal-based SNP;
(b) if the SNP is exponential-based, re-estimate σ as σ * * = σ * /SD{log(V )} and β 0 as β * *
V is distributed as an exponential-based SNP.
Using these r sets of starting values, (β * *
, standard maximization procedures can be used to find r sets of potential maximum likelihood estimates. The estimates that give the highest log-likelihood are then considered to be the actual maximum likelihood estimates. We recommend letting the grid search in Step 2 be fairly dense, with at least 10 K points, and selecting r values in Step 3 that are not ''close'' to each other, where close is defined by the distance between points on the grid. This prevents the procedure described above from using r sets of starting values that are relatively similar.
Based on our personal experience, 3 ≤ r ≤ 5 provides a good choice. This procedure should then be repeated for each value of K and for both the exponential and normal kernels. As we suggested in Section 2.1, BIC can be used to choose an appropriate kernel and value for K .
While this maximization procedure appears complicated, it can be automated quite easily and is reasonably fast. We note that it is not necessary to use numerical integration techniques to obtain S T (c|w) since there exist closed form representations for both the normal-and exponential-based SNP. Specifically, for the normal-based SNP with K = 2,
where Ψ is the survival function for the standard normal distribution, g is the standard normal density, and L is defined as before. Similarly, for the exponential-based SNP with K = 2,
, where Ψ (·; j) is the survival function of a gamma density with scale parameter 1 and shape parameter j and L is defined as before. To obtain S T (c|w) for K = 1, we can simply let a 2 = 0 in the expressions above.
Proposed methods

Problem set-up
For the remainder of this paper, we assume that some covariates in W i are subject to censoring due to lower DLs. Thus, for the ith individual, we let
T is the q-dimensional vector of covariates subject to censoring below
For the ith subject, we define X . For notational simplicity, we assume that the DLs do not vary across subjects. However, the methods discussed in this paper can be easily applied to data with subject-specific DLs as long as the DLs are known for each subject. Additionally, though we focus on lower DLs, the methods we suggest can be generalized to covariates censored due to upper DLs.
Finally, in this paper we assume that the distribution f (x i |z i ; γ) is a known q-variate distribution indexed by the parameter vector γ, from which we can obtain f (x This distributional assumption provides a logical way to use information in the observed data region above the DLs to extrapolate below the DLs. Often it is appropriate with biological variables to assume that f (x i |z i ; γ) is multivariate normal after a Box-Cox transformation. However, in situations where this assumption is inappropriate, we recommend using a series of conditional 
We remind the reader that our main objective in this paper is to estimate β, the regression parameters in the AFT model
(1). To estimate these parameters, we have suggested using the SNP distribution to describe the random error in the model. In the following, we briefly review maximum likelihood and complete case analyses when a subset of the covariates, X i , is subject to DLs, and we explain why these two approaches are not ideal for handling covariates censored due to DLs in survival analyses.
The likelihood contributed by all the observed data can be represented as
where f T and S T are the conditional density and survival functions of T i and
−∞ is an integral whose dimension corresponds to the length of X c i . The likelihood (4) potentially involves high-dimensional integration and generally does not have a closed form. For this reason we often must resort to numerical integration when maximizing (4), which can be extremely slow.
As an alternative to maximizing the likelihood using the data, the simplest way to handle data subject to DLs is to consider only the complete cases. In the context of survival data, the complete cases are defined with respect to the covariates, not the survival variable. Thus, the complete case estimator,  β CC , is found by maximizing the likelihood
where Since the censoring on X i does not depend on the survival time T i , the complete case estimator is still consistent. However, if a large percentage of individuals have censored covariates, the complete case estimator may have substantial efficiency loss.
In the next subsection, we present our proposed multiple imputation algorithm for handling covariates subject to DLs in AFT survival models. This method reduces the computational burden compared to the maximum likelihood method and increases the efficiency compared to the complete case method.
Multiple imputation method
Our proposed multiple imputation method is rooted in the fact that the complete case estimator for the parameters in the AFT model is consistent. This allows us to fairly easily obtain a consistent set of initial estimates for θ = (β
 θ I , which can then be used to generate m sets of imputed data for the censored covariates from the distribution f (x
Using the m sets of imputed data for the censored covariates, X c i , i = 1, . . . , n, final estimates for θ can be obtained using standard techniques. Our proposed multiple imputation algorithm is as follows:
Step 1. Using all the data (z i , x * i , ρ i ), i = 1, . . . , n, and the DLs d, obtain the maximum likelihood estimate,  γ I , as an initial estimate for γ, the parameters indexing f (x i |z i ).
Step 2. Using the complete cases, maximize the likelihood given by (3) using the SNP distribution for f (y i , δ i |z i , x i ) with K = 0, 1, 2 for both the normal and exponential kernels. Obtain the estimates,  β * ,  σ * , and  φ * , for each kernel and K . Set  β I ,  σ I , and  φ I equal to the estimates that minimize the BIC across K and the two different kernel models.
Step 3. Form the 1st imputed dataset by generating
T . Denote x i as the resulting covariate vector for the ith subject that includes both
Step 4. Using the complete dataset,
(1) by maximizing the likelihood (3).
Step 5. Repeat Steps 3 and 4 m times, resulting in  θ (1) , . . . ,  θ (m) .
Step 6. Finally, the multiple imputation estimator is defined as
Steps 2-4 of this algorithm warrant additional explanation. In
Step 2, the maximum likelihood estimates for the complete cases can be obtained exactly as explained in Section 2.2. The algorithm for finding starting values needs to be employed for both the normal and exponential kernel as well as K = 0, 1, 2. In Step 4, while K and the kernel for the SNP have already been fixed, several sets of starting values still need to be used to ensure that the maximum likelihood estimates are found. These starting values can be found similarly as in the algorithm described in Section 2.2, except that the SNP-AFT model estimated by the complete cases should be used for obtaining initial estimates rather than the normal-AFT model.
In
Step 3, we can obtain samples from f (x
I ) using standard Monte Carlo sampling methods such as the Metropolis-Hastings algorithm. However, we must be careful in how we do this. Specifically, in order to avoid modeling the distribution of the censoring variable C i , we need to make the following assumptions:
A.3 the conditional distributions for T i and C i given W i have no common parameters, where indicates statistical independence.
While A.1 and A.3 are common assumptions in survival analyses and allow us to avoid modeling the censoring variable C i when the covariates are fully observed, we now also need A.2 so that f C and S C no longer involve X c i . Note that these same assumptions are also necessary for the maximum likelihood method described in Section 3.1.
In many cases, it may be reasonable to believe that X i is not related to C i . However, even if they are somehow dependent, we can hope that the fully observed covariates in Z i completely explain the extent of this relationship. If A.2 is questionable, we suggest fitting a flexible parametric model for C i so that the assumption is no longer necessary.
For multiple imputation algorithms conducted using Bayesian methods, it is typical to use the standard error estimation formula proposed by Rubin (1987) ,
where V W , the within-imputation variance, is the average of the estimated covariance matrices for  θ (k) , k = 1, . . . , m, and V B , the between-imputation variance, is the sample variance-covariance matrix of  θ (1) , . . . ,  θ (m) . However, Rubin's variance formula (6) is not a consistent estimator for the variance of our proposed estimator  θ MI because it does not take into account the variation in the initial estimates that are used to obtain imputations in Step 3 of the procedure.
The following theorem provides the asymptotic properties of  θ MI and allows us to construct a consistent variance estimator for our multiple imputation algorithm. While we note that we rarely can a priori know the true error term for the AFT model (1), using the SNP distribution as described in Section 2 allows us to well approximate the error distribution and derive approximately consistent estimates for the parameters. To estimate (7), we can use consistent estimators for I F (θ 0 ) and I(θ 0 ) similar to those proposed by Wang and Robins (1998) and Robins and Wang (2000) in the context of missing data, datasets rather than the average of the information matrices. However, the suggested estimator is more stable when using the SNP distribution because the estimated φ parameters may possibly vary widely across imputed datasets. By taking the inverse before averaging, we are able to maintain very good final estimates for the sub-information matrix for the β parameters, which are of primary interest. Since it is often laborious to estimate the asymptotic variance using (8), we propose an alternative easy-to-calculate approximate variance formula,
where V W and V B are the within-and between-imputation variances, respectively. This estimator can be derived by noting that Rubin's variance formula (6) is consistent for the first two terms of (7) as n → ∞ and m → ∞ (Wang and Robins, 1998) . A similar approximate variance formula was also adopted in Bernhardt et al. (in press) for generalized linear models with covariates subject to DLs. Though (9) is not a consistent estimator for finite m, we have found that it works well even for a high percentage of censoring on the covariates (>50%) and a moderate number of imputed datasets, say m ∈ [15, 30].
Iterated multiple imputation method
As m → ∞, the multiple imputation estimator described in the previous section is equivalent to a one-step update of the EM algorithm (Wang and Robins, 1998; Tsiatis, 2006) . Thus, we can iterate the multiple imputation procedure with a reasonably large m to approximate maximum likelihood estimation of the model parameters, θ. In practice, we may wish to only perform a few iterations, with a relatively small m at each iteration (say m ≤ 50), in order to balance computational time with the efficiency gained by iterating the multiple imputation procedure. In the following iterated multiple imputation procedure, define an s-dimensional vector m, where s corresponds to the number of updates for the procedure and m i is the number of imputed datasets used for each update, i = 1, . . . , s. To guarantee increased efficiency with each update, we let m 1 ≤ m 2 ≤ · · · ≤ m s .
Step 1. To find the 1st update for θ,  θ
(1) , conduct the complete multiple imputation procedure described in Section 3.2 with m 1 imputed datasets. Obtain the associated variance-covariance matrix,  Var(  θ (1) ).
Step 2. To find the 2nd update for θ,  θ (2) , repeat the multiple imputation procedure with m 2 imputed datasets, but use  θ
and  Var(  θ (1) ) as the initial parameter and variance estimates.
Step 3. To find the ith update for θ,  θ (i) , repeat the multiple imputation procedure with m i imputed datasets, using  θ (i−1) and  Var(  θ (i−1) ) as the initial parameter and variance estimates.
Step 4. Let  θ IMI =  θ (s) and  Var(  θ IMI ) =  Var(  θ (s) ) be the final iterated multiple imputation parameter and variance estimates.
In the procedure above, the final variance estimator is easy to calculate since the estimated variance for the parameter estimates at each step is simply an update of the estimate from the previous step. Either (8) or (9) can be used to estimate the variance of the updated multiple imputation estimator at each step. The following result gives theoretical justification for using the iterated multiple imputation estimator. A.1-A.3 and B.1-B.3 given in the online Supplementary material hold. Then, for an AFT model (1) with a correctly specified error distribution,
Theorem 2. Suppose assumptions
Var(  θ (s−1) ) is the variance of  θ (s−1) , the estimator for θ at the (s − 1)th iteration, and all other quantities are defined as in Theorem 1.
While the iterated multiple imputation procedure and associated theory described above are based on a known number of iterations s, it is not required for s to be predetermined. That is, the same procedure and theory applies if instead choosing s before conducting the analysis, we continue iterating the multiple imputation procedure until the difference between consecutive estimates is negligible, such as when max  |θ
where t is the total number of parameters and ϵ is a predefined distance. In this case, as described previously, the iterated multiple imputation estimator will simply produce the maximum likelihood estimates since it is equivalent to an EM algorithm. However, the computational requirements for obtaining the maximum likelihood estimates via this iterated multiple imputation procedure may be burdensome if s is large, especially since the number of iterations m at each step also needs to be large in order to guarantee convergence. For this reason, we recommend pre-choosing s to be relatively small unless computational time is not an issue.
Simulation
We conducted numerical studies to assess the performance of the proposed multiple imputation and iterated multiple imputation estimators. We set up the simulations to represent a situation similar to that in the application described in Section 5. Specifically, we generated the covariates Z ∼ beta(3, 2) · 84 + 18, to represent an ''age'' variable, and
to represent the log-cytokines TNF and IL-10. Observations of X 1 and X 2 were censored at the DLs d 1 = log(4) and d 2 = log(5), with censoring rates of 35% and 47%. The distributions for these covariates, as well as the DLs, censoring rates, and parameter values, were chosen specifically to resemble the GenIMS data. Finally, we generated the survival times based on the model log(T ) = (1, X 1 , X 2 , Z )β + σ ϵ, where β = (5, −0.2, 0.2, −0.1)
T . For the first simulation design, we generated exp(σ ϵ) ∼ Weibull(1.5), where σ is the scale parameter in the AFT model (1). For the second simulation design, we generated exp(σ ϵ) ∼ pWeibull(2) + (1 − p)lognormal(0, 1), a mixture distribution with p ∼ Bernoulli(0.6). For both simulation designs, we generated a censoring variable C from a uniform distribution so that approximately 60% of the survival times were censored. We simulated 1000 datasets with 500 individuals per dataset. We compared several estimation methods: (i) complete case method (CC); (ii) substitution method (SUB) using DL/2 to replace the censored covariate values; (iii) multiple imputation method (MI); (iv) iterated multiple imputation method (IMI). For the MI estimator, we obtained m = 15 imputed datasets while for the IMI estimator, we preformed s = 4 iterations with m = (15, 15, 30, 50) T . We chose s = 4 to illustrate the potential efficiency gains by iterating the multiple imputation procedure while still remaining computationally reasonable. For each of the methods, we considered three strategies for obtaining final estimates. First, we analyzed the survival data assuming a Weibull distribution for the error in the AFT model. Second, we considered fitting the AFT model with exponential, Weibull, lognormal, and loglogistic distributed error terms and choosing between these distributions using the BIC. We label this strategy the ''parametric'' method. Finally, we analyzed the survival data using the SNP distribution for the error term. We estimated the model parameters using the CC, SUB, MI, and IMI methods for each of these three strategies. For the CC method, we maximized the likelihood given by (5) while for the SUB, MI, and IMI methods we maximized the likelihood (3) after obtaining imputations. Table 1 gives the average bias, Monte Carlo standard deviation (SD), and average standard error (SE) estimates for the 1000 simulated datasets for both the Weibull and mixture errors. These estimates are given for the CC, SUB, MI, and IMI analysis methods based on the Weibull, parametric, and SNP distributional assumptions described above.
For the simulation design with Weibull errors, Table 1 shows that the CC analysis leads to very inefficient estimates while the SUB method leads to biased parameter estimates. The parameter estimates are unbiased for the CC, MI, and IMI methods for all three modeling strategies. While correctly specifying the error distribution as Weibull gives lower standard errors, the parametric and SNP fitting strategies perform competitively. Specifically, for the non-intercept parameters of the AFT model estimated by the CC or MI methods, using the Weibull only offers 1%-7% relative efficiency gains over the SNP, with even less improvement over the parametric method, where the relative efficiency gain is calculated by {var(  β SNP ) − var(  β Weib )}/var(  β SNP ). For the IMI method, the efficiency obtained via the SNP strategy is nearly identical to correctly assuming Weibull errors in the AFT model. Regardless of the strategy that is used for fitting the error term, the IMI method offers substantial efficiency gains over both the MI and CC analysis methods. For example, with an SNP analysis the relative efficiency gains are 73%-79% and 9%-30% over the CC and MI methods, respectively.
For the simulation design with mixture errors, the CC method gives unbiased estimates for the parametric and SNP fitting methods, but the intercept term is biased when incorrectly assuming the Weibull model. The CC estimator is inefficient for all three fitting strategies and the standard error estimation is poor when taking the Weibull or parametric approach. As before, the SUB method gives poor parameter and standard error estimates in all scenarios. Since the Weibull distribution inaccurately models the error in the AFT model, it does poorly in terms of bias and standard error estimation even with the MI and IMI methods. Interestingly, both the parametric and SNP analysis strategies do fairly well in terms of bias for the MI and IMI methods, though the parametric approach leads to higher standard errors. Finally, we note that the IMI procedure outperforms both the CC and MI analysis in terms of efficiency. For example, with an SNP analysis the relative efficiency gains are 72%-87% and 14%-32% over the CC and MI methods, respectively.
Overall, it is clear that the multiple imputation methods provide significant efficiency gains over the complete case method. Additionally, fitting the SNP-AFT model provides bias and efficiency improvements over more restrictive parametric approaches when the survival times do not follow a usual parametric form.
The simulation above was implemented in R on a computer with an Intel Core i7 870 @ 2.93 GHz processor and 8 GB of RAM. While most of the R functions for implementing the procedures were self-written, the function ''Metrop1R'' in the package ''MCMCpack'' (Martin et al., 2011) is useful for obtaining imputed samples in Step 3 of the proposed multiple imputation algorithm described in Section 3.2 and the ''survreg'' function in the package ''survival'' (Therneau, 2012) is useful for fitting AFT survival models with standard distributions. For the scenario where the true survival distribution is Weibull, the average computational times per dataset were 0.19 and 0.45 min for the parametric and SNP MI methods, respectively, and 0.73 and 1.25 min for the parametric and SNP IMI methods, respectively. For the scenario where the true survival distribution is a mixture distribution, the average computational times per dataset were 0.20 and 2.10 min for the parametric and SNP MI methods, respectively, and 0.74 and 14.6 min for the parametric and SNP IMI methods, respectively. The computational times when assuming a Weibull distribution were very similar to the parametric case, and all of the average computational times for the CC and SUB analysis methods were less than 0.2 min.
Application to GenIMS data
We demonstrate the performance of our proposed multiple imputation and iterated multiple imputation methods by applying them to the data from the Genetic and Inflammatory Markers of Sepsis (GenIMS) study. One of the purposes of the GenIMS study was to identify the relationship between the survival time of patients with community acquired pneumonia (CAP) and several biomarkers for inflammatory responses in the body (Kellum et al., 2007) . The data for the GenIMS study were obtained from individuals hospitalized with CAP. Several biological measurements and basic demographic information were recorded for each individual. In our analysis, we included the 1418 patients who necessitated a hospital stay, actually acquired CAP, and had measurements for the biomarkers of interest on the first day of hospitalization.
Three biomarkers for inflammatory responses in the body were measured in the GenIMS study: tumor necrosis factor (TNF), interleukin-6 (IL-6), and interleukin-10 (IL-10). These biomarkers are specific cytokines, which are cell-signaling protein molecules used by the immune system to communicate with the rest of the body. The TNF and IL-6 cytokines are biomarkers of pro-inflammatory responses to CAP while IL-10 is a biomarker of anti-inflammatory responses to CAP.
We used an AFT regression model with an SNP error term to explain the relationship between survival time and six covariates: the levels of the three cytokines, TNF, IL-6, and IL-10, on the first day of hospitalization, sex (1 representing males, 0 representing females), race (1 representing Caucasians, 0 representing all other races), and age. While sex, race, and age were fully observed, TNF, IL-6, and IL-10 were all subject to censoring below the detection thresholds 4, 2 or 5, and 5 pg/ml, leading to 35.54%, 13.40%, and 46.83% censoring, respectively. Approximately 64% of the individuals had at least one of these three measurements censored.
In our analysis, we assumed that the natural logarithms of TNF, IL-6, and IL-10 are multivariate normal conditional on the sex, race, and age covariates. Though our analysis was based on the logarithms of TNF, IL-6, and IL-10, we continue to refer to the log-cytokines simply as TNF, IL-6, and IL-10. Specifically, we assumed that, given z i , (TNF i , IL-6 i , IL-10 i )
where Λ is a 3 × 4 matrix of mean parameters, z i = (1, sex i , race i , age i ) T , and Ω is a 3 × 3 covariance matrix. To informally check this normality assumption, we created normal Q-Q plots for each of the cytokines, shown in Fig. 1 . These Q-Q plots do not include the sample quantiles below the p 0 th quantile, where p 0 is the sample censoring proportion, as the lower quantiles cannot be estimated nonparametrically. The Q-Q plots indicate that the marginal distributions of the TNF, IL-6, and IL-10 covariates are approximately normal. Using the multivariate normal distributional assumption for the censored covariates, we conducted an AFT analysis using the proposed multiple imputation method (MI) and iterated multiple imputation method (IMI), as well as using a complete case analysis (CC; 511 individuals). The original intent of the GenIMS study was to model survival at 90 days since pneumonia is generally a recoverable disease and deaths after 90 days are likely unrelated to the original sickness. For this reason, our analysis below is based on treating all survival times as censored if the patient is alive at 90 days. Since the censoring variable is not random, it should be obvious that it is independent of the biomarkers. Thus, the second assumption given in Section 3.2 is valid for this application. We observe in Table 2 that all three analysis methods produce similar parameter estimates, but the standard errors for the CC method are clearly higher. The MI and IMI methods indicate that sex and age are important covariates, with males and older patients having lower survival. Specifically, the IMI analysis method gives p-values of 0.028 and less than 0.001, respectively, for these two covariates.
Individually, all three of the cytokine biomarkers, TNF, IL-6, or IL-10, are moderately significant, with p-values of 0.159, 0.091, and 0.097, respectively, based on the IMI method. The p-value for the test that all three biomarkers have no effect on survival, H 0 : β TNF = β IL−6 = β IL−10 = 0, is less than 0.001. Thus, there is significant evidence that at least one of the three biomarkers is associated with survival. Since there are moderate correlations between the cytokines, ranging from 0.22 to 0.40 in absolute value, we repeated the analysis including only one of the biomarkers in the model at a time and found that the associated p-values for TNF, IL-6, and IL-10 based on the proposed IMI method are all less than 0.001.
The analysis above was implemented in R on a computer with an Intel Core i7 870 @ 2.93 GHz processor and 8 GB of RAM. The computational times were 5.94 min for the complete case analysis, 8.73 min for the MI analysis, and 19.44 min for the IMI analysis.
Discussion
We have proposed a multiple imputation method for handling covariates censored due to DLs in AFT survival models. We have proven that the proposed estimator is consistent and asymptotically normal, with standard errors that are relatively easy to estimate. We also suggested an iterated version of the multiple imputation procedure which provides potentially significant efficiency improvements. Through numerical studies, we demonstrated that the multiple imputation procedure and iterated multiple imputation procedure provide efficiency gains over the complete case approach and that substitution methods lead to biased results.
For the simulation study in Section 4, we chose specific values for the DLs, censoring percentages, and parameters to represent a situation similar to that in the GenIMS dataset. Thus, while the simulation study demonstrates the potential advantages of the proposed multiple imputation methods in cases similar to that observed in reality for the GenIMS study, it is limited in the sense that we did not explore a wide variety of parameter and censoring scenarios. However, we did show theoretically that our proposed methods should have good asymptotic properties in a variety of cases.
We note that our proposed multiple imputation algorithm could be adapted to include imputations for censored T i 's. However, imputing values for T i generally requires more computation than maximizing the likelihood (3) which includes individuals for which ∆ i = 0. Additionally, multiple imputation methods are less efficient than maximum likelihood methods and should generally only be used when maximum likelihood methods are infeasible.
The validity of the complete case estimator in our set-up does not rely on any parametric assumption for the distribution f (x i |z i ). We note that in practice it is difficult to assess the parametric distributional assumptions for observations below the DL. Therefore, if the censoring level on X i is not high, the complete case analysis would be a good option since it is robust, valid, and easy to apply. However, in cases with heavy censoring on X i , the proposed multiple imputation methods are preferred to improve the efficiency. Lastly, we note that if in addition to the censored covariates there is also data that is missing at random, the complete case estimator and the multiple imputation methods may no longer be appropriate if missingness depends on the response. Fortunately, the iterated multiple imputation estimator does not require a consistent initial estimate since, for a large number of iterations and a large number of imputations at each iteration, it is equivalent to an EM algorithm. However, when the initial estimator is not consistent a different formula for variance estimation than that suggested in Section 3.2 must be used, such as that suggested by Louis (1982) .
