Abstract-In this paper, we demonstrate the FPGA implementation of a massively parallel, non-Boolean pattern-matching algorithm. The algorithm is based on the concepts of optical computing: quasi-optical wave equations are solved numerically, using FPGA-accelerated hardware. The FPGA-based waveequation solver is very well parallelizable, so the resulting pattern-matching algorithm will also be amenable to mega-core architectures.
I. INTRODUCTION
It is expected that thousand-core or even mega-core chips will become ubiquitous in the coming years or decades [1] [2]. It is increasingly challenging to realize large, high performance computing cores, mitigate memory bottlenecks and manage power dissipation, in a complex processor core. It is much more economical to replicate and interconnect relatively simple cores. Off the shelf FPGA systems can readily realize thousand-core systems. However, it is not at all known how the computational power of such many-core systems can be harnessed. Most practically important algorithm are singlethreaded and challenging to parallelize to just a few computing cores. There are a few special-purpose computing tasks (such as the ones in scientific computing) which can be efficiently paralellized.
In this paper we point out that a special-purpose computing algorithm, which solves the two-dimensional wave equation, can, in fact serve as a computational engine of a patternmatching algorithm. Pattern matching itself is a basis of widely used image processing / recognition algorithms. Since the solution of the wave equation is well paralellizable, the patternmatching algorithm itself will be possible to distribute to a large number of computing cores.
Section II introduces 'holography on a chip' -a method we devise to use on-chip wave propagation to perform computational primitives. Section III shows how optical equations can be emulated by digital hardware. The transformation of the wave equations onto the emulated digital CNN hardware is shown in Section IV. In Section V we describe the details of the implemented solver architecture. Finally, in Section VI the results are introduced.
II. BASICS HOLOGRAPHIC COMPUTING
Holographic computing is inspired by optical signal processing algorithms [4] , [3] , [5] , albeit we use only digital electronic hardware. The principle of pattern matching is shown in Fig. 1a) . A two-dimensional medium is assumed, which can support the propagation of waves. For now we refer to the waves in an abstract sense, i.e. an excitation that shows interference phenomenon. The nature of the waves will be specified in the coming sessions.
In Fig. 1a ) the waves are generated at the bottom and the distribution of the sources is defined by an input pattern. The waves then travel through a diffraction grating (scatterer) before they arrive to the top plane.
The grating is chosen in a way that it focuses light to a certain point on the top plane. In the simplest case, the scatterer can be a series of slits (holes) that lets the waves going through only if they constructively interfere at the chosen focal point. For a certain 'original pattern' there is only one matching grating that creates a sharp focus. In the special case when the sources generate a plane wave, then the scatterer is the well-known Fresnel zone plate in optics [8] .
A particular interference pattern is shown in Fig. 1b ) -for details, see [10] . The pattern recognition algorithm works by simply using different wave source distributions (test patterns) in the bottom of the structure. If the source distribution is similar to the original pattern, then the focal point of the waves will be sharp. If the test pattern is dissimilar, then constructive interference will not occur. The intensity of the waves at the focal point measures the similarity of the test pattern to the original pattern.
This algorithm allows frameless, analog pattern matching operation: the input at the bottom pattern can continuously change, while the output (the wave intensity of the focal point) can continuously be read out.
III. WAVE PROPAGATION IN A CELLULAR CIRCUIT
Here we show how one can construct digital hardware to create interference phenomena similar to optical interference and use this hardware in a computing system. One way to do that is to simulate electromagnetic wave propagation using a circuit.
We choose transversal electric (TE) modes of electromagnetic wave propagation, a particular solution of Maxwell's equation [6] . Using a rectangular grid with ∆x and ∆y spacings, Maxwell's equations in 2 dimensions take the form:
where H x , H y and E z are the in-plane (x, y) components of the magnetic field and the out of plane (z) component of the electric field. Here we simply consider them as variables describing the wave propagation.
In order to model these waves on digital hardware, we discretize the computational domain by using a ∆x and ∆y spacing. On each lattice point the dynamics of H x , H y and E z are described by the ordinary differential equations:
where the indices (i, j) denote the i-th and j-th cell of the lattice. If the calculation domain is discretized to N ×M cells, then obviously i = 1..N , j = 1..M .
The time-continous, spatially discretized system of Eqs. 2 can be directly simulated by analog Cellular Nonlinear Networks [7] . In order to model this system by digital hardware, one should make one step further to discretize Eqs. 2 in time as well. The simplest approach is to use Euler method: The emulation of the TE waves becomes a digital numerical problem, solvable by either software, multi-core CPUs, GPUs or FPGAs. Due to the nearest-neighbor coupling, the simultaneous time evolution of the cell updates and the lack of memory operations solution of the wave problem is straightforward to parallelize. In fact, one can view every lattice point (described by Eqs. 2 ) as an elementary processor, interacting with its nearest neighbors and calculating the wave amplitudes at this particular lattice point. Alternatively, one can calculate the cell updates 'row by row', and possibly working on a larger number of rows in parallel -we follow this route in the remaining of the paper.
Strictly looking holographic algorithms assume that waves propagate in a boundary-free region, so radiating boundary conditions must be implemented for Eq. 2. This can be done by the introduction of perfectly matched layers as described in [6] .
A Runge Kutta method significantly improves the accuracy of the solution of Eq. 2, resulting in also a much more complex cell structure.
IV. EMULATED-DIGITAL CNN IMPLEMENTATION OF THE WAVE EQUATIONS
The Falcon architecture is an emulated digital CNN processor [9] , which can solve the discretized version of the governing equations of the wave propagation. On this architecture the flexibility of simulators and computational power of analog architectures are mixed. Not only the size of templates and the computational precision can be configured but space-variant and non-linear templates can also be used.
The Maxwell equations are solved by a modified Falcon processor array in which the arithmetic unit was redesigned according to the discretized governing equations. Since each CNN cell has only one real output value, three layers are required to represent the variables Hx, Hy and Ez as can be seen on Figure 2 .
In the first-order case the CNN templates acting on the different layers can easily be taken from (2) . Equations (3)- (6) show templates, in which cells of different layers are connected to the cell at position (i, j). A Ez(Hx) 1a means that layer H x has an effect on E z layer. The other templates are defined by the same way. A 2 row belt of the input image has to be stored on-chip in order to efficiently work the arithmetic unit. A mixer unit is needed for every layer in order to generate the proper 3 × 3 neighbor of a computed cell (see Figure 3) . The mixer unit provides the input image, where the templates can operate with. In this case the arithmetic unit is optimized to the template function in order to save some FPGA resources and gain computing speed (see Figure 4) .
Due to the relative small amount of excitation point (compared to the grid size) (e.g.: Figure 1 ), the excitation function in every iteration step can be computed separately from the governing equations.
V. PROPERTIES OF THE FPGA IMPLEMENTATION
The architecture was developed on a Xilinx XC7Z020 FPGA [11] , which takes place on a Zedboard. The FPGA contains 85K programmable Logic Cells, 220 18 × 25 bit programmable DSP slices and 140 36Kb BlockRAMs. There is an 512MB on-board DDR3 memory, which can store the initial data and the result of one iteration and furthermore the exciting function of the excited points.
The on-board memory and the concept of processing the cells row-by-row makes it possible to compute on large 1000 × 1000 or even larger grid arrays. It is also possible to implement an array of processing element, where each column of processor elements can work on a stripe of the grid image and each consecutive row of the processors can compute the next iteration step of the algorithm.
The whole system relies on the AMBA (Advanced Microcontroller Bus Architecture) AXI system [12] , which is not a bus as its name suggest but a point-to point structure between the communicating elements. This makes it possible later to move the implementation into a larger FPGA. The results of one iteration step of each layer are stored on the on-chip memory via DMA transactions. For uploading the initial data, the excitation function and other parameters and for downloading the computational results a host interface is needed.
The operators of the arithmetic unit are XILINX Floating Point operators with single precision and AXI bus support. The operators improved with the AXI bus makes it possible to change the arithmetic unit easily and therefore the arithmetic unit is optimized according to the sparse and symmetrical templates (Equations (3), (5) and (6) The precision of the operators are overestimated, because preliminary simulations showed that less precision is enough, but the optimal bit width is not yet determined. A large amount of space can be saved if the excitation function is periodic. Other trick can be applied if we choose ∆t or other parameters to be integer power of two because the multiplication in this case can be done by shifts so we can eliminate several multipliers from the hardware and additionally the area requirements will be greatly reduced.
VI. RESULTS AND PERFORMANCE
By using the BlockRAMs of the FPGA, a 200 × 200 large grid array can be computed. With the OCM (On-Chip Memory) supplemented a bit larger 256 × 256 array can be updated. By communicating with the 512MB on-board memory (and sacrificing from the speed of the architecture by the memory transaction) it is possible to work with a 6600 × 6600 large computing space. In this case storing a 6600 wide belt from the image requires 40 BlockRAMs from the FPGA chip resource. That means 3 processor can be implemented on the ZedBoard which can work on successive iterations in one clock cycle.
For testing and performance evaluation purposes a simple initial setup was used. The size of the computational domain is 50×200, there are 20 excitation points which are excited with a sinusoidal function and the iteration number is 50000. Experimental results were compared on different conventional microprocessors (with different compilers) and Xilinx FPGAs and runtimes are summarized in Table I . The achievable performance of the different FPGAs is compared to the performance of the AMD Quad-Core 2.3GHz Opteron processor. Comparison of the required computation time with the above mentioned initial setup show that the computations can be carried out almost 5 times faster with the ZedBoard. Significant saving on computation time can be achieved if larger FPGA is used. Theoretical performance of the largest Virtex 7 FPGA is 87-time faster than the AMD Opteron microprocessor.
The number of resources in different FPGAs are shown in Table II . In this particular problem, the limitations in the FPGA is not the dedicated elements (multiplier, memory) but the number of slices.
VII. CONCLUSION
This paper demonstrates how (1) numerical solutions of the wave equation can be used to power a non-Boolean pattern matching algorithm and (2) how FPGA-based cellular solvers can be used to generate efficient, massively parallel solutions to the wave equations. This offers a new approach to utilize the computing power of large-scale FPGAs or mega-core chips.
We plan to extend the implemented architecture with more precise discretization scheme and with a more complex boundary condition. We also want to investigate other non-Boolean algorithms, and simulate them with FPGA architectures.
