The goal of this paper is to study geometric and extremal properties of the convex body B F (M ) , which is the unit ball Lipschitz-free Banach space associated with a finite metric space M . In particular we discuss the extreme properties of the volume product P(M ) = |B F (M ) | · |(B F (M ) ) • |, when the number of elements of M is fixed. We show that if P(M ) is maximal among all the metric spaces with the same number of points, then all triangle inequalities in M are strict and B F (M ) is simplicial. We also focus on the metric spaces minimizing P(M ), and in the Mahler's conjecture for this class of convex bodies. Finally, we characterize the metric spaces such that B F (M ) is a Hanner polytope.
Introduction
Consider a metric space M containing a special designated point a 0 , such a pair is usually called a pointed metric space. To this metric space we can associate the space Lip 0 (M ) of Lipschitz functions f : M → R, with the special property f (a 0 ) = 0. We refer to [G, GK, Os, We] for many interesting facts about Lip 0 (M ) and its geometry. It turns out that Lip 0 (M ) is a Banach space with norm
, where x, y ∈ M, and x = y .
This space is called the Lipschitz dual of M . The closed unit ball of the space Lip 0 (M ) is compact for the topology of pointwise convergence on M , and therefore this space has a canonical predual which is called the Lipschitz-free space over M and denoted by F(M ). It is the closed subspace of Lip 0 (M ) * generated by the evaluation functionals {δ(x) : x ∈ M } defined by δ(x)(f ) = f (x), for every f ∈ Lip 0 (M ). The goal of this paper is to study the geometry of the unit ball of F(M ) when M is finite and in particular its volume product.
More precisely, assume our metric space space M = {a 0 , . . . , a n }, is finite with metric d. Note that each function f in Lip 0 (M ) is just a set of n values f (a 1 ), . . . , f (a n ) and thus we can identify Lip 0 (M ) with R n , assigning to a function f ∈ Lip 0 (M ) a vector f = (f (a 1 ), . . . , f (a n )) ∈ R n . Let us denote d i,j = d(a i , a j ), B Lip 0 (M ) the unit ball of the Lip 0 (M ) and B F (M ) = B • Lip 0 (M ) , the unit ball of F(M ). Let e 1 , . . . , e n be the standard basis of R n and let e 0 = 0. For 0 ≤ i = j ≤ n let m i,j = e i − e j d i,j .
We write |A| to denote the k-dimensional Lebesgue measure (volume) of a measurable set A ⊂ R n , where k = 1, . . . , n is the dimension of the minimal flat containing A. Then the volume product of a symmetric convex body K is defined by P(K) = |K||K • |, and the volume product is invariant under invertible linear transformations on R n . The maximum for the volume product in the class of symmetric convex bodies is provided by the Blaschke-Santaló inequality: P(K) ≤ P(B n 2 ), for all symmetric convex bodies K ⊂ R d , where B n 2 is the Euclidean unit ball. It was conjectured by Mahler that the minimum of the volume product is attained at the cube in the class of symmetric convex bodies in R n , i.e. P(K) ≥ P(B n ∞ ) = P(B n 1 ) = 4 n n! for all symmetric convex bodies K ⊂ R n where B n ∞ is the unit cube and B n 1 = (B n ∞ ) • is a cross-polytope. The case of n = 2 was confirmed by Mahler himself [Ma] . Very recently, Iriyeh and Shibata [IS] gave a positive solution for 3-dimensional symmetric case (see also [FHMRZ] ). The conjecture was also proved to be true in several particular special cases, like, e.g., unconditional bodies [SR, Me, R2] , convex bodies having hyperplane symmetries which fix only one common point [BF] , zonoids [R1, GMR] , bodies of revolution [MR1] and bodies with some positive curvature assumption [St, RSW, GM] . An isomorphic version of the conjectures was proved by Bourgain and Milman [BM] : there is a universal constant c > 0 such that P(K) ≥ c n P(B n 2 ); see also different proofs in [Ku, Na, GPV] . For more information on Mahler's conjecture and the volume product in general, see expository articles [Sc, RZ] .
One of our goals is to discuss the maximal and minimal properties of
where M is a metric space of fixed number of elements. Our main conjecture here is the following.
Conjecture 1.1. Let M be a metric space with n + 1 points. Then P(M ) ≥ P(B n 1 ). We will prove a partial result towards Conjecture 1.1: if P(M ) is minimal and B F (M ) is a simplicial polytope, then M is a tree. It was proved by A. Godard in [Go] that M is a tree if and only if B F (M ) is an affine image of B n 1 , we give a simpler proof of this fact in Section 2. Thus, it would be tempting to say in the conjecture above that the equality is possible if and only if M is a tree. However, for every n ≥ 3 we can find a metric space giving equality which is not a tree. The reason is the following. If M = {0, 1, 2, 3} is the cycle graph, then B F (M ) is a linear image of B 3 ∞ . Now, given a tree N with n − 3 points, denote M N the metric space obtained by identifying the distinguished points of M and N . Then B F (M N ) = conv(B F (M ) × {0}, {0} × B F (N ) ) and so we have that P(M N ) = 3!(n − 4)! n! P(B 3 1 )P(B n−4 1 ) = 4 n n! .
In the previous example, F(M N ) is isometric to 3 ∞ ⊕ 1 n−4 1 . A space obtained by taking 1 or ∞ sums of n 1 or n ∞ is called a Hansen-Lima space, equivalently its ball is a Hanner polytope. Hanner polytopes are the conjectured minimizers for the volume product among symmetric convex bodies. In Section 3, we characterize the finite metric spaces such that B F (M ) is a Hanner polytope in terms of the graph associated with M .
It is interesting to note that the maximal value for P(M ) is also an extremely interesting and open problem. Indeed B F (M ) = B n 2 for finite M . Thus the maximal case will not follow from Santaló inequality and we must look for other maximum(s) along with the possible conjectured minimizers. For metric spaces of three points, this maximum is attained in the case in which all the distances d i,j between different points coincide. However, this is no longer true for metric spaces with more than three points. This will follow from the result that the maximum of P(M ) is attained at a metric space such that B F (M ) is a simplicial polytope. We will also prove that all triangle inequalities in M have to be strict for P(M ) to be a maximum.
In order to prove these results, we will take advantage of the correspondence between metric spaces (M, d) and weighted graphs. Indeed, one may also see the Lipschitz-free mapping as a way to attach to any weighted connected finite graph a finite-dimensional Banach space (the Lipschitz-free space F(M ) over M ) or a centrally symmetric convex body (B F (M ) = conv(m i,j : 0 ≤ i = j ≤ n)). This mapping is no longer an onto map, indeed, not every convex, symmetric body can be associated with a finite metric space. For example, these bodies have at most n(n + 1) vertices, but this is not the only constraint and it will be interesting to describe geometrically the class of convex bodies associated with finite metric spaces via the above mapping. On the other hand, for each metric space M one can associate a weighted graph such that the distance in M corresponds to the shortest path distance in the graph. After removing the unnecessary edges, the edges that appear in the graph model correspond exactly to the vertices of the unit ball of the Lipschitz-free space associated with it. This was recently proved by Aliaga and Guirao [AG] in a more general setting. We give a simpler proof for finite sets in Section 2.
We will begin with a discussion on the connection between graphs and the Lipschitz-free space of the associated metric space, and we will discuss known results concerning these spaces and the relationship between special graphs and metric spaces. In Section 3 we will analyze when it is possible to decompose F(M ) as an 1 or an ∞ -sum and we will apply that to characterize the metric spaces M such that B F (M ) is a Hanner polytope. Section 4 is dedicated to the connections of the structure of metric spaces and the corresponding volume product. In particular, we use the shadow movement technique to show in Section 4.1 that the maximum of P(M ) is attained at a metric space where all triangle inequalities are strict and B F (M ) is simplicial. In Section 4.2 we compute the volume product corresponding to the complete graph with equal weights. Finally, in Section 4.3 we focus on the metric spaces minimizing P(M ).
Relationship to graphs
There is a correspondence between metric spaces and weighted undirected connected graphs. Indeed, to any weighted undirected connected graph G = (V, E, w), with vertices V , edges E and weight w : E → R + one can associate a finite metric space on its set of vertices V by using the shortest path distance. Reciprocally, to any finite metric space (M, d), we can canonically associate a weighted undirected connected finite graph G(M, d) as follows: we first consider the complete weighted graph on M with the weight on the edge between two points being their distance. Then one erases the edge between two points x, y if its weight is equal to the sum of the weights of the edges along a path joining the two points, i.e. if there is z = x, y such that d(x, y) = d(x, z) + d(z, y). We will say that G(M, d) is the canonical graph associated with the metric space (M, d). We sometimes abuse notation and say that M is a tree, a cycle, etc., meaning that G(M, d) is a tree, a cycle, etc.
The following lemma describes which weighted graphs are the canonical graph of some metric space.
Lemma 2.1. Let G = (V, E, w) be a weighted connected graph. Then there is a metric space such that G is the canonical graph associated with the metric if and only if the following holds: for every {x, y} ∈ E and x 1 , . . . , x l ∈ V such that x 1 = x, x l = y and {x k , x k+1 } ∈ E for every k, we have 0 < w(x, y) < l k=1 w(x k , x k+1 ). Proof. Assume first that there is a metric d on V such that G = G(M, d). Then 0 < d(x, y) = w(x, y) for any {x, y} ∈ E and by the triangular inequality w(x, y) ≤ l k=1 w(x k , x k+1 ) for all x 1 , . . . x l such that x 1 = x, x l = y and {x k , x k+1 } ∈ E for every k. Moreover, assume that w(x, y) = l k=1 w(x k , x k+1 ). Then we also have w(x, y) = w(x, x 2 ) + w(x 2 , y) and so {x, y} / ∈ E, a contradiction. Conversely, assume that G = (V, E) satisfies the condition in the statement. Define a metric on V as the shortest path distance:
w(x k , x k+1 ) (otherwise we would have a shorter path for the distance between x and y).
w(x k , x k+1 ). Moreover, d(x, y) ≤ w(x, y) by the definition of d. This is a contradiction with the hypothesis in the statement. Thus E = E , and clearly the weight of the edges in E is d(x, y). Therefore G = G(M, d).
This representation is very well adapted to our study because the edges that appear in the graph model are exactly corresponding to the vertices of the unit ball of the Lipschitz-free space. This was recently proved by Aliaga and Guirao [AG] for compact metric spaces, and even more recently by Aliaga and Pernecká [AP] for complete metric spaces. We give a simpler proof for finite sets below. We denote ext K the set of extreme points of a convex body K, these are precisely the vertices of K when K is a polytope.
Proposition 2.2 ( [AG] ). Let (M, d) be a pointed finite metric space, with M = {a 0 , . . . , a n }. Let G = (M, E, w) be the canonical weighted undirected connected finite graph associated with (M, d). The following are equivalent.
(
For e = (a k , a l ) ∈ E we denote d e = d k,l and m e = m k,l . Let γ ⊂ E be the subset of E of smallest cardinality such that m i,j ∈ conv(m e : e ∈ γ). By Carathéodory's theorem, 2 ≤ r ≤ n, where r = card(γ). Then S γ := conv(m e : e ∈ γ) is a (r − 1)-dimensional simplex. There exists (λ e ) e∈γ such that λ e > 0, for all e ∈ γ, e∈γ λ e = 1 and (1)
Note that if (a k , a l ) ∈ γ then (a l , a k ) / ∈ γ. Indeed, otherwise by triangle inequality we will have
and so λ (a k ,a l ) = 0, contradicting the minimality of γ. Let M γ = {a k ∈ M : ∃e ∈ γ; a k ∈ e} be the vertices of M which belongs to some of the edges in γ. Let γ = γ ∪ {(i, j)}. We want to prove that the graph C γ := (M γ , γ ) is a cycle. First, it is not difficult to see using the minimality of γ that the graph C γ is connected. Since S γ is an (r − 1)-dimensional simplex whose affine hull doesn't contain the origin, its r vertices are linearly independent. Since these vertices are differences of basis vectors, one has at least r + 1 basis vectors involved in the vertices of S γ . Thus, card(M γ ) ≥ r + 1. By linear independence, each a k ∈ M γ belongs to at least two edges. By double counting one has 2(r + 1) = 2 card(γ ) = a∈Mγ deg(a) ≥ 2 card(M γ ) ≥ 2(r + 1).
Hence card(M γ ) = r + 1 and each vertex of C γ has exactly degree two. Thus C γ is a two-regular connected graph: it is the (r + 1)-cycle graph. Then it follows from (1) d i,j = e∈γ d e . Since r ≥ 2 there exists k / ∈ {i, j} such that k ∈ e for some e ∈ γ. Then one has d i,j = d i,k + d k,j .
One deduces easily the following corollary. Indeed, one can go a bit further and relate the number of points in the metric segment
with the dimension of the face F of B F (M ) such that m i,j is in the relative interior of F . The Proposition 2.2 says that the dimension of F is 0 precisely if [i, j] = {i, j}. In general, we have the following.
Proposition 2.4. Let (M, d) be a pointed finite metric space, with M = {a 0 , . . . , a n }. Given i = j ∈ {0, . . . , n}, let F be the face of B F (M ) such that m i,j belongs to the relative interior of F . Then a) F = conv{m u,v :
To prove Proposition 2.4, we will need to check when a set of molecules is linearly independent. The following lemma does the work.
Lemma 2.5. Let (M, d) be a metric space with n + 1 elements and G(M, d) = (V, E, w) be its canonical graph. Let E ⊂ E. Then {m γ : γ ∈ E } is a basis of R n if and only if the subgraph with edges E is a spanning tree of G(M, d).
Proof. We may assume that all the edges of G = G(M, d) have the same weight since the vector space generated by the molecules does not change. Let G = (V, E ). Assume first that G is a spanning tree of G. Then #E = n. Consider the (vertex-edge) incidence matrix of G, Q (G ) , which is defined as follows. We consider that every edge is assigned an orientation, which is arbitrary but fixed. The rows and the columns of Q(G ) are indexed by V and E , respectively. The (i, j)-entry of Q(G ) is 0 if vertex i and edge γ j are not incident, and otherwise it is 1 or −1 according as γ j originates or terminates at i, respectively. The rank of Q(G ) is n since G is connected (see e.g. Theorem 2.3 in [Ba] ). Thus, the n molecules {m e : e ∈ E } are linearly independent and so they are a basis of R n .
Conversely, assume that {m e : e ∈ E } is a basis. Then #E = n. Moreover, any cycle on G would provide a linear dependence relation among the molecules {m e : e ∈ E }. Thus, G does not contain any cycle. Finally, G is connected, since otherwise there would be a non-zero Lipschitz function vanishing on {m e : e ∈ E }. This shows that G is a spanning tree of G.
It is easy to check that every Lipschitz function attaining its norm on m i,j also attains its norm on m u,v . Therefore, m u,v belongs to the intersection of all the exposed faces of
. This is a 1-Lipschitz function considered first in [IKW] that turns out to be very useful when studying the extremal structure of free spaces (see e.g. [GPR] ), since it only peaks at points in the segment [i, j] . As before, we have g, m i,j = 1 and so
That is, g, m u,v = 1. This implies that d i,j = d i,u + d u,j . Then
It follows that
In order to prove b), let k = dim F and note that k = dim span{m u,v − m i,j : m u,v ∈ F }. We claim that we only need to consider the vectors m u,v − m i,j where v = j. Indeed, it also follows from a) that if m u,v ∈ F then m i,u , m v,j ∈ F . Note also that
x and v, note also that m u,v ∈ A for any u on that path. Let G = (V , E ) be the subgraph of G obtaining by joining together those paths, and let G = (V , E ) be a spanning tree of G . Note that E contains #([i, j] \ {i, j}) edges. Then m u,v ∈ A for any (u, v) ∈ E and Lemma 2.5 tells us that the set
Finally, given a linearly independent set of molecules {m u,v : {u, v} ∈ B} ⊂ A, we have that the graph with edges given by the set B does not contain any cycle. Since its nodes belong to the set [i, j] \ {j}, the cardinality of B is at most that of [i, j] \ {i, j}. This shows that there are at most #([i, j] \ {i, j}) linearly independent vectors in A.
The following nice relationship between trees and affine images of B n 1 was first proved by A. Godard in a more general setting in section 4 of [Go] . We give here a simpler proof in the case of finite metric spaces.
Proposition 2.6 ( [Go] ). Let (M, d) be a pointed finite metric space, with M = {a 0 , . . . , a n }. Let G = (M, E, w) be the canonical weighted undirected connected finite graph associated with (M, d). Then G is a tree if and only if B F (M ) is the linear image of B n 1 . Proof. Recall that the graph G = (M, E, w) is a tree if and only it is connected and acyclic, equivalently it is connected and card(E) = card(M ) − 1 = n. Since our graphs are all connected and using Corollary 2.3, we get that G = (M, E, w) is a tree if and only if B F (M ) has 2n vertices. But we know that B F (M ) is full dimensional and is centrally symmetric so it has exactly 2n vertices if and only if it is an affine image of B n 1 .
, this will be useful later. The fact that a 0 ∈ N is not important since the Lipschitz-free operation of a metric space (M, d) with two different chosen roots gives two Banach spaces which are isometric can be seen directly in the following way: Assume that M = {a 1 , . . . , a n+1 }. Define
Then K is an n-dimensional convex body living in a hyperplane of R n+1 . For 1 ≤ i ≤ n + 1, denote by
3. Decompositions of Lipschitz-free spaces 3.1. 1 -decompositions. It is interesting to note that the Lipschitz-free Banach space associated with the series composition of two graphs is the 1 -sum of their Lipschitz-free Banach spaces, in particular, its unit ball is the convex hull of the two unit balls.
Definition 3.1. Let (M i , d i ), i = 1, 2, be pointed metric spaces. We denote M 1 M 2 the metric space obtained by connecting the graph representations of M 1 and M 2 by identification of their distinguished points.
Note that the definition of M 1 M 2 actually depends on the choosen roots. However, we prefer to avoid the cumbersome notation (M 1 , 0 1 ) (M 2 , 0 2 ).
If M i has n i + 1 points, we get that
this fact will be very useful when studying the extremal values of the volume product. Given a finite metric space M , we will say that M is decomposable if we can find M 1 and M 2 such that M = M 1 M 2 . Otherwise we say that M is indecomposable. The decomposability of the metric space is closely related to the biconnectedness of its canonical graph. A connected graph G is called biconnected if for any vertex v of G the subgraph obtained by removing v is still connected. A biconnected component of G is a maximal biconnected subgraph. Any connected graph decomposes into a tree of biconnected components.
Note that we can write M = M 1 M 2 if and only if the canonical graph associated with M is not biconnected. Moreover, in such a case M 1 and M 2 are the union of biconnected components of M . As a consequence, we have the following: It makes sense to wonder if that is the unique way of decomposing a Lipschitz-free space as an 1 -sum. It turns that this is the case.
Theorem 3.3. Let M = {a 0 , . . . , a n } be a finite pointed metric space. Assume that F(M ) is isometric to X 1 ⊕ 1 X 2 . Then there exist metric spaces M 1 , M 2 (which are obtained from the decomposition of M into its biconnected components) such that X k is isometric to F(M k ).
Proof. Let G = (M, E) be the canonical graph associated with the metric space. Let φ :
. . M r be the canonical decomposition of M into indecomposable metric spaces, and letẼ i be the edges of the i-th biconnected component of M . We claim that eachẼ i is either contained in E 1 or contained in E 2 . Note that for every pair of distinct edges inẼ i there is a cycle containing them. Thus, it suffices to check that every cycle in G is either contained in E 1 or contained in E 2 . Let C be a cycle in G and assume that C ∩ E 1 = ∅. We have that
This implies that the edges in C ∩ E 1 form a cycle, and so C ∩ E 2 = ∅. This proves the claim.
For k = 1, 2, let I k = {i ∈ {1, . . . , r} : E i ⊂Ẽ k } and consider M k the metric space obtained by joining theM i where i ∈ I k , for k = 1, 2 with the same identifications considered before. Clearly,
The previous result can be written in an equivalent way that avoids the use of Lipschitz-free spaces:
contains an infinite number of extreme points. Therefore, it is not possible to decompose F(M ) as X 1 ⊕ p X 2 .
It is known that if the canonical graph associated with a metric space M is a complete graph, and F(M ) is isometric to F(N ), then M is isometric to N [We, Theorem 3.55 ]. This does not hold in general, for instance F(M ) = n 1 whenever M is a tree. Indeed, the Lipschitz-free spaces over two metric spaces M and N are isometric whenever M and N have the same decomposition into indecomposable metric spaces. That motivates the following question.
Question 3.6. Assume that F(M ) are F(N ) are isometric. Does it follow that the decompositions of M and N coincide, up to the order of the indecomposable metric spaces that appear?
3.2. ∞ -decompositions. We say that a metric space M = {a 0 , a 1 , . . . , a n } is a spiderweb if n = 1 or if the canonical graph associated with M is the complete bipartite graph K 2,n−1 where all the edges have the same weight. Note that if M has only two points, then it is a (trivial) spiderweb. In addition, the cycle of length 4 with equal weights is also a spiderweb. The next result shows that for a fixed number of points the spiderweb is the only one metric space whose Lipschitz-free space can be decomposed as an ∞ -sum. Theorem 3.7. Let M = {a 0 , . . . , a n } be a finite metric space with n ≥ 3. Then:
The following lemma is the key to prove Theorem 3.7. It characterizes centrally symmetric faces of the ball of a free space. Given 
and so z ∈ Mid(x, y) and f (x) − f (v) = d(x, v). This means that
Moreover, for every z ∈ Mid(x, y) we have
and so m x,z , m z,v ∈ F . This shows that
as desired. The case v = x is analogous and we get that F = conv{m u,z , m z,y : z ∈ Mid(u, y)}.
Note that the previous result shows that if F 1 ⊂ F 2 are centrally symmetric faces of B F (M ) and F 1 has at least 6 vertices, then F 1 = F 2 . and so F(M ) = Y ⊕ ∞ R. Finally, it is clear that # ext(B Y ) = # ext(F ) = 2(n − 1) and so Y is isometric to n−1 1 . This proves a). Now, assume that F(M ) is isometric to X 1 ⊕ ∞ X 2 and that dim(X 2 ) ≥ 2. Take u, v ∈ ext B X2 such that [u, v] is an edge of B X2 . Then both B X1 + u and B X1 + [u, v] are centrally symmetric facets of B X1⊕∞X2 .
Case 1. Assume dim(X 1 ) ≥ 3. Then # ext(B X1 + u) = # ext(B X1 ) ≥ 6. Therefore Lemma 3.8 yields
Case 2. Suppose now that dim(X 1 ) = dim(X 2 ) = 2 and so n = 4. Then B X1 + [u, v] is a facet of B X1⊕∞X2 with at least 8 vertices. By Lemma 3.8, there are x, y in M such that the set conv{m x,z , m z,y : z ∈ Mid(x, y)} has 8 vertices. But this is impossible since # Mid(x, y) ≤ 3.
Therefore, X 2 = R. Then we have B F (M ) = B X1 +[−u 0 , u 0 ], for a certain vector u 0 . Thus, F = B X1 +u 0 is a centrally symmetric facet of B F (M ) . Now, we distinguish again two cases:
Case 1. Assume n = 3, that is, M has four points. By Lemma 3.8, we have two possible cases: Case 2. Assume n ≥ 4. We have # ext F = # ext B X1 ≥ 2(n − 1) ≥ 6. Then the first case in Lemma 3.8 does not hold. Therefore, there are x, y ∈ M such that F = conv A, where A = {m x,z , m z,y : z ∈ Mid(x, y)}. Note that ext F ⊂ A and ext B F (M ) ⊂ ext F ∪ext(−F ). It follows that for every z ∈ M \{x, y} we have {x, z}, {z, y} ∈ E, and all the edges are of this form. Thus, M is a spiderweb. Moreover, it follows that # ext B X1 = 2(n − 1) and so X 1 is isometric to n−1 1 . Combining Proposition 3.10 and Theorem 3.7, we get the following result.
Corollary 3.9. Let M = {a 0 , . . . , a n } be a finite pointed metric space. Then F(M ) is isometric to n ∞ if and only if n ≤ 2 and M is tree, or n = 3 and M is a cycle with equal weights.
3.3. Zonotopes. Godard [Go] characterized the metric spaces M such that F(M ) is isometric to a subspace of L 1 as those metric spaces which embed into an R-tree. In the finite-dimensional setting, the embeddability into L 1 is equivalent to the fact that the dual ball B Lip 0 (M ) is a zonoid [Bo] (see also [Sc, Ko, RZ] ). Let us recall that a convex body is said to be a zonotope if it is a finite sum of segments, and it is said to be a zonoid if it is the limit, in the Hausdorff distance, of a sequence of zonotopes. Both notions coincide for polytopes. We refer the reader to [GW] for more results about zonoids and zonotopes.
Zonoids satisfy Mahler's conjecture [R1, GMR] . Thus, it makes sense to wonder about when B F (M ) is a zonoid. Unfortunately, there are few cases when that happens, as the following result shows.
Proposition 3.10. Let M = {a 0 , . . . , a n } be a finite pointed metric space. The following are equivalent: i) B F (M ) is a zonotope. ii) n ≤ 2, or n = 3 and M is a cycle graph (of length 4) with equal weights.
Proof. ii)⇒ i). Every 2-dimensional symmetric polytope is a zonotope. In addition, if n = 3 and the canonical graph associated with M is the cycle graph with equal weights then B F (M ) is a linear image of the cube B 3 ∞ . i)⇒ ii). Let F be a (centrally symmetric) facet of B F (M ) . Assume that n ≥ 4. Since F is a zonoid of dimension n − 1, it has at least 2 n−1 vertices. In addition, by Lemma 3.8, there are x, y such that F = conv{m x,z , m z,y : d(x, z) = d(z, y)}. Then 2 n−1 ≤ # ext F ≤ 2#{z ∈ M : d(x, z) = d(z, y)} ≤ 2(n − 1), a contradiction. Thus, n ≤ 3. In the case n = 2 there is nothing to prove. Thus, we may assume that n = 3. Let G = (V, E, w) be the canonical graph associated with M . We distinguish some cases: Case 1. G has at least one leaf, say a 0 . Then F(M ) is a 1 -sum of R and another space. It is easy to check that then all the facets of B F (M ) are not centrally symmetric.
Case 2. There is a node in G with degree 3. We may assume that the node is a 0 . Consider the 1-Lipschitz function f given by f (a i ) = d i,0 . Note that if i, j = 0 are distinct then |f (a i ) − f (a j )| < d i,j . Thus, f, m i,j = 1 if, and only if, m i,j = m i,0 and i = 0. That is, the face of B F (M ) given by f has dimension 2 and an odd number of vertices, so it is not centrally symmetric, a contradiction.
Since the previous cases lead to a contradiction, we have that G is a cycle, so B F (M ) has 8 vertices. Thus, F has 4 vertices. It follows that, for any {x, y} ∈ E, either m x,y ∈ F or m y,x ∈ F . Lemma 3.8 says that, in any case, the set {d(x, y) : {x, y} ∈ E} is a singleton. That is, all the edges have the same weight, as desired.
3.4. Hanner polytopes. A symmetric convex body K is called a Hanner polytope if K is one-dimensional, or it is the 1 or ∞ sum of two (lower dimensional) Hanner polytopes. They are the unit balls of the Hansen-Lima spaces [HL] . Hanner polytopes are the conjectured minimizers for the volume product. We finish the section characterizing for which metric spaces the ball of the Lipschitz-free space is a Hanner polytope.
Theorem 3.11. Let M be a finite pointed metric space. The following are equivalent:
Proof. ii)⇒i) follows from the fact that B F (M ) is a Hanner polytope provided M is a spiderweb. i)⇒ii). We prove the result by induction on n = dim F(M ). For n ≤ 2, every Hanner polytope is a linear image of B n 1 . So M is a tree, which is a sum of spiderwebs consisting on two points. Now, assume n ≥ 3 and that the result is true for metric spaces with at most n points. Write F(M ) = X 1 ⊕ p X 2 , where p ∈ {1, ∞} and B X1 , B X2 are Hanner polytopes. If p = ∞, then M is a spiderweb by Theorem 3.7, and we are done. Otherwise, p = 1. Let M = M 1 . . . M r be the decomposition of M into its biconnected components. Then by Theorem 3.3, there are metric spaces N 1 = M i1 . . . M is and N 2 = M j1 . . . M jr−s , with {1, . . . , r} = {i 1 , . . . , i s , j 1 , . . . , j r−s }, such that X i is isometric to F(N i ) for i = 1, 2. The induction hypothesis says that both N 1 and N 2 are the sum of spiderwebs. Since the decomposition of N 1 and N 2 into their biconnected components is unique, it follows that each of the M i is a spiderweb, as desired.
Extremal properties of the volume product
We will focus now on the maximal and the minimal value of P(M ) = |B F (M ) | · |B Lip 0 (M ) |. It is a well-known fact that the volume product of convex bodies is invariant under linear isometries. We start with the easy observation that P(M ) is invariant under dilations on M . Given two metric spaces (M, d) and (N, ρ), we say that a map f : M → N is a dilation if it is a bijection and there is a constant a > 0 such that ρ(f (x), f (y)) = ad(x, y) for every x, y ∈ M . (x, y) for some a > 0 and every x, y ∈ M . By the fundamental property of Lipschitz-free spaces (see e.g. [We] ), there is a bounded linear operatorf :
That is, B F (N ) is a linear image of B F (M ) . Then P(N ) = P(M ).
The main idea behind a number of proofs of our results in this section is the shadow system technique: a shadow system of convex sets along a direction θ ∈ S n−1 is a family of convex sets L t ∈ R n which are defined by
where B ⊂ R n is a bounded set, called the basis of the shadow system, α : B → R is a bounded function, called the speed of the shadow system, and t belongs to an open interval in R. We say that a shadow system is non-degenerate, if all the convex sets L t have non-empty interior. Shadow systems were first introduced by Rogers and Shephard [RS] . Campi and Gronchi [CG] proved that if L t is a symmetric shadow system then t → |L • t | −1 is a convex function of t. In [MR2] , Meyer and Reisner generalized this result to the non-symmetric case and studied the equality case. The following proposition summarize those results in symmetric case: a] , then there exists w ∈ R n and α ∈ R, such that for every t ∈ [−a, a], one has
4.1. Maximal Case. We will show that the maximum of the volume product is attained at a metric space such that its canonical graph is a weighted complete graph. In dimension two we can say something more.
Theorem 4.3. For all metric spaces of three elements, P(M ) ≤ P(K 3 ), where K 3 is the metric space corresponding to a complete graph with equal weights.
Proof. The result follows immediately from Theorem 4 in [AFZ] , but here we present a self-contained proof. Let M = {0, 1, 2} be a metric space of three elements. By Proposition 4.1 we may assume that d 1,2 = 1, so B F (M ) = conv{± e1 d1,0 , ± e2 d2,0 , ±(e 1 − e 2 )}. Then after a linear transformation we get the body L = conv{±e 1 , ±e 2 , ±(d 1,0 e 1 − d 2,0 e 2 )} with the same volume product. Note that |d 1,0 − d 2,0 | ≤ 1. Consider the shadow system L t = conv ±e 1 , ±e 2 , ± d 1,0 + d 2,0 2 (e 1 − e 2 ) + t(e 1 + e 2 )
Then t → |L t | is constant on [−1/2, 1/2] and |L • t | = |L • −t |. Thus, P(L t ) ≤ P(L 0 ) for all t ∈ [−1/2, 1/2]. In particular, P(M ) = P(L) ≤ P(L 0 ). Now, direct computation shows that |L 0 | = 1 + 2r and |L • 0 | = 4r−1 r 2 , where r = d1,0+d2,0 2 . By simple calculus, P(L 0 ) ≤ P(K 3 ) = 9.
To deal with the maximum in general dimension we need two results about shadow systems. The following lemma is an extension of Lemma 3.2 of [AFZ] , where a similar result is proved in the case in which F is a facet of K.
Lemma 4.4. Let K ⊂ R n be a convex body with 0 ∈ int K and F be a face of K of dimension 0 ≤ k ≤ n−1.
. Let x F ∈ relint F and v ∈ S n−1 be such that v, u i > 0 for all i = 1, . . . , m. Take x t = x F + tv and K t = conv(K, x t ). Then, if t > 0 is small enough,
be the facets of K that do not contain F , with normal unit vectors {u i } l i=m+1 . Note that x F , u i < h K (u i ) for every i = m + 1, . . . , l since x F ∈ relint F . Thus, there is ε > 0 such that we have x t , u i < h K (u i ) for every i = m + 1, . . . , l if t ∈ [0, ε]. In addition, note that
and so ext K t ⊂ ext K ∪ {x t }.
Let p, q be such that the segment [p, q] is an edge of K t . Then p, q ∈ ext K t . If both of them belong to K, then [p, q] ⊂ K. Otherwise, we may assume that p = x t and q ∈ ext K. Assume that q / ∈ m i=1 F i . Then q, u i < h K (u i ) for all i ∈ 1, . . . , m. Thus,
when λ > 0 is small enough. Moreover,
for all 0 < λ < 1. This means that [p, q] ∩ int K = ∅, so [p, q] also intersects int K t and so it is not an
. . , m} as desired. This proves the claim.
where y i ∈ F i , y j ∈ F j , and 0 ≤ λ, µ ≤ 1. Clearly we may assume λ, µ < 1. Assume first that µ > λ. If y i ∈ F j , then y ∈ conv(F i ∩ F j , x t ) and we are done. So we may assume y i , u j < h K (u j ). Then we have
On the other hand,
, which yields x t , u j < h K (u j ), a contradiction. If µ < λ, we reach to a similar contradiction multiplying by u i . Finally, assume that µ = λ < 1. Then y i = y j ∈ F i ∩ F j and we are done. This proves the claim.
It follows from Claim 2 that conv(F i , x t ) ∩ conv(F j , x t ) has empty interior if i = j. Thus,
Now, we focus on the volume of the polar body. Note that the vertices of K • are the points {u i /h K (u i )} l i=1 . Let F = {x ∈ K • : x, y = 1 ∀y ∈ F } be the face of K • corresponding to F . Then F is the convex hull of the vertices of K • which belong to F and so F = conv({u i /h K (u i )} m i=1 ). For each i ∈ {1, . . . , m}, let {v i s } ri s=1 be the vertices of K • which are adjacent to u i /h K (u i ) and which do not belong to {u j /h K (u j )} l j=1 . Let η = min{1 − v i s , x F : i ∈ {1, . . . , m}, s ∈ {1, . . . , r i }} > 0. Note that u i /h K (u i ) ∈ K • t if and only if u i /h K (u i ), x t ≤ 1 if and only if i ∈ {m + 1, . . . , l}. This means that
An easy computation shows that
≤ ct for some constant c > 0, provided ε is small enough. Therefore,
. . , m and s = 1, . . . , r i . This means that
Now, by Steiner's formula (see e.g. [Sc] ),
since the affine dimension of F is n − k + 1 (see e.g. [Gr, pag. 50] ). Thus,
Lemma 4.5. Let K ⊂ R n be a symmetric convex body and F be a face of K of dimension 1 ≤ k ≤ n − 1.
. Let x F ∈ relint F and v ∈ S n−1 be such that v, u i > 0 for all i = 1, . . . , m. Take x t = x F + tv and K t = conv(K, x t , −x t ). Then, P(K t ) > P(K) if t > 0 is small enough.
Proof. Let L t = conv(K, x t ). It is easy to check that for each i, j ∈ {1, . . . , m}, the set conv(F i , x t ) ∩ conv(−F j , −x j ) has empty interior. Now, the argument in the proof of the previous lemma gives that
and so |(L t ∩ (−L t )) \ K| = 0. By Lemma 4.4 we have
when t approaches 0.
Remark that the previous lemma does not work when k = 0. Indeed, if K is a square in R 2 and x F is a vertex of K then we can have P(K t ) = P(K) for all t > 0. Now we can show that the maximum of P(M ) is attained at a weighted complete graph.
Theorem 4.6. Let M = {a 0 , . . . , a n } be a metric space such that P(M ) is maximal among the metric spaces with the same number of elements. Then d i,j < d i,k + d k,j for every distinct points a i , a j , a k .
Proof. Assume the contrary. Consider the set A = {(i, j) ∈ {0, . . . , n} 2 : i = j, d i,j = d i,k + d k,j for some k ∈ {0, . . . , n} \ {i, j}}.
Take (i, j) ∈ A such that d i,j is maximal. Consider d t given by d t i,j = di,j 1+t and d t u,v = d u,v otherwise. The maximality of (i, j) implies that d i,j > max{|d i,k − d k,j | : k ∈ {0, . . . , n} \ {i, j}}. Thus, d t is a metric on M for t small enough. Note that
It is natural to wonder if the maximum of the volume product is attained at the unweighted complete graph. We showed in Theorem 4.1 that this is the case for metric spaces with three points. However, that is no longer the case in higher dimensions. In order to prove that, we will show that the maximum of P(M ) is attained at a metric space such that B F (M ) is simplicial.
The following can be proved by using the same arguments as in Theorem 3.4 in [AFZ] .
Proposition 4.7. Let K be a family of centered convex polytopes and let K ∈ K be such that P(K) is maximal among the elements of K. Assume that conv(K, (1 + t)x, −(1 + t)x) ∈ K for every vertex x of K and t > 0 small enough. Then K is simplicial.
In the particular case of free spaces, we have the following.
Theorem 4.8. Let M = {a 0 , . . . , a n } be a finite pointed metric space such that P(M ) is maximal among the metric spaces with the same number of elements. Then B F (M ) is simplicial.
Proof. Note that every extreme point of B F (M ) is of the form m i,j for some a i , a j ∈ M , i = j. By Theorem 4.6, we have
1+t defines a metric on M for t small enough. Moreover,
This shows that the hypotheses of Proposition 4.7 hold and so B F (M ) is simplicial. 4.2. The special case of complete graph with equal weights. Let K n+1 denote the metric space of n + 1 elements such that d i,j = 1 if i = j, i.e. the metric space associated with the complete graph where all the weights are equal to 1.
Note that B F (Kn+1) is not simplicial whenever n ≥ 3. Indeed, consider the 1-Lipschitz function given by f (a i ) = 1 if i ∈ {2, . . . , n} and f (a 0 ) = f (a 1 ) = 0. Note that the 2n − 2 molecules m i,0 , m i,1 , i ∈ {2, . . . , n}} are vertices of B F (Kn+1) that belong to the face of B F (Kn+1) exposed by f . Since 2n − 2 > n, this face is not a simplex. Therefore, it follows from Proposition 4.8 that K n+1 is not a metric space with maximum volume product if n ≥ 3.
We also would like to provide a computation for the volume product of K n+1 . Note first that B F (Kn+1) = conv{±e i , ±(e i − e j ); 1 ≤ i = j ≤ n} has exactly n(n + 1) vertices.
Let us describe more precisely the unit ball of Lip 0 (K n+1 ).
Claim 3.
Proof. Denote by C the right hand side set. First let us prove that C ⊂ B Lip 0 (Kn+1) . One has Kn+1) . Therefore C ⊂ B Lip 0 (Kn+1) . To show that B • F (Kn+1) ⊂ C we consider x ∈ B Lip 0 (Kn+1) . Then |x i | ≤ 1 and so we may assume, reordering our axes if necessary, that −1 ≤ x 1 ≤ x 2 ≤ . . . ≤ x n−1 ≤ x n ≤ 1. Further, since |x i − x j | ≤ 1 we get x n − x 1 ≤ 1. Now let us consider the indices with positive entries and negative entries separately. That is, we let k be the last negative index, choosing it to be 0 if no entries are negative, and to be n if all entries are negative. Then
Claim 4.
Proof. Denote by D the zonotope on the right hand side. First let us take an extreme point x ∈ D then
where the ε i ∈ {−1, 1}. Let I = {i ∈ {1, . . . , n}|ε i = ε n+1 }. Then
To see that B Lip 0 (Kn+1) ⊂ D we simply reverse our previous observation. So if we take x ∈ C so x = ε n+1 i∈I e i where I ⊂ {1, . . . , n}. Then we define ε i = ε n+1 if i ∈ I and ε i = −ε n+1 if i / ∈ I. Then by our choices of ε i we have x = 1 2 n i=1 ε i e i + 1 2 ε n+1 n i=1 e i ∈ D as desired.
Remark 4.9. It follows from Claim 4 that B Lip 0 (Kn+1) is a zonotope. This can be seen in a different way (see [Go] and also [Os, Example 10.13 ]) by showing that K n+1 embeds into a tree with n + 2 points or by showing that B F (Kn+1) is a section of n+1 1 . We also note that using the fact that the Mahler conjecture is true for zonotopes [GMR] we get P(K n+1 ) ≥ P(B n 1 ). We will show it as a direct computation below.
Let us compute the volume product of K n+1 .
Claim 5.
Proof. Let us first compute the volume of B Lip 0 (Kn+1) . Let e = n i=1 e i . Then B Lip 0 (Kn+1) is a zonotope which is the following sum of n + 1 segments:
Thus one may use the following formula for the volume of zonotopes [Sh] :
Since for all k ∈ {1, . . . , n} one has | det(e, (e i ) i =k )| = 1 we get |B Lip 0 (Kn+1) | = n + 1. Now let us compute the volume of B F (Kn+1) = conv{±e i , ±(e i − e j ); 1 ≤ i = j ≤ n}. We decompose B F (Kn+1) using the partition of R n into 2 n parts defined according to the coordinate signs. For I ⊂ {1, . . . n} let C I = {x ∈ R n : x i > 0 for all i ∈ I and x j < 0 for all j / ∈ I}.
Then B F (Kn+1) ∩ C I = conv(0; (e i ) i∈I ; (−e j ) j / ∈I ; (e i − e j ) i∈I,j / ∈I ) = conv(0; (e i ) i∈I ) − conv(0; (e j ) j / ∈I ).
Hence if we denote k = card(I) then
Thus
Remark 4.10. Note that, a more general case is the metric space for which d i,j ∈ Z for all i, j. In this case the polytope B Lip(M ) has vertices in the lattice Z n . Indeed, a result of Farmer [Fa] ensures that a Lipschitz function f is an extreme point of B Lip(M ) if and only if for all i, j there are k 0 , k 1 , . . . k l such that k 0 = i, k l = j and |f (a kr ) − f (a kr+1 )| = d(a kr , a kr+1 ) for all r = 0, . . . , l − 1, and so f (a j ) ∈ Z for every a j ∈ M . If, moreover, all the edges of the canonical graph associated to M have weight 1, then the vertices of B F (M ) are of the form e i − e j for some i, j and so B F (M ) is also a polytope with vertices in the lattice Z n . Thus it interesting to ask for minima and maximal volume product among lattice polytopes whose dual is also a lattice polytope. 4.3. The Minimal Case. In this section, we focus on Conjecture 1.1. Note that it is already known that this conjecture holds for certain metric spaces. Namely:
• If M embeds into a tree, then B Lip 0 (M ) is a zonoid [Go] and so the result follows from [R1, GMR] .
• If M is a cycle, then B F (M ) has 2n + 2 vertices and so the result follows from the recent paper [Ka] . We will show some more cases were Conjecture 2.3 holds. Given a connected graph G = (V, E), we say that an edge e ∈ E is a bridge if the subgraph (V, E \ {e}) is disconnected.
Proposition 4.11. Let (M, d) be a finite metric space such that P(M ) is minimal. Let m i,j be a vertex of B F (M ) . Assume that all the facets of B F (M ) containing m i,j are simplices. Then, the edge {a i , a j } is a bridge in G (M, d) .
Proof. Let G = (V, E, w), be the graph of M . Let G t = (V, E, w t ) be the weighted graph obtained from G by replacing the weights by w t ({a i , a j }) = w({a i , a j })/(1 + t) and w t ({u, v}) = w({u, v}) for any {u, v} ∈ E \ {{a i , a j }}. By Lemma 2.1, if |t| is small enough then there is a metric d t on M such that G t = G(M, d t ). Moreover, t → |B F (M,d t ) | is affine if |t| is small enough since all the faces containing m i,j are simplices. By the minimality of P(M ) and Lemma 2 from [FMZ] , B F (G) must be a double-cone with apex m i,j . Thus, span(ext(B F (M ) ) \ {±m i,j }) has dimension n − 1. We claim that this implies that {a i , a j } is a bridge in G. Indeed, otherwise there would exists a spanning tree in G not containing the edge {a i , a j }, and the vector space generated by the corresponding molecules would be n-dimensional by Lemma 2.5.
Theorem 4.12. Let (M, d) be a metric space with minimal volume product such that B F (M ) is simplicial. Then M is a tree.
Proof. Apply Proposition 4.11 to get every edge in G (M, d) is a bridge.
We note that the minimal case for four points corresponds to the question on the minimality of volume product in R 3 . That question was recently solved in [IS] and automatically gives P(M ) ≥ P(B 3 1 ), for M being a metric space of four elements. Here we present a direct proof that uses the structure of polytope of B F (M ) . To that end, we need the following simple observation. Proof. In that case there is a 1-Lipschitz function f such that f (a i ) − f (a j ) = d i,j and f (a j ) − f (a k ) = d j,k . Thus d i,j + d j,k = f (a i ) − f (a k ) ≤ d i,k and so m i,k is not a vertex.
Theorem 4.14. Let (M, d) be a metric space with four points. Then P(M ) ≥ P(B 3 1 ). Moreover, the equality holds if and only if M is a tree or a cycle with equal weights.
Proof. Let G = (V, E, w) be the canonical graph associated with M . Note first that if the graph G has a leaf, then M = M 1 M 2 , where #M 1 = 1 and #M 2 = 3. Then P(M ) ≥ P(B 3 1 ) follows from (3.1) and the two dimensional case of Mahler's conjecture. Moreover, if equality holds then M 2 has minimal volume product and so it is a tree, thus M is a tree too.
Thus, we may assume that G does not any leaf. Assume also that M has minimal volume product among all metric spaces with four elements. Then every vertex of B F (M ) belonging to a facet that contains at least four vertices. Indeed, otherwise Proposition 4.11 says that G has a bridge, and so it has a leaf. Therefore, every edge in G belongs to a cycle, which has length 4 by Lemma 4.13. So either G is a cycle or it is a complete graph. In the first case B F (M ) , has 8 vertices that lie in two parallel facets. Then [FMZ] (see also [LR, Ka] ) says that P(M ) ≥ P(B 3 1 ), and if equality holds then either B F (M ) is a double cone or it is affinely isometric to B 3 ∞ . In the first case, 6 of the vertices of B F (M ) would be coplanar and it is easy to check that is not possible. On the other hand, one can check that if F(M ) is isometric to 3 ∞ then M is a cycle with equal weights, this also follows from Corollary 3.9.
Thus, it remains to check the case in which G is a complete graph. By relabeling the points of M we may assume that d 1,0 + d 2,3 ≤ d 2,0 + d 1,3 ≤ d 3,0 + d 1,2 .
Let F be a facet of B F (M ) containing m 3,0 and three other vertices. Thanks to Lemma 4.13, there are only two possible cases: Case 1. F contains m 3,0 , m 3,2 , m 1,2 and m 1,0 . Consider the following determinant. We have that ∆ = 0 since the four molecules m 3,0 , m 3,2 , m 1,2 and m 1,0 are coplanar, and so d 1,0 + d 2,3 = d 3,0 + d 2,3 . Case 2. F contains m 3,0 , m 3,1 , m 2,1 and m 2,0 . The same argument as before yields d 2,0 + d 1,3 = d 3,0 + d 1,3 .
We conclude that in any case d 2,0 + d 1,3 = d 3,0 + d 1,3 . Then M satisfies the four-point condition and so B Lip 0 (M ) is a zonoid [Go] . Therefore P(M ) ≥ P(B 3 1 ). Moreover, equality does not hold in this case since that would imply that B F (M ) is affinely isomorphic to B 3 ∞ [GMR] , so it would have 8 vertices. However, B F (M ) has 12 vertices since G is complete.
