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Abstract
Let T be a Caldero´n-Zygmund singular integral operator. In this pa-
per, we will use a unified approach to show some boundedness properties
of commutators [b, T ] on the weighted Morrey spaces Lp,κ(w) under appro-
priate conditions on the weight w, where the symbol b belongs to weighted
BMO or Lipschitz space or weighted Lipschitz space.
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1 Introduction
The classical Morrey spaces Lp,λ were originally introduced by Morrey in [7] to
study the local behavior of solutions to second order elliptic partial differential
equations. For the properties and applications of classical Morrey spaces, we
refer the readers to [7, 11]. In [1], Chiarenza and Frasca showed the boundedness
of the Hardy-Littlewood maximal operator, the fractional integral operator and
the Caldero´n-Zygmund singular integral operator on these spaces.
In 2009, Komori and Shirai [6] defined the weighted Morrey spaces Lp,κ(w)
and studied the boundedness of the above classical operators on these weighted
spaces. Suppose that T is a Caldero´n-Zygmund singular integral operator and
b is a locally integrable function on Rn, the commutator generated by b and T
is defined as follows
[b, T ]f(x) = b(x)Tf(x)− T (bf)(x).
In [6], Komori and Shirai proved that when b ∈ BMO(Rn), 1 < p < ∞,
0 < κ < 1 and w ∈ Ap(Muckenhoupt weight class), then [b, T ] is bounded on
Lp,κ(w).
∗E-mail address: wanghua@pku.edu.cn.
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The main purpose of this paper is to discuss the boundedness of commutators
[b, T ] on the weighted Morrey spaces when the symbol b belongs to some other
function spaces. Our main results are stated as follows.
Theorem 1.1. Let 1 < p < ∞, 0 < κ < 1 and w ∈ A1. Suppose that b ∈
BMO(w)(weighted BMO), then [b, T ] is bounded from Lp,κ(w) to Lp,κ(w1−p, w).
Theorem 1.2. Let 0 < β < 1, 1 < p < n/β, 1/s = 1/p − β/n, 0 < κ <
min{p/s, pβ/n} and ws ∈ A1. Suppose that b ∈ Lipβ(R
n)(Lipschitz space),
then [b, T ] is bounded from Lp,κ(wp, ws) to Ls,κs/p(ws).
Theorem 1.3. Let 0 < β < 1, 1 < p < n/β, 1/s = 1/p−β/n, 0 < κ < p/s and
ws/p ∈ A1. Suppose that b ∈ Lipβ(w)(weighted Lipschitz space) and rw >
1−κ
p/s−κ ,
then [b, T ] is bounded from Lp,κ(w) to Ls,κs/p(w1−s, w), where rw denotes the
critical index of w for the reverse Ho¨lder condition.
2 Definitions and Notations
First let us recall some standard definitions and notations of weight classes. A
weight w is a locally integrable function on Rn which takes values in (0,∞)
almost everywhere, all cubes are assumed to have their sides parallel to the
coordinate axes. Given a cube Q and λ > 0, λQ denotes the cube with the
same center as Q whose side length is λ times that of Q, Q = Q(x0, rQ) denotes
the cube centered at x0 with side length rQ. For a given weight function w, we
denote the Lebesgue measure of Q by |Q| and the weighted measure of Q by
w(Q), where w(Q) =
∫
Qw(x) dx.
Definition 2.1 ([8]). A weight function w is in the Muckenhoupt class Ap with
1 < p < ∞ if for every cube Q in Rn, there exists a positive constant C which
is independent of Q such that
(
1
|Q|
∫
Q
w(x) dx
)(
1
|Q|
∫
Q
w(x)−1/(p−1) dx
)p−1
≤ C.
When p = 1, w ∈ A1, if
1
|Q|
∫
Q
w(x) dx ≤ C · ess inf
x∈Q
w(x).
When p =∞, we define A∞ =
⋃
1<p<∞Ap.
Definition 2.2 ([9]). A weight function w belongs to Ap,q for 1 < p < q <∞ if
for every cube Q in Rn, there exists a positive constant C which is independent
of Q such that
(
1
|Q|
∫
Q
w(x)q dx
)1/q (
1
|Q|
∫
Q
w(x)−p
′
dx
)1/p′
≤ C,
where p′ denotes the conjugate exponent of p > 1; that is, 1/p+ 1/p′ = 1.
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Definition 2.3 ([3]). A weight function w belongs to the reverse Ho¨lder class
RHr if there exist two constants r > 1 and C > 0 such that the following reverse
Ho¨lder inequality
(
1
|Q|
∫
Q
w(x)r dx
)1/r
≤ C
(
1
|Q|
∫
Q
w(x) dx
)
holds for every cube Q in Rn.
It is well known that if w ∈ Ap with 1 < p <∞, then w ∈ Ar for all r > p,
and w ∈ Aq for some 1 < q < p. If w ∈ Ap with 1 ≤ p < ∞, then there exists
r > 1 such that w ∈ RHr. It follows directly from Ho¨lder’s inequality that
w ∈ RHr implies w ∈ RHs for all 1 < s < r. Moreover, if w ∈ RHr, r > 1, then
we have w ∈ RHr+ε for some ε > 0. We thus write rw ≡ sup{r > 1 : w ∈ RHr}
to denote the critical index of w for the reverse Ho¨lder condition.
We state the following results that we will use frequently in the sequel.
Lemma A ([3]). Let w ∈ Ap, p ≥ 1. Then, for any cube Q, there exists an
absolute constant C > 0 such that
w(2Q) ≤ C w(Q).
In general, for any λ > 1, we have
w(λQ) ≤ C · λnpw(Q),
where C does not depend on Q nor on λ.
Lemma B ([3, 4]). Let w ∈ Ap ∩RHr, p ≥ 1 and r > 1. Then there exist two
constants C1, C2 > 0 such that
C1
(
|E|
|Q|
)p
≤
w(E)
w(Q)
≤ C2
(
|E|
|Q|
)(r−1)/r
for any measurable subset E of a cube Q.
Lemma C ([5]). Let s > 1, 1 ≤ p <∞ and Asp =
{
w : ws ∈ Ap
}
. Then
Asp = A1+(p−1)/s ∩RHs.
In particular,
As1 = A1 ∩RHs.
Next we shall introduce the Hardy-Littlewood maximal operator and several
variants, the Caldero´n-Zygmund operator and some function spaces.
Definition 2.4. The Hardy-Littlewood maximal operator M is defined by
M(f)(x) = sup
x∈Q
1
|Q|
∫
Q
|f(y)| dy.
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For 0 < β < n, r ≥ 1, we define the fractional maximal operator Mβ,r by
Mβ,r(f)(x) = sup
x∈Q
(
1
|Q|1−
βr
n
∫
Q
|f(y)|r dy
)1/r
.
Let w be a weight. The weighted maximal operator Mw is defined by
Mw(f)(x) = sup
x∈Q
1
w(Q)
∫
Q
|f(y)|w(y) dy.
For 0 < β < n and r ≥ 1, we define the fractional weighted maximal operator
Mβ,r,w by
Mβ,r,w(f)(x) = sup
x∈Q
(
1
w(Q)1−
βr
n
∫
Q
|f(y)|rw(y) dy
)1/r
,
where the above supremum is taken over all cubes Q containing x.
Definition 2.5. We say that T is a Caldero´n-Zygmund singular integral oper-
ator if there exists a kernel function K which satisfies the following conditions
(a) Tf(x) = P.V.
∫
Rn
K(x− y)f(y) dy;
(b) |K(x)| ≤ C|x|−n x 6= 0;
(c) |K(x− y)−K(x)| ≤ C|y|/|x|n+1 |x| ≥ 2|y| > 0.
Let 1 ≤ p <∞ and w be a weight function. A locally integrable function b
is said to be in BMOp(w) if
‖b‖BMOp(w) = sup
Q
(
1
w(Q)
∫
Q
∣∣b(x)− bQ∣∣pw(x)1−p dx
)1/p
<∞,
where bQ =
1
|Q|
∫
Q
b(y) dy and the supremum is taken over all cubes Q ⊆ Rn.
Let 0 < β < 1 and 1 ≤ p < ∞. A locally integrable function b is said to be
in Lippβ(R
n) if
‖b‖Lippβ = sup
Q
1
|Q|β/n
(
1
|Q|
∫
Q
∣∣b(x)− bQ∣∣p dx
)1/p
<∞.
Let 0 < β < 1, 1 ≤ p <∞ and w be a weight function. A locally integrable
function b is said to belong to Lippβ(w) if
‖b‖Lippβ(w) = sup
Q
1
w(Q)β/n
(
1
w(Q)
∫
Q
∣∣b(x)− bQ∣∣pw(x)1−p dx
)1/p
<∞.
Moreover, we denote simply by BMO(w), Lipβ(R
n) and Lipβ(w) when p = 1.
Lemma D ([2, 10]). (i) Let w ∈ A1. Then for any 1 ≤ p <∞, there exists an
absolute constant C > 0 such that ‖b‖BMOp(w) ≤ C‖b‖BMO(w).
(ii) Let 0 < β < 1. Then for any 1 ≤ p <∞, there exists an absolute constant
C > 0 such that ‖b‖Lippβ ≤ C‖b‖Lipβ .
(iii) Let 0 < β < 1 and w ∈ A1. Then for any 1 ≤ p < ∞, there exists an
absolute constant C > 0 such that ‖b‖Lippβ(w) ≤ C‖b‖Lipβ(w).
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We are going to conclude this section by defining the weighted Morrey space
and giving some known results relevant to this paper. We refer the readers to
[6] for further details.
Definition 2.6 ([6]). Let 1 ≤ p < ∞, 0 < κ < 1 and w be a weight function.
Then the weighted Morrey space is defined by
Lp,κ(w) =
{
f ∈ Lploc(w) : ‖f‖Lp,κ(w) <∞
}
,
where
‖f‖Lp,κ(w) = sup
Q
(
1
w(Q)κ
∫
Q
|f(x)|pw(x) dx
)1/p
and the supremum is taken over all cubes Q in Rn.
Remark 2.7. Equivalently, we could define the weighted Morrey space with balls
instead of cubes. Hence we shall use these two definitions of weighted Morrey
space appropriate to calculations.
In order to deal with the fractional order case, we need to consider the
weighted Morrey space with two weights.
Definition 2.8 ([6]). Let 1 ≤ p < ∞ and 0 < κ < 1. Then for two weights u
and v, the weighted Morrey space is defined by
Lp,κ(u, v) =
{
f ∈ Lploc(u) : ‖f‖Lp,κ(u,v) <∞
}
,
where
‖f‖Lp,κ(u,v) = sup
Q
(
1
v(Q)κ
∫
Q
|f(x)|pu(x) dx
)1/p
.
Theorem E ([6]). If 1 < p <∞, 0 < κ < 1 and w ∈ A∞, then Mw is bounded
on Lp,κ(w).
Theorem F ([6]). If 1 < p < ∞, 0 < κ < 1 and w ∈ Ap, then M is bounded
on Lp,κ(w).
Theorem G ([6]). If 1 < p < ∞, 0 < κ < 1 and w ∈ Ap, then T is bounded
on Lp,κ(w).
Theorem H ([6]). If 0 < β < n, 1 < p < n/β, 1/s = 1/p− β/n, 0 < κ < p/s
and w ∈ Ap,s, then Mβ,1 is bounded from L
p,κ(wp, ws) to Ls,κs/p(ws).
Throughout this article, we will use C to denote a positive constant, which
is independent of the main parameters and not necessarily the same at each
occurrence. By A ∼ B, we mean that there exists a constant C > 1 such that
1
C ≤
A
B ≤ C. Moreover, we will denote the conjugate exponent of r > 1 by
r′ = r/(r − 1).
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3 Proof of Theorem 1.1
We shall adopt a unified approach(sharp maximal function estimate) to deal
with all the cases. Following the idea given in [12], for 0 < δ < 1, we define the
δ-sharp maximal operator as M#δ (f) = M
#(|f |δ)1/δ, which is a modification
of the sharp maximal operator M# of Fefferman and Stein [14]. We also set
Mδ(f) = M(|f |
δ)1/δ. Suppose that w ∈ A∞, then for any cube Q, we have the
following weighted version of the local good-λ inequality(see [14])
w
({
x ∈ Q :Mδf(x) > λ,M
#
δ f(x) ≤ λε
})
≤ Cε · w
({
x ∈ Q :Mδf(x) >
λ
2
})
,
for all λ, ε > 0. As a consequence, by using the standard arguments(see [14, 15]),
we can establish the following estimate, which will play a key role in the proof
of our main results.
Proposition 3.1. Let 0 < δ < 1, 1 < p < ∞ and 0 < κ < 1. If u, v ∈ A∞,
then we have ∥∥Mδ(f)∥∥Lp,κ(u,v) ≤ C
∥∥M#δ (f)∥∥Lp,κ(u,v)
for all functions f such that the left hand side is finite. In particular, when
u = v = w and w ∈ A∞, then we have
∥∥Mδ(f)∥∥Lp,κ(w) ≤ C
∥∥M#δ (f)∥∥Lp,κ(w)
for all functions f such that the left hand side is finite.
In order to simplify the notation, we set M0,r,w =Mr,w. Then we will prove
the following lemma.
Lemma 3.2. Let 1 < p <∞, 0 < κ < 1 and w ∈ A∞. Then for any 1 < r < p,
we have
‖Mr,w(f)‖Lp,κ(w) ≤ C‖f‖Lp,κ(w).
Proof. With the notations mentioned earlier, we know that
Mr,w(f) = Mw(|f |
r)1/r.
From the definition, we readily see that
‖Mr,w(f)‖Lp,κ(w) =
∥∥Mw(|f |r)∥∥1/rLp/r,κ(w).
Since 1 < r < p, then p/r > 1. Hence, by using Theorem E, we obtain
∥∥Mw(|f |r)∥∥1/rLp/r,κ(w) ≤ C
∥∥|f |r∥∥1/r
Lp/r,κ(w)
≤ C‖f‖Lp,κ(w).
We are done.
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Proposition 3.3. Let 0 < δ < 1, w ∈ A1 and b ∈ BMO(w). Then for all
r > 1 and for all x ∈ Rn, we have
M#δ ([b, T ]f)(x) ≤C‖b‖BMO(w)
(
w(x)Mr,w(Tf)(x) + w(x)Mr,w(f)(x)
+ w(x)M(f)(x)
)
.
Proof. For any given x ∈ Rn, fix a ball B = B(x0, rB) which contains x, where
B(x0, rB) denotes the ball with the center x0 and radius rB. We decompose
f = f1 + f2, where f1 = fχ2B , χ2B denotes the characteristic function of 2B.
Observe that
[b, T ]f(x) = (b(x)− b2B)Tf(x)− T ((b− b2B)f)(x).
Since 0 < δ < 1, then for arbitrary constant c, we have
(
1
|B|
∫
B
∣∣∣|[b, T ]f(y)|δ − |c|δ
∣∣∣ dy
)1/δ
(3.1)
≤
(
1
|B|
∫
B
∣∣[b, T ]f(y)− c∣∣δ dy
)1/δ
≤C
(
1
|B|
∫
B
∣∣(b(y)− b2B)Tf(y)∣∣δ dy
)1/δ
+ C
(
1
|B|
∫
B
∣∣T ((b− b2B)f1)(y)∣∣δ dy
)1/δ
+ C
(
1
|B|
∫
B
∣∣T ((b− b2B)f2)(y) + c∣∣δ dy
)1/δ
= I+II+III.
We are now going to estimate each term separately. Since w ∈ A1, then it
follows from Ho¨lder’s inequality and Lemma D that
I ≤ C ·
1
|B|
∫
B
∣∣(b(y)− b2B)Tf(y)∣∣dy
≤ C ·
1
|B|
(∫
B
∣∣b(y)− b2B∣∣r′w1−r′ dy
)1/r′(∫
B
∣∣Tf(y)∣∣rw(y) dy
)1/r
≤ C‖b‖BMO(w) ·
w(B)
|B|
(
1
w(B)
∫
B
∣∣Tf(y)∣∣rw(y) dy
)1/r
≤ C‖b‖BMO(w)w(x)Mr,w(Tf)(x). (3.2)
Applying Kolmogorov’s inequality(see [3, p.485]), Ho¨lder’s inequality and Lemma
7
D, we can get
II ≤ C ·
1
|B|
∫
2B
∣∣(b(y)− b2B)f(y)∣∣ dy
≤ C ·
1
|B|
(∫
2B
∣∣b(y)− b2B∣∣r′w1−r′ dy
)1/r′(∫
2B
∣∣f(y)∣∣rw(y) dy
)1/r
≤ C‖b‖BMO(w) ·
w(2B)
|2B|
(
1
w(2B)
∫
2B
∣∣f(y)∣∣rw(y) dy
)1/r
≤ C‖b‖BMO(w)w(x)Mr,w(f)(x). (3.3)
To estimate the last term III, we first fix the value of c by taking c = −T ((b−
b2B)f2)(x0), then we obtain
III ≤C ·
1
|B|
∫
B
∣∣T ((b− b2B)f2)(y)− T ((b− b2B)f2)(x0)∣∣ dy
≤C ·
1
|B|
∫
B
∫
(2B)c
|K(y, z)−K(x0, z)||b(z)− b2B||f(z)| dzdy
≤C ·
1
|B|
∫
B
( ∞∑
j=1
∫
2j+1B\2jB
|y − x0|
|z − x0|n+1
|b(z)− b2B||f(z)| dz
)
dy
≤C
∞∑
j=1
1
2j
1
|2j+1B|
∫
2j+1B
|b(z)− b2j+1B||f(z)| dz
+ C
∞∑
j=1
1
2j
1
|2j+1B|
∫
2j+1B
|b2j+1B − b2B||f(z)| dz
=IV+V.
As in the estimate of II, we can also get
IV ≤ C‖b‖BMO(w)
∞∑
j=1
1
2j
· w(x)Mr,w(f)(x)
≤ C‖b‖BMO(w)w(x)Mr,w(f)(x). (3.4)
Note that w ∈ A1, a direct calculation shows that
|b2j+1B − b2B| ≤ C‖b‖BMO(w)j · w(x). (3.5)
Substituting the above inequality (3.5) into the term V, we thus obtain
V ≤ C‖b‖BMO(w)
∞∑
j=1
j
2j
· w(x)M(f)(x) ≤ C‖b‖BMO(w)w(x)M(f)(x). (3.6)
Combining the above estimates (3.2)–(3.4) with (3.6) and taking the supremum
over all balls B ⊆ Rn, we get the desired result.
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We are now in a position to give the proof of Theorem 1.1.
Proof of Theorem 1.1. For any 1 < p < ∞, we can choose a positive number r
such that 1 < r < p. Applying Proposition 3.1 and Proposition 3.3, we thus
have∥∥[b, T ]f∥∥
Lp,κ(w1−p,w)
≤C
∥∥M#δ ([b, T ]f)∥∥Lp,κ(w1−p,w)
≤C‖b‖BMO(w)
(
‖w(·)Mr,w(Tf)‖Lp,κ(w1−p,w) + ‖w(·)Mr,w(f)‖Lp,κ(w1−p,w)
+ ‖w(·)M(f)‖Lp,κ(w1−p,w)
)
≤C‖b‖BMO(w)
(
‖Mr,w(Tf)‖Lp,κ(w) + ‖Mr,w(f)‖Lp,κ(w) + ‖M(f)‖Lp,κ(w)
)
.
Therefore, by using Theorem F, Theorem G and Lemma 3.2, we obtain
∥∥[b, T ]f∥∥
Lp,κ(w1−p,w)
≤ C‖b‖BMO(w)
(
‖Tf‖Lp,κ(w) + ‖f‖Lp,κ(w)
)
≤ C‖b‖BMO(w)‖f‖Lp,κ(w).
This completes the proof of Theorem 1.1.
4 Proof of Theorem 1.2
We begin with some lemmas which will be used in the proof of Theorem 1.2.
Lemma 4.1. Let 0 < β < n, 1 < p < n/β, 1/s = 1/p − β/n and ws ∈ A1.
Then for every 0 < κ < p/s and 1 < r < p, we have
‖Mβ,r(f)‖Ls,κs/p(ws) ≤ C‖f‖Lp,κ(wp,ws).
Proof. Note that
Mβ,r(f) = Mβr,1(|f |
r)1/r .
From the definition, we can easily check that
w ∈ Ap,s if and only if w
s ∈ A1+s/p′ . (4.1)
Since ws ∈ A1, then we have (w
r)s/r ∈ A1+(s/r)/(p/r)′ , which implies w
r ∈
Ap/r,s/r. Observe that r/s = r/p − βr/n. Then by Theorem H, we obtain
that the fractional maximal operator Mβr,1 is bounded from L
p/r,κ(wp, ws) to
Ls/r,κs/p(ws). Consequently
‖Mβ,r(f)‖Ls,κs/p(ws) =
∥∥Mβr,1(|f |r)∥∥1/rLs/r,κs/p(ws)
≤ C
∥∥|f |r∥∥1/r
Lp/r,κ(wp,ws)
≤ C‖f‖Lp,κ(wp,ws).
We are done.
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Lemma 4.2. Let 0 < β < n, 1 < p < n/β, 1/s = 1/p − β/n and ws ∈ A1.
Then for every 0 < κ < βp/n, we have
‖T (f)‖Lp,κ(wp,ws) ≤ C‖f‖Lp,κ(wp,ws).
Proof. Fix a ball B = B(x0, rB) ⊆ R
n and decompose f = f1 + f2, where
f1 = fχ2B . Then we have
1
ws(B)κ/p
(∫
B
|Tf(x)|pw(x)p dx
)1/p
≤
1
ws(B)κ/p
(∫
B
|Tf1(x)|
pw(x)p dx
)1/p
+
1
ws(B)κ/p
(∫
B
|Tf2(x)|
pw(x)p dx
)1/p
=J1 + J2.
Since ws ∈ A1, 1 < p < s, then w
p ∈ A1, which implies w
p ∈ Ap. The L
p
w
boundedness of T and Lemma A yield
J1 ≤ C ·
1
ws(B)κ/p
(∫
2B
|f(x)|pw(x)p dx
)1/p
≤ C‖f‖Lp,κ(wp,ws) ·
ws(2B)κ/p
ws(B)κ/p
≤ C‖f‖Lp,κ(wp,ws). (4.2)
We now turn to estimate the term J2. Note that when x ∈ B, y ∈ (2B)
c, then
|y− x| ∼ |y− x0|. It follows from Ho¨lder’s inequality and the Ap condition that
|T (f2)(x)| ≤C
∫
(2B)c
|f(y)|
|x− y|n
dy
≤C
∞∑
j=1
1
|2j+1B|
∫
2j+1B
|f(y)| dy
≤C
∞∑
j=1
1
|2j+1B|
· |2j+1B|wp(2j+1B)−1/p
(∫
2j+1B
|f(y)|pw(y)p dy
)1/p
≤C‖f‖Lp,κ(wp,ws)
∞∑
j=1
ws(2j+1B)κ/p
wp(2j+1B)1/p
.
Hence
J2 ≤ C‖f‖Lp,κ(wp,ws)
∞∑
j=1
wp(B)1/p
wp(2j+1B)1/p
·
ws(2j+1B)κ/p
ws(B)κ/p
.
Since ws ∈ A1, then by Lemma B, we can get
C ·
|B|
|2j+1B|
≤
ws(B)
ws(2j+1B)
.
10
Since s/p > 1 and (wp)s/p ∈ A1, then by Lemma C, we have w
p ∈ RHs/p.
Hence, by using Lemma B again, we obtain
wp(B)
wp(2j+1B)
≤ C
(
|B|
|2j+1B|
)1−p/s
.
Therefore
J2 ≤ C‖f‖Lp,κ(wp,ws)
∞∑
j=1
(
2jn
)κ/p−β/n
≤ C‖f‖Lp,κ(wp,ws), (4.3)
where in the last inequality we have used the fact that κ < βp/n. Combining the
above estimate (4.3) with (4.2) and taking the supremum over all balls B ⊆ Rn,
we conclude the proof of Lemma 4.2.
Proposition 4.3. Let 0 < δ < 1, w ∈ A1, 0 < β < 1 and b ∈ Lipβ(R
n). Then
for all r > 1 and for all x ∈ Rn, we have
M#δ ([b, T ]f)(x) ≤ C‖b‖Lipβ
(
Mβ,r(Tf)(x) +Mβ,r(f)(x) +Mβ,1(f)(x)
)
.
Proof. As in the proof of Proposition 3.3, we can split the previous expression
(3.1) into three parts and estimate each term respectively. First, it follows from
Ho¨lder’s inequality and Lemma D that
I ≤ C ·
1
|B|
∫
B
∣∣(b(y)− b2B)Tf(y)∣∣dy
≤ C ·
1
|B|
(∫
B
∣∣b(y)− b2B∣∣r′ dy
)1/r′(∫
B
∣∣Tf(y)∣∣r dy
)1/r
≤ C‖b‖Lipβ
(
1
|B|1−βr/n
∫
B
∣∣Tf(y)∣∣r dy
)1/r
≤ C‖b‖LipβMβ,r(Tf)(x). (4.4)
Applying Kolmogorov’s inequality, Ho¨lder’s inequality and Lemma D, we can
get
II ≤ C ·
1
|B|
∫
2B
∣∣(b(y)− b2B)f(y)∣∣ dy
≤ C‖b‖LipβMβ,r(f)(x). (4.5)
Using the same arguments as that of Proposition 3.3, we have
III ≤ IV+V,
where
IV = C
∞∑
j=1
1
2j
1
|2j+1B|
∫
2j+1B
|b(z)− b2j+1B||f(z)| dz
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and
V = C
∞∑
j=1
1
2j
1
|2j+1B|
∫
2j+1B
|b2j+1B − b2B||f(z)| dz.
As in the estimate of II, we can also deduce
IV ≤ C‖b‖LipβMβ,r(f)(x)
∞∑
j=1
1
2j
≤ C‖b‖LipβMβ,r(f)(x). (4.6)
By Lemma D, it is easy to check that
|b2j+1B − b2B| ≤ C‖b‖Lipβ · j|2
j+1B|β/n.
Hence
V ≤ C‖b‖Lipβ
∞∑
j=1
j
2j
·
1
|2j+1B|1−β/n
∫
2j+1B
|f(z)| dz
≤ C‖b‖LipβMβ,1(f)(x)
∞∑
j=1
j
2j
≤ C‖b‖LipβMβ,1(f)(x). (4.7)
Summarizing the estimates (4.4)–(4.7) derived above and taking the supremum
over all balls B ⊆ Rn, we obtain the desired result.
Now we are able to prove our main result in this section.
Proof of Theorem 1.2. For 0 < β < 1 and 1 < p < n/β, we can find a number r
such that 1 < r < p. Applying Proposition 3.1 and Proposition 4.3, we can get
∥∥[b, T ]f∥∥
Ls,κs/p(ws)
≤C
∥∥M#δ ([b, T ]f)∥∥Ls,κs/p(ws)
≤C‖b‖Lipβ
(
‖Mβ,r(Tf)‖Ls,κs/p(ws) + ‖Mβ,r(f)‖Ls,κs/p(ws)
+ ‖Mβ,1(f)‖Ls,κs/p(ws)
)
.
Since ws ∈ A1, then by (4.1), we have w ∈ Ap,s. Since 0 < κ < min{p/s, pβ/n},
by Theorem H, Lemma 4.1 and Lemma 4.2, we thus obtain
∥∥[b, T ]f∥∥
Ls,κs/p(ws)
≤ C‖b‖Lipβ
(
‖Tf‖Lp,κ(wp,ws) + ‖f‖Lp,κ(wp,ws)
)
≤ C‖b‖Lipβ‖f‖Lp,κ(wp,ws).
This completes the proof of Theorem 1.2.
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5 Proof of Theorem 1.3
Before proving our main theorem, we need to establish the following lemmas.
Lemma 5.1. Let 0 < β < n, 1 < p < n/β, 1/s = 1/p − β/n and w ∈ A∞.
Then for every 0 < κ < p/s, we have
‖Mβ,1,w(f)‖Ls,κs/p(w) ≤ C‖f‖Lp,κ(w).
Proof. Fix a cube Q ⊆ Rn. Let f = f1 + f2, where f1 = fχ2Q . Since Mβ,1,w is
a sublinear operator, then we have
1
w(Q)κ/p
(∫
Q
Mβ,1,wf(x)
sw(x) dx
)1/s
≤
1
w(Q)κ/p
(∫
Q
Mβ,1,wf1(x)
sw(x) dx
)1/s
+
1
w(Q)κ/p
(∫
Q
Mβ,1,wf2(x)
sw(x) dx
)1/s
=K1 +K2.
As we know, the fractional weighted maximal operator Mβ,1,w is bounded from
Lp(w) to Ls(w). This together with Lemma A implies
K1 ≤ C ·
1
w(Q)κ/p
(∫
2Q
|f(x)|pw(x) dx
)1/p
≤ C‖f‖Lp,κ(w) ·
w(2Q)κ/p
w(Q)κ/p
≤ C‖f‖Lp,κ(w). (5.1)
We turn to deal with the term K2. A simple geometric observation shows that
for any x ∈ Q, we have
Mβ,1,w(f2)(x) ≤ sup
R:Q⊆3R
1
w(R)1−β/n
∫
R
|f(y)|w(y) dy.
Since 0 < κ < p/s, then (κ− 1)/p+ β/n < 0. By using Ho¨lder’s inequality and
Lemma A, we can get
1
w(R)1−β/n
∫
R
|f(y)|w(y) dy
≤
1
w(R)1−β/n
(∫
R
|f(y)|pw(y) dy
)1/p(∫
R
w(y) dy
)1/p′
≤C‖f‖Lp,κ(w)w(R)
(κ−1)/p+β/n
≤C‖f‖Lp,κ(w)w(Q)
(κ−1)/p+β/n.
Hence
K2 ≤ C‖f‖Lp,κ(w)w(Q)
(κ−1)/p+β/nw(Q)1/sw(Q)−κ/p ≤ C‖f‖Lp,κ(w). (5.2)
Combining the above inequality (5.2) with (5.1) and taking the supremum over
all cubes Q ⊆ Rn, we obtain the desired result.
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Lemma 5.2. Let 0 < β < n, 1 < p < n/β, 1/s = 1/p− β/n, 0 < κ < p/s and
w ∈ A∞. Then for any 1 < r < p, we have
‖Mβ,r,w(f)‖Ls,κs/p(w) ≤ C‖f‖Lp,κ(w).
Proof. Note that
Mβ,r,w(f) = Mβr,1,w(|f |
r)1/r.
Since 1/s = 1/p − β/n, then for any 1 < r < p, we have r/s = r/p − βr/n.
Hence, by using Lemma 5.1, we obtain
‖Mβ,r,w(f)‖Ls,κs/p(w) =
∥∥Mβr,1,w(|f |r)∥∥1/rLs/r,κs/p(w)
≤ C
∥∥|f |r∥∥1/r
Lp/r,κ(w)
≤ C‖f‖Lp,κ(w).
We are done.
Lemma 5.3. Let 0 < β < n, 1 < p < n/β, 1/s = 1/p − β/n and ws/p ∈ A1.
Then if 0 < κ < p/s and rw >
1−κ
p/s−κ , we have
‖Mβ,1(f)‖Ls,κs/p(ws/p,w) ≤ C‖f‖Lp,κ(w).
Proof. Fix a ball B = B(x0, rB) ⊆ R
n. Let f = f1 + f2, where f1 = fχ2B .
Since Mβ,1 is a sublinear operator, then we have
1
w(B)κ/p
(∫
B
Mβ,1f(x)
sw(x)s/p dx
)1/s
≤
1
w(B)κ/p
(∫
B
Mβ,1f1(x)
sw(x)s/p dx
)1/s
+
1
w(B)κ/p
(∫
B
Mβ,1f2(x)
sw(x)s/p dx
)1/s
=K3 +K4.
For any function f , it is easy to see that
Mβ,1(f)(x) ≤ C · Iβ(|f |)(x), (5.3)
where Iβ denotes the fractional integral operator(see [13])
Iβ(f)(x) =
Γ(n−β2 )
2βpi
n
2 Γ(β2 )
∫
Rn
f(y)
|x− y|n−β
dy.
Since ws/p ∈ A1, then by (4.1), we have w
1/p ∈ Ap,s. It is well known that
the fractional integral operator Iβ is bounded from L
p(wp) to Ls(ws) whenever
w ∈ Ap,s(see [9]). This together with Lemma A gives
K3 ≤ C ·
1
w(B)κ/p
(∫
2B
|f(x)|pw(x) dx
)1/p
≤ C‖f‖Lp,κ(w) ·
w(2B)κ/p
w(B)κ/p
≤ C‖f‖Lp,κ(w). (5.4)
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To estimate K4, we note that when x ∈ B, y ∈ (2B)
c, then |y − x| ∼ |y − x0|.
Since s/p > 1 and ws/p ∈ A1, then by Lemma C, we have w ∈ A1 ∩ RHs/p.
Consequently, it follows from the inequality (5.3), Ho¨lder’s inequality and the
Ap condition that
Mβ,1(f2)(x) ≤C
∫
(2B)c
|f(y)|
|x− y|n−β
dy
≤C
∞∑
j=1
1
|2j+1B|1−β/n
∫
2j+1B
|f(y)| dy
≤C
∞∑
j=1
1
|2j+1B|1−β/n
· |2j+1B|w(2j+1B)−1/p
(∫
2j+1B
|f(y)|pw(y) dy
)1/p
≤C‖f‖Lp,κ(w)
∞∑
j=1
|2j+1B|β/nw(2j+1B)(κ−1)/p.
Hence
K4 ≤ C‖f‖Lp,κ(w) ·
ws/p(B)1/s
w(B)κ/p
∞∑
j=1
|2j+1B|β/nw(2j+1B)(κ−1)/p
≤ C‖f‖Lp,κ(w) ·
|B|−β/nw(B)1/p
w(B)κ/p
∞∑
j=1
|2j+1B|β/nw(2j+1B)(κ−1)/p
= C‖f‖Lp,κ(w)
∞∑
j=1
|2j+1B|β/n
|B|β/n
·
w(B)(1−κ)/p
w(2j+1B)(1−κ)/p
.
Since rw >
1−κ
p/s−κ , then we can find a suitable number r such that r >
1−κ
p/s−κ
and w ∈ RHr. Furthermore, by using Lemma B, we get
w(B)
w(2j+1B)
≤ C
(
|B|
|2j+1B|
)(r−1)/r
.
Therefore
K4 ≤ C‖f‖Lp,κ(w)
∞∑
j=1
(
2jn
)β/n−(r−1)(1−κ)/pr
≤ C‖f‖Lp,κ(w), (5.5)
where the last series is convergent since β/n− (r−1)(1−κ)/pr < 0. Combining
the above inequality (5.5) with (5.4) and taking the supremum over all balls
B ⊆ Rn, we get the desired result.
Proposition 5.4. Let 0 < δ < 1, w ∈ A1, 0 < β < 1 and b ∈ Lipβ(w). Then
for all r > 1 and for all x ∈ Rn, we have
M#δ ([b, T ]f)(x) ≤C‖b‖Lipβ(w)
(
w(x)Mβ,r,w(Tf)(x) + w(x)Mβ,r,w(f)(x)
+ w(x)1+β/nMβ,1(f)(x)
)
.
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Proof. Again, as in the proof of Proposition 3.3, we will split the previous
expression (3.1) into three parts and estimate each term separately. Since w ∈
A1, then it follows from Ho¨lder’s inequality and Lemma D that
I ≤ C ·
1
|B|
∫
B
∣∣(b(y)− b2B)Tf(y)∣∣dy
≤ C ·
1
|B|
(∫
B
∣∣b(y)− b2B∣∣r′w1−r′ dy
)1/r′(∫
B
∣∣Tf(y)∣∣rw(y) dy
)1/r
≤ C‖b‖Lipβ(w) ·
w(B)
|B|
(
1
w(B)1−βr/n
∫
B
∣∣Tf(y)∣∣rw(y) dy
)1/r
≤ C‖b‖Lipβ(w)w(x)Mβ,r,w(Tf)(x). (5.6)
As before, by Kolmogorov’s inequality, Ho¨lder’s inequality and Lemma D, we
thus obtain
II ≤ C ·
1
|B|
∫
2B
∣∣(b(y)− b2B)f(y)∣∣ dy
≤ C‖b‖Lipβ(w)w(x)Mβ,r,w(f)(x). (5.7)
Following along the same lines as that of Proposition 3.3, we have
III ≤ IV+V,
where
IV = C
∞∑
j=1
1
2j
1
|2j+1B|
∫
2j+1B
|b(z)− b2j+1B||f(z)| dz
and
V = C
∞∑
j=1
1
2j
1
|2j+1B|
∫
2j+1B
|b2j+1B − b2B||f(z)| dz.
Similarly, we can get
IV ≤ C‖b‖Lipβ(w)w(x)Mβ,r,w(f)(x). (5.8)
Observe that w ∈ A1, then by Lemma D, a simple calculation gives that
|b2j+1B − b2B| ≤ C‖b‖Lipβ(w)j · w(x)w(2
j+1B)β/n.
Therefore
V ≤ C‖b‖Lipβ(w)
∞∑
j=1
j
2j
·
w(x)w(2j+1B)β/n
|2j+1B|
∫
2j+1B
|f(z)| dz
≤ C‖b‖Lipβ(w)
∞∑
j=1
j
2j
· w(x)1+β/n
1
|2j+1B|1−β/n
∫
2j+1B
|f(z)| dz
≤ C‖b‖Lipβ(w)w(x)
1+β/nMβ,1(f)(x)
∞∑
j=1
j
2j
≤ C‖b‖Lipβ(w)w(x)
1+β/nMβ,1(f)(x). (5.9)
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Summarizing the above estimates (5.6)–(5.9) and taking the supremum over all
balls B ⊆ Rn, we obtain the desired result.
Finally let us give the proof of Theorem 1.3.
Proof of Theorem 1.3. For 0 < β < 1 and 1 < p < n/β, we are able to choose
a suitable number r such that 1 < r < p. By Proposition 3.1 and Proposition
5.4, we have
∥∥[b, T ]f∥∥
Ls,κs/p(w1−s,w)
≤C
∥∥M#δ ([b, T ]f)∥∥Ls,κs/p(w1−s,w)
≤C‖b‖Lipβ(w)
(
‖w(·)Mβ,r,w(Tf)‖Ls,κs/p(w1−s,w)
+ ‖w(·)Mβ,r,w(f)‖Ls,κs/p(w1−s,w) + ‖w(·)
1+β/nMβ,1(f)‖Ls,κs/p(w1−s,w)
)
≤C‖b‖Lipβ(w)
(
‖Mβ,r,w(Tf)‖Ls,κs/p(w)
+ ‖Mβ,r,w(f)‖Ls,κs/p(w) + ‖Mβ,1(f)‖Ls,κs/p(ws/p,w)
)
.
Applying Theorem G, Lemma 5.2 and Lemma 5.3, we finally obtain
∥∥[b, T ]f∥∥
Ls,κs/p(w1−s,w)
≤ C‖b‖Lipβ(w)
(
‖Tf‖Lp,κ(w) + ‖f‖Lp,κ(w)
)
≤ C‖b‖Lipβ(w)‖f‖Lp,κ(w).
Therefore, we conclude the proof of Theorem 1.3.
References
[1] F. Chiarenza and M. Frasca, Morrey spaces and Hardy-Littlewood maximal
function, Rend. Math. Appl, 7(1987), 273–279.
[2] J. Garcia-Cuerva, Weighted Hp spaces, Dissertations Math, 162(1979),
1–63.
[3] J. Garcia-Cuerva and J. Rubio de Francia, Weighted Norm Inequalities and
Related Topics, North-Holland, Amsterdam, 1985.
[4] R. F. Gundy and R. L. Wheeden, Weighted integral inequalities for non-
tangential maximal function, Lusin area integral, and Walsh-Paley series,
Studia Math, 49(1974), 107–124.
[5] R. Johnson and C. J. Neugebauer, Change of variable results for Ap and
reverse Ho¨lder RHr classes, Trans. Amer. Math. Soc, 328(1991), 639–666.
[6] Y. Komori and S. Shirai, Weighted Morrey spaces and a singular integral
operator, Math. Nachr, 282(2009), 219–231.
17
[7] C. B. Morrey, On the solutions of quasi-linear elliptic partial differential
equations, Trans. Amer. Math. Soc, 43(1938), 126–166.
[8] B. Muckenhoupt, Weighted norm inequalities for the Hardy maximal func-
tion, Trans. Amer. Math. Soc, 165(1972), 207–226.
[9] B. Muckenhoupt and R. L. Wheeden, Weighted norm inequalities for frac-
tional integrals, Trans. Amer. Math. Soc, 192(1974), 261–274.
[10] M. Paluszyn´ski, Characterization of the Besov spaces via the commuta-
tor operator of Coifman, Rochberg and Weiss, Indiana Univ. Math. J,
44(1995), 1–17.
[11] J. Peetre, On the theory of Lp,λ spaces, J. Funct. Anal, 4(1969), 71–87.
[12] C. Pe´rez, Endpoint estimates for commutators of singular integral opera-
tors, J. Funct. Anal, 128(1995), 163–185.
[13] E. M. Stein, Singular Integrals and Differentiability Properties of Functions,
Princeton Univ. Press, Princeton, New Jersey, 1970.
[14] E. M. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality,
and Oscillatory Integrals, Princeton Univ. Press, Princeton, New Jersey,
1993.
[15] A. Torchinsky, Real-Variable Methods in Harmonic Analysis, Academic
Press, New York, 1986.
18
