A neural network consists of a number of interconnec ted processing elements which are arranged in layers.
Each processing element is analogous to a biological neu ron. The input units correspond to the dendrites and the output units correspond to the axons. The network con sists of three layers. The middle (= hidden) layer performs weighted summation of the input, applies a mathematical transfer function and allocates the input into one of the output categories. The network learns by example. The learning process involves presenting the network with an input pattern and a desired output pattern. Learning is accomplished by adjusting the input summation weights via repetitive cycling of the training patterns until the out put accuracy approaches the desired level.6 The network can be trained for a pre-set number of cycles or until the output error falls below a threshold value. The ability of the neural network to classify the patterns is affected by the number of the processing elements in the hidden layer, the size of the training set of data and the number of recy cles in the presentation of the training data.
This study describes the use of a neural network to per form pattern interpretation on genuine visual field data which can be generated by PC-based visual test devices. 
METHODS

RESULTS
When the performance of the neural network was exam ined using the simulated data test set (II = 135), a diagnos tic accuracy of 91 % and 97% was achieved according to the first and second choices made by the network.
When the genuine visual field data were presented to the network. 85% (254/300) of the peri metric results were recognised correctly as a result of the tirst output choice of the network. In the remaining 46 field results with inaccu rate pattern recognition. the correct classification was the second choice of the network in 17 cases, improving the network accuracy to 90% (II = 271/300) . The full distri bution of the genuine tield patterns into different diagnos tic categories and the accuracy of the network in each category are shown in Table II . Fig. 2 . Examples from simulated scotoma patterns which were used to train the network. 1, normal; 2, superior hjerrum sco toma; 3, inferior hjerrum scotoma; 4, paracentral scotoma; 5, superior nasal step; 6, inferior nasal step; 7, qlladrantano pia � incomplete; 8, qlladrantanopia � complete; 9, interior altitudinal � incomplete; 10, inferior altitudinal � complete; II, hemianopia � incomplete; 12. hemianopia complete; 13, constriction; 14, constriction; 15, central hemianopia; 16, hori zontal sectoranopia. give instant classification of test data.
In conclusion, a three-layer propagation network can classify a wide range of visual field defects with an accu racy of 65�97%. This addition to PC-based video-camp imeters such as CATS and CAMEC will enable diagnostic interpretation of the visual field test results in non-oph thalmic clinics or in the community where perimetric expertise is not readily available.
