In this paper we present a theoretical framework for determining dynamic ask and bid prices of derivatives using the theory of dynamic coherent acceptability indices in discrete time. We prove a version of the First Fundamental Theorem of Asset Pricing using the dynamic coherent risk measures. We introduce the dynamic ask and bid prices of a derivative contract in markets with transaction costs. Based on these results, we derive a representation theorem for the dynamic bid and ask prices in terms of dynamically consistent sequence of sets of probability measures and risk-neutral measures. To illustrate our results, we compute the ask and bid prices of some path-dependent options using the dynamic Gain-Loss Ratio.
Introduction
the underlying probability space is finite, an assumption that indeed is made so to simplify the presentation.
Let T be a fixed time horizon, and let T := {0, 1, . . . , T }. Next, let (Ω, F T , F = (F t ) t∈T , P) be the underlying filtered probability space, and assume that Ω = {ω 1 , . . . , ω N }, and P is of full support. In what follows, we will denote by L 0 := L 0 (Ω, F T , F, P) the set of all F-adapted processes.
On this probability space, we consider a market consisting of a savings account B and of N traded securities satisfying the following properties:
• The savings account can be purchased and sold according to the process B := ( t s=0 [1 + r s ])
T t=0 , where (r t ) T t=0 is a nonnegative process specifying the risk-free rate.
• The N securities can be purchased according to the ex-dividend price process P ask := (P ask,1 t , . . . , P ask,N t ) T t=0 ; the associated (cumulative) dividend process is denoted by A ask := (A ask,1 t , . . . , A ask,N t ) T t=1 .
• The N securities can be sold according to the ex-dividend price process P bid := (P bid,1 t , . . . , P bid,N t ) T t=0 ; the associated (cumulative) dividend process is denoted by A bid := (A bid,1 t , . . . , A bid,N t ) T t=1 .
We assume that the processes introduced above are adapted. Unless stated otherwise, all inequalities and equalities involving vector-valued processes are understood coordinate-wise. In what follows, we shall denote by ∆ the backward difference operator: ∆X t := X t − X t−1 , and we take the convention that A ask 0 = A bid 0 = 0. Remark 2.1. For any t = 1, 2, . . . , T and j = 1, 2, . . . , N , the random variable ∆A ask,j t is interpreted as amount of dividend associated with holding a long position in security j from time t − 1 to time t. Respectively, the random variable ∆A bid,j t is interpreted as amount of dividend associated with holding a short position in security j from time t − 1 to time t.
Let us illustrate the processes introduced above in the context of a Credit Default Swap (CDS) contract.
Example 2.1. A CDS contract is a contract between two parties, a protection buyer and a protection seller, in which the protection buyer pays periodic fees to the protection seller in exchange for some payment made by the protection seller to the protection buyer if a pre-specified credit event of a reference entity occurs. Let τ be the nonnegative random variable specifying the time of the credit event of the reference entity. Suppose the CDS contract admits the following specifications: initiation date t = 0, expiration date t = T , nominal value $1, and the loss-given-default is given by a nonnegative scalar δ and is paid at default. Typically, CDS contracts are traded on over-the-counter markets in which dealers quote CDS spreads to investors. Suppose that the CDS spread quoted by the dealer to sell a CDS contract is κ bid , and the CDS spread quoted by the dealer to buy a CDS contract is κ ask . For the CDS contract specified above, the cumulative dividend processes A ask and A bid are defined as follows for t ∈ T . In this case, the ex-dividend ask and bid price processes P bid and P ask specify the mark-to-market values of the CDS for the protection seller and protection buyer, respectively, from the perspective of the protection buyer.
From now on, we make the following natural standing assumption.
Assumption (A): P ask ≥ P bid and ∆A ask ≤ ∆A bid .
Self-financing trading strategies
A trading strategy is a predictable process φ := (φ 0 t , φ 1 t , . . . , φ N t )
T t=1 , where φ j t is interpreted as the number of units of security j held from time t − 1 to time t. We take the convention that φ 0 corresponds to the holdings in the savings account B, and φ 0 = (0, . . . , 0).
Definition 2.2. The wealth process V (φ) associated with a trading strategy φ is defined as
Remark 2.3. (i) It is important to note the difference in the use of bid and ask prices, in the above definition, between the time t = 0 and the time t ∈ {1, . . . , T }. At time t = 0, V 0 (φ) is interpreted as the cost of setting up the portfolio associated with φ. For t = 1, . . . , T , the wealth process V t (φ) equals the sum of the liquidation value of the portfolio associated with trading strategy φ before any time t transactions and the dividends associated with φ from time t − 1 to t.
(ii) Also note that, due to the presence of transaction costs, the wealth process V may not be linear in its argument, i.e. V (φ) + V (ψ) = V (φ + ψ), and V (αφ) = αV (φ) for α ∈ R, and some trading strategies φ, ψ. This is the major difference from the frictionless setting.
We proceed by introducing the self-financing condition, which is appropriate in the context of this paper. The self-financing condition guarantees that no money can flow in or out of the portfolio.
In what follows, we shall work with the discounted processes: V * (φ) := B −1 V (φ) for all trading strategies φ. The next result gives a useful characterization of the self-financing condition in terms of the wealth process. For the proof we refer to Bielecki, Cialenco, and Rodriguez [BCR12] .
Lemma 2.5. A trading strategy φ is self-financing if and only if the wealth process V (φ) satisfies the following equality
Thus, the wealth process at time t, associated with a self-financing trading strategy φ, is equal to the sum of setting up the portfolio associated with φ at time t = 0, the liquidation value at time t of the portfolio associated with φ, all purchases and sales before time t, and all dividends associated with φ up to time t.
Remark 2.6. Naturally, if there are no transactions costs, we recover classic definitions of the wealth process and self-financing condition. In the case when the market is frictionless and there are no dividend-paying securities, that is P ask = P bid and A ask = A bid = 0, see for instance Pliska [Pli97] . If the market is frictionless and there are dividend-paying securities, that is P ask = P bid and A ask = A bid , see for example Kijima [Kij03] .
Arbitrage
We start with defining the following sets of self-financing trading strategies.
Note that in particular V t (φ) = 0 for any φ ∈ S(t). Also, we define
for t ∈ {0, . . . , T − 1}. We call H 0 (t) the set of hedging cash flows initiated at time t.
Due to the presence of transaction costs, the sets H 0 (t), generally speaking, are not convex, and for this reason we introduce the following auxiliary sets.
for t ∈ {0, . . . , T − 1}. We will also refer to H(t) as the set of hedging cash flows initiated at time t. Moreover, using the fact that the set {V * s (φ) − X : φ is s.f., X is F s − measurable, and X ≥ 0} is a convex cone (see [BCR12] ), it is easy to show that the set H(t) is also a convex cone.
Let us proceed by defining an arbitrage opportunity in our setting.
We say that the no-arbitrage condition holds true at time t ∈ {0, . . . , T − 1} for H 0 (t) if there does not exist an arbitrage opportunity at time t ∈ {0, . . . , T − 1} for H 0 (t).
Remark 2.8. Typically, arbitrage is defined as a trading strategy rather than a cash flow. However, in our setting, it is more convenient to work with cash flows, and since each hedging cash flow corresponds to a trading strategy, we take the liberty to define an arbitrage opportunity as a cash flow.
Definition 2.9. For any fixed t ∈ {0, . . . , T − 1}, we say that a probability measure Q is risk-neutral for H 0 (t) if Q ∼ P, and if E Q t [ T s=t+1 H s ](ω) ≤ 0 for all ω ∈ Ω and all H ∈ H 0 (t). The set of all risk-neutral measures for H 0 (t) will be denoted by R(H 0 (t)).
Similarly to the above, we define the set R(H(t)) of risk-neutral probabilities, the arbitrage opportunity for set H(t), and no-arbitrage conditions for set H(t), t ∈ {0, . . . , T − 1}. The following two lemmas show that we may formally replace H 0 (t) by H(t) in Definitions 2.7 and 2.9.
Lemma 2.10. For any t ∈ {0, . . . , T − 1}, we have that Q ∈ R(H 0 (t)) if and only if Q ∼ P, and
Letting Z T = 0 proves that Q ∈ R(H 0 (t)).
Lemma 2.11. For each t ∈ {0, . . . , T − 1}, the no-arbitrage condition holds true at time t for H 0 (t) if and only if for each H ∈ H(t) such that T s=t+1 H s ≥ 0, we have T s=t+1 H s = 0.
Proof. Let us fix t ∈ {0, . . . , T − 1}.
In what follows we shall make use of the following result.
Proposition 2.12. If R(H(t)) = ∅, then the no-arbitrage condition holds at time t ∈ {0, . . . , T − 1} for H(t).
Proof. We prove by contradiction. Assume that Q ∈ R(H(t)), and that there exists an arbitrage opportunity H at time t ∈ {0, . . . , T − 1}. By the definition of an arbitrage op-
However, this contradicts that Q ∈ R(H(t)). Hence, the no-arbitrage condition holds true at time t ∈ {0, . . . , T − 1} for H(t).
Next, we introduce some notions that are related to derivatives pricing, and which will be used in Section 3.1. In what follows, for any cash flow D ∈ L 0 we will denote by D * := B −1 D the discounted cash flow.
Definition 2.13. Let t ∈ {0, . . . , T − 1}.
• A set of extended cash flows associated with an F t -measurable random variable S t and a process D ∈ L 0 is defined as
• The pricing interval associated with a process D ∈ L 0 and a set of probability measures X is defined as
A cash flow in H(t, S t ) is interpreted as the sum of a position in H(t) and a static position of ξ t units in the discounted cash flow (0, . . . , 0, S t , −D * t+1 , . . . , −D * T ). In Section 3.1, S t will have the interpretation of a discounted price of the cash flow D.
We will say that I(t, D; X ) is a risk-neutral pricing interval if it is nonempty, and if for each S t ∈ I(t, D; X ) the no-arbitrage condition is satisfied for H(t, S t ). That is, I(t, D; X ) is a risk-neutral pricing interval if it is nonempty, and if for each S t ∈ I(t, D; X ) and each H ∈ H(t, S t ) such that T s=t+1 H s ≥ 0, we have T s=t+1 H s = 0. If I(t, D; X ) is a risk-neutral pricing interval, we call any S t ∈ I(t, D; X ) a risk-neutral price, sup Q∈R(H(t)) E Q t T s=t+1 D * s the upper no-arbitrage bound, and inf Q∈R(H(t)) E Q t T s=t+1 D * s the lower no-arbitrage bound. The following lemma gives a necessary condition for I(t, D, X ) to be a risk-neutral pricing interval.
for some H ∈ H(t) and some F t -measurable random variable ξ t . Now, since R(H(t)) = ∅ and S t ∈ I(t, D; R(H(t))), there exists Q ∈ R(H(t)) such that
From (5) and (6) we conclude that ξ t S t + T s=t+1 (H s − ξ t D * s ) = 0, which consequently implies that the no-arbitrage condition holds for H(t, S t ).
Good-deals
The no-good-deal bound pricing approach was introduced in [CSR00]. This approach assumes that all investors are willing to invest in good deals -trades with high Sharpe ratios -as well as in the arbitrage opportunities, if any. In [Che07b, Che07c] , alternative approach to no-good-deal bounds was proposed: these authors suggested using coherent risk measures instead of the Sharpe Ratio. Recently, the notion of conic finance was introduced in [CM10], where a good deal was defined in terms of a family of static coherent risk measures. In the present paper, we extend conic finance to a dynamic setting by defining a good deal in terms of a family of dynamic coherent risk measures (DCAI).
The main tool for building up the theory of Dynamic Conic Finance will be the Dynamic Coherent Acceptability Indices (DCAIs) developed in [BCZ11] . As it was shown in [BCZ11] that any DCAI α can be associated with a left-continuous, increasing family of Dynamic Coherent Risk Measures (DCRMs) (ρ γ ) {γ∈(0,∞)} , and consequently to a family of dynamically consistent sequences of sets of probability measures (see Appendix A for definitions and related results.) In what follows, we fix such a normalized 1 DCAI α, and denote by (ρ γ ) {γ∈(0,∞)} the corresponding family of DCRMs, and by Q = Q γ t t∈T γ∈(0,∞) the corresponding family of dynamically consistent sequences of sets of probability measures.
Note that a good-deal depends on the family of DCRMs and the level γ. A cash flow that is a good-deal with respect to a family of DCRMs might not be a good-deal with respect to another family of DCRMs. Also, note that, for a fixed family of DCRMs, a cash flow that is a good-deal at level γ 0 might not be a good-deal at some other level γ ′ > γ 0 . Although, since ρ γ is monotone increasing in γ, if a cash flow is a good-deal for γ 0 , then it will also be a good deal for any level γ ′ ≤ γ 0 . We will also show later that good-deals can be described in terms of the acceptability index associated to family ρ γ .
Definition 2.16. We say that the no-good-deal condition (NGD) holds for H(t) at time t ∈ {0, . . . , T − 1} and level γ > 0 if ρ γ t (H)(ω) ≥ 0 for all H ∈ H(t) and ω ∈ Ω.
We will make the following technical assumption on Q. Assumption (B): For each γ > 0 and t ∈ T , any probability measure Q ∈ Q γ t is equivalent to P, and the set
is closed and convex.
Since Ω is finite and P is of full support, the set E γ t is bounded. Hence, E γ t is compact for all γ > 0 and t ∈ T . In Section 4, we show that a family of densities E corresponding to the dynamic Gain-Loss Ratio satisfies this assumption.
Next, we will prove one of the main results of this paper, which is analogous to FTAP. Proof. Throughout the proof we fix t ∈ {0, . . . , T − 1} and γ > 0.
, and hence NGD holds true for H(t) at time t and level γ.
. Let E γ t be the set defined in Assumption (B), and let us consider the following set of matrices
Since E γ t is compact, by continuity of the mapping
we conclude that Z t (H) is compact in R N ×M . Also note that, by convexity of E γ t and linearity of conditional expectations above w.r.t. η, the set Z t (H) is convex.
Let us now define a closed and convex set C := (−∞, 0] N ×M ⊆ R N ×M . We will prove by contradiction that Z t (H) ∩ C = ∅. Towards this end let us assume that Z t (H) ∩ C = ∅. By a version of Hahn-Banach theorem (see Theorem B.3), there exists a linear functional ϕ t,H : R N ×M → R, and ǫ t,H > 0 such that
for all x ∈ Z t (H), z ∈ C. From the Riesz representation theorem, there exists h t,
x ij y ij for all x ∈ R N ×M , y ∈ R N ×M denotes the Frobenius inner product in R N ×M . From (8), we have that h t,H , z ≤ 0 for all z ∈ C, and therefore, h t,H ij ≥ 0 for i = 1, . . . , M and j = 1, . . . , N . Since, in view of (7) we have that h t,H = 0, we may assume without loss of generality that M i=1 h t,H ij = 1. Also in view of (7), we deduce that
. . , N . Therefore, there exists j ∈ {1, . . . , N } and an ǫ > 0 so that Let us define
.
Since any η ∈ E γ t is strictly positive and sup
Consequently, taking infimum with respect to Q ∈ Q γ t and applying Theorem A.5, we get
The set H(t) is a convex cone, hence H(j) ∈ H(t). Thus, in view of (9), the cash flow H(j) ∈ H(t) violates the NGD condition for H(t) at time t and level γ, which is a contradiction.
is nonempty. Let us define the following mapping
for any random variable ζ : Ω → R. Since,
Therefore, the family of subsets
satisfies the finite intersection property 2 . Since E γ t is compact, we have by Lemma B.2 that the set
. Now, letQ be a measure corresponding toη, so thatQ ∈ Q γ t . Using the abstract version of Bayes rule applied toQ we get
≤ 0 for all H ∈ H(t). So, in view of Definition 2.9 and Lemma 2.10, we see thatQ ∈ R(H(t)).
The theorem is proved.
Since R(H(t)) ∩ Q γ t = ∅ implies R(H(t)) = ∅, it is immediate from Proposition 2.12 and Theorem 2.17 that if NGD holds, then the no-arbitrage condition also holds true.
Dynamic ask and bid prices via DCAI
In this section, we derive the dynamic bid and ask prices for a derivative contract via DCAIs. We start by constructing the set of extended cash flows that will be used to derive the gooddeal ask and bid prices. Let D ∈ L 0 be a cash flow associated to a derivative contract. For a fixed t ∈ {0, . . . , T − 1}, D ∈ L 0 , and an F t -measurable random variable X t , we define the following sets
where
is interpreted as the set of extended cash flows. In particular, a cash flow in H(t) equals to the sum of a position in the underlying market H(t) and a nonnegative static position of ξ t units in the discounted cash flow (0, . . . , 0, X * t , −D * t+1 , . . . , −D * T ). Similarly, a cash flow in H(t) equals to the sum of a position in the underlying market 3 H(t) and a nonnegative static position of ξ t units in the discounted cash flow (0, . . . , 0, −X * t , D * t+1 , . . . , D * T ). Notice that H(t) ⊂ H(t) ∩ H(t). Indeed, taking any H ∈ H(t) and ξ t = 0 in (11) and (12), we get that H ∈ H(t) and H ∈ H(t).
2 The family of sets {Yi}i∈I has finite intersection property if i∈I ′ Yi is non-empty for any finite I ′ ⊂ I. Similarly to Definition 2.9, we say that a probability measure Q is risk-neutral for H(t), respectively H(t), if Q ∼ P, and E Q t T s=t H s ≤ 0 for all H ∈ H(t), respectively for all H ∈ H(t). Also, we say that the no-good-deal condition holds for H(t), respectively H(t), at time t ∈ T and level γ > 0, if ρ γ t (H) ≥ 0 for all H ∈ H(t), respectively H ∈ H(t). We denote by R( H(t)), respectively, R(H(t)), the set of all risk-neutral measures for H(t), respectively H(t).
Remark 3.1. Note that H(t) and H(t) are convex cones. Thus, we may replace H(t) with H(t) or H(t) in Theorem 2.17 to prove that NGD holds for H(t), respectively H(t), at time t ∈ T and level γ > 0 if and only if R(
For the sake of brevity, we define the mappings δ + t , δ t : L 0 → L 0 as follows
Next we introduce the main objects of this studythe good-deal ask and bid prices corresponding to a given DCAI α:
Definition 3.2. The discounted good-deal ask and bid prices of a derivative contract D ∈ L 0 , at level γ > 0, at time t ∈ {1, . . . , T − 1} are defined as
for all ω ∈ Ω.
Remark 3.3. We stress that the good-deal prices depend on the choice of DCAI α, level γ, and the set of hedging cash flows H(t). First, we see that, from the monotonicity property of DCAIs (D3), the good-deal ask (bid) price is non-decreasing (non-increasing) in γ. Secondly, the good-deal ask (bid) price is non-increasing (non-decreasing) in H(t). This is because, as is easily seen, Π ask,γ t (D) and Π bid,γ t (D) satisfy
Remark 3.4. A natural question is: how should γ be chosen to find the good-deal prices of an derivative contract? As in Cherny and Madan [CM10] and Madan and Schoutens [MS11a, MS11b] , for a given α, the level γ can be calibrated from quoted prices of similar contracts.
Remark 3.5. The discounted good-deal ask price Π ask,γ t (D) can be interpreted as the minimum amount of cash v such that v plus the resulting hedging error is acceptable (in the sense of acceptability index α) at least at level γ. Similarly, the discounted good-deal bid price Π bid,γ t (D) can be viewed as the maximum amount of cash v such that −v plus the resulting hedging error is α-acceptable at least at level γ.
Remark 3.6. By Theorem A.6, we have that
. . , T − 1}, and D ∈ L 0 . Since the cash flows D * and H ∈ H(t) are discounted, the prices Π ask,γ (D) and Π bid,γ (D) are also discounted. We took the liberty to denote them by Π ask,γ (D) and Π bid,γ (D) rather than Π ask,γ, * (D) and Π bid,γ, * (D) (which would agree with earlier notation) to ease exposition.
Proposition 3.7. For any fixed t ∈ {1, . . . , T − 1}, D ∈ L 0 , and γ > 0, the sets
are nonempty for all ω ∈ Ω.
Proof. The proof will be done by contradiction. Towards this end let us fix t ∈ {1, . . . , T − 1}, D ∈ L 0 , and γ > 0. Suppose that α t (δ t (1v) + H − δ + t (D * )) < γ for all v ∈ R and H ∈ H(t). By Theorem A.6, we have that
Next, we see that
for all Q ∈ Q γ t , ω ∈ Ω, and H ∈ H(t). From the monotonicity property of α, we have that
We close this section with a technical result, which provides a "symmetry" between ask and bid prices, that will be used later. 
Dual representation of good-deal ask and bid prices
We are now in position to prove a representation theorem for the discounted good-deal ask and bid prices. Let us first make the following standing technical assumption Assumption (C): The mapping γ → ρ γ is continuous.
In Section 4, we prove that the dynamic Gain-Loss Ratio satisfies this assumption.
We proceed by showing that, for any derivative contract D ∈ L 0 , the prices Π ask t (D) and Π bid t (D) have useful representations in terms of the sets R(H(t)) and Q γ t (H(t)).
Theorem 3.9. The discounted good-deal ask and bid prices of a derivative contract D ∈ L 0 , at level γ > 0, at time t ∈ {1, . . . , T − 1} satisfy
Proof. In view of Lemma 3.8, it is enough to prove that the theorem holds for Π ask,γ (D). Let D ∈ L 0 , γ > 0, and t ∈ {1, . . . , T − 1}. We first show that
Using Theorem A.3 and Lemma B.1, as well as the continuity and monotonicity of the map γ → ρ γ , we obtain
Now fix an F t -measurable random variable X t , and let P t := {P t 1 , P t 2 , . . . , P t nt } be the unique partition that generates F t . Fix P t i = ∅ and let ω i ∈ P t i . Then
Equivalently,
By property (A2) in Definition A.2 of ρ γ , it follows that
By Theorem A.5 and property (A6), we deduce that
for any H ∈ H(t) and any nonnegative F t -measurable random variable ξ t . Since H(t) is closed under multiplication of nonnegative F t -measurable random variables, the inequality above is equivalent to
Therefore, by the definition of H(t), we see that
and hence NGD holds for H(t), at time t and level γ. It follows that R( H(t)) ∩ Q γ t = ∅ (see Remark 3.1). Let Q * ∈ R( H(t)) ∩ Q γ t . From the definition of R( H(t)), we have that
for all H ∈ H(t) and all nonnegative F t -measurable random variables ξ t . Note that R(H(t)) ⊇ R( H(t)) since H(t) ⊂ H(t). Thus, Q * ∈ Q γ t ∩ R(H(t)). Because 0 ∈ H(t), we may let H = 0 in (14) to conclude that, if Π ask,γ t (D) > X * t , then there exists Q * ∈ Q γ t ∩ R(H(t)) such that
Since X t is arbitrary,
We proceed by showing that
By Theorem A.5,
Also, we have that
for all H ∈ H(t) and Q ∈ Q γ t ∩ R(H(t)). Therefore,
Note that
Hence, applying (17) we see that
In virtue of (15) and (18), we conclude the proof.
Let us now make a few remarks regarding Theorem 3.9.
Remark 3.10. If NGD holds false for H(t), at time t ∈ {1, . . . , T − 1}, at level γ, then
for all ω ∈ Ω and D ∈ L 0 .
In the next remark, we treat the case in which the markets are frictionless and complete.
Remark 3.11. If, for t ∈ {1, . . . , T − 1}, the set of hedging cash flows H(t) satisfies the noarbitrage condition, and H(T − 1) is complete (for any D ∈ L 0 , there exists H ∈ H(T − 1) so that H T = D T ), then it follows from the Fundamental Theorems of Asset Pricing that R(H(t)) = ∅, for t = 1, 2, . . . , T − 2, and R(H(T − 1)) = {Q * }. Since R(H(0)) ⊆ · · · ⊆ R(H(T − 1)), we have that R(H(t)) = {Q * } = ∅ for t = 0, 1, . . . , T − 2. By Theorems 2.17 and 3.9, if NGD holds then the good-deal ask and bid prices of a derivative contract D ∈ L 0 , at time t ∈ T and level γ >, satisfy
Notice that, naturally, the good-deal prices no longer depend on the acceptance level γ. 
If H(t) is frictionless and complete (and therefore linear), and NGD holds, then as in Remark 3.11, we have that Π t (D) := Π ask,γ t (D) = Π bid,γ t (D). In this case, the set
, as in our general case, we have that
is only a convex cone. This is one of the main reasons why we call this approach dynamic conic finance.
Remark 3.13. In view of Lemma 2.14 and Theorem 3.9, if NGD is satisfied then Π bid,γ t (D) and Π ask,γ t (D) are within the lower and upper no-arbitrage bounds. Specifically, we have that
Good-deal forward ask and bid prices
In this section, we define the good-deal forward ask and bid prices, and then prove a representation theorem for them. In this subsection we suppose that the risk-free interest rate r is deterministic.
Definition 3.14. The good-deal ask and bid forward prices, with delivery at time T , written at time t ∈ {1, . . . , T − 1}, of a derivative contract D ∈ L 0 , at level γ > 0 are defined as
Notice that the cash flow δ T (1B −1 T f ) + H − δ + t (D * ) represents an exchange of a cash payment f at time T for a discounted cash flow D that is hedged with H. The good-deal forward ask price at level γ is the minimum amount of cash f at time T so that δ T (1B −1 T f ) + H − δ + t (D * ) is acceptable at level γ at time t. We now give the representation theorem for the good-deal forward ask and bid prices. Proof. For any f ∈ R, denote by f * the term B −1 T f . Since B T is deterministic, we may write (19) and (20) as
Since α satisfies the translation invariance property (Property (D6) in Appendix A), we have that α t (δ T (1f * ) + H − δ + Remark 3.16. If r is deterministic and the set of hedging cash flows H(t) forms a market that is frictionless, complete, and arbitrage-free, then R(H(t)) is a singleton, say {Q * }, and so by Theorem 3.15 we have that F ask,γ,T
This is compatible with the classic result that states that in a frictionless, complete, and arbitragefree market the discounted forward price f T t (D) of a derivative contract D, with delivery at time T , written at time t ∈ {1, . . . , T − 1}, is given as
where S(D) is the discounted risk-neutral spot price given by S t (D) = E Q * t T u=t+1 D * u . Also, from Theorem 3.15, we see that the relationship between the good-deal ask and bid forward prices is classic, in the sense that
Pricing with the dynamic Gain-Loss Ratio
In this section, we first prove some auxiliary results that hold for general DCAIs. Then, we particularize these results to the very important special case of DCAI, namely to the dynamic Gain-Loss Ratio (dGLR). Finally, we apply the pricing and hedging results developed in earlier sections using dGLR to path-dependent options. In this section we assume that r = 0 without loss of generality.
Characterization of DCAIs
Recall that for every normalized and right-continuous DCAI α there exist a family Q = ( Q γ t t∈T ) γ∈(0,∞) of dynamically consistent sequences of sets of probability measures that is increasing (in γ), such that (28) holds (see Appendix A). We say that a family Q of dynamically consistent sequences of sets of probability measures that is increasing (in γ) corresponds to a given normalized and right-continuous DCAI α if Q satisfies (28). 
Proof. (⇐=) Let U ∈ Q α . We fix t ∈ T , D ∈ L 0 , and ω ∈ Ω. Define the set
We may assume that Γ(U ) = ∅ and α t (D)(ω) < ∞. Otherwise, it is clear that U satisfies (28).
Observe that if γ ∈ Γ(U ), then α t (D)(ω) ≥ γ. So α t (D)(ω) is an upper bound of Γ(U ). If we let β ′ := α t (D)(ω), then β ′ ∈ Γ(U ), and so (28) is satisfied. (=⇒) Now, suppose U satisfies (28), and let γ ∈ (0, ∞). If
then γ ∈ Γ(U ). By (28), we have that α t (D)(ω) ≥ γ.
Next, suppose that α t (D)(ω) = γ and γ / ∈ Γ(U ). By Theorem A.3, the mapping
is left-continuous and monotone decreasing. Thus, by left-continuity of ρ, there exists ǫ > 0 so that γ − ǫ / ∈ Γ(U ). By monotonicity and because U satisfies (28), we deduce that α t (D)(ω) ≤ γ − ǫ. This implies that ǫ ≤ 0, which is a contradiction. Hence, we have that (21) holds, and thus U ∈ Q α .
Characterization of the dGLR
A performance measures that is very popular among practitioners is the Sharpe Ratio (SR), which was introduced by Sharpe [Sha64] . However, SR is not monotone, and hence not an acceptability index. Moreover, as pointed out by Bernardo and Ledoit [BL00] SR does not respect arbitrage, in the sense that the SR is finite even for cash-flows that exhibit arbitrage opportunities. For this reason, [BL00] proposed the static Gain-Loss Ratio, which is a performance measure that is unbounded for arbitrage opportunities, and, as proved in Cherny and Madan [CM09] , is also a static coherent acceptability index. Later, Bielecki et al. [BCZ11] extended the notion of GLR to dynamic setup, and introduced the dynamic Gain-Loss Ratio, defined 5 as follows
It is shown in [BCZ11] that the dGLR satisfies the conditions (D1)-(D7), and therefore it is a dynamic coherent acceptability index (see Definition A.1).
Remark 4.2. It is worth to note on the interpretation of the dGLR in the context of arbitrage, which was first noticed in Bernardo and Ledoit [BL00] for the static Gain-Loss Ratio. Observe that In order to apply the general theory developed above, we will find the sets of probability measures that correspond to dGLR. We define a family Q as (ii) For each t ∈ T , D ∈ L 0 , the function of γ ∈ (0, ∞) defined as
is continuous, and hence dGLR satisfies Assumption C. Indeed, for each ω ∈ Ω we have that
(iii) Note that the LHS of (24) is the value of a DCRM associated with Q (see A.5).
Proposition 4.4. The family Q, defined in (23) is an increasing family of dynamically consistent sets of probability measures that corresponds to dGLR.
Proof. We start by observing that, for each γ > 0, the set Q γ is nonempty since, in particular, we may take Λ = 0 in the definition of Q γ . Clearly, Q γ is increasing in γ.
For the rest of the proof we fix γ > 0. We denote by Υ t = {P t 1 , P t 2 , . . . , P t nt } the unique partition of Ω at time t that generates F t . In order to prove our result it suffices to show that Q γ is weakly consistent (see Corollary 4.1.1 in [Zha11] ), which is
for every t ∈ {0, . . . , T − 1}, P t i ∈ Υ t , and X ∈ F T . Next, take 0 ≤ Λ ≤ γ and suppose that
for some a ∈ R. Applying the tower property of conditional expectations, we deduce that the following implication holds:
Hence, since a is arbitrary, we deduce that
for all ω ∈ Ω. Thus, for Q = c(1 + Λ)P, we obtain
for all ω ∈ Ω. Therefore,
which proves the weak consistency of Q γ . We now show that the family Q corresponds to the dGLR. By Lemma 4.1, this is equivalent to show that
for all ω ∈ Ω, t ∈ T and D ∈ L 0 , where for convenience we denoted X T t = t u=T D u . In the rest of the proof we fix ω ∈ Ω, t ∈ T and D ∈ L 0 .
Applications
In this section, using a simple model for ask and bid prices of a stock, and choosing the dGLR as acceptability index, we compute the good-deal ask and bid prices of a Europeanstyle Asian option in a market with transaction costs. We compare these good-deal prices with the no-arbitrage bounds. Recall that Q, defined in (23), is a dynamically consistent family of sets of probability measures that corresponds to the dGLR. We compute the ask and bid prices using the representation result in Theorem 3.9. No-arbitrage price bounds are calculated via using the lower and upper no-arbitrage bounds defined in Section 2.
We suppose that the bid price of the stock is given in Table 1 . The ask price process is Table 1 : Bid price paths of the stock ω 1 ω 2 ω 3 ω 4 ω 5 t = 0 50 50 50 50 50 t = 1 80 80 80 40 40 t = 2 90 70 60 60 30 assumed to satisfy P ask := P bid (1 + λ), where λ ∈ R + is the transaction costs coefficient. We also define the mid price process as P mid := (P ask + P bid )/2.
We recall that Q is defined in terms of the reference measure P, which we will now assume to be P(ω 1 ), P(ω 2 ), P(ω 3 ), P(ω 4 ), P(ω 5 ) = (1/10, 1/8, 1/4, 1/4, 11/40) . 
1.25003 1.48402 1.23020 1.55003 1.16726 Example 4.1 (Asian Call Option). We now compute the ask and bid price of a Europeanstyle Asian call option with a strike of 65. According to our two-period model, the derivative contract is defined as D := 0, 0, (P mid
Recall that Π ask,γ (D) and Π bid,γ (D) denote the good-deal prices computed using the dGLR, whereas S ask (D) and S bid (D) are the upper and lower no-arbitrage bounds, respectively. Our results are presented in Table 2 and Table 3 for different transaction cost coefficients at t = 0, 1. The prices displayed in Table 3 correspond to the upper node of the tree, since the prices for the lower node are equal to zero. In Figure 1 we display the "liquidity surface", which is the plot of good-deal bid-ask spread as a function of the level γ and transaction costs coefficient λ at t = 0. In Figure 1 , it is apparent that the good-deal bid-ask spread is increasing both in the acceptance level γ and in the transaction cost coefficient λ. The good-deal bid-ask spread naturally increases in γ because of the representations in Theorem 3.9, and since Q γ is increasing in γ. On the other hand, the good-deal bid-ask spread, as well as the difference between the upper and lower no-arbitrage bounds, increases in λ since hedging the claim Table 3 : Ask and Bid Prices of an Arithmetic Asian Call Option, t = 1, ω = ω 1 λ = 0 λ = 0.005 λ = 0.01
5.00014 5.67765 5.17512 5.79988 5.35011 becomes more expensive as the λ increases.
We also note from Table 2 that both no-arbitrage bounds and the good-deal prices increase in λ, and that the good-deal ask and bid prices converge to the no-arbitrage bounds at higher γ values. This is also due to the fact that hedging is more expensive as λ increases. For example, in case λ = 0, Π ask,γ 0 (D) and Π bid,γ 0 (D) approximately converge to S ask 0 (D) and S bid 0 (D), respectively, at γ = 0.1, whereas if λ = 0.005 this happens at approximately γ = 0.25, and in the case λ = 0.01 it happens at approximately γ = 0.5.
A Dynamic coherent acceptability indices
In this section, we provide some useful background information about acceptability indices and risk measures, as studied in [CM09] and [BCZ11] . Investors are usually concerned with finding satisfactory balance between reward and risk associated with an investment process. Various measures have been developed to quantify this balance. Such measures are typically referred to as performance measures or measures of performance. Cherny and Madan [CM09] originated an effort to provide a mathematical framework to study these measures in a unified way for static models, and Bielecki et al. [BCZ11] followed up with an extension to a dynamic set-up.
A very popular measure of performance is the Sharpe Ratio introduced by [Sha64] . The Sharpe Ratio is expressed as the ratio of expected excess return to standard deviation, and thus in financial applications it measures expected excess return of a portfolio in units of portfolio's standard deviation. It has been used as a classical tool to rank portfolios according to their "reward-to-risk" characteristics.
Using standard deviation to quantify risk is considered to be the major drawback of Sharpe Ratio because positive returns also contribute to this measure of risk. To eliminate this unwanted feature other ratio-types performance measures that consider the downside risk were proposed, such as Sortino Ratio, [SP94] , and Gain Loss Ratio (GLR), [BL00] . Another popular generalization of the Sharpe Ratio is provided by the Risk Adjusted Return on Capital, which is constructed as a ratio of mean excess return to some selected measure of risk.
All the performance measures mentioned above share some common desirable features: they are unitless, they are increasing functions of reward and decreasing functions of risk; moreover, according to these performance measures diversification of a portfolio improves its performance. This observation prompts a natural desire to study performance measures in a unified mathematical framework. As already mentioned, such a study was recently originated by [CM09] . The study of [CM09] was done in a static, one-time period setup, and the authors coined the term acceptability index as a mathematical terminology for a performance measure. In [BCZ11] , this static mathematical framework for studying acceptability indices was elevated to a dynamical, multi-period setup, where cash flows are considered as random processes and acceptability is assessed consistently in time. In particular, they measure the performance of the total cumulative terminal value of the cashflow as seen from the initial time of the investment process, and also all remaining cumulative cashflows between each intermediate time and the terminal time of the investment process.
We proceed by recalling definitions and results from the theory of Dynamic Coherent Acceptability Indices, that were studied in Bielecki et al. [BCZ11] .
We first recollect the definition of a dynamic coherent acceptability index. Translation invariance (D6) implies that if a known dividend m is added to D at time t (today), or at any future time s ≥ t, then all such adjusted cashflows are accepted today at the same level.
Dynamic consistency (D7) is the property in the dynamic setup which relates the values of the index between two consecutive days in a consistent manner. It can be interpreted from financial point of view as follows: if a portfolio has a nonnegative cashflow today, then we accept this portfolio today at least at the same level as we would accept it tomorrow; similarly, if the today's cashflow is nonpositive the acceptance level today can not be larger than the level of acceptance tomorrow.
For technical reasons, we assume that for every DCAI α, and for every t ∈ T and ω ∈ Ω, there exists two portfolios D, D ′ ∈ D such that αt(D)(ω) = +∞ and αt(D ′ )(ω) = 0. In this case, we say that the DCAI α is normalized. Assuming that α is normalized excludes degenerate examples of acceptability indices such as a constant index over all states, times, and portfolios.
Let us proceed by stating with the definition of a dynamic coherent risk measure. We want to mention that our definition of DCRM differs from the definition given in previous studies essentially only by the dynamic consistency property. For sake of completeness, we will present here how property (A7) relates to other forms of dynamic consistency of risk measures (for processes). Property (A7-I) is the dynamic consistency property for DCRM defined by [Rie04] . Property (A7-II) is the version of the dynamic programming principle (also called recursiveness), introduced by [CDK2006] . Properties (A7-I) and (A7-II) are equivalent, and they are also sometimes called strong dynamic consistency property. To the best of our knowledge, properties (A7-III) and (A7-IV) were first introduced in the context of random processes by [AFP10] , and they were called acceptance and rejection consistency, respectively. In the same paper, Acciaio, Föllmer and Penner introduced condition (A7-V) and they called it weakly acceptance consistent.
It is straightforward to show that the dynamic consistency condition (A7) is stronger than (A7-V), and it is weaker than (A7-I) or (A7-II). Also note that since conditions (A7-II) and (A7-III) taken together are equivalent to (A7-II), then, taken together they imply (A7). However, the inverse implication is not necessarily true.
We now recall an important result that provides the representation of a DCAI in terms of a family of DCRMs, and the representation of DCRM in terms of a DCAI. The proof the following theorem can be found in [BCZ11] . 
(ii) If (ρ γ ) γ∈(0,∞) is a left-continuous and increasing family of dynamic coherent risk measures, then there exists a right-continuous and normalized dynamic coherent acceptability index α such that, ρ γ t (D)(ω) = inf{c ∈ R : αt(D + δt(1c))(ω) ≥ γ}, ω ∈ Ω, t ∈ T , D ∈ L 0 .
We take inf ∅ = ∞ and sup ∅ = 0.
Next, we recall the definitions of a dynamically consistent sequence of sets of probability measures and an increasing family of sequences of sets of probability measures.
Definition A.4.
(i) A sequence of sets of probability measures (Qt) T t=0 absolutely continuous with respect to P is called dynamically consistent with respect to the filtration (Ft) T t=0 if the sequence is of full-support and the following inequality holds
for all t ∈ {0, 1, . . . , T − 1}, E ∈ Ft, and FT -measurable random variables X.
(ii) A family of sequences of sets of probability measures ((Q γ t ) T t=0 ) γ∈(0,∞) is called increasing if Q γ t ⊇ Q β t , for all γ ≥ β > 0 and t ∈ T . Now, we recall a representation theorem for dynamic coherent risk measures in terms of dynamically consistent set of probabilities. These results, combined with the results from Theorem A.3 about duality between DCAI and DCRM, gives a representation theorem for dynamic coherent acceptability indices.
Theorem A.5 (Robust Representation Theorem for DCRM). For γ > 0, a function ρ γ : {0, 1, . . . , T } × L 0 × Ω → R is a dynamic coherent risk measure if and only if there exists a dynamically consistent family of sets of probabilities (Q γ t ) T t=0 such that,
Ds , t ∈ T , D ∈ L 0 .
The proof this theorem can be found in [BCZ11] . A direct consequence of Theorem A.3 and Theorem A.5, is the following result, which is proved in [BCZ11] .
Theorem A.6.
(i) Assume that (Q γ t ) T t=0 ) γ∈(0,∞) is an increasing family of dynamically consistent sequences of sets of probability measures. Then, the function α : {0, 1, . . . , T } × L 0 × Ω → [0, ∞] defined as follows, αt(D)(ω) = sup γ ∈ (0, ∞) : inf Here we adopt the usual convention that inf ∅ = ∞ and sup ∅ = 0.
B Technical results
The following lemma is an auxiliary result needed for Theorem 3.9. Proof. Let us define the set Γ := {β ∈ (0, ∞) : f (β) ≤ 0}. Assume that f (γ) ≤ 0 for some γ > 0. Then, γ ∈ Γ, and therefore sup Γ ≥ γ.
Conversely. Suppose that sup Γ ≥ γ and define β * := sup Γ. If sup Γ = ∞, then f (x) ≤ 0, for all x > 0, and in particular for x = γ. Now assume that β * ∈ (0, ∞). We first argue by contradiction that β * ∈ Γ. If β * / ∈ Γ, then f (β * ) > 0. Now, since f is continuous, there exists ǫ ′ > 0 so that 0 < f (β * − ǫ ′ ). By the definition of the supremum of a set, we have that, for all ǫ > 0, there exists β ǫ ∈ Γ so that β * − ǫ < β ǫ . Therefore, because f is monotonically increasing, f (β * − ǫ) ≤ f (β ǫ ). Hence, 0 < f (β * − ǫ ′ ) ≤ f (β ǫ ), which contradicts β ǫ ∈ Γ. We proceed by showing that f (γ) ≤ 0. Since γ ≤ β * and f is monotonically increasing, we have that f (γ) ≤ f (β * ). However, β * ∈ Γ, so f (γ) ≤ f (β * ) ≤ 0.
We now recall a well-known characterization of compact sets. For a proof, see Lemma I.5.6 in Dunford and Schwartz [DS58] .
Lemma B.2. A subset of a topological space is compact if and only if every family of closed sets with the finite intersection property has a nonempty intersection.
The following theorem is an application of Hahn-Banach theorem, regarding the separation of hyperplanes. Theorem B.3. If Z and C are disjoint closed convex subsets of R N , and if Z is compact, then there exists a constant ǫ with ǫ > 0, and a continuous linear functional ϕ ∈ R N , so that ϕ(c) ≤ 0 < ǫ < ϕ(z) for all z ∈ Z and c ∈ C.
Proof. By Theorem V.2.10 in Dunford and Schwartz [DS58] , there exists constants a and ǫ ′ with ǫ ′ > 0, and a continuous linear functional ϕ ∈ R N , so that
for all z ∈ Z and x ∈ C. We now argue that ϕ(x) ≤ 0 for all x ∈ C. Suppose there exists a0 > 0 and x0 ∈ C so that ϕ(x0) = a0. Since C is a cone, we have that λx0 ∈ C for all λ > 0. Thus, sup x∈C ϕ(x) ≥ sup λ>0 ϕ(λx0) = sup λ>0 λa0 = +∞, which contradicts (29), and hence ϕ(x) ≤ 0, x ∈ C. From here, and since ϕ is linear and 0 ∈ C, it follows that sup x∈C ϕ(x) = 0. Thus, a − ǫ ′ ≥ 0, and hence a > 0. Taking ǫ = a concludes the proof.
