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I. INTRODUCTION
The statistical mechanics of systems interacting via long-range forces is currently a topic of active research [1] . This concerns in particular self-gravitating systems and twodimensional vortices that share similar features [2] . These systems are non-extensive due to the unshielded long-range nature of the potential and the construction of an appropriate thermodynamics is a challenging problem.
The equilibrium state is usually predicted to maximize the Boltzmann entropy S[ρ] under appropriate constraints. However, it has been recently argued that the Boltzmann entropy may not be correct for non-extensive systems and that Tsallis entropies, also called q-entropies, should be used instead [3] . This extension has led to an impressive literature [4] . In the context of 2D turbulence, Boghosian [5] has noted that the enstrophy (second moment of the vorticity) is related to a particular q-entropy and has interpreted a result of plasma physics in terms of Tsallis generalized thermodynamics. In the astrophysical context, Plastino & Plastino [6] have noted that the maximization of Tsallis entropies leads to stellar polytropes that were introduced by Plummer in 1911 [7] . In parallel, it was shown that Tsallis generalized thermodynamics could be useful to interpret anomalous diffusion in connexion with nonlinear Fokker-Planck equations [8] .
However, the arguments advocated to justify Tsallis entropies in the context of 2D turbulence and stellar dynamics are usually unclear and misleading and were criticized in our previous papers [9, 10, 11] . In particular, we have argued that Tsallis entropies are just a particular class of a much larger class of functionals that we shall call generalized entropies. These functionals are defined as minus the integral of any convex function of the distribution function f or the vorticity ω. Generalized thermodynamics, in the previous sense, is rigorously justified in the theory of violent relaxation for collisionless stellar systems and two-dimensional continuous vorticity fields [12, 11] . In short, this is because the Vlasov or the 2D Euler equations do not directly select a particular form of entropy contrary to the Boltzmann equation for example. However, if we introduce a coarse-graining procedure, it can be shown that the coarse-grained distribution function or coarse-grained vorticity relaxes towards a meta-equilibrium state which maximizes a generalized entropy at fixed energy and mass (for stellar systems) or at fixed energy and circulation (for 2D vortices). The generalized entropy maximized by the system is non-universal as it depends on the initial conditions (due to the Casimirs invariants) [13, 14, 15, 16] and on non-ideal effects (incomplete relaxation, non-ergodicity, viscosity in hydrodynamics...). This is a particularity of continuous Hamiltonian systems and this makes the equilibrium state difficult (if not impossible) to predict. A classification of generalized entropies in classes of equivalence can however be attempted. Each class of equivalence corresponds to a special type of flow. Among all the generalized entropies S[f ] or S[ω], Tsallis entropies do not play any special role in 2D turbulence and collisionless stellar dynamics except that leading to simple mathematical models (stellar polytropes or polytropic vortices).
If we now consider the more familiar statistical mechanics of collisional stellar systems and point vortices which are discret Hamiltonian systems, the expected form of entropy S[f ] or S[ω] is the usual Boltzmann entropy [17, 18] . In fact, if we develop a rigorous kinetic theory for stars [19] or point vortices [20] , we can formally derive an exact kinetic equation from the N-body Liouville equation by using projection operator technics. This equation is integro-differential and non-markovian and does not satisfy a H-theorem. The H-theorem is recovered only if additional approximations are made (markovian approximation, local approximation, regularization of logarithmic divergences...). Therefore, it is possible that the Boltzmann entropy may not be completely correct for collisional stellar systems and point vortices. However, there is no argument why Tsallis entropies should be better. These remarks motivate us to develop a generalized thermodynamics for a wider class of entropy functionals.
Generalized entropies are introduced in Sec. II A in the context of stellar dynamics. In Sec. II B, we determine critical points of these functionals and establish the conditions of thermodynamical stablity in microcanonical and canonical ensembles. We discuss the possible inequivalence of ensembles for non-extensive systems. In Sec. II C we derive a generalized Fokker-Planck-Kramers equation which increases continuously the generalized entropy while conserving energy and mass. In Sec. II D, we establish a simple formula showing that a stationary solution of this equation is linearly stable if and only if it is an entropy maximum. In Sec. II E we propose a generalization of the Landau kinetic equation and show that the generalized Kramers equation can be derived from the generalized Landau equation in some appropriate limit. In Sec. IV we derive a generalized Smoluchowski equation by taking the high friction limit of the generalized Kramers equation. In Sec. III we develop this generalized thermodynamics in the context of hydrodynamical vortices. Applications of our results to 2D turbulence and Jupiter's great red spot, for which generalized entropies are rigorously justified, are discussed in Sec. V. In particular, a new parametrization of 2D turbulence is proposed which improves upon previous attempts and should be easily implementable in geophysical situations (e.g., jovian atmosphere).
II. STELLAR SYSTEMS

A. Generalized entropies
We consider a system of N stars in gravitational interaction and denote by f (r, v, t) their distribution function defined such that f d 3 rd 3 v gives the total mass of stars with position r and velocity v at time t (the particles can also be fermions, atoms, galaxies,...). Let F(r, t) = −∇Φ be the gravitational force (by unit of mass) experienced by a star where Φ(r, t) is the gravitational potential related to the star density ρ(r, t) = f d 3 v by the Newton-Poisson equation
We assume that the system is isolated so that it conserves mass
and energy (kinetic + potential)
The conservation of angular momentum L = f (r × v)d 3 rd 3 v and linear impulse P = f vd 3 rd 3 v can easily be incorporated in the theory. We introduce a generalized entropy of the form
where C(f ) is a convex function, i.e. C ′′ (f ) ≥ 0. As discussed in [12, 11] , these generalized entropies are rigorously justified in the context of the violent relaxation of collisionless stellar systems. They may also be of interest for collisional stellar systems in order to account for complicated effects such as memory effects, delocalization... that appear in the kinetic theory of stars [19] and may lead to deviations from Boltzmann's distribution. We are interested by the distribution function f which maximizes the generalized entropy (4) at fixed mass and energy. Introducing appropriate Lagrange multipliers and writing the variational principle in the form
we find that the critical points of entropy at fixed mass and energy are given by
where ǫ = v 2 2 + Φ is the energy of a star by unit of mass. Eq. (6) is the fundamental equation of the static problem. It can be written equivalently
where F (x) = (C ′ ) −1 (−x). From the identity
resulting from Eq. (6), f (ǫ) is a monotonically decreasing function of energy (assuming β > 0 which results from integrability conditions). The conservation of angular momentum can be easily included in the variational principle (5) by introducing an appropriate Lagrange multiplier Ω so that ǫ is replaced by
. Among all functionals of the form (4), some have been discussed in detail in the literature. The most famous functional is the Boltzmann entropy with C(f ) = f ln f which leads to isothermal distribution functions
The structure of isothermal self-gravitating spheres is known for a long time [22] . In addition, it was discovered in the sixties that their thermodynamics is very unusual and leads to the concept of gravothermal catastrophe [23, 24] . Closely related to the Boltzmann entropy is the Fermi-Dirac entropy with C(f ) = f ln f + (1 − f ) ln(1 − f ) which leads to distribution functions of the form
with λ = e α . The Fermi-Dirac distribution function (10) satisfies the constraint f ≤ 1 which is related to Pauli's exclusion principle in quantum mechanics. The Fermi-Dirac distribution is also a typical prediction of Lynden-Bell's theory of violent relaxation in the two-levels approximation [13] . The Fermi-Dirac distribution function reduces to the Boltzmann distribution function in the non-degenerate limit f ≪ 1. The thermodynamics of self-gravitating fermions and the phase transitions that occur between a "gaseous" and a "core-halo" phase with a degenerate nucleus are discussed in [25, 26] . See [27] and references therein for astrophysical and cosmological applications of these results in relation with the concept of "fermion balls".
Recently, there was a considerable interest for entropies of the form
, where q is a real number. Such entropies are called Tsallis entropies or q entropies. These functionals lead to a polytropic distribution function of the form
The index n of the polytrope is related to the parameter q by the relation n = 3/2 + 1/(q − 1). Isothermal distribution functions are recovered in the limit q → 1 (i.e. n → +∞). Stellar polytropes were first introduced by Plummer [7] and their derivation from a variational principle of the form (5) was discussed by Ipser [28] and others long ago. The generalized thermodynamics of self-gravitating systems, in the sense of Tsallis, is considered in [6, 29, 10, 30, 11] .
In any system with f = f (ǫ), one may define a local energy dependant excitation temperature by the relation
For isothermal spheres (9), T (ǫ) coincides with the thermodynamic temperature T = 1/β. For stellar polytropes (11) , T (ǫ) = (q −1)(λ−ǫ). This excitation temperature has a constant gradient dT /dǫ = q − 1 related to Tsallis q-parameter (or equivalently to the index of the polytrope). The other parameter λ is related to the value of energy where the temperature reaches zero.
B. Thermodynamical stability
So far, we have just determined critical points of the generalized entropy (4) by cancelling its first order variations with appropriate constraints. We now turn to the thermodynamical stability of the solutions (in the generalized sense). The condition that f is a maximum of S at fixed mass and energy is equivalent to the condition that δ 2 J ≡ δ 2 S − βδ 2 E is negative for all perturbations that conserve mass and energy to first order. This condition can be written
So far, we have implicitly worked in the microcanonical ensemble in which the energy is conserved. It may be of interest to study in parallel the canonical ensemble in which the temperature T = 1/β is fixed instead of the energy. In that case, the appropriate thermodynamical potential is the free energy that we write for convenience in the form
According to Eq. (5), we have
Therefore, the equilibrium state in the canonical ensemble is a maximum of J at fixed mass and temperature. If we just cancel the first order variations of J, this again yields the relation (6) . The condition of thermodynamical stability in the canonical ensemble requires that f is a maximum of J at fixed mass and temperature. This is equivalent to the condition that δ 2 J ≡ δ 2 S − βδ 2 E is negative for all perturbations that conserve mass. This can be written
We note, in passing, that canonical stability implies microcanonical stability but that the converse is wrong. Indeed, if inequality (16) is satisfied for all perturbations that conserve mass, it is a fortiori satisfied for perturbations that conserve mass and energy. For self-gravitating systems, it is well-known that statistical ensembles are non-equivalent [31] . Indeed, solutions of the form (7) can be stable in the microcanonical ensemble (maxima of S at fixed M and E) but unstable in the canonical ensemble (minima or saddle point of J at fixed M and T ). This happens when the caloric curve β(E) presents turning points leading to regions of negative specific heats, or said differently when the entropy S(E) has a convex dip (see, e.g., [32] for a short presentation and references). Then, the stability of the solutions can be decided by using the turning point criterion of Katz [33] which extends the theory of Poincaré on linear series of equilibria. It is found that a change of stability in the series of equilibria occurs in the microcanonical ensemble when the energy is extremum and in the canonical ensemble when the temperature is extremum. Stability is lost or gained depending on whether the series of equilibria turns clockwise or anti-clockwise at that criticial point. Recent applications of this criterion are given in [11, 26] in the context of isothermal spheres and self-gravitating fermions. For isothermal spheres, the stability problems (13) and (16) reduce to an eigenvalue equation which can be studied analytically or by using simple graphical constructions [34, 35, 11] . Typical caloric curves are given in Figs. 7 and 10 of Ref. [26] . Phase transitions can occur both in canonical and microcanonical ensemble. The energy of transition or the temperature of transition can be determined by a Maxwell construction in each case. There exist, in addition, regions of metastability which can be long-lived and physical (globular clusters that do not undergo core collapse are probably in such metastable states). A change of stability along a series of equilibria can also occur at a branching point [33] , where the solutions bifurcate, as in [36] .
C. Generalized Kramers equation
A kinetic theory of stellar systems was first developed by Chandrasekhar by analogy with Brownian motion [37] . Using simple stochastic processes, he argued that, due to stellar encounters, a given star experiences a diffusion and a dynamical friction −ξv where the friction parameter ξ = Dβm is given by an Einstein relation (D is the diffusion coefficient). Accordingly, the time-evolution of the distribution function is governed by the Fokker-Planck equation
which was previously introduced by Kramers in the context of colloidal suspensions [38] . For self-gravitating systems, the friction term can be determined directly by considering the effect of two-body encounters [37] or by using a linear response theory for a "test star" evolving in a homogenous medium of "field stars" forming a thermal bath [39] . The equilibrium distribution of the Kramers equation is the ordinary Boltzmann distribution (9) . However, it should be emphasized that the kinetic theory of Chandrasekhar is based on many simplifying assumptions. When these assumptions are removed, it is not clear whether ordinary statistical mechanics still applies. Therefore, it can be of interest to introduce a generalized Kramers equation leading to equilibrium states of the more general form (6) . This generalization is also of interest for collisionless stellar systems in the context of violent relaxation [12, 11] .
In a preceding paper [16] , we have shown that the ordinary Kramers equation could be derived from a variational principle (closely related to the linear thermodynamics of Onsager) called maximum entropy production principle (MEPP) [40] . Indeed, it appears to maximize the rate of free energyJ, defined with the Boltzmann entropy, at fixed mass and temperature. We shall now apply this method to a generalized entropy of the form (4) in order to obtain a generalized Kramers equation. It should be emphasized that this procedure is not a justification of generalized thermodynamics for collisional stellar systems but just a simple trick to construct relaxation equations with nice mathematical and physical properties. Additional work is needed to show whether generalized thermodynamics is relevant for the collisional evolution of stellar systems.
To apply the MEPP, we first write the relaxation equation for the distribution function in the form
where U 6 = (v, F) is a generalized velocity field in the 6-dimensional phase space (r, v), ∇ 6 = (∂/∂r, ∂/∂v) is a generalized gradient and J f is the diffusion current to be determined. The form of Eq. (18) ensures the conservation of mass provided that J f decreases sufficiently rapidly for large |v|. From Eqs. (3), (4) and (18) , it is easy to put the time variations of energy and entropy in the formĖ
where we have used straightforward integrations by parts. Following the MEPP, we shall now determine the optimal current J f which maximizes the rate of entropy production (20) while satisfying the conservation of energyĖ = 0. For this problem to have a solution, we shall also impose a limitation on the current |J f |, characterized by a bound C(r, v, t) which exists but is not known, so that
It can be shown by a convexity argument that reaching the bound (21) is always favorable for increasingṠ, so that this constraint can be replaced by an equality [41] . The variational problem can then be solved by introducing at each time t Lagrange multipliers β and 1/D for the two constraints. The condition
yields an optimal current of the form
The time evolution of the Lagrange multiplier β(t) is determined by the conservation of energyĖ = 0, introducing Eq. (23) in the constraint (19) . This yields
Note that the optimal current (23) can be written
is a generalized potential which is uniform at equilibrium according to Eq. (6). Therefore, the MEPP is just a variational formulation of the linear thermodynamics of Onsager.
Introducing the optimal current (23) in Eq. (18), we obtain the generalized relaxation equation
Note that D is not determined by the MEPP since it is related to the unknown bound C(r, v, t) in Eq. (21) . It must be therefore determined by a kinetic theory (see, e.g., [42] ). We can use this indetermination to write Eq. (26) in the alternative form
which will have the same general properties as Eq. (26). One of these two forms will be prefered depending on the situation contemplated. It is straightforward to check that Eq. (26) with the constraint (24) satisfies a H-theorem for the generalized entropy (4). From Eqs. (20) and (23), we can write
The last quantity vanishes due to the conservation of energy (19) . Therefore,
which is positive provided that D > 0. Now, at equilibriumṠ = 0, hence J f = 0, so that according to Eq. (23),
Integrating with respect to v, we get
For a non-rotating spherically symmetric system, the cancellation of the inertial term U 6 ·∇ 6 in Eq. (26) is equivalent to f = f (ǫ). Therefore, A(r) = −βΦ(r) − α and we recover Eq. (6) . Therefore, a stationary solution of Eq. (23) maximizes the entropy at fixed energy and mass. These results can easily be extended to rotating systems with non-vanishing angular momentum [16] . A relaxation equation appropriate to the canonical situation can be obtained by maxi-mizingJ =Ṡ − βĖ with the constraint (21) . Writing
again yields an optimal current of the form (23) but with constant β. Sincė
according to Eqs. (19) , (20) and (23), we find that the free energy J increases monotonically until an equilibrium state of the form (6) is reached.
To conclude this section, it can be of interest to discuss some special cases explicitly. For the Boltzmann entropy, C ′′ (f ) = 1/f , Eq. (26) returns the ordinary Kramers equation (17) . Note that the friction term −ξv and the fluctuation-dissipation theorem ξ = Dβ arise naturally from the maximum entropy production principle. For the Fermi-Dirac entropy C ′′ (f ) = 1/f (1 − f ). To avoid the divergence of the term f C ′′ (f ) as f → 1, it is appropriate to consider the alternative form (27) of the generalized Kramers equation. This yields
This equation is a particular case (corresponding to the two-levels approximation) of the hierarchy of relaxation equations proposed in Ref. [16] to model the violent relaxation of collisionless stellar systems. It may also describe the dynamics of self-gravitating fermions in a cosmological context. This equation was used in [42] to derive a truncated model taking into account an evaporation of stars (or fermions) due to tidal forces. The resulting distribution function
for ǫ ≤ ǫ m and f = 0 for ǫ ≥ ǫ m (ǫ m is the escape energy) is a particular case of Eq. (6) . For ǫ m → +∞, we recover the Fermi-Dirac distribution (10) and, in the non degenerate limit, we recover the Michie-King model f = A(e −βǫ − e −βǫm ) [43] . Interestingly, the energy cut-off and the degeneracy in Eq. (35) avoid the infinite mass problem and the complete core collapse of self-gravitating systems without artifice (such as a confining box or an arbitrary small-scale regularization of the potential). Finally, for the Tsallis entropy, C ′′ (f ) = qf q−2 , we recover as a special case of Eq. (26) the so-called nonlinear Fokker-Planck equation
This equation has been studied in detail recently in relation with Tsallis entropy and anomalous diffusion [8] . By Eq. (27) , it can also be written in the form of an equation with normal diffusion but nonlinear friction. Our formalism shows that the nice properties of this equation (in particular the H-theorem) go beyond the particular form of entropy considered by Tsallis and remain valid for all convex function C(f ) even if the results are not always explicit.
D. Linear stability analysis
We now study the linear stability of the generalized Fokker-Planck equation (26) and derive a simple formula showing the equivalence between dynamical and thermodynamical stability. Let f be a stationary solution of Eq. (26) and δf a small perturbation around this solution. Let us now linearize Eq. (26) around equilibrium and write the time dependance of the perturbation in the form δf ∼ e λt . Noting that ∇ 6 · U 6 = 0, we get
where J f is given by Eq. (23) . Multiplying both side of Eq. (37) by C ′′ (f )δf and integrating over phase space, we obtain
The second term can be rewritten
where we have used an integration by parts. From the relation (6), we find
where U 6⊥ = (−F, v). Hence, I 2 = 0. As we shall see in Sec. III, the generalized velocity U 6 in phase space is very similar to the velocity field of a two-dimensional incompressible fluid.
Using δU 6 = (0, −∇δΦ) and Eq. (40), the third term in Eq. (38) can be rewritten
After an integration by parts, the fourth term in Eq. (38) can be written
or, using Eq. (40),
Taking the variation of Eq. (23) and using Eq. (40), one finds that
Hence,
where the last equality follows from the conservation of energy (19) . Inserting the foregoing relations in Eq. (38), we obtain
We now multiply both sides of Eq. (38) by δΦ and integrate over phase space. After straightforward integrations by parts, we get
Combining this relation with Eq. (46), we find
Now, the left hand side is just proportional to the second order variations of the free energy δ 2 J, see Eq. (13) . On the other hand, recalling that J f = 0 at equilibrium, the second variations of the rate of entropy production (29) are given by
and they are clearly positive. Therefore, Eq. (48) can be rewritten in the simple form
This formula shows that the growth rate λ of the perturbation is equal to half the ratio between the second order variations of the rate of entropy production δ 2Ṡ and the second order variations of the free energy δ 2 J. Since the product λδ 2 J is positive, we conclude that a stationary solution of the generalized Fokker-Planck equation (26) is linearly stable if and only if it is an entropy maximum at fixed mass and energy. In the canonical ensemble, i.e. treating β as a constant instead of E, we obtain instead
and conclude that a stationary solution of the generalized Fokker-Planck equation (26), with constant β, is linearly stable if and only if it is a maximum of free energy at fixed mass and temperature. It can be noted that the physical content of this result is relatively obvious since the Fokker-Planck equation satisfies a H-theorem (contrary to the Vlasov equation for instance). In addition, it seems that Eq. (51) can be obtained straightforwardly by noting that δ 2 J ∝ (δf ) 2 ∝ e 2λt so that δ 2J ∝ 2λe 2λt = 2λδ 2 J. Whatsoever, Eqs. (50) and (51) are nice to mention because they make an aesthetic connexion between dynamical and thermodynamical stability for this type of equations.
E. Generalized Landau equation
The Kramers-Chandrasekhar equation (17) in its original form does not conserve energy as it involves a fixed temperature β (canonical description). Therefore, it cannot describe an isolated system of self-gravitating particles for which the microcanonical description is appropriate. A better kinetic equation is the so-called Landau equation which was initially introduced in plasma physics [44] . This equation is the corner-stone of collisional stellar dynamics and it is used, for example, to model the evolution of globular clusters and analyse the phenomenon of core collapse [43] . It can be written
where
A is a constant (in the astrophysical context, A = 2πNG 2 m 2 ln Λ, where ln Λ = dk k is the usual Coulomb factor). Landau derived this equation from the Boltzmann equation in the so-called weak deflection approximation appropriate to Coulombian or Newtonian potentials [44] . It was also derived by Chandrasekhar who started from the general Fokker-Planck equation and evaluated directly the friction and the diffusion arising from two-body encounters [37] . The Landau equation conserves energy and increases the Boltzmann entropy. However, even if the Landau equation improves upon the Kramers equation, it is still derived within simplifying assumptions and it may not be completely correct in the stellar dynamical context [19] .
Therefore, it may be of interest to consider the generalized Landau equation
where, as before, C(f ) in any convex function. For the Boltzmann entropy, Eq. (54) reduces to the usual Landau equation (52) . For the Fermi-Dirac entropy, Eq. (54) can be written in the form
This equation can be derived from the Vlasov-Poisson system by introducing a coarsegraining procedure and a quasilinear approximation [45, 46, 47] . It may also describe the dynamics of self-gravitating fermions with potential applications in cosmology. Finally, for the Tsallis entropy, one gets
This could be called the nonlinear Landau equation. Contrary to the nonlinear Kramers equation (36) , it seems that Eq. (56) has never been introduced previously. We shall study its properties more specifically in a future work. It can be shown that the generalized Landau equation satisfies the conservation of mass, energy, angular momentum and linear impulse and, in addition, increases the generalized entropy (H-theorem). The proof is the same as for the usual Landau equation [44] . For example, to show the conservation of energy, we introduce the current
in the integral (19), interchange the primed and unprimed variables and add the resulting expressions. This yieldṡ
Noting that
we conclude thatĖ = 0. Following a similar procedure for the entropy, we obtaiṅ
Noting that X µ K µν X ν = X 2 − (X · u) 2 /u 2 ≥ 0, we conclude thatṠ ≥ 0. Finally, to show that the distribution (6) is a stationary solution of Eq. (54), we first note that
so that the term in bracket in Eq. (54) reduces to
Using the identity (59), we conclude that the collision term vanishes for the distribution function defined by Eq. (6). The advective term is also equal to zero for this distribution. Therefore, Eq. (6) determines a stationary solution of the generalized Landau equation. More generally, it can be shown that all stationary solutions of Eq. (54) are of this form. The proof is similar to the one given for the ordinary Landau equation.
Finally, we show that the relation (50) can also be derived for the Landau equation. Adapting the results of Sec. II D to the present case, we get
Integrating Eq. (63) by parts and using Eq. (61), we obtain
Taking the variation of Eq. (57) and using Eqs. (61) and (59), we obtain after simplification
Inserting this expression in Eq. (64), interchanging the primed and unprimed variables and adding the resulting expressions shows that I 4 = −δ 2Ṡ where δ 2Ṡ ≥ 0 is obtained by taking the variation of Eq. (60) . Substituting this final expression in Eq. (63) establishes formula (50) . The generalized Landau equation can be put in a form reminiscent of a generalized Kramers equation
by introducing a diffusion tensor and a friction term by the relations
We note, however, that the Landau equation is an integro-differential equation while the Kramers equation is a differential equation. The usual way to transform an integrodifferential equation into a differential equation is to make a guess for f ′ and refine the guess by successive iterations. In practice, we simply make one sensible guess. In the socalled thermal bath approximation, we replace f ′ by its equilibrium value (6) . Using Eq. (61), we get
Now, by the identity (59), we have equivalently
Therefore, Eq. (66) becomes
Assuming furthermore that the diffusion is isotropic (for simplicity) we recover the generalized Kramers equation (26) in a particular limit of the generalized Landau equation.
III. TWO-DIMENSIONAL VORTICES
A. Generalized entropies
We now consider a two-dimensional incompressible and inviscid flow perpendicular to the direction z. Let u = −z × ∇ψ denote the velocity field satisfying the incompressibility condition ∇ · u = 0. The streamfunction ψ is related to the vorticity ωz = ∇ × u by the Poisson equation
The flow conserves the circulation
and the energy
It also conserves the angular momentum L = ωr 2 d 2 r in a circular domain and the impulse P = ωyd 2 r in a channel.
In previous works, we have found that on many aspects (self-organized states, statistics of fluctuations, kinetic theory...), two-dimensional vortices and stellar systems share common features. These nice analogies are reviewed in [2] . Therefore, as in the stellar case, we introduce the generalized entropies
where C(ω) is a convex function, i.e. C ′′ (ω) ≥ 0. We are interested by the vorticity field ω which maximizes this functional at fixed circulation and energy. Introducing appropriate Lagrange multipliers and writing the variational principle in the form
we find that the critical points of entropy at fixed circulation and energy are given by
which is the fundamental equation of the static problem. It can be written equivalently
resulting from Eq. (77), ω(ψ) is monotonically decreasing if β > 0 (positive temperatures) and monotonically increasing if β < 0 (negative temperatures). The conservation of angular momentum and impulse can easily be included in the variational principle by introducing Lagrange multipliers so that ψ is replaced by the relative streamfunction ψ ′ = ψ + Ω 2 r 2 − Uy (see, e.g., [48, 49, 50] to see the influence of these constraints).
Let us consider special forms of generalized entropies. For the Boltzmann entropy with C(ω) = ω ln ω we obtain the isothermal vortex
This is the prediction of the statistical mechanics of point vortices with equal circulation [18] . As first noted by Onsager [51] , self-organization of 2D turbulence into large-scale vortices (macrovortices) occurs at negative temperatures. The phase diagram for axisymmetric solutions of the Boltzmann-Poisson equation (72)-(80) is shown in, e.g., [2] . Bifurcations due to angular momentum conservation and leading to off-axis vortices are studied in [48] . For the Fermi-Dirac entropy with C(ω) = ω ln ω + (1 − ω) ln(1 − ω), we have a relation of the form
This is a typical prediction of the statistical mechanics of continuous vorticity flows in the two-levels approximation [14, 15] . For the Tsallis entropy,
We shall call this class of vortices polytropic vortices by analogy with stellar polytropes. The index n of the polytrope is related to the parameter q by the relation n = 3/2 + 1/(q − 1). Isothermal vortices are recovered in the limit q → 1 (i.e. n → +∞). For q = 2, i.e. n = 5/2, the relationship between ω and ψ is linear. This case is well-known in 2D turbulence. It was initially justified from a selective decay principle as the state which minimizes the enstrophy Γ 2 = ω 2 d 2 r at fixed energy and circulation (note that Tsallis entropy with q = 2 coincides with the enstrophy). It can also be obtained from the statistical mechanics of continuous vorticity flows in a strong mixing limit [49] or in a gaussian approximation (see Sec. V G). Even for these linear vortices, the phase diagram is complex and presents a rich variety of bifurcations as studied in [49, 50, 9] .
The condition of thermodynamical stability in the microcanonical ensemble requires that ω is a maximum of entropy at fixed energy and circulation. This can be written
The condition of thermodynamical stability in the canonical ensemble requires that ω is a maximum of the free energy J = S −βE at fixed energy and circulation. This can be written
For simple 2D flows, e.g. like-sign point vortices in a circular domain, the microcanonical and canonical ensembles are equivalent contrary to the corresponding situation for stellar systems [2] . This is just an effect of dimensionality: D = 2 is a critical dimension regarding the Boltzmann-Poisson equation [52] . For more complex flows involving positive and negative vorticity, several bifurcations occur in parameter space, as studied analytically in [49] for a linear ω − ψ relationship, and the ensembles are non-equivalent. Recently, Ellis et al. [53] have reported an inequivalence of statistical ensembles in the context of quasi-geostrophic turbulence (see further discussion in Sec. V I).
B. Generalized Fokker-Planck equations
In previous papers [54, 20] , we have developed a kinetic theory of point vortices by using the same approach as Chandrasekhar [37] for stellar systems. Using simple stochastic processes, we have argued that, due to the inhomogeneity of the vortex cloud, a given point vortex experiences a systematic drift −ξ∇ψ with a drift coefficient ξ = Dβ is given by an Einstein relation. In addition, due to the fluctuations of the velocity field, the point vortices have a diffusive motion [55] . Accordingly, the time-evolution of the average vorticity (related to the one-point distribution function) is governed by the Fokker-Planck equation [54] ∂ω ∂t
This Fokker-Planck equation can be derived more rigorously from the N-body Liouville equation in a thermal bath approximation, using projection operator technics [20] . The drift term can been derived from a linear response theory [54] . The stationary solution of Eq.
(85) is the Boltzmann distribution (80) . Equation (85) is reminiscent of the Smoluchowski equation in Brownian theory [38] . Note that for point vortices, the Fokker-Planck equation is directly a Smoluchowski-type equation, while for material particles this is true only in a high friction limit (see Sec. IV A).
As for the Kramers-Chandrasekhar equation, the derivation of Eq. (85) is based on several simplifying assumptions and, when these assumptions are removed, one may expect discrepencies with respect to Boltzmann's distribution. Therefore, it may be of interest to derive a generalized Fokker-Planck equation associated with the generalized entropy (75) . This equation will also have interest in the context of violent relaxation (see Sec. V). We write this relaxation equation in the form
where the diffusion current J ω has to be determined. The form of Eq. (86) ensures the conservation of circulation provided that J ω · n = 0 on the domain boundary (with normal vector n). From Eqs. (74), (75) and (86), it is easy to put the time variation of energy and entropy in the formĖ
where we have used straightforward integrations by parts. Following the MEPP, or equivalently using Onsager's receipt of linear thermodynamics, we now determine the optimal current J ω which maximizes the rate of entropy production (88) while satisfying the conservation of energyĖ = 0 and the constraint
This variational problem leads to an optimal current of the form
The time evolution of the Lagrange multiplier β(t) is determined by introducing Eq. (90) in the energy constraint (87), usingĖ = 0. This yields
Introducing the optimal current (90) in Eq. (86), we obtain the generalized relaxation equation
We shall use this form when ω ≥ 0. When ω can be positive and negative, we shall prefer the alternative form 
where we have usedĖ = 0. If ω ≥ 0, then Eq. (94) is positive provided that D ≥ 0. If we use the alternative equation (93), we have Dω = D ′ /C ′′ (ω) so that Eq. (94) is positive whatever the sign of ω provided that D ′ ≥ 0. At equilibriumṠ = 0, hence J ω = 0, which, according to Eq. (90), is equivalent to
Integrating, we get
which returns Eq. (77) . Therefore, as expected, a stationary solution of Eq. (92) maximizes the generalized entropy (75) at fixed energy and circulation. These results can be easily extended to take into account the conservation of angular momentum and impulse [16] . The relaxation equation appropriate to the canonical situation is obtained by maximizinġ J =Ṡ −βĖ with the constraint (89). This leads again to an optimal current of the form (90) but with constant β. In addition, Eq. (94) remains valid with J in place of S. Hence, the free energy J increases monotonically until an equilibrium state of the form (77) is reached.
To conclude this section, we shall discuss particular cases. For the Boltzmann entropy, C ′′ (ω) = 1/ω, we recover the Fokker-Planck equation (85). For the Fermi-Dirac entropy C ′′ (ω) = 1/ω(1 − ω), Eq. (93) can be put in the form
This equation is a particular case (corresponding to the two-levels approximation) of the class of relaxation equations proposed in [40] to model the violent relaxation of continuous vorticity fields. It can also be derived from the 2D Euler-Poisson system by performing a coarse-graining and using a quasilinear theory [56] . Finally, for the Tsallis entropy C ′′ (ω) = qω q−2 , we obtain the nonlinear Smoluchowski equation
Similarly to the Kramers-Chandrasekhar equation (17), the Smoluchowski equation (85) does not conserve energy. This is due to the thermal bath approximation which leads to a canonical formulation. However, by developing a more general kinetic theory of point vortices [20] , we have obtained a generalized kinetic equation appropriate to the microcanonical situation. This equation reads [20] ∂P ∂t
with
and
. This equation clearly shares some analogies with the ordinary Landau equation (52)-(53) but it differs by the important presence of the δ-function which accounts for the conservation of energy due to a phenomenon of resonance between point vortices. This kinetic equation could be generalized to any convex function C(ω) as in Sec. II E.
C. Linear stability analysis
We now study the linear stability of the generalized Fokker-Planck equation (92) following a procedure similar to that of Sec. II D. Let ω be a stationary solution of Eq. (92) and δω a small perturbation around this solution. Let us now linearize Eq. (92) around equilibrium and write the time dependance of the perturbation in the form δω ∼ e λt . We get
where J ω is given by Eq. (90). Multiplying both side of Eq. (101) by C ′′ (ω)δω and integrating over the whole domain, we obtain
The second term in Eq. (102) can be rewritten
where we have used an integration by parts. From the stationary condition (96), we obtain
Since u · ∇ψ = 0 we conclude that I 2 = 0. Using Eq. (104), the third term in Eq. (102) can be rewritten
After an integration by parts, the fourth term can be written
or, using Eq. (104),
Taking the variation of Eq. (90) and using Eq. (104), one finds that
where we have used the conservation of energy (87) to get the last equality. Inserting these results in Eq. (102), we obtain
We now multiply both sides of Eq. (101) by δψ and integrate over the domain. After straightforward integrations by parts, and using δu · ∇δψ = 0, we find λ δωδψd 2 r − δωu · ∇δψd 2 r = δJ ω · ∇δψd 2 r.
Combining with Eq. (110), we get
Now, the left hand side is just proportional to the second order variations of the free energy δ 2 J, see Eq. (83). On the other hand, recalling that J ω = 0 at equilibrium, the second order variations of the rate of entropy production (94) are given by
and they are clearly positive (see discussion after Eq. (94)). Therefore, Eq. (112) can be rewritten in the simple form
as in the stellar case. In the canonical ensemble, we get the relation (51) instead. This shows the equivalence between dynamical and thermodynamical stability for this type of Fokker-Planck equations.
IV. THE GENERALIZED SMOLUCHOWSKI-POISSON SYSTEM
A. The high friction limit
The Kramers-Poisson system is relatively complicated because it has to be solved in a 6dimensional phase space. However, it is well-known in Brownian theory [38] that, in the high friction limit ξ → +∞, the velocity distribution function becomes close to the Maxwellian distribution and the evolution of the spatial density ρ(r, t) is governed by the Smoluchowski equation
The case of self-gravitating Brownian particles described by the Smoluchowski-Poisson system exhibits inequivalence of ensembles and interesting bifurcations between equilibrium states and collapsed states depending on the value of the control parameters and, in some cases, on a complicated notion of basin of attraction [57] . Self-similar solutions describing the collapse in various space dimensions have been found in [57, 52] corroborated by rigorous mathematical results [58] . The Smoluchowski-Poisson system can also provide a simple model of chemotaxis for bacterial populations [59] . In that case, the diffusion is due to ordinary Brownian motion and the drift models a chemically directed movement (chemotactic flux) along a concentration gradient (of smell, food, infection,...). When the attractant is itself proportional to the bacterial density, this induces a retroaction that can lead to the collapse of the bacterial population. This process is similar, in some respect, to the phenomenon of core collapse in globular clusters [43, 57] . It is likely than anomalous diffusion occurs in biological systems so that generalized thermodynamics can also be of interest in the context of chemotaxis. We now proceed to deriving a generalized Smoluchowski equation by taking the high friction limit of Eq. (26) . For simplicity, we shall work in the canonical ensemble considering that β is a constant (the microcanonical situation is considered in [16] for the Fermi-Dirac entropy). The diffusion coefficient D will also be assumed constant. Integrating Eq. (26) over velocity, we get the continuity equation
where u = (1/ρ) f vd 3 v is the local velocity. Multiplying Eq. (26) by v and integrating over velocity, we get the momentum equation
is the stress tensor. Introducing the notation φ(f ) = f xC ′′ (x)dx, the first term in the collision term can be rewritten ∂φ(f )/∂v and, since it is a gradient of a function, it vanishes by integration. We are left therefore with
In the high friction limit ξ = Dβ → +∞ the term in bracket in Eq. (26) must vanish so that the distribution function satisfies in good approximation
where λ(r, t) depends only on position and time. It is related to the spatial density ρ(r, t) through the relation
Furthermore, since the velocity distibution in Eq. (119) is isotropic, we have P ij = pδ ij where p(r, t) is the local pressure
determined by Eq. (119). From these two relations and Eq. (119), we find that the fluid is barotropic in the sense that p(r, t) = p[ρ(r, t)] where the function p[ ] is completely specified by C(f ). The local thermodynamic equilibrium (119), justified here by the high friction limit, closes the hierachy of moment equations. We have thus obtained what might be called the damped Euler-Jeans equations
where d/dt = ∂/∂t + u · ∇ is the material derivative. In the high friction limit, this system can be simplified further since, to first order in ξ −1 , we have Note that in any case, the condition of stationarity corresponds to an equilibrium between pressure ∇p and gravity −ρ∇Φ which is equivalent to Eq. (6). Indeed, using Eqs. (120), (121) and (6), one has
so that (see also [11] ):
B. The Lyapunov functional
In Sec. II C, it was shown that the Lyapunov functional associated with the generalized Kramers equation (26) 
On the other hand, it is shown in Ref. [11] that when f is given by Eq. (119), the entropy (4) can be rewritten as S = 5 2 β pd 3 r + β λρd 3 r.
Therefore, the free energy reads
It is shown furthermore in Ref. [11] that Eq. (131) can be put in the equivalent form
This is the Lyapunov functional of the generalized Smoluchowski-Poisson system. For the Boltzmann entropy, p = ρT , and
For the Tsallis entropies, p = Kρ 1+1/n , and
as expected (see Ref. [11] ). So far, the generalized Smoluchowski equation has been obtained from the generalized Kramers equation in a high friction limit. However, written in the form
we see that it has the form of Eq. (92) with D = 1/βξ and
Therefore, it can also be obtained from the MEPP by maximizing the free energy
It is shown furthermore in Sec. III C that the free energy (137) is the Lyapunov functional of Eq. (135). Since Eq. (136) is equivalent to
we check indeed that formulae (132) and (137) coincide.
C. Stability analysis
Since the generalized Smoluchowski equation (125) can be put in the form (92), the results of Sec. III C directly establish the equivalence between thermodynamical and dynamical stability. However, in the present case, we can go further and reduce the stability problem to an eigenvalue equation as we did in the special case of isothermal distributions [57] . Let ρ and Φ refer to a stationary solution of Eq. (125) and consider a small perturbation δρ around this solution that conserves mass. Writing δρ ∼ e λt and expanding Eq. (125) to first order, we find that
As in previous works, it is convenient to introduce the notation
Physically, q represents the mass perturbation q(r) ≡ δM(r) = r 0 4πr ′ 2 δρ(r ′ )dr ′ within the sphere of radius r. It satisfies therefore the boundary conditions q(0) = q(R) = 0. Substituting Eq. (140) in Eq. (139) and integrating, we obtain λξ
where we have used q(0) = 0 to eliminate the constant of integration. Using the condition of hydrostatic equilibrium T dρ/dr + ρdΦ/dr = 0 and the Gauss theorem dδΦ/dr = Gq/r 2 , we can rewrite Eq. (141) as λξ
or, alternatively,
with q(0) = q(R) = 0.
Let us now determine the second order variations of the free energy J. From Eq. (132), we find that
which must be negative (with respect to mass preserving perturbations) for thermodynamical stability in the canonical ensemble. Adapting a procedure similar to that followed in [35] , we rewrite Eq. (144) in the form
Integrating by parts and using the boundary conditions on q, we get
Using the Gauss theorem, we find
or, equivalently,
The second order variations of the free energy will be positive (implying instability) if the differential operator which occurs in the integral has positive eigenvalues. We need therefore to consider the eigenvalue problem
with q λ (0) = q λ (R) = 0. If all the eigenvalues λ are negative, then the critical point is a maximum of free energy. If at least one eigenvalue is positive, the critical point is an unstable saddle point. The point of marginal stability in the series of equilibria is determined by the condition that the largest eigenvalue is equal to zero λ = 0. We thus have to solve the differential equation
with F (0) = F (R) = 0. We note that the eigenvalue problems (143) and (150) are similar and that they coincide for marginal stability. We have also found a similar eigenvalue equation by analyzing the stability of barotropic stars with respect to the Euler-Jeans equations [35, 10, 11] . These eigenvalue equations have been solved analytically (or by using simple graphical constructions) for an isothermal and a polytropic equation of state in [35, 10, 11, 52] . It is found that the case of marginal stability (λ = 0) coincides with the point of minimum (generalized) temperature 1/β as predicted by classical turning point arguments [33] . The structure of the perturbation profile that triggers the instability (in particular the number of nodes) has also been determined in our previous papers. The present analysis shows that the structure of the mathematical problem remains the same for a general equation of state p = p(ρ) even if the solutions cannot be obtained analytically.
V. APPLICATION TO 2D TURBULENCE AND JUPITER'S RED SPOT
A. Physical relevance of generalized thermodynamics
Large-scale oceanic and atmospheric flows are quasi two-dimensional due to planetary rotation and stratification. This property prevents vortex stretching and can lead to the formation of large-scale coherent structures (e.g., Jupiter's great red spot, cyclonic and anticyclonic atmospheric eddies) with robust stability (Jupiter's great red spot was observed by Galileo more than three centuries ago). In addition, in geophysical situations, the Reynolds numbers are so high that viscosity is not expected to play a crucial role. Therefore, the relevant equation is the 2D Euler equation
coupled with the Poisson equation (72) . More general equations such as quasi-geostrophic or shallow water equations are also used in geophysical fluid dynamics [60] but the following approach for the prototypical Euler equation can be easily adapted to these cases. The Euler equation (151) simply states that, in the absence of viscosity, the vorticity ω is conserved by the flow. This equation conserves the usual invariants (73) and (74) but also an additional class of invariants called the Casimirs I h = h(ω)d 2 r where h is any continuous function of ω. This infinite set of additional constraints is due to the inviscid dynamics and results from the conservation of ω and the incompressibility of the flow. As we shall see, they play a crucial role (albeit indirect) in the statistical mechanics of violent relaxation. The conservation of the Casimirs is equivalent to the conservation of the vorticity moments
including the enstrophy Γ 2 . It is well-known that any relation of the form ω = f (ψ) yields a stationary solution of the 2D Euler equation. We shall assume furthermore that f is monotonic. Any such relationship can then be obtained by extremizing a generalized entropy of the form (75) at fixed circulation Γ and energy E, where C(ω) is a convex function. It can be noted that the 2D Euler equation does not select a particular form of entropy S[ω] and, in fact, the functionals (75) are rigorously conserved by the flow since they are particular Casimirs. In this sense, the Tsallis entropies for ω do not play any special role in 2D turbulence except that leading to simple models (polytropic vortices). However, when coupled with the Poisson equation, the 2D Euler equation generates intermingled filaments at smaller and smaller scales so that a coarse-graining procedure is appropriate. As a result of this mixing process, the 2D Euler-Poisson system is expected to relax, on a coarse-grained scale, towards a quasi-equilibrium state. This inviscid relaxation is called violent relaxation or chaotic mixing. Calculated with the coarse-grained vorticity ω, the generalized entropies (75) usually increase during violent relaxation. (i.e., S c.g.
[ω] = − C(ω)d 2 r increases with time). This is true in particular for the vorticity moments −Γ c.g. n = − ω n d 2 r with n > 1 (as ω n = ω n ). We shall therefore classify the inviscid invariants in two groups: the energy E and the circulation Γ will be called robust integrals since they are conserved by the coarse-grained dynamics while the vorticity moments Γ n with n > 1 will be called fragile integrals since they decay under the operation of coarse-graining. This extends the usual "selective decay" principle initially introduced in Navier-Stokes 2D turbulence making a distinction between the energy E whose conservation is not affected by a small viscosity and the enstrophy Γ 2 which is dissipated by a small viscosity. In fact, there is no reason why enstrophy should play a special role among other fragile integrals so we shall treat them all on the same footing. The distinction between the circulation and the other Casimirs was noted by several authors and emphasized, in particular, by Turkington [61] who called the fragile integrals "generalized enstrophies" (our terminology extends more naturally to the context of stellar dynamics).
B. Statistical theory of violent relaxation
Now, the question of fundamental interest is the following: given some initial condition, can we predict the equilibrium distribution function that the system will eventually achieve? Kuzmin [62] , Miller [14] and Robert & Sommeria [15] have tried to answer this question by using statistical mechanics arguments. Similar arguments were previously given by Lynden-Bell [13] in the context of collisionless stellar systems. If ρ(r, σ) denotes the density probability of finding the value of vorticity σ in r at equilibrium then, using a standard combinatorial analysis, they showed that the relevant measure is the Boltzmann entropy
which is a functional of ρ. This mixing entropy has been justified rigorously by Robert [63] , using the concept of Young measures. Therefore, although the system is non-extensive, the Boltzmann entropy for ρ is the correct measure 1 . Assuming ergodicity (which may not be realized in practice, see Sec. V C) the most probable equilibrium state, i.e. most mixed state, is obtained by maximizing S[ρ] taking into account all the constraints imposed by the dynamics. The optimal equilibrium state can be written as
where α n are the Lagrange multipliers associated with the vorticity moments Γ n = ρσ n dσ (fragile integrals) and α, β the usual Lagrange multipliers for Γ and E (robust integrals). It will be convenient to introduce the notation χ(σ) ≡ exp(− n>1 α n σ n ). The density (154) is normalized such that ρdσ = 1. Thus, the equilibrium coarse-grained vorticity is given by
It should be emphasized that the prediction of the statistical theory is not the Boltzmann distribution (80) contrary to what is sometimes said. The function f can take a wide diversity of forms depending on the value of the Lagrange multipliers α n related to the initial conditions. However, all functions f (ψ) are not selected. For example, if the levels σ are positive, which is the case in the situation considered by Boghosian [5] , then ω is strictly positive and we observe that Tsallis distribution is incompatible with this general prediction since it vanishes at some point (see further discussion in Sec. V H). From the general relation [64] :
where ω 2 is the centered local enstrophy, we easily deduce that f is a monotic function of ψ, increasing at negative temperatures and decreasing at positive temperatures [15] . Therefore, from Sec. III A, we know that for each function f of the form (155) there exists a functional S[ω] whose maximization at fixed circulation and energy returns Eq. (155). However, it is not possible in general to write down this functional S[ω] explicitly. This generalized entropy can take a wide diversity of forms depending on the value of the Lagrange multipliers α n associated with the fragile constraints. Therefore, the statistical theory is not very predictive as it crucially depends on the initial conditions (due to the Casimir invariants) which are not known in cases of physical interest. Indeed, the Casimirs invariants are fragile, or microscopic, constraints which cannot be measured from the coarse-grained flow at t > 0 since they are altered by the coarse-graining procedure. This contrasts with ordinary systems for which the constraints are robust, or macroscopic, and can be evaluated at any time t.
C. Incomplete relaxation and other non-ideal effects
In fact, the difficulty with the statistical mechanics of violent relaxation goes beyond our usual ignorance of initial conditions. There is the additional problem of incomplete relaxation. Indeed, for non-extensive systems, the relaxation is effective only in a finite region of space and persists only for a finite period of time. Therefore, there is no reason to maximize entropy in the whole available space. The ergodic hypothesis which sustains the statistical theory applies only in a restricted domain of space, in a kind of "maximum entropy bubble" [50] , surrounded by an un-mixed region which is only poorly sampled by the system. This self-confinement can be taken into account by using relaxation equations involving a space-dependant diffusion coefficient related to the fine-grained fluctuations of the vorticity [40, 41, 16, 56] (see Sec. V F). The problem is furthermore complicated by the effect of inherent viscosity or small-scale dissipation and forcing which break the conservation of the Casimirs at the microscopic scale [65] . Therefore, in practice, the exact equilibrium reached by the system is unpredictable, even if we know the initial conditions. Note also, more fundamentally, that the Euler and the Vlasov equations are obtained from an approximation of continuous media which is an idealisation (it can be criticized in particular for the Vlasov equation in astrophysics). Microscopically, the system is made of atoms or stars and the "graininess" of the medium also alters the fragile integrals.
Therefore, the physical picture that emerges is the following: during violent relaxation, the system has the tendency to reach the most mixed state described by the distribution (155). However, as it approaches equilibrium, the mixing becomes less and less efficient and the system settles on a state which is not the most mixed state. In addition, due to non-ideal effects (viscosity, forcing and dissipation, graininess of the medium,...) the Casimir invariants are altered at the microscopic scale. Therefore, the deviation from the statistical prediction sometimes reported [5] is certainly due to incomplete relaxation and non-ideal effects as discussed in [9] . In any case, the equilibrium state maximizes a generalized entropy of the form (75) at fixed circulation and energy. In the particular situation reported by Boghosian [5] , the generalized entropy turns out to be close to the enstrophy, which is a particular Tsallis entropy. However, this agreement is coincidental and Tsallis prediction is not expected to be general as discussed in [9, 10, 11] .
All these problems, specific to continuous Hamiltonian systems (by opposition to discrete Hamiltonian systems made of point particles) are a physical motivation to extend the formalism of thermodynamics to generalized entropies of the form (75) . We shall abandon the strict conservation of all the Casimirs but keep their influence indirectly in the function C(ω). This idea of generalized thermodynamics emerged from our criticism of Tsallis entropy [9, 10, 11] and is directly inspired by the work of Tremaine et al. [12] in stellar dynamics. While this work was in preparation, we came accross the important paper of Ellis et al. [53] who introduce, in the context of 2D turbulence, the concept of a priori probability distributions and propose to treat canonically the Lagrange multipliers α n associated with the fragile integrals. This procedure is equivalent to the concept of generalized entropies but the physical and technical motivations in [53] and in the present work are expressed differently making the two approaches original and complementary. We note, in passing, the important result of Ellis and collaborators who proved that microcanonical thermodynamical stability implies nonlinear dynamical stability with respect to the 2D Euler equation (as in stellar dynamics [66] ). Combining all these results, we conclude that for continuous Hamiltonian systems, the relevant problem is to consider maxima of generalized entropies at fixed "mass" and energy. This justifies the developement of a new type of thermodynamics for these systems.
D. A novel parametrization of 2D turbulence
If one accepts the idea of generalized thermodynamics, the generalized Fokker-Planck equation (93) may provide a simple and useful parametrization of 2D turbulence. Let us first recall the importance of a small-scale parametrization of 2D turbulence. Ideally, one would like to solve the 2D Euler equation. However, the 2D Euler equation develops filaments at smaller and smaller scales and this is a redoutable problem for numerical simulations. Contour dynamic methods need to introduce a "surgery" and spectral codes an "artificial viscosity" in order to smooth-out the small scales and prevent numerical instability. However, this artificial viscosity breaks the conservation laws of the 2D Euler equation, in particular the conservation of energy. Therefore, one must use in practice a relatively small turbulent viscosity, i.e. a high resolution, in order to obtain fiable results. Said differently, in order to calculate the large-scales which are of particular relevance one must also calculate the small-scales which are of no practical interest. The challenge is therefore to obtain a relevant parametrization of the small scales in order to calculate only the largest ones which demand less resolution. If this program can be realized, it will have important consequences in atmospheric and oceanic modelling and weather forcast.
The generalized thermodynamical approach presented in this paper may be a step in that direction. We propose the general parametrization (for convenience we shall not put the bar on ω):
which satisfies the conservation of circulation and energy (robust integrals) and increases the generalized entropy (75) until the system has reached a maximum of S at fixed Γ and E. We have seen indeed that a minimum or a saddle point are linearly unstable. It is furthermore physically clear that if the stationary solution is a global maximum of entropy then it is nonlinearly stable by Eqs. (157)-(158) while if it is a local maximum of entropy, it is only linearly stable. The unknown function C(ω) is a non-universal function which depends on the situation contemplated and which encapsulates our ignorance on the initial conditions and other non-ideal effects. Only the robust integrals are rigorously conserved by our parametrization but the influence of the microscopic constraints, which must be taken into account, is reported in the indetermination of C(ω). This indetermination is intrinsic to continuous Hamiltonian systems so it is not a flaw of our parametrization. On the contrary, any good parametrization should possess this kind of indetermination.
The function C(ω) must be viewed therefore as a free parameter. Since there is an infinity of possible forms for C, it seems that we have gained nothing with the statistical theory and that we are back to study particular ω −ψ relationships as is done since the 18-th century. This is not quite correct. By choosing "reasonable" forms for χ(σ) in the general prediction (154), we can obtain "typical" forms for C(ω) appropriate to different situations. Furthermore, we shall introduce in Sec. V G the idea of classes of equivalence among all possibles generalized entropies. If this idea of classes of equivalence is correct, then it will be possible to obtain a classification of generalized entropies appropriate to different types of flows. In that case, for a given physical situation, it will be possible to pick a form of C(ω) in the corresponding class of equivalence and use it in the parametrization (157)-(158). It is in this sense, we believe, that a prediction in 2D turbulence can finally be obtained. Conceptually, this is not really a "statistical prediction" since statistical mechanics fails in practice to predict the equilibrium state. However, this new approach is motivated by statistical mechanics and it has the same formalism. Note that specifying C(ω) does not directly determine the equilibrium state because many bifurcations can occur in parameter space (Γ, E). We must only select entropy maxima at fixed circulation of energy and the equations (157)-(158) can fill this task.
E. Comparision with previous works
Equation (157) generalizes the usual parametrizations of 2D turbulence that only include a turbulent viscosity (or a ad hoc hyperviscosity). These parametrizations forget a fundamental systematic drift −Dβ∇ψ that acts against diffusion as in ordinary Brownian theory. This drift retreives the loss of energy due to the turbulent viscosity. This is very similar to the concept of dynamical friction and to the "fluctuation-dissipation" theorem introduced by Einstein in Brownian theory (the drift coefficient ξ = Dβ is linked to the Einstein formula). The physical relevance of this drift is supported by arguments of kinetic theory [54, 20, 56] developed in idealized situations (point vortex approximation, linear response theory, quasilinear theory) in which it can be derived from first principles. In these studies, it is argued that the diffusion term is due to the fluctuations of the velocity field and that the drift is due to the inhomogeneity of the vorticity distribution. Indeed, a particular piece of vorticity moves in an inhomogeneous background and undergoes a systematic displacement as a result of a polarization process (this picture has been developed in detail for the point vortex model in a "thermal bath approximation" [54, 20] ). It can be noted that the drift −ξ∇ψ is perpendicular to the local velocity −z × ∇ψ and that it tends to regroup the (macroscopic) pieces of vorticity when ξ < 0, i.e. at negative temperatures. This is consistent with the crucial observation of Onsager [51] . In a sense, our approach is a Brownian theory of 2D turbulence. Ordinary parametrizations which only incorporate a turbulent viscosity are recovered in an infinite temperature limit (i.e. β = 0) of that theory, in which diffusion prevails over drift. This infinite temperature limit, however, is too simplistic and the drift must be taken into account in the parametrization. The extension of the numerical algorithms to incorporate this term should be relatively straightforward.
The generalized Fokker-Planck equation (157) is much simpler that the whole hierarchy of equations proposed by Robert & Sommeria [40] and it is much easier to implement numerically. The equations of Robert & Sommeria conserve all the Casimirs, which is rigorously correct on a mathematical point of view, but which leads to practical difficulties as discussed previously. Indeed, these equations have been used only for simple initial conditions with a small number of vorticity levels. The hierarchy of relaxation equations for the local moments of the vorticity used in [41, 67] is not very convenient neither because it is difficult to close except in the gaussian approximation, with vanishing skewness, which may not capture all the physics of the problem (see Sec. V I). In fact, our approach amounts to closing their hierarchy of equations by the important relation (160) of Sec. V F. Therefore, our parametrization is directly related to that of Robert & Sommeria but the point of view is crucially different and the resulting model avoids the difficulties linked with their approach and offers attractive new perspectives.
The thermodynamical parametrization bears some similarities, in the spirit, with the "anticipated vortex" method of Sadourny & Basdevant [68] who tried to construct an equation that dissipates enstrophy while conserving energy. However, their model does not guarantee the convergence of the flow towards the minimum enstrophy state (which is their interest). Our model is more general first because we use a wider class of entropies (instead of simply the enstrophy) and because we satisfy the conservation of energy differently so that the maximum entropy state is the only possible stationary solution.
The drift in Eq. (157) has also some relation with the "Neptune effect" of Holloway [69] who introduced an additional term in his parametrization to push the flow in the "right direction". The connexion between the two approaches is further discussed in [67, 64] .
F. The diffusion coefficient
To obtain an operational sub-grid scale parametrization of 2D turbulence, it remains for one to specify the value of the diffusion coefficient in Eq. (157). The value of the diffusion coefficient sets the timescale of the relaxation and it must therefore depend on the grid mesh ǫ at which we make the coarse-graining. If ǫ → 0, we allow smaller and smaller oscillations to develop and Eq. (157) should tend to the Euler equation with D → 0. On the other hand, it has been shown in previous works [41, 16] that the spatial dependance of the diffusion coefficient is important to take into account the problem of incomplete relaxation and the formation of self-confined vortices [50] .
The diffusion coefficient D cannot be obtained from the MEPP as it depends on microscopic processes. A plausible expression has been proposed, however, on the basis of simple stochastic arguments [41, 16] or more formal kinetic theory [56] . The formula is
where K 2 = 1 8π ln(a/ǫ) is a constant of order unity and ω 2 is the local enstrophy defined in Eq. (156). This formula is a relatively direct consequence of the general Taylor expression of the turbulent viscosity [70] and it proved to be relevant in oceanic modelling [67] .
We need now to relate ω 2 to ω in order to close our system of equations. Since we do not work with a hierarchy of moments, unlike in the approach of [41, 67] , this relation is apparently not straightforward. However, from Eqs. (79) and (156) we establish the important relation
which relates the new concept of generalized entropies C(ω) to the Miller-Robert-Sommeria formalism. This equation is valid at equilibrium but, in the spirit of linear thermodynamics from which Eq. (157) is obtained, we shall still use it out of equilibrium as a convenient approximation. In that case the diffusion coefficient can be expressed in terms of ω alone as
which should provide an adequate (or practical) approximation. Another form of diffusion, which is anisotropic and related to the local shear (instead of the local enstrophy), has been recently proposed by Bouchet [71] . It seems to be relevant in 2D decaying turbulence dominated by relatively large patches. However, the turbulent viscosity (159) may be more appropriate to oceanic or atmospheric flows which are stochastically forced at small scales. Therefore, the expression of D is not unique and probably depends on the situation contemplated. This does not affect, however, the concept of generalized entropies and the global structure of Eq. (157).
G. Classification of generalized entropies
We have argued in Sec. V C that the statistical mechanics approach was not very predictive in practice. Several forms of entropies or ω − ψ relationships have been proposed in the past, each form being firmly defended by its inventor. For example, Montgomery [72] attributes a sort of "universality" to the sinh-Poisson equation arising from his point vortex theory [18] . However, with the development of a statistical mechanics for continuous vorticity fields, new form of entropies emerged (tanh-Poisson, Fermi-Dirac, Langevin,...) with advantages and drawbacks. In an attempt to reconcile the different communities, we advocate that all these entropies have their own interest and that they just correspond to different types of physical situations. In addition, they can all be derived from the same general formalism recalled in Sec. V B. We shall now try to provide a classification of these generalized entropies in classes of equivalence.
If the initial condition is made of "vortex patches" with vorticity σ 0 and σ 1 > σ 0 , it is important to respect the condition σ 0 ≤ ω ≤ σ 1 implied by the Euler (or Navier-Stokes) equation. Thus, a suitable choice of entropy corresponds to the two-levels approximation of Miller-Robert-Sommeria's theory leading to
This implies
Thus, ω(ψ) is the Fermi-Dirac distribution
which can also be written as a tanh,
For this entropy, we have ω → σ 1 , σ 0 for −βψ → +∞, −∞. Substituting Eq. (163) in the general parametrization (157) yields
with a diffusion coefficient
which is the two-levels approximation of [40] . Another model respecting the constraint σ 0 ≤ ω ≤ σ 1 can be derived from Eq. (154) by taking α n = 0 for n > 1. This choice has been defended by Turkington [61] who argued that the strict conservation of the Casimirs had to be replaced by inequality contraints. The condition α n = 0 for n > 1 amounts to maximizing the entropy (153) at fixed energy and circulation, neglecting the higher order vorticity moments. If we assume for simplicity that σ 0 = −λ and σ 1 = +λ then Turkington [61] notes that ω(ψ) is the Langevin function
Unfortunately, it seems not possible to write down the function C(ω) explicitly. However, the relationship (168) is qualitatively similar to (165) so we argue that the Langevin-type model falls in the same class of equivalence as the Fermi-Dirac-type model. The 3-levels approximation studied by Robert & Rosier [41] in connexion with the tripole formation also belongs to this category but should be given special attention due to the particular importance of the level ω = 0. Equation (164) and its 3-levels generalization should be representative of more-level situations. These patch models are appropriate to situations in which we start from a large scale initial condition (e.g., an unstable annulus) as in, e.g., [9, 41] . If, on the other hand, the vorticity field is initially random and dominated by small intense vortices with circulation γ 0 ∼ σ 0 a 2 and γ 1 ∼ σ 1 a 2 (a is their typical initial size), as in the "turbulent" stage of 2D decaying turbulence [72] , the contraint σ 0 ≤ ω ≤ σ 1 is not really active and the suitable choice for C(ω) is given by the point vortex approach of Joyce & Montgomery [18] . This can be viewed as a "dilute limit" of the Miller-Robert-Sommeria's approach obtained by setting the denominator of Eq. (154) equal to one. Thus,
If we assume furthermore, for simplicity, that σ 0 = −λ, σ 1 = +λ we get the sinh-Poisson relation ω = −2Aλ sinh(λ(βψ + α)).
Note that α is not necessarily equal to zero even if Γ = 0. This can lead to symmetrybreaking solutions. For this typical situation, ω → +∞, −∞ as −βψ → −∞, +∞. Using Eq. (77), we find that
Then,
In that case of 2D decaying turbulence with random initial conditions, the parametrization (157) that we propose is
The model of Pasmanter [73] which assumes a Poissonian weight factor χ(σ) = exp(−|σ|/q) in Eq. (154) yields
and also falls in this class of equivalence. This model can also be obtained in the dilute limit of Turkington's approach [61] .
If we now assume that the local distribution of vorticity is gaussian so that α n = 0 for n > 2 in Eq. (154), then the ω − ψ relationship is linear and can be written
where Ω 2 = ω 2 is a constant equal to the centered variance of the vorticity distribution. Such a linear relationship sometimes occurs in geophysics (Fofonoff flows [74] ). The choice α n = 0 for n > 2 is equivalent to maximizing the entropy (153) at fixed energy, circulation and enstrophy (neglecting the higher order moments). It can also be obtained from the whole hierarchy of equations (154) in a strong mixing limit [49] in which only the previous contraints are shown to matter. The corresponding generalized entropy with
is proportional to minus the enstrophy Γ 2 . Therefore, Eq. (177) can also be obtained by minimizing the enstrophy at fixed energy and circulation. We recover, as a particular case, the well-known minimum enstrophy principle introduced in Navier-Stokes 2D turbulence (see discussion in, e.g., [9] ). Recently, a new choice of probability distribution has been proposed by Ellis et al. [53] in geophysical situations in which the skewness plays a crucial role. They relate χ(σ) in the general formula (154) to the gamma density z a−1 e −z (z ≤ 0) and find that
where Ω 2 is equal to the variance of χ(σ) and 2λΩ 1/2 2 is equal to the skewness of χ(σ). Note that this is not exactly the variance or the skewness of the vorticity distribution ρ(r, σ) (the variance of ρ is ω 2 = 1/C ′′ (ω) = Ω 2 (1 + λω) 2 ). For this relationship, ω → +∞ as −(βψ + α) → 1/λΩ 2 and ω → −1/λ as −βψ → −∞. Therefore, the gamma model is somewhat intermediate between the tanh model and the sinh model. Using Eq. (77), we find that the corresponding generalized entropy is
This yields
For λ = 0, we recover the gaussian model as a special case of the gamma model (same class of equivalence). The parametrization (157) that we propose for this model adapted to geophysical situations is ∂ω ∂t
For λ = 0 (gaussian approximation), we recover as a particular case the parametrization used by Kazantsev et al. [67] in ocean modelling. However, the novel parametrization (182) should improve upon [67] and should be adapted to more general geophysical situations in which the skewness is expected to play a crucial role (e.g., jovian atmosphere). The three entropies (162), (172) and (180) describe three important classes of flows. Of course, these entropies are not expected to give the rigorously exact equilibrium solution since we have seen in Sec. V C that this exact distribution is hardly predictible. However, they should give a good prediction in each case, sufficient for practical purposes. It is very nice that among all possible generalized entropies, a sort of classification emerges. This classification needs, however, to be refined, tested and possibly completed. It must be noted, to conclude, that the chosen form for χ(σ) is in general not predicted by the statistical theory but motivated rather by physical intuition and by mathematical convenience: analytical solutions, such as those produced by the choice of the gamma function, are always prefered in physics. Note that for collisionless stellar systems (Sec. II and [11] ), the typical prediction of Lynden-Bell's statistical theory [13] is the Fermi-Dirac entropy [25] . The diversity of typical entropies is wider in 2D turbulence essentially because the vorticity levels can be positive and negative contrary to the distribution function in stellar dynamics.
H. Tsallis entropies
Since Tsallis entropies have been extensively discussed recently in various domains of physics (not only those presented here), we shall try to integrate them in the previous classification. When the vorticity can take only positive (or only negative) values, we argue that Tsallis entropies fall in the first class of equivalence but for a subtle reason.
In the situation considered by Boghosian [5] , the initial vorticity is an annulus with maximum value ω max = σ 1 surrounded by irrotational flow ω = 0. This annulus is unstable and leads after a violent relaxation to a monopolar vortex. According to Eq. (165), the ω −ψ relationship predicted at equilibrium by the statistical theory is a tanh-profile between ω = 0 and ω = σ 1 , so that ω eq > 0. According to Tsallis prediction, the ω − ψ relationship at equilibrium is linear so that the vorticity vanishes at some point r max associated with the vortex radius. Past this point, the vorticity is set equal to zero since it cannot be negative. This is the typical characteristic of Tsallis entropies: the probability p can vanish by contrast with Boltzmann entropies for which p > 0. We believe that this difference is an effect of incomplete relaxation. If we wait for eternity, then according to Boltzmann argument (which, we believe, is the correct statistical argument), the probability to find a piece of vorticity at r > r max is small but non zero (p > 0). However, if we just live the time of the experiment, we shall not see vorticity at r > r max . Thus, for timescales of physical interest, the flow is non-ergodic and entropy will be maximized only in an isolated "bubble" [50] of size ∼ r max , not in the whole domain. This effect of incomplete relaxation is taken into account in the thermodynamical parametrization [41, 16] . If we consider the value of the diffusion coefficient given by Eq. (167), we see that D ∼ ω 1/2 vanishes in the region which is not initially filled with vorticity. Therefore, the diffusion will be extremely slow in that region and the mixing will take place only in the vortex core. For times t v.r. < t << +∞, where t v.r. is the timescale of the violent relaxation, the statistical theory will be valid only in a region ∼ r max . Outside this region, ω = 0 as a result of incomplete relaxation. This argument is supported by the study of [9] . It is found that the restricted tanh relation happens to be close to Tsallis linear relationship. These arguments may give a physical, but not a fundamental, justification of Tsallis entropies as a convenient approximation of restricted statistical equilibria in case of incomplete relaxation. Note that this truncation is relatively ad hoc and may not provide a good agreement in all cases (even if we are free to play on the value of q to improve the fit). For example, in astrophysics, the truncated model of Hjorth & Madsen [75] corresponding to an isothermal core and a polytropic envelope gives a much better agreement to elliptical galaxies (it can reproduce the de Vaucouleur's R 1/4 law) than the pure polytropes coming from Tsallis entropy (see further discussion in [11] ).
We stress that our criticism of Tsallis entropies is justified only in the context of continuous Hamiltonian systems experiencing violent relaxation (collisionless stellar systems, continuous 2D vorticity flows,...). Tsallis entropies may have a more fundamental significance in other domains (cosmology, biology, 3D turbulence...) that are not considered here. For example, there are known cases in which we can prove the relevance of Tsallis entropy and even determine the value of q from first principles [4].
I. An illustrative example: Jupiter's Great Red Spot
Recently, Ellis et al. [53] have proposed a model of jovian atmosphere and a description of jovian vortices (Jupiter's great red spot, white ovals,...) in terms of equilibrium statistical mechanics. They found in particular an interesting inequivalence of ensembles 2 similar to the one arising in self-gravitating systems. In the canonical ensemble, the solutions are only zonal while in the microcanonical ensemble symmetry breaking can occur and lead to vortices ressembling jovian vortices. We note from their Fig. 2 that these vortex solutions occur in a region of negative specific heat C = dE/dT < 0. Similarly, in the self-gravitating Fermi gas [26] , mixed solutions with a "core-halo" structure are found in microcanonical ensemble in the region of negative specific heats while the canonical ensemble "misses" these solutions since the negative specific heat region is replaced by a phase transition.
Using the equilibrium result of Ellis and collaborators, we have proposed in Sec. V G a dynamical parametrization of geophysical flows in the form of a generalized Fokker-Planck equation. This equation can easily be extended to the quasi-geostrophic and shallow water systems as in [64] . In that context, the generalized entropies read S = − C(q)h d 2 r where q is the potential vorticity and h the fluid layer thickness. We can also improve these equations so as to respect the invariance properties of the 2D Euler equation as in [76] . In the prototypical model of Jupiter's Great red spot proposed by Ellis et al. [53] , and considering just a global conservation of energy, we propose the parametrization
The quantities have been normalized such that Ω 2 = 1. The potential vorticity
takes into account the Rossby shielding and the effective topography (including the β-effect).
A forcing and a dissipation can be easily introduced in the dynamical parametrization while this may not be so convenient in the numerical algorithm of Turkington & Whitaker [77] . The forcing inherent to geophysical flows can increase mixing and can considerably improve the relevance of the statistical mechanics approach in that context. The equations (184)-(186) contain only one free parameter, the skewness λ of the microscopic vorticity distribution, which is a key parameter in geophysics and whose value must be adapted to the situation. This novel parametrization improves upon the parametrization of Kazantsev et al. [67] which is recovered for λ = 0 (gaussian fluctuations) and upon parametrizations including only a turbulent viscosity which are recovered for β = 0. Numerical simulations are under way to test this model. It could be used, for example, to study dynamically why big vortices do not maintain in the north hemisphere of Jupiter while they maintain in the south hemisphere. It can be used also to study stability problems on a new angle. Combining our results with those of [53] we come to the conclusion that: 1. if a stationary solution of (184) is stable at fixed β, then it is stable when β(t) varies so as to respect the conservation of energy (185). 2. if a stationary solution of (184) is stable when β(t) varies via (185) but unstable when β is fixed, then it violates Arnold's sufficient conditions of stability but is, however, nonlinearly stable with respect to inviscid dynamics (Euler equation). These results, emphasizing the inequivalence of ensembles, are very similar to those found in our dynamical study of self-gravitating Brownian particles with the same type of Fokker-Planck equations [57] .
Recently, Bouchet & Sommeria [79] have also applied the results of statistical mechanics (in the two-levels approximation) to explain the jets and vortices in planetary atmospheres. In particular, they considered a limit of small Rossby radius and explained the annular jet structure of Jupiter's great red spot as the coexistence of two thermodynamical phases in contact. Their results can be extended to the more general case of shallow water equations [80] . Note that in the limit of small Rossby radius the interaction between pieces of vorticity is short-range due to Rossby shielding and the statistical ensembles are equivalent. Therefore, long-range interactions and inequivalence of statistical ensembles do not seem necessary to get vortices resembling Jupiter's great red spot.
VI. CONCLUSION
In this paper we have introduced a new generalized thermodynamics that we have rigorously justified in the context of the violent relaxation of continuous Hamiltonian systems. This includes, in particular, collisionless stellar systems and continuous vorticity flows described by the Vlasov and by the 2D Euler equations but the domain of applicability of this generalized thermodynamics is expected to be wider. Tsallis entropies are a particular case of our generalized entropies. Generalized thermodynamics is also appropriate to discrete Hamiltonian systems when complicated effects such as non-extensivity, multifractality, memory effects, delocalization,... induce a deviation to Boltzmann's law. In that context, Tsallis entropies may have a fundamental justification but this has not been shown yet.
We have discussed the equilibrium states corresponding to the maximization of generalized entropies at fixed "mass" and energy, stressing the inequivalence of statistical ensembles by giving several examples taken in different domains of physics (stars, vortices, bacteries,...). We have also introduced a generalized class of Fokker-Planck equations associated with the generalized entropies. For Boltzmann entropies we recover standard results of Brownian theory and for Tsallis entropies we obtain the more recent nonlinear Fokker-Planck equations. We show that the nice properties obtained with Boltzmann or Tsallis entropies (in particular the H-theorem) are preserved by more general functionals.
In Sec. V, we have applied this approach explicitly to the context of two-dimensional turbulence obtaining new results. In particular, we propose a novel parametrization of 2D turbulence which improves upon previous ones, both conceptually and practically, and offers attractive new perspectives. On a conceptual point of view, our approach is akin to the stochastic theory of Brownian particles and stellar systems developed by Einstein and Chandrasekhar [78] . We argue that, in parametrizations of 2D turbulence, turbulent diffusion must be compensated by a systematic drift in order to conserve energy and recover the correct equilibrium state. Since the equilibrium state is not universal in 2D turbulence, our parametrization includes a function C(ω) which is somewhat unspecified. This indetermination is intrinsic to the problem and is not a flaw, or a limitation, of our approach. We argue that there exists classes of equivalence among the functions C(ω) so that for a specific situation, we can choose a relevant form of C(ω) in the correponding class. We give explicit examples for vortex patches, decaying 2D turbulence with random initial conditions and geophysical flows. All these results need now to be tested extensively in different situations to improve the classification of generalized entropies that we propose. We think that this approach considerably clarifies the subject and may help to reconcile different communities and different points of view.
