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Abstract 
Carotid intima media thickness (IMT) is a marker of subclinical atherosclerosis that can predict 
cardiovascular events over traditional risk factors. This thesis focused on a chromosome 16 locus 
associated with IMT and coronary artery disease, in order to identify functional variation affecting 
protein structure or gene expression, and investigate the role of novel genes in atherosclerosis. 
Bioinformatics tools were used to identify variants in strong LD with the lead SNP and to filter these 
to a shortlist of potential regulatory variants. Electrophoretic mobility shift assays on these 6 SNPs 
detected allele-specific protein binding to the lead SNP rs4888378 in CFDP1, and implicated the 
protein FOXA. Luciferase reporter assays showed a 35-92% decrease in gene expression with the A 
allele. Expression-QTL analysis confirmed associations of the protective allele of rs4888378 with 
higher expression of BCAR1 in vascular tissues. Genotyping and analysis of the lead SNP in the PLIC 
cohort of 2144 healthy men and women suggested a sex-specific effect of the SNP on IMT 
progression. Meta-analysis of five cohort studies supported a protective effect of the A allele on 
common-carotid IMT in women only. 
As illustrated by this locus, functional variation often lies in enhancers far from its target promoter. 
Circular chromosome conformation capture (4C) was explored to investigate interactions between 
enhancers and promoters at this locus, with the aim of capturing regions interacting with rs4888378 
and the BCAR1 promoter. 
Analysis of exome sequencing data identified a SNP in BCAR1 (coding amino acid change P76S), 
which was genotyped in two cohorts (IMPROVE and PLIC). Associations with lower plaque and IMT 
were found (wild-type proline form), but differed between the cohorts and require further 
validation. Wild-type and variant vectors were expressed in cells to assess the variant’s effect on 
protein function and pathways involved in plaque, showing cells with wild-type protein to migrate 
more quickly. 
These analyses on regulatory and protein-coding mechanisms implicate BCAR1 in atherosclerosis 
and provide new pathways for analysis in the understanding of cardiovascular disease. 
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1  Introduction 
1.1 Overview 
It was said by Aldous Huxley that “the more we know, the more fantastic the world becomes and the 
profounder the surrounding darkness”1. Ninety years later, this statement still applies to many areas 
of science, with the genetics of complex disease no exception. Advances in genetics have uncovered 
novel genetic factors behind many conditions, including cardiovascular disease, a worldwide burden, 
but these results often raise more questions. Diseases linked to genes with unknown function, or 
areas of the genome previously thought to be non-functional, indicate roles for novel genes and 
pathways in disease, and for previously uncharacterised genetic regions in regulating gene 
expression. There is much yet to discover about the complexity of the human genome, and this 
thesis will attempt to explore a part of it in relation to cardiovascular disease. 
This introduction will cover the background of cardiovascular disease, including its development, the 
burden on population health and strategies for prevention and treatment. Risk factors will be 
discussed with a focus on new genetic risk factors and a genetic locus associated with carotid intima-
media thickness. BCAR1 and related proteins will also be described, which are involved in molecular 
processes that may be involved in the development of plaque, followed by the overall hypothesis 
and thesis aims. 
1.2 Cardiovascular disease 
Cardiovascular disease (CVD) is a general term for diseases of the heart and vascular system that 
involve narrowing or blocking of blood vessels; it comprises coronary heart disease (CHD), stroke, 
peripheral arterial disease and aortic disease. CVD is the most common cause of death in the 
developed world2 and globally3, having been responsible for 17.5 million deaths worldwide in 20123 
(Figure 1). Incidence is rising worldwide as populations grow in size, age, and undergo 
epidemiological changes that influence cardiovascular risk4. 
Many environmental and behavioural factors for CVD are known to increase risk of the disease, with 
the most significant being poor diet, physical inactivity and smoking3, and addressing these risk 
factors can reduce incidence. Cardiovascular disease is also known to have a significant genetic 
component, and many genetic factors conferring increased risk have been identified5. However, 
approximately 90% of the heritable factors of CVD remain unknown6. Identifying factors that 
contribute to CVD has aided the development of new treatments and prevention strategies7, but to 
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further reduce the burden it will be necessary to identify additional factors that are involved in CVD 
risk. By understanding more of the molecular basis of the disease methods can be developed to 
reduce incidence. Part of this will involve discovering the missing heritability of CVD. 
 
Figure 1: Proportion of global deaths caused by non-communicable disease, by cause of death, 2012. Figure 
from World Health Organisation (2014). 
1.2.1 Coronary artery disease and atherosclerosis 
Coronary artery disease (CAD), or coronary heart disease (CHD), is the most common subtype of 
cardiovascular disease, caused by the narrowing and hardening of the arteries supplying the heart 
(atherosclerosis). Atherosclerosis is caused by deposition of cholesterol and fats in the artery walls. 
As these deposits build up, blood flow through the arteries is restricted, with two main outcomes. 
Narrowing of the coronary arteries reduces the blood flow to the heart; here reduced oxygen supply 
forces cardiac muscle to respire anaerobically and lactic acid to build up, causing pain in the chest 
(angina). If atherosclerotic plaque ruptures, plaque matrix and foam cells are released into the 
plasma, and initiate thrombus formation on contact with platelets. If extensive enough to fully block 
the coronary artery, this leads to myocardial infarction, stopping blood flow to the cardiac muscle8. 
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Over 40% of cardiovascular disease deaths were caused by CAD in 2012, with the second-largest 
cause being stroke3. 
Rupture of clots in other arteries also cause vascular disease: clots in the blood vessels supplying the 
brain block oxygen supply to the brain, causing stroke8, and blockage in the blood supply to the 
limbs causes peripheral arterial disease and manifests as pain in the extremities9. 
1.2.1.1 Pathology of atherosclerosis 
The structure of the artery walls comprises three discrete layers (Figure 2). The inner layer, the 
tunica intima, comprises a monolayer of endothelial cells, and a membrane of collagen and 
proteoglycans which bind it to the media layer. The media consists of smooth muscle cells (SMCs), 
while the outer adventitia consists of connective tissue, fibroblasts and smooth muscle cells8. 
 
Figure 2: Structure of the artery wall. The artery wall consists of three layers: the intima, media and 
adventitia. The tunica intima consists of endothelial cells and the internal elastic membrane. The tunica media 
contains smooth muscle cells and connective matrix, and is connected to the adventitia by the external elastic 
membrane. The tunica adventitia consists of connective tissue, fibroblasts and smooth muscle cells. 
Atherosclerosis is instigated with the movement of low-density lipoprotein (LDL) cholesterol from 
the plasma into the blood vessel wall; high circulating LDL levels promote this process10. The 
apolipoprotein B-100 (apoB-100) protein that is bound to LDL particles binds to proteoglycans in the 
extracellular matrix, trapping LDL particles in the intima11. Here reactive oxygen species cause the 
oxidation of LDL to oxidised LDL10. At the intima of the plaque site endothelial activation can occur, 
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in which endothelial cells enter an inflammatory state, activating a defence response12. In addition 
to high circulating LDL, a number of factors such as hypertension13, free radicals increased by 
tobacco smoking14 and diabetes15 can cause endothelial activation. This encourages monocytes to 
adhere to the surface of the endothelium, then migrate into the intima, where they differentiate 
into macrophages8. These bind to epitopes on the oxidised LDL through scavenger receptors such as 
CD36, and subsequently internalise the particles16. The macrophages are unable to break down the 
internalised oxidised LDL, so it gradually accumulates. This causes the transformation of the 
macrophages into larger lipid-filled foam cells, which are too large to cross back into the lumen; this 
begins to form a fatty streak in the vessel wall. Foam cells that die release their lipid contents, which 
can combine to form a lipid-rich necrotic core. 
Migration of vascular smooth muscle cells (VSMCs) into the fatty streak causes it to increase in size, 
which may be stimulated by the inflammatory response in the lesion17, such as platelet-derived 
growth factor (PDGF) production by activated endothelial cells18. VSMCs begin to proliferate and 
form fibrous tissues, such that a fibrous cap forms over the lipid core19. Plaques that have a large 
necrotic core tend to contain more inflammatory cells and have a thinner fibrous cap, and are 
therefore regarded as unstable plaques. Stable plaques have smaller lipid cores and a thicker fibrous 
cap, making them less likely to rupture20. 
The physical growth of the plaque is first managed by remodelling of the vessel. The overall 
circumference of the vessel can initially enlarge to compensate for the increased intima thickness, 
allowing blood flow to continue unimpeded (Figure 3b). However, growth of the plaque beyond a 
certain size induces constrictive remodelling (Figure 3c), with the plaque encroaching upon the 
lumen and reducing the area available for blood flow21. 
 
Figure 3: Atherosclerotic plaque growth and artery remodelling. (a) The artery in its healthy state has 
adequate space for blood flow. (b) The formation and growth of atherosclerotic plaque causes enlargement of 
the artery, at first without significantly reducing lumen size. (c) The plaque is sufficiently large to intrude into 
the lumen, restricting blood flow. 
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1.2.2 Risk factors for cardiovascular disease 
Many variables have been identified which influence the likelihood of developing CVD. Some of 
these risk factors are unmodifiable; age, for example, increases risk and is the strongest predictor for 
cardiovascular disease22. Sex is another strong unmodifiable risk factor, with lifetime risk of 
incidence and mortality higher for men than women23,24. While men have a significantly higher risk 
of coronary heart disease, the risk of certain CVD subtypes such as stroke shows less of a difference 
between sexes25. Other strong non-modifiable risk factors are ethnicity (even after controlling for 
other risk factors)26,27 and family history28, indicating the significance of genetic factors in 
cardiovascular risk. The heritability of cardiovascular disease has indeed been found to be 
substantial, with premature atherosclerosis in a parent conferring a 3-fold increase in CVD risk29. 
While non-modifiable risk factors play a significant role in risk, behavioural risk factors are 
responsible for approximately 80% of CHD and cerebrovascular disease30. Cigarette smoking is a 
major behavioural cardiovascular risk factor, doubling the risk of stroke and CHD and increasing the 
risk of peripheral arterial disease and aortic aneurysm by over 300%25,31. Smoking promotes CVD 
through several mechanisms: it increases circulating LDL levels and makes the particles themselves 
more susceptible to oxidation, creating atherogenic oxLDL32, increases the risk of clotting through 
elevating levels of clotting factors such as fibrinogen33, and nicotine increases blood pressure, 
increasing the chance of endothelial damage and plaque rupture34. Physical activity is associated 
with lower risk of cardiovascular disease and mortality, through various processes, including weight 
regulation, insulin control, decreases in blood pressure and endothelial function35. 
Alcohol consumption is another behavioural risk factor, but an unusual one, in that many studies 
have shown a U- or J-shaped curve of association between alcohol and CVD risk, with moderate 
consumption of alcohol being atheroprotective36,37. This has been suggested to be a result of raised 
high-density lipoprotein (HDL) cholesterol  (proposed to be atheroprotective38), lower levels of 
inflammatory markers and reduced aggregation of platelets39. However, a Mendelian randomisation 
study using genetic variants that predispose to lower alcohol consumption suggested that lower 
alcohol consumption always decreased risk of CHD, suggesting the suggested protective effect of 
alcohol may be due to confounding or selection bias40. 
One of the major modifiable risk factors is hypertension, which is highly prevalent, with 22% of 
people being hypertensive globally in 20142. Hypertension is defined by the WHO World Health 
Organisation (WHO) as systolic blood pressure above 140 mmHg or diastolic blood pressure above 
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90 mmHg41. Hypertension increases the risk of cardiovascular events, by putting arteries under 
increased pressure, increasing chance of injury and promoting atherosclerosis42. It is responsible for 
at least 45% of deaths due to heart disease43. High blood pressure can be reduced with moderation 
of diet (particularly reducing salt intake) and increasing physical activity. A reduction in blood 
pressure of 10 mmHg is associated with a 41-46% reduction in cardiometabolic mortality44. Blood 
pressure-lowering medication such as ACE inhibitors have been shown to reduce cardiovascular 
events45. 
Obesity (defined as body mass index (BMI) > 30 kg/m2) and being overweight (BMI > 25 kg/m2) raise 
the risk of CVD46, and rising obesity levels have increased levels of CVD, increasing the burden on 
health services and causing productivity losses47,48. Obesity increases cardiovascular risk when 
controlling for other risk factors, but also through increasing risk of hypertension49 and type 2 
diabetes50. Diabetes, characterised by hyperglycaemia and glucose intolerance, doubles the risk of 
cardiovascular disease51 through hyperglycaemic effects on the vascular tissue52. 
Blood lipid levels are also strong modifiable risk factors: risk of CVD is increased by raised total 
cholesterol and low density lipoprotein (LDL) cholesterol53. Increased levels of circulating LDL 
particles raise the number of particles entering the blood vessel wall and becoming oxidised, 
beginning the atherosclerotic process. Increased circulating triglyceride levels also increase risk54. It 
has been suggested that triglyceride-rich lipoproteins may activate platelets and promote a pro-
coagulant and pro-inflammatory phenotype55. HDL has been proposed as a protective blood lipid, 
with higher concentrations associated with decreased cardiovascular risk56; however, Mendelian 
randomisation analysis has suggested that this effect may be correlated with other factors rather 
than being causal57. These blood lipids are modifiable through changing behaviour such as improving 
diet and increasing exercise levels, which decreases risk as expected58,59, but also have a strong 
heritable component60. 
As seen above, atherosclerosis is a process with a strong inflammatory influence, and inflammatory 
markers have been linked to CVD risk. For example, C-reactive protein (CRP) is an acute-phase 
reactant that acts as a general marker of systemic inflammation, which has been associated with 
higher risk of cardiovascular events61,62. For a time, CRP was therefore considered as a variable to 
target in reducing cardiovascular risk63, but Mendelian randomisation studies failed to demonstrate 
a causal role of the protein, suggesting it is a marker rather than a causal factor64. The pro-
inflammatory cytokine interleukin-6 (IL-6) has also been shown to be associated with increased risk 
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of CHD events65; in this case, Mendelian randomisation studies have suggested it is causal in the 
development of CHD66. 
1.2.2.1 Management of cardiovascular risk factors 
As the influence of behavioural factors on CVD risk is so high, procedures to identify people at higher 
risk, and interventions to reduce this risk, are an important part of disease prevention. However, 
while the health benefits of improved diet, increased physical activity and smoking cessation are 
clear and well-established67,68, persuading populations to make long-term lifestyle changes can be 
difficult. 
Methods of reducing risk of CVD would ideally have a large effect and be easy to implement. Statins 
are a good example of such an intervention. These drugs inhibit the enzyme HMG-CoA reductase, 
required for the synthesis of endogenous cholesterol, thereby reducing the amount of cholesterol in 
circulation. Statins have been shown to reduce LDL concentration, and with it the incidence of 
cardiovascular events69. They are a cheap treatment with relatively few side effects70, and are 
therefore widely prescribed to lower the likelihood of CVD for those in high-risk groups. However, 
efficacy is compromised by poor adherence to the treatment programme71. 
1.2.2.2 Carotid intima-media thickness 
Markers of disease such as the above inflammatory factors allow potentially more accurate risk 
prediction than standard risk factors. A more direct marker of atherosclerosis is that of carotid 
intima-media thickness (IMT): a value comprising the thickness of the tunica intima and media layers 
in the carotid artery (Figure 4). It can thus be used as a marker for subclinical atherosclerosis72. It is a 
useful marker for large studies and screening, as it can be easily measured using standardised non-
invasive ultrasound techniques73. 
IMT is useful for the study of CAD risk, having been shown by numerous studies to correlate with 
atherosclerosis in the coronary artery74–76, and thus can be used as a surrogate of this measure. Its 
value as a marker and surrogate is shown by multiple studies that have shown it to be predictive of 
incident coronary and cerebrovascular events77–79. Specifically, a meta-analysis of 8 trials showed 
that a 0.1 mm increase in carotid IMT is associated with a 10-15% increase in risk of MI and a 13-18% 
increase in risk of stroke80 (Figure 5). Carotid IMT therefore acts as both a marker of disease 
progression at the time and a risk factor for later events.  
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There is some debate over the utility of IMT in improving cardiovascular risk in individuals. IMT is 
associated with cardiovascular events even when controlling for traditional risk factors79,81, but there 
is conflicting evidence about whether it improves individual risk prediction when added to existing 
risk prediction algorithms82. Results from the Atherosclerosis Risk in Communities study showed 
improvement in ten-year CHD risk prediction when adding IMT information to traditional risk 
factors83. The French Three-City Study found no value of adding IMT to prediction methods, although 
it used IMT as measured selectively in plaque-free areas and presence of plaque remained an 
independent risk predictor84. The Carotid Atherosclerosis Progression Study saw no improved risk 
classification when adding IMT to traditional models, although noted it remains predictive for 
cardiovascular endpoints81. 
As shown in Figure 4, carotid IMT can be measured at various segments within the carotid tree: in 
the common-carotid artery, at the bifurcation, and in the internal and external carotid arteries. 
There has been some debate about which IMT measurements are the most meaningful85, and 
thickness at different segments may reflect different stresses and processes; for example, shear 
stresses have been shown to affect IMT, and are more likely to affect carotid walls at the 
bifurcation86 . However, the different segment measurements do not show great differences in their 
ability to reflect risk85.  
Although its additive value in risk algorithms remains debated, IMT’s use as an atherosclerotic 
marker gives it value for genetic studies. The underlying genetic mechanisms that contribute to 
increased or decreased IMT are not yet well known. Using association studies to search for loci 
associated with IMT, as a marker of subclinical disease, gives more specificity than looking at later 
cardiovascular events, and may allow the identification of novel genes involved in atherosclerosis. 
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Figure 4: Segments of the carotid artery. IMT can be measured in the common-carotid artery, at the 
bifurcation itself, and in the internal and external carotid arteries. Measurements often comprise the mean 
value of all measurements at a segment, or the maximum value. 
 
 
Figure 5: Forest plots for hazard ratios (HRs)  per 0.1-mm difference in common-carotid IMT, adjusted from 
age and sex. Figure from Lorenz et al80.An increase in 0.1 mm increases the hazard ratio for MI and stroke by 
15% and 18% respectively. 
 
  
32 
 
1.2.4 Identifying new genetic risk factors for CVD 
Approaches used to determine the genetic basis of disease are dependent on the pattern of 
inheritance the disease displays. Diseases inherited in a Mendelian fashion suggest a single causal 
gene with a strong effect on phenotype; for these conditions, family linkage studies and direct DNA 
sequencing have been successful in finding the causal genes. An early cardiovascular example is that 
of familial hypercholesterolaemia (FH), a genetic disease characterised by high circulating LDL 
cholesterol, and consequent early cardiovascular disease87. The majority of cases are caused by loss 
of function mutations in the low-density lipoprotein receptor (LDLR) gene, encoding the receptor 
that removes LDL from the blood circulation88. In 1985, direct sequencing of the LDLR gene in a 
patient with homozygous FH was used to detect a deletion of several exons, which left the LDLR 
protein without membrane-spanning or cytoplasmic domains, abolishing its function and causing 
high LDL in the plasma89. 
Family linkage analyses have also been used to uncover the basis of heart disease disorders. Subjects 
in a large family with familial hypertrophic cardiomyopathy were genotyped for numerous DNA 
markers throughout the genome, pinpointing a locus on chromosome 14 that was coinherited with 
the condition, afterwards identified as the beta cardiac myosin heavy chain90,91. 
The simple genetic basis of such Mendelian diseases allows these detection techniques to be carried 
out, as the disease state is generally easy to recognise and the inheritance pattern is simple. 
However, the genetics behind most cardiovascular diseases are much more complex, involving many 
genes of smaller effect and interplay with environmental factors. The common disease/common 
variant (CD/CV) hypothesis proposes that genetic variants which are present at relatively high 
frequency in the population, but with small effect on phenotype, are significant contributors to 
common diseases92. Rare variants of small effect, while they are also likely to be involved in disease, 
are difficult to detect using association studies due to lack of power93 (Figure 6). 
The CD/CV hypothesis may be particularly relevant for CAD, which is likely to occur later in life. It is 
therefore likely to have little effect on fitness until after reproductive age, and variants conferring 
greater risk of CAD less likely to have been reduced in frequency due to selection pressure. This is 
especially applicable for CVD, whose impact has grown substantially in recent decades, fuelled by 
worldwide demographic and lifestyle changes2. Mapping common variant loci involved in disease 
requires a different approach, made possible by the advent of genome-wide association studies. 
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Figure 6: Genetic variants by risk allele frequency and strength of genetic effect. Figure from Manolio et al94. 
Rare alleles that cause Mendelian disease are easy to identify due to their strong phenotypic effect and simple 
inheritance pattern. Variants with small effect can be identified using genome-wide association studies if they 
are sufficiently common in the population; rare variants with small effect are very difficult to detect. Variants 
with a strong effect on disease are unlikely to also be common due to selection pressure. 
1.2.5 Genome-wide association studies 
Genome-wide association studies (GWAS) are a high-throughput method of scanning genetic 
markers across the genomes of many individuals, to look for genetic variants that associate with a 
particular disease or trait. They were made possible after the completion of the Human Genome 
Project in 200395 and the International HapMap Project in 200596, which provided a reference 
human genome and a map of over a million SNPs in the genome. 
The development of high-throughput genotyping technologies, particularly genotyping platforms 
from Illumina and Affymetrix, allowed large numbers of SNPs to be genotyped at a low cost. These 
genotypes can be combined with phenotype data to carry out hundreds of thousands of SNP-
phenotype association tests across the genome. SNPs that show a strong association are likely to 
indicate a genetic locus with an effect on the phenotype. The association p-values are often plotted 
against chromosomal location as a Manhattan plot (Figure 7), allowing associated loci to be 
identified. To detect variants of small effect, large cohorts are needed; the relatively low cost of the 
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high-throughput genotyping platforms allowed genotyping to be carried out in large numbers of 
samples. 
 
Figure 7: Example of a Manhattan plot for a genome-wide association study. Figure from Manolio97. The –
log10 p-values of the association test for each SNP are plotted against their chromosomal location. A strong 
association can be seen by its small p-value. Here a locus on chromosome 9 is implicated in the phenotype. 
The second graph shows a smaller section of chromosome 9, showing the positions of the two most strongly 
associated SNPs. 
GWAS is facilitated by linkage disequilibrium (LD), the non-random association of alleles at different 
loci in the genome. According to Mendel’s second law, the alleles of different variants are inherited 
independently98. However, in some cases the genotypes of variants are correlated, with certain 
alleles more likely to be inherited together. This can happen when two variants are located in close 
proximity on a chromosome. Recombination events during meiosis progressively reduce contiguous 
chromosomal regions in a population, but variants that are closer together or have fewer 
recombination hotspots between them are more likely to remain as unbroken regions, with their 
alleles being inherited together. Recombination events shorten the length of these regions over 
time. Genotyping every variant in the genome would be unfeasible in terms of time and cost, but the 
LD blocks in the genome allow one genotyped variant to act as a tag or proxy to determine the allele 
of SNPs in LD99. In this way many more variants can be effectively genotyped than those that are 
directly assayed. 
Clearly defined phenotypes are needed in GWAS to effectively characterise pathogenic variants. 
Unambiguous phenotypes that are easy to measure such as height are ideal, whereas 
heterogeneous phenotypes that are hard to accurately measure, or vary in onset, decrease the 
power to detect associations100. Where there is room for ambiguity in phenotype measurements, 
measurement protocols should be standardised and quality controlled to increase accuracy and 
reproducibility of the results. 
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One issue for GWAS interpretation is that association testing for each genotyped variant results in 
hundreds of thousands or millions of statistical tests being applied across the genome. To avoid the 
thousands of false positive associations that would thus be expected due to type I error, a statistical 
correction for multiple comparisons is used. This is often the conservative Bonferroni correction, in 
which the alpha value is divided by the number of tests, giving a much smaller p-value threshold for 
significance93. A threshold p-value of 5×10-8 is often used as a standard for GWAS101. An alternative 
to the Bonferroni correction is the false discovery rate (FDR) method, in which p-values are used to 
correct for the number of significant results that are false positives102. 
1.2.5.1 GWAS examples 
One of the first GWAS identified the Complement Factor H gene as a major risk factor for age-
related macular degeneration (AMD), locating the variants and finding the biological basis for the 
association103. The authors carried out a genome wide screen of over 100,000 SNPs in AMD cases 
and controls, locating an associated intronic SNP in the complement factor H (CFH) gene, a regulator 
of innate immunity. Exome resequencing identified the variant with the strongest association, a non-
synonymous SNP coding for a tyrosine-histidine change in the gene. It was later shown that protein 
with the risk variant has reduced binding to C-reactive protein, heparin and retinal pigment 
endothelial cells104. 
After the first studies, the pace of GWAS publications increased rapidly as the cost of performing the 
genotyping decreased. One of the first large GWAS for cardiovascular disease was carried out by the 
Wellcome Trust Case Control Consortium in 2007, genotyping 17,000 subjects to look for 
associations with seven common diseases105. The study identified a locus on chromosome 9p21 as 
strongly associated with CAD (Figure 8), with a signal so strong that the finding was independently 
reported by three other studies within a short timeframe106–108. The 9p21 locus is the strongest and 
most well-replicated cardiovascular GWAS hit, yet still one that is still not well understood: the 
region contains no known protein-coding genes, and the functional variant has not been 
characterised100. The GWAS also looked for associations with other diseases, including the 
cardiovascular risk factors type 2 diabetes (T2D) and hypertension. Three loci were found for T2D, 
but none were found at genome-wide significance for hypertension. This may be due to inadequate 
tagging of functional variants by the genotyping array. Alternatively, it may be the case that the 
effects of individual blood pressure loci are smaller (compared to an OR of 1.47 per allele for the 
CAD locus), such that larger sample sizes are required to detect them, and that inappropriate 
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selection of cases and controls may have reduced power to detect associations. It has indeed been 
suggested by later studies that variants for hypertension are likely to have smaller effect sizes than 
those for CAD109, and later studies using larger sample sizes and continuous blood pressure 
phenotypes have uncovered numerous new loci110,111. 
 
Figure 8: Manhattan plot showing association signal for coronary artery disease at the 9p21 locus. Figure 
from Wellcome Trust Case Control Consortium105). The chromosomal position of each SNP is plotted against –
log10 of the association p-value, so that larger numbers indicate a stronger signal. 
Another landmark in cardiovascular association studies was a 2010 meta-analysis of over 100,000 
subjects, identifying several loci associated with blood lipids (total cholesterol, LDL-cholesterol, HDL-
cholesterol and triglycerides)60. Some of the loci identified were novel, while others were located by 
genes previously known or proposed to be involved in lipid metabolism, supporting these previous 
findings. Many were also associated with CAD risk, demonstrating the significance of blood lipids – 
particularly LDL – as a cardiovascular risk factor. 
Large GWAS, such as those described, use genotyping chips that cover as many variants as possible 
across the whole genome. On the other hand, once a locus has been identified, genotyping 
strategies that densely cover the locus of interest are valuable in order to fine-map the association 
signal to a smaller region. As the creation of locus-specific genotyping arrays is expensive, many fine-
mapping strategies use targeting genotyping arrays for a certain disease or trait, such as the iSelect 
Collaborative Oncological Gene-environment Study (iCOGS) array for cancer112 and the ITMAT-
Broad_CARe (IBC)113 and Illumina CardioMetabochip (“Metabochip”)114 for cardiovascular, metabolic 
and inflammatory traits. 
The IBC array has been used to follow up on previous blood pressure and hypertension GWAS results 
to confirm previous blood pressure-associated loci, and identify two new loci at known candidate 
genes (MDM4 and HRH1)110. Associated SNPs at the MDM4 locus showed associations with 
expression of the MDM4 gene. The array has also been used to identify new signals for central 
adiposity115. 
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More recently, the Metabochip was designed for the study of CAD and type 2 diabetes risk loci and 
quantitative risk factors associated with these traits (including lipid levels and blood pressure) 114. 
There are approximately 200,000 SNPs present on the array, these are concentrated at risk-
associated loci to permit dense fine-mapping of GWAS association signals, with additional content 
based on nominal associations from GWAS studies to provide cost-effective replication studies. 
Willer and colleagues followed up on the 2010 blood lipid meta-analysis by conducting a meta-
analysis using cohorts genotyped with both genomic arrays and the Metabochip116. This approach 
facilitated the discovery of many new lipid-associated loci and fine-mapped previously known loci to 
separate the strongest association signal from a larger region. Fine-mapping was aided by using 
samples from multiple ethnic groups, in which patterns of LD differ, leaving different SNPs in LD with 
the functional variant. 
Further studies on cardiovascular events have used greater cohort sizes and improved genotype 
techniques to further refine known signals and identify new loci. The CARDIoGRAM (Coronary ARtery 
DIsease Genome wide Replication and Meta-analysis) consortium combines information from many 
large genetic studies to identify CAD and MI risk loci. A large meta-analysis in CARDIoGRAM 
identified 13 new loci associated with CAD and confirmed 10 others117. The majority of the new loci 
were not associated with traditional risk factors, nor were they located in previously implicated 
regions. Deloukas and colleagues used the Metabochip in the CARDIoGRAMplusC4D consortium in 
order to fine-map confirmed loci6. A further 15 CAD loci were identified, along with loci also 
associated with blood pressure and lipid traits. Network analysis identified lipid metabolism and 
inflammation as biological pathways important for CAD pathogenesis. 
1.2.5.1.1 Carotid intima-media thickness association studies 
Carotid intima-media thickness is another attractive phenotype for association analyses, being both 
a risk factor for cardiovascular events and a marker of atherosclerosis/subclinical disease74,77. Its 
ease of measurement using a standardised protocol allows unambiguous phenotyping of numerous 
subjects and therefore greater study power. A meta-analysis of GWAS in the Cohorts for Heart and 
Aging Research in Genomic Epidemiology (CHARGE) consortium identified three loci associated with 
common-carotid IMT (ZHX2, APOC1 and PINX1), and two with plaque (PIK3CG and EDNRA)118. The 
genes identified are involved in LDL metabolism, endothelial function and platelets. These distinct 
signals shown between the phenotypes indicate the interplay of numerous different pathways, 
although it should be noted that the definition of plaque differed between the included cohorts. 
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A scan was later performed using the Metabochip array. The scan was carried out in the European 
Carotid IMT and IMT-Progression as Predictors of Vascular Events (IMPROVE) cohort, a longitudinal 
multicentre observational study designed to look at IMT as a risk predictor119. The study identified a 
novel locus on chromosome 16 as robustly associated with IMT and CAD. The minor A allele of the 
lead SNP (rs4888378) was protective, being associated with lower carotid IMT and CAD risk (Figure 
9). 
 
Figure 9: Manhattan plot of association p-values for IMT in IMPROVE. Figure from Gertow et al119. P-values 
are adjusted for age, sex and population substructure. The lead SNP at the association signal, rs4888378, is 
shown in green on chromosome 16. This is the only signal crossing the threshold for array-wide significance 
(indicated by the red line). 
This signal was present at a novel locus for cardiovascular phenotypes, and hence was not a 
Metabochip candidate region covered densely by the chip. There was no clear candidate gene at the 
locus. The lead SNP is located within intron 6 of the CFDP1 (craniofacial development protein 1) 
gene; located upstream are the genes TMEM170A (transmembrane protein 170A) and CHST6 
(carbohydrate (N-acetylglucosamine 6-O) sulfotransferase 6), and downstream are BCAR1 (breast 
cancer antiestrogen resistance 1), CTRB1 (chymotrypsinogen B1), CTRB2 (chymotrypsinogen B2), 
ZFP1 (zinc finger protein 1) and LDHD (lactate dehydrogenase D) (Figure 10). 
Many of the genes at the locus are not yet well-characterised. CFDP1 is known to be expressed 
widely in the embryo, but it is specifically involved in the development of teeth120. TMEM170A codes 
for a transmembrane protein that localises in the endoplasmic reticulum and nuclear envelope. Its 
expression promotes the formation of endoplasmic reticulum sheets and nuclear pore complexes121. 
BCAR1 codes for an adaptor protein with roles in signalling pathways for cell adhesion, migration 
and mechanical stress, and is described further in section 1.4. CHST6 codes for an enzyme that 
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catalyses the transfer of sulphate to keratin in the cornea122. Keratan sulphate is necessary for 
maintenance of corneal transparency, and mutations in CHST6 are associated with macular corneal 
dystrophy123. CTRB1 and CTRB2 code for chymotrypsinogens, serine proteases secreted into the GI 
tract as precursors of the digestive enzymes chymotrypsin124.  ZFP1 codes for a zinc finger protein 
which has been suggested to be involved in transcriptional regulation125. LDHD codes for an enzyme 
catalysing the conversion of lactate to pyruvate. It is widely expressed, with the highest levels in 
kidney and liver126. 
Expression data from the Advanced Study of Aortic Pathology and Biobank of Karolinska 
Endarterectomies studies revealed differences in expression of TMEM170A by rs4888378 allele, and 
nominally-significant differential expression in BCAR1 and LDHD (Figure 11); it therefore appears 
that the functional variation may be affecting expression of one or more of these genes. 
 
Figure 10: The position of the lead SNP rs4888378 in Gertow and colleagues’ carotid IMT scan. The SNP is 
located in an intron at the 3’ end of CFDP1. Gene coordinate data is from UCSC Genome Browser127. 
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Figure 11: Association of rs4888378 with expression of TMEM170A, LDHD and BCAR1 in target tissues. Figure 
from Gertow et al119. The SNP’s G allele is associated with higher expression of TMEM170A and BCAR1 and 
lower expression of LDHD. Only the association with TMEM170A is significant after correction for multiple 
testing. 
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1.3 Moving from GWAS loci to functional variation using genomic annotations 
GWAS have identified numerous novel genetic associations with disease, but the majority of these 
have yet to be translated into clinically useful information128: aside from the incomplete knowledge 
we have regarding the full functions of human gene products, the majority of GWAS do not identify 
the causal variants. Identifying these variants is critical in understanding how a locus is involved in 
molecular pathways which contribute to disease pathology. The ideal analysis will determine how a 
variant exerts an effect at the molecular level; for example, disrupting the action of a promoter, 
enhancer or silencer. A nucleotide change may affect the binding of a transcription factor which 
drives expression of a gene, and finding out which transcription factor is affected may provide clues 
about which pathways are involved. Knowing this information – for example, that an inflammatory 
pathway is involved – may allow the discovery of novel factors that are involved and interact with 
risk of disease. Identification of regulatory elements may also implicate certain tissues in the disease 
process. 
Part of the problem in the search for causal variants is the issue of linkage disequilibrium: while it 
allows for the tagging and analysis of hundreds of thousands of unprobed variants, it also presents a 
problem for finding the actual genetic change that causes the effect. When a variant identified by 
GWAS is in LD with many other SNPs, strength of association is not a useful instrument to distinguish 
between them: the correlation between genotypes means all variants will show a similar association. 
In order to assess the likelihood of functionality for these SNPs, other approaches must therefore be 
used.  
Genomic annotation data can be used to study a genetic locus with a view to determining which 
variants are most likely to be causing an effect on phenotype. The ENCODE (Encyclopaedia of DNA 
Elements) Consortium aims to document the functional elements in the human genome129, mapping 
information relevant to genetic regulation such as transcription, transcription factor binding, 
chromatin structure and histone modifications. These annotations allow the evaluation of likely 
functionality of regions of the genome; indeed, ENCODE claimed to have assigned biochemical 
function to 80% of the genome129, although the magnitude of this claim has been met with 
controversy130,131. Nevertheless, variants that lie in regions undergoing regulatory activity, as 
assessed by these regulatory marks, are more likely to disrupt processes in gene expression. Such 
data can therefore be used to judge the likely functionality of variants identified by GWAS. The NIH 
Roadmap Epigenomics Mapping Consortium132 is another publicly available resource of human 
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epigenomic data, focusing on stem cells and primary tissues to map epigenetic marks such as 
histone modifications and chromatin features. 
The UCSC (University of California Santa Cruz) Genome Browser127 facilitates visualisation of ENCODE 
and Roadmap annotations across the genome by displaying the data as tracks mapped to the 
genome sequence, allowing easy comparison of regulatory activity at loci of interest. The genome 
browser can be used to gain an overview of the regulatory and structural landscape at a locus, and 
make inferences about variants and their likelihood of affecting regulatory systems. To directly 
compare variants’ regulatory potential, online tools such as HaploReg133 summarise relevant 
annotations from these databases. At present there is no conclusive tool to rank non-coding variants 
by likelihood of functionality, but programs such as RegulomeDB134 and CADD135 provide their own 
systems of ranking using annotations from ENCODE and RoadMap. 
Assessing likelihood of functionality for variants in protein-coding regions is more straightforward 
than for those who are intronic and intergenic. Variant effect is likely to depend on synonymous or 
non-synonymous nature of the base change, the properties of the original and new amino acid 
coded for, and the position of the amino acid in the protein. SIFT136 and PolyPhen2137 are examples 
of algorithms that compare these variables, assessing factors such as residue conservation, charge 
and hydrophobicity.  
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1.4 BCAR1 
As discussed in Section 1.2.5.1.1, the chromosome 16 locus found to be associated with carotid IMT 
contains multiple genes, one of which is breast cancer anti-oestrogen resistance 1 (BCAR1). As will be 
discussed, gene expression data and sequencing analysis carried out in this thesis identified BCAR1 
as the main gene of interest for IMT associations at the locus, and further work concentrated on 
identifying the role of this gene and variants within it in intima-media thickness and atherosclerosis. 
The BCAR1 protein has been well studied and is known to have roles in many molecular processes, 
(Figure 12). In this section the known functions of the gene and protein will be discussed, along with 
their possible involvement in atherosclerosis-related pathways. 
BCAR1 is also known as Cas (Crk-associated substrate) or p130cas. It was identified in 1989 as a 130 
kDa protein associating with the adapter protein Crk (CT10 (chicken tumour virus number 10) 
regulator of kinase) that was highly phosphorylated on tyrosine residues on transformation with v-
Src and v-Crk oncogenes138. It is an essential protein in development, with mouse knockouts being 
embryonic lethal139. Mouse embryonic fibroblasts (MEFs) without the protein have disorganised 
actin stress fibres and defects in cell migration, implicating the protein in cell motility and actin fibre 
arrangement139. 
It does not have a kinase domain, but its many conserved sequence motifs and many post-
translational modifications suggested that it was an adapter protein140. These proteins tend not to 
have enzymatic activity, as is the case with BCAR1, but instead contain interaction domains that link 
binding partners to create larger signalling complexes. Its structure is similar to that of other adapter 
proteins, such as DOK1 (downstream of tyrosine kinase 1) and Gab (GRB2-associated binding 
protein), with a well-defined domain in the N-terminal region and a large C-terminal region with less 
definition141. 
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Figure 12: Signalling networks involving BCAR1 (p130cas). Figure from Defilippi142. Proteins such as integrins, 
receptor protein tyrosine kinases, oestrogen receptors and G-protein coupled receptors regulate BCAR1 
through formation of a complex with Src and tyrosine phosphorylation. BCAR1 recruits proteins to activate 
downstream pathways, regulating cell survival and movement. Dephosphorylation of BCAR1 stimulates its 
cleavage and contributes to cell death. 
1.4.1 BCAR1 structure 
BCAR1 consists of SH3 (Src-homology 3), proline-rich, substrate, serine-rich and C-terminal domains 
(Figure 13). The SH3 domain binds FAK (focal adhesion kinase)143, PYK2 (protein tyrosine kinase 2)144 
and C3G145, and is fundamental for the localisation of BCAR1 to focal adhesions146 and its ability to 
disassemble them147. Following the SH3 domain is a proline-rich region of about 40 aa, to which no 
known function has yet been attributed. 
The substrate domain is approximately 300 amino acids in length and contains the major sites of 
tyrosine phosphorylation, which are 15 repeats of a YxxP amino acid sequence140. Src-homology 2 
(SH2)-domain-containing proteins bind the phosphorylated tyrosine residues in this sequence. 9 of 
the repeats are a YDxP sequence, which best matches the binding motifs for the SH2/SH3 adapter 
proteins Crk and Nck, with which it binds148. The serine-rich domain follows the substrate domain, 
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forming a four-helix bundle which acts as a protein-interaction motif similar to that found in other 
adhesion-related proteins149. The large C-terminal domain contains little structural definition, but is 
known to bind to Src150, which is responsible for YxxP phosphorylation in the substrate domain141. 
 
Figure 13: Protein domain structure of BCAR1. The protein is largely composed of an SH3, proline-rich, 
substrate, serine-rich and C-terminal domain. The major post-translational modifications occur in the form of 
phosphorylation of tyrosine residues in the substrate domain. 
1.4.2 Cas family members 
BCAR1 is part of the Cas protein family, whose members have high structural homology and 
conserved binding domains. However, their roles, tissue expression and tissue distribution vary. 
While BCAR1 is expressed ubiquitously, HEF1/Cas-L (human enhancer of filamentation/Crk-
associated substrate in lymphocyte) is expressed in epithelial and nervous tissues and is involved in 
mitosis151. Efs/sin (embryonic fyn substrate) is expressed largely in the embryo and placenta but is 
also active in skeletal muscle and the brain152, and has anti-inflammatory functions in T 
lymphocytes153. HEPL (HEF1-Efs-p130cas-like) was identified due to its structural similarity to the Cas 
family and is expressed in primary tissues154. 
1.4.3 BCAR1 localisation 
BCAR1 is ubiquitously expressed throughout the body140. The gene-tissue expression browser (GTEx) 
shows it to be highly expressed in artery tissue, particularly the aorta155 (Figure 14). The Human 
Protein Atlas also reports that it is expressed highly in telomerase-immortalised microvascular 
endothelial cells156. 
Its subcellular localisation is concentrated largely at the plasma membrane and in the cytoplasm, 
with some present at nucleoli, focal adhesions and stress fibres157. Unphosphorylated BCAR1 tends 
to be cytosolic141, while ligand-induced tyrosine phosphorylation causes it to translocate to the cell 
membrane140, where it localises in focal adhesions (FAs) with other FA proteins, such as the kinases 
Src, FAK and PYK2 and the adapter proteins Crk and Nck143. 
  
 
 
 
 
 
Figure 14: BCAR1 expression in different human tissues. BCAR1 is expressed ubiquitously, with the exception of whole blood, with particularly high expression in the 
cerebellum, aorta and kidney cortex. Data from GTEx (Gene-Tissue Expression Browser)155.
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1.4.4 BCAR1 at focal adhesions 
BCAR1 localises at focal adhesions with the other focal adhesion proteins FAK, paxillin and tensin157. 
Focal adhesions are large protein complexes that link the extracellular matrix (ECM) to the cell’s 
internal actin cytoskeleton. They act as both a physical anchor and a transmitter of signals from the 
ECM to internal signalling pathways, and thus can translate mechanical forces into signals affecting 
cell behaviour. 
Focal adhesions are important for the maintenance and modification of cell shape. They frequently 
undergo assembly and disassembly, particularly in moving cells that are constantly making new 
connections. BCAR1 is important for focal adhesion assembly and disassembly: mouse embryonic 
fibroblasts (MEFs) without BCAR1 show slow FA disassembly which is restored with addition of the 
protein147,158. 
The physical link between the extracellular and intracellular spaces is created by integrins, which 
span the cell membrane as heterodimers of α and β proteins159 (Figure 15). The non-catalytic 
cytoplasmic domains associate with adaptor proteins like BCAR1 to transmit signals from the ECM160. 
Integrin complexes link to the actin cytoskeleton through actin-regulating proteins such as vinculin, 
paxillin and talin161. It was recently demonstrated that phosphorylated BCAR1 is linked to the actin 
cytoskeleton through tensin 1162, which drives cell migration. 
Adhesion to proteins in the ECM such as fibronectin and vitronectin activate integrins, stimulating 
phosphorylation of BCAR1 and the other FA proteins FAK, paxillin and tensin141. Focal adhesions are 
also involved in growth factor signalling; both integrin- and growth-factor-mediated phosphorylation 
are discussed in Section 1.4.5. 
48 
 
 
Figure 15: Integrins and VEGF-receptor signalling at focal adhesions. Figure from Ngalim et al161. α- and β-
subunits of integrins bind to proteins in the ECM, activating cascades involving the phosphorylation of BCAR1 
(p130cas). 
1.4.5 Phosphorylation of BCAR1 
BCAR1 is largely regulated by phosphorylation and dephosphorylation, at either tyrosine or 
serine/threonine amino acids. The main form is tyrosine phosphorylation, particularly the tyrosines 
of the 15 YxxP repeats contained in the substrate domain. BCAR1 is tyrosine-phosphorylated on 
stimulation with growth factors141, activation by integrins163 and peptide hormone ligands for G-
protein coupled receptors (GPCRs)164. 
Growth factor-induced tyrosine phosphorylation of BCAR1 requires the presence of Src165. Growth 
factors that stimulate phosphorylation of BCAR1 do so through activation of their respective protein 
receptor kinase ligands. VEGF (vascular endothelial growth factor), the main chemotactic and 
angiogenic factor in endothelial cells, induces phosphorylation of BCAR1166; its stimulation of 
endothelial cells causes type 2 VEGF receptors to translocate from caveolae to focal adhesions and 
stimulate signalling cascades167. Other growth factors that stimulate BCAR1 phosphorylation are 
FGF2 (fibroblast growth factor 2)168, PDGF (platelet-derived growth factor)169, EGF (endothelial 
growth factor)170 and IGF-1 (insulin-like growth factor 1)171. Src directly carries out growth-factor 
induced phosphorylation of BCAR1165, and FAK is an important upstream activator involved in this 
process172. 
The other main initiator of tyrosine phosphorylation is integrin activation. As detailed in Section 
1.4.4, BCAR1 forms a protein complex at focal adhesions with integrins, where it undergoes tyrosine 
phosphorylation in response to cell adhesion. When the cell adheres to ECM proteins such as 
fibronectin and vitronectin, integrins are activated to phosphorylate FAK and paxillin173, tensin174 and 
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BCAR1143. This stimulation of phosphorylation by different extracellular proteins allows the signalling 
cascades to be regulated according to the status of the ECM. As with growth-factor-induced 
phosphorylation, integrin-mediated BCAR1 phosphorylation is Src-dependent175. Tyrosine 
phosphorylation of FAK, Src and BCAR1 is required for the functioning of focal adhesions161, and 
tyrosine phosphorylation is so abundant here that anti-phosphotyrosine antibodies are used to mark 
focal adhesions in immunostaining176. BCAR1 and FAK phosphorylation occur in association with the 
formation of actin stress fibres163. 
Serine/threonine phosphorylation of BCAR1 occurs to change the interactions of BCAR1 during 
mitosis. Focal adhesions disassemble in order to let cells change shape and lose attachments to the 
other cells and the ECM. Serine/threonine phosphorylation and tyrosine phosphorylation of BCAR1 
allows the complex to disassemble, and the process is reversed after mitotic division177. 
BCAR1 tyrosine phosphorylation is key in controlling organisation of the cytoskeleton, which 
facilitates cell attachment, migration and invasion. Phosphorylated tyrosine residues in BCAR1 are 
recognised by SH2-domain-containing proteins such as Crk and Src140. Interaction with proteins in 
the Crk family (CrkI, CrkII and CrkL (Crk-like protein)) are essential to these downstream processes178. 
These interactions depend on phosphorylation of both proteins, with phosphorylation of the Crk 
proteins being mediated by the non-receptor tyrosine kinase Abl179. 
Src-mediated tyrosine phosphorylation causes the assembly of a complex of BCAR1, Crk, DOCK180 
and ELMO at focal adhesion sites, which activates the GTPase Rac180. This causes actin 
polymerisation which is needed to form lamellipodia and membrane ruffles165. 
Phosphorylated BCAR1 also forms a scaffold for the non-catalytic region of the tyrosine kinase Nck in 
these membrane ruffles, forming a complex involved in linking growth factor signalling to the actin 
cytoskeleton181. 
1.4.6 BCAR1 in mechanosensing 
BCAR1 is affected not only by chemical signals but mechanical force. Forces such as endothelial 
shear stress regulate expression of growth factors such as VEGF and PDGF, which stimulate 
BCAR1182, but also directly influence tyrosine phosphorylation of BCAR1 itself without acting through 
Src family kinase activity183. Directly stretching of the cell and the BCAR1 protein increases tyrosine 
phosphorylation, suggesting this force exposes suitable tyrosine residues for phosphorylation184. 
Mechanical force can therefore be transduced into the BCAR1 signalling cascades. 
50 
 
1.4.7 BCAR1 in blood vessel tissues 
BCAR1 and the focal adhesion complex are known to be involved in endothelial migration141. 
Growth-factor-dependent endothelial migration requires tyrosine phosphorylation of BCAR1 and the 
presence of the coreceptor neuropilin-1185. Growth factors that are important to the function of 
endothelial cells, such as VEGF, have been shown to stimulate BCAR1 phosphorylation in these 
cells166. As the cell types present proximal to the lumen of the blood vessel, it is endothelial cells that 
mainly experience fluid shear stress, with this stress increasing phosphorylation of BCAR1183. 
Phosphorylation of BCAR1 has been shown to differ depending on whether the protein is located at 
focal adhesions upstream or downstream of blood flow141. 
Vascular smooth muscle cells (VSMCs) are the other main constituent of the blood vessel wall, 
where they predominantly show the quiescent, or contractile, phenotype. BCAR1 is needed for the 
contraction of VSMCs through actin polymerisation186. After vascular injury, a healing response is 
activated and growth factors such as PDGF and VEGF released; this triggers VSMCs to change to the 
migratory/proliferative profile, allowing them to migrate to repair the damage17. This process is 
necessary for wound healing and vascular development, but can also be damaging in the context of 
atherogenesis. As an atherosclerotic lesion forms, oxidised LDL promotes an inflammatory response 
in the lesion, activating the migratory response of VSMCs and causing the lesion to thicken. These 
growth-factor-stimulated migratory responses are mediated through BCAR1, and deletion or 
dephosphorylation of BCAR1 from VSMCs decreases the migratory response141. Chen and colleagues 
showed that the expression and phosphorylation of BCAR1 directly promote formation of neointima 
after arterial injury, and that vascular injury modulates this phosphorylation. They conclude that 
BCAR1 may be a potential therapeutic target for vascular disease187. 
1.4.8 BCAR1 in disease 
The phenotype of knockout mouse models (impaired cardiovascular development and impaired 
actin organisation) shows the importance of BCAR1 in cardiovascular processes139. In addition to the 
roles in blood vessel tissues described above, BCAR1 plays a role in myocytes in regulating 
organisation of the sarcomere188. It is also involved in pulmonary arterial hypertension (PAH): BCAR1 
expression and phosphorylation was higher in endothelial and smooth muscle cells of people with 
PAH, causing more proliferation and migration of cells189. 
BCAR1 also has many known interactions with cancer. It was named breast cancer anti-oestrogen 
resistance 1 for the fact that its overexpression confers resistance to anti-oestrogens such as 
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tamoxifen in ER-positive breast cancer cells190. In breast tumours, high levels of BCAR1 are 
associated with poorer tamoxifen response and decreased survival191. Silencing of BCAR1 in breast 
carcinoma cells in vitro decreased their invasive potential, suggesting it promotes breast cancer 
progression192. Furthermore, it is involved more generally in many processes important to cancer: it 
increases the invasive potential of Src-transformed cells, with associated increased tyrosine 
phosphorylation193, it facilitates the repression of growth inhibition by TGFβ194, and its breakdown is 
important for regulation of programmed cell death195. 
It can be seen that BCAR1 is involved in a wide variety of functions and cell types implicated in the 
development of atherosclerosis. Genetic variants affecting its expression or structure may have the 
capacity to disturb these processes and affect the development of atherosclerosis. 
1.5 Aims and hypothesis 
The hypothesis of this thesis is that genetic variants exist which contribute to the formation and 
progression of atherosclerosis, which can be measured by monitoring carotid intima-media 
thickness. By identifying these variants, greater understanding can be obtained about the 
mechanisms involved in the pathogenesis of CVD, and this can be used to assess and decrease 
people’s cardiovascular risk. 
To address the above hypothesis, the aims of this PhD project are as follows: 
 Investigate the CFDP1-BCAR1-TMEM170A locus, with the aim of finding functional variation 
and identifying genes involved in atherosclerosis 
 Investigate through what mechanisms functional variation affects atherosclerosis 
 Explore methods of studying genetic regulation at loci such as CFDP1-BCAR1-TMEM170A  
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2 Methods 
2.1 General methods 
2.1.1 Agarose gel electrophoresis 
Gel electrophoresis was used to analyse DNA sizes during various applications throughout the 
project. Agarose gels ranged from 1-2% depending on the size of DNA fragment to be resolved. For a 
100ml 1% gel, 1g agarose was added to 90ml dH2O, and microwaved on high power until dissolved. 
10ml 10×TBE and 250ul 10 mg/ml Ethidium Bromide were added, and the mixture poured into a gel 
mould with comb. Gels were placed in the electrophoresis tank and submerged in 1×TBE. 6× loading 
buffer was added to 10-20 µl DNA product and the mixture loaded onto the gel. Electrophoresis was 
typically carried out at 120V for 45 minutes. Gels were visualised using the Syngene Gel 
Documentation and Genesnap v6.04 software, or the Syngene G:BOX Chemi XRQ and GeneSys 
v1.5.0.0 software. 
2.1.2 PCR 
Polymerase chain reaction (PCR) was used to amplify DNA templates for various applications 
throughout the thesis. PCR utilises the ability of DNA polymerase to synthesise copies of a specific 
region of DNA. A reaction consists of DNA template containing the region to be amplified, two 
primers of approximately 20 bp length that are complementary to the 3’ ends of the sense and anti-
sense strands of the DNA target, DNA polymerase enzyme, deoxynucleoside triphosphates (dNTPs) 
used by the polymerase to synthesise new DNA strands, and buffer solution. 
The procedure relies on a thermocycling procedure consisting of multiple cycles of different 
temperature steps. In the denaturation step, the reaction is heated to a temperature of 95-98°C for 
20-30 seconds, causing the double-stranded DNA to break apart into single-stranded DNA molecules. 
The annealing step, at approximately 50-65°C for 20-40 seconds, allows the primers to anneal to the 
single-stranded DNA template at the target sites. An extension step at approximately 72°C, for a 
length of time dependent on the target length to be amplified, allows the DNA polymerase to 
synthesise a new DNA strand complementary to the template strand, creating a double-stranded 
DNA molecule again. Repeated thermocycling allows the amount of target DNA to increase 
exponentially until sufficient amounts have been produced. 
In this thesis, PCR was carried out using the NEB’s Phusion DNA polymerase, Roche’s Expand Long 
Template PCR System, and Acqua Science’s PCR Mastermix. Reactions were set up according to the 
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protocols provided by the manufacturers. Thermocycling conditions were calculated on the basis of 
manufacturer-recommended conditions, DNA template length, primer Tm, and amount of PCR 
product required. PCR reactions were carried out on the BioRad C1000 Thermal Cycler. 
2.1.3 TaqMan allelic discrimination 
Life Technologies’ TaqMan allelic discrimination genotyping system was used for genotyping SNPs in 
cohort studies. The system uses FRET technology: two target-specific probes, one for each allele of 
the SNP, are covalently linked to two different 5’ reporter dyes (generally VIC and FAM), and a 3’ 
quencher dye. When the probes are intact, the quencher dye represses fluorescence from the 
reporter dye due to their close proximity. At the annealing step of PCR, the probes anneal to the 
SNP; during extension, the 5’ nuclease activity of the Taq polymerase releases the reporter and 
quencher dyes, leaving the reporter dye free to fluoresce. As a probe with a mismatched base is not 
recognised by the Taq polymerase, only the reporter matching the allele will be released. Reporter 
dye signals are detected and visualised in a plot, allowing each sample's genotype to be recognised 
by the relative signal of each dye. 
To carry out the assay, 4 µl assay mix for the SNP under investigation was dispensed over 5 ng dry 
DNA in a 384-well plate format and thermocycled as per manufacturers’ instructions. Fluorescence 
was detected with the ABI 7900HT Fast Real-Time PCR System. 
2.1.4 KASP SNP genotyping system 
KBioScience’s KASP SNP genotyping was used for genotyping of a SNP in the PLIC cohort. This is a 
high-throughput genotyping system with a similar protocol to TaqMan, but different underlying 
chemistry. Each assay mix contains two allele-specific primers with a unique unlabelled 5’ tail 
sequence, and a common reverse primer. The common reaction mix contains two secondary 5’ 
fluor-labelled oligos (labelled with either FAM or HEX), which can bind to the allele-specific primer 
tails, with two complementary oligos with quenchers bound to the 3’ ends. The complementary 
pairs bind to each other and fluorescent signal is quenched. 
In the first round of PCR, the allele-specific primer binds upstream of the SNP, and the common 
reverse primer binds on the other strand. The unique 5’ tail sequence is incorporated into the PCR 
product. In the second round, the common reverse oligo binds the template made in the first round 
and extends, producing a complement to the allele-specific 5’ tail. In the third round, the secondary 
oligo with the attached fluorophore binds to the product, removing the fluorophore from its 
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quencher and incorporating it into the PCR product. In subsequent rounds of PCR, more 
fluorophores are incorporated into the products and allowed to fluoresce, producing more signal. 
Allele-specific signals are detected and visualised in a plot, allowing the identification of genotype by 
relative signal intensity. 
3.6 µl assay mix was dispensed over 5 ng dry DNA in a 384-well plate format and thermocycled 
according to manufacturers’ instructions. Fluorescence was detected with the ABI 7900HT Fast Real-
Time PCR System. 
2.1.5 Sanger sequencing 
DNA that was sent for sequencing for verification of sequence and for genotyping used Source 
Bioscience’s Sanger sequencing services. Plasmid DNA was sent at a concentration of 100 ng/µl, 
while PCR products were sent at 1 ng/µl per 100 bp. Sequencing primers were sent at a 
concentration of 3.2 pmol/µl. 
2.1.6 Cell culture 
Huh7 (human hepatoma) cells were obtained from the European Collection of Cell Cultures (ECACC) 
and cultured in DMEM (Dulbecco’s Modified Eagle Medium) with 10% added foetal bovine serum 
(FBS). Human embryonic kidney 293 (HEK293) and CV-1 (simian) in origin, carrying SV40 (COS) cells 
were obtained from European Collection of Authenticated Cell Cultures and cultured in DMEM 
(Dulbecco’s Modified Eagle Medium) with 10% FBS. HepG2 (human hepatoma) cells were obtained 
from European Collection of Authenticated Cell Cultures and cultured in Eagle’s Minimal Essential 
Medium (EMEM) with 10% added FBS and non-essential amino acids. HUVECs were obtained from 
Promocell, or supplied by the Queen Mary Cardiovascular Genomics and Stratified Medicine group, 
and cultured in Promocell’s Endothelial Cell Medium with FBS-containing Endothelial Cell Growth 
Supplement. All cells were cultured at 37°C, 5% CO2. 
When necessary, cell numbers and viability were measured using the Digital Bio ADAM (Advanced 
Detection and Accurate Measurement) series automatic cell counter (Digital Bio Technology) 
2.1.7 Ethanol/isopropanol precipitation 
Ethanol precipitation was carried out at various stages for purification and concentration of DNA. To 
DNA solution, 0.1 × volume sodium acetate (NaOAc) was added. 3 × volume (after addition of 
NaOAc) ethanol or 0.7 × volume isopropanol was then added. DNA was incubated on ice for 15 
minutes or overnight at -20°C, then centrifuged at 15,000 g for 30-45 minutes at 4°C. Supernatant 
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was discarded and the pellet rinsed with 70% ethanol and centrifuged at 15,000 g for 15 minutes. 
Supernatant was discarded and the remainder left to evaporate, and the pellet dissolved in the 
desired buffer. 
2.2 Chapter 3: bioinformatics methods 
2.2.1 Bioinformatics 
1000 Genomes project data196 with the Broad Institute’s SNAP (SNP Annotation and Proxy Search)197 
was used to identify variants in strong LD (r2 ≥ 0.8) with rs4888378, the lead SNP identified in Gertow 
and colleagues’ paper119. These variants were examined for regulatory annotations using ENCODE 
Project and RoadMap Epigenomics data129,132. The UCSC Genome Browser was used to visualise the 
location of variants in strong LD127. UCSC Genome Browser and Haploreg133 were used to find out 
whether SNPs were coding SNPs or located within splice junctions. Targetscan198 was used to assess 
whether SNPs were in predicted miRNA binding sites. 
Variants were selected for further analysis based on the following criteria: location within narrow 
peaks for transcription factor binding sites (defined from ChIP-seq data), location within narrow 
peaks for DNase-I hypersensitivity, and within either promoter or enhancer histone signatures 
(defined by signatures H3K4me1, H3K4me3 and H3K27Ac). Of these, the ElDorado genomic 
annotation tool (Genomatix) was used to select only variants with changes in strong transcription 
factor binding motifs (thresholds used were core similarity 1 and matrix similarity > 0.8). 
The Gilad/Pritchard eQTL browser was used to look for any QTLs at the CFDP1-BCAR1-TMEM170A 
locus. Two DNase sensitivity QTLs (dsQTLs) were taken forward for further analysis: rs73605136 and 
rs247454. EMSA probes were ordered for the two dsQTL SNPS, and EMSAs were carried out on the 
two SNPs with Huh7 cell extract as in 2.4.1. 
2.2.2 eQTL analysis 
The Genotype-Tissue Expression (GTEx) portal155 was used to calculate association between 
rs4888378 genotype and gene expression at the locus in the two blood-vessel-related tissues (aorta 
and tibial artery). All genes within 200 kb were analysed, following Gertow and colleagues’ approach 
when looking at gene expression119, giving a total of nine: BCAR1, CFDP1, CHST6, CTRB1, CTRB2, 
LDHD, TMEM170A, ZFP1 and ZNRF1. SNP-expression associations were corrected for multiple testing 
using the Bonferroni correction. 
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2.2.3 Analysis of CardioMetabochip coverage 
A short analysis was carried out on the ability of the Illumina CardioMetabochip to cover the CFDP1-
BCAR1-TMEM170A locus. The area under study was chosen as the 305 kb region containing the lead 
SNP that was bordered on both sides by recombination hotspots, as identified using LDLink199 and 
UCSC Genome Browser127. Variant data for all SNPs in the region was downloaded for all subjects in 
the CEU population from 1000 Genomes196. The 21 SNPs in this region that are on the Metabochip 
were identified; two were monoallelic in CEU population, leaving 19 Metabochip SNPs. Pairwise LD 
was calculated between each Metabochip SNP and every other SNP in the region using PLINK200. 
Minor allele frequency was calculated for every SNP. For every SNP at the locus, the maximum LD 
with any Metabochip SNP was chosen. The proportion of variants in strong LD with any Metabochip 
SNP was calculated for varying cut-offs of minor allele frequency. LD (r2) values of the SNPs with MAF 
> 0.05 were plotted against their location. 
2.3 Chapters 4 and 7: genotyping and association analyses 
2.3.1 Study cohorts 
IMPROVE (IMT and IMT-Progression as Predictors of Vascular Events) is a prospective multicentre 
longitudinal study set up to investigate carotid intima-media thickness in individuals at high risk of 
CVD201. 3711 participants (54-79 years) with at least three vascular risk factors were recruited in 
seven centres in Finland, France, Italy, the Netherlands and Sweden. Vascular risk factors were 
defined as: male sex, or female at least 5 years post-menopausal, hypercholesterolaemia, 
hypertriglyceridaemia, hypoalphalipoproteinaemia, hypertension, diabetes or impaired fasting 
glucose, smoking habits and family history of cardiovascular diseases. IMT variables were measured 
using ultrasonic scans; presence of plaque was defined as maximum IMT in the whole carotid tree 
greater than 1.5 mm202. The study was designed in accordance with the rules of Good Clinical 
Practice (GCP), and with the ethical principles established in the Declaration of Helsinki. Each 
participant provided two different informed consents; one for general participation in the study and 
one for genotyping. 
PLIC (Progressione della Lesione Intimale Carotidea) comprises 2144 general population participants 
attending the Centre for the Study of Atherosclerosis, Bassini Hospital (Cinisello Balsamo, MI, Italy). 
The study was designed to study atherosclerotic lesions and IMT in the common carotid artery, and 
relationships with cardiovascular risk factors. Patient characteristics, blood biomarkers and lifestyle 
behaviours were recorded and cIMT measured using ultrasound, as published previously203. 
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Informed consent was obtained from each patient and the study protocol conforms to the ethical 
guidelines of the 1975 Declaration of Helsinki as reflected in a priori approval by the institution's 
human research committee. 
Characteristics of IMPROVE and PLIC are shown in Table 25 and Table 26 (chapter 3). Three 
additional cohorts were used for replication of rs4888378-IMT association in men and women: 
Whitehall II (WHII), Edinburgh Artery Study (EAS) and the cardiovascular arm of the Malmö Diet and 
Cancer study (MDC), the characteristics of which have been described previously204–206. 
2.3.2 Genotyping of rs4888378 in PLIC  
The SNP rs4888378 was genotyped in PLIC using Life Technologies’ TaqMan SNP genotyping assays 
as per section 2.1.3. 
2.3.3 Statistical analysis of PLIC, IMPROVE and meta-analysis 
Statistical analysis of PLIC data was performed using SPSS® v.19.0 for Windows® (IBM Corporation®, 
Chicago Illinois, USA) by Andrea Baragetti. The Shapiro-Wilk test was used to verify normal 
distribution of linear variables. Statistical analyses were carried out on log-transformed cIMT 
variables due to skewed distributions.  Association between the rs4888378 SNP and continuous 
variables, adjusting for age and smoking, was performed by linear regression and ANCOVA (SPSS, 
General Linear Model) with Bonferroni post-hoc analysis. Analyses were controlled for age and sex 
(where applicable). 
Statistical analysis of IMPROVE data and meta-analysis was performed using R version 3.0.2207 and 
PLINK version 1.9200. Statistical analyses were carried out on log-transformed cIMT variables due to 
skewed distributions.  Linear regression was used to assess genotypic association with continuous 
variables, and logistic regression was used to assess binary traits, such as presence of plaque. The 
Cox proportional hazard model was used to assess time-to event data after confirming that the 
proportional hazard assumption was met. Genotype-phenotype analyses used an additive genetic 
model. Analyses in IMPROVE controlled for age, sex (where appropriate) and multidimensional 
scaling (MDS) coordinates. 
Meta-analysis was performed to analyse genotypic association of rs4888378 with common-carotid 
IMT separately in men and women using a random effects model. Pooled regression coefficients 
with 95% confidence intervals were calculated from the five cohorts under study: PLIC, IMPROVE, 
Whitehall II, Malmö Diet and Cancer Study (MDC) and Edinburgh Artery Study (EAS). 
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LD information was not available using online tools at the time of analysis for rs1035539 as it was 
not present in the 1000 Genomes Pilot 1 panel. Combined genotypes for rs4888378 and rs1035539 
in IMPROVE were used to calculate the correlation coefficient, r2, as a measure of LD. 
2.3.4 Exome sequencing data analysis 
Exome sequencing data from the chromosome 16 locus was obtained from the NHLBI GO Exome 
Sequencing Project (ESP) using the Exome Variant Server208. The data was analysed to identify any 
common variants that may affect protein structure. Variants were obtained for the nine genes 
within 200 kb of the lead SNP; these were filtered to select only those causing a missense mutation 
(change in coded amino acid) or change in splice site. In order to look for only common variants, only 
those with a MAF ≥ 0.05 were taken forward. 
2.3.5 rs1035539 genotyping in IMPROVE 
The SNP rs1035539, identified using Exome Variant Server, was genotyped in the IMPROVE cohort 
using KBioscience’s KASP SNP genotyping system (as section 2.1.4). 3.6 µl assay mix was dispensed 
over 5 ng dry DNA in a 384-well plate format and thermocycled according to Table 1. 
Table 1: KASP thermocycling conditions. 
Cycle step Temperature (°C) Time (s) Number of cycles 
Initial denaturation 94 960 1 
Denaturation 94 20 
10 
Annealing/extension 
65-57 (decrease of 
0.8°C per cycle) 
60 
Denaturation 94 20 
26 
Annealing/extension 57 60 
 
2.3.6 rs1035539 genotyping in PLIC 
KBioscience’s KASP SNP genotyping system was attempted to genotype rs1053359 in the PLIC 
cohort; however, genotype clustering was poor, giving an inadequate assay call rate. DNA was sent 
to KBioscience who carried out genotyping of the SNP in this cohort. 
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2.4 Chapter 5: functional assays 
2.4.1 Electrophoretic mobility shift assay 
2.4.1.1 Nuclear extract- Huh7 and HUVEC 
Nuclear extract was obtained from Huh7 and HUVEC cells for EMSA. One T175 flask of cells was 
grown to 100% confluence. Culture medium was removed and cells washed with 15 ml 1×PBS. 0.25% 
trypsin-EDTA was added to the flask; 5ml for Huh7, 3ml for HUVEC. Cells were left for 1-2 minutes 
until they dissociated with tapping of the flask. 15 ml of culture medium with FBS was added to the 
flask and the cell-medium solution centrifuged at 4°C, 1500rpm, for 5 minutes. The pellet was 
resuspended in 5ml ice-cold buffer A (1 ml 10 M HEPES, pH 7.9; 150 ml 1.5 mM MgCl2; 500 ml 10 
mM KCl; and 50ml 100× protease inhibitor (Thermo Scientific Protease Inhibitor Cocktail Kit)) and 
left on ice for 10 minutes. Cells were again centrifuged at 4°C, 1500rpm, for 5 minutes, supernatant 
discarded and the pellet resuspended in 2ml buffer A (10mM HEPES (pH 7.9), 1.5mM MgCl2, 10mM 
KCl). 
Cells were vortexed and centrifuged at 4°C, 13,000rpm, for 2 minutes. Supernatant was discarded 
and the pellet resuspended in 800µl buffer C (2 ml 20 mM HEPES, pH 7.9; 50 mls 25% v/v glycerol; 
10.5ml 0.42M NaCl; 150 ml 1.5 mM MgCl2; 40 ml 0.2 mM EDTA) with 8µl protease inhibitor. The 
solution was vortexed for 1 minute and left on ice for 10 minutes; this step was repeated for a total 
of four times. The mix was then centrifuged at 4°C and 13,000rpm for 50 minutes, and the 
supernatant stored at -80°C. 
2.4.1.2 Production of labelled probes 
EMSA probes were designed to comprise the 25 bp flanking each candidate SNP, for both reference 
and alternative alleles. The flanking sequence and reverse complement were ordered so as to 
produce double-stranded probes on annealing. Probe sequences are shown in Table 2. 
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Table 2: Primer sequences for EMSA probes. 
SNP no SNP name Allele Orientation Primer sequence (5’ – 3’) 
1 rs4888378 A For ATAAAACAAATGAATTCTGTGTTTG 
  A Rev CAAACACAGAATTCATTTGTTTTAT 
  G For ATAAAACAAATGGATTCTGTGTTTG 
  G Rev CAAACACAGAATCCATTTGTTTTAT 
3 rs4888379 A For AGTATCACCCTAACCCATTCTGAAA 
  A Rev TTTCAGAATGGGTTAGGGTGATACT 
  T For AGTATCACCCTATCCCATTCTGAAA 
  T Rev TTTCAGAATGGGATAGGGTGATACT 
8 rs4888392 T For TACAGTCTGTTTTTGGGGTCAGCTA 
  T Rev TAGCTGACCCCAAAAACAGACTGTA 
  C For TACAGTCTGTTTCTGGGGTCAGCTA 
  C Rev TAGCTGACCCCAGAAACAGACTGTA 
9 rs2865530 G For AAAAATGGTCTTGAGCTTACAGGCA 
  G Rev TGCCTGTAAGCTCAAGACCATTTTT 
  T For AAAAATGGTCTTTAGCTTACAGGCA 
  T Rev TGCCTGTAAGCTAAAGACCATTTTT 
14 rs3743609 G For CGCACACGCCTCGGGCCGGAGCGGC 
  G Rev GCCGCTCCGGCCCGAGGCGTGTGCG 
  C For CGCACACGCCTCCGGCCGGAGCGGC 
  C Rev GCCGCTCCGGCCGGAGGCGTGTGCG 
15 rs11643207 C For CTCTGCTCTGCCCTTCTCTGCAGCG 
  C Rev CGCTGCAGAGAAGGGCAGAGCAGAG 
  T For CTCTGCTCTGCCTTTCTCTGCAGCG 
  T Rev CGCTGCAGAGAAAGGCAGAGCAGAG 
 
For 30 µl of labelled probe, the reaction contained 17.7µl dH2O, 6µl 5×TdT buffer, 3µl biotin-11-dUTP 
and 0.3µl probe (5 pmol/µl). Tubes were incubated at 37°C for 90 minutes. 30µl chloroform:isoamyl 
alcohol (24:1) was added to extract TdT, the tubes vortexed and centrifuged at 13,000 rpm for 2 
minutes, and the aqueous layer saved. 
The complementary forward and reverse probes were annealed to form double-stranded probes. 
Labelled probes were used at 5 pmol/µl and unlabelled probes at 100 pmol/µl. Equal volumes of 
forward and reverse primer were mixed and 1/10th total volume 10× annealing buffer added. 
Primers were annealed on the thermocycling block: thermocycling started at 95°C for 3 minutes, and 
decreased by 5°C every three minutes until reaching a temperature of 35°C, held for 5 minutes. 
Annealed primers were stored at -80°C. 
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2.4.1.3 Polyacrylamide gel preparation 
Polyacrylamide gel solution was prepared using the volumes shown in Table 3. The gel solution was 
poured into a gel frame of 1.5 mm thickness, the well comb added and the gel left to polymerise. 
Electrophoresis was run with the gel submerged in 0.5 × TBE at 4°C. 
Table 3: Volumes for 1×1.5mm polyacrylamide gel. 
 Volume 
37.5:1 acrylamide 12ml 
dH2O 47ml 
10×TBE 3ml 
TEMED 50µl 
25% ammonium persulphate 500µl 
 
2.4.1.4 EMSA binding reaction and electrophoresis 
EMSA binding reactions consisted of 2µl 10×binding buffer (100 mM Tris, 500mM KCl; pH 7.5), 1µl 
poly dIdC, 0.5µl 50mM MgCl2, 3µl nuclear extract, 1.5µl labelled probe, and dH2O to 20µl. For 
competitor reactions, unlabelled competitor probes were added to the reaction and left for 30 
minutes at 4°C to allow nuclear proteins to bind. For both standard and competitor reactions, 
labelled probes were then added and left to bind at 25°C for 50 minutes. 
Samples were loaded onto the 6% polyacrylamide gel with 6×loading buffer (0.25% bromophenol 
blue, 0.25% xylene cyanol FF, 30% glycerol in water) and electrophoresis carried out at 4°C in 
0.5×TBE for 4.5 hours at 120V.  The electrophoresed gel was transferred to Hybond nylon membrane 
(Fermentas) overnight, and the membrane crosslinked with Stratagene’s UV Stratalinker 2400. The 
location of biotin-labelled probes was visualised according to the instructions of the 
ThermoScientific Lightshift Chemiluminescent Nucleic Acid Detection module. Membrane was 
exposed to film and the film developed using the Konica SRX101A tabletop processor. 
2.4.1.5 Multiplex competitor EMSA 
For multiplex competitor EMSAs, competitor probes consist of known transcription factor binding 
sites rather than the sequence around the SNP209. 70 well-characterised transcription factor 
consensus sequences were used for multiplex competitor EMSA. Seven sets of ten consensus 
sequences were used as competitors as per the competitor reactions previously. When the band was 
found to be competed out by a particular set of competitor sequences, the probe was incubated 
with each of these sequences individually. The multiplex competitor sequences used and their 
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corresponding transcription factors can be seen in Table 4. Multiplex competitor EMSA was carried 
out on the rs4888378 probe to look for a protein family competing out the protein-binding band. 
Table 4: Consensus competitor sequences for multiplex competitor EMSA. F and R refer to forward and 
reverse oligonucleotides respectively. 
Competitor 
probe Sequence (5’ – 3’) 
Competitor 
probe Sequence (5’ – 3’) 
AP1_F CGCTTGATGACTCAGCCGGAA Pax5_R CGGTGGTCACGCCTCAGTGCCCCATTC 
AP1_R TTCCGGCTGAGTCATCAAGCG Pbx1_F CTCCAATTAGTGCATCAATCAATTCG 
AP2a_F GATCGAACTGACCGCCCGCGGCCCGT Pbx1_R CGAATTGATTGATGCACTAATTGGAG 
AP2a_R ACGGGCCGCGGGCGGTCAGTTCGATC Pit1_F TGTCTTCCTGAATATGAATAAGAAATA 
AR_F GAAGTCTGGTACAGGGTGTTCTTTTTG Pit1_R TATTTCTTATTCATATTCAGGAAGACA 
AR_R CAAAAAGAACACCCTGTACCAGACTTC PPAR_F AGGTCAAAGGTCA 
Brn3_F CACAGCTCATTAACGCGC PPAR_R TGACCTTTGACCT 
Brn3_R GCGCGTTAATGAGCTGTG PR_F GATCCTGTACAGGATGTTCTAGCTACA 
CBP_F AGACCGTACGTGATTGGTTAATCTCTT PR_R TGTAGCTAGAACATCCTGTACAGGATC 
CBP_R AAGAGATTAACCAATCACGTACGGTCT RAR_F AGGGTAGGGTTCACCGAAAGTTCACTC 
CDP_F ACCCAATGATTATTAGCCAATTTCTGA RAR_R GAGTGAACTTTCGGTGAACCCTACCCT 
CDP_R TCAGAAATTGGCTAATAATCATTGGGT RXR_F AGCTTCAGGTCAGAGGTCAGAGAGCT 
CEBP_F_R TGCAGATTGCGCAATCTGCA RXR_R AGCTCTCTGACCTCTGACCTGAAGCT 
cMyb_F TACAGGCATAACGGTTCCGTAGTGA SIE_F GTGCATTTCCCGTAAATCTTGTCTACA 
cMyb_R TCACTACGGAACCGTTATGCCTGTA SIE_R TGTAGACAAGATTTACGGGAAATGCAC 
CREB_F AGAGATTGCCTGACGTCAGAGAGCTAG Smad_F GTCTAGACCA 
CREB_R CTAGCTCTCTGACGTCAGGCAATCTCT Smad_R TGGTCTAGAC 
CTCF_F GGCGGCGCCGCTAGGGGTCTCTCT Smad34_F TCGAGAGCCAGACAAAAAGCCAGACATTTAGCCAGACAC 
CTCF_R AGAGAGACCCCTAGCGGCGCCGCC Smad34_R GTGTCTGGCTAAATGTCTGGCTTTTTGTCTGGCTCTCGA 
E2F1_F ATTTAAGTTTCGCGCCCTTTCTCAA Smuc_F GGATCCCCCAACACCTGCTGCCTGA 
E2F1_R TTGAGAAAGGGCGCGAAACTTAAAT Smuc_R TCAGGCAGCAGGTGTTGGGGGATCC 
Egr_F GGATCCAGCGGGGGCGAGCGGGGGCGA Sp1_F ATTCGATCGGGGCGGGGCGAGC 
Egr_R TCGCCCCCGCTCGCCCCCGCTGGATCC Sp1_R GCTCGCCCCGCCCCGATCGAAT 
ER_F GGATCTAGGTCACTGTGACCCCGGATC SRE_F GGATGTCCATATTAGGACATCT 
ER_R GATCCGGGGTCACAGTGACCTAGATCC SRE_R AGATGTCCTAATATGGACATCC 
Ets_F GGGCTGCTTGAGGAAGTATAAGAAT Stat1_F CATGTTATGCATATTCCTGTAAGTG 
Ets_R ATTCTTATACTTCCTCAAGCAGCCC Stat1_R CACTTACAGGAATATGCATAACATG 
Ets1_F GATCTCGAGCAGGAAGTTCGA Stat3_F GATCCTTCTGGGAATTCCTAGATC 
Ets1_R TCGAACTTCCTGCTCGAGATC Stat3_R GATCTAGGAATTCCCAGAAGGATC 
FAST1_F TGTGTATTCA Stat4_F GAGCCTGATTTCCCCGAAATGATGAGC 
FAST1_R TGAATACACA Stat4_R GCTCATCATTTCGGGGAAATCAGGCTC 
GAS_F AAGTACTTTCAGTTTCATATTACTCTA Stat5_F AGATTTCTAGGAATTCAATCC 
GAS_R TAGAGTAATATGAAACTGAAAGTACTT Stat5_R GGATTGAATTCCTAGAAATCT 
GATA_F CACTTGATAACAGAAAGTGATAACTCT Stat56_F GTATTTCCCAGAAAAGGAAC 
GATA_R AGAGTTATCACTTTCTGTTATCAAGTG Stat56_R GTTCCTTTTCTGGGAAATAC 
Gfi1_F TAAATCACTGC Tbet_F_R AATTTCACACCTAGGTGTGAAATT 
Gfi1_R GCAGTGATTTA TFE3_F GATCTGGTCATGTGGCAAGGC 
GR_F AGAGGATCTGTACAGGATGTTCTAGAT TFE3_R GCCTTGCCACATGACCAGATC 
GR_R ATCTAGAACATCCTGTACAGATCCTCT TFEB_F CACGTG 
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HIF1a_F TCTGTACGTGACCACACTCACCTC TFEB_R CACGTG 
HIF1a_R GAGGTGAGTGTGGTCACGTACAGA TFIID_F GCAGAGCATATAAAATGAGGTAGGA 
ISRE_F AAGTACTTTCAGTTTCATATTACTCTA TFIID_R TCCTACCTCATTTTATATGCTCTGC 
ISRE_R TAGAGTAATATGAAACTGAAAGTACTT TGIF_F ACTCTGCCTGTCAAGCGAGG 
HNF4_F CTCAGCTTGTACTTTGGTACAACTA TGIF_R CCTCGCTTGACAGGCAGAGT 
HNF4_R TAGTTGTACCAAAGTACAAGCTGAG TR_F AGCTTCAGGTCACAGGAGGTCAGAGAG 
IRF1_F GGAAGCGAAAATGAAATTGACT TR_R CTCTCTGACCTCCTGTGACCTGAAGCT 
IRF1_R AGTCAATTTCATTTTCGCTTCC USF1_F CACCCGGTCACGTGGCCTACACC 
MEF1_F GATCCCCCCAACACCTGCTGCCTGA USF1_R GGTGTAGGCCACGTGACCGGGTG 
MEF1_R TCAGGCAGCAGGTGTTGGGGGGATC VDR_F AGCTTCAGGTCAAGGAGGTCAGAGAGC 
MEF2_F GATCGCTCTAAAAATAACCCTGTCG VDR_R GCTCTCTGACCTCCTTGACCTGAAGCT 
MEF2_R CGACAGGGTTATTTTTAGAGCGATC YY1_F CGCTCCCCGGCCATCTTGGCGGCTGGT 
MIBP1_F TCTTTTCCCA YY1_R ACCAGCCGCCAAGATGGCCGGGGAGCG 
MIBP1_R TGGGAAAAGA ZEB_F GATCTGGCCAAAGGTGCAGGATC 
MycMax_F_R GGAAGCAGACCACGTGGTCTGCTTCC ZEB_R GATCCTGCACCTTTGGCCAGATC 
NF1_F TTTTGGATTGAAGCCAATATGATAA HNF1_F GTTAATGATTAAC 
NF1_R TTATCATATTGGCTTCAATCCAAAA HNF1_R GTTAATCATTAAC 
NFE2_F TGGGGAACCTGTGCTGAGTCACTGGAG ARP1_F AGGTGACCTTTGCCCA 
NFE2_R CTCCAGTGACTCAGCACAGGTTCCCCA ARP1_R TGGGCAAAGGTCACCT 
NFATc_F CGCCCAAAGAGGAAAATTTGTTTCATA NFY_F ATCAGCCAATCAGAGC 
NFATc_R TATGAAACAAATTTTCCTCTTTGGGCG NFY_R GCTCTGATTGGCTGAT 
NFkB_F AGTTGAGGGGACTTTCCCAGGC HNF3_F GCCCATTGTTTGTTTTAAGCC 
NF-kB_R GCCTGGGAAAGTCCCCTCAACT HNF3_R GGCTTAAAACAAACAATGGGC 
NR5A2_F GATCAACGACCGACCTTGAG BARP_F TCACTCAAGTTCAAGTTATT 
NR5A2_R CTCAAGGTCGGTCGTTGATC BARP_R AATAACTTGAACTTGAGTGA 
OCT1_F TGTCGAATGCAAATCACTAGAA SREBP1_F TTTGAAAATCACCCCATGCAAACTC 
OCT1_R TTCTAGTGATTTGCATTCGACA SREBP1_R GAGTTTGCATGGGGTGATTTTCAAA 
p53_F TACAGAACATGTCTAAGCATGCTGGGG HSF1_F GATCTCGGCTGGAATATTCCCGACCTGGCAGCCGA 
p53_R CCCCAGCATGCTTAGACATGTTCTGTA HSF1_R TCGGCTGCCAGGTCGGGAATATTCCAGCCGAGATC 
Pax5_F GAATGGGGCACTGAGGCGTGACCACCG     
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2.4.1.6 Supershift EMSA  
Supershift EMSA was used on the rs4888378 probe to verify the protein binding to the sequence. 
The assay was carried out as in a competitor EMSA above, but instead of adding unlabelled probes at 
the incubation step, 2µl anti-FOXA2 or 2µl anti-HFH4 antibody was added and incubated as before. A 
positive control was performed by using a labelled probe consisting of the consensus sequence for 
the HNF3 (FOXA) family, both incubated with the antibody and without. 
2.4.1.7 Oestrogen-related SNP EMSAs 
SNPs in strong LD (r2≥0.8) with the IMT lead SNP (rs4888378) were again analysed using the 
bioinformatic tool Haploreg v3. SNPs were then selected for analysis if they had ChIP-seq evidence of 
ER-α (estrogen receptor alpha) binding to the SNP, or if they changed an ER-α binding motif. Four 
SNPs were taken forward for analysis: rs2161648, rs4888400, rs2285222 and rs11149832. 
Forward and reverse probes were ordered for the four SNPs, and EMSAs were carried out using 
Huh7 nuclear extract as in section 2.4.1. The probe for oestrogen receptor (ER), used as a competitor 
in multiplex competitor EMSA, was also biotin-labelled and used as an EMSA probe. 
2.4.1.8 EMSA with oestrogen-stimulated cell extract 
Oestrogen-stimulated Huh7 extract was produced for EMSAs with the oestrogen-related SNPs. Huh7 
cells were grown in a T175 flask with 30 ml medium to 90-100% confluency. 8 µl β-estradiol (20 
µg/ml) was added to the cell medium, the medium swirled to mix, and the cells incubated as normal 
for 30 minutes. The cells were then washed with PBS and nuclear extraction proceeded as in 2.4.1.1. 
EMSAs were carried out on the four oestrogen-related SNPs as in 2.4.1, using both standard and 
oestrogen-stimulated Huh7 extract. NF-κB and ER labelled probes were used as positive controls. 
2.4.2 Luciferase reporter assay 
Luciferase reporter assays were used to assess the impact of rs4888378 allele on gene expression.  
2.4.2.1 Primer design 
The In-Fusion Primer Design Tool210 was used to design primers to amplify a region of 378 bp around 
the SNP (fragment 1), and to create SalI and BamHI restriction sites at each end of the sequence. 
After analysis of results, Genomatix’s ElDorado tool211  was used to predict binding sites in fragment 
1 for proteins classified as repressor or repressor-related, and three further fragments were 
designed to include or exclude these binding sites. Primer sequences can be seen in Table 5. 
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Table 5: Cloning primers for luciferase sequence fragments. Primers were designed to incorporate restriction 
sites for BamHI and SalI; the pGL3-promoter vector and sequence fragments were digested with these 
enzymes to allow ligation. 
Fragment Forward/ 
reverse 
Sequence (5’ – 3’) Restriction 
site 
1 Forward AATCGATAAGGATCCATGTCAGTACAAGGCGAGCA BamHI 
1 Reverse AAGGGCATCGGTCGACGGGTTCCCAGATACAGGTTG SalI 
2 Forward AAATCGATAAGGATCCCTGAAGTCCTCCAAAACCAGA BamHI 
2 Reverse AAGGGCATCGGTCGACTGCTTTTACGTCATCAGCAATCT SalI 
3 and 4 Forward AAATCGATAAGGATCCCCTCCAGGCTTTGTGTATAAGG BamHI 
3 Reverse AAGGGCATCGGTCGACATGCTTGGGACTGGAAGTGT SalI 
4 Reverse AAGGGCATCGGTCGACATTTGCTTTTACGTCATCAGCA SalI 
 
2.4.2.2 Amplification of rs4888378 fragment 
As no polymorphic variants are present in the region flanking rs4888378, the fragment was amplified 
from DNA of AA and GG genotype. rs4888378 creates an EcoRI restriction site; therefore, the strand 
can be cut when the A allele is present, but not the G allele. A diagnostic digest with EcoRI was 
therefore used to genotype DNA samples and AA and GG homozygotes were selected for PCR. A 96-
well plate of test DNA was amplified using the volumes shown in Table 6. 
 
Figure 16: EcoRI cutting site disrupted by rs4888378. 
Table 6: Volumes for amplification of test DNA. 
Reagent Volume per 
reaction (µl) 
5×GC buffer 2 
dNTPs 0.2 
Primer luc1_for 0.05 
Primer luc1_rev 0.05 
DNA 10ng (dried) 
Phusion polymerase 0.1 
H2O 7.6 
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Amplified DNA was digested with EcoRI as per Table 7, and digested for 2 hours at 37°C. Digested 
DNA was visualised on an agarose gel to identify AA and GG homozygotes. 
Table 7: EcoRI digest. 
Reagent Volume per reaction (µl) 
10× EcoRI buffer 1 
EcoRI 0.15 (3 U) 
H2O 0.85 
DNA 8 
 
Samples of AA and GG genotype were selected. The samples were amplified in a 50 µl reaction using 
the appropriate primer pairs to produce fragment 1, 2, 3 and 4 (Table 8). 
Table 8: Volumes for amplification of luciferase fragment. 
Reagent Volume per 
reaction 
5×GC buffer 4 
dNTPs 0.4 
Forward primer 0.1 
Reverse primer 0.1 
Phusion 0.2 
H2O 10.2 
DNA 5 
 
2.4.2.3 Digest of pGL3-promoter 
The pGL3-promoter vector was digested with SalI and BamHI to allow ligation of the insert fragment 
at the polylinker site. The digest was set up according to Table 9 and incubated at 37°C overnight. 
Digest of the insert fragments was not required, as PCR with the In-Fusion primers introduces the 
appropriate sticky ends at the ends of the rs4888378 fragments. 
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Table 9: SalI and BamHI digest. 
Reagent Volume (µl) 
pGL3-promoter DNA (400ng/µl) 6 
SalI 2.5 (50 U) 
BamHI 2.5 (50 U) 
NEB buffer 3 5 
BSA 0.5 
H2O 33.5 
 
2µl CIP (calf intestinal alkaline phosphatase) was added to the reaction after digestion to remove 
phosphate groups from the 5’ end of the DNA strand, preventing recircularisation of the vector. 
The digested vector and amplified AA and GG fragments were run on a 1% and 1.8% gel respectively, 
and gel-purified according to the instructions of the GE Healthcare illustra DNA and gel band 
purification kit. 
2.4.2.4 In-Fusion cloning reaction 
To insert the fragments into the linearised pGL3-promoter vector, the reaction in Table 10 was set 
up for each fragment. The cloning reaction was incubated for 15 minutes at 50°C. 
Table 10: In-Fusion cloning reaction. 
Reagent Volume (µl) 
5× In-Fusion HD Enzyme Premix 2 
Linearised pGL3-promoter 50ng 
rs4888378 fragment 10ng 
dH2O To 10µl 
 
2.4.2.5 Transformation into NEB 5-alpha competent cells 
NEB 5-alpha competent E. coli cells (DH5α derivative) were thawed on ice and 50 µl was aliquotted 
into pre-chilled thin-walled tubes for the A-allele, G-allele and negative control. 4.5 µl of the A, G, or 
control (no insert) ligation product was added to each tube and the reactions incubated on ice for 20 
minutes. The reactions were heat-pulsed in a 42°C water bath for 1 minute, then immediately placed 
on ice for 2 minutes. The contents were added to 500 µl LB broth warmed to 37°C in a 1.5 ml tube 
and the contents shaken at 37°C for 1 hour. Transformed cells in LB were then spread onto LB agar 
plates with 50 µg/ml ampicillin, then incubated at 37°C overnight. Plates were then checked for 
68 
 
colonies; if colonies were present on the A and G plates and not on the negative control, A and G 
colonies were picked for plasmid purification. 
2.4.2.6 Plasmid purification (mini-prep) 
Four colonies each were picked from the A and G plates for each fragment. Each colony was 
inoculated into 500µl LB containing 100 µg/ml ampicillin, and shaken overnight at 37°C. Bacterial 
cells were first harvested by centrifugation at 8000 rpm at room temperature for 3 minutes. DNA 
was then purified following the instructions of the Qiagen Spin Mini-prep kit, and eluted in 30 µl 
dH2O. 
2.4.2.7 Diagnostic digest 
A diagnostic digest was performed on the mini-prep DNA with BamHI and SalI to verify that the 
fragment had been successfully inserted into the plasmid, as per Table 11. Digests were carried out 
in a reaction of 10µl for 2 hours at 37°C. Digest products were visualised on an agarose gel to check 
that two products of the expected sizes were present (5000 bp for the cut plasmid and 100-380 bp 
for the inserted fragments). Samples were then sent for sequencing to confirm the correct allele of 
rs4888378 was present and that the remainder of the sequence was correct. For each sample, 10 µl 
DNA was sent for sequencing at a concentration of 100 ng/µl, with primers diluted to 3.3 pmol/µl. 
Glycerol stocks were made of bacterial cultures the pGL3-promoter DNA with the four inserted 
fragments of A and G genotype, for long-term storage of plasmid DNA. 500 µl bacterial culture was 
added to 500 µl glycerol and the stocks stored at -80°C. 
Table 11: Diagnostic digest for luciferase fragment insertion. 
Reagent Volume per reaction (µl) 
Plasmid DNA 2 
SalI 0.5 (20 U) 
BamHI 0.5 (20 U) 
Buffer 3 1 
BSA 0.1 
H2O 5.9 
 
2.4.2.8 Plasmid purification (maxi-prep) 
Maxi-prep was carried out to obtain large quantities of DNA for transfection. Transformed NEB5α 
culture (one of each for allele A and G) was streaked out on LB-agar plates and incubated at 37°C 
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overnight. A colony from each plate was inoculated into 150ml LB with 300µl ampicillin, and shaken 
at 37°C overnight. Bacterial culture was centrifuged at 5000 g for 10 minutes. Plasmid DNA was then 
purified according to the instructions of the GenElute HP Plasmid Maxiprep Kit, and eluted in 3ml 
elution solution. To concentrate DNA, the solution was ethanol precipitated (as section 2.1.7) and 
DNA resuspended in 300 µl H2O. DNA concentration was measured using the Nanodrop. 
2.4.2.9 Transfection 
Huh7 cells were seeded into a 96-well plate 24 hours before transfection at 1.6×106 cells per well, a 
density previously ascertained to produce 80-90% confluency in this time. Cell medium was removed 
and the cells washed with PBS. 2ml trypsin was added for 3 minutes and 12ml EMEM then added to 
stop the reaction. Cells were counted and 1.6×106 cells added to each well. 
Plasmid DNA and controls for transfection were used at a concentration of 400ng/µl. puc18 was 
used as a background reading (negative control), and pGL3-promoter as a positive control. pRL-TK 
was used as a co-transfection control, at 1:200 ratio, in order to normalise for variable transfection 
efficiency. 
Two Opti-MEM based mixes were made up: master mix was made up with 12 µl pRL-TK (10 ng/µl) 
and 2928 µl Opti-MEM, and lipid mix was made up with 66 µl Lipofectamine 2000 and 3234 µl Opti-
MEM. 343 µl master mix or pure Opti-MEM was added to 7 µl of each vector DNA stock as in Table 
12. Lipid mix was prepared and incubated at room temperature for 5 minutes. 350 µl lipid mix was 
then added to each tube of vector DNA, creating a 700 µl transfection mix for each construct, and 
the resulting transfection mixes incubated at room temperature for 20 minutes. One row of a 96-
well plate of Huh7 cells was used for each construct. 50 µl transfection mix was added to each well 
of the appropriate row. The cells were then cultured in standard conditions for 48 hours. 
Table 12: Volumes of vector DNA and Opti-MEM mixes added for luciferase reporter assay transfection. 
Opti-MEM rather than master mix was used for the puc18 control, which was assayed without co-transfectant. 
Vector DNA was used at a concentration of 400 ng/µl. 
Construct Volume Mixes 
puc18 7μl 343μl Opti-MEM 
pGL3control 7μl 343μl master mix 
pGL3promoter 7μl 343μl master mix 
Fragments 1-4, alleles A and G (8 
total) 
7μl 343μl master mix 
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2.4.2.10 Measurement of luciferase expression 
LARII substrate was reconstituted using LARII buffer and Stop & Glo reagent according to the 
manufacturers’ instructions. Cells were washed twice with 1×PBS, and lysed by addition of 20µl 1× 
Promega lysis buffer and 20 minutes’ shaking. Luciferase was measured using Applied Biosystems’ 
TR717 Microplate Luminometer. T-tests were used to compare expression between insert fragment 
and control DNA, and between alleles of the insert fragment. 
2.5 Chapter 6: chromosome conformation capture 
2.5.1 Optimisation of protocols 
As current 4C protocols differ widely, many aspects of the method were tested and optimised before 
a final protocol was decided on. Areas of optimisation are described below. Where not otherwise 
stated, methods following the finalised protocol (section 2.5.2). 
2.5.1.1 Crosslinking protocol 
Cells were cultured and trypsinised as in section 2.5.2.1, then resuspended in 11.2 ml cell medium. 
To this solution, 312 µl or 624 µl 37% formaldehyde was added to the cells for a final concentration 
of 1% or 2% respectively. After 10 minutes the formaldehyde crosslinking reaction was quenched 
with the addition of 625 µl 2.5 M glycine for a final concentration of 129 mM. Treatment of 
crosslinked cells then proceeded as per the final protocol. After cell lysis, the molecular weight of 
crosslinked DNA was visualised on a gel and compared. 
2.5.1.2 Primary restriction enzyme 
SDS is required for the permeabilisation of nuclei in cross-linked cells, but its presence inhibits the 
action of restriction enzymes. While addition of detergents such as Triton X-100 quenches SDS to an 
extent, remaining SDS still impairs efficient digestion. Various primary restriction enzymes were 
therefore tested for their ability to digest crosslinked DNA in the presence of quenched SDS. 
Restriction enzymes were initially tested on genomic DNA in the presence of SDS and Triton X-100. 
HindIII, BamHI and DpnI were tested in 50 µl reactions consisting of 1 µg plasmid DNA (Promega’s 
pGL3-promoter reporter vector), 1 µl enzyme and variable SDS and Triton X-100 (0-0.3% SDS; 0-1.8% 
Triton X-100). 
Enzymes were also tested in various combinations on crosslinked cell DNA. HindIII, BamHI and EcoRI 
were tested on Hek293 and HUVEC crosslinked DNA, following the method in the final protocol, and 
digestion efficiency assessed by running undigested and digested controls on an agarose gel. 
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Subsequent restriction enzyme testing focused on the 4-cutter enzymes DpnII, CviQI and Csp6I. 
Hek293 and HUVEC DNA was again digested with these enzymes and the digestion products run on 
an agarose gel. 
2.5.1.3 SDS and Triton X-100 concentration 
Different concentrations of SDS and Triton X-100 were tested in the primary restriction digest in 
order to find concentrations that provided a sufficient yet quenchable volume of SDS. SDS was 
tested at a concentration of 0% (as a control), 0.1%, 0.2% and 0.3%, while Triton X-100 was used at a 
concentration of 0.6%, 1.2% and 1.8%. Digestion was tested on genomic and crosslinked cell DNA. 
2.5.1.4 First ligation 
A number of parameters were tested for the first ligation; in each case, ligation products were 
compared on an agarose gel. The reaction (as in the final protocol) was tested with and without the 
presence of 40 µl 10 mg/ml BSA. Ligation efficiency was compared on an agarose gel. 
2.5.1.4.1 Primer design (initial) 
After viewpoints and secondary fragments had been chosen and the efficacy of the restriction 
enzymes verified, primers for inverse PCR were designed. For each secondary fragment a forward 
and reverse primer were designed, referred to as the ‘read’ (primary restriction site) and ‘non-read’ 
(secondary restriction site) primer. In contrast to standard PCR, the primers were designed facing 
outwards from the secondary fragment so that when they have ligated into PCR circles, they amplify 
the captured fragment and the rest of the circle (Figure 17). 
Primers were designed using Primer3Plus212 in order to create primers with suitable length, GC 
content and melting temperatures (Tms), avoid primer dimer and hairpin formation, and check that 
primers do not match anywhere else in the genome. To create primers facing outwards, the 
sequence was rearranged: the 50 bp flanking the primary restriction site and the 100 bp flanking the 
secondary site were taken, swapped around and separated by a 100 bp stretch of N nucleotides to 
represent the captured sequence (Figure 17). Primer3plus was used to design a pair of primers to 
amplify the stretch of Ns. The read primer was designed as close as possible to the primary 
restriction site, while the nonread primer could be anywhere in the 100 bp region. Secondary 
fragments for which a suitable pair of primers could not be designed were discarded. For each 
sequence that allowed suitable primers, two pairs were ordered for testing on 4C library DNA. 
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Figure 17: Sequence rearrangement before primer design. The sequence of the secondary fragment is taken 
and rearranged into a form suitable for conventional primer design before being used in Primer3Plus. The 50 
bp adjoining the primary restriction site and the 130 bp adjoining the secondary restriction site are swapped 
over and connected with a 100 bp stretch of N-nucleotides, which serve as the placeholder for the unknown 
ligated fragment in the DNA circle. Primers are then designed to amplify this stretch of Ns. The available 
sequence for primer design by the secondary restriction site is longer because this primer will not be used to 
produce a sequencing read, so does not need to be as close to the restriction site. 
2.5.1.5 4C PCR 
2.5.1.5.1 Primer testing without adapters 
Many variables were tested for amplification of 4C library DNA. Test reactions were carried out in 
reaction volumes of 50 µl, following the proportions in the final protocol. Test PCR reactions were 
carried out on the appropriate 4C library DNA using three different polymerases: NEB’s Phusion 
High-Fidelity DNA Polymerase, Acqua Science’s PCR Master Mix and Roche’s Expand Long Template 
PCR System. 
PCR reactions were tested with template 4C library DNA at volumes of 10 ng, 20 ng and 40 ng, in 
order to find the optimum amount of template DNA (the point beyond which the amount of PCR 
product does not markedly increase with an increase in template). Different thermocycling 
conditions were assessed. A gradient of annealing temperatures from 58-66°C were tested, and total 
number of cycles was varied from 30 to 35. An NTC was included in each reaction to check for 
contamination and primer dimer. Genomic DNA was also included as a control; as primers face 
outwards from the secondary fragment, the product should not amplify from genomic DNA. Controls 
with only the “read” primer were also included to check for non-specific binding of primers. Again, 
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no product should amplify using only this primer. The final set of primers before addition of 
sequencing adapters is shown in Table 13. 
Table 13: Primer names and properties. Two pairs of primers were tested for each secondary fragment, where 
the sequence was amendable to primer design. 
Viewpoint Primer name Site Read/non-read 
Secondary 
fragment 
side 
Sequence (5’ – 3’) Length Tm 
BCAR1-1 
DpnII 
11_DpnII_R_NlaIII_Read DpnII Read Left CATTGTGCCGACATCTGG 18 59.6 
11_DpnII_R_NlaIII_Non NlaIII Non Right CCCCTTTCCCTCTAGATTCA 20 58.2 
11_DpnII_R_NlaIII_Non2 NlaIII Non Right GAGCTGTGGTGGTGATGATT 20 58.5 
BCAR1-1' 
Csp6I (left 
side) 
11p_Csp6I_L_DpnII_Read Csp6I Read Right AAGATGTCCGTGCCTGTG 18 58.1 
11p_Csp6I_L_DpnII_Read2 Csp6I Read Right CAAGATGTCCGTGCCTGT 18 58.1 
11p_Csp6I_L_DpnII_Non DpnII Non Left ACCTAGGCCTTTTTCTGTCG 20 58.5 
BCAR1-1' 
Csp6I (right 
side) 
11p_Csp6I_R_DpnII_Read Csp6I Read Left GTGGCTCCTTATCTCCCTGT 20 58.2 
11p_Csp6I_R_DpnII_Read2 Csp6I Read Left GGGAAGTGGCTCCTTATCTC 20 57.8 
11p_Csp6I_R_DpnII_Non DpnII Non Right TTCCCTATAGGACGGAGTGA 20 57.2 
SNP DpnII 
SNP_DpnII_R_Csp6I_Read DpnII Read Left CACAAAAACACCTGGTCTCC 20 58 
SNP_DpnII_R_Csp6I_Read2 DpnII Read Left ACAAAAACACCTGGTCTCCA 10 58 
SNP_DpnII_R_Csp6_Non Csp6I Non Right AGAAACTGCCCTTCCAGTCT 20 58 
SNP Csp6I 
SNP_Csp6I_L_NlaIII_Read Csp6I Read Right GGGACCCAAGTTTAAACAAA 20 57.9 
SNP_Csp6I_L_NlaIII_Read2 Csp6I Read Right GGACCCAAGTTTAAACAAACA 21 56.7 
SNP_Csp6I_L_NlaIII_Non NlaIII Non Left TAGTCACCCTGGCTGAAGTC 20 56.6 
 
2.5.1.5.2 PCR optimisation with adapters 
After confirmation of working primer pairs, these primers were ordered from Eurofins Genomics 
with the appropriate “read” or “nonread” Illumina sequencing adapter on the 5’ end. 
Read adapter: AATGATACGGCGACCACCGAGATCTACACACACTCTTTCCCTACACGACGCTCTTCCGATCT 
Nonread adapter: CAAGCAGAAGACGGCATACGAGATGTGACTGGAGTTCAGACGTGTGCTCTTCCGATC 
Primer concentration was tested using the new adapter primers. Primers were used in the PCR 
reactions at 200 pmol to 750 pmol. Reactions were again tested using genomic DNA template 
control and NTCs, and with 10-40 ng of template DNA. Thermocycling extension time was varied 
from 2 to 3 minutes per cycle. 
2.5.1.6 Next-generation sequencing 
Next-generation sequencing of amplified 4C libraries was tested with and without custom 
sequencing primers. Custom sequencing primers used were the applicable read primers for each 
amplified viewpoint. 
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2.5.2 Final protocol 
2.5.2.1 Cell culture and crosslinking 
Hek293 and Huh7 cells were cultured in DMEM with 10% FBS, while HUVECs were grown in 
Promocell Endothelial Growth Medium with serum-containing growth supplement. Between 12 and 
18 T-175 flasks were cultured to 90-100% confluence. Fresh 2.5 M glycine was prepared and filtered 
through 0.22 µm filter membrane. Medium was removed from cells and PBS added for 3 minutes to 
wash the cell surface. Cells were trypsinised and collected in 15 ml tubes, then spun down at 400 g 
for 4 minutes. Cells were resuspended in 2 ml medium each, then consolidated into one tube of cells 
and spun down again as before. Cells were resuspended in 11.2 ml medium for a final volume of 
11.25 ml. 50 µl was removed and set aside for counting cells. 
312 µl 37% formaldehyde was added to the cells for a final concentration of 1%, and the solution 
mixed for 10 minutes by gentle rocking on the rocking mixer. While cells were crosslinking, some of 
the cells removed for crosslinking were diluted 1 in 10 in cell medium in order to increase the range 
of countable cells. The diluted and undiluted cells were counted. After 10 minutes, the 
formaldehyde crosslinking was quenched with the addition of 625 µl 2.5 M glycine for a final 
concentration of 129 mM. The solution was mixed for 5 minutes on the rocking mixer, then placed 
on ice for 15 minutes. The cells were centrifuged at 480 g for 10 minutes. Supernatant was removed 
and the cells resuspended in PBS. The cell solution was then divided into 1.5 ml tubes in order to 
contain 10-20 million cells per tube. The tubes were centrifuged at 480 g for 5 minutes at 4°C. 
Supernatant was removed and the pellets flash-frozen in dry ice, then stored at -80°C. 
2.5.2.2 Cell lysis and first digestion 
Cell lysis buffer was made up with 10 mM Tris-HCl (pH 8.0), 10 mM NaCl, 0.2% Igepal CA-630 and 1× 
Thermo Halt Protease Inhibitor Cocktails. 1 × digestion buffer was also made up and pre-chilled, 
using the relevant digestion buffers for the restriction enzymes being used. Primary restriction 
enzymes used were DpnII (with its unique DpnII buffer) and Csp6I (with Thermo Fisher Buffer B). Cell 
pellets were thawed and resuspended in 660 µl chilled lysis buffer, and the solution mixed by 
pipetting, then homogenised using a plastic microcentrifuge tube pestle. The solution was left on ice 
for 15 minutes. 
A sample of 3 µl of the solution was taken and mixed with 3 µl methyl green-pyronin stain on a 
microscope slide and covered with a coverslip. Cells were then visualised under the microscope to 
check that individual nuclei (stained blue-green) had been isolated. If clumps of cells were still 
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visible, the cell solution was homogenised with the pestle and left for another 15 minutes. The cell 
solutions were then centrifuged at 2300 g at 4°C for 5 minutes. Supernatant was removed and the 
pellet washed with 500 µl chilled 1 × digestion buffer and spun again. The wash step was repeated 
once more. The final pellet was resuspended in 392 µl 1 × digestion buffer, to which 10 µl 10% SDS 
was added, to a final concentration of 0.2%. The mixture was incubated at 37°C for 1 hour, then in a 
65°C water bath for 10 minutes, with agitation every 2 minutes. 44.4 µl 20% Triton X-100 to a final 
concentration of 2% was added to quench SDS, and the solution shaken at 37°C for 1 hour. 
20 µl Undigested control sample was taken at this point to compare sizes of digested and 
undigested DNA, and stored at -20°C until use. Here 200 U of the primary restriction enzyme was 
added, and the solution incubated for 4 hours at 37°C with shaking. 200 U more enzyme was added 
at this point, and the solution incubated at 37°C with shaking overnight. Parafilm was used to seal 
the top of the tube to prevent evaporation. 
In the morning, 20 µl digested control was taken. Controls were processed as in 2.5.2.3. Digestion 
was stopped using heat-inactivation, if the primary restriction enzyme could be heat-inactivated, or 
addition of SDS. For heat-inactivation, the solution was placed in a 65°C water bath for 20 minutes, 
manually mixing the tube every few minutes. For SDS inactivation, SDS was added to a final 
concentration of 1.5% and the solution again heated at 65°C for 20 minutes with occasional 
agitation. 
2.5.2.3 Controls 
To 20 µl controls the following were added: 76.5 µl 10 mM Tris-HCl, 2.5 µl Proteinase K (20 mg/ml) 
and 1 µl RNase A (100 mg/ml). Crosslinks were reversed at 65°C for 4 hours. Controls were then 
phenol/chloroform extracted following the instructions of the 5 Prime heavy phase lock gel. Controls 
were then run on a 1% agarose gel to confirm that the undigested control produced a single high-
weight band, while the digested control produced a smear of lower weights. 
2.5.2.4 First ligation 
Digested DNA was transferred to a 15 ml tube and the reagents shown in Table 14 added. The 
ligation was then incubated at 16°C overnight. 
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Table 14: Volumes for first 4C ligation. 
Reagent Volume (µl) 
20% Triton X-100 1200 
10× NEB ligation buffer 800  
BSA 80 
dH2O 4900 
T4 DNA ligase 20 (120 U) 
Total 7000 
 
25 µl 20 mg/ml Proteinase K was added to the solution and the tube lid wrapped with parafilm to 
prevent evaporation.  The tube was incubated for 6 hours or overnight at 65°C to reverse cross-links. 
2.5 µl 100 mg/ml RNase A was added and the tube incubated at 37°C for 45 minutes. Ligated DNA 
was then phenol/chloroform extracted following the instructions of the 5 Prime 15 ml heavy phase 
lock kit. The result was ethanol precipitated and resuspended in 150 µl 10 mM Tris-HCl pH 7.5. This 
DNA was referred to as the “3C library”. 2 µl 3C library was run on an agarose gel to check ligation 
efficiency. 
2.5.2.5 Second digestion 
After controls were processed to check for successful primary digestion and ligation, ligated DNA 
was digested with the secondary enzyme. At this point DNA was no longer cross-linked and no SDS 
was present, so restriction digestion could proceed as standard. 1 µl of 3C library DNA was run on a 
1.5% agarose gel alongside reference samples of human genomic DNA (200, 500 and 1000 ng) and 
bands quantified using SynGene GeneTools, in order to estimate DNA concentrations of the 3C 
library. 
25-50 µg of 3C library DNA was digested overnight with the secondary restriction enzyme: DpnII, 
Csp6I or NlaIII. Digests contained 50 µl 10× applicable digestion buffer, 25-50 µg 3C library DNA, 5 µl 
secondary restriction enzyme and dH2O to a total volume of 500 µl. The digest reactions were 
incubated at 37°C overnight. 
5 µl second digest control was taken. 35 µl 10 mM Tris-HCl was added to dilute the sample and half 
of this run on a 1.5% agarose gel to check digestion efficiency. 
If DNA had digested sufficiently, the reaction was phenol/chloroform extracted using a 1.5 ml heavy 
phase lock tube, then ethanol precipitated, adding glycogen to a concentration of 0.4 µg/µl before 
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addition of sodium acetate and ethanol. DNA was resuspended in 100 µl dH2O, and the 
concentration measured on the Nanodrop. 
2.5.2.6 Second ligation 
The digested DNA was transferred to a 50 ml tube, to which the reagents in Table 15 were added. 
The ligation reaction was incubated at 16°C for 4 hours/overnight. 
Table 15: Volumes for second 4C ligation. 
Reagent Volume (µl) 
Digested 3C library 100 
10 × T4 ligase buffer 1400 
T4 ligase 20 (120 U) 
Milli-Q  12480 
Total 14000 
  
After ligation, the solution was phenol/chloroform extracted using 50 ml heavy phase lock tubes. To 
increase yield, the solution was back-extracted: the aqueous layer was transferred to a new tube, 
the phase lock gel pierced with a glass rod and an equal volume of dH2O added, mixed and 
centrifuged as before. The aqueous layer was transferred to the new tube. The solution was ethanol 
precipitated, adding 0.4 µg/µl before addition of sodium acetate and ethanol. DNA was resuspended 
in 100 µl 10 mM Tris-HCl. 
The final ligated DNA was purified using the illustra GFX PCR DNA and Gel Band Purification Kit, 
eluting in 50 µl 10 mM Tris-HCl. This is referred to at the 4C library. The DNA concentration was 
measured using the Nanodrop and the 4C library samples stored at -20°C.  
2.5.2.7 Amplification of 4C library 
After optimisation of 4C-PCR, amplification reactions were scaled up. Each 4C library was amplified 
in 16 reactions of 50 µl, using the Sigma-Aldrich Expand Long Template PCR System.  The reaction 
was set up as shown in Table 16. Thermocycling conditions are shown in Table 17. 
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Table 16: Volumes for large-scale amplification of 4C library. 
Reagent Volume (µl) 
Expand Long Template Buffer 1 80 
dNTPs (10 mM) 16 
Primer 1 (10 pmol/µl) 80 
Primer 2 (10 pmol/µl) 80 
Expand Long Template Polymerase Mix 12 
4C library (10 ng/µl) 160 
dH2O  372 
Total 800 
 
Table 17:  4C PCR thermocycling conditions. 
Cycle step Temperature (°C) Time (s) Number of cycles 
Initial denaturation 95 120 1 
Denaturation 94 10 
35 Annealing 55 60 
Extension 68 180 
Final extension 68 300 1 
 
2.5.2.8 Quantification of amplified 4C library 
Amplified 4C samples were quantified on the Agilent 2100 BioAnalyzer using the Agilent DNA 1000 
kit. 4C DNA was diluted to 20 and 40 ng/µl, and the chip was loaded and prepared according to the 
kit instructions. Data was recorded and analysed using Agilent 2100 Expert Software. After 
confirming that suitable peaks were recorded for the DNA ladder and upper and lower markers, DNA 
size and amount was recorded. 
2.5.2.9 Quantification of sequenceable DNA 
To check for the presence of a DNA library that can be suitably sequenced with Illumina next-
generation sequencing chemistry, the New England Biolabs NEBNext Library Quant Kit for Illumina 
was used. This qPCR kit checks for the presence of the Illumina sequencing adapters, and allows 
quantification of the sequenceable library using supplied DNA standards. 
Following the instructions of the kit, amplified 4C library was diluted in 1× NEBNext Library Quant 
Dilution Buffer to 1:1,000, 1:10,000 and 1:100,000. The qPCR reactions were prepared in a 384-well 
plate as per the instructions. The qPCR assay was run on the ABI 7900HT Fast Real-Time PCR System 
using the thermocycling conditions shown in Table 18. The DNA standard curve was produced using 
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the amplified DNA standard data, and the concentration of undiluted sequenceable DNA in each 
sample calculated using the standard curve. 
Table 18: Thermocycling protocol for qPCR of 4C libraries. Thermocycling followed the instructions of the New 
England Biolabs NEBNext Library Quant Kit for Illumina. 
Cycle step Temperature (°C) Time (s) Cycles 
Initial Denaturation 95 60 1 
Denaturation 
Extension 
95 
63 
15 
45 
35 
 
2.5.2.10 Next generation sequencing of amplified 4C libraries 
The final amplified 4C libraries were sequenced to produce sequence reads that could be mapped to 
the genome to identify interacting genomic regions. Sequencing was carried out on the Illumina 
MiSeq Desktop Sequencer, with the MiSeq Reagent Kit v2. 
Following the kit instructions, amplified 4C samples were diluted to 4 nM in 0.2 N NaOH, then to a 
final concentration of 12 pM in HT1 buffer. After the first sequencing attempt, 20% and later 50% 
2nM PhiX control was added to the samples to increase base diversity at the start of the sequence 
reads.  One sequencing run used custom primers: the PCR “read” primers with linked Illumina 
adapter sequence. These were diluted to 0.5 µM and loaded onto the cartridge as per the 
manufacturer’s instructions. Subsequent sequencing runs used only the standard Illumina 
sequencing primers supplied in the cartridge. After loading the DNA samples and custom primers 
onto the reagent cartridge, the cartridge was inserted into the MiSeq and the sequencing run 
started. 
2.6 Chapter 8: protein assays 
2.6.1 General methods for protein assays 
2.6.1.1 Cell lysis 
Immediately after treatment with media or growth factors, cell plates were placed on ice and 
medium removed by aspiration. Cells were washed twice with PBS. Cells were then lysed with 
addition of RIPA buffer (30mM Tris/HCl, pH 7.4, 150mM NaCl, 1% Nonidet P40, 0.5% sodium 
deoxycholate and 2 mM EDTA) with 1 × protease inhibitor cocktail and 1 × phosphatase inhibitor 
cocktail. 80 µl RIPA was used for each well of a six-well plate and 50 µl for each well of a 12-well 
plate. Cell were scraped and pipetted into 1.5 ml microcentrifuge tubes on ice. Samples were 
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vortexed for ten seconds and centrifuged at 4°C for 10-15 minutes at 16,000 g to pellet cell debris. 
Supernatant was transferred to a fresh tube. 
2.6.1.2 Protein measurement and standardisation 
The BioRad DC Protein Assay was used to measurement. Solution A’ was made up with 1ml Solution 
A and 20µl Solution S. To the wells of a 96-well plate, 25µl solution A’, 200µl solution B, and 5µl 
sample or RIPA buffer (as a blank) were added and the plate left for 15 minutes at room 
temperature. Protein concentrations were measured using Tecan GENios Microplate Reader and 
Magellan 3 software, and the results used to standardise protein concentration. 
2.6.1.3 Western blot 
NuPAGE Sample Reducing Agent and NuPAGE LDS Sample Buffer were added to 1× concentration to 
each sample. The solution was vortexed briefly, incubated at 98°C for 3 minutes and placed on ice. If 
not being loaded immediately, samples were stored at -20°C. 
The electrophoresis module was assembled with a NuPAGE 4-12% Bis-Tris 1.0mm gel. 1× NuPAGE® 
MOPS SDS Running Buffer was added to fill the inner chamber and half-fill the outer chamber. 10 µl 
sample was loaded onto the gel, with 10 µl Spectra Broad Range Protein Ladder as a marker. 
Electrophoresis was carried out at 200V for 50 minutes. 
Invitrolon PVDF membrane (0.45 µm pore size) was soaked in methanol, rinsed in dH2O and soaked 
in 1× NuPAGE Transfer Buffer with 10% methanol. Two filter paper sheets, sponges for the transfer 
module and the gel were also soaked in transfer buffer. The sponges, gel, membrane and filter paper 
were assembled in the transfer module as shown in Figure 18, the module placed in the tank and the 
chamber filled with transfer buffer. The transfer was run at 35V for one hour. 
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Figure 18: Assembly of components for membrane transfer. All components are soaked in transfer buffer 
before assembly. Charge running from the cathode to the anode stimulates transfer of proteins from the gel to 
the PVDF membrane. 
After transfer, the membrane was blocked for one hour in 5% skimmed milk in PBST. The membrane 
was cut into sections to probe for the proteins of interest. Sections were incubated overnight with 
the primary antibodies to the proteins of interest diluted to 1/1000 (or as per manufacturer’s 
instructions) in 5% milk in PBST. Membranes were subsequently washed with PBST for 10 minutes 
three times and incubated for one hour with the appropriate secondary antibody diluted to 
1/10,000. Membranes were again given three ten-minute washes. 
2.6.1.4 Western blot: protein detection 
Proteins were detected using the Bio-Rad Clarity Western ECL Blotting Substrate. For each 
membrane, 0.5 ml peroxide reagent and 0.6 ml luminol/enhancer reagent were mixed and added to 
the membrane for five minutes. Protein location was captured by either exposing the membrane to 
film and developing the film with the Konica SRX101A tabletop processor, or by directly capturing 
fluorescence with the Syngene G:BOX Chemi XRQ and GeneSys v1.5.0.0 software. 
2.6.2 Assays with GFP-BCAR1 fusion expression vector 
A GFP-BCAR1 fusion construct was obtained from the Cardiovascular Biology and Medicine group. 
The fusion construct was produced by cloning the BCAR1 gene into the pEGFP-C2 vector at EcoRI and 
BamHI restriction sites, as shown in Figure 19. 
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Figure 19: Map of pEGFPC2-BCAR1 plasmid. The plasmid was used as the wild-type BCAR1 expression vector, 
and for site-directed mutagenesis to create the mutant vector. The BCAR1 gene had previously been cloned 
into the plasmid. The position of the base change equivalent to rs1035539, changing a coded proline to serine, 
is marked by “P76S”. Figure created in Snapgene213. 
2.6.2.1 Site-directed mutagenesis 
Site-directed mutagenesis was performed on the pEGFP-C2/BCAR1 construct using Agilent 
Technologies’ QuikChange Lightning mutagenesis kit, in order to change the base at the location of 
the rs1035539 SNP. Primers with the rs1035539 A allele were designed using Agilent Technologies’ 
QuikChange Primer Design tool214. Primer sequences are shown in Table 19. 
Table 19: Site-directed mutagenesis primer sequences. 
Primer Sequence (5’ – 3’) 
SDM_for CAGGGCCTGGCTCCGGCCCTCCC 
SDM_rev GGGAGGGCCGGAGCCAGGCCCTG 
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The mutagenesis reaction was prepared according to Table 20 and amplified according to the 
thermocycling conditions shown in Table 21. 
Table 20: Volumes for QuikChange reaction. 
Reagent Volume (µl) 
10× QuikChange Lightning Buffer 2.5 
QuikSolution 1.5 
dNTP mix 1 
QuikChange Lightning Enzyme 1 
H2O 16 
dsDNA template (100ng/µl) 1 
Forward primer (100ng/µl) 1 
Reverse primer (100ng/µl) 1 
 
Table 21: Site-directed mutagenesis thermocycling conditions. 
Cycles Temperature (°C) Time (min:sec) 
1 95 2:00 
 95 0:20 
30 60 0:30 
 65 3:30 
1 65 5:00 
 
After PCR, 1 µl DpnI endonuclease was added to the reaction and incubated for 10 minutes at 37°C. 
DpnI is specific for methylated and hemi-methylated DNA, and therefore digests the parental DNA 
template: DNA isolated from E. coli is dam methylated, while the mutated new templates are not. 
2.6.2.2 Transformation and mini-prep plasmid purification 
The original (referred to as wild-type) and mutated pEGFP-C2/BCAR1 construct was transformed into 
OneShot TOP10 chemically competent cells, following the manufacturer’s protocol. 50µl aliquots of 
the cells were thawed on ice and 4µl vector DNA added to each aliquot. The cells were left on ice for 
30 minutes, heat-pulsed at 42°C for 30 seconds and immediately placed on ice for 2 minutes. 250 µl 
room-temperature SOC medium was added and the vials shaken at 37°C for one hour. 
The transformed cells in LB were then spread onto LB agar plates with 50 µg/ml kanamycin and 
incubated at 37°C overnight. Four colonies were picked from the wild-type and mutant plates and 
inoculated into 5 ml LB containing 50µg/ml kanamycin, and shaken overnight at 37°C. 
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Bacterial cells were harvested by centrifugation at 6000 g at room temperature for 3 minutes. DNA 
was then purified following the instructions of the Qiagen Spin Mini-prep kit, and eluted in 50 µl 
dH2O. Construct DNA was sequenced by Source BioScience to confirm the correct mutation of the 
rs105339 allele. DNA was sent for sequencing to confirm the presence of the mutant. 
After confirmation of correct sequence, 50 µl bacterial culture for the wild-type and mutant 
constructs was inoculated into 150 ml LB with 50 µg/ml kanamycin, and shaken at 37°C overnight. 
The cultures were centrifuged at 5000 g for 10 minutes. Plasmid DNA was then purified according to 
the instructions of the GenElute HP Plasmid Maxiprep Kit, and eluted in 3ml elution solution. DNA 
was isopropanol precipitated and resuspended in 300µl H2O. Concentration was measured using the 
Nanodrop. DNA was then sent for sequencing across the whole gene, and the results compared to 
the reference sequence to check that no base changes had been introduced, with the exception of 
the mutated rs1035539 variant. 
2.6.2.3 Cell culture and transfection 
HEK293 (human embryonic kidney 293) and COS-7 cells were used for transfection of the BCAR1 
plasmid. HEK293 and COS cells were cultured in Dulbecco’s modified Eagle medium (DMEM) 
containing 10% FBS, and maintained at 37°C, 5% CO2. 
For transfection, cells were seeded into a 12-well plate containing 1 ml medium per well. For each 
well, 3 µl Lipofectamine 2000 (Invitrogen) was mixed with 250 µl Opti-MEM, and 1 µg plasmid DNA 
mixed with 250 µl Opti-MEM. Each mix was incubated at room temperature for 5 minutes. The DNA 
mix was then added to the Lipofectamine mix, and incubated at 20 minutes at room temperature. 
Solutions were added to the wells containing the cells. Cells were then left at 37°C 5% CO2 for 24 
hours and then serum-starved overnight (DMEM with 10% FBS was replaced with DMEM with 0.5% 
FBS) in preparation for treatment. 
Four plasmids were used to transfect COS and HEK293 cells for BCAR1 assays. The four plasmids are 
referred to in this section as “GFP”, “wild-type”, “mutant” and “15F” respectively. 
1. pEGFP-C2: basic GFP vector without BCAR1 inserted. The vector was used as a negative 
control and for normalisation of transfection efficiency. 
2. pEGFP-C2/BCAR1(WT): pEGFP-C2 vector with wild-type BCAR1/GFP fusion protein (proline 
at position 76). 
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3. pEGFP-C2/BCAR1(M): pEGFP-C2/BCAR1 with mutation coding serine at position 76, 
corresponding to the amino acid substitution caused by the SNP rs1035539. 
4. pEGFP-C2/BCAR1(15F): pEGFP-C2/BCAR1 coding for an “unphosphorylatable” version of the 
BCAR1 protein. 15 key tyrosine residues in the substrate domain are mutated to 
phenylalanine and can no longer be phosphorylated. 
2.6.2.4 Signalling assays 
COS cells transfected with the four plasmids were used for signalling assays. Cells were cultured in 
standard conditions as described in section 2.1.6, then transfected and serum-starved overnight as 
per 2.6.2.3. Cells were treated with serum-free medium (SFM), or SFM with 2 ng/ml epidermal 
growth factor (EGF), 5 mM manganese chloride (MnCl2) or 10 µM Nilotinib. Treatment times were 5, 
5, 10 and 20 minutes respectively. Cells were lysed and proteins detected as per 2.6.1. Proteins 
detected were total BCAR1, phosphorylated BCAR1 (tyrosine 410) and GAPDH. 
2.6.2.5 Protein localisation assay 
HEK293 cells were transfected with the GFP, wild-type and mutant plasmids. After serum-starvation 
overnight, cells were plated into 8-well cell culture microscope slides and treated for five minutes 
with serum-free medium or medium with 5% FBS. After treatment, medium was removed and 4% 
formaldehyde added to fix cells. Fixed cells were stored at 4°C. Location of the GFP-BCAR1 fusion 
proteins was visualised using confocal microscopy. 
2.6.2.6 Wound healing assay 
COS cells were used for the wound closure assay. Cells were transfected with the four GFP plasmids 
as per 2.6.2.3. After transfection they were plated into an Essen ImageLock 96-well plate at a density 
of 3.5×104 per well. Cells were serum-starved overnight. The Essen WoundMaker was used to create 
700-800 µM wide scratch wounds in the cell layer in each well of the plate. Distilled water and 70% 
ethanol were placed in the two wash boats, and the WoundMaker pin block was placed in the water 
and ethanol wash boats for five minutes each. The 96-well plate was then placed in the plate holder 
with the lid removed, and the pin block was placed on top of the plate. The lever was pressed to 
create the wounds, the pin block removed, and the pin block washed as before. The 96-well plate 
was then placed in the Essen BioScience IncuCyte ZOOM incubator, where cells were incubated at 
37°C, 5% CO2 as normal. Scans of the cell surface were scheduled every 2 hours, allowing 
quantification of the rate of wound closure. 
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2.6.2.7 siRNA knockdown of endogenous BCAR1 
The Accell Human BCAR1 (9564) siRNA (Dharmacon) (target sequence CCAGGAAUCUGUAUAUAUU) 
was transfected into HUVEC cells to knock down endogenous BCAR1. The BCAR1 siRNA was initially 
resuspended in 100 µl RNase-free water for a concentration of 50 nmol/µl. A control siRNA with 
scrambled sequence was resuspended in the same conditions. HUVECs were seeded into two wells 
of a 6-well plate at 1.75×105 per well. The two siRNA mixes were made by mixing 4 µl (0.2 nmol) 
resuspended siRNA (BCAR1 or control) with 176 µl Opti-MEM. Oligofectamine mix was made by 
mixing 21 µl Opti-MEM with 21 µl oligofectamine, and incubated for 10 minutes at room 
temperature. 20 µl of oligo mix was then added to each siRNA mix, and the mixture incubated at 
room temperature for 25 minutes. Cells were then washed and 800 µl pre-warmed Opti-MEM added 
to each well. 200 µl of the oligo-siRNA mixes was added to the BCAR1 and control wells, and the cells 
incubated as normal for 4 hours. 500 µl 30% FBS in Opti-MEM was added for a final concentration of 
10% FBS. After 24 hours, cell medium was changed to endothelial cell medium with growth 
supplement, and cells were assayed after 48 hours. 
2.6.3 HUVEC transfection 
Successful transfection of HUVECs was desired for two areas of the thesis: to perform luciferase 
reporter assays to assess the intronic SNP rs4888378’s effect on gene expression, and to express 
wild-type and mutant BCAR1 protein for signalling and functional assays. Various methods were 
tested to try and achieve successful transfection of HUVECs, involving lipid reagents or 
electroporation. 
2.6.3.1 Lipofectamine 2000 
HUVECs were seeded in a six-well plate at 1.5×105 cells per well. Medium was changed 24 hours 
later. Four lots of 150 µl Opti-MEM were measured out, to which Lipofectamine 2000 
(ThermoFisher) was added at 6, 9, 12 and 15 µl to create the lipid mixes. 10 µg of pEGFP DNA was 
diluted in 600 µl Opti-MEM, and 150µl of the DNA mix added to each lipid mix. Solutions were 
incubated for 5 minutes at room temperature, then 250 µl of each mix added to a well of cells. GFP 
expression was monitored using fluorescence microscopy. 
2.6.3.2 Lipofectamine 3000 
Transfection was carried out on HUVECs in 24 wells of a 96-well plate, following the Lipofectamine 
3000 (ThermoFisher) protocol. Two volumes of Lipofectamine 3000 and two volumes of pEGFP DNA 
were tested. Lipofectamine 3000 was tested at 0.15 and 0.3 µl per well, and DNA at 0.1 and 0.5 µg 
87 
 
per well. Lipid mix was made up by diluting 0.9 µl or 1.8 µl Lipofectamine in 30 µl Opti-MEM. DNA 
mix was made by diluting 0.1 µg or 0.5µg DNA and 1.2 µl P3000 reagent in 30 µl Opti-MEM. The DNA 
mix was then added to the lipid mix, and the DNA-lipid complex incubated for 5 minutes at room 
temperature. 10 µl DNA-lipid complex was then added to each well, and cells checked for 
transfection efficiency with fluorescence microscopy. 
2.6.3.3 Comparison of Lipofectamine 3000, jetPEI-HUVEC and electroporation 
Transfection efficiency of Lipofectamine 3000, jetPEI-HUVEC (Polyplus transfection) and 
electroporation were compared using both the pEGFP and pEGFP-BCAR1(WT) plasmids. Transfection 
took place in a 12-well plate, in which 4 wells of 7×104 cells per well were plated out. 24 hours later, 
cell medium was replaced with fresh ECM, and cells were transfected with the two plasmids using 
Lipofectamine 3000 and jetPEI-HUVEC (one plasmid and lipid reagent combination per well). 
Lipofectamine lipid mix was made up using 3 µl Lipofectamine with 100 µl Opti-MEM. Each 
Lipofectamine DNA mix contained 1 µg plasmid DNA, 2 µl P3000 reagent and 50 µl Opti-MEM. 50 µl 
lipid mix was added to each DNA mix, and the solutions were incubated at room temperature for 5 
minutes. 100 µl was then added dropwise to each well. 
JetPei lipid mix was made up with 8 µl JetPei and 100 µl NaCl. Each JetPei DNA mix contained 2 µg 
plasmid DNA and 50 µl NaCl. 50 µl lipid mix was added to each DNA mix, and the solutions vortexed 
and spun down briefly, then incubated at room temperature for 30 minutes.  
Electroporation used 1.5 × 105 cells per well to account for cell death as a result of electroporation. 
For electroporation, cells were not plated out in advance. 3 × 105 cells were spun down and 
resuspended in 200 µl Mirus buffer. 100 µl of the cell solution was added to two 0.2 cm Mirus 
cuvettes containing 2 µg GFP and GFP-WT DNA, and electroporated using the Amaxa Nucleofector I 
on setting V-001. The electroporated solutions were each added to 1.5 ml medium and all added to 
wells. Cells were monitored for GFP signal on the IncuCyte. 
2.6.4 BCAR1 virus production and infection 
Two adenoviruses were produced using the Gateway system (ThermoFisher) in order to examine the 
effects of wild-type and mutant BCAR1. Adenoviruses are non-enveloped viruses with a double-
stranded DNA genome; on infection, viral DNA is introduced into the host cell but is not 
incorporated into the host genome. Adenoviruses were used as the delivery vehicle for BCAR1 due 
to their ability to infect a wide variety of cell types, and in particular their ability to infect HUVECs215. 
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The Gateway cloning system allows a DNA fragment to be inserted into an entry vector (here 
pENTR3C), then transferred into a larger virus-specific destination vector which can be used for viral 
infection. 
2.6.4.1 Virus entry vector construct 
The BCAR1 gene had been cloned into the pENTR-3C Gateway dual selection vector by the 
Cardiovascular Biology and Medicine group (Figure 20). DNA sequences of choice can be easily 
cloned into this vector, then transferred into the destination vector. 
 
Figure 20: Map of pENTR3C-BCAR1 plasmid. The plasmid was used as the wild-type entry vector for 
production of adenovirus, and basis for site-directed mutagenesis to create the mutant vector. The BCAR1 
gene had previously been cloned into the plasmid. The position of the base change equivalent to rs1035539, 
changing a coded proline to serine, is marked by “P76S”. Figure created in Snapgene213. 
2.6.4.2 Site-directed mutagenesis 
The gene sequence in the plasmid is identical to that used for the pEGFP-BCAR1 expression vector. 
Therefore, the same site-directed mutagenesis primers and protocol was used as in 2.6.2.1.However, 
the thermocycling protocol was altered due to the shorter length of the vector (4912bp to the 
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pEGFP-BCAR1 vector’s 7326bp), reducing the extension time to 2m30s. 1 µl DpnI was added to the 
mutagenesis product and incubated for 10 minutes at 37°C to digest the parental DNA template. 
2.6.4.3 Transformation and plasmid purification 
The mutagenesis product was transformed into XL10-Gold ultracompetent cells. Cells were thawed 
on ice and 45 µl added to pre-chilled thin-walled tubes. 2 µl β-mercaptoethanol mix was added to 
each aliquot of cells and the cells kept on ice for 2 minutes. 2 µl vector DNA was added to each 
aliquot and the tubes gently swirled and incubated on ice for 30 minutes. Cells were heat-pulsed at 
42°C for 30 seconds, then placed on ice for 2 minutes. Cells were then added to 500 µl preheated 
(37°C) LB, and shaken at 37°C for 1 hour. 
The pENTR3C vector contains a kanamycin resistance gene which allows selection of positive 
transformants. The cells in LB were spread onto LB agar plates with 50 µg/ml kanamycin and 
incubated at 37°C overnight. Four colonies were picked from each plate and inoculated into 5 ml LB 
containing 50 µg/ml kanamycin, and shaken overnight at 37°C. Bacterial cells were harvested by 
centrifugation at 6000 g at room temperature for 3 minutes. DNA was then purified following the 
instructions of the Qiagen Spin Mini-prep kit, and eluted in 30 µl dH2O. A diagnostic digest was 
performed to confirm that the gene had been cloned correctly into the pENTR3C vector. SalI and 
EcoRV were used to digest the vector. The vector should therefore be cut at both the polylinker sites 
and halfway through the BCAR1 gene, where a SalI site is present. The reaction was set up as in 
Table 22 and digested for 90 minutes at 37°C. 
Table 22: Volumes for diagnostic digest of pENTR3C clone. 
Reagent Volume (µl) 
DNA 6 
SalI 0.5 (10 U) 
EcoRV 0.5 (10 U) 
NEBuffer 3 1 
BSA 0.1 
dH2O  1.9 
Total 10 
 
When the digest had confirmed the presence of the BCAR1 gene, mutated DNA was sent for 
sequencing. After confirmation of the correct sequence, 50 µl of the mutated bacterial culture was 
inoculated into 150 ml LB with 50 µg/ml kanamycin, and shaken at 37°C overnight. The cultures were 
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centrifuged at 5000 g for 10 minutes, and plasmid DNA purified according to the instructions of the 
GenElute HP Plasmid Maxiprep Kit, eluting in 3ml elution solution. DNA was isopropanol precipitated 
and resuspended in 300µl H2O. The clone sequenced across the whole gene, and the results 
compared to the reference sequence to check that no additional base changes had been introduced. 
2.6.4.4 Cloning into pAd/CMV/V5-DEST destination vector (LR recombination reaction) 
 
Figure 21: Map of pAd/CMV/V5-DEST destination vector. Image from ThermoFisher: pAd/CMV/V5-DEST™ 
and pAd/PL-DEST™ Gateway® Vectors manual. 
After the production of the entry clone, an LR recombination reaction is carried out to transfer the 
sequence of interest into the destination vector. The destination vector used here was 
pAd/CMV/V5-DEST (Figure 21), which contains genes essential for synthesis of adenoviral proteins. 
Both the entry and destination vectors contain attL/attR sequences, which react specifically with 
each other to transfer the sequence.  
The LR Clonase II reaction was set up for the wild-type and mutated vectors, and a control vector 
(pENTR-GUS). Each reaction was set up with 1 µl pENTR vector (50 ng/µl stock), 2.75 µl 
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pAd/CMV/V5-DEST vector (50 ng/µl stock), 2 µl LR Clonase II mix, and 4.25 µl TE (pH 8). Reactions 
were incubated at 37°C for 1 hour. 1 µl supplied Proteinase K was added and the reaction incubated 
for 10 minutes at 37°C. 
The attR sequences in the destination vector flank the ccdB gene, which is toxic to the cell. This 
provides negative selection, as a successful recombination reaction produces an expression vector 
with the gene of interest rather than the ccdB gene. The product of the LR recombination reaction 
must be transformed into competent cells that do not contain the F’ episome, as these cells contain 
the gene ccdA, which compensates for the negative selection provided by the ccdB gene. As the 
destination vector contains the ampicillin resistance gene rather than the kanamycin resistance 
gene, selection plates use ampicillin to prevent growth of cells with the entry clone. 
The LR Clonase II reaction product was therefore transformed into One Shot OmniMAX 2 T1 Phase-
resistant Cells. Three vials of cells were thawed on ice for the wild-type, mutant and control 
reactions. 1 µl DNA was added to each vial and mixed gently, then incubated on ice for 30 minutes. 
Cells were heat-shocked at 42°C for 30 seconds, then placed on ice for 2 minutes. 250 µl pre-
warmed (37°C) SOC medium was added to each vial, and shaken at 37°C for 1 hour. The solution was 
then plated onto LB agar plates with 50 µg/ml ampicillin, and incubated at 37°C overnight. 
The next day, after confirming that colonies were present on the wild-type and mutant plates but 
not negative control, DNA was purified according to the instructions of the GenElute HP Plasmid 
Maxiprep Kit, and ethanol precipitated as before. DNA concentrated was measured using the 
Nanodrop and sent for sequencing to confirm the correct base, correct BCAR1 sequence, and 
alignment with the pDEST vector after the attR1 site. 
2.6.4.5 PacI digest 
pDEST vectors were digested with PacI. Digestion with PacI exposes the left and right viral ITRs, 
allowing proper viral replication and packaging, and removes the bacterial sequences. 10 µg DNA 
was digested in a 100 µl reaction, with 10 µl NEB CutSmart buffer and 2 µl PacI. The DNA was then 
purified with phenol/chloroform extraction, following the instructions of the 5 Prime Heavy Phase 
Lock Gel. DNA was then ethanol precipitated and resuspended in 100 µl. 
2.6.4.6 Preparation of adenoviral stock 
PacI-digested destination vectors were transfected into HEK293 cells for large-scale production of 
adenovirus. HEK293 cells were plated into two 6-well plates. The following day, the pAd/CMV/V5-
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DEST-BCAR1 wild-type and mutant vectors were transfected into the cells using Lipofectamine 2000. 
4 µg WT and mutant DNA was mixed with 1 ml Opti-MEM, while for each the WT and mutant, 12 µl 
Lipofectamine 2000 was diluted in 1 ml Opti-MEM. These were incubated at room temperature for 5 
minutes, then the DNA mix added to the lipid mix and these incubated for 20 minutes. 500 µl of the 
mix was added dropwise to 4 wells each for the WT and mutant. 
After 1-3 days, when cells were confluent, each 6-well plate was split into six T175 flasks. Culture 
medium was replaced every 2-3 days until visible regions of cytopathic effect were seen. The viral 
infection was left to proceed until about 80% cytopathic effect was seen. 
Cells were removed from the plate by pipetting with a 10 ml pipette and transferred to a 50 ml tube. 
Freeze/thaw cycles were then performed to prepare a crude viral lysate, allowing the cells to lyse 
and release viral particles. Tubes of harvested cells were placed at -80°C for 30 minutes, removed 
and thawed in a 37°C water bath for 15 minutes. These two steps were repeated twice for a total of 
three freeze-thaw cycles. 
2.6.4.7 Virus purification 
Purified virus was produced from the crude viral lysate using the PureSyn Adenopure Adenovirus 
Purification Kit. After the final thaw of the three freeze-thaw cycles, cell debris was pelleted by 
centrifuging the samples at 2000 g for 5 minutes at room temperature. 50 µl of 25 U/µl Benzonase 
was added to each lysate and the solution mixed and incubated at 37°C for 30 minutes. Lysates were 
then diluted, equilibrated, loaded onto the virus module and eluted following the instructions of the 
Adenopure kit. The final elution volume was 4.5-5 ml. 
2.6.4.8 Virus dialysis 
Eluted wild-type and mutant BCAR1 viruses were dialysed in order to replace the elution buffer with 
a glycerol-containing TE buffer more suitable for long-term storage. Dialysis was performed using 3-
12 ml Thermo Scientific Slide-A-Lyzer Dialysis Cassettes (10,000 molecular weight cut-off). Two 
cassettes were immersed in the dialysis buffer, sterile TE for 1-2 minutes to hydrate the membrane. 
A 18-gauge syringe was used to load the wild-type and mutant virus solution into the cassettes. Each 
cassette was floated in 1 L TE and the solution mixed using a magnetic stirrer for 4 hours at room 
temperature. The TE buffer was then replaced with 1 L TE with 10% glycerol, and the solutions with 
cassettes mixed overnight at 4°C. A syringe was then used to remove the viral solution from the 
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cassettes, and both solutions were filter-sterilised with a 0.2 µm filter. Viral solutions were 
subsequently stored at -20°C. 
2.6.4.9 Measurement of viral titre 
Viral titre was measured using the QuickTiter Adenovirus Quantitation Kit. DNA standards were 
prepared by serial dilution of the supplied standard, and final solutions for measurement were 
prepared in duplicate following the manufacturer’s instructions. Fluorescence was measured using 
the TECAN GENios Fluorescence, Absorbance and Luminescence Microplate Reader with 480/520 
nm filter, and recorded using TECAN Magellan data analysis software. Adenovirus titre was 
calculated using the viral solution RFUs and the standard curve. 
2.6.5 BCAR1 protein assays in HUVECs 
Production of adenovirus expressing wild-type and mutant BCAR1 allowed assays to be carried out 
on these proteins in HUVECs. 
2.6.5.1 HUVEC culture and infection 
Pooled HUVECs were obtained from Promocell and cultured in Promocell Endothelial Cell Medium 
with added serum-containing growth supplement. Cells were maintained at 37°C, 5% CO2. Before 
viral infection, cells were seeded into a 6-well plate. 24 hours later, 1 µl viral solution was added to 
each well. After 48 hours, cells were serum-starved overnight by replacing cell medium with 
Endothelial Cell Medium containing 0.5% serum. 
2.6.5.2 Signalling assays 
For signalling assays, HUVECs were infected with wild-type or mutant BCAR1 virus, control virus (GFP 
or lacZ-expressing virus) or no virus. 
After 48 hours, cells were treated with 25 ng/µl VEGF. 10 µl VEGF (50 µg/ml) was added to wells at 
timepoints of 0 (i.e. no VEGF), 5, 10, 20, 40 and 60 minutes. During treatment cells were incubated 
at 37°C, 5% CO2. After treatment, cells were immediately placed on ice and lysed as in 2.6.1.1. 
Samples were run on a gel and proteins detected as in 2.6.1.3. Proteins detected were: total BCAR1, 
phosphorylated BCAR1 (Y410) and phosphorylated BCAR1 (Y249), total paxillin, phosphorylated 
paxillin (Y119), Akt and GAPDH. Total protein amounts were quantified using GeneSys v1.5.0.0 
software and compared using two-way ANOVA. 
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2.6.5.3 Well migration assays 
HUVECs were infected with wild-type or mutant BCAR1 virus, control virus (GFP or lacZ-expressing 
virus) or no virus. 750 µl ml serum-free endothelial cell medium was added to each well of a 24-well 
plate. Control wells contained only serum-free medium, while treatment wells contained 25 ng/µl 
VEGF. Transwell inserts made of low-pore-density polyethylene terephthalate (8 µm pore size) 
(Falcon, BD Biosciences) were then added into each well. Cells were trypsinised and resuspended at 
a concentration of 3 × 105 cells/ml. 500 µl of cell suspension was added into each well insert, giving 
1.5 × 105 cells per well. Cells were incubated in standard conditions for 4 hours. The inserts were 
then removed, and cells on the upper side of the inserts that had not migrated through the 
membrane were removed with cotton buds, leaving only those that had successfully migrated 
through to the other side. 
Membranes were then fixed and stained following the instructions of the Reastain Quik-Diff kit. Cells 
that had migrated to the lower side of the membrane were therefore stained, and were counted at 
400× magnification using a microscope. After four independent experiments containing 2-3 repeats 
of each treatment/plasmid combination, number of migrated cells were compared between 
treatment/no treatment and plasmid expressed using two-way ANOVA. 
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3 Bioinformatics analysis of the CFDP1-BCAR1-TMEM170A locus 
3.1 Introduction 
Genome-wide association studies have identified many novel loci for complex diseases such as CHD, 
but implicating a genetic locus is only the first step to discovering the basis for these associations. As 
discussed in the introduction, the presence of linkage disequilibrium provides the means by which 
tag SNPs can represent a haplotype containing many additional SNPs. However, this means that in 
areas of strong LD, GWAS signals cannot implicate a single variant with the trait, as all variants in LD 
will be correlated. Of these correlated variants, it is often unclear which is likely to be directly 
causing a change in the phenotype. 
Strong phenotypic changes created by a single SNP are often the result of a non-synonymous coding 
variant that alters the amino acid and resultant protein structure. For example, sickle cell anaemia is 
characterised by homozygosity for the minor T allele of rs334, coding for a valine instead of glutamic 
acid at position six of the haemoglobin protein216. Identifying these non-synonymous risk variants 
can be relatively straightforward as they have a predictable effect on protein structure. However, 
the majority of disease-associated variants found by GWAS are in non-coding areas of the 
genome217,218. In the CARDIoGRAMplusC4D meta-analysis looking for CAD risk loci, for example, 77% 
of associated variants occurred in intergenic or intronic regions6. Being unable to alter protein 
structure, such variants are therefore likely to exert the phenotypic effect through disruption of 
gene expression. 
While the non-coding regions that make up the majority of the genome was traditionally largely 
regarded as unused “junk” DNA, genomic annotation projects like ENCODE are assigning increasing 
functionality to these intronic and intergenic regions219. Some variants in these non-coding areas 
have been shown to have a functional effect on cardiovascular disease risk220–222, but genetic 
regulation is still an area consisting of many unknowns, and numerous methods can be required to 
investigate the possible effects on regulation at an associated locus. 
Gertow and colleagues identified a locus on chromosome 16 that was associated with cIMT and 
CAD119, but the causal variant at the CFDP1-BCAR1-TMEM170A locus, and the basis behind the 
genetic association, are not known. The aim of this chapter was to investigate the chromosome 16 
cIMT locus to determine which variants might be good candidates for functionality, and to explore 
which gene or genes at the locus they might be acting on to cause the effect. 
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In Gertow et al’s study, genotyping did not follow a genome-wide approach, where a genotyping 
array examines SNPs spaced across the genome in order to tag as many SNPs as possible. Instead the 
Metabochip was used; as described in section 1.2.5.1, this is a custom genotyping array that tests 
200,000 SNPs concentrated at loci already known to be of metabolic and cardiovascular interest114. 
While it allows fine-mapping of known cardiovascular loci, it leaves relatively sparse coverage at 
non-focused regions, as was the case for the CFDP1-BCAR1-TMEM170A locus, which had not 
previously been implicated in cardiovascular traits from GWAS. The discovery of the lead SNP at the 
locus therefore results in the possibility for a potentially large number of functional variants. The 
functional variant tagged by the lead SNP, rs4888378, could be any of those in strong LD with it. The 
first stage of analysis was therefore to find SNPs in LD with the lead SNP. 
The online tool SNAP (SNP Annotation and Proxy Search) was used to find such SNPs, and these 
taken forward for further analysis. SNPs in strong LD with the lead SNP were identified using the 
1000 Genomes Pilot 1 data set196, which at the time of analysis was the most up-to-date population 
available for LD calculation. After selection of candidate SNPs and functional analysis, more 
comprehensive 1000 Genomes Phase I data became available, and variants in LD were re-calculated 
and analysed. Bioinformatics tools were used to prioritise the likely functionality of these SNPs. The 
likelihood of functionality of a SNP was evaluated by examining its location (for example, whether it 
is present in protein-coding regions) and by looking at regulatory characteristics annotated by 
ENCODE219 and the NIH Roadmap Epigenomics Mapping Consortium132. 
Data from chromatin immunoprecipitation (ChIP-seq) assays show regions bound by DNA-binding 
proteins; variants in these areas might be expected to affect the binding and action of transcription 
factors223. The histone modifications present on the chromatin also provide information about the 
potential function of a region. For example, the methylation and acetylation marks H3K4me3 and 
H3K9ac mark areas consistent with promoters, while H3K4me1 and H3K27ac are generally found in 
active regulatory elements such as enhancers. Other marks indicate functions such as transcription 
start (H3K79me2) or repressive elements (H3K9me3)219,224. Variants in these areas are therefore 
more likely to affect regulation of gene expression. 
Hypersensitivity to the DNase I enzyme is a mark of chromatin accessibility, and correlates with the 
presence of regulatory elements such as promoters and enhancers225. Mapping of DNase I 
hypersensitivity by DNase-seq in ENCODE allowed over 2 million unique DNase I hypersensitive sites 
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to be mapped to the genome. Variants in these areas are again more likely to have an effect on 
regulation.  
In addition to looking for the variant that is responsible for the association, the phenotypic effect of 
the locus was explored on a wider scale by examining genes whose expression was associated with 
the lead SNP. Variants associated with the expression of genes are known as expression quantitative 
trait loci (eQTLs)226. Data from eQTLs does not help to distinguish functional variants from a 
haplotypic block; if eQTL data is from the same population, the same patterns of LD will be present 
and all SNPs in LD will be correlated with expression. Such data therefore cannot prove that a SNP is 
directly influencing expression. However, by implicating the gene or genes that are associated with 
the measured phenotype, we can understand more about how the functional variant might be 
causing the effect. This can also give clues about the location of the functional variant; for example, 
if the lead SNP is associated with expression of a certain gene at the locus, it may be useful to look at 
any variants in strong LD that are present in the promoter of this gene. 
Gertow and colleagues’ discovery study conducted eQTL analyses on the lead IMT SNP in the 
Advanced Study of Aortic Pathology (ASAP) and Biobank of Karolinska Endarterectomies (BiKE) data 
sets.  ASAP comprises gene expression data from biopsies of liver, mammary artery and ascending 
aorta tissue from patients undergoing aortic value surgery, while BiKE has expression from 
atherosclerotic tissue from patients undergoing endarterectomies. All surgeries were carried out at 
Karolinska University Hospital in Stockholm, Sweden, and SNP genotype was obtained from patients’ 
DNA samples using the Illumina Human 610W-Quad Beadarray. Using tissues relevant to the cIMT 
phenotype (thoracic aorta intima-media, aortic adventitia, mammary artery, heart, liver, human 
plaque and peripheral blood mononuclear cells), Gertow and colleagues looked at the relationship 
between the lead SNP and expression of the nine genes within 200 kb of the locus. Allele-specific 
expression was observed for TMEM170A, for which the association was strongest, BCAR1 and LDHD, 
suggesting that functional variation at the locus may be acting through the expression of one of 
these genes (Figure 11). 
To extend the analysis, looking at whether allele-specific expression was replicated in a different 
data set and different tissues, expression by rs4888378 allele was here examined using the publically 
available Genotype-Tissue Expression (GTEx) portal155, and other publicly available eQTL resources 
were examined for variants of interest at the locus, to look for insight into active regulatory 
elements. 
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3.2 Results 
3.2.1 Selection of candidate SNPs 
While the lead SNP, rs4888378, may itself be exerting a functional effect causing increased cIMT, it 
may also be tagging a functional variant or variants with which it is in LD. LD analysis using 1000 
Genomes project data indicated 214 variants in strong LD (r2 ≥ 0.8) with rs4888378 (Figure 22), 
implicating any of these as a potential candidate for the functional variant. These variants spanned 
the genes CFDP1, TMEM170A and CHST6. None of these SNPs were non-synonymous coding SNPs, 
located within splice junctions or in predicted miRNA binding sites, thus any function of these SNPs 
affecting cIMT was likely to be a result of effects on gene regulatory elements. 
 
Figure 22: Linkage disequilibrium plot for lead SNP rs4888378. Data from 1000 Genomes (Pilot 1); graph 
plotted with data and R script from SNAP197. Lead SNP rs4888378 is shown in red; other variants are shown 
relative to their position at the locus (x-axis) and LD (r2) with rs4888378 (y-axis). The majority of variants in 
strong LD lie within CFDP1 and TMEM170A, and they may affect these genes, or lie within enhancer regions 
which affect expression of other genes. Chromosome coordinates are based on NCBI Build 36.1 (hg18). 
Potential regulatory effect of the variants in strong LD was assessed using ENCODE, Roadmap and 
the ElDorado tool, as described in section 2.2. SNPs with certain regulatory features were assumed 
to be more likely to have a functional effect. Variants were taken forward for further analysis if they 
fulfilled all of the following conditions: located within protein binding sites (based on ChIP-seq data), 
located in or within 200 bp of a DNaseI hypersensitive site, located in promoter or enhancer histone 
signatures, and disrupt a predicted transcription factor binding motif. These regulatory marks can be 
visualised using online tools such as the UCSC Genome Browser127 and HaploReg133. 
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Five variants passed the criteria, which were selected for further analysis along with the lead SNP, 
rs4888378: rs4888379, rs4888392, rs2865530, rs3743609, and rs11643207. Table 23 shows each 
selected SNP with the strengths of associated regulatory marks. Figure 23 shows the position of each 
chosen SNP on the UCSC Genome Browser in relation to annotated histone marks, DNaseI 
hypersensitivity and bound proteins. Figure 24 shows an example of a SNP in strong LD with 
rs4888378 with insufficient regulatory marks, and that was therefore not chosen for further analysis. 
Table 23: Chosen SNPs with associated regulatory marks. 
* Indicates DNaseI hypersensitive sites within 200 bp of the SNP 
 
    
Histone marks 
DNaseI 
hypersensitivity 
 
Altered binding 
motifs 
SNP 
Position 
(hg19) 
Genetic 
location Alleles 
MAF 
(EUR) 
Promoter 
(H3K4me3, 
H3K9ac) 
Enhancer 
(H3K4me, 
H3K27ac) 
Cell 
types Score 
Bound 
proteins 
(UCSC) HR ElDorado 
rs4888378 75332041 
CFDP1 
(intronic) A/G 0.57 0 8 8* 239 1 3 9 
rs4888379 75340231 
CFDP1 
(intronic) A/T 0.56 12 19 51 776 23 3 4 
rs4888392 75412262 
CFDP1 
(intronic) C/T 0.57 4 18 83* 1000 10 6 5 
rs2865530 75414376 
CFDP1 
(intronic) G/T 0.57 1 12 23 763 29 2 3 
rs3743609 75467021 
CFDP1 
(intronic) C/G 0.56 24 0 77 1000 41 9 2 
rs11643207 75498793 
TMEM170A 
(5' flanking 
region) C/T 0.63 20 3 125* 1000 74 5 2 
 
 
Figure 23: Selected SNPs with annotated bound proteins, promoter- and enhancer-associated histone marks, 
and DNaseI hypensensitivity clusters. H3K4me3 histone marks signify areas consistent with promoters, while 
H4K4me1 and H3K27ac marks signify areas consistent with enhancers. SNPs in strong LD with the lead SNP 
were viewed on UCSC Genome Browser127 with these relevant regulatory tracks to visualise their location in 
regards to genes at the locus and other SNPs in strong LD. 
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Figure 24: Example of an unselected SNP. SNPs such as rs4888390 were not selected for further analysis due 
to their lack of bound proteins, promoter- and enhancer-associated histone marks, and proximity to DNaseI 
hypersensitivity clusters. Figure adapted from UCSC Genome Browser127. 
The final six selected SNPs with their locations in relation to the genes at the locus, and reasons for 
selection, are shown in Figure 25. These SNPs were taken forward for functional analysis to 
determine their likelihood of affecting gene expression. Analysis of 1000 Genomes Phase I data 
which had become available after the initial analysis showed a further 56 variants in strong LD with 
rs4888378. These were analysed using regulatory data as above, but none passed the threshold for 
further analysis. 
 
Figure 25: Location of chosen SNPs at the CFDP1-BCAR1-TMEM170A locus. SNP locations are shown in 
relation to the genes CFDP1 and TMEM170A, with the reasons for choice highlighted. *DNaseI hypersensitive 
site within 200 bp of the SNP. 
 
3.2.2 eQTL analysis 
It has previously been shown in Gertow and colleages’ study that the lead SNP rs4888378 was 
associated with at least nominal significance with expression of TMEM170A, BCAR1 and LDHD in 
aortic media, aortic adventitia and carotid plaque119.  The gene expression dataset GTEx was used to 
extend the analysis and find out which relationships could be replicated. Again, the association 
between rs4888378 and transcripts from the nine genes within 200 kb of the lead SNP were tested. 
The blood vessel tissues aortic artery, coronary artery and tibial artery were selected for study. 
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Of the gene transcripts examined, three showed nominally significant allele-specific expression with 
rs4888378: BCAR1, LDHD and CFDP1, while the association with TMEM170A was not replicated 
(Figure 26 and Figure 27, Table 24). Only the BCAR1 association was present in more than one tissue 
(aortic artery and tibial artery) and remained significant after correction for multiple testing. It also 
showed the highest effect sizes (β = 0.22 to 0.26 per G allele on normalised gene expression). 
Association in coronary artery tissue was borderline significant before correction. As seen in Figure 
26, expression of BCAR1 increases with each G allele – the allele associated with higher IMT and CAD 
risk in the discovery study. 
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Figure 26: BCAR1 expression by rs4888378 genotype in aortic, coronary and tibial artery tissues. Data and 
graphs from Gene-Tissue Expression (GTEx) Portal155, accessed February 2016. Of the nine genes analysed at 
the locus, only associations with BCAR1 remained significant after correction for multiple testing. Expression of 
BCAR1 was shown to increase with each high-risk allele of the SNP. 
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Figure 27: (a) LDHD and (b) CFDP1 expression by rs4888378 genotype in aortic artery. Data and graphs from 
Gene-Tissue Expression (GTEx) Portal155, accessed February 2016. Expression of these genes was associated 
with rs4888378 genotype in aortic artery only, but the association did not remain after correction for multiple 
testing. 
Table 24: Association between rs4888378 and expression for genes at the CFDP1-BCAR1-TMEM170A locus. 
Data from GTEx Browser155. Effect size is expression per G allele. 
*Represents significant association (p < 0.05) between genotype and expression (BCAR1, CFDP1, LDHD). 
**Represents association significant after correction for multiple testing (BCAR1). 
Gene Tissue 
 Aortic artery Coronary artery Tibial artery 
 p-value Effect size p-value Effect size p-value Effect size 
BCAR1 6.70×10-10** 0.26 0.052 0.13 8.90×10-12** 0.22 
CFDP1 0.031* 0.086 0.067 -0.13 0.94 -0.0029 
CHST6 0.62 -0.035 0.19 0.1 0.23 0.055 
CTRB1 0.099 0.16 0.1 0.21 0.31 0.085 
CTRB2 0.32 0.1 0.26 0.15 0.84 0.016 
LDHD 0.03* -0.11 0.29 -0.075 0.94 0.0026 
TMEM170A 0.6 0.023 0.78 -0.024 0.16 -0.054 
ZFP1 0.94 -0.0044 0.32 0.065 0.085 0.083 
ZNRF1 0.28 0.072 0.97 -0.0035 0.11 -0.079 
 
Analysis of the Gilad/Pritchard eQTL browser, which shows eQTL identified by various studies227 
indicated 7 eQTL variants at the locus. These variants were present in non-blood-vessel tissues, and 
as GTEx now provides a more up to date eQTL resource than this browser, were not taken forward 
for further analysis. However, two DNase sensitivity QTLs (dsQTLs) were present, which give distinct 
information from eQTLs, showing variants at which chromatin accessibility is associated with allele. 
rs73605136 near BCAR1, and rs247454 in CHST6 were identified as dsQTLs in Yoruban 
lymphoblastoid cell lines (Figure 28). These loci represent variants likely to directly affect chromatin 
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accessibility and transcription factor binding or nucleosome occupancy, and were therefore chosen 
for further analysis to explore their function. The two variants were in only weak LD with the lead 
SNP rs4888378; however, as with eQTL analysis, they were chosen for investigation as studying the 
effects of different regulatory elements at the locus may indicate through which genes the 
functional variation is working. 
 
Figure 28: dsQTLs at the CFDP1-BCAR1-TMEM170A locus. Data shown is from the Gilad/Pritchard eQTL 
browser227. rs73605136 is shown to affect local DNaseI sensitivity  
 
3.3 Discussion 
This chapter used bioinformatics tools to investigate the chr16 cIMT locus, with the aim of 
prioritising variants most likely to have a regulatory effect and investigating allele-specific gene 
expression at the locus. 
3.3.1 Selection of candidate SNPs 
The first obstacle in investigating GWAS results is often presented by the LD blocks that mask the 
functional variant. The CFDP1-BCAR1-TMEM170A locus had a particularly strong extent of LD, with 
214 variants in strong LD with the lead SNP. These were all selected for investigation of regulatory 
elements. 
Regulation data from ENCODE, RoadMap Epigenomics and ElDorado was used to evaluate the 214 
variants in strong LD for their regulatory potential. One criterion was the presence of the variant in a 
proven transcription factor binding site, as assayed by ChIP-seq data, with the idea that such a 
variant is more likely to disrupt binding, with possible downstream effects. ChIP experiments have 
previously been used to verify functional SNPs in disease; for example, a SNP in the gene FGFR2 
(fibroblast growth factor receptor 2) was found to affect binding of the transcription factor Runx2 in 
vitro (using EMSA) and in vivo (using ChIP), subsequently regulating FGFR2 regulation and risk of 
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breast cancer228. Disruption of a predicted TF binding motif was therefore also used as a condition of 
candidate SNPs, using the tools Haploreg and Genomatix’s ElDorado. Of the SNPs with the features 
above, these were used to select variants with changes in strong predicted transcription factor 
binding motifs, as assessed by core similarity (nucleotide similarity to the four consecutive highest 
conserved bases in the motif) and matrix similarity (nucleotide similarity across the whole motif) in 
ElDorado. 
Location in or close to a DNase-I hypersensitive site was also deemed to be important. Risk variants 
for disease have been shown to be enriched in these sites229,230, and as they act as markers for 
regulatory elements, variants here are more likely to disrupt regulatory activity.  
Regulatory elements are also indicated by different histone signatures, characterised by methylation 
and acetylation present on specific residues of histone tails. It has been shown that using these 
histone marks can be used to assign certain functions to genomic regions231, so they could be used 
to select only variants present in areas consistent with promoters (H3K4me3 and H3K9ac) and 
enhancers (H3K4me1 and H3K27ac). Fulfilment of the above regulatory conditions determined the 
shortlist of candidate SNPs to be taken forward for functional analysis (chapter 5). 
Previous studies have used similar methods of examining regulatory annotations to select candidate 
functional SNPs, such as a study that used ENCODE regulatory data to select SNPs in regulatory 
elements in the 9p21 cardiovascular risk locus, finding SNPs in an enhancer impair binding of STAT1 
and drive CKDN2BAS expression232. Another study identified a variant altering ANGPTL3 expression 
and CAD risk through characterisation of regulatory marks and assays on DNA-protein binding and 
chromatin accessibility233.  
Bioinformatics data were used in this chapter to aid in the selection of potential regulatory SNPs, but 
it should be considered that decisions on candidate SNPs cannot be made with complete confidence.  
It is first necessary to choose the r2 LD threshold over which variants are said to be in strong LD. An 
r2 value of 0.8 was chosen here to follow the general consensus among researchers and online tools; 
Haploreg, PLINK and SNAP use 0.8 as the default threshold of strong LD and tagging SNPs133,197,200. 
Any threshold r2 value will necessarily be arbitrary to an extent, and it cannot be ruled out that the 
functional variant is in lower LD with the lead SNP than the cut-off used, particularly considering the 
low coverage of the region by the CardioMetabochip. However, with such a large pool of potential 
SNPs, such thresholds are necessary in order to provide a manageable pool of the most likely 
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candidates. It is also possible that the functional variant is not present on the 1000 Genomes panels 
used for LD analysis and therefore not included in this study. However, re-analysis with the 1000 
Genomes Phase I data did not show that a potentially functional variant had been overlooked. 
To investigate whether a functional SNP may have been missed by imposing an LD cut-off of 0.8, the 
coverage of the locus by the CardioMetabochip was later examined. 
Variant data for all SNPs at the locus (defined as the 305 kb region containing rs4888378 bordered 
by recombination hotspots) was used to identify Metabochip SNPs, and pairwise LD calculated 
between these and all other SNPs. Figure 29 shows the maximum LD of all common SNPs (MAF 
>0.05) with SNPs on the Metabochip. 60.7% of common SNPs (MAF > 0.05) were in strong LD (r2 ≥ 
0.8) with a Metabochip SNP and therefore tagged by it. SNPs above the r2 = 0.8 threshold and tagged 
by the chip are on average more common, so these are more likely to be captured by the chip. 
These calculations were carried out after functional analysis of chosen SNPs, so did not influence the 
method of selection. It should also be noted that this was a basic analysis that did not consider IMT-
association values of the other Metabochip SNPs as this was not available from the original 
association study. With this additional data, SNPs could have been prioritised or rejected based on 
strength of LD with other SNPs with different phenotypic association strengths. The calculations 
nevertheless provide an indication that although the majority of common SNPs at the locus were 
covered, it is possible that a functional variant was present in those not examined.
 
 
 
Figure 29: Common SNPs (MAF > 0.05) at the CFDP1-BCAR1-TMEM170A locus and their highest LD with any SNP on the Metabochip. SNPs are shown with their location 
relative to the genes at the locus, their highest LD with any SNP on the Metabochip (this SNP indicated by colour), and their minor allele-frequency (shown by size of point). 
SNPs in strong LD with Metabochip SNPs tend to be more common, but some common SNPs still lie below the threshold.
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Pairwise LD calculations between SNPs are dependent on the cohort from which the samples are 
taken. A large number of genotyped individuals gives better confidence to LD calculations. The 1000 
Genomes Pilot I data used a subset of the final cohort, so pairwise LD calculations were not finalised, 
and were a less accurate estimate of the real value. The more complete 1000 Genomes Phase I data 
was later used when this became available and examined with HaploReg, slightly altering the 
candidate list: 39 SNPs were removed from the “strong LD” band and 56 new ones were introduced. 
The changing nature of such results is likely to be an issue in bioinformatics until large enough 
datasets are produced and become established as standards. Larger sequencing efforts, such as 
Genomics England’s 100,000 Genome Project, are likely to provide a robust catalogue of variation in 
UK subjects234. 
The CEU (Northern and Western European) 1000 Genomes data set was used to calculate LD with 
the lead SNP, to match IMPROVE, the discovery cohort. Linkage disequilibrium is strongly influenced 
by population substructure, due to the different demographic histories of ethnic groups. European 
and Asian populations generally have more extensive LD blocks than African populations235,236. SNPs 
in LD with the study’s lead SNP should therefore be calculated from a similar population to the one 
genotyped to obtain the correct pool of SNPs tagged by the genotyped SNP. 
The different patterns of LD observed between ethnic groups may provide useful advantages for 
research. Carrying out GWAS in ethnic groups other than Europeans would produce different 
association signals surrounding functional variants, allowing the pool of potential functional variants 
to be narrowed down. Previous studies have used this method to refine trait-associated loci; for 
example, Willer and colleagues carried out refinement on Teslovich’s 2010 blood lipids GWAS in 
Europeans60 to fine-map loci of interest116. Additional genotyping was carried out using the 
Metabochip in European, African, East Asian and South Asian populations; despite the relatively 
small sample sizes of the non-European populations, the differences in LD allowed fine-mapping of 
signals that in Europeans had been broader. Another study carried out trans-ethnic fine-mapping of 
blood lipid loci in African, East Asian and European populations, finding additional signals at some 
loci that increased explained phenotypic variance by 1.3-1.8×, and narrowing the lists of candidate 
variants at multiple genes237. 
Fine-mapping using multiple ethnic groups is of particular value in African populations, who have 
with shorter haplotype blocks and, on average, fewer SNPs in LD with a lead variant236. However, to 
obtain such benefits, future cohorts will need to diverge from the current model of largely 
 109 
 
European-based cohorts: currently only 3% of published GWAS consist of African Americans, and 
less than 1% for other ethnic groups238. Additionally, for sparsely-covered loci such as the chr16 IMT 
locus, using a genotyping chip with denser coverage at the locus, or whole genome sequencing, 
would be advisable in order to separate out the association signal. 
Using regulatory data to prioritise SNPs for analysis, as was performed here using ENCODE and 
Roadmap regulatory data, necessarily involves some degree of speculation, especially when the pool 
of potential candidates is large. A semi-quantitative method was used to choose SNPs, requiring 
presence of multiple regulatory features and changes in predicted transcription binding motifs 
above a particular threshold. The online tool Haploreg v3 was used to consolidate regulatory data 
into an easily viewable format, but a degree of subjectivity remains, meaning there is a chance that 
some suitable candidates are missed. A fully quantitative method of scoring SNPs would be ideal. At 
the time of analysis, RegulomeDB134 only contained early data from the ENCODE project, but it has 
now been brought up to date with current ENCODE and Roadmap releases and represents a viable 
choice for ranking SNPs. The NIH’s LDlink199, which was also not available at the time of analysis, is 
also a useful tool that provides information about SNPs in LD and scoring their regulatory potential. 
As more data is produced about regulatory elements, particularly using new assays for 
understanding genetic regulation, variant annotation tools such as these are likely to be able to 
score variants with increased confidence. 
3.3.2 eQTL analysis 
Expression analyses are valuable in the investigation of a trait-associated locus in order to 
understand how functional variation is causing a phenotypic change. Expression assays in relevant 
tissues from the ASAP and BiKE studies revealed associations of rs4888378 with TMEM170A (in 
aortic intima-media and adventitia), and nominal significance with BCAR1 (in carotid plaque) and 
LDHD (in aortic intima-media and adventitia). The protective minor allele was associated with lower 
TMEM170A and BCAR1 expression, and higher LDHD expression. While there is a possibility of false 
positives due to multiple testing, the association with multiple genes supports the idea that 
rs4888378 may be present in an enhancer acting on multiple promoters. 
To further investigate allele-specific expression with rs4888378, tissue expression data was 
examined from the GTEx portal, a resource combining gene expression from multiple tissues with 
information about genetic variation, in order to identify eQTLs. Expression data was analysed from 
aortic artery, coronary artery and tibial artery.  Of the genes analysed, LDHD and CFDP1 showed 
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nominally significant allelic differences in expression in one tissue, but only BCAR1 remained 
significant after multiple testing, and showed differences in more than one tissue (aortic artery and 
tibial artery). The relationship was in the same direction as that seen previously with BiKE data, with 
the protective A allele being associated with lower expression. 
These expression data back up the idea that the functional variant is having a phenotypic effect 
through the regulation of a gene or genes at the locus. The strongest candidate from these sets of 
data, BCAR1, is a particularly interesting gene for IMT phenotypes. In endothelial cells, growth 
factors such as VEGF stimulate phosphorylation of the BCAR1 protein, which is required for cell 
migration166,185, whereas in vascular smooth muscle cells, BCAR1 is required for cell contraction 
through actin polymerisation186, with phosphorylated BCAR1 being linked to the actin cytoskeleton 
through tensin 1162. Growth factor-stimulated migratory responses of VSMCs, important in the 
development of atherosclerosis, are mediated through BCAR1, and its expression and 
phosphorylation promote formation of neotima187. Due to these roles in blood vessel tissues, 
Gertow and colleagues speculate that the causal variant may be regulating transcription of BCAR1 in 
these cells. 
This hypothesis is supported by the eQTL data, which shows the protective A allele to be associated 
with lower expression of BCAR1. Further work would investigate whether candidates for a functional 
variant directly cause a change in gene expression. 
eQTL analysis with the Gilad/Pritchard eQTL browser does not provide means for specified variant-
gene expression associations to be calculated as GTEx does, but only shows eQTLs with genome-
wide significance. However, examination of the browser revealed 7 general eQTL variants at the 
locus in lymphoblastoid cell lines, liver and monocytes. As GTEx now provides more comprehensive 
eQTL analysis with user-specified variant-transcript calculations, and as the cells lines studied from 
the Gilad/Pritchard eQTL browser were of limited interest for blood vessel phenotypes, these 
variants were not taken forward for further analysis. However, two dsQTL loci were chosen for 
functional analysis because genetic variants altering chromatin accessibility may directly indicate 
functional variants that lead to differences in gene expression239. DNaseI sensitivity, as a quantitative 
marker of open chromatin, has been shown to correlate with active regulatory regions. As the 
majority of dsQTLs act on nearby areas of chromatin, more confidence can be placed in a dsQTL 
carrying out the functional effect, compared to an eQTL variant where LD can span longer distances. 
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The source of samples must be taken into account regarding eQTL data. Ethical and practical issues 
preclude the option of taking multiple tissue biopsies from healthy subjects; ASAP and BiKE biopsies 
are from patients undergoing aortic valve surgery and endarterectomies. GTEx biopsies are taken 
from autopsies within 24 hours of death, from donors aged 21-70 who have died from 
cerebrovascular, liver, renal, respiratory or neurological causes or traumatic injury. It should 
therefore be considered that gene expression in these data sets may not be representative of that in 
healthy individuals. 
3.3.3 Conclusions and further work 
In this chapter, over 200 SNPs were identified in LD with the CFDP1-BCAR1-TMEM17A locus lead 
SNP. Bioinformatic tools with ENCODE, Roadmap and other data were used to assess regulatory 
features around these SNPs, from which a shortlist of SNPs for further analysis was drawn up. 
Previous eQTL data at the locus, and new eQTL data from the GTEx portal were combined to identify 
a gene of particular interest at the locus, and to give clues about how we would expect the 
functional SNP to affect gene expression. Two dsQTLs were identified for further analysis, to find out 
how modification of chromatin accessibility might affect genetic regulation.  
Further work will follow four main areas: 
1. Having identified candidate functional SNPs, functional analysis should be carried out on 
these to determine their effect on protein binding, and on whether they directly affect gene 
expression. 
2. To investigate further through what mechanism the functional variant is affecting IMT, 
association of the locus with other traits should be investigated in other cohorts. 
Identification of other phenotypes may give clues as to the pathways involved in the 
association. 
3. The locus under investigation is gene-dense, with functional variation that may be affecting 
a number of genes, not necessarily the one it is closest to. An alternative method or 
methods of studying genetic regulation, particularly across distance, should be investigation. 
4. Other methods of investigation of genetic regulation, particularly across distance, should be 
investigated. 
5. This chapter has focused on the regulatory potential of SNPs to affect gene expression, due 
to the absence of protein-coding SNPs in the high-LD candidate list. However, looking at how 
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any SNPs affecting protein structure may disrupt phenotype may also give clues about 
through which gene we expect the functional variant to act. 
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4 Genotyping and association analyses of regulatory variation 
4.1 Introduction 
This chapter investigates further the association between the CFDP1-BCAR1-TMEM170A locus and 
IMT phenotypes, by looking at IMT and the additional phenotype IMT progression. It was 
hypothesised that studying additional locus-phenotype relationships may provide more information 
about the mechanism of the locus’s association with IMT. Thus association analysis was carried out 
using a cohort with the related phenotype IMT progression, Progressione della Lesione Intimale 
Carotidea (PLIC). This was a cohort of general population subjects, in contrast to IMPROVE with its 
high-risk participants. Analyses were also carried out in the original discovery cohort, IMPROVE, and 
for replication, three cohorts used for replication in Gertow and colleagues’ original study were used 
(WhiteHall II, Edinburgh Artery Study, Malmö Diet and Cancer Study)119. 
The speed at which carotid intima-media thickness is increasing is a distinct variable from a static 
value, and may differ from IMT in its relationships with other risk factors and genetic loci. Unlike 
single measures of IMT, progression variables are the combination of atherosclerotic burden at 
multiple time points. Cardiovascular biomarkers have been shown to vary over time, and measuring 
these over multiple time points should reduce the chance of recording atypical values and improve 
assessment of CHD risk240. IMT progression is associated with vascular risk factors and 
atherosclerosis 241,242, but there are conflicting reports on whether there is a significant relationship 
between progression and vascular events; while multiple studies report an association243–245, a 
recent large meta-analysis failed to detect one246. 
Results from the IMPROVE study suggest that while standard IMT progression variables in different 
segments of the carotid tree are not associated with vascular events, a composite of the fastest IMT-
max progression over all segments did have predictive value247. Such findings highlight one of the 
complications of using IMT phenotypes, as discussed in section 1.2.2.2: many different variables can 
be created by measuring different sections of the carotid tree, and by taking mean or maximum 
values. 
The PLIC cohort comprises 2015 general population subjects attending the Atherosclerosis Centre in 
Bassini Hospital, University of Milan, and was designed to study the presence and progression of 
atherosclerotic lesions in the common carotid artery203. IMT measures of the common carotid artery 
were taken at baseline and at a 6-year follow-up for calculation of progression. As subjects were 
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from the general population, their cardiovascular risk was lower than those in IMPROVE, who had 
been selected for higher risk. 
For this chapter, the lead SNP rs4888378 was genotyped in PLIC using a high-throughput TaqMan 
allelic discrimination assay, and the results analysed to study the relationship between the SNP and 
IMT-progression. Analysis was also split by sex to test for any differences in genetic effect by sex. It 
was noted that additional analyses increase the risk of type I error, but it was considered that these 
analyses were valuable, as sex is a risk factor of particular relevance to CHD. Men have a higher 
overall risk of CHD23, and though differences between sexes in traditional risk factors contribute to 
this disparity248, sex is one of the most significant risk factors over and above these differences249. 
The distinct physiology of men and women has led some studies to look for sex-specific effects of 
genetics on cardiovascular phenotypes. For example, APOE genotype has a greater impact on 
triglycerides and HDL in women than men250, variants in SLC2A9 affect uric acid levels (a risk factor 
for CVD) to a much greater extent in women251, and variations in the platelet-derived growth factor 
D (PDGFD) gene increase the risk of CHD in women252. Despite this, many genetic association studies 
dealing with CVD do not consider that there may be an interaction between genotype and sex253. 
Therefore, in this chapter it was considered appropriate to carry out sex-stratified analyses. A 
different effect of the locus on IMT phenotypes between men and women could suggest differences 
between atherosclerotic pathways between men and women, and may indicate which gene or genes 
at the locus are more likely to be involved in the phenotype. 
 
4.2 Results 
4.2.1 PLIC cohort characteristics 
PLIC comprises 2144 general population participants attending the Centre for the Study of 
Atherosclerosis, Bassini Hospital (Cinisello Balsamo, MI, Italy). The study was designed to study 
atherosclerotic lesions and IMT in the common carotid artery, and relationships with cardiovascular 
risk factors. Characteristics are shown in Table 25. It can be seen that there are differences in 
average levels of many of the cardiovascular risk factors between men and women. Where there are 
differences, risk factors are higher for men than women, with the exception of total cholesterol. 
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Table 25: Characteristics of PLIC. 
Values expressed as mean (SEM). Characteristics are for subjects used in the analysis; i.e. those with 
phenotypes and rs4888378 genotypes available. 
 Men (n= 795) Women (n= 1076) 
p-value 
(difference between sexes) 
Age (years) 54.0 (0.4) 55.0 (0.3) 0.064 
BMI (kg/m2) 27.12 (0.12) 26.07 (0.14)  0.001 
Systolic BP (mmHg) 134.3 (0.6) 129.3 (0.5)  0.001 
Diastolic BP (mmHg) 83.4 (0.3) 80.4 (0.3)  0.001 
Total cholesterol (mmol/l) 5.66 (0.04) 5.79 (0.03) 0.006 
HDL-C (mmol/l) 1.28 (0.01) 1.53 (0.01)  0.001 
Triglycerides (mmol/l) 1.39 (0.03) 1.10 (0.01)  0.001 
LDL-C (mmol/l) 3.74 (0.03) 3.75 (0.02) 0.965 
apoA-I (mg/dL) 141.5 (0.89) 154.6 (0.79)  0.001 
apoB (mg/dL) 115.0 (0.98) 112.6 (0.77) 0.115 
Remnant-C (mmol/L) 0.64 (0.02) 0.51 (0.01)  0.001 
Glucose (mmol/l) 5.42 (0.03) 4.97 (0.02)  0.001 
CCA-IMT (mm) 0.663 (0.005) 0.643 (0.004) 0.002 
 
4.2.2 IMPROVE characteristics 
IMPROVE (IMT and IMT-Progression as Predictors of Vascular Events) is a prospective multicentre 
longitudinal study set up to investigate carotid intima-media thickness in individuals at high risk of 
CVD201. 3711 participants (54-79 years) with at least three vascular risk factors were recruited in 
seven centres in Finland, France, Italy, the Netherlands and Sweden. Vascular risk factors were 
defined as: male sex, or female at least 5 years post-menopausal, hypercholesterolaemia, 
hypertriglyceridaemia, hypoalphalipoproteinaemia, hypertension, diabetes or impaired fasting 
glucose, smoking habits and family history of cardiovascular diseases. 
As the subjects were selected for higher risk of cardiovascular disease, rather than chosen from the 
general population, it can be seen that risk factors such as age, blood pressure and triglycerides are 
higher on average than in PLIC. Characteristics of the cohort are shown in Table 26. Again, many risk 
factors are higher in men than in women, although more women are on anti-hypertensive therapy 
than men. 
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Table 26: Characteristics of IMPROVE.  
Values expressed as mean (SEM) or percentage (frequency). Difference between sexes calculated using t-test 
or chi-squared test for mean and frequency data respectively. 
*Significant difference between men and women. 
†Log-transformed due to non-normality; SEM is approximate 
  Men (n=1772) Women (n=1931) 
p-value 
(difference between sexes) 
Age (years) 64.0 (0.13) 64.4 (0.13) 0.03* 
BMI (kg/m2) 27.4 (0.09) 27.1 (0.11) 0.03* 
Systolic BP (mmHg) 142.4 (0.44) 141.6 (0.42) 0.21 
Diastolic BP (mmHg) 83.1 (0.24) 80.9 (0.22) 2.16×10-12* 
Hypertension 67.9% (1203) 69.9% (1349) 0.21 
Total cholesterol (mmol/l) 5.25 (0.02) 5.71 (0.03) 3.7×10-36* 
LDL-C (mmol/l) 3.39 (0.02) 3.68 (0.02) 1.7×10-18* 
HDL-C (mmol/l) 1.14 (0.01) 1.38 (0.01) 2.8×10-91* 
Triglycerides (mmol/l) † 1.42 (0.02) 1.29 (0.01) 2.8×10-8* 
Combined vascular event 
(cardiac, cerebrovascular or 
peripheral) 
7.6% (134) 4.2% (81) 1.657×10-5* 
Diabetes prevalence 29.4% (521) 20.3% (392) 1.7×10-10* 
Lipid-lowering therapy 47.6% (827) 50.7% (965) 0.07 
Anti-hypertensive therapy 54.6% (967) 59.1% (1142) 0.01* 
 
4.2.3 Other cohort characteristics 
The Whitehall II (WHII) study consists of 10,308 men and women between 1985 and 1989 from the 
civil service in London. Clinical measurements were taken at intervals of 5 years, and carotid 
measurements made in 2003-2004. The 2,138 subjects used by Gertow and colleagues were 
included in the analysis205. 
The Edinburgh Artery Study recruited 1,592 men and women (55-74 years old) in 1988 from general 
practices in Edinburgh204. IMT was measured 5 years after recruitment. 630 individuals had valid IMT 
measurements and appropriate CardioMetabochip genotyping data and were used for analysis. 
The Malmö Diet and Cancer Study is a population-based prospective study that recruited 28,449 
men and women of 45-73 years between 1991 and 1996206. IMT ultrasound measurements were 
taken in a random sample of 6,103 subjects, the “cardiovascular arm” of the study. 2,143 non-
diabetic subjects were genotyped with the CardioMetabochip. 
4.2.4 rs4888378 genotyping in PLIC 
PLIC was genotyped for the lead SNP at the CFDP1-BCAR1-TMEM170A locus, rs4888378, using a 
TaqMan allelic discrimination assay. Genotyping was successful with a call rate of 90%. The minor 
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allele frequency of rs4888378 in PLIC was 0.44, not significantly different to the frequency of 0.43 
observed in IMPROVE (χ2 = 0.072, p = 0.788). The genotype distribution is shown in Table 27. 
Heterozygotes were present less often than expected, but there was no significant deviation from 
Hardy-Weinberg equilibrium (p = 0.41). 
A number of samples could not be called with confidence due to inadequate amplification, despite 
optimisation of the assay with varying concentrations of MgCl2 and DMSO (Figure 30). 
Table 27: Observed and expected rs4888378 genotypes in PLIC. Fewer heterozygotes than expected were 
observed, but there was no significant deviation from Hardy-Weinberg equilibrium (p = 0.41). 
Genotype GG GA AA 
Observed 367 908 607 
Expected 358 926 598 
 
 
Figure 30: Example of TaqMan allelic discrimination amplification plot. The plot shows an example plate with 
clusters of called genotypes: GG (blue), GA (green) and AA (red). Black crosses represent samples that did not 
cluster clearly so could not be called with confidence. 
4.2.5 Association analyses 
4.2.5.1 Association of rs4888378 with basal IMT in PLIC 
The relationship between rs4888378 and IMT was investigated in the PLIC cohort to allow for the 
investigation of the related phenotype of IMT progression. There was no significant association 
between rs4888378 genotype and basal CC-IMT (p=0.52; ANCOVA, adjusted for age, sex and 
 118 
 
smoking; Figure 31), in contrast to the significant association seen in Gertow and colleagues’ original 
study. 
 
Figure 31: Basal CC-IMT by rs4888378 genotype in PLIC. No significant association between genotype and 
basal CC-IMT was observed (p=0.52; ANCOVA, adjusted for age, sex and smoking). 
4.2.5.2 Association of rs4888378 with IMT progression in PLIC 
rs4888378 was also not significantly associated with 6-year progression of CC-IMT in PLIC (p = 0.45, 
ANCOVA, adjusted for age, sex and smoking). A non-significant trend for lower CC-IMT progression 
with each A allele was observed. 
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Figure 32: 6-year progression of CC-IMT with rs4888378 genotype in PLIC. No significant association between 
genotype and CC-IMT progression was observed p = 0.45, ANCOVA, adjusted for age, sex and smoking). 
4.2.5.3 Association with cardiovascular risk factors 
rs4888378 was associated with the cardiovascular risk factors of waist circumference (p=0.030) and 
waist/hip ratio (p=0.007) (Table 28, model adjusted as above). The minor A allele was associated 
with higher values of both risk factors. Taking into account that waist and waist/hip ratio positively 
correlate with carotid IMT254,255, the relationship with the A allele (protective in regards to IMT), this 
relationship is in the opposite direction to that expected. 
Table 28: Cardiovascular risk factors and CCA-IMT by rs4888378 genotype in PLIC. 
P(trend) values were adjusted for age, sex, and smoking habits. Values are expressed as mean (SEM). 
*Log-transformed due to non-normality; SEM is approximate. 
Parameter GG (n=603) GA (n=901) AA (n=367) P (trend) 
Basal CCA-IMT (mm)* 0.649 (0.005) 0.651 (0.004) 0.658 (0.007) 0.518 
Annual ΔCCA-IMT (mm)* 0.021 (0.001) 0.019 (0.001) 0.018 (0.002) 0.451 
BMI (kg/cm2) 26.2 (0.13) 26.7 (0.16) 26.7 (0.22) 0.157 
Waist (cm) 89.3 (0.52) 91.1 (0.43) 91.6 (0.66) 0.030 
Hip (cm) 103.4 (0.34) 104.5 (0.30) 103.5 (0.57) 0.410 
Waist/hip ratio 0.86 (0.03) 0.87 (0.03) 0.88 (0.04) 0.007 
Triglycerides (mmol/l) 1.04 (0.02) 1.06 (0.02) 1.06 (0.03) 0.078 
Glucose (mmol/l) 5.10 (0.03) 5.19 (0.03) 5.21 (0.04) 0.825 
Remnant-C (mmol/l) 0.54 (0.01) 0.58 (0.01) 0.57 (0.02) 0.078 
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4.2.5.4 Sex-specific analysis in PLIC 
Genetic analyses in PLIC were separated by men and women to test for genotype-phenotype 
associations that may differ between sexes. Association between rs4888378 and basal CC-IMT 
remained not significant in both men and women (p = 0.93 and 0.27 respectively; Figure 33). 
 
Figure 33: Basal CC-IMT by rs4888378 genotype in PLIC in (a) men and (b) women. No significant association 
between genotype and basal CC-IMT was observed (p = 0.93 and 0.27 for men and women respectively; 
ANCOVA, adjusted for age and smoking). 
Progression of IMT did show a difference in association with rs4888378 between sexes. In women, 
CC-IMT progression was 10% lower for each protective A allele (AA vs GG, p=0.04, ANCOVA and 
Bonferroni post-Hoc analysis), while no association was seen in men (p = 0.94) (Figure 34). 
Direct validation of this IMT progression finding could not be carried out, as the phenotype had not 
been measured in the available cohorts. However, data on basal IMT was split by sex to test for any 
male/female differences. 
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Figure 34: Annual change in IMT in PLIC. a) Whole cohort: despite a trend for lower ΔIMT with each A allele, 
no significant association was present with genotype (p = 0.45). b) Women: ΔIMT in AA genotype was lower 
than in GG genotype (p = 0.04), although overall trend was not significant (p = 0.09). c) Men: no significant 
association between genotype and ΔIMT (p = 0.94) 
4.2.5.5 Sex-specific: meta-analysis for association with common-carotid IMT 
Additional analyses into sex-specific associations were carried out. A meta-analysis was carried out 
on the association of rs4888378 with CC-IMT (chosen as it was the variable measured in all cohorts) 
in men and women. The cohorts used were PLIC, IMPROVE and three replication cohorts used in 
Gertow and colleagues’ original study: WHII, EAS and MDC. Overall 5119 men and 4369 women 
were included in the analysis. 
Linear regression beta-values and SEs, using an additive genetic model, were obtained for each study 
in men and women separately. Models were adjusted for age and, in IMPROVE, MDS coordinates, to 
account for population substructure. Meta-analysis was carried out using a random-effects model. 
In women, rs4888378 was associated with CC-IMT in the expected direction (a decrease of 0.0047 
mm for each A allele; p=1.63×10-4). However, in men, no significant association was found (β=-
0.0029, p=0.07) (Figure 35). It can also be seen in Figure 35 that the association found originally in 
IMPROVE attained significance only in women. It therefore appears that the functional variation is 
having an effect more strongly, or only, in women. 
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Figure 35: Forest plot showing meta-analysis of CC-IMT by rs4888378 allele in (a) men and (b) women. (a) No 
overall association between the SNP and IMT is observed in men (β=-0.0030, p=0.0591). (b) In women, the A 
allele is associated with a decrease in IMT for each A allele (β=-0.0046, p=1.59×10-4). 
4.2.5.6 Sex-specific: other IMT phenotypes in IMPROVE 
IMT phenotypes other than the common-carotid variable were not focused on as they were not available in 
all cohorts for meta-analysis. The IMT values for different segments of the carotid tree in IMPROVE are 
shown in  
Table 29. It can be seen here that some IMT segments are associated with rs4888378 genotype in 
men (in addition to all segments overall and in women); particularly, the bifurcation and internal 
segments and those composite measures including them. With the exception of mean internal 
carotid arteries, the association effect size is greater in women for all variables, and the p-values for 
association are between 1 and 4 orders of magnitude smaller in women than men. 
 
  
 
 
Table 29: IMT phenotypes by rs4888378 genotype in IMPROVE. Phenotype values shown are mean (standard error). P values calculated by linear or logistic regression as 
appropriate; adjusted for age, MDS coordinates and sex (where applicable). All IMT variables were log-transformed before analysis. 
  Overall Men Women 
Variable GG GA AA 
Effect 
size p GG GA AA 
Effect 
size p GG GA AA 
Effect 
size p 
Mean common carotid 
0.749 
(0.004) 
0.745 
(0.003) 
0.729 
(0.005) -0.005 5.71×10
-3 0.772 
(0.007) 
0.775 
(0.006) 
0.758 
(0.008) -0.004 0.185 
0.726 
(0.005) 
0.717 
(0.004) 
0.705 
(0.006) -0.006 5.06×10
-3 
Mean common carotid 
(cm closest to 
bifurcation) 
0.808 
(0.005) 
0.796 
(0.004) 
0.789 
(0.006) 
-0.005 1.29×10-2 0.828 (0.007) 
0.823 
(0.006) 
0.824 
(0.010) -0.002 0.380 0.787 (0.007) 
0.772 
(0.005) 
0.760 
(0.007) 
-0.006 6.48×10-3 
Mean internal carotid 
arteries 
0.903 
(0.011) 
0.870 
(0.008) 
0.840 
(0.012) -0.012 5.06×10
-4 0.973 (0.017) 
0.948 
(0.013) 
0.907 
(0.020) -0.013 0.013 
0.832 
(0.014) 
0.799 
(0.010) 
0.784 
(0.015) -0.011 0.014 
Mean bifurcation 
1.167 
(0.012) 
1.150 
(0.010) 
1.096 
(0.015) -0.013 5.58×10
-5 1.240 (0.017) 
1.226 
(0.015) 
1.182 
(0.023) -0.012 0.012 
1.093 
(0.015) 
1.080 
(0.012) 
1.025 
(0.019) -0.014 1.32×10
-3 
Mean whole carotid tree 
0.907 
(0.006) 
0.890 
(0.005) 
0.862 
(0.007) -0.010 1.97×10
-6 0.954 (0.009) 
0.943 
(0.007) 
0.917 
(0.011) -0.009 4.01×10
-3 0.859 (0.008) 
0.842 
(0.006) 
0.817 
(0.009) -0.010 9.47×10
-5 
Maximum whole carotid 
tree 
2.113 
(0.025) 
2.029 
(0.019) 
1.919 
(0.030) -0.020 1.34×10
-7 2.264 (0.037) 
2.184 
(0.029) 
2.093 
(0.047) -0.017 1.29×10
-3 1.957 (0.031) 
1.888 
(0.025) 
1.776 
(0.038) -0.022 2.42×10
-5 
Mean of maximal values 
in each segment 
1.279 
(0.009) 
1.253 
(0.007) 
1.210 
(0.011) -0.011 1.57×10
-7 1.345 (0.013) 
1.333 
(0.011) 
1.297 
(0.017) -0.008 0.014 
1.211 
(0.011) 
1.180 
(0.009) 
1.138 
(0.013) -0.013 7.96×10
-6 
Presence of plaque 
0.734 
(0.013) 
0.685 
(0.011) 
0.620 
(0.019) -0.283 1.88×10
-7 0.789 (0.017) 
0.772 
(0.014) 
0.715 
(0.026) -0.221 0.010 
0.677 
(0.020) 
0.607 
(0.016) 
0.542 
(0.026) -0.304 2.29×10
-5 
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4.2.5.7 Sex-specific: association with cardiovascular event rate 
Following the discovery of the difference between rs4888378-IMT association in men and women, 
the genotypic association with events was studied to see if it showed the same pattern. As event 
data were not available in the replication cohorts, combined vascular event rate (cardiac, 
cerebrovascular or peripheral) was analysed by sex in IMPROVE. 
As with the genotypic association, the association between rs4888378 and vascular events was 
significant only in women. Overall each A allele was associated with a reduction in hazard ratio of 
23% (Cox proportional hazard model; p=0.01); in women a reduction of HR of 36% (p=0.01) and in 
men no significant association (reduction in HR 14%, p=0.24) (Figure 36). 
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Figure 36: Vascular-event-free survival by rs4888378 genotype in (a) all subjects, (b) men and (c) women. 
Vascular events comprise cardiac, cerebrovascular and peripheral events; data from IMPROVE. a) Overall, each 
A allele is associated with a significant reduction in HR of 23% (Cox proportional hazard model; p=0.01). b) In 
men, no significant difference is seen (reduction in HR 14%, p=0.24) c) In women, each A allele is associated 
with a significant reduction in HR of 23% (reduction in HR 36%, p=0.01). 
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4.2.5.8 Interaction between genotype and sex 
Heterogeneity between men and women was tested during the meta-analysis of rs4888378 on 
vascular events; no significant heterogeneity between the two was detected (Q(df = 1) = 1.31, p = 
0.25). It was therefore considered to be unlikely that there would be sufficient power to detect an 
interaction between genotype and sex. Due to this lack of power, and as interaction statistics were 
not readily available for each cohort, a formal test for interaction was not carried out. 
4.2.5.9 Sex-specific association with cardiovascular risk factors (PLIC) 
As seen in 4.2.5.3, rs4888378 was overall associated with the risk factors of waist circumference and 
waist-hip ratio, with the A allele being associated with high levels of the risk factor. In women, the 
SNP was also associated in the same direction with BMI, hip circumference and glucose (Table 30). In 
men, only hip circumference showed an association (Table 31), with the lower-risk A allele being 
associated with smaller circumference.  
Table 30: Cardiovascular risk factors and CCA-IMT by rs4888378 genotype in PLIC – women only. 
Parameter GG GA AA p (trend) 
p (post-hoc) 
GG vs GA GG vs AA GA vs AA 
BMI (Kg/cm2) 25.4 (0.20) 
26.2 
(0.20) 
26.8 
(0.30) 0.001* 0.020* 0.001* 0.052 
Waist (cm) 84.30 (0.61) 
86.4 
(0.55) 
88.2 
(0.97) 0.003* 0.035* 0.002* 0.082 
Hip (cm) 102.9 (0.48) 
104.3 
(0.43) 
104.7 
(0.72) 0.012* 0.015* 0.009* 0.614 
Waist/hip ratio 0.82 (0.01) 
0.83 
(0.01) 
0.84 
(0.01) 0.023* 0.340 0.006* 0.036* 
Triglycerides (mmol/L) 1.05 (0.02) 
1.11 
(0.02) 
1.16 
(0.04) 0.075 0.110 0.039* 0.330 
Glucose (mmol/L) 4.92 (0.03) 
4.95 
(0.03) 
5.07 
(0.05) 0.025* 0.361 0.007* 0.037* 
Remnants-C (mmol/L) 0.48 (0.01) 
0.51 
(0.01) 
0.52 
(0.02) 0.075 0.111 0.039* 0.321 
Basal CCA-IMT (mm) * 0.620 (0.011) 
0.627 
(0.010) 
0.629 
(0.016) 0.274 0.799 0.962 0.868 
Annual ΔCCA-IMT (mm) * 0.026 (0.001) 
0.020 
(0.001) 
0.017 
(0.002) 0.246 0.405 0.040* 0.201 
P(trend)  values were adjusted for age and smoking. 
*Significant with p < 0.05. 
†Log-transformed due to non-normality; SEM is approximate. 
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Table 31: Cardiovascular risk factors and CCA-IMT by rs4888378 genotype in PLIC – men only. 
Parameter GG GA AA p (trend) 
p (post-hoc) 
GG vs GA GG vs AA GA vs AA 
BMI (Kg/cm2) 27.2 (0.23) 
27.3 
(0.17) 
26.5 
(0.23) 0.139 0.757 0.118 0.050* 
Waist (cm) 96.8 (0.64) 
97.6 
(0.72) 
96.2 
(0.50) 0.331 0.382 0.541 0.154 
Hip (cm) 104.7 (0.45) 
104.6 
(0.37) 
101.7 
(0.86) 0.001* 0.833 0.001* 0.001* 
Waist/hip ratio 0.92 (0.01) 
0.93 
(0.01) 
0.93 
(0.01) 0.150 0.218 0.055 0.316 
Triglycerides (mmol/L) 1.35 (0.05) 
1.43 
(0.04) 
1.34 
(0.06) 0.572 0.289 0.719 0.602 
Glucose (mmol/L) 5.34 (0.05) 
5.48 
(0.05) 
5.35 
(0.08) 0.234 0.105 0.727 0.298 
Remnants-C (mmol/L) 0.62 (0.02) 
0.66 
(0.02) 
0.59 
(0.03) 0.571 0.298 0.719 0.602 
Basal CCA-IMT (mm) † 0.649 (0.014) 
0.655 
(0.010) 
0.633 
(0.021) 0.934 0.500 0.473 0.852 
Annual ΔCCA-IMT (mm) † 0.019 (0.001) 
0.020 
(0.001) 
0.019 
(0.002) 0.519 0.829 0.943 0.733 
P(trend)  values were adjusted for age and smoking. 
*Significant with p < 0.05. 
†Log-transformed due to non-normality; SEM is approximate. 
 
4.3 Discussion 
4.3.1 Overview 
In this chapter, the locus on chromosome 16 previously associated with carotid intima-media 
thickness and CAD was investigated using additional cohorts and further analyses on IMT 
progression. The association between the lead SNP rs4888378 and baseline IMT was not replicated, 
and no overall association was seen with IMT progression. However, an analysis split by sex found an 
association between the SNP and progression in women. To further investigate this apparent 
difference between sexes, a meta-analysis was carried out on CC-IMT by rs4888378 allele using 
IMPROVE, PLIC, and three of the replication cohorts used in Gertow’s study (WHII, MDC and MDC). 
While the genotype-IMT association was seen as expected in women (a decrease of 0.0047 mm for 
each A allele; p=1.63×10-4), no significant association was seen in men (Figure 35). 
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This difference between sexes was robust, also being seen for vascular events: in IMPROVE, each A 
allele was associated with a 36% lower hazard ratio (p=0.01), while no significant relationship was 
observed in men. 
IMT values in other segments, studied only in IMPROVE, did show some association with rs4888378 
in men, for variables containing the bifurcation or internal carotid artery, although these were 
weaker than those seen in women. These variables could not be studied in the meta-analysis and 
would require replication, but if confirmed, the results would suggest the pathways implicated at the 
locus that differ most between the sexes might be more important at certain segments of the 
carotid tree.  
Previously eQTL data from the ASAP study and GTEx browser implicated BCAR1 as one of the genes 
affected by the variation at the CFDP1-BCAR1-TMEM170A locus. This finding becomes particularly 
interesting when we consider the sex-specific associations with CC-IMT, IMT-progression and 
vascular events seen in this chapter. 
It is unclear what differences in CVD pathology exist between the sexes, such that some genetic 
variants have a stronger effect on the phenotype of women. Of the cardiovascular risk factors, only 
female hormonal status has been shown to be sex-specific248. Oestrogen is thought to have a 
protective effect, and with its decrease in the body after menopause, the levels of LDL, total 
cholesterol and triglycerides increase, promoting atherogenesis256. In addition to its effects on the 
blood lipid profile, oestrogen may affect endothelial cell function directly, as shown by the fact that 
oestrogen therapy is associated with enhanced fibrinolytic potential257, a possible protective effect – 
reduced plasma fibrinolytic activity has been shown to be a marker of CVD risk258. 
It could be hypothesised that there is an interaction between the effect of oestrogen on endothelial 
cells during plaque formation, and the functional variant’s effect on plaque in the arteries. If BCAR1 
is indeed the gene causing the effect, this interaction could occur through BCAR1’s known role in 
endothelial and vascular smooth muscle cells141. The BCAR1 protein’s connection with oestrogen is 
of particular relevance here, it having been characterised under the name breast cancer 
antiestrogen resistance 1 after its overexpression was found to confer antiestrogen resistance in 
breast cancer cells190. In addition to its conceivable role in atherosclerosis, it is a strong candidate for 
a gene having an interaction with sex, and will be studied further in later chapters. 
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Additional differences in association seen here may also help to elucidate the role of the functional 
gene – BCAR1 or otherwise – in affecting IMT. The weaker, but statistically significant, rs4888378-
IMT association seen in some carotid IMT segment measures seen in IMPROVE suggest that the 
implicated protein is involved in processes that differ from the common-carotid artery to the 
bifurcation. 
One key difference between the common-carotid artery and the bifurcation is the stresses 
experienced by the vessel walls. The intima at the bifurcation experiences much greater shear stress 
due to the increased friction of blood at the separation of the vessel walls (Figure 37). Shear stress 
has been shown to affect atherosclerosis: plaques form more readily in regions of low stress259 and 
intima-media thickness is greater260. It has been proposed that this is due to slower blood flow 
allowing greater deposition of atherogenic particles86, and/or effects on endothelial function261,262. 
Shear stress modulates expression of proteins involved in vascular remodelling such as VEGF and 
PDGF182, and of particular relevance here, to tyrosine phosphorylation of BCAR1183. Mechanical 
stretch produced by shear stress has been suggested to expose the protein’s substrate domain, 
promoting the phosphorylation of tyrosine residues184. BCAR1 at focal adhesions downstream of 
blood flow is exposed to greater shear stress and thus experiences more phosphorylation to protein 
upstream of blood flow263. This raises the question of whether shear stress in the carotid artery 
could influence the effect of BCAR1 in remodelling of endothelial cells to produce atherosclerotic 
lesions. 
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Figure 37: Blood flow at the carotid bifurcation, showing area of high shear stress. Stress is highest at the 
bifurcation itself, and lowest friction occurs on the outside walls of the carotid bifurcation and bulb259. 
4.3.1.1 rs4888378 and basal IMT in PLIC 
An unexpected finding of the analysis was that the relationship of rs4888378 with basal CC-IMT was 
not replicated in PLIC. This lack of significance may be a consequence of study power: the number of 
women in PLIC was smaller than that in IMPROVE (1076 compared to 1931), an effect compounded 
by a genotyping assay with a sub-optimal call rate of 90%. 
It is also possible that the low call rate might have introduced bias in the results; certain genotypes, 
especially heterozygotes, are less easy to call when they have not amplified well. These genotypes 
may therefore be absent from analysis more often than by chance. (Heterozygotes were indeed 
present less often than expected – 908 compared to 925.8 – but the deviation from Hardy-Weinberg 
equilibrium was not significant (p = 0.41)). Unfortunately more robust genotyping assays could not 
be used; genotyping was also trialled using a KBioscience KASP allelic discrimination assay but this 
produced a poorer call rate. 
The lack of association is most likely to be related to patient characteristics. Patients with higher 
levels of risk factors, as in IMPROVE, are more likely to accumulate higher IMT and suffer 
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cardiovascular events, increasing the chance of seeing SNP-associated differences. It is worth noting 
that the other general-population cohorts (EAS and MDC) did not individually show a significant 
association in women, but contributed to the overall significance in the meta-analysis (Figure 35). 
Patients with more severe atherosclerosis may also experience different effects of the SNP on IMT to 
those with little atherosclerosis, depending on the phenotypic mechanism. 
4.3.1.2 rs4888378 and IMT progression in PLIC 
As with basal IMT, IMT-progression was not seen to associate with rs4888378 overall in PLIC, 
although a trend was seen in the expected direction: a slower progression of IMT for each A allele. 
This may be an effect of chance or an undetectable relationship due to reduced power. The lack of 
significant relationship here is not particularly informative, as none was found for basal IMT; if there 
is insufficient power to detect a small effect for basal IMT, we would expect similar results here. 
Stratification by sex, however, produced an interesting finding, with women with two A alleles 
having slower progression of IMT than those with two G alleles. However, it was noted that an 
overall trend as measured by logistic regression was not present; significance was only reached 
when comparing AA and GG genotypes. The finding was therefore treated with caution and 
investigated further with the meta-analysis and events analysis before drawing conclusions. 
The significance of finding an association with IMT progression depends on a number of factors. 
Progression values will be different depending on whether they are adjusted for baseline or not; an 
increase in IMT might be more relevant in terms of risk of a CVD event if IMT is already high, or it 
might be considered that a faster increase in IMT would be expected when atherosclerosis has 
already progressed a significant amount. Values in PLIC were not adjusted for baseline. It can also be 
expected that progression rates will differ depending on when the baseline value is taken. Baseline 
measurements taken in younger subjects with fewer cardiovascular risk factors are likely to be 
smaller with more potential for progression. For these reasons IMT progression at this stage is not a 
well-defined variable for association analysis.  
4.3.1.3 IMT meta-analysis 
To further investigate the effect of stratifying by sex, the data originally used to identify the locus 
and used with the PLIC cohort to assess the effect of sex stratification on association with the locus. 
WHII, EAS and MDC provided three additional cohorts for meta-analysis. Two cohorts used in the 
original study, Rotterdam-I and Rotterdam-II, were not used as sex-specific data was not readily 
 132 
 
available. A random-effects model was chosen after considering the heterogeneity in IMT 
measurement methods between cohorts. 
As discussed in section 1.2.2.2, IMT variables may vary between different segments as they reflect 
different processes and stresses. For the meta-analysis, common-carotid IMT was used as it was the 
variable available in all cohorts; it is also the variable most commonly measured and studied83. 
Progression data were not available in other cohorts to do so, but the difference between sexes in 
association with IMT progression should also be replicated in future. 
4.3.1.4 Sex differences in event rate 
It is of particular interest that the sex difference in rs4888378-phenotype association was present for 
event rate as well as IMT. IMT has been shown to predict cardiovascular events72,77,264, and the SNP 
was associated with CAD risk in the original study119, but it is desirable to be sure that the observed 
sex differences are present through to the relevant endpoint of CVD, the phenotype that is 
ultimately of clinical importance. 
Cardiovascular event data were unfortunately not available in the replication cohorts, meaning this 
analysis had to be restricted to IMPROVE. To replicate such data, event definition would also have to 
be considered. Here combined vascular events (cardiac, cerebrovascular or peripheral) were used, 
this being the variable generally used as the outcome in the main IMPROVE papers202. 
4.3.1.5 Association with cardiovascular risk factors in PLIC 
As no association was found between rs4888378 and cardiometabolic risk factors in IMPROVE119, the 
association with weight, BMI, glucose and hip circumference in PLIC was unexpected. So too was the 
direction of effect, with the protective IMT allele being associated with higher-risk parameters.  
For example, we expect BMI to be associated with IMT, being strongly associated with CHD over and 
above the effect of its correlation with other cardiovascular risk factors46,265, but here the protective 
IMT genotype was associated with higher BMI. In addition, no such association was seen in 
IMPROVE. Hip circumference may confer higher risk if acting as a measure of adiposity266, but 
greater hip circumference after BMI adjustment has been associated with protection against heart 
disease267,268. 
The unexpected directions of effect may be due to IMPROVE and PLIC’s different characteristics 
(high risk versus general population), but the unexpected direction and lack of relationship in 
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IMPROVE suggest the observed association may have occurred by chance, and that the variant’s 
mechanism of action is not related to adiposity or related measures such as BMI. If this is the case, it 
would suggest the IMT phenotype is affected through non-lipid or weight-related factors. Increased 
IMT could be occurring though inflammatory factors affecting formation of plaque in vessel walls, or 
through factors affecting cells’ ability to remodel and form the plaque. If the observations here are 
true, it seems unlikely that decreased BMI would here be causal in increased IMT, as the opposite 
relationship between the two is known269. It would be expected that decreased IMT and BMI would 
be phenotypes caused by unrelated pathways. 
It is possible that the SNP is present in an enhancer that acts upon several genes, in which case it 
could be affecting unrelated pathways that cause differences in BMI. To test this theory, published 
GWAS data on BMI270 was visualised through LocusZoom271, showing no variant-BMI associations 
with rs4888378 or any other variants at the locus. 
 
Figure 38: Regional association results for BMI at the CFDP1-BCAR1-TMEM170A locus. Figure produced using 
LocusZoom271; GWAS data from the GIANT consortium270. Published GWAS results show no association with 
BMI for any variant at the locus. 
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4.3.2 Conclusions and further work 
In this chapter, samples from a cohort studying the progression of IMT were genotyped for the lead 
SNP at the CFDP1-BCAR1-TMEM170A locus to investigate relationship with IMT phenotypes. Results 
from this cohort and from a meta-analysis of five cohorts suggest the effect of the variation on 
common-carotid IMT and vascular events is present only in women. At the bifurcation and internal 
carotid artery, the difference may be less pronounced, with men showing a weaker rs4888378-IMT 
association. 
This difference was considered in light of the findings of chapter 3, which implicated BCAR1 as the 
gene that might be causing the phenotype. The protective effect of oestrogen on atherosclerosis, 
and the role of both oestrogen and BCAR1 in endothelial cell function, suggest a possible interaction 
between the two that may be involved in the mechanism of the observed effect on atherosclerosis 
and risk of CVD. 
Further work will examine the BCAR1 gene and protein, to investigate its possible role in intima-
medial thickening and atherosclerosis. Genetic variation will be studied for characterised or 
previously unknown variants that might affect relevant processes and disrupt the IMT phenotype. 
Coding variants, yet unexplored at the locus, may provide more information about how genes at the 
locus have an effect. 
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5 Functional analysis of regulatory variation at the CFDP1-BCAR1-
TMEM170A locus 
5.1 Introduction 
The CFDP1-BCAR1-TMEM170A locus on chromosome 16 had previously been associated with IMT 
and CAD risk119. In order to understand the reason for such an association, and ultimately gain 
clinical value, the next step is to discover the causal variant and characterise the mechanism by 
which the variant exerts its effect. While the lead SNP is intronic in CFDP1, it is not clear whether this 
is the gene through which the functional variation at the locus influences IMT: there are numerous 
genes in proximity to the lead SNP, and many SNPs in LD with it, spanning multiple genes (Figure 22). 
In chapter 3 the locus was examined to determine which variants are most likely to be the functional 
variant. Various bioinformatics data were used to evaluate the regulatory potential of variants in 
strong LD with the lead SNP, rs4888378, from which a shortlist of candidate functional SNPs was 
drawn up. These candidate SNPs are associated with features that might be found at areas of genetic 
regulation. For example, they have histone marks associated with active promoters or enhancers, 
have evidence of proteins binding to their sequence, or alter a predicted transcription factor binding 
motif. 
After selecting candidates on this basis, this chapter examined whether proteins actually bind to the 
sequences and whether this binding differs by allele, and attempted to identify these proteins. If a 
SNP is shown to affect the binding of a protein by allele, the action of the protein may be affected, 
causing a difference in gene regulation. 
Chapter 3 also examined expression data from relevant tissues, finding that BCAR1 was most 
robustly associated with the lead SNP genotype and implicating it as the gene most likely to be 
involved. This association also needs to be verified for the candidate SNPs: we know them to be 
associated in vivo, but do they actually cause a difference in expression? 
5.1.1 DNA-protein interactions 
In this chapter, binding of proteins to the candidate SNPs was investigated using electrophoretic 
mobility shift assays (EMSA). EMSA is a functional technique used to detect protein binding to a DNA 
sequence. Forward and reverse DNA oligos are generated for each allele of the SNP of interest, 
consisting of a short section of the sequence surrounding the SNP (here 25 bp). The oligos are 
labelled with biotin and annealed to create double-stranded probes for each allele. Nuclear extract is 
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produced from cells cultured in vitro in order to obtain a solution of nuclear proteins. The labelled 
oligos are incubated with nuclear extract, allowing nuclear proteins to bind to the DNA in a simple 
model of how they may act in vivo. This reaction is run on a polyacrylamide gel, and the biotin-
labelled probes are visualised using a suitable chemiluminescent detection module. Probes with 
bound nuclear proteins migrate more slowly on the gel than free probes and are identifiable on the 
gel as a “shifted” band, and allele-specific protein binding can be identified.  
Multiplex competitor EMSA is a technique that uses a cocktail of unlabelled probes, consisting of 
known transcription factor binding motifs, to compete for binding with nuclear proteins209. An 
excess of these unlabelled probes are added to nuclear extract and incubated before addition of 
labelled SNP sequence. The protein that binds to a labelled SNP sequence under standard assay 
conditions here is competed out with the excess of unlabelled binding motif instead, causing the 
labelled DNA-protein band to disappear, and implicating this motif as the one belonging to the 
transcription factor of interest. The technique was here used to identify a protein that showed 
differential binding to a candidate SNP. EMSAs were also used to evaluate protein binding of the two 
DNAse-I sensitivity QTL variants at the CFDP1-BCAR1-TMEM170A locus identified in chapter 3. 
5.1.2 Luciferase reporter assays 
The effect of SNP genotype on gene expression was also assessed using luciferase reporter assays. 
This in vitro assay is used to quantify and compare gene expression. A reporter vector containing the 
luciferase gene is transfected into the cell line of choice. A DNA fragment for study – here the region 
of DNA around the SNP – is inserted into the reporter vector at an appropriate location (e.g. in the 
promoter region for variants in promoters, or the 3’ region for variants in enhancers). Two days after 
transfection, cells are lysed and light emission measured: the amount of light emitted is proportional 
to the expression of the reporter gene, and can thus be used to compare levels of expression 
between alleles. Here a candidate SNP identified by EMSAs was analysed using the luciferase 
reporter assay to compare expression between the two alleles. 
5.1.3 Effect of oestrogen 
In chapter 4, a difference between the sexes was found of the effect of genotype on IMT and 
vascular events at the CFDP1-BCAR1-TMEM170A locus, with the genetic effect largely being seen 
only in women. In light of BCAR1 being implicated by eQTL data and given the gene’s full name 
breast cancer antiestrogen resistance 1, this difference between sexes appeared of particular 
interest. 
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In light of this, functional analysis was designed also to examine SNPs at the locus that might be 
influenced by oestrogen. Oestrogen, the primary female sex hormone, consists of three major 
subtypes: estrone, estradiol and estriol. Estradiol is the primary form of oestrogen in women during 
reproductive years, though after menopause this role shifts to estrone272. Oestrogens enter the cell 
and bind to the oestrogen receptor located in the cytosol (Figure 39). This complex translocates to 
the nucleus and binds to response elements in the DNA, thus regulating gene expression273. The 
complex may also bind to other DNA-bound transcription factors to modulate their action274. 
To investigate whether oestrogen interactions with SNPs might be involved in the phenotype, SNPs 
in LD with the lead SNP were again examined, to see if any were located in sequences binding 
oestrogen receptors. SNPs with potential oestrogen interactions were subjected to functional 
analysis as with the candidate SNPs. 
 
Figure 39: Oestrogen receptor pathways. Figure from Deroo and Korach274.Oestrogen or selective oestrogen 
receptor modulators (SERMs) bind to the oestrogen receptor (ER), which binds to oestrogen response 
elements (EREs) in target genes and recruits coregulatory proteins. Oestrogen may also bind to ER adjacent to 
the plasma membrane, stimulating signalling cascades which also affect transcription. Non-ER proteins 
(oestrogen-binding proteins or EBPs) may also trigger signalling cascades. 
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5.2 Results 
5.2.1 6 candidate SNPs 
5.2.1.1 Effect of candidate SNPs on DNA-protein interactions 
EMSAs were performed on the six candidate SNPs within potential regulatory elements, selected in 
chapter 3. Nuclear extract was produced from the hepatoma cell line Huh7 and incubated with 
double-stranded biotin-labelled oligos consisting of the 25 bp surrounding the SNP. Labelled probes 
for transcription factors NF-κB or Sp1 were used as a positive control, as protein binding had been 
shown to be successful for these probes. For competitor assays, an excess of unlabelled competitor 
oligos (the same sequence as the labelled ones) were first incubated with the nuclear extract before 
addition of the labelled oligos. A binding protein should completely bind to the unlabelled 
competitor in this case, and no band for the DNA-complex would be seen.  
One SNP, rs4888378, demonstrated differential protein-binding by allele (Figure 40). The G allele 
(the major and risk allele, in terms of IMT and CAD risk) bound a number of proteins strongly, while 
the A allele had much weaker protein binding. This suggests that the G>A change weakens a binding 
site for a protein or complex of proteins. The other candidate SNPs did not show protein binding 
(Figure 41). 
 
Figure 40: EMSA shows differential protein binding for rs4888378. Lane 1 shows binding of the control 
protein, NF-κB, to the control band (NF-κB consensus); lane 2 shows band being competed out by unlabelled 
NF-κB probe. Lanes 3 and 5 show weak and strong protein binding to the A and G probes respectively. Lanes 4 
and 6 show the binding to be competed out by respective unlabelled probes. Bands show the position of 
biotin-labelled probe on the gel (direction from top to bottom). Probes unbound by DNA run fastest and are 
not visible on the picture; bands here are protein-bound probe which migrates more slowly. “A” and “G” refer 
to the respective alleles of rs4888378. Positive and negative signs show electrode charge. Image is 
representative of 4 replicates. 
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Figure 41: EMSA shows differential protein binding for one of the six tested SNPs: rs4888378. Labelled 
probes 1-6 refer to SNPs rs4888378, rs4888379, rs4888392, rs2865530, rs3743609 and rs11643207 
respectively; the letter denotes the allele. Bands show the position of biotin-labelled probe on the gel 
(direction from top to bottom). Probes unbound by DNA migrate fastest and are present at the bottom of the 
picture; bands above are protein-bound probe which migrates more slowly. Cell extract is from Huh7 cells. 
Image is representative of 3 replicates. 
5.2.1.2 Identification of binding protein 
To characterise the DNA-protein interaction, multiplexed competitor EMSA (MC-EMSA) was 
performed209. This involved the incubation of the nuclear extract with 70 unlabelled competitor DNA 
consensus sequences for well-characterised transcription factors, proteins predicted to have a 
binding motif altered by the variants, and proteins bound to the regions determined by ChIP-seq 
through ENCODE. These were incubated prior to addition of the rs4888378 labelled probe. To allow 
for the study of many potential binding proteins at once, these competitors are incubated initially as 
“cocktails” of 10 competitors. When one cocktail is found to compete out the band, the assay is 
repeated using each component separately. 
MC-EMSA showed the protein binding to be competed out on addition of the FOXA consensus 
sequence (Figure 42). While some other competitors caused a reduction in band intensity, they did 
not consistently compete out the band upon repeating the assay. 
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Figure 42: Multiplex competitor EMSA showing competition of the protein-binding allele of rs4888378. “G” 
refers to the rs4888378 allele. Cell extract is from Huh7 cells. Images are representative of 3 replicates. 
a) MC-EMSA with six competitor cocktails. Lanes 3 to 10 show protein binding to the G probe is competed out 
by one or more components of cocktail six. Signal at the bottom shows free (unbound) probe. 
b) MC-EMSA with the ten individual components from cocktail 6. Lanes 3 to 14 show protein binding to the G 
probe is competed out only by the unlabelled G probe, as expected, and by the FOXA competitor. 
To further test this finding, the FOXA binding motif was compared to the genomic sequence around 
rs4888378. This revealed a close match, and that the A allele weakens the binding motif (Figure 43). 
 
Figure 43: FOXA consensus sequence used in multiplex competitor EMSA compared with genomic sequence 
around rs4888378. The G allele of the SNP forms a closer match with the consensus sequence, reinforcing the 
implication that FOXA is the protein binding to the SNP. 
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5.2.1.3 DNA-protein binding in HUVECs 
EMSAs were initially carried out using nuclear extract from the Huh7 cell line, but the SNP’s 
association with expression in vascular cells was later discovered. Assays were therefore repeated 
using extract from human umbilical vein endothelial cells (HUVECs) in order to look for DNA-protein 
binding in a relevant cell model. Differential binding was again seen with rs4888378 (Figure 44), and 
competed out with the FOXA sequence (Figure 45). 
 
Figure 44: EMSA with HUVEC extract shows differential protein binding for rs4888378. Lanes 1 and 2 show 
binding of the positive control proteins NFκB and CBP to the control bands (NFκB and CBP consensus). Some 
protein binding is observed with SNPs 2, 3 and 4. As with Huh7 extract, the only SNP that shows differential 
protein binding is SNP 1, rs4888378. Labelled probes 1-6 refer to SNPs rs4888378, rs4888379, rs4888392, 
rs2865530, rs3743609 and rs11643207 respectively; the letter denotes the allele. Bands show the position of 
biotin-labelled probe on the gel (direction from top to bottom). Probes unbound by DNA migrate fastest and 
are present at the bottom of the picture; bands above are protein-bound probe which migrates more slowly. 
Image is representative of 3 replicates. 
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Figure 45: Multiplex competitor EMSA with HUVEC extract, showing competition of the protein-binding 
allele of rs4888378. “G” refers to the rs4888378 allele. Cell extract is from Huh7 cells. Images are 
representative of 3 replicates. 
a) MC-EMSA with six competitor cocktails. Lanes 2 to 8 show protein binding to the G probe is competed out 
by one or more components of cocktail six. Signal at the bottom shows free (unbound) probe. 
b) MC-EMSA with the ten individual components from cocktail 6. Lanes 2 to 11 show protein binding to the G 
probe is competed out by the FOXA competitor. 
5.2.1.4  Supershift EMSA for confirmation of protein binding 
MC-EMSA implicated the protein FOXA protein family as binding to the rs4888378 SNP, but to truly 
verify the protein, a supershift EMSA is required. Here an antibody to the protein of interest is 
incubated with the nuclear extract before addition of labelled probes. The antibody binds to the 
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protein which subsequently binds to the labelled probe, creating a larger antibody-protein-DNA 
complex that migrates more slowly through the gel. A successful shift confirms the identity of the 
protein. 
Supershift EMSA was performed on the rs4888378 G probe to identify the protein binding to it in the 
assay. The proteins in the FOXA family share very similar consensus sequences, so MC-EMSA could 
not identify which one was binding. Two antibodies were examined: anti-FOXA2 and anti-FOXJ1 
antibody. These were incubated with the nuclear extract before addition of rs4888378 labelled 
probe and a positive control probe (consensus sequence for the FOXA family). 
However, while the rs4888378 G-allele probe produced a band as expected, no shift was visible on 
addition of FOXA2 or FOXJ1 antibody (Figure 46). A positive control tested the binding capacity of 
the antibodies, using the FOXA motif as the labelled probe. However, again no band shift was seen 
upon addition of the antibodies (Figure 46). As the antibody is expected to bind to the FOXA-family 
protein, and the protein to the known FOXA motif, the lack of shift suggests the antibodies used do 
not bind to the protein under EMSA conditions. 
 
Figure 46: Supershift EMSA showing the effect of addition of FOXA2 and FOXJ1 antibody on protein binding. 
Lanes 3-6 show the rs4888378 G allele probe (“G”). A band is seen and competed out with its own sequence, 
as expected, but the addition of antibodies produces no band shift. Lanes 6-10 (positive control) show binding 
to the FOXA motif. The antibodies would be expected to bind to the protein that binds to this sequence, but no 
supershift is seen. This gel is representative of three replicates, all of which failed to demonstrate antibody 
binding to the FOXA consensus sequence. 
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5.2.1.5 DNA-protein binding for oestrogen-related SNPs 
The suggestion of BCAR1 as a gene of interest at the locus, and the sex difference in association, 
suggested a possible role of oestrogen in the phenotype. Additional bioinformatics work was carried 
out to look for variants that could potentially interact with oestrogen. Again, all the variants in LD 
with the lead SNP were analysed. Haploreg133 was used to find any SNPs shown to bind an oestrogen 
receptor, or to change the binding consensus sequence for an oestrogen receptor. Four SNPs were 
identified: rs2161648, rs4888400, rs2285222 and rs11149832. All had an alteration of the oestrogen 
receptor alpha (ERα) motif, and one showed ERα binding by ChIP-seq (Figure 47). 
 
Figure 47: SNPs in LD with lead SNP rs4888378 that bind an oestrogen receptor or change its binding motif. 
All oestrogen-related interactions are with ERα. Image adapted from HaploReg v3133. 
As additional variants of interest, these four SNPs were also investigated using EMSA to look for 
differential protein binding. In addition to the protocol with standard nuclear extract, assays were 
performed using nuclear extract from cells stimulated with oestrogen. Before carrying out the 
nuclear extraction protocol, 16 ng β-estradiol was added to one T175 flask of Huh7 cells in 30 ml 
medium. This was incubated at 37°C for 30 minutes, and the nuclear extraction protocol was carried 
out as before. EMSA was carried out on the four SNPs with stimulated and unstimulated Huh7 
nuclear extract. None of the variants demonstrated binding in this instance. 
5.2.1.6 Luciferase reporter assay 
EMSA identified rs4888378 as the candidate SNP with allele-specific protein binding; therefore, it 
was then necessary to see whether this difference has an effect on gene expression. The SNP is 
located in the 3’ intron of the gene CFDP1, so its effect is likely to be through enhancer rather than 
promoter activity. The genomic sequence surrounding rs4888378 was therefore inserted in the 3’ 
downstream region of the luciferase gene to mimic the effects of an enhancer rather than a 
promoter (Figure 48). 
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Figure 48: pGL3-promoter reporter vector. Enhancer insertion site shows where DNA sequences were inserted 
for study. Image adapted from Promega275. 
Selection of suitable restriction sites for cloning (BamHI and SalI) in the sequence resulted in a 
fragment of 379 bp around rs4888378. This sequence was amplified from genomic DNA of AA or GG 
genotype and digested with BamHI and SalI enzymes to leave the fragment of choice. After 
sequencing confirmed that no other bases differed between the A and G fragments, the fragments 
were cloned into the pGL3-promoter vector using the In-Fusion cloning system, and the vector 
transfected into Huh7 cells. 
The luciferase assay revealed a decrease in expression compared to the control vector (pGL3-
promoter) for both alleles of rs4888378 (Figure 49). It was considered that this decrease may be 
caused by the binding of a repressor protein to part of the sequence of the inserted fragment. 
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Figure 49: Enhancer fragments with both the A and G alleles of rs4888378 show decreased expression 
compared to pGL3-promoter control. Luciferase reporter assay data. P-values derive from unpaired t-test. 
Error bars show SEM. (12 replicates each.) 
The decrease in expression prompted evaluation of the inserted fragment to look for possible 
binding of repressor proteins. Bioinformatics sequence analysis using the MatInspector tool276 
predicted the binding of three repressors and repressor-related proteins to the sequence fragment: 
E4BP4, CHR and PRDM1 (positions shown in Figure 50a). Three further cloning fragments were 
designed to investigate the effect of these potential DNA-protein interactions on gene expression. 
These fragments eliminated the segment with potential E4BP4 binding, the segment with CHR and 
PRDM1 binding, or all three of these binding sites (Figure 50b-d). 
 
Figure 50: Predicted binding positions of three repressor-related proteins to the rs4888378 fragment, and 
additional fragments created to avoid these binding sites. Position data from MatInspector276. Repressor 
proteins binding to this sequence may affect expression of the luciferase gene during the assay. Fragments 
shown in b, c, and d were therefore designed to test the effect of avoiding these binding sites. 
The additional fragments were cloned into the reporter vector and assayed as before. Expression 
results differed between insert fragments. Allele-specific reporter expression was observed from the 
vectors with insertions 3 and 4 (Figure 51c,d; p=5.7×10-2; p=4.0×10-22), with a non-significant trend in 
the third (Figure 51b). The effect size and direction was dependent upon fragment size: while 
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expression with allele G remained similar in all cases, allele A showed a 35% and 92% reduction in 
expression compared to G in the shorter fragments. 
  
 
 
 
 
Figure 51: rs4888378 allele is associated with differential expression depending on sequence elements. Luciferase reporter assay data. Fragments 1 and 2 show no 
significant differential expression (a and b). Fragments 3 and 4 show a decrease in expression for the A allele, with the decrease in fragment 4 being much more 
pronounced (c and d). Expression values are normalised to pGL3-promoter control. P-values derive from unpaired t-test. Error bars show SEM. (4 plates of 12 replicates 
each.) 
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5.2.1.7 Transfection of HUVECs for luciferase reporter assay 
Luciferase reporter assays were carried out in Huh7 cells, as these had previously been used reliably 
for luciferase reporter assays, and at the time of initial assays the association with expression in 
vascular cells was unknown. However, human umbilical vein endothelial cells (HUVECs) were a 
preferred cell type, as the IMT phenotypes under study relevant to blood vessel endothelial cells. 
Transfection assays were therefore carried out on HUVECs using the reporter vector. 
Transfection was tested using the lipid reagent Lipofectamine 3000, and using the Amaxa 
Nucleofector I. Vectors for transfection were the pGFP plasmid (green fluorescent protein allows 
easy detection of expression under a microscope), pGFP with a pRL-TK co-transfectant (to mimic the 
co-transfectant conditions in the luciferase assay), and pGL3-promoter with pRL-TK co-transfectant 
(as in a standard assay). 
Transfection using Lipofectamine 3000 was not successful, but as seen in Figure 52a, transfection of 
the GFP plasmid using electroporation achieved some success. Co-transfection with pRL-TK resulted 
in lower transfection efficiency (Figure 52b). Expression peaked 14-20 hours after transfection (8-14 
hours after first timepoint on graph). 
 
Figure 52: GFP expression in HUVECs after electroporation of GFP plasmid. (a) Detection of GFP expression 
shows cells with successful transfection of plasmid. (b) GFP emission in cells transfected with GFP plasmid or 
GFP + pRL-TK plasmids. Graph starts 6 hours after electroporation. It can be seen that expression of GFP is 
lower with the co-transfectant. 
Transfection of the reporter vector into these cells could not be measured via GFP emission. HUVECs 
were electroporated with the vectors puc, pGL3-control and pGL3-promoter, with pRL-TK co-
transfectant, and luciferase expression was measured by light emission. This indicated that 
transfection of the pGL3-control and pGL3-promoter vectors was unsuccessful (Figure 53): readings 
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of luciferase and renilla were extremely low compared to those seen in Huh7 cells (rightmost data 
points; note logarithmic scale), and would not be adequate for reporter assays. Repeated 
experiments did not achieve successful transfection. 
 
Figure 53: Luciferase (main transfectant) and renilla (co-transfectant) readings for vectors transfected into 
HUVECs. Relative light units are a measure of luciferase expression. Luciferase readings would be expected to 
be many times higher than renilla readings. Although transfection vector readings for pGL3-control were 
higher than those for the co-transfectant, these values were too low for reliable comparison of signal between 
fragments. “pGL3-promoter (Huh7)” indicates average readings for luciferase readings of this vector in Huh7 
cells; note logarithmic scale. 
5.2.2 DNA-protein binding for dsQTL variants 
In chapter 3, analysis of the Gilad/Pritchard eQTL browser found two DNase sensitivity QTLs 
(dsQTLs), where chromatin accessibility is associated with SNP allele (Figure 28): rs73605136 and 
rs247454. EMSAs were carried out on these two SNPs to analyse how the variants may be affecting 
chromatin accessibility. 25 bp probes were created as before and incubated with Huh7 extract. 
However, no protein-binding bands were observed (Figure 54). 
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Figure 54: EMSA shows no observed protein-binding for dsQTL SNPs. Labelled probes 1 and 2 here refer to 
the dsQTLs rs73605136 and rs247454 respectively, and the letter to the allele. Control bands are here 
overexposed as film was overexposed to check no signal was present for the dsQTL SNPs. Image is 
representative of 3 replicates which showed no protein binding. 
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5.3 Discussion 
5.3.1 Overall 
In chapter 3, investigation of the CFDP1-BCAR1-TMEM170A locus with bioinformatics data identified 
six candidate functional SNPs that may potentially be affecting IMT and CAD. In this chapter, DNA-
protein interactions surrounding the SNPs were tested, identifying that the lead SNP rs4888378 
altered allele-specific protein binding. Competitor assays indicated a member of the FOXA protein 
family may be responsible for this allele-specific binding. This SNP was taken forward for expression 
analysis using luciferase reporter assays. Expression varied widely according to the length of DNA 
sequence cloned into the reporter vector, but where allele-specific expression was present, the G 
allele of the SNP produced significantly higher expression than the A allele. 
Other aspects of interest at the locus were examined: two dsQTLs near BCAR1 and CHST6 were 
assayed for allele-specific protein binding, but no proteins were found to bind. Four SNPs in LD with 
rs4888378 that bound ERα or were predicted to change its binding site were assayed. 
5.3.2 Effect of candidate SNPs on DNA-protein interactions 
Of the candidate SNPs assayed using EMSA, only the lead SNP rs4888378 showed allele-specific 
protein binding, with a protein or proteins binding strongly to the risk G allele. As multiple bands 
were visible for the rs4888378 G probe when film was subjected to a longer exposure, it appears 
that a complex of proteins may be binding here. If this is indeed the functional SNP, it could 
therefore be hypothesised that a transcriptional activator binds more strongly to this sequence 
when the G allele is present, increasing expression of an atherogenic gene at the locus, resulting in 
increased IMT. Alternatively, a repressor may bind more strongly, reducing expression of a gene that 
is atheroprotective. Expression results from the luciferase reporter assay suggest the former 
possibility, as the G allele here causes increased expression. 
Using multiplex competitor EMSA it was found that the FOXA binding motif competed out the G 
band of the rs4888378 probe, implicating this as the protein family that may be binding. FOXA is a 
subfamily of hepatocyte nuclear factors consisting of FOXA1, FOXA2 and FOXA3, which share a 
common consensus sequence. The proteins act as transcriptional activators for liver-specific genes, 
and are involved in regulation of metabolism and glucose homeostasis277,278. They have been shown 
to bind sites in compacted chromatin and mediate its change into an open, more active state279.  
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The FOXA family contains three proteins and numerous isoforms that share similar binding motifs, 
and so it was not practical to perform a supershift assay for all proteins. The FOXA2 antibody was 
chosen as this protein has been implicated in cardiovascular-related phenotypes: it has been 
suggested that it is critical in diabetes and metabolic syndrome278,280. FOXJ1 (forkhead box J1) is a 
transcription factor related to the FOXA family (previous names for FOXA and FOXJ1 are hepatocyte 
nuclear factor 3 and hepatocyte nuclear factor 3 forkhead homolog 4 respectively). FOXJ1 was 
specifically identified in chapter 3.2.1 as one of the motifs altered by rs4888378, and its binding 
motif is indeed similar to that of FOXA2281, so it was also chosen as a priority for supershift. 
Unfortunately, the identity of the protein binding could not be verified with a supershift assay. No 
supershift was seen with the addition of FOXA antibodies to the probe containing rs4888378-G; 
however, a lack of band shift for the positive consensus sequence indicated that the antibodies were 
not suitable for this assay. Unfortunately, no EMSA-verified FOXA antibodies were available; 
therefore, conclusions could not be drawn about the identity of the protein.  
EMSAs have utility in detecting allele-specific effects without the hindrance of LD, but it must also be 
considered that they examine variants outside their natural chromatin environment and cannot take 
into account in vivo properties such as chromatin state. It should also be considered that the nuclear 
protein profile is that of the cells used to produce the nuclear extract. Here Huh7 cells were initially 
used, and subsequently HUVECs, which were a more appropriate model for vascular phenotypes. 
5.3.3 DNA-protein binding for oestrogen-related SNPs 
Of the 214 SNPs in strong LD, four were found to bind ERα or change its binding site, so these were 
chosen for analysis with EMSA. No binding was observed for the variants in this assay. As ERα can 
induce an effect without binding to the DNA sequence itself, other SNPs could also be involved in an 
effect of oestrogen274.  
These oestrogen-stimulated EMSAs were preliminary experiments that would require more 
thorough analysis if being followed up. The 30-minute treatment time with β-estradiol was chosen 
based on research by Dominguez and Micevych, who found stimulation with estradiol induced 
accumulation of ERα with a peak at 30 minutes282. Future work would vary concentration and 
treatment time to investigate what conditions produced the greatest binding of ERα. 
Different cells would also be examined for creating the nuclear extract in future work. ERα is 
expressed in liver cells such as Huh7, although at a lower level than in target tissues such as uterine 
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and mammary tissue (gene ESR1, GTEx155). Future assays should use HUVEC and smooth muscle cell 
extract to examine the possible effect in vascular tissues. 
5.3.4 DNA-protein binding for dsQTL SNPs 
EMSA analysis demonstrated no protein-DNA interactions for the two dsQTL SNPs. These SNPs were 
reported to be associated with different accessibility of chromatin depending on allele. This 
mechanism may be through the action of proteins binding directly to the genomic sequence, or by 
another method, such as histone modifications A different method to investigate the relevance of 
such dsQTLs might be through assaying whether the loci interact with other loci of interest, such as 
promoters or enhancers of genes (explored in chapter 6). 
5.3.5 Allelic effect on gene expression 
Previous examination of genotype-expression data found multiple associations between the lead 
SNP and gene expression, so it is likely that such effects on expression may be involved in producing 
the carotid IMT phenotype. The disadvantage of these datasets is that they can only report 
associations rather than causality, so SNPs in LD show similar findings to each other. Conversely, 
reporter assays test causality, as only the allele of the SNP under investigation differs between 
constructs. This allowed the direct evaluation of whether a chosen SNP affects gene expression. 
Expression data from ASAP and GTEx had shown the G allele to be associated with higher 
expression; in the luciferase reporter assay, the same direction of effect was seen. However, the 
difference in expression varied greatly depending on the size of the DNA fragment inserted. For the 
larger fragments, no significant difference was seen, while for the others, the magnitude of the 
difference was greater for the smallest fragment. This highlights the strong effect that proteins 
binding in vitro to proximal sequence elements can have on enhancer or repressor activity. The 
different fragments were chosen to include or exclude the predicted binding sites for three 
repressor-related proteins (Figure 50). The two fragments that excluded the predicted E4BP4 (NFIL3) 
binding site showed a decrease in expression with allele A. E4BP4 is a transcriptional repressor that 
binds to activating transcription factor (ATF) sites in many promoters283. 
The effect on expression from sequence fragment length and genotype implies a strong effect and 
potential for interaction with the FOXA element from proteins binding to these additional elements 
close to the SNP. While these results do not prove an effect of E4BP4 at the locus, they do suggest 
that this or another binding protein may suppress the effect of the SNP under certain circumstances. 
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Selection of a representative fragment for assaying expression is complicated by the artificial nature 
of the assay. As with the EMSA, the luciferase reporter assay cannot measure long-distance 
interactions between loci, or chromatin state. This emphasises the value of assaying multiple 
sequence fragments around the SNP, as was done here. Another drawback was the cell line used; 
Huh7 cells were initially used due to their reliable performance in reporter assays, the fact that the 
genes of interest at the locus (BCAR1, CFDP1, TMEM170A and LDHD) are expressed in liver cells155, 
and the similar pattern of ENCODE regulatory signals such as open chromatin observed between 
endothelial and hepatoma cells. However, HUVECs may be a preferred model due to their vascular 
nature. HUVECs are difficult to transfect284,285, and tests with different transfection methods could 
not achieve sufficient transfection efficiency of the reporter vector, so this was not possible. Further 
work would carry out the reporter assays using these cells: one possibility would be the production 
of a viral expression vector. 
It would be ideal to test all of the candidate SNPs with the reporter assay, but the time required to 
clone each SNP made this impractical for this study. Therefore rs4888378 was prioritised due to its 
effects on protein binding. 
Another limitation of this reporter assay was that the SV40 promoter was used, rather than those at 
the gene locus. Tissue expression data implicated the gene BCAR1 as the gene possibly causing the 
association. However, at the time of performing the cloning, this was not known. As many genes are 
present at the locus, a single promoter could not be chosen, and the SV40 promoter present in the 
pGL3-promoter vector was used, a known strong promoter that should provoke high levels of 
expression and allow for comparison. Future work would carry out the reporter assay with the 
BCAR1 promoter (see chapter 6 for discussion of putative BCAR1 promoters). 
To investigate the regulatory effects of SNPs in an in vivo context and look at regions much larger 
that the fragments used in luciferase, further work will use chromosome conformation capture, 
allowing examination of interactions between regulatory regions over long distances. 
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6 Circular chromosome conformation capture for investigation of the 
CFDP1-BCAR1-TMEM170A locus 
6.1 Introduction 
As discussed in Chapters 3, 4 and 5, regulation of gene expression is often not as simple as a 
regulatory element affecting the gene it is closest to. The regulatory SNP rs4888378, which is 
intronic in the gene CFDP1, instead appears to regulate the nearby gene BCAR1. Although gene 
expression is often thought of as occurring proximal to genes, it is becoming increasingly evident 
that long-range interactions play an important role in the regulatory landscape286. Many promoters 
and enhancers are now known to engage in long-range interactions287, physically looping to their 
target genes288. Such interactions can also occur between different chromosomes (trans- rather than 
cis- interactions)289. 
These long-range interactions are of particular importance in the context of GWAS studies. Most 
lead variants for cardiovascular GWAS (and other complex diseases) occur within intronic or 
intergenic regions, and thus are likely to be exerting their effect through distal regulatory 
elements218. Certain GWAS hits are even found in gene deserts: large genomic regions (sometimes 
defined as larger than 500 kb290) with no annotated genes. The most well-known cardiovascular 
example is that of the 9p21 locus, which has the strongest known association with CAD and 
MI107,108,291, yet is over 40 kb away from the nearest protein-coding genes (CDKN2B and CDKN2A, 
involved in cell cycle control). Long-range interactions are likely to be the primary mode by which 
GWAS hits in such regions affect cardiovascular traits. 
Understanding more about the basis of this regulation at cardiovascular and other loci is a crucial 
objective in understanding the genetic basis to CHD and other diseases. For this purpose, a number 
of methods have been developed in recent years to test long-range interactions between DNA. The 
basis of the se is Chromosome Conformation Capture (3C), a method that captures the arrangement 
of chromosomes in living cells, allowing interactions between loci to be detected289. In these 
methods, formaldehyde is used to crosslink-DNA to proteins, “fixing” the current chromosomal 
interactions. Crosslinking occurs as a nucleophilic group on an amino acid or DNA base forms a 
covalent bond with formaldehyde, forming a methylol adduct, which is converted to a Schiff base 
and finally a methylene bridge292. In 3C, the fixed DNA is cut into fragments along the whole genome 
using restriction enzymes. These fragments, still linked at interaction sites with formaldehyde, are 
ligated together, with ligation occurring preferentially between fragments brought into proximity by 
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these physical interactions (Figure 55). In this way an excess of ligation junctions are formed 
between loci that interact in vivo. PCR across the ligation junctions and sequencing of the 
amplification product can identify ligated sequences and quantify the number of junctions. 
 
Figure 55: Principle of 3C. (a) Formaldehyde is used to crosslink DNA to proteins, linking interacting regions. 
(b/c) DNA is cut into fragments with a restriction enzyme. (d) Matching sticky ends ligate in a proximity-
mediated manner, joining interacting fragments. (e) PCR and sequencing identifies the unknown linked 
sequence. 
Many random ligations may also occur between restriction enzyme cut sites, so some interactions 
are likely to be detected between any two loci, with more expected the closer the two sites are in 
the genome. However, when ligations are detected more than would be expected for random 
interactions, it can be concluded that the two sites interact in vivo. 
6.1.1 3C technologies 
Chromosome conformation capture (3C) is a “one-versus-one” approach: genetic loci are selected a 
priori and the assay tests whether pairs of loci interact more than would be expected by chance289. 
Related methods include Circular Chromosome Conformation Capture (4C)293, carbon-copy 
chromosome conformation capture (5C)294, chromatin interaction analysis by paired-end tag 
sequencing (ChIA-PET)295, and Hi-C, a genome-wide method that uses biotin labelling to pull down 
ligated fragments296. 
In contrast to 3C, 4C is a “one-versus-all” method: the sequence of the site of interest (“bait”) is 
needed, but interactions with any other site of interest (“prey”) can be captured293. For this to work, 
ligated DNA has crosslinks removed and is digested again with a second restriction enzyme. An 
additional ligation step causes self-circularisation of these shorter fragments, producing small circles 
of DNA containing the junction between the bait and prey. Inverse PCR to amplify the circular DNA 
uses PCR primers directed outwards from the bait sequence, amplifying a section of the unknown 
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sequence. Next-generation sequencing allows the unknown sequence to be identified and mapped 
to the genome. This allows unbiased searching for loci that interact with a sequence of interest, 
without a priori expectations. 
5C is a multiplex “all-versus-all” protocol that combines 3C with ligation mediated amplification 
(LMA) to detect interactions on a large scale.  A 3C library is created, and LMA carried out with 
primers that bind to the 3’ end of predicted restriction fragments. Only primers annealed next to 
each other can be ligated. The primers also contain universal tails, allowing large-scale amplification 
of ligated primers to create a 5C library, which can be analysed using micro-arrays or next-
generation sequencing.294,297. 
Hi-C is more high-throughput than the previous methods. After the restriction digest stage of 3C, 
biotin-labelled nucleotides are annealed to the overhangs at ligation sites, and the resulting blunt 
ends ligated. Biotin pull-down is used to isolate ligated fragments, and the library mapped to the 
genome296. Chromatin interaction analysis by paired-end tag sequencing (ChIA-PET) combines 3C 
and chromatin immunoprecipitation to screen for interactions occurring via a proposed protein of 
interest. Crosslinked chromatin is digested and then pulled down using an antibody against the 
protein. Linker sequences are ligated to the ends of DNA, allowing them to ligate, and the interacting 
fragments are sequenced and mapped to the genome295,298. 
6.1.2 4C to analyse the CFDP1-BCAR1-TMEM170A locus 
In investigation of the CFDP1-BCAR1-TMEM170A locus, previous chapters identified rs4888378 as a 
potential functional variant, and BCAR1 as the gene likely to be the gene causing the phenotypic 
change. It is clear that at this locus, regulatory elements may not act only on the genes they are 
closest to, making it a good target for chromosome conformation capture to define the long-range 
regulatory network at this locus. 
The specific chromosome capture method to be used depends on the research question. One 
regulatory scenario here, fitting with the hypothesis that rs4888378 affects BCAR1 regulation, is that 
the regulatory SNP is located within an enhancer, which interacts with the promoter to modulate its 
expression. 3C could be used to test this hypothesis, but for unbiased detection of interactions, 4C is 
considered the preferred strategy to assess individual loci299. Using 4C allows searching for any 
regions that interact with these loci without making assumptions before testing. As few specific loci 
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are being studied, multiplex methods such as 5C would not be suitable. Therefore, in this chapter a 
4C protocol was developed for analysis of the BCAR1 promoter and the regulatory SNP rs4888378. 
Although the design and optimisation steps produced a strategy to analyse the regulatory SNP and 
BCAR1 promoter and produced four 4C libraries, challenges with the next-generation sequencing 
precluded any sequences from being obtained. Experiments are ongoing to obtain sequencing data 
from the 4C libraries, and the experimental design of this 4C protocol is discussed here, with the 
results presented from individual 4C steps. 
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6.2 Protocol and results 
6.2.1 Choice of loci 
The two primary areas of interest for 4C were rs4888378 and the BCAR1 promoter. Before selecting 
the restriction enzymes for the protocol, the BCAR1 promoter location had to be characterised. 
The gene is shown to have multiple transcripts on databases such as UCSC Genome Browser and 
Ensembl127,300, raising the question of what the true and commonly-expressed transcripts are. 
Kumbrink and Kirsch demonstrate the presence of two BCAR1 mRNAs expressed in normal tissues 
with alternative first exons301. These alternative exons encode only three different starting amino 
acids, Asn-His-Leu and Ser-Val-Pro. The two transcripts are referred to as BCAR1-1 and BCAR1-1’ 
(Figure 56a), and they coincide with the two areas of strong H3K4me3 signal (histone signals 
associated with promoters), and with CpG islands (Figure 56b). These two promoters were therefore 
chosen as the true promoters for investigation with 4C. 
 
Figure 56: Presence of two promoters for the BCAR1 gene. (a) There are alternative first exons for BCAR1 with 
distinct promoters (figure from Kumbrink et al301). (b) The location of these two promoters maps to two 
regions of promoter-associated histone marks and CpG islands as shown on UCSC Genome Browser127. While 
multiple transcripts are shown on the genome browser, these can be considered to be the important 
promoters. 
6.2.2 Choice of cells 
As discussed in previous chapters, endothelial or smooth muscle cells are likely to be more relevant 
to the plaque phenotype, so HUVECs were considered as suitable cells for analysis of chromosome 
 161 
 
conformation. However, the 4C protocol requires a large number of cells (10 million cells are 
suggested by van de Werken302 and Stadhouders303). As HUVECs can only grow to a limited passage 
number before differentiation or senescence304, culturing large numbers of HUVECs was inefficient 
for protocol optimisation. Therefore, HEK293 cells were used for initial development of the protocol, 
as they can easily be cultured quickly to large numbers, providing sufficient chromatin to optimise 
subsequent stages of the 4C protocol. 
6.2.3 Choice of restriction enzymes 
The principle of 3C techniques is based on the digestion of crosslinked chromatin with a restriction 
enzyme, ligation to join interacting sequences, and PCR to detect ligation junctions (Figure 55). 
Original 3C studies used this method of a single digest and ligation step289. For 4C, circular DNA is 
required for amplification using inverse PCR. Due to the complexity of interactions in vivo, the digest 
step often forms aggregates of many fragments joined together. Ligation and removal of crosslinks 
causes these to link together and form large circles of DNA, which are often too large to amplify 
using PCR (Figure 57). For this reason, a secondary digest is necessary for 4C. The large circles are 
trimmed with a different restriction enzyme (often a more frequent cutter) to create short 
fragments. A second ligation circularises these fragments, due to proximity, and the small DNA 
circles are then suitable for amplification. 
 
Figure 57: Overview of 4C protocol. Image adapted from Van de Werken et al302. Chromatin crosslinking joins 
many strands of DNA together, leaving large DNA aggregates on digestion, which become large DNA circles on 
ligation and removal of crosslinks. Trimming the circles with another restriction enzyme allows the creation of 
smaller DNA circles. These can be amplified more easily by PCR and the ligation junctions analysed using next-
generation sequencing. 
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To design a 4C experiment, suitable primary and secondary restriction enzymes must be chosen. The 
two main considerations for enzyme choice are: 
1. The ability of the enzymes to digest the DNA in the required conditions. This is primarily a 
concern for the first digestion, where the restriction enzyme must digest crosslinked 
chromatin in the presence of reaction-inhibiting SDS. (Discussed in 6.2.6.) 
2. The location of the enzymes’ restriction sites in the locus. As discussed below, the restriction 
sites for the primary enzyme must cut to create a fragment around the point of interest of 
suitable size to capture interactions. The restriction sites for the secondary restriction 
enzyme must cut so that a DNA circle is formed that is large enough to be ligated and 
sequenced easily, but not too large as to not amplify with PCR. (Discussed in 6.2.3.1.) 
Many published 4C techniques use a primary restriction enzyme that cuts at a 6 bp site (“6-cutter”), 
and a secondary restriction enzyme that cuts at a 4 bp site (“4-cutter”)303. As there are four DNA 
bases, the chance of a specific 6 bp sequence coming up at a random point in the genome is roughly 
(¼)6 = 1/4096; i.e. every 4096 base pairs on average. The secondary restriction enzyme is usually a 4-
cutter, which cuts on average every 256 ((¼ )4) bases. The resulting smaller fragments are more likely 
to ligate to form suitable circular DNA. 
The base composition of the genome is of course not truly random; for example, C and G bases are 
present at higher frequency in GC-rich areas such as CpG islands. For this reason, it is ideal to choose 
restriction enzymes that have cutting sites with a balanced GC/AT content to avoid bias. 
In some cases a 4-cutter can be used as the primary restriction enzyme. This produces a 16 times 
smaller initial fragment size, on average, and makes it less likely that the fragment around the locus 
of interest will be large enough. Nevertheless, for 4C assays where few loci are being studied, loci 
can be examined individually to see if a primary restriction enzyme will produce a suitably sized 
fragment. In general, the smaller fragments produced with 4-cutters increase resolution of the 
assay; that is, an interaction between two genetic sequences can be narrowed down to a smaller 
area, because the fragments containing them are smaller. A disadvantage is the cost: 4-cutter 
enzymes tend to be much more expensive per unit than 6-cutters, and hundreds of units are 
required for the initial digestion step. 
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6.2.3.1 Locus digestion strategy 
Restriction enzyme choice is dependent upon the location of the restriction sites at the loci of 
interest. The primary restriction enzyme must cut to create a DNA fragment large enough to be 
involved in crosslinked interactions. Van de Werken et al and Splinter et al recommend that 
viewpoint fragments are at least 500 bp, “a size arbitrarily considered large enough to frequently be 
subject to cross-linking”302,305. These viewpoints should also not be too large (here chosen as 10 kb), 
in order to maintain an acceptable resolution for the assay. As viewpoint fragments increase in size, 
the number of possible interactions with regions distinct from the loci of interest increases, 
decreasing the confidence in any interactions that are found. For longer sequences like the BCAR1 
promoters, it is also necessary to ensure that it does not get cut by the primary restriction enzyme. 
The size of the secondary fragment is also important. As mentioned above, the fragment must be 
small enough so that, on self-circularisation with its interacting fragment, it forms a DNA circle small 
enough to be amplified by PCR. 1 kb was chosen as the maximum ideal secondary fragment size. The 
larger the circular DNA formed with the interacting fragment is, the less well it is likely to amplify, 
introducing possible size bias into the PCR reaction. 
The minimum size should be large enough so that it can physically circularise easily. The sequence 
with which it is ligated adds to the size of the circle. As shown in Figure 58, the primers for inverse 
PCR face outwards from the secondary fragment. These have long overhangs containing the Illumina 
adapter sequences, used later for next-generation sequencing. The secondary fragment should 
therefore be larger than about 200 bp to prevent the primers hybridising their ends to each other. 
To maximise the ability of the fragments to ligate, both the primary and secondary restriction 
enzymes should create sticky ends rather than blunt ends. 
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Figure 58: Primary and secondary fragments designed around a locus of interest. Locus of interest marked by 
★. The larger primary fragment must contain the locus of interest. At the first ligation step, proximity-
mediated ligation will cause it to ligate with other primary fragments with which it is crosslinked. The 
secondary digest will cut the fragment at the green-marked points. The secondary fragment will be sequenced 
following the arrow, allowing the identification of the sequence on the other side of the primary ligation 
junction. This interacting sequence can then be located in the genome. Note that the locus of interest does not 
need to be covered by the secondary fragment. At this point the fragment serves as an identifier of the 
primary fragment, for which only a short segment of its sequence is needed. 
With the above requirements in mind, rs4888378 and the two BCAR1 promoters were examined to 
design a suitable digestion strategy. Potential 6-cutter primary restriction enzymes were chosen 
based on those recommended by previous studies as being able to work in the presence of SDS 
(6.2.6) and those containing a relative balance of AT/GC, giving a shortlist of HindIII, BamHI, BglII and 
EcoRI. 
It is also desirable that enzyme action is not blocked by CpG methylation, as this would decrease the 
possibility of fragment interactions being detected in certain regions such as CpG islands, introducing 
bias into the results. It was noted that despite its recommendation in some studies, EcoRI is blocked 
by some CpG methylation, and thus would not be an ideal primary restriction enzyme. 
All the corresponding restriction sites were mapped to the CFDP1-BCAR1-TMEM170A locus using 
UCSC Genome Browser127 (Figure 59). Using these, for each location of interest – rs4888378, and the 
promoters BCAR1-1 and BCAR1-1’ – the ability of each enzyme to create a primary restriction 
enzyme with the above parameters was assessed. 
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Figure 59: Viewpoint fragments created for the two BCAR1 promoters with 6-cutter restriction enzymes. 
Created using UCSC Genome Browser127. EcoRI and BamHI can be seen to create viewpoint fragments of 
suitable sizes for the two promoters, and various 4-cutter enzymes to create smaller secondary fragments. 
These enzymes were then tested on crosslinked DNA. As detailed in 6.2.6, neither BamHI nor EcoRI 
were able to sufficiently digest chromatin in the presence of SDS, which is required for the first 
digestion. As no 6-cutter enzymes were suitable here, a second approach at designing a suitable 
digestion strategy was attempted, using 4-cutters as the primary restriction enzyme. DpnII, Csp6I 
(CviQI) and NlaIII restriction sites were mapped to the locus and the suitability of each to create 
viewpoint fragments was again assessed. 
DpnII and Csp6I were selected as the two primary restriction enzymes, as these were able to 
produce viewpoint fragments of suitable sizes (Figure 60). For each viewpoint, restriction sites for 
the remaining 4-cutters were examined to see if a suitable secondary fragment could be obtained. If 
it was possible, this digest combination was taken forward.  
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Figure 60: Viewpoint fragments created with 4-cutter restriction enzymes. Figure adapted from UCSC 
Genome Browser127. DpnII and Csp6I create viewpoint fragments around (a/b) the two promoters and (c) the 
SNP, and DpnII, Csp6I and NlaIII create secondary fragments. 
Six viewpoint/secondary fragment combinations could be designed (Figure 60). Two were designed 
for each location of interest, to allow for failure of a viewpoint due to poor digestion or failure to 
design suitable PCR primers. To analyse these viewpoints, four digestion strategies were required, 
using two primary restriction enzymes and two subsequent secondary enzymes each (Figure 61). 
Digestion testing therefore proceeded with these enzymes. 
 
 
Figure 61: Digest strategy for designed viewpoints. Crosslinked cells will be digested with either DpnII or 
Csp6I. These cells will be split into two and digested with each of the appropriate secondary enzymes. 
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6.2.4 Formaldehyde crosslinking 
Previous 4C studies use different methods of crosslinking living cells with formaldehyde. When using 
adherent cells, as all the cells under study here are, formaldehyde can either be added directly to 
adherent cells306, or the cells trypsinised and formaldehyde added to the cell suspension302,303. 
Crosslinking cells in suspension may allow formaldehyde to access the chromatin more easily303. The 
disadvantage is the possibility of the trypsinisation process affecting chromatin structure in the cell, 
and producing an inaccurate representation of interactions in the cell nucleus. However, as 
numerous published 3C studies have successfully used this a approach302,303,305, this was used here. 
The percentage of formaldehyde also varied between published studies303,305,307, with final 
formaldehyde percentage in crosslinking solutions generally ranging from 1-2%. Crosslinking was 
therefore tested at final concentrations of 1 and 2%. Both concentrations resulted in a high 
molecular weight band of DNA when visualised on a gel, so crosslinking was deemed to be suitably 
successful for both (data not shown). As stronger crosslinking has been shown to “over-fix” 
chromatin, impeding its digestion with the primary restriction enzyme307, 1% was chosen as the 
formaldehyde concentration. 
It is also important to consider the stage at which cells are crosslinked. 4C analyses the state of the 
chromatin at the point in time when crosslinking occurs; cells that are actively dividing are likely to 
be actively expressing different genes to those that have stopped growing. Therefore it was decided 
that cells would always be crosslinked at a confluence of 90%, where cells had not yet reached 
confluence and stopped growing, but a large number of cells could still be harvested from each flask. 
6.2.5 Cell lysis 
Two different types of lysis buffers are required for the 4C protocol. The first must break the 
cytoplasmic membrane to release intact nuclei. Published studies use varying preparations of 
cytoplasmic lysis buffer, but all require a salt, protease inhibitors and a non-ionic detergent. The 
detergent found to be suitable here was Igepal.  
The efficiency of lysis can be assessed with methyl-green pyronin, which stains cytoplasm pink and 
nuclei blue. A small sample of cells is stained and viewed under a microscope to check for the 
presence of isolated nuclei (Figure 62). 
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Figure 62: Example of HEK293 nuclei stained with methyl-green pyronin after lysis of cytoplasmic 
membrane. After lysis of the cytoplasmic membrane, only nuclei (strained purple) are visible. 
Initial lysis was tested for various timepoints, and with and without douncing of the solution with a 
plastic microcentrifuge pestle. Douncing was deemed to be necessary to avoid the of cell clumps 
during lysis, and 15 minutes of lysis was chosen as the optimum period before checking lysis 
efficiency. 
In order to release the fixed chromatin, the nuclei must then be lysed using an ionic detergent. 
Published studies use sodium dodecyl sulphate (SDS) at this point302,303,305. However, SDS strongly 
denatures proteins, and therefore its presence in solution inhibits the action of restriction enzymes, 
and was a major obstacle in the 4C protocol (6.2.6). As it is crucial that the proteins remain 
crosslinked to the chromatin during digestion and ligation, the DNA cannot be purified to remove 
the SDS. Instead, a non-ionic detergent such as Triton X-100 is usually added to quench the SDS302,303. 
Previous 4C studies use SDS at a concentration of 0.3%302,303,305. The concentration of SDS is a 
balance between having enough to sufficiently permeabilise the nuclei, and little enough to allow 
the restriction digest reaction to process. Lower concentrations of SDS (0.1 – 0.3%) were also trialled 
here, but none were found to aid restriction enzyme action. 
6.2.6 Restriction enzyme testing 
The action of a number of primary restriction enzymes was tested on crosslinked DNA. Previously 
published 4C studies suggested that the 6-cutter enzymes EcoRI, HindIII and BamHI302,303 are 
effective on crosslinked DNA and in the presence of SDS. 6-cutter restriction enzymes cut on average 
every 4096 bp. The peak DNA size for digested crosslinked DNA is likely to be higher, as even the 
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most effective enzymes have up to only 70% digestion on average307. As the actual distance between 
restriction sites varies widely, the digestion product is expected to run as a large smear rather than a 
band (Figure 63). A substantially higher-weight smear would indicate considerably incomplete 
digestion. 
 
Figure 63: Simulated expected band sizes for crosslinked DNA, digested DNA with 6- and 4-cutter restriction 
enzymes, and ligated DNA. Smear weights are expected to very with enzyme digestion efficiency.  
As shown in Figure 64, the 6-cutter restriction enzymes were tested but only HindIII was able to 
achieve some digestion of crosslinked chromatin. This result fits in with the fact that many 3C-
related studies use HindIII, finding it to digest best in the presence of SDS302,308,309. Unfortunately, 
while this proved the principle that digestion would work in the experimental conditions (implying 
no fundamental problem with conditions), HindIII was not a suitable primary restriction enzyme for 
any of the designed viewpoints. 
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Figure 64: Crosslinked DNA with and without digestion with restriction enzymes. Undigested DNA run on the 
gel as a high-weight band, as expected. Little digestion is seen with the 6-cutter enzymes, with the possible 
exception of HindIII; however, the peak is still well above 5 kb. The 4-cutter enzyme DpnII was run as a 
comparison, which produces a smear of DNA around roughly 1 kb.  
Attempts to improve the digestion reaction in the presence of SDS included increasing the initial 
volume of restriction enzyme, adding 100-200 units of additional restriction enzyme every 4 hours of 
digestion, varying the amount of Triton X-100 used to quench the reaction between 0.6-1.8%, 
varying quenching time between 10 minutes and 1 hour, and increasing the digestion shaking speed 
to 900 RPM (as recommended by Splinter et al305 and van de Werken et al302). When it was 
determined that the necessary 6-cutter enzymes could not be used to digest the crosslinked 
chromatin, viewpoint design was reconsidered, using 4-cutters as the primary enzyme, which had 
been used successfully in other 3C experiments310. DpnII and Csp6I were found to be the best 
choices for creating suitable viewpoint fragments (6.2.3.1). Digestion of crosslinked chromatin in the 
presence of SDS was found to be successful with DpnII and Csp6I (Figure 65). 
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Figure 65: Crosslinked DNA with and without digestion with the restriction enzymes DpnII and Csp6I. DNA 
without added enzyme is undigested and present as a high-weight band. (More DNA was present in the Csp6I 
sample, explaining the thicker band.) DpnII appears to have higher digestion efficiency than Csp6I.  
 
6.2.6.1 First ligation reaction 
After crosslinked chromatin is cut into fragments with the primary restriction enzyme, the sticky 
ends are ligated in order to join interacting fragments. This involves inactivation of the primary 
restriction enzyme. Both DpnII and Csp6I are sensitive to heat-inactivation, so heating to 65°C was 
used to stop digestion before ligation. In contrast to digestion, ligation must be carried out at low 
DNA concentrations. This increases the chance that ligation will occur between fragments that are 
physically crosslinked together, rather than those that are in close proximity due to chance. Ligation 
was therefore carried out in a 7 ml total volume. 
The ligation reaction generally produces large aggregates of ligated fragments (Figure 55) which are 
seen on the gel as a high-weight band. Using 100 units of T4 ligase, the tested ligation reactions 
successfully produced this band as expected (Figure 66). As some studies use BSA in the ligation 
 172 
 
step, ligation was tested with and without the addition of 40 µl 10 mg/ml BSA. Little difference was 
seen between samples with and without BSA (Figure 66). 
 
Figure 66: Ligated DNA after digestion with DpnII and Csp6I. After crosslinked DNA was digested with the 
primary enzymes and ligated, it was purified by ethanol precipitation and 1 µl run on a gel. Each sample was 
ligated with and without BSA (+ and -). All ligated samples ran as high-weight bands, expected for large 
aggregates of crosslinked DNA. Samples were run alongside 250 µg reference genomic DNA which also runs as 
a high-weight band. 
After ligation, crosslinks are reversed before the secondary restriction digest. This is done by heating 
the reactions to 65°C for 6 hours in the presence of proteinase K. At this point, there are no 
crosslinks and DNA can be purified, which is done by phenol/chloroform extraction and ethanol 
precipitation. 
6.2.6.2 Secondary restriction enzymes 
As the secondary restriction digest was carried out on purified DNA in standard digestion conditions, 
no special conditions had to be tested. Secondary restriction enzymes were thus chosen on their 
ability to produce a secondary fragment of suitable length, dependent on the location of their 
restriction sites at the locus, and ability to create sticky ends. The secondary enzyme also cannot cut 
at the primary restriction site (as is the case for enzymes such as BamHI and DpnII). As discussed in 
6.2.3.1, the three enzymes used were DpnII, NlaIII and Csp6I. 
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The chosen enzymes were found to successfully digest ligated DNA. NlaIII digested DNA more 
effectively than DpnII and Csp6I (Figure 67), but all smear sizes here were considered acceptable. 
 
Figure 67: Ligated DNA digested with the secondary restriction enzymes. All secondary restriction enzymes 
digested ligated DNA to a lower-weight smear, with NlaIII showing the greatest digestion efficiency. Samples 
run next to ligated DNA for comparison of DNA fragment sizes. 
6.2.6.3 Secondary ligation and DNA purification 
As with the first ligation reaction, secondary ligation is carried out in diluted conditions to favour 
intra-molecular ligations between ligated fragments. Ligated fragments are here expected to largely 
circularise, producing varying fragments that do not differ largely from those seen in the second 
digestion (Figure 68). After phenol-chloroform extraction and ethanol precipitation, DNA was 
purified using the QIAquick gel purification kit, used for direct cleanup from enzymatic reactions. 
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Figure 68: DNA produce of the second ligation step. The DNA smears are not expected to be greatly different 
in size to those in the second digestion, as most fragments self-circularise. 
6.2.7 4C-PCR 
6.2.7.1 PCR primer design 
The aim of the PCR reaction is first to amplify up circles of DNA from the genomic locations of 
interest, and secondly to identify the sequences contained in these circles using next-generation 
sequencing. The PCR reaction will therefore ultimately be carried out with primers linked to Illumina 
sequencing adapters: these become incorporated into the PCR product, and allow sequencing using 
Illumina technology. 
Only one primer is used for sequencing; this is the ‘read’ primer, while the other primer is ‘non-
read’. The primers are positioned close to the edge of the secondary fragment. The sequencing 
reaction reads from the read primer into the unknown sequence of the ligated fragment, allowing it 
to be identified and its location in the genome determined (Figure 69). 
One of the principal questions in primer design is that of the location of the read primer. Recent 4C 
studies suggest it should be designed directly on the primary restriction site, so that the sequencing 
result is composed entirely of unknown interacting sequence, rather than uninformative sequence 
from the secondary fragment302,303. However, since the publications of these studies, sequencing 
technology has improved and sequence reads are substantially longer (150 bp reads were used 
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here), allowing for capture of sufficient informative sequence even if the primer binds further back 
from the restriction site. 
Primers were designed to be no further than 30 bp from the restriction site; an informative 
sequence read of over 100 bp is sufficient for alignment of the sequence to the genome. This 
strategy of primer positioning allowed improved primer design, as restricting primers to an exact site 
considerably increases the chances of poor primers, due to potential mispriming, inappropriate 
melting temperatures (Tm) or secondary structure. The non-read primer was designed to be up to 
100 bp away from the secondary restriction site. As this is not used for sequencing, the only concern 
was an unnecessary increase in size of the PCR product. 
 
Figure 69: Primer design and position. The inverse PCR primers are designed to face outwards from the 
secondary fragment, close to the primary and secondary restriction sites. Both primers are designed with 
Illumina sequencing adapter overhangs. The read primer binds close to the primary restriction site and 
incorporates the reading sequence adapter here. When the amplified DNA circles are sequenced, the 
sequence read progresses through the primary restriction site into the unknown interacting fragment. 
As many primers often have to be trialled, testing was initially carried out with primers without the 
attached adapter sequence. Successful primers were then designed with the adapter sequences. 
Primers were designed using the primer design tool Primer3Plus212, allowing the production of 
primers with the best conditions; i.e. no mispriming to elsewhere in the genome, balanced GC 
content, similar Tms and low self-complementarity. Each of the six secondary fragments from 6.2.3.1 
were used to design primers for inverse PCR. As the primers here face outwards rather than inwards, 
each sequence was rearranged before inserting into Primer3Plus so that it resembles more typical 
PCR design (Figure 70). 
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Figure 70: Sequence rearrangement before primer design. The sequence of the secondary fragment is taken 
and rearranged into a form suitable for conventional primer design before being used in Primer3Plus. The 50 
bp adjoining the primary restriction site and the 130 bp adjoining the secondary restriction site are swapped 
over and connected with a 100 bp stretch of N-nucleotides, which serve as the placeholder for the unknown 
ligated fragment in the DNA circle. Primers are then designed to amplify this stretch of Ns. The available 
sequence for primer design by the secondary restriction site is longer because this primer will not be used to 
produce a sequencing read, so does not need to be as close to the restriction site. 
No suitable primers could be designed for one of the BCAR1-1 promoter viewpoints (BCAR1-1 Csp6I, 
shown in Figure 60). This left primers for five viewpoints overall. For each, two read primers or two 
non-read primers were designed, to allow testing of two primer pairs each. 
Multiple sets of primers were subsequently designed, as initial sets produced substantial non-
specific binding in control genomic DNA templates (6.2.7.2). More stringent mispriming thresholds 
were used, and the final set of primers can be seen in Table 32. 
Table 32: Primer names and properties. Two pairs of primers were tested for each secondary fragment, where 
the sequence was amendable to primer design. 
Viewpoint Primer name Site Read/non-read 
Secondary 
fragment 
side 
Sequence Length Tm 
BCAR1-1 
DpnII 
11_DpnII_R_NlaIII_Read DpnII Read Left CATTGTGCCGACATCTGG 18 59.6 
11_DpnII_R_NlaIII_Non NlaIII Non Right CCCCTTTCCCTCTAGATTCA 20 58.2 
11_DpnII_R_NlaIII_Non2 NlaIII Non Right GAGCTGTGGTGGTGATGATT 20 58.5 
BCAR1-1' 
Csp6I (left 
side) 
11p_Csp6I_L_DpnII_Read Csp6I Read Right AAGATGTCCGTGCCTGTG 18 58.1 
11p_Csp6I_L_DpnII_Read2 Csp6I Read Right CAAGATGTCCGTGCCTGT 18 58.1 
11p_Csp6I_L_DpnII_Non DpnII Non Left ACCTAGGCCTTTTTCTGTCG 20 58.5 
BCAR1-1' 
Csp6I (right 
side) 
11p_Csp6I_R_DpnII_Read Csp6I Read Left GTGGCTCCTTATCTCCCTGT 20 58.2 
11p_Csp6I_R_DpnII_Read2 Csp6I Read Left GGGAAGTGGCTCCTTATCTC 20 57.8 
11p_Csp6I_R_DpnII_Non DpnII Non Right TTCCCTATAGGACGGAGTGA 20 57.2 
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SNP DpnII 
SNP_DpnII_R_Csp6I_Read DpnII Read Left CACAAAAACACCTGGTCTCC 20 58 
SNP_DpnII_R_Csp6I_Read2 DpnII Read Left ACAAAAACACCTGGTCTCCA 10 58 
SNP_DpnII_R_Csp6_Non Csp6I Non Right AGAAACTGCCCTTCCAGTCT 20 58 
SNP Csp6I 
SNP_Csp6I_L_NlaIII_Read Csp6I Read Right GGGACCCAAGTTTAAACAAA 20 57.9 
SNP_Csp6I_L_NlaIII_Read2 Csp6I Read Right GGACCCAAGTTTAAACAAACA 21 56.7 
SNP_Csp6I_L_NlaIII_Non NlaIII Non Left TAGTCACCCTGGCTGAAGTC 20 56.6 
 
As all sequencing reactions are loaded onto the same flow cell, different 4C reactions can only be 
distinguished by the sequence itself. The sequence of the read primer can be used to distinguish 
between viewpoints. However, if reactions in different conditions – e.g. using crosslinked DNA from 
different cells – are to be sequenced on the same flow cell, different barcodes are needed on the 
sequencing primers. To allow for potential sequencing of reactions from HEK293 and HUVEC cells, 
adapter-linked read primers were ordered with a 2 bp barcode (GA or TC) between the primer and 
adapter. 
6.2.7.2 PCR reaction 
Numerous parameters were tested in the optimisation of 4C-PCR, including thermocycling extension 
temperature, amount of template DNA, volume of primer, and type of polymerase. 
NEB’s Phusion High-Fidelity DNA polymerase, AcquaScience’s  Acqua polymerase, and Roche’s 
Expand Long Template PCR System were trialled. Expand Long Template was used as it was found to 
produce the best amplification (data not shown). It also amplifies large circular DNA well, decreasing 
possible size bias in amplification. 
Multiple negative controls were used for the PCR reaction. A no-template control was used to check 
for the presence of primer dimer, which is a particular concern in the case of the long adapter-linked 
primers. Genomic DNA should also be used as a negative control. As the primers point outwards 
from the secondary viewpoint, no amplification would be expected with a genomic DNA template. 
Assuming satisfactory primer design, any that occurs would be due to non-specific binding. 
For initial primers, many bands were produced with control genomic DNA, indicating mispriming to 
the genome (although online database tools such as UCSC In-silico PCR127 did not indicate any 
templates in the genome to be present). Subsequent sets were designed with higher mispriming 
thresholds. 
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Figure 71: Example of PCR results on 4C DNA and genomic DNA (control). Amplification has occurred with 
genomic DNA, indicating mispriming. 
After suitable primers had been verified, the initial primers were designed with linked Illumina 
sequence adapters. As these adapters are overhangs that do not bind the template, PCR conditions 
were calculated on the basis of the Tm from the initial primers. 
Primers for four of the secondary fragments were found to amplify the 4C DNA successfully (Figure 
72), and larger-scale PCR reactions were then used to amplify large amounts of DNA to create the 
final 4C libraries. As shown in Figure 72, the amplification product is generally a smear of DNA below 
1000 bp, with a stronger band where the secondary fragment has re-ligated to itself. 
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Figure 72: PCR amplification using final primers on 4C DNA and genomic DNA control. Some amplification is 
seen with genomic DNA, but amounts are lower than that seen with 4C DNA. Both pairs of primers were tested 
for each secondary fragment, and the more efficient primer pair taken forward to create the final 4C libraries. 
The BCAR1-1’ Csp6I (L) primers could not achieve successful amplification and were not taken forward. 
6.2.8 Verification of 4C PCR product 
The size and quantity of PCR-amplified DNA was measured using the Agilent 2100 BioAnalyser in 
order to calculate DNA concentration. This allowed an estimation of the relative amounts of 
different circular DNA sizes (Figure 73). This data showed DNA to be present at a range of sizes, an 
effect largely masked by the large peak that represents self-ligation and recircularisation of the DNA 
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fragment. This method does not prove that this DNA will form sequenceable clusters an Illumina 
sequencing platform. 
 
Figure 73: Amplified 4C DNA size and abundance for the four successfully amplified viewpoints at the locus. 
The peaks at 43 and 103 represent marker DNA, with the test DNA in the middle. For each sample, a peak of 
DNA of a certain size is seen, which represents the self-circularised fragment, expected to occur much more 
often than other ligations. The remaining DNA at lower abundance represents ligations with other fragments. 
[s] represents time for analysis and is proportional to fragment length. [FU] represents relative abundance. 
The NEBNext Library Quant Kit for Illumina was used to assay the presence specifically of 
sequenceable DNA molecules. This is a qPCR kit that quantifies DNA containing the correct Illumina 
adapter sequences. The 4C libraries were diluted to 1:1000, 1:10,000 and 1:100,000. The qPCR 
reaction was carried out on these samples, DNA standards from 0.01 to 10 pM and NTCs. All samples 
were measured in triplicate (Figure 74). The DNA standards were used to create a standard curve by 
plotting concentration vs Ct (threshold cycle; the cycle number at which fluorescence crosses the 
fluorescence threshold), from which the concentration of samples could be determined (Figure 75). 
Undiluted library concentrations were found to be: 
BCAR1-1 DpnII/NlaIII 408 nM 
BCAR1-1’ Csp6I/DpnII 405 nM 
SNP DpnII/Csp6I 393 nM 
SNP Csp6I/NlaIII 343 nM 
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Figure 74: qPCR amplification plot for 4C libraries. Each sample was run at three dilutions: ‘a’, ‘b’ and ‘c’ mark 
the 1:1000, 1:10,000 and 1:100,000 dilutions respectively. It can be seen that there is substantial amplification 
for each of the samples, indicating the presence of sequenceable DNA. The green line represents the 
fluorescence threshold from which Ct values are calculated. 
 
 
Figure 75: qPCR standard curve. The four DNA standard were plotted on a graph of concentration vs Ct, from 
which the Ct values of each sample were used to calculate their concentrations. The points seen on the graph 
here all refer to the smallest 1:100,000 dilutions; others were of too high a concentration to fit on the standard 
curve. 
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6.2.9 Sequencing of PCR libraries 
Once the presence of DNA with the correct adapters has been verified, the 4C libraries can be 
sequenced using a high-throughput sequencing platform such as the Illumina HiSeq 2000. Libraries 
were sequenced on the MiSeq desktop sequencer to obtain initial results, with the intention of 
moving to the HiSeq if the number of reads produced was insufficient. 
Preparation of the 4C libraries for sequencing involved consideration of possible sequencing 
problems. Sequence reads can be disrupted if an identical nucleotide is present in all reads at the 
same position. With the four read primers that were used, this situation is possible; therefore, a PhiX 
bacteriophage DNA control was added at 20% to increase nucleotide diversity. 
However, the MiSeq reaction generated no clusters for DNA sequencing in multiple runs. PhiX 
control DNA was increased to 50% but this still produced no clusters. This result was unexpected, as 
control DNA should still cluster even if there were problems with the 4C library. Due to time 
constraints and no logical explanation for the lack of clusters, this experiment was stopped for the 
purpose of this thesis. 
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6.3 Discussion 
As more is understood about the mechanism of long-range interactions in genetic regulation, 
chromosome conformation capture methods are likely to be used increasingly in understanding the 
regulation landscape. In this chapter the CFDP1-BCAR1-TMEM170A locus was used to create a 4C 
protocol with suitable viewpoints, digestion strategies and 4C-PCR methods. Final 4C libraries were 
produced and can be sequenced if further optimisation can be performed. 
A number of obstacles hindered the 4C process. As the technique is relatively new, with as yet no 
single established protocol, there are many ways to carry out the assay and obtaining end results is 
not necessarily straightforward. Here the next-generation sequencing assay was repeatedly unable 
to generate clusters with the four 4C libraries, despite verification of sequenceable DNA using qPCR. 
The nature of the 4C assay places restrictions on protocol design, as suitable restriction enzymes 
have to be chosen based on the location of restriction sites at the locus, limiting the number of 
suitable enzymes or even making a locus unsuitable for analysis. This difficulty is compounded by 
need for a secondary digestion step with secondary restriction enzymes, the restriction sites for 
which must also be located to give appropriately-sized digestion products and suitable sites for 
primer design. The primary digestion step itself also presents problems in the development of the 
assay, because SDS – crucial for the assay as it permeabilises cell nuclei –impedes the action of 
restriction enzymes, making the majority of enzymes unusable for the assay and requiring 
optimisation of the digestion protocol for the remaining candidates. 
These requirements are a disadvantage of locus-focused methods like 4C. Under multiplex methods 
such as Hi-C, where a specific sequence is not being targeted, one digestion strategy can be used 
with whichever enzyme performs best under assay conditions. (For example, Mifsud 2015308.) 
6.3.1 What results do we expect? 
In this chapter, sequencing was not successful for the prepared 4C libraries, meaning that the 
sequence reads could not be mapped to the genome. This is the step that should provide 
information about interactions with the loci under study. 
After obtaining successful sequencing results, sequencing reads would have to be processed in order 
to generate interaction profiles. As all samples are sequenced on the same flow cell, sequence reads 
first have to be binned according to the reading primers. All primers are specific to their secondary 
viewpoint, so this allows reads to be binned according to the relevant 4C library being assayed. If 
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libraries from experiments in multiple cell types are being run on the same flow cell, the 2 bp 
barcode sequence in the read primer is used to differentiate reads from these different experiments. 
Reads are then trimmed to remove the primer sequence and sequence before the restriction site, as 
these will prevent the read from aligning to the reference sequence. Reads are then mapped to the 
genome and this data converted into a format suitable for visualisation on UCSC GenomeBroswer, 
such as the bedGraph format. Quality controls methods should be carried out: the ratio of mapped 
reads in cis (same chromosome) vs in trans (a different chromosome) is indicative of the quality of 
the experiment; a low ratio indicates many random ligations, perhaps due to low crosslinking 
efficiency. A large peak is expected at the viewpoint itself where the fragment has self-circularised 
rather than ligating to interacting fragments. After removing these reads, the sequence read density 
should indicate the strength of interactions between any location and the viewpoint fragment. 
Figure 76 and Figure 77 show results we might expect from sequencing of the 4C libraries under the 
hypothesis that rs4888378 is present in an enhancer that interacts directly with one or both of the 
BCAR1 promoters. A large peak of sequencing reads is expected in close proximity to the viewpoint 
itself, as interaction frequencies generally decrease rapidly as genomic distance increases307. Peaks 
of denser sequence reads above this baseline indicate specific looping interactions. Figure 76a shows 
expected results if rs4888378 is present in an enhancer that interacts with both of the identified 
BCAR1 promoters. Alternatively, it may be the case that the enhancer interacts with only one of the 
promoters; carrying out the assay in multiple cell types might provide information about whether 
the promoters are differentially active in different tissue types. 
If the hypothesis that rs4888378 interacts directly with the BCAR1 promoters is incorrect, 
sequencing results would be expected to show no clear peaks at these loci for the relevant 
viewpoints. Instead, they may suggest alternative models for the regulatory landscape at the locus; 
for example, they may show other enhancers with which the BCAR1 promoter interacts, or indicate 
that rs4888378 exerts its effect through interactions with other enhancers. 
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Figure 76: Theoretical results for mapping of sequence reads from the rs4888378 4C libraries. The height of 
the curve represents sequencing read depth at locations across the locus. (a) indicates a scenario in which 
rs4888378 is present in an enhancer which physically interacts with both of the BCAR1 promoters; (b) indicates 
results if the enhancer interacts with only one promoter. 
 
Figure 77: Theoretical results for mapping of sequence reads from a BCAR1 promoter library. The height of 
the curve represents sequencing read depth at locations across the locus. The figure indicates theoretical 
interactions with the BCAR1-1 promoter: in additional to interacting with an enhancer containing rs4888378, 
the promoters may interacts with other enhancers either within the locus or located more distally. 
If 4C results could be used to successfully identify regions interacting with both the rs4888378 and 
the BCAR1 promoters, further work could investigate how genetic variants affect interaction and 
subsequently regulation. 
For example, a result showing that rs4888378 interacts with the BCAR1 promoters could be followed 
up with allele-specific chromosome conformation capture to test whether the variant actually 
disrupts interaction, as carried out in Visser et al311. 4C assays would be carried out using cell lines or 
tissues of known genotype for rs4888378 and the results compared to see whether interaction 
peaks different between genotypes. This assay would be improved with the use of genome editing 
via clustered regularly-interspaced short palindromic repeats (CRISPR)312 to change only the base at 
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the location of the SNP (see chapter 9.4). This would ensure that differences in interaction were not 
due to other variants at the locus. 
4C sequencing results might also be expected to reveal the presence of insulators at the CFDP1-
BCAR1-TMEM170A locus. Insulators are genetic boundary elements that inhibit enhancer-promoter 
interactions. They may do so by blocking the action of the enhancer on the promoter, if situated 
between the two313, or by preventing the spread of condensed chromatin which silences 
expression314. Insulator sequences in vertebrates are bound by the transcriptional repressor CCCTC-
binding factor (CTCF)315, and the insulator activity is thought to work primarily through regulation of 
the 3D chromatin structure through loop formation, mediated by CTCF316. Insulator sequences at the 
locus studied with 4C, defined as CTCF-enriched elements, are shown in Figure 78. It can be seen 
that in four of six of the cell types assayed, no insulators are present between the promoters and 
rs4888378, indicating that these are not prevented from interacting in vivo. It is also of interest that 
the presence of insulators varies between cell types, highlighting the value of carrying out 4C in 
different cell types to assess how interaction profiles may vary. 
In this chapter HEK293 cells were used for the optimisation of the 4C protocol, with a view to 
carrying out the final protocol on HUVEC cells. Further work would use additional cell lines and 
tissues; it may be particularly valuable to assay vascular smooth muscle cells in addition to 
endothelial cells such as HUVECs, as these are the two main components of the blood vessel wall. 
Enhancers, such as those potentially interacting with the BCAR1 promoters, may be tissue-specific317, 
in which case assays in different cell lines might be expected to show different interaction profiles, 
providing information about in what tissue and which stage of atherosclerosis genetic variants under 
study are having an effect. 
 
Figure 78: Insulators at the locus under study. Visualised on UCSC Genome Browser127. Insulators are defined 
at CTCF-enriched elements. 
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7 Coding variation at the CFDP1-BCAR1-TMEM170A locus 
7.1 Introduction 
The majority of GWAS hits for clinically relevant traits are located in non-coding regions of the 
genome229, including the lead SNP at the CFDP1-BCAR1-TMEM170A locus and the variants in strong 
LD. Variation in these intronic or intergenic regions with a functional effect is likely to be regulatory, 
having an effect on gene expression. Variation in protein-coding regions is also of importance to 
cardiovascular disease, as many cardiovascular conditions are caused by a base change in an exon 
that alters protein structure. Familial hypercholesterolaemia (FH), for example, is largely caused by 
point mutations or minor insertions/deletions in the genes LDLR, APOB and PCSK988. These 
mutations code protein alterations that inhibit uptake and degradation of LDL through the LDL-
receptor pathway, raising circulating LDL levels and causing early cardiovascular disease. 
Hypertrophic cardiomyopathy is also due to base changes in coding regions, largely mutations in 
genes coding for proteins of the cardiac sarcomere, causing thickening of the myocardium and 
increasing risk of sudden cardiac death318. 
These diseases are caused by a single mutation with a large effect, and are inherited in a Mendelian 
pattern. Characterisation of such Mendelian diseases does not explain a large proportion of 
inherited variation for most traits, as the Mendelian mutations are rare, but finding the variants can 
provide new biological insights about the genes and phenotypes they are involved in. For example, 
the discovery of FH variants increased understanding of the LDL-receptor pathway and about the 
effects of LDL cholesterol on MI5. 
Common variants in the CFDP1-BCAR1-TMEM170A locus would not be expected to have large 
effects, as selection against strongly damaging mutations keeps them rare319. However, variants 
affecting protein sequence can still be used to understand the role of the gene in certain 
phenotypes. 
Studying protein-coding variants is made easier by the fact that they can have a predictable and 
measurable effect on phenotype. At the protein sequence level, it can be easily determined whether 
a variant will either cause no change, alter an amino acid, alter many amino acids by changing the 
reading frame, or introduce a premature stop codon which truncates the protein. It is also clear 
which gene a variant affects, in contrast to those in non-coding regions. 
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The proportion of coding variants causing a phenotypic change is larger than for those in non-coding 
regions. The majority of rare missense mutations are predicted to be deleterious320, and of all 
common variation, missense variants are the type most likely to affect phenotype321. 
In this chapter, the CFDP1-BCAR1-TMEM170A locus was examined for coding variants to determine 
whether such variants exist, and if they may result in observable phenotypic alterations. The cohorts 
used for phenotypic association analysis were IMPROVE and PLIC. The phenotypes studied were 
carotid IMT and carotid plaque. The variables are similar, with plaque being a binary variable derived 
from the common-carotid IMT variable. As discussed in 7.3.5, these variables are calculated in 
different ways. Studying the IMT variable involves looking at the relationship between the SNP and 
continuous IMT, and is vulnerable to the effects of extreme values, while plaque looks at either 
presence or absence of discrete plaques defined at a certain threshold. Due to the differences in 
genotype-IMT associations seen in chapter 4, analyses were also carried out in a sex-stratified 
manner. 
It should be noted that in chapter 3, none of the variants in strong LD with the lead SNP were found 
to be in coding regions. Nevertheless, it is possible that there is a variant causing an effect that was 
not in LD with a variant on the Metabochip, especially considering the sparse coverage of this region. 
It is also possible that such a variant is in fact in strong LD, but was not present in the 1000 Genomes 
panel with which LD values were calculated. 
Therefore the region was scanned for coding variants, which could then be tested for LD with the 
known IMT signal. It was also considered that there was the possibility of other signals being 
present, which could require larger GWAS studies for detection. The analysis was therefore carried 
out to investigate the possible presence of any common coding variants associated with the 
phenotypes of interest. 
Exome Variant Server was here used, a browser using data from the NHLBI GO Exome Sequencing 
Project (ESP) to show rare and common variants in all coding regions in the genome. It was used to 
identify any protein-coding variants in the nine genes at the locus, and further association analyses 
carried out to investigate the results. 
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7.2 Results 
7.2.1 Identification of a SNP in BCAR1 
The nine genes within 200kb of the lead SNP were examined here, as in chapter 3 and in Gertow and 
colleagues’ original study119. Data for all variants was filtered to leave only those causing a 
nonsynonymous change or located in a splice site. These were then filtered to remove all variants 
with a MAF under 5%: as the lead SNP is very common (MAF 48% in Europeans), a causal SNP in 
strong LD would also be expected to be common. If a SNP is not in strong LD with the lead SNP but 
were to be tested for its effect on phenotypes, a common SNP would be required to obtain sufficient 
numbers of individuals to perform the analysis. 
After filtering, one SNP remained: rs1035539 in BCAR1. The SNP has a MAF of 32% in Europeans, and 
causes a serine/proline amino acid change at position 76 of the BCAR1 protein. This amino acid 
change is present in the proline-rich domain of the protein (Figure 79). As described in chapter 1.4, 
BCAR1 is an adapter protein with roles in cell migration and movement. Phosphorylation of its 
substrate domain is critical for many of its roles in signalling cascades, but less is known about the 
proline-rich region containing the amino acid change coded by rs1035539. 
In Europeans, the major allele of the SNP is A, encoding the serine residue at this position.  However, 
sequence alignment with various other species shows the residue at this location to be proline, 
encoded by the G allele (Figure 80). Moreover, in African populations, G is the major allele (Figure 
81). This suggests that G is the ancestral allele, with A arising in humans and spreading further in 
groups that had already left Africa. The G allele and corresponding proline residue will thus be 
referred to here as the wild-type. 
The structure of the proline and serine amino acids are shown in Figure 82 and Figure 83. Proline is a 
non-polar aliphatic amino acid whose alpha-amino group is attached directly to the side chain, 
forming a nitrogen-containing ring. This cyclic structure means that it does not fit in many of the 
main chain conformations adopted by other amino acids. It often forms tight turns in proteins, and 
introduces kinks when found in alpha helices. It has roles in molecular recognition: for example, the 
small protein domains WW (a domain containing two conserved tryptophan residues) and SH3 (SRC 
homology 3), found in many different proteins, recognise and bind to proline-containing peptides as 
part of signalling cascades322. However, it is otherwise non-reactive and rarely found in binding 
sites323. Serine is a small polar uncharged amino acid. Like proline, it is also found within tight turns 
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in the protein, but is more reactive, being able to form hydrogen bonds with many polar substrates. 
Serine is often phosphorylated by serine/threonine kinases323. 
 
Figure 79: Protein domain structure of BCAR1. The proline to serine amino acid change coded by rs1035539 is 
shown in pink in the proline-rich domain of the protein. 
 
Figure 80: Amino acid sequence alignment at rs1035539 location. In most species (especially those related 
closely to humans), proline is present at this location, coded for by the A allele of rs1035539 (minor allele in 
Europeans). Figure adapted from UCSC Genome Browser127. 
 
Figure 81: Allele frequencies of rs1035539 in populations of 1000 Genomes Phase 3. Populations are African 
(AFR), American (AMR), East Asian (EAS), European (EUR) and South Asian (SAS). The major allele is G in the 
African population, but A in each other population. Figure from Ensembl (release 83)300. 
 191 
 
 
Figure 82: Structure of proline (P). Proline is a 
non-polar aliphatic amino acid. It is the only amino 
acid with a secondary amine, and the only amino 
acid with a cyclic structure, in which the alpha-
amino group is attached directly to the side chain. 
 
Figure 83: Structure of serine (S). Serine is a small polar 
uncharged amino acid. Its hydroxyl group can form 
hydrogen bonds with polar substrates. 
 
7.2.2 Cohort characteristics 
The characteristics of the IMPROVE and PLIC cohorts used for genotyping in this chapter are 
described in chapter 4.2. 
7.2.3 Genotyping of rs1035539 in IMPROVE 
The SNP rs1035539 was not present in the 1000 Genomes Pilot 1 panel, and therefore could not be 
used for LD calculations with Metabochip SNPs using online tools at the time of analysis. The SNP 
was therefore genotyped in IMPROVE to calculate LD with the lead SNP and assess phenotypic 
associations. 
3232 samples in the IMPROVE cohort were genotyped using an LGC KASP genotyping assay. The call 
rate was 89.2%. Despite several attempts to optimise the assay, AA and AG samples could not be 
made to cluster with complete separation on the fluorescence plot, meaning certain samples could 
not be called with confidence (Figure 84).  The minor allele frequency in IMPROVE was 30.5%, and 
the genotype frequencies were not out of Hardy-Weinberg equilibrium (χ2 = 0.042, p = 0.84). 
 192 
 
 
Figure 84: Example of KASP allelic discrimination amplification plot. Amplification of fluorescent labelled 
oligos allows separation of samples in to genotype clusters. Imperfect amplification in this assay caused 
incomplete clustering of genotypes, so some samples could not be called (represented by black crosses).  
7.2.3.1 LD analysis of rs1035539 
Pairwise LD between rs1035539 and the lead SNP rs4888378 was generated using PLINK. Pairwise r2 
was 0.005, and D’ 0.088, indicating no significant LD between the two. It therefore appears that any 
effect of rs1035539 would not explain the association of the lead SNP with IMT. 
With updated 1000 Genomes panels, LD data for rs1035539 later became available. This revealed 
that two SNPs were in r2 > 0.8 with rs1035539, one intronic in BCAR1 and one upstream. Any 
phenotypic associations with rs1035539 could be caused by any one of these SNPs, but the SNP 
altering protein structure was considered most likely to have an effect. 
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7.2.3.2 rs1035539 is not associated with IMT 
LD analysis revealed that the original association between the lead SNP rs4888378 could not be 
explained by any functional effect of rs1035539. Association analysis therefore tested the possibility 
of an independent association signal. In IMPROVE, rs1035539 was not found to be associated with 
IMT variables, either overall in the carotid tree or in individual segments (Table 33). This was also 
true under dominant and recessive models. In each case, a non-significant trend was observed for 
lower IMT with each G allele (Table 33, example in Figure 85). 
 
Figure 85: Mean IMT across carotid tree by rs1035539 genotype. As with IMT variables in individual segments, 
there was no significant association with genotype (β = -0.002, p = 0.39), but a trend was present for lower IMT 
with each G allele. 
 
Table 33: IMT phenotypes by rs1035539 genotype in IMPROVE. All phenotypes are mean across the segment. 
Phenotype values by genotype are mean (standard error). P values calculated by linear regression; adjusted for 
age, sex and MDS coordinates, and log-transformed before analysis. 
 
Genotype Association with genotype 
 
AA AG GG β value p 
Whole carotid tree 0.895 (0.005) 0.885 (0.006) 0.881 (0.012) -0.0020 0.39 
Common-carotid 0.747 (0.003) 0.744 (0.004) 0.733 (0.008) -0.0020 0.29 
Bifurcation 1.155 (0.010) 1.133 (0.011) 1.129 (0.023) -0.0031 0.39 
Common-carotid (cm 
closest to bifurcation) 0.803 (0.004) 0.795 (0.004) 0.791 (0.009) -0.0016 0.44 
Internal carotid artery 0.878 (0.009) 0.870 (0.010) 0.876 (0.022) -0.0002 0.95 
7.2.3.3 rs1035539 is associated with presence of plaque 
rs1035539 showed a trend towards an association with plaque in IMPROVE, with the minor G allele 
being associated with lower presence of plaque (logistic regression: OR = 0.89; p=0.054, adjusted for 
age, sex and MDS coordinates). Graphical presentation of this effect suggested a possible dominant 
effect of the G allele (Figure 86), so this model was tested, indicating a significant association with 
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the G allele (OR = 0.81, p = 0.036). However, it was noted that this sub-hypothesis carried an 
increased chance of type I error and the initial hypothesis of an additive relationship was not 
confirmed. No significant effect was seen under a recessive model (Table 34). 
 
Figure 86: Prevalence of carotid plaque by rs1035539 genotype in IMPROVE. Presence of plaque is lower 
when a G allele is present (p = 0.036). Numbers with plaque shown on columns. 
Table 34: rs1035539 is associated with presence of carotid plaque in IMPROVE. Results from logistic 
regression model.  
 Plaque (adjusted; age, sex and MDS) 
Genetic model OR (95% CI) p 
Additive 0.86 (0.79-1.00) 0.054 
Dominant 0.81 (0.72-0.99) 0.036* 
Recessive 0.87 (0.69-1.19) 0.463 
 
7.2.3.4 rs1035539 is not associated with disease traits and CVD risk factors 
rs1035539 was not found to be significantly associated with combined vascular events, nor with 
cardiac, cerebro-vascular or peripheral events in IMPROVE. It was also not associated with total 
cholesterol, LDL-cholesterol, HDL-cholesterol or triglycerides (Table 35). 
It is likely that there was insufficient power to detect an effect of genotype on events. Power 
calculations show that under the study conditions, 80% power could be achieved to detect a 
genotype relative risk of 1.35 or greater on combined vascular events. The association with plaque 
gives a relative risk of 1.08 per A allele on plaque; a risk ratio of 1.22 of plaque on events gives an 
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expected relative risk of 1.32 of genotype on events, below the calculated threshold. Fewer cases for 
the individual event variables means there is less power to detect associations with these variables. 
Table 35: rs1035539 is not associated with vascular events or lipid levels in IMPROVE. Results from logistic 
regression model, adjusted for age, sex and MDS coordinates. 
Vascular event OR (95% CI) p 
All combined 1.13 (0.90, 1.41) 0.31 
Cardiac 1.26 (0.95, 1.67) 0.11 
Cerebro-vascular 0.90 (0.61, 1.32) 0.58 
Peripheral 1.02 (0.53, 1.94) 0.97 
Lipid risk factors Beta (95% CI) p 
Total cholesterol 0.008 (-0.049, 0.07) 0.78 
LDL -0.014 (-0.07, 0.04) 0.60 
HDL 0.016 (-0.002, 0.03) 0.09 
Triglycerides -0.008 (-0.07, 0.06) 0.82 
 
7.2.3.5 Sex-stratified: rs1035539’s association with plaque is only present in men 
In light of the sex differences seen in chapter 4, association analyses were also split by sex. 
Stratifying association into men and women revealed that the significant association of the G allele 
with plaque, under a dominant model, was present only in men. Again, plaque was lower when the 
G allele was present (logistic regression: OR = 0.77; p=0.039, adjusted for age and MDS coordinates). 
A trend in the same direction appeared present in women but there was no statistically significant 
effect (Figure 87,Table 36). 
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Figure 87: Prevalence of carotid plaque by rs1035539 genotype in men and women in IMPROVE. (a) In men, 
prevalence of plaque is lower with the G allele (p = 0.039). (b) No significant relationship is seen in women (p = 
0.37). Numbers with plaque shown on columns. 
Table 36: rs1035539 is associated with presence of carotid plaque in men in IMPROVE. Results from logistic 
regression model. 
 Men (adjusted for age and 
MDS) 
Women (adjusted for age and 
MDS) 
G-allele model OR (95% CI) p OR (95% CI) p 
Additive 0.83 (0.69-1) 0.054 0.93 (0.79-1.09) 0.37 
Dominant 0.77 (0.6-0.99) 0.039* 0.9 (0.73-1.11) 0.32 
Recessive 0.85 (0.57-1.3) 0.44 0.95 (0.67-1.35) 0.77 
 
7.2.3.6 Sex-stratified: rs1035539 associated with IMT? 
As with non-stratified IMT variables, significant associations were largely not present between 
rs1035539 genotype and IMT variables in men and women. The same trend for lower IMT with the G 
allele appeared present, and to be stronger in men (e.g. Figure 88). One variable, IMT at the 
bifurcation, showed significance for genotype-IMT association in the expected direction in men (β = -
0.0118, p = 0.028), although this did not remain significant after correction for multiple testing. 
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Figure 88: Mean IMT across carotid tree by rs1035539 genotype in (a) men and (b) women. There was no 
significant association with genotype, but IMT values again appeared lower with each G allele, an effect more 
pronounced in men. 
 
  
 
 
 
Table 37: IMT phenotypes by rs1035539 genotype in IMPROVE, stratified by sex. All phenotypes are mean across the segment. Phenotype values by genotype are mean 
(standard error). P values calculated by linear regression; adjusted for age and MDS coordinates, and log-transformed before analysis. 
*Denotes statistical significance. 
 Men Women 
 
Genotype 
Association with 
genotype 
Genotype 
Association with 
genotype 
 AA AG GG β value p AA AG GG β value p 
Whole carotid tree 0.950 (0.008) 0.940 (0.009) 0.903 (0.018) -0.0054 0.12 0.844 (0.006) 0.832 (0.006) 0.864 (0.017) 0.0011 0.70 
Common-carotid 0.770 (0.005) 0.778 (0.007) 0.753 (0.015) 0.0002 0.94 0.725 (0.004) 0.712 (0.004) 0.716 (0.009) -0.0036 0.12 
Bifurcation 1.247 (0.016) 1.205 (0.017) 1.146 (0.033) -0.0118 0.028* 1.069 (0.013) 1.063 (0.014) 1.113 (0.033) 0.0046 0.35 
Common-carotid (cm 
closest to bifurcation) 
0.826 (0.007) 0.827 (0.007) 0.806 (0.014) 0.0001 0.99 0.780 (0.005) 0.764 (0.005) 0.779 (0.012) -0.0028 0.29 
Internal carotid artery 0.957 (0.014) 0.951 (0.016) 0.905 (0.031) -0.0057 0.32 0.803 (0.011) 0.793 (0.011) 0.851 (0.031) 0.0044 0.39 
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7.2.4 Genotyping of rs1035539 in PLIC 
The relationship between rs1035539 and carotid plaque suggested this SNP, or a SNP in LD, may also 
be having an effect on atherosclerosis in the carotid artery. This prompted additional study of the SNP 
in a general population, rather than high-risk, cohort. It was genotyped in the PLIC cohort in order to 
assess whether the same relationship was seen. 
7.2.4.1 PLIC genotyping results 
After multiple attempts to genotype PLIC with different assays (see 7.3.2), rs1035539 was genotyped 
by KBioscience using their KASP allelic discrimination assay. Genotyping was completed with a call rate 
of 82.0%. The minor allele frequency was 33.4% and the genotype frequencies were not out of Hardy-
Weinberg equilibrium (χ2 = 2.03, p = 0.15). 
7.2.4.2 rs1035539 is nominally associated with CC-IMT 
The relationship between rs1035539 and IMT was also examined in PLIC. The variable available in the 
cohort was CC-IMT. IMT values here appeared higher in heterozygotes than in those of AA genotype, 
although was lowest in the GG group (Figure 89), as seen with plaque. Overall, the G allele was 
associated with lower IMT (β = -0.003; p = 0.038, adjusted for age and sex). 
 
Figure 89: Baseline CC-IMT by rs1035539 genotype in PLIC. IMT in those of GG genotype is lower than those with 
AA or AG genotype (p = 0.038). 
7.2.4.3 rs1035539 is not associated with carotid plaque 
Unlike in IMPROVE, rs1035539 was not associated with presence of carotid plaque in PLIC (χ2 = 2.31; p 
= 0.32). However, the same trend was seen as in IMPROVE: prevalence of plaque was lower with each 
G allele (although here with an apparent recessive effect of the G allele, which was not significant: p = 
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0.13) (Figure 90). The percentage of subjects with plaque was much lower than that seen in IMPROVE, 
which was expected as the PLIC subjects are not high risk. 
 
Figure 90: Prevalence of carotid plaque by rs1035539 genotype in PLIC. No significant association between 
genotype and plaque was observed, but the same trend was seen as in IMPROVE, with a lower percentage plaque 
with the GG genotype. 
 
7.2.4.4 rs1035539 not associated with cardiometabolic parameters 
The relationship between rs105339 and numerous cardiometabolic parameters was tested in PLIC. As 
in IMPROVE, no significant association was found between these and the SNP (Table 38). 
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Table 38: rs1035539 is not associated with cardiometabolic factors in PLIC. Results from linear or logistic 
regression, adjusted for age and gender. Values by genotype are mean (standard deviation). 
AA AG GG p 
Systolic blood pressure 
(mmHg) 
131.02 (0.59) 132.26 (0.58) 131.22 (1.28) 0.31 
BMI (kg/cm2) 26.41 (0.15) 26.67 (0.15) 26.53 (0.31) 0.44 
Waist/hip 0.87 (0.002) 0.869 (0.002) 0.87 (0.005) 0.92 
Total cholesterol (mmol/l) 5.80 (0.04) 5.70 (0.04) 5.73 (0.07) 0.18 
HDL-C (mmol/l) 1.43 (0.01) 1.43 (0.01) 1.46 (0.03) 0.65 
Triglycerides levels (mmol/l) 1.25 (0.03) 1.23 (0.02) 1.15 (0.05) 0.22 
LDL-C (mmol/l) 3.79 (0.03) 3.71 (0.03) 3.74 (0.07) 0.17 
Glucose levels (mmol/l) 5.22 (0.03) 5.18 (0.03) 5.1 (0.07) 0.23 
apoB (mg/dL) 115.1 (1.0) 112.9 (0.9) 111.7 (2.0) 0.13 
apoA-I (mg/dL) 149.8 (0.9) 148.4 (0.9) 151.2 (1.9) 0.34 
Remnant-C (mmol/l) 0.57 (0.01) 0.57 (0.01) 0.53 (0.02) 0.22 
Diabetes (n, %) 21 (3.8%) 23 (3.8%) 5 (3.6%) 0.74 
Dyslipidaemia (n, yes) 318 (70%) 332 (67%) 80 (70%) 0.12 
Hypertension (n, yes) 133 (29%) 167 (34%) 32 (28%) 0.26 
 
7.2.4.5 Sex-stratified: rs1035539 not associated with IMT 
Stratifying PLIC by sex did not change the appearance of the relationship between rs1035539 genotype 
and IMT (Figure 91). IMT appeared highest in heterozygotes, although lowest for GG genotypes. 
However, no significant associations were detected between genotype and IMT (β = 0.001; p = 0.36 
and β = -0.002; p = 0.09 for men and women respectively). 
 
Figure 91: CC-IMT by rs1035539 genotype in (a) men and (b) women. Observed IMT by genotype appears similar 
between groups, although no significant association is present. 
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7.2.4.6 Sex-stratified: rs1035539 associated with plaque in men under a recessive model 
Stratifying the PLIC cohort by sex revealed differences in genotypic association between the sexes, with 
an association again seen in men, but only under certain genetic models (Figure 92). No significant 
association was seen in women (χ2 =  0.02, p = 0.99). In men, the G allele was associated with lower 
plaque under a recessive model (χ2 = 4.51; p = 0.034), although the overall trend was not significant (p 
= 0.096). 
 
Figure 92: Prevalence of carotid plaque by rs1035539 genotype in (a) men and (b) women in PLIC. In men, 
prevalence of plaque is lower for GG genotypes than other genotypes (p = 0.03). No such association is seen in 
women (p = 0.99). 
7.3 Discussion 
While earlier chapters explored the possibility for regulatory variants at the CFDP1-BCAR1-TMEM170A 
locus to affect IMT, this chapter focused on the possibility of functional causal exonic variants at the 
locus. Investigation of exome sequencing data identified one common variant at the locus that altered 
a protein sequence, present in BCAR1, the gene that had previously been implicated in the IMT 
phenotype in chapters 3 and 4. 
Genotyping of the SNP in IMPROVE did not show an association with IMT, but it did show an 
association with carotid plaque under a dominant model of the G allele. This finding should be treated 
with caution, bearing in mind that carrying out more tests under different models increases the chance 
of type I error. Nevertheless, the association is interesting considering that the phenotype is similar to 
that tested in Gertow et al’s original study. This result may give more confidence to the theory that 
BCAR1 is the causal gene involved in IMT. This effect appeared to be present only in men, in contrast to 
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the results seen with rs4888378 in chapter 4. Genotyping in the PLIC cohort supported the finding of 
the SNP’s effect on plaque and IMT, although sex-specific effects could not be verified. 
7.3.1 Identification of SNP rs1035539 
Non-synonymous SNPs are present less frequently per base than synonymous or non-coding SNPs, 
because their increased likelihood of affecting the phenotype results in greater selection 
pressure319,324. Therefore, few missense variants at the CFDP1-BCAR1-TMEM170A locus were expected 
to be found using Exome Variant Server (EVS), and those that were found would be more likely to have 
a phenotypic effect than other types, making them good candidates for study. 
SNPs conferring a large advantageous or disadvantageous effect are not present as frequently as those 
with smaller effects, as selection is here likely to drive the SNP towards homozygosity in the 
population319,321. Many rare missense and splice base changes were found in the EVS data, some of 
which may have phenotypic effects, but for rare variants there are few individuals with rare genotype, 
and thus they do not lend themselves to association testing. Future work may benefit from examining 
the effect of these rare variants on phenotype, but increased power to detect rare variants would be 
required. Using larger cohorts would be one way to increase power in this way; a different approach 
would be the use of a burden test, in which information about multiple genetic variants in a functional 
unit (such as a gene or locus) is collapsed into a single gene score. This increases the risk of detecting a 
true effect, but may take the assumption that all rare variants in a set are causal325,326. Alternatively, 
burden tests can be carried out using only those that are predicted to be damaging using bioinformatic 
tools, or by weighting variants according to their predicted functional effect327. 
Therefore, results were filtered only to include common SNPs disrupting protein function, leaving only 
rs1035539 in BCAR1. This variant seemed particularly interesting for further study, as BCAR1 had been 
implicated as the gene potentially causing the IMT effect at the locus. It encodes a proline to serine 
change in a proline-rich domain of the protein (discussed in 7.3.6), and thus was of increased interest 
as a candidate for further analysis. 
Later updates of EVS data indicated two new SNPs with MAF > 5% in Europeans:  rs4737 in CTRB2 
(coding for alanine to threonine) and rs117435647 in CHST6 (arginine to glycine). Neither were in LD 
with the lead SNP rs4888378. Using the online Protein Variation Effect Analyser (PROVEAN)328 to 
predict the functional consequences of these SNPs showed the changes to both be predicted as 
neutral. Further work would examine these SNPs to assess their potential effects. 
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7.3.2 Genotyping of rs1035539 in PLIC and IMPROVE 
A limitation of the analysis of this SNP was the unsatisfactory KASP genotyping assay for rs1035539, 
which genotyped with call rates of only 89% in IMPROVE and 82% in PLIC. This reduced the sample size 
and thus power for association analysis, and introduced potential bias where samples could have been 
incorrectly called (AA and AG genotypes in particular clustered closely together). However, tests for 
Hardy-Weinberg equilibrium did not indicate an excess or scarcity of heterozygotes. The difference 
between the cohorts may have been a result of differing DNA quality of samples, supported by the fact 
that call rate differed markedly in PLIC between individual DNA plates. 
Other genotyping methods were tried in order to improve the genotyping rate. A TaqMan allelic 
discrimination assay was tested, but failed in development, possibly due to the presence of a rare 
variant 2 bp away (rs143543666). 
After 1000 Genomes Phase I data became available, two SNPs were found to be in strong LD with 
rs1035539. One SNP, rs11645191 (intronic in BCAR1), had a suitably high r2 value of 0.95 to use as a 
proxy. TaqMan and subsequently KASP assays were therefore also ordered for this SNP, but neither 
produced genotype clusters. The assay was therefore ultimately carried out by LGC with their KASP 
rs1035539 assay, producing the 82% call rate. 
7.3.3 BCAR1 retrogene 
The failure of multiple assays around the rs1035539 SNP prompted investigation of this genomic region 
to understand the obstacles to genotyping variants here. Using the BLAST-Like Alignment Tool (BLAT)329 
to align the locus to matching sequences in the genome revealed two areas of high similarity on 
chromosome 15. These are part of two retroposed genes (retrogenes): repetitive DNA fragments 
inserted into chromosomes after being reverse transcribed from RNA molecules. The fragments are 
non-autonomous, unlike retrotransposons, as they do not encode reverse transcriptase, and do not 
have protein-coding ability. They are therefore a subset of pseudogenes (DNA sequences similar to 
genes without any function). 
Aligning the sequence of and surrounding the two retrogenes to the BCAR1 locus showed the area of 
homology to cover the exon containing rs1035539, and two intronic regions, including the proxy 
rs11645191 (Figure 93). At the relative position of the two SNPs, the corresponding bases in the 
retrogenes are monoallelic. 
The presence of these homologous regions means that the probes used in KASP and TaqMan can 
misprime to these regions, amplifying the wrong sequence and resulting in a failure to produce 
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accurate genotyping clusters, explaining the poor genotyping results seen in this chapter. The presence 
of the retrogenes also has implications for sequencing of the region and BCAR1 gene: PCR or 
sequencing primers would need to avoid the repeated regions to bind to the region with specificity. 
 
Figure 93: Alignment of the two BCAR1 retrogenes over the BCAR1 gene. Regions of homology encompass the 
exon containing rs1035539 and some intronic sequence. Image from UCSC Genome Browser127. 
Retrogenes can contain information about the evolutionary history of a sequence330. In the two retro-
BCAR1 genes, the base equivalent to rs1035339 is G, the ‘minor’ allele. This substantiates the theory 
that the minor allele is the ancestral allele (7.2.1). 
7.3.4 LD analysis of rs1035539 
Genotyping of the BCAR1 coding SNP in IMPROVE revealed it not to be in LD with the lead SNP 
rs4888378. This was the expected outcome, as there was no previous evidence that the SNPs were in 
LD. However, in light of this lack of LD, the subsequent discovery of the coding SNP’s association with 
carotid plaque was more noteworthy. As this association is genetically independent of that seen with 
the lead SNP, at least two distinct areas of functional variation at the locus are associated with carotid 
IMT phenotypes. 
7.3.5 rs1035539 shows associations with plaque and IMT 
After the lead and coding SNPs were found not to be in LD, there was no a priori expectation that 
rs1035539 would be associated with IMT-related phenotypes. However, an association was found 
between rs1035539 and carotid plaque under a dominant model in IMPROVE. If this association can be 
validated, it indicates the presence of a separate association signal at the locus. 
This raises the issue of the functional variation causing the change in plaque. Unlike the regulatory lead 
SNP, rs1035539 is in strong LD with only two SNPs, one intronic in BCAR1 and one in an intergenic 
region. Variants in weaker LD were also intronic or intergenic. As a missense change that alters protein 
structure is more likely to change the phenotype319, it seemed probable that rs1035339 was the 
functional variant.  This was later investigated in chapter 8 by assaying the effect of the amino acid 
substitution on protein function. 
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If this amino acid substitution in the BCAR1 protein is indeed affecting carotid plaque, the similarity in 
phenotypes suggests the earlier regulatory variation captured by rs4888378 may be acting on the same 
gene, through regulation of expression rather than changing the protein. This reinforces the previous 
evidence for BCAR1 as the functional gene seen in chapters 3 and 4. 
While rs1035539 showed an associated with presence of plaque in IMPROVE under a dominant model, 
no association with IMT was found, although a trend in the same direction for that of plaque was seen 
in each segment of the carotid tree. Conversely, replication in PLIC showed the SNP to be associated 
nominally with IMT but not plaque. These findings should be taken with caution as they are the results 
of multiple tests on differing phenotypes. 
These discrepancies in results may be a result partly of power. PLIC contains fewer subjects overall, a 
lower percentage of subjects with plaque (as it is a lower-risk cohort), and a lower percentage of 
successfully genotyped samples. This reduces power to detect an association with plaque. For example, 
there appears to be a lower prevalence of plaque in those of GG genotype, but with fewer individuals 
in this group, this was not statistically significant (Figure 90). The poorer genotyping rate of rs1035539 
in PLIC makes results in this cohort less robust. 
Power calculations were subsequently carried out, taking into account the number of subjects that had 
been successfully genotyped and phenotyped. These revealed that to detect the effect size seen in 
IMPROVE with plaque under the dominant model of the G allele (under which the significant 
association was seen), IMPROVE is powered to 94.7%, above the typical desired threshold of 80%. 
However, to detect the same effect size, PLIC is only powered to 20.9%. An improved genotyping assay 
and larger number of subjects would be required to replicate the associations with plaque. 
Apart from sample size and power, other differences between the cohorts may have contributed to the 
different results. In IMPROVE, presence of plaque was defined as maximum IMT of greater than 1.5 
mm across the whole carotid tree202, whereas in PLIC, it was defined as IMT greater than 1.3 mm 
and/or presence of focal plaque as defined by longitudinal projection caliper thickness greater than 1.3 
mm203. The cut-off for the definition of plaque may affect its value as a variable. 
As plaque was a variable calculated from max IMT, it was unexpected that the SNP was associated with 
plaque in IMPROVE but not the variable upon which it is calculated, max IMT across the carotid tree. 
This may be due to the IMT variable distributions; all are right-skewed, with the majority of values 
above the mean. Log-transformed variables were used for analysis, making the regression results 
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reliable, but the SNP may be better associated with IMT at the lower ranges (around the plaque cut-
off) than the higher ranges that also affect linear regression analyses. 
7.3.6 Why was an association seen between rs1035539 and plaque? 
The association results, if validated, raise the question of how the SNP could be causing the effect on 
plaque. In contrast to the regulatory SNP analysis in chapters 4 and 5, the nature of rs1035539 (a 
missense SNP altering protein structure) provides a clearer pathway to investigating the change. 
As discussed in chapter 1, BCAR1 is an adaptor protein with roles in cell migration, adhesion and 
proliferation. As a scaffolding molecule, it binds numerous other proteins, many at its substrate-
binding and SH3 domains141. The proline-rich domain, in which rs1035539 codes a proline to serine 
change, may also be of importance. Such proline-rich protein regions are common and often play a role 
in binding, often in complexes of multiple proteins331 (such as those observed with the BCAR1 protein). 
These generally produce multiple weak binding sites, allowing rapid modulation of binding332. The 
presence of an amino acid change in the proline-rich domain might therefore affect the binding action 
of the protein, particularly if the original amino acid is proline. 
The serine residue is associated with greater prevalence of plaque. It is possible that this residue 
disrupts the proline-rich region such that protein assembly is disrupted, affecting pathways 
downstream. As BCAR1 is involved in PDGF stimulation of VSMC migration187, the amino acid change 
may alter this migration in such a way that formation of plaque is increased. 
The SNP was only significantly associated with plaque in IMPROVE under a dominant model of the G 
allele, with the G allele conferring lower risk of plaque (Figure 86). This suggests one copy of the wild-
type protein is sufficient to largely restore the “healthy” or low-risk function of the gene. 
7.3.7 rs1035539 not associated with cardiometabolic parameters or disease 
Despite its association with plaque and IMT, rs1035539 was not associated with vascular events. 
Considering the modest decrease in plaque odds (19% decrease with the G allele), detecting an 
association with event rate through the gene would not necessarily be expected, even if it were 
present. 
rs1035539 was also not associated with cardiometabolic risk factors. If the effect on plaque was caused 
through an effect on a risk factor such as LDL cholesterol, we would expect to detect it. However, the 
lead SNP at the locus, rs4888378, was earlier associated with IMT independent of such risk factors 
(chapter 4.2.5). If the coding SNP is having an effect through the same gene, it may also be through a 
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pathway independent of these variables, such as the effect on cell remodelling in migration suggested 
in 7.3.6. 
7.3.8 Sex-specific association with plaque 
In chapter 4 it was seen that the CFDP1-BCAR1-TMEM170A locus’s lead SNP rs4888378 was associated 
with IMT and vascular events only in women. In light of these differences produced by stratifying by 
sex, the relationships of rs1035539 with IMT and plaque were also stratified by sex. Association with 
plaque in IMPROVE and PLIC was here present in men but not women when the cohorts were 
stratified, but this association was true for men only under different genetic models in each cohort, so 
requires validation. 
The associations with plaque were seen only under dominant or recessive models of the G allele, 
despite a trend for lower plaque with the G allele being present in each case. It may be the case that 
greater numbers of subjects are needed to detect associations with more confidence, and therefore 
determine whether associations are truly sex-specific, and whether the association is under a 
dominant or recessive model. 
If it is indeed the case that rs1035539 is associated with plaque in men but not women, the 
relationship is surprising considering the association between rs48888378 and IMT was present only in 
women. It is possible that the SNPs affect different genes: the coding SNP rs1035539 on BCAR1 and the 
regulatory rs4888378 on a different gene at the locus. Effects on the phenotype would therefore not 
be expected to be similar. However, the eQTL data implicated BCAR1 in the association with 
rs4888378, and the fact that both SNPs are involved with very similar phenotypes (both of which 
plausibly involving the BCAR1 protein) means it is most likely that each involve this gene. 
The difference may be due to the nature of the SNPs: a variant altering a protein and a variant altering 
expression might cause different downstream effects. For example, the presence of a harmful protein 
may have a different effect to a smaller amount of the wild-type, and these problems may be 
compensated by different systems. Further work will examine the consequences of changing the 
BCAR1 protein, and may provide some explanation as to the sex differences in association.  
7.3.9 Conclusions and further work 
In this chapter, the CFDP1-BCAR1-TMEM170A locus was examined with the aim of evaluating effects of 
coding variation on IMT phenotypes. One common coding SNP was present at the locus, altering an 
amino acid in the BCAR1 protein, and this was found to be associated with carotid plaque in two 
cohorts. 
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These findings further link BCAR1 with the IMT phenotypes shown to be associated with the locus. 
Further work will look directly at the effect of the coding SNP’s amino acid change on the protein and 
cell function. 
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8 Protein studies of BCAR1 
8.1 Introduction 
The previous chapter reported the investigation of nonsynonymous coding variants that might affect 
carotid IMT at the CFDP1-BCAR1-TMEM170A locus. One common SNP, rs1035539, was found in the 
gene BCAR1 and genotyping revealed it to be associated with plaque and IMT in two cohorts. 
In this chapter, the reason for this association was investigated by assaying the SNP’s effect on BCAR1 
and other proteins, and cell function, with the aim of further understanding the role of BCAR1 in 
atherosclerosis and intima-medial thickening. Finding out how changing BCAR1 disrupts cell signalling 
pathways or cell function may help to explain how genetic variants at the locus, particularly the coding 
SNP rs1035539, lead to changes in IMT. 
As discussed in chapter 1.4, BCAR1, also known as p130cas, is an adaptor protein that acts as a docking 
protein for a number of proteins (Figure 12). Its involvement in cell adhesion, migration and 
remodelling make it a potentially important protein for initiation and growth of atherosclerotic plaque. 
Tyrosine phosphorylation of BCAR1 is key to its activation of downstream processes, and takes place 
primarily at 15 YxxP (Tyrosine-x-x-Proline) repeats within the substrate domain (Figure 79). 
The SNP rs1035539 codes a proline to serine change in the proline-rich domain of the protein (Figure 
79). In contrast to other domains such as the SH3 and substrate domains, the proline-rich region is not 
well characterised and no studies have yet characterised any known function. However, along with the 
rest of the protein, it is well-conserved between species140, suggesting that alterations to an existing 
proline residue here may disrupt protein function. 
In this chapter, site-directed mutagenesis was performed on a BCAR1 expression plasmid to cause the 
base change coded for by rs1035539, changing proline at position 76 of the protein to a serine. These 
plasmids were expressed in COS cells to investigate how the amino acid change affects levels and 
phosphorylation of BCAR1 and interacting proteins, localisation of the protein and cell movement. In 
order to carry out assays in a blood vessel primary cell line, an adenoviral expression vector was then 
created to express wild-type and mutant BCAR1 in HUVECs. Protein levels were again assayed, as was 
the ability of cells to migrate through a membrane. 
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8.2 Results 
8.2.1 pEGFP-C2/BCAR1 plasmid 
The BCAR1 gene had previously been cloned into the pEGFP-C2 vector at EcoRI and BamHI restriction 
sites, to create a plasmid encoding a GFP-BCAR1 fusion protein185 (Figure 94). This plasmid was 
provided by the Cardiovascular Biology and Medicine group (CVB). 
 
Figure 94: Map of pEGFPC2-BCAR1 plasmid. The plasmid was used as the wild-type BCAR1 expression vector, 
and was used for site-directed mutagenesis to create the mutant vector. The BCAR1 gene had previously been 
cloned into the plasmid. The position of the base change equivalent to rs1035539, changing a coded proline to 
serine, is marked by “P76S”. Figure created using Snapgene213. 
 
8.2.2 Site-directed mutagenesis 
Site-directed mutagenesis was performed to change C to T at the base corresponding to the position of 
rs1035539, coding for serine instead of proline at position 76 of the protein. Mutagenesis used Agilent 
Technologies’ QuikChange Lightning mutagenesis kit. After transformation into OneShot TOP10 
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Chemically Competent cells, incubation, colony picking and plasmid purification, successful 
mutagenesis with no other introduced base changes was observed in one of four cultures grown. The C 
at the appropriate position in the BCAR1 gene was successfully changed to a T (Figure 95). 
Further sequencing across the gene confirmed that no additional bases had been modified. Cultures of 
transformed bacteria were therefore grown and maxi-prep plasmid purification carried out to purify 
sufficient stocks of the mutant plasmid. 
 
Figure 95: Sequence of the pEGFP-BCAR1 plasmid at the location of rs1035539 in the (a) original and (b) 
mutated plasmid. The C base was successfully mutated to T with no other introduced changes, altering proline to 
serine in the protein sequence. 
8.2.3 Assays in COS and HEK293 cells 
Four plasmids were expressed in cells for BCAR1 assays: 
1. pEGFP-C2: basic GFP vector without BCAR1 inserted. The vector was used as a negative control 
and for normalisation of transfection efficiency. 
2. pEGFP-C2/BCAR1(WT): pEGFP-C2 vector with wild-type BCAR1/GFP fusion protein (proline at 
position 76). 
3. pEGFP-C2/BCAR1(M): pEGFP-C2/BCAR1 with mutation coding serine at position 76, 
corresponding to the amino acid substitution caused by the SNP rs1035539. 
4. pEGFP-C2/BCAR1(15F): pEGFP-C2/BCAR1 coding for an “unphosphorylatable” version of the 
BCAR1 gene. 15 key tyrosine residues in the substrate domain are mutated to phenylalanine 
and can no longer be phosphorylated185. 
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The four plasmids are referred to in this chapter as “GFP”, “wild-type”, “mutant” and “15F” 
respectively. 
8.2.3.1 Signalling assays 
To investigate any differences between wild-type and mutant BCAR1 in total protein volume and 
protein phosphorylation, the four assay plasmids were transfected into COS (CV-1 in origin, carrying 
SV40) cells . Cells were incubated for 48 hours, and then treated with serum-free medium or one of 
three compounds to stimulate vascular pathways. Epidermal growth factor was used to stimulate cell 
growth and proliferation pathways, manganese chloride to stimulate integrin affinity (BCAR1 
phosphorylation is integrin-dependent333), and nilotinib, a tyrosine-kinase inhibitor affecting Bcr-Abl, 
upstream of BCAR1. 
Cell treatment had a significant effect on BCAR1 phosphorylation overall (Figure 96; ANOVA: F = 6.4, p 
= 0.004), with nilotinib resulting in greater phosphorylation than that seen in any of the other 
treatments (Tukey HSD; p values 0.008 to 0.01). However, there was no significant difference overall 
between wild-type and mutant BCAR1 (F = 0.31, p = 0.58). A trend for plasmid-treatment interaction 
appeared present: for example, phosphorylation appeared higher with mutant than wild-type BCAR1 
when treated with nilotinib, but this difference was not significant (p = 0.62). 
 
Figure 96: Phosphorylated BCAR1 by wild-type and mutant BCAR1 and cell treatment.COS cells were 
transfected with wild-type and mutant BCAR1 plasmids and incubated for 48 hours. After overnight incubation in 
medium with 0.5% FBS, cells were treated with serum-free medium (“SFM”) containing either nothing added, 2 
ng/ml epidermal growth factor (“EGF”), 5 mM manganese chloride (“MnCl2”) or 10 µM Nilotinib for 5, 5, 10 and 
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20 minutes respectively, then lysed. Proteins were detected via western blot. Data are averages from three 
independent experiments, and show mean±SE. Data is presented as phosphorylated BCAR1 at tyrosine 410 as a 
ratio of total BCAR1. 
 
8.2.3.2 Protein localisation 
As the pEGFPC2 vectors express BCAR1 in the form of a GFP fusion protein, detection of GFP signal 
could be used to locate the wild-type and mutant forms of the protein within different cellular 
compartments.  Human embryonic kidney 293 (HEK293) cells were transfected with the pEGFPC2 
expression vectors and fixed with formaldehyde 48 hours later. GFP signal was recorded under a 
fluorescent confocal microscope. 
GFP signal was not present in all cells, showing that transfection was not 100% efficient. Cells 
transfected with the control GFP vector had the GFP protein distributed evenly throughout the cells. 
Wild-type and mutant BCAR1 was accumulated in points within the cytoplasm, and particularly at the 
cell membrane. No noticeable difference in localisation was observed between wild-type and mutant 
BCAR1 (Figure 97). 
 
Figure 97: Location of GFP and GFP-BCAR1 proteins in COS cells. 
COS cells were transfected with GFP, wild-type BCAR1 and mutant BCAR1 plasmids. 48 hours later, cells were 
fixed with formaldehyde and emitted GFP signal recorded under a fluorescent confocal microscope. Green signal 
shows GFP or GFP-BCAR1 protein; blue signal represents DAPI (staining cell nucleus). Images are representative 
of 2 replicates. 
(a) pEGFP-C2: GFP control protein is distributed evenly throughout cells. 
(b/c) Wild-type and mutant BCAR1 are accumulated at points within the cells, particularly at the cell membrane. 
No clear difference is visible between wild-type and mutant BCAR1. 
 
8.2.3.3 Wound healing assay 
Wound healing assays were performed on transfected COS cells to assess difference in cell movement 
between wild-type and mutant BCAR1. Cells were transfected with the four plasmids, and grown in a 
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96-well tissue culture plate. Uniform cell-free areas were created by scratching the cell surface. Cell 
confluence was monitored to observe the rate of cell movement to close the wound. 
As shown in Figure 98, confluence after 62 hours (the last point at which all scratches had not yet 
closed) was higher in cells with wild-type BCAR1 than mutant (t-test: t = 3.4163, p = 1.3 × 10-3). The 
overall speed of closure was higher in cells with wild-type BCAR1 than mutant BCAR1, but this was only 
of borderline statistical significance (t-test of regression coefficients: t = 1.93, p = 0.059). 
 
Figure 98: COS cell confluence by expression in scratched cell layers. 
Confluent layers of cells were grown in a 96-well tissue culture plate. Uniform rectangular “wounds” of cell-free 
areas were creating by scratching each well with the Essen Bioscience WoundMaker, and cells were then 
incubated in standard culture conditions while being monitored by the Incucyte. Photos were taken at 2-hour 
intervals and confluence measured. Data was analysed from 12 hours after scratch, where cell confluence 
stabilised after wounding. Confluence is here presented as multiple of starting percentage. Results are average of 
24 replicates per plasmid. 
Cells with wild-type BCAR1 (WT) had higher confluence at the end of measurement than those with mutant 
BCAR1 (M) (p = 1.3 × 10-3). Speed of closure was higher for WT than M cells, but this was of borderline statistical 
significance (p = 0.059). 
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8.2.4 Assays in HUVECs 
8.2.4.1 Transfection of HUVECs 
After signalling and wound healing assays had been carried out, HUVECs were selected for further 
assays due to their suitability as a model for blood vessel phenotypes. Multiple methods were used to 
test efficacy of transfection into these cells, which are known to be difficult to transfect284. The GFP 
and WT plasmids were used for testing. As all the assay plasmids express GFP or a BCAR1-GFP fusion 
protein, effectiveness of transfection can easily be checked by detection of GFP signal. Transfection 
with these plasmids was tested using the lipid reagents Lipofectamine 3000 and jetPEI-HUVEC, and 
electroporation using the Amaxa Nucleofector I. 
As shown in Figure 99, only electroporation achieved any transfection success, with about 15% of cells 
electroporated with the control GFP plasmid producing GFP signal. However, as seen in chapter 
5.2.1.7, the GFP fusion plasmid was far more difficult to deliver to cells, with less than 1% of cells 
producing signal. Lysis of cells and blotting for BCAR1 showed a small amount of higher-weight BCAR1 
(GFP-fusion protein) in these electroporated cells (Figure 100), but efficiency was not high enough to 
use this method for assays. 
 217 
 
 
Figure 99: GFP signal shows transfection efficiency of pEGFPC2 (“GFP”) and pEGFP-C2/BCAR1-WT (“WT”) 
plasmids into HUVECS. 
(a/b) Transfection using Lipofectamine 3000 was not successful: no cells produced GFP signal with either GFP or 
WT plasmid. 
(c/d) Transfection using jetPEI-HUVEC also resulted in no cells producing GFP signal. 
(e/f) Electroporation was successful with ~15% efficiency using the GFP plasmid. However, efficiency with the WT 
plasmid was much lower, with <1% cells producing GFP signal. 
 218 
 
 
 
Figure 100: BCAR1 protein present in cells transfected using the three trial methods: Lipofectamine 3000, 
jetPEI-HUVEC and electroporation. Endogenous BCAR1 is similar between cells. GFP-fused BCAR1 is visible as a 
higher-weight protein. None is visible in cells transfected with Lipofectamine or jetPEI-HUVEC, where transfection 
was not successful. 
Cells transfected with the GFP control plasmid showed no GFP-fused BCAR1, as only the GFP protein is expressed 
by the plasmid. A small amount of GFP-fused BCAR1 is present in cells electroporated with the WT plasmid, 
where a small number of cells successfully expressed the plasmid. GAPDH was used as a loading control. 
8.2.4.2 Genotyping HUVECs for assays 
After transfection tests showed that HUVECs could not be adequately transfected with BCAR1 
expression vectors, genotyping of HUVECs for the rs1035539 variant was considered. As rs1035539 is a 
common variant with 32% MAF, the majority of HUVEC donors would be expected to have AA and GG 
genotypes, and their cells could be selected for use in protein assays to express the wild-type or 
mutant form of BCAR1. 
This would require cells to come from individual donors, and several donors for each genotype would 
need to be tested to account for other genetic differences between donors: unlike with expression 
vectors expressed in cells from the same lot, the background genetic profile of individual donors 
differs. Individual-donor HUVECs were provided from the Queen Mary Cardiovascular Genomics and 
Stratified Medicine group for culture, genotyping and use in protein assays. 
Chapter 7.3.3 outlined the difficulty of genotyping the rs1035539 polymorphism due to two retrogenes 
on chromosome 15, which have high similarity to the sequence around the SNP (Figure 93). 
Sequencing primers were therefore designed to amplify the sequence encompassing rs1035539 only. 
As shown in Figure 101, a 4 bp break in the sequence similarity to the retrogenes is present upstream 
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of the SNP. One primer was designed on this 4 bp sequence, with the other just outside the region of 
similarity (Figure 101). This allowed amplification and sequencing of the sequence specific to 
chromosome 16. 
 
Figure 101: Location of rs1035539 PCR and sequencing primers. The left primer is positioned over the short 
sequence of non-similarity to the retrogenes, while the right primer is specific to this locus. This allows specific 
amplification of the SNP. 
This sequencing method was successful in genotyping genomic DNA samples of known genotype. 
However, genotyping for rs1035539 was ultimately not used for selection of cells for protein assays. 
Primary HUVEC numbers that were obtained from the Queen Mary Cardiovascular Genomics and 
Stratified Medicine group were too low in number to acquire sufficient cells for assays without 
considerably exceeding passage 5; HUVECs have a limited lifespan before they differentiate or enter 
senescence304, and passage 5 was here considered to be the maximum reliable passage number.  
8.2.4.3 Production of BCAR1 adenovirus 
As successful transfection of HUVEC cells with the pEGFP-C2/BCAR1 vectors could not be performed, 
an adenoviral vector was produced to infect HUVECs with wild-type or mutant vector for use in assays. 
Invitrogen’s Gateway cloning system was used to produce the expression clones. The BCAR1 vector 
had previously been cloned into the Gateway pENTR-3C entry vector185, and this pENTR-3C/BCAR1 
vector was provided by the Cardiovascular Biology and Medicine group. 
8.2.4.3.1 Site-directed mutagenesis 
Site-directed mutagenesis was carried out on the pEGFP-C2/BCAR1 plasmid to change the base 
corresponding to rs1035539, changing Proline 76 to Serine, as in 8.2.2 (Figure 102). Mutagenesis was 
successful, with the C base mutated to T, and no other changes introduced into the sequence (Figure 
103). 
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Figure 102: Map of pENTR3C-BCAR1 plasmid. The plasmid was used as the wild-type entry vector for production 
of adenovirus, and basis for site-directed mutagenesis to create the mutant vector. The BCAR1 gene had 
previously been cloned into the plasmid. The position of the base change equivalent to rs1035539, changing a 
coded proline to serine, is marked by “P76S”. Figure created in Snapgene213. 
 
Figure 103: Sequence of the pENTR-3C/BCAR1 plasmid at the location of rs1035539 after site-directed 
mutagenesis. The C base was successfully mutated to T with no other introduced changes, altering proline to 
serine in the protein sequence. Picture from Snapgene213. 
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The Gateway LR Recombination reaction was carried out to insert the wild-type and mutant BCAR1 
genes into the pAd/CMV/V5-DEST destination vector, creating the expression vector. Purified 
expression vector was used to infect HEK293 cells to allow production of virus particles, which were 
then purified using the Adenopure virus purification kit. Purified virus solutions were dialysed to 
replace elution buffer with a TE buffer containing glycerol, which is suitable for long-term storage. Viral 
titre in these solutions was then measured and calculated using the QuickTiter Adenovirus 
Quantitation Kit. Final wild-type and mutant viral titres were 4.3 × 1010 and 5.2 × 1010 VP/ml 
respectively. 
8.2.4.4 Signalling assays 
After successful production of BCAR1 adenovirus, the effect of BCAR1 type on protein levels and 
phosphorylation was tested by infecting HUVECs with control, wild-type and mutant viruses. Cells were 
incubated for 48 h after infection. They were then stimulated with 25 ng/ml VEGF for timepoints from 
5-60 minutes, lysed and blotted for proteins. 
8.2.4.5 Total BCAR1 does not differ between wild-type and mutant 
The effect of expression vector and VEGF stimulation on total BCAR1 were compared using a two-way 
ANOVA (Figure 104). There was a significant effect of expression vector on total BCAR1 levels (F = 63.8, 
p= 8.0 × 10-14), but individually this was not seen between wild-type and mutant, or uninfected and 
control (each p = 0.99; Tukey HSD post-hoc test). There was also a significant effect of VEGF treatment 
time on total BCAR1 (F = 7.4, p = 9.1 × 10-5); with BCAR1 increasing with VEGF treatment time.
  
 
 
 
Figure 104: Effect of expression vector and VEGF treatment on total BCAR1. 
HUVECs were left uninfected, or infected with control virus, wild-type and mutant BCAR1 virus (‘UI’, ‘GFP’, ‘WT’ and ‘M’). Cells were incubated for 48 h, then stimulated 
with 25 ng/ml VEGF for 0 (no stimulation) to 60 minutes. Cells were then lysed and blotted for total BCAR1. 
Figure shows data from two to three independent experiments (UI and control data from two experiments), presented as total BCAR1 in relative units (mean +/- SEM) 
normalised to total GAPDH. Representative blot is inset. 
(a) BCAR1 increases with VEGF treatment time (ANOVA: F = 7.7, p = 6.4 × 10-5). 
(b) BCAR1 levels were ~8× higher in cells with wild-type and mutant BCAR1 expression vectors than those with control (p = 5.9 × 10-12 and 7.1 × 10-12; Tukey HSD post-hoc 
test). BCAR1 levels between WT and mutant were not different (p = 0.99) 
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8.2.4.6 Phosphorylated BCAR1 
As phosphorylation of BCAR1 is integral to its role as an adapter protein, cell lysates were blotted for 
phosphorylated BCAR1. Antibodies were used to probe for phosphorylation at tyrosine-410 and 
tyrosine-249. These two tyrosines are located in two of the YxxP motifs in the BCAR1 substrate 
domain, and their phosphorylation is thought to be important for recruitment of proteins to trigger 
downstream signalling events334. 
Tyrosine-410 phosphorylation was affected by expression vector (F = 18.8, p= 1.1 × 10-8), and VEGF 
treatment time (F = 8.6, p= 5.5 × 10-6), but again there was no different between the two BCAR1 
vectors (Figure 105). Tyr249 phosphorylation showed the same pattern with expression vector (F = 
7.7, p = 4.3 × 10-4) but not VEGF treatment time (F = 1.1, p = 0.38) (Figure 106). 
8.2.4.7 Phosphorylated paxillin 
Phosphorylation of paxillin was tested, a focal adhesion protein involved that forms a complex with 
BCAR1141. Levels of paxillin phosphorylation were not affected by expression vector (F = 0.84, p = 
0.48), but were affected by VEGF treatment time (F = 6.2, p = 1.2 × 10-4), with higher 
phosphorylation at 20 and 40 minutes than with no treatment (Figure 107). 
 
  
 
 
 
Figure 105: Effect of expression vector and VEGF treatment on phosphorylated BCAR1 (tyrosine 410). 
HUVECs were left uninfected, or infected with control virus, wild-type and mutant BCAR1 virus (‘UI’, ‘GFP’, ‘WT’ and ‘M’). Cells were incubated for 48 h, then stimulated 
with 25 ng/ml VEGF for 0 (no stimulation) to 60 minutes. Cells were then lysed and blotted for phosphorylated BCAR1(Y410). 
Figure shows data from three to four independent experiments (UI and control data from three experiments), presented as total BCAR1 in relative units (mean +/- SEM) 
normalised to total GAPDH. Representative blot is inset. 
(a) Phosphorylated BCAR1 increases with VEGF treatment time (ANOVA: F = 8.6, p= 5.5 × 10-6). 
(b) Phosphorylated BCAR1 levels was higher in cells with wild-type and mutant BCAR1 than those with control (p = 1.5 × 10-6 and 6.5 × 10-7; Tukey HSD post-hoc test). Levels 
between WT and mutant were not different (p = 0.99) 
  
 
 
 
Figure 106: Effect of expression vector and VEGF treatment on phosphorylated BCAR1 (tyrosine 249). 
HUVECs were left uninfected, or infected with control virus, wild-type and mutant BCAR1 virus (‘UI’, ‘GFP’, ‘WT’ and ‘M’). Cells were incubated for 48 h, then stimulated 
with 25 ng/ml VEGF for 0 (no stimulation) to 60 minutes. Cells were then lysed and blotted for phosphorylated BCAR1(Y249). 
Figure shows data from two to three independent experiments (UI and control data from two experiments), presented as total BCAR1 in relative units (mean +/- SEM) 
normalised to total GAPDH. Representative blot is inset. 
(a) Phosphorylated BCAR1 increases with VEGF treatment time (ANOVA: F = 7.7, p = 4.3 × 10-4). 
(b) Phosphorylated BCAR1 levels was higher in cells with wild-type and mutant BCAR1 than those with control (p = 2.5 × 10-3 and 8.5 × 10-4; Tukey HSD post-hoc test). Levels 
between WT and mutant were not different (p = 0.97) 
 
  
 
 
 
Figure 107: Effect of expression vector and VEGF treatment on phosphorylated paxillin. 
HUVECs were left uninfected, or infected with control virus, wild-type and mutant BCAR1 virus (‘UI’, ‘GFP’, ‘WT’ and ‘M’). Cells were incubated for 48 h, then stimulated 
with 25 ng/ml VEGF for 0 (no stimulation) to 60 minutes. Cells were then lysed and blotted for phosphorylated paxillin. Representative blot is inset. 
Figure shows data from three to four independent experiments (UI and control data from three experiments), presented as total BCAR1 in relative units (mean +/- SEM) 
normalised to total GAPDH. 
(a) Phosphorylated paxillin increased with VEGF treatment time (ANOVA: F = 6.2, p = 1.2 × 10-4). 
(b) Phosphorylated paxillin did not differ between expression vector (ANOVA: F = 0.84, p = 0.48).
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8.2.4.8 Well migration assays 
After protein levels and phosphorylation had been shown not to differ between wild-type and 
mutant BCAR1, well migration assays were used to assess the effect of protein type on cell 
movement. HUVEC migration through a porous membrane was measured, using cells transfected 
with wild-type and mutant BCAR1, and GFP control virus. Cells were infected with each of the three 
viruses or no virus (uninfected), trypsinised and seeded into cell culture inserts with a porous 
membrane. Control wells contained medium with 10% serum while stimulated wells contained 
medium, 10% serum and 25 ng/ml VEGF. 
There was a significant overall positive effect on VEGF stimulation on cell movement (Figure 108; 
two-way ANOVA; F = 26.0, p = 3.3 × 10-5), but only a near- significant effect of expression vector (F = 
2.9, p = 0.069). Cells with mutant BCAR1 migrated more slowly than uninfected cells (p = 0.04, Tukey 
HSD post-hoc test), whereas those with wild-type BCAR1 did not (p = 0.64). Neither group showed a 
significant difference compared to GFP control (p = 0.97 and p = 0.19 for wild-type and mutant 
respectively). Cells with mutant BCAR1 appeared to migrate more slowly than those with wild-type 
BCAR1, although this difference was not significant (p = 0.73). 
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Figure 108: Average migrated cell number per expression vector for stimulated and unstimulated cells. 
HUVECs were infected with no virus, GFP control virus, and wild-type and mutant BCAR1 virus (‘UI’, ‘GFP’, ‘WT’ 
and ‘M’). 48 h later, wells were filled with medium with and without 25 ng/ml VEGF (‘control’ and ‘VEGF’ 
respectively) and cells seeded into well inserts containing a porous membrane.  After 4 hours of incubation, 
cells on the membranes were fixed, stained and counted at 200× magnification to obtain the numbers of cells 
that had migrated through the membrane. 
Bars represent mean number of cells of four independent experiments. 
Cells with mutant BCAR1 migrate more slowly than uninfected cells (p = 0.04), but cells with wild-type BCAR1 
do not (p = 0.64). 
Error bars represent SEM. 
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8.3 Discussion 
In this chapter, a proline/serine change at position 76 of the BCAR1 protein was assayed for its 
effects on protein function. Chapter 7 showed that this change, coded for by the SNP rs1035539, is 
associated with carotid plaque, so assays here looked at effects on signalling and protein function to 
understand how the SNP and the protein may be affecting plaque. 
Assays in COS cells showed a potential difference in speed of cell migration, and HUVECs were then 
chosen for more detailed assays. In these cells, no differences between total BCAR1 and 
phosphorylation of BCAR1 and paxillin were found. However, a difference between cell migration 
was suggested between cells with wild-type and mutant BCAR1: cells with mutant BCAR1 migrated 
more slowly than uninfected cells, while wild-type and control cells did not. 
8.3.1 Cell choice for expression assays 
COS cells were selected for initial assays as they were known to be receptive to transfection. These 
cells are also responsive to epidermal growth factor335, which is known to modulate proliferation 
and migration of endothelial and smooth muscle cells336,337. HEK293 cells used for protein 
localisation did not need to be responsive to growth factors and provided a human cell line in which 
to visualise the proteins. 
However, a primary cell line suitable for the plaque phenotype was desired for further assays. 
Plaque as measured in the IMPROVE and PLIC cohorts is a derivative variable of intima-media 
thickness. rs1035539 may therefore be associated with changes in the intima (endothelium) or 
media (smooth muscle) layer. Endothelial cells were used here, but smooth muscle cells will also be 
used for further assays. 
8.3.2 Signalling and wound healing assays (COS) 
Initial signalling assays in COS cells suggested some differences in BCAR1 phosphorylation between 
wild-type and mutant, but this varied with cell treatment and was not statistically significant. It was 
clear that stimulation of cells had effects on pathways including BCAR1, and stimulation with growth 
factors was later used for assays on HUVECs. 
A scratch assay was used to look at cell closure because of BCAR1’s known role in cell motility. Cells 
with wild-type BCAR1 were shown to exhibit faster wound closure than those with mutant BCAR1. 
This was a preliminary experiment on cells that were an imperfect model, and would require more 
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repeats to draw robust conclusions from the results. However, it suggested that it would be sensible 
to examine cell movement in HUVECs. 
8.3.3 Protein localisation (HEK293) 
Fluorescent microscopy to visualise subcellular localisation of wild-type and mutant BCAR1 did not 
show a noticeable difference between the two. In each case the protein was largely clustered at 
points within the cytoplasm and at the plasma membrane, supporting known data about its 
subcellular location (see Human Protein Atlas156). BCAR1 is known to localise to the cytoplasm; here 
phosphorylation stimulates its movement to the plasma membrane140, where it regulates 
cytoskeleton remodelling and cell adhesion338. However, the limitation should be noted that as a 
GFP fusion protein, the BCAR1 seen in the assays may not behave exactly as endogenous BCAR1 
does. 
A large difference in subcellular localisation between wild-type and mutant BCAR1 was not 
expected, due to the importance of the protein: any significant differences between the forms 
would be expected to have a large downstream effect, impeding the variant from becoming 
common in humans. 
8.3.4 HUVECs: methods for assays 
Genotyping HUVECs for rs1035539 was considered as a method of comparing wild-type and mutant 
BCAR1. This method was ultimately not used for assays, as too few single-donor HUVECs were 
available. Genotyping may be a method worth considering for future work, but the MAF of the 
variant determines its feasibility. As rs1035539 has a MAF of 32%, cells would be expected to be 
homozygous for the rare allele in only 10% of cases. As numerous differences in the rest of the 
genome exist between donors, multiple donors for each genotype would be required for assays to 
account for these differences. Even multiple donors would not separate out the effects of SNPs in 
LD; however, it was seen in chapter 7 that SNPs in LD with rs1035539 are few and less likely than this 
coding SNP to have a functional effect. 
As with many primary cells, HUVECs are known to be difficult to transfect284,285. Here two lipid 
reagents and electroporation were trialled as a method of transfecting HUVECs for signalling and 
migration assays, but no method could achieve sufficient transfection for assays. 
After other methods proved unsuitable for assays with HUVECs, adenoviral vectors were created to 
infect them. This method was not chosen initially as the production process is long and commonly 
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does not result in a successful virus; however, the infection efficiency with adenoviral vector was 
much higher than with transfection or electroporation. As adenoviruses do not integrate into the 
genome, they do not disrupt genomic DNA, allowing efficient transient expression of vectors. 
8.3.5 HUVEC signalling assays 
Production of the BCAR1 adenoviruses allowed infection of HUVECs for signalling assays. In these 
cells, total BCAR1 was found to be much higher in wild-type and mutant cells than in uninfected and 
control cells (Figure 104), as expected: expression vectors expressing BCAR1 in addition to 
endogenous production greatly increase the total. No difference was seen in total BCAR1 between 
wild-type and mutant, which was again anticipated, as the amino acid change is unlikely to affect 
total protein produced. 
Phosphorylated BCAR1 on tyrosine residues 410 and 249 was measured. These two tyrosine residues 
make up two of the YxxP repeats in the substrate domain whose phosphorylation is important for 
downstream signalling334, and are often used for BCAR1 phosphorylation assays. Phosphorylation 
was higher in cells transfected with wild-type or mutant BCAR1 vectors than those that weren’t 
(Figure 105, Figure 106), due to the greater availability of the protein for phosphorylation. Here a 
difference in phosphorylation between wild-type and mutant BCAR1 might indicate a reason for the 
difference in plaque phenotypes, as phosphorylation of the protein is key in establishing its 
downstream effects141. However, no difference was seen between phosphorylation of these two 
forms of the protein, indicating the effect is occurring through a different method. The altered 
amino acid, proline at position 76, is not close in the primary sequence to these two tyrosine 
residues, nor is it in the substrate domain in which these residues are located, so would not 
necessarily be expected to alter their phosphorylation. 
The change in the amino acid structure may have effects downstream in signalling pathways through 
another mechanism. Phosphorylation of paxillin was here tested as it is a focal adhesion protein that 
interacts with BCAR1141. However, again there was no significant difference between wild-type and 
mutant BCAR1 (Figure 107), and expression of either BCAR1 did not increase phosphorylation above 
endogenous amounts. 
8.3.6 Well migration assays (HUVEC) 
To investigate overall effect on cell function rather than individual proteins, well migration assays 
were used to measure the effect of the BCAR1 variant on cell movement. Stimulation of HUVECs 
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with VEGF resulted in significantly greater numbers of migrated cells, highlighting the importance of 
this molecule in endothelial cell migration339. 
Cells with mutant BCAR1 migrated more slowly than uninfected cells, whereas those with wild-type 
BCAR1 did not. Cells with mutant BCAR1 therefore appear to migrate more slowly than those with 
wild-type BCAR1, which matches with the results seen in HEK293 cells earlier in the wound healing 
assay. However, this difference was not significant: to draw strong conclusions, further biological 
replicates of this assay would have to be carried out. 
If the difference in cell migration is indeed true, it raises the question of how the proline/serine 
change is causing the effect. It has been shown in this chapter that the variant does not cause an 
obvious change in phosphorylation in the substrate-binding domain. However, the adaptor protein 
role of BCAR1 might be important here. BCAR1 recruits and binds to many proteins (Figure 12), and 
as discussed in chapter 7.3.6, proline-rich regions often play a role in binding. If the variant is 
affecting binding of a protein or number of proteins to BCAR1, it may have effects on downstream 
proteins: further assays would test other proteins known to be affected by BCAR1 phosphorylation 
and protein recruitment.  
8.3.7 Conclusion 
The proline/serine change in BCAR1 that corresponds to the SNP rs1035539 does not appear to 
affect total amounts or phosphorylation of the protein, nor of the associated protein paxillin. 
However, it may cause a change in speed of cell migration: to confirm this and to understand the 
mechanism of how it may contribute to plaque formation and remodelling, further work should look 
at other downstream proteins and their effects on phenotype. 
8.3.8 Future work 
Recent further work by the Cardiovascular Biology and Medicine Group has found an effect of wild-
type and mutant BCAR1 on phosphorylation of Crk-like protein (CRKL), an adapter protein that binds 
to the substrate domain of BCAR1340. Further work will examine this relationship in greater depth 
and look at how phosphorylation of CRKL may affect cell phenotypes such as migration. 
As discussed in 8.3.1, BCAR1 may be having an effect in the endothelium or smooth muscle cells. 
Immunohistochemistry assays could be used for further research here; if human plaque tissue could 
be obtained, the location of BCAR1 expression specifically within the plaque could be detected, 
giving further information about the role of the protein in plaque formation.  
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It would be desirable to assess the difference between wild-type and mutant BCAR1 in the absence 
of the endogenous protein, to increase power to detect differences between the wild-type and 
mutant protein. An siRNA knockdown was tested here to knock down endogenous expression of 
BCAR1, but successful knockdown could not be obtained, so this method was not used for assays. If 
knockdown could be successfully obtained, future work could carry out assays like those used here 
to remove endogenous BCAR1 and increase the relative effect of the P76S amino acid change on 
signalling and cell function. 
Expressing vectors in cell lines to compare protein forms is a method with a degree of artificiality 
that does not truly represent the situation in the genome. One alternative to this was the idea of 
genotyping many primary cell samples, but as discussed, the other genomic differences between 
samples introduce complications. 
An alternative that circumvents the problems of genotyping and expression vectors is the use of 
gene editing via clustered regularly-interspaced short palindromic repeats (CRISPR)312. Using CRISPR 
on primary cell lines would allow selective editing of a single base such as that of rs1035539, 
changing only the amino acid of interest and keeping all other factors the same. As CRISPR 
technology improves and can be conducted more routinely, it is likely to be of great value for protein 
assays such as those involving BCAR1. 
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9 Discussion 
9.1 Overview 
Studying the genetic basis of carotid intima-media thickness allows the discovery of loci involved in 
the development of atherosclerosis. The hypothesis of this thesis was that genetic variants which 
contribute to the formation and progression of atherosclerosis can be investigated by studying the 
surrogate variable intima-media thickness, and that by verifying the genetic associations with carotid 
IMT and identifying a potential molecular mechanism from variant to disease, novel pathways 
leading to atherosclerosis can be identified. 
To test this, the CFDP1-BCAR1-TMEM170A locus on chromosome 16, previously implicated in IMT 
and CAD, was investigated in order to uncover the functional variation causing changes in IMT to 
identify and the gene or genes involved. Analysis of eQTL data identified BCAR1 as the gene likely to 
be involved in the phenotype. Functional analyses identified a variant likely to be causing the 
observed association through gene regulation, and it was explored how this variant might be 
mediating this effect. Additional genotyping and meta-analysis suggested that the effect of the 
functional variant on common-carotid IMT and vascular events was present only (or at least most 
strongly) in women, suggesting there may be an interaction between BCAR1 pathways and sex-
specific physiology, such as the relative amounts of sex hormones. 
The complexity of genetic regulation at loci such as CFDP1-BCAR1-TMEM170A shows the necessity 
of investigating long-range genetic regulation when considering the effect of genetic loci on 
phenotypic traits and disease. The use of circular chromosome conformation capture to look for 
long-range interactions was explored and a protocol developed to study the CFDP1-BCAR1-
TMEM170A locus, though ultimately final sequencing data could not be obtained. Examination of 
sequencing data prompted the investigation of a coding variant in BCAR1, which showed some 
associations with carotid plaque or IMT in two cohorts, though these were under different models 
and would require validation. Further work examined the effect of the variant on the protein itself, 
particularly in pathways related to atherosclerosis. Results from protein assays suggested that the 
risk allele may cause slower migration of cells, potentially affecting the remodelling of the vascular 
wall during the process of atherosclerosis. 
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9.2 Regulation of gene expression at the CFDP1-BCAR1-TMEM170A locus 
The CFDP1-BCAR1-TMEM170A locus formed the basis of study for much of this thesis. After 
identification of risk loci by GWAS, the importance of functional characterisation is increasingly being 
recognised so as to understand the biological mechanisms behind a locus’s association341. Only a 
small number of GWAS loci have been studied to successfully characterise the functional variation. 
For example, Musunuru and colleagues studied a SNP associated with LDL-cholesterol and MI, 
present at a gene-dense locus between two genes PSRC1 and CELSR2. Experiments showed the 
functional SNP to alter a binding site for the transcription factor C/EBP, resulting in altered SORT1 
expression, and modulating hepatic VLDL secretion220. Zhou and colleagues studied a locus near the 
gene HHIP, identifying SNPs that lie in an enhancer upstream of HHIP which modifies the gene’s 
expression through chromatin looping. One SNP was found to affect binding of the Sp3 transcription 
factor, lowering gene expression342. 
The CFDP1-BCAR1-TMEM170A locus, identified by Gertow and colleagues as being associated with 
carotid IMT and CAD, was studied here in the same way, with the aim of identifying potentially novel 
genes in the pathogenesis of atherosclerosis. 
Bioinformatics tools were used to find SNPs in LD with the lead SNP, and to annotate these for 
regulatory marks that signify areas involved in gene expression. While genomic annotation projects 
like ENCODE are making increasing amounts of information available to assess variants for 
regulatory potential, the lack of definitive tools to consolidate this information can leave 
uncertainties in what weighting is given to information to rank variants. A degree of subjectivity was 
therefore required in compiling a shortlist of six candidate SNPs for functional analysis. Two newer 
tools for variant ranking include GWAVA and CADD, which use machine learning methods to 
prioritise non-coding (or coding and non-coding) variations with genomic and epigenomic 
annotations135,343. A more conclusive tool would need to bring together all relevant annotation 
resources and be continuously updated. 
The candidate SNPs were first tested for allele-specific protein binding using EMSAs, in which only 
the lead SNP rs4888378 was identified as causing allele-specific protein binding. Multiplex 
competitor assays further probed this relationship using binding sequences of known transcription 
factors, indicating that the protein binding was a member of the FOXA family, a subfamily of 
hepatocyte nuclear factors involved in regulation of metabolism and glucose homeostasis277,280. 
FOXA1 and FOXA2 are thought to bind enhancers with FOXA motifs and open compacted chromatin 
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through DNA demethylation and H3K4 methylation279,344. It is not immediately clear how FOXA 
proteins might be involved in the phenotype considering the later implication of BCAR1, but it 
should be noted that a risk locus near the BCAR1 gene is associated with type 2 diabetes and β-cell 
function in glucose metabolism345,346. It would next be ideal to verify the identity of the binding 
protein using a supershift EMSA assay, but a suitable EMSA-verified antibody that bound to control 
bands could not be identified, leaving this transcription factor yet to be verified, and precluded the 
use of ChIP to verify in vivo binding. 
After the effect of this SNP on DNA-protein interactions had been characterised, luciferase assays 
were used to examine its effect on gene expression. The introduction of a single base change allows 
assessment of the effect of a SNP in isolation from other SNPs in LD, and these assays have 
previously been used to find functional SNPs in cardiovascular phenotypes220,347. Expression was 
found to vary according to the length of fragment around the SNP that was inserted into the 
reporter vector, suggesting the possible effect of a binding repressor. When the sequence was 
cropped to avoid predicted repressor binding elements, the protective A allele produced higher 
expression than the risk G. This fits with the eQTL data, which showed higher expression of BCAR1 in 
the presence of the G allele, and suggests the SNP could be directly causing this effect. At the time of 
analysis BCAR1 had not yet been implicated as the gene of interest, so the reporter vector contained 
the SV40 promoter, as other published studies have used when assaying the effect of a SNP on 
expression220. Further work would clone the BCAR1 promoter into the reporter vector to assess the 
effect directly on this promoter. 
The effect of fragment length on expression highlights the importance of all the interacting sequence 
elements around the SNP. An in vitro assay like the luciferase reporter cannot perfectly reflect the 
true state of gene expression in vivo, especially as promoters may be interacting with distant 
regulatory elements287. It is here that genome-editing techniques such as CRISPR, discussed in 
section 9.4, may be useful in measuring the true effect of a variant on gene expression. 
In addition to other bioinformatics sources, eQTL data is also extremely valuable in the analysis of 
loci like CFDP1-BCAR1-TMEM170A. Risk-associated variants that do not alter the coding region of a 
gene are generally thought to exert their effects through regulation of expression348, and gene 
expression itself is useful for the study of regulatory variation as it is the first step by which 
regulatory variants are likely to perturb molecular pathways. Gertow and colleagues found the lead 
SNP to correlate with TMEM170A, BCAR1 and LDHD (the latter two with only nominal significance) 
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using expression data from a biobank with relevant tissues (aortic intima-media, aortic adventitia 
and carotid plaque). 
Further analysis here used the gene expression dataset GTEx to look at SNP-expression relationships 
in artery tissues, and in this dataset only the BCAR1 association was convincing, being present in 
more than one tissue and remaining after correction for multiple testing. The larger sample sizes and 
small p-values (p < 10-10 in tibial and aortic artery) make a convincing case for BCAR1 being the gene 
upon which the functional variant is acting, although there have also been cases of enhancers acting 
upon multiple genes349.  
In another approach to examine the effect of variants on chromatin structure, using the 
Gilad/Pritchard eQTL browser, two dsQTLs at the locus were found that affect local DNase-I 
sensitivity. EMSAs on these two SNPs did not show any protein-binding bands for the alleles of both 
SNPs, indicating this effect may not be directly through altering the binding affinity of transcription 
factors. 
To look further at the effect of the locus on IMT phenotypes, the additional cohort PLIC was 
genotyped in order to study IMT and the related phenotype of IMT progression, which may provide 
more information than a single-timepoint variable. IMT progression has been shown to be a 
predictor of stroke245, but recently published results from the PROG-IMT collaboration did not find 
an association between IMT progression and vascular risk350. 
The association between the lead SNP and baseline was not replicated, perhaps due to a lack of 
power brought about by smaller study size and inadequate assay call rate, or to the different 
background characteristics of the IMPROVE and PLIC cohorts. IMT progression was also not seen to 
have a significant association, but stratification by sex showed that women with the lower-risk allele 
had slower progression of IMT. To investigate this possible effect of sex on IMT phenotypes, a meta-
analysis was carried out on common-carotid IMT in five cohorts, in which it was found that the effect 
of the A allele on thinner IMT was seen in women but not men. This effect of sex was also seen on 
vascular events. 
This raised the question of how difference between the sexes interacts with the effect of the variant 
on IMT. Oestrogen was implicated as an involved molecule, because of the cardiovascular risk 
factors, only female hormonal status is known to be sex-specific248. Oestrogen is one of the many 
components of BCAR1 signalling pathways, with oestrogen treatment causing BCAR1 to transiently 
 238 
 
associate with oestrogen receptor alpha (ERα)351. It also has a potential role in atherosclerosis. 
Oestrogen is thought to have a protective role in regards to blood lipids256, but it also increases 
fibrinolytic potential257, which is a marker of lower CVD risk258. 
Previous studies have also directly looked at the effect of oestrogen on carotid IMT. Discrepancies 
exist for the effect of oestrogen therapy on IMT, but this may be due to study heterogeneity. For 
example, in a study in 2006 on two post-menopausal oestrogen therapies, it was found that both 
therapies were associated with increased progression of CC-IMT352, but a later study found longer 
duration of oestrogen therapy to be associated with slower IMT-progression353. Recent research 
indicates that oestrogen replacement therapy does decrease the progression of IMT, but in a time-
dependent manner, being true only when it is initiated within 6 years after menopause354. 
It is also interesting to note that genetic variants in oestrogen receptors have been implicated in CVD 
risk in men: a dinucleotide repeat polymorphism in an ER regulatory region is associated with 
severity of CAD in men355, with the longer repeat being associated with increased narrowing and 
formation of plaque. A male patient with a non-functional ER protein caused by a premature stop 
codon experienced early atherosclerosis despite low LDL levels356. 
The CFDP1-BCAR1-TMEM170A locus is a strong example of an association signal that spans a region 
without a clear candidate gene. Many genes are present close to the lead SNP, and even so it is 
known that regulatory elements can be far from their target genes357. It is therefore important to 
use methods to study long-range interactions important for genetic regulation. Circular chromosome 
conformation capture (4C) was planned for this thesis because it allows loci to be studied without 
bias to find out what regions they interact with. 
The two BCAR1 promoters and the proposed functional SNP were chosen for analysis; one plausible 
hypothesis is that the SNP is present in an enhancer which physically interacts with a promoter, with 
the SNP disrupting the enhancer’s effect on gene expression, and having a subsequent effect on 
atherosclerosis development. Although all the stages of 4C design and development were 
completed, sequencing results could unfortunately not be obtained within the time limitations of 
this thesis, so data could not be produced regarding the long-rang interactions of these genetic 
locations. With the strategy, viewpoints and primers designed for this locus and 4C libraries 
prepared, the foundations are present for the method to be taken forward in future. 
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9.3 Coding variation at the CFDP1-BCAR1-TMEM170A locus 
A large section of this thesis focused on the regulatory aspects of genetic variation in IMT, but 
variants that lie in coding regions can also provide a great deal of information about the impact of 
genes on a phenotype. These variants may affect the protein structure through substitution of 
amino acids, frame shift or termination of the protein, or through alteration of splice site. Variants 
occur less frequently in coding regions than non-coding regions324, and occur at a lower MAF on 
average358, so the number of common coding variants at a locus would be expected to be small. 
Nevertheless, searching exome sequence data here showed a common SNP in BCAR1, rs1035539, 
which codes for a proline/serine change in the proline-rich domain of the protein. 
It was first necessary to consider whether the SNP was responsible for the association with IMT 
found by Gertow and colleagues, since as a SNP altering protein structure, it is more likely to alter 
phenotype than other SNPs321. Its absence from the 1000 Genomes panels used for LD calculations 
meant it had to be genotyped in IMPROVE to calculate LD with the lead SNP, which showed there to 
be no correlation between the two (r2 = 0.005).  
However, the SNP was found to be associated with carotid plaque under a dominant model. If a true 
association, the suggestion of independent signal associated with a similar carotid phenotype backs 
up the original association, and also indicates the possibility that disturbance of BCAR1 affects 
plaque and IMT. This reinforces the hypothesis that the functional regulatory SNP is affecting BCAR1. 
Further research on this SNP involved genotyping in PLIC, where an association with IMT was 
observed, but not with plaque. These results would require additional validation to confirm whether 
an association is truly present. If true, these slightly different results may be influenced by different 
phenotype definitions, and demonstrate one of the issues with IMT as a phenotype. As 
measurements can be taken at multiple segments of the carotid tree, and presented in different 
ways (such as average or maximum values), a large number of variables can be produced, causing 
problems of multiple testing if using all for analysis. There is no one definitive variable, although 
measures of common-carotid IMT are often used and have been suggested to be of equal use to 
measuring all the segments83. 
A surprising result found for the coding SNP was that stratifying the two cohorts by sex showed the 
observed associations to be present in men but not women, which was opposite to the relationship 
seen with the regulatory lead SNP, seen only in women. As these findings were true only under 
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different genetic models in men (additive and recessive), further genotyping and association analysis 
would be required to determine whether there is truly a sex-specific effect. Nevertheless, if the 
effect seen is true it hints at different mechanisms of effect of the regulatory and coding SNPs. To 
alter a protein’s function and to alter its total expression may result in discrete effects; a protein 
with a damaging effect may interact with molecular pathways in a different way to a different 
amount of the wild-type protein. 
To investigate how the SNP affects the protein itself, assays were carried out to look at the effect of 
the SNP on BCAR1 function. An expression vector was created for the “mutant” rs1035539 protein, 
and wild-type and mutant vectors were transfected into COS and HEK293 cells. The same was done 
to create viral expression vectors for infection of HUVECs. Assays were designed to examine 
phosphorylation and cell behaviour, since phosphorylation is vital to the function of BCAR1. No 
difference was seen between wild-type and mutant proteins; however, a small difference was 
observed in cell migration, with cells with the mutant (risk) form migrating more slowly. 
How might the amino acid cause this change in migration? One theory is that the effect is mediated 
through the adaptor role of BCAR1. Proline-rich domains in proteins often play a role in binding, 
particularly in protein complexes331. The proline/serine change may modulate recruitment of other 
proteins. Mutations in proline-rich regions have been shown to affect binding; for example, 
proline/glutamine mutations in the proline-rich region of p22phox, a NADPH oxidase subunit, impair 
binding of Nox enzymes and inhibit reactive oxygen production359. 
Further work by the UCL Cardiovascular Biology and Medicine group has suggested an effect on 
phosphorylation of CRKL, an adapter protein that binds to BCAR1340. This is a promising route for 
further study to investigate whether this is a true effect, and whether it contributes to changes in 
atherosclerosis and IMT. Further work would also look at the effect of the mutation in smooth 
muscle cells in addition to endothelial cells, as these are also a principal component of plaque in 
which BCAR1 plays a role: its presence and phosphorylation status are important for the migratory 
response in VSMCs141. 
9.4 Conclusions and future directions 
Using several approaches to explore the CFDP1-BCAR1-TMEM170A locus, the likely gene through 
which the association is acting has been identified, supported by evidence from regulatory and 
coding studies. In vitro studies have enabled a functional SNP to be proposed, which may exert its 
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effect through differential binding of a FOXA protein and consequent differential expression of 
BCAR1. Meta-analysis revealed a female-specific association with common-carotid IMT, suggesting 
possible involvement of oestrogen, a key mediator in BCAR1 pathways. A coding variant was found 
to correlate with related IMT phenotypes under certain inheritance models, but the results differed 
between cohorts and require validation. Protein studies on the corresponding wild-type and mutant 
forms of the variant indicated differences in endothelial migration. 
Results in this thesis point towards BCAR1 as the gene most likely to be involved in the IMT 
phenotype. In addition to this gene’s suitability as a candidate for atherosclerosis-related 
phenotypes, the suggested presence of an independent signal within the BCAR1 coding region gives 
more power to its proposal as the causal gene. The coding variant studied for its relationship with 
plaque appears to show interesting effects on migration in cell-based assays. Validation of the 
association and further research on the variant’s functional effects will demonstrate whether there 
is strong evidence for BCAR1 as the causal gene, and whether the mechanism is indeed through cell 
migration. 
However, certain considerations should be taken into account when looking at other studies 
studying these phenotypes. The CFDP1-BCAR1-TMEM170A locus did not achieve genome-wide 
significance for association with CAD in the CARDIoGRAM consortium, although significance on a 
non-genome-wide level was observed (OR = 1.03, p = 0.011)117. As the a priori premise was to 
examine this SNP only, this suggests a true association is present, but raises the question of why a 
stronger association was not seen. 
The CARDIoGRAM consortium is a meta-analysis of 22 GWAS studies (total sample size 86,995); it is 
possible that inter-study heterogeneity weakened the strength of the association. It should also be 
noted that the association tested in CARDIoGRAM is with CAD, the endpoint of the proposed effect 
pathway of SNP affecting eQTL, which in turn affects the intermediate trait (IMT), which influences 
risk of CAD. At each stage power is lost to detect a true association.The rs4888378 locus did also not 
come up as a genome-wide significant hit in the CHARGE consortium (total sample size 31,211), 
looking at associations with IMT118. Results may have been affected by the differences in baseline 
characteristics: subjects in CHARGE were taken from the general population and ranged from 44-76 
years old, whereas those in IMPROVE were of high cardiovascular risk, and 54-79 years of age. There 
is also the possibility that a less significant association is present that did not reach genome-wide 
significance. The locus studied in this thesis may be an example of the winner’s curse, in which initial 
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studies tend to overestimate the genetic effect size of a variant360. It could be the case that the 
BCAR1 protein is indeed involved in atherosclerosis-related pathways, but that selection pressure 
has not allowed variants with a strong effect on phenotype to become common. In this case, a 
strong GWAS signal would not be easily detectable within the gene. 
 
To establish whether this is the case, further mechanistic studies should be carried out to determine 
the effect of BCAR1 mutants on proteins and cell function. For example, more work on wild-type and 
mutant BCAR1 protein will be of particular interest, especially on downstream proteins such as CRKL. 
Greater replicate numbers for experiments such as the migration assay will allow increased 
confidence in whether the variant truly affects these phenotypes. Further plans also involve 
genotyping multiple samples of primary HUVECs and other cells for the coding variant, allowing 
selection of AA and GG homozygotes for use in assays. This presents a method of assaying variant 
effect without disturbing cell behaviour with viral infection, but many samples of similar background 
will be required for each assay to reduce the effect of other background genetic factors. 
Further assays could aim to elucidate further the role of the BCAR1 protein in atherosclerosis and 
vascular tissues. Immunohistochemistry could be performed on human vascular tissue samples: this 
could determine the location of the protein within vascular tissues, particularly whether it is more 
prominent in endothelial or smooth muscle cells. It could be particularly interesting to compare 
protein quantity and location between samples with and without the presence of plaque, in addition 
to comparing male and female samples, and those of different rs1035539 genotype. 
Exploration of effects on BCAR1 pathways should also focus on the possible involvement of 
oestrogen. Protein assays could examine the effect of oestrogen treatment on the behaviour of cells 
with wild-type and mutant protein, and if there is a difference, whether the oestrogen receptor itself 
is involved in this process. Cells from both male and female donors should be used and compared. 
This is particularly valuable in light of recent studies, which have shown that transcriptional 
differences exist between male and female endothelial cells. One study found migration and 
proliferation were higher in female cells361, while another showed female HUVECs to display a 
stronger transcriptional response to shear stress362. 
The strong linkage disequilibrium at the locus presented several limitations for the conclusive 
identification of the functional variant. Blocks of LD in the genome present obstacles in association 
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studies, as variants in complete LD will show identical correlations with traits. The large number of 
SNPs in strong LD with the lead SNP at the CFDP1-BCAR1-TMEM170A locus made this signal 
unusually challenging in the selection of candidate regulatory SNPs. Where loci are well-covered by 
genotyping arrays, genotype imputation can be carried out to predict genotypes that have not been 
directly assayed363. Imputation uses genotyped variants and known haplotype patterns to predict 
the most likely genotypes at untyped variants, allowing fine-mapping of the signal. Denser 
genotyping of the locus may allow imputation to refine the signal at this locus. It has already been 
shown here that at least two independent signals associated with carotid plaque and IMT exist. 
Others may exist, which would be expected to affect BCAR1, perhaps through promoter or other 
enhancer activity. Genotyping cohorts of ethnic groups other than Europeans should be carried out 
to take advantage of different patterns of LD, producing different association signals surrounding 
functional variants. African populations would be of particular value due to their shorter haplotypic 
blocks236. LD patterns in central Europeans and Yoruban Africans at part of the CFDP1-BCAR1-
TMEM170A locus are shown in Figure 109, where it can be seen that haplotype blocks are less 
extensive in the Yoruban population. 
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Figure 109: LD structure at the CFDP1-BCAR1-TMEM170A locus in central Europeans (CEU, above) and 
Yoruban Africans (YRI). Data from HapMap96, visualised on UCSC Genome Browser127. LD at the locus can be 
seen to be less extensive in the Yoruban population than the European population, making these populations 
particularly valuable for fine-mapping of association signals. 
Functional assays on the regulatory effects of SNPs at the locus suggested that a FOXA protein was 
binding to rs4888378, affecting the action of an enhancer and therefore impacting on expression of 
a gene, proposed to be BCAR1. To test this hypothesis, the proteins in the FOXA family could be 
knocked down using siRNA, and the impact on BCAR1 expression, or on protein binding via EMSA, 
observed. Alternatively, a plasmid containing FOXA could be overexpressed and the same outcomes 
measured. 
As discussed during this thesis, the selection of relevant cells is important for experiments using cell 
culture. For example, here HUVECs were used to study vascular phenotypes. However, it is now 
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becoming more feasible to use alternative methods of obtaining suitable cells, such as induced 
pluripotent stem cells (iPSCs)364. Using retroviral expression of pluripotency-associated transcription 
factors, such as the Oct-3/4 and Sox families, Nanog and Lin28, human somatic calls can be 
reprogrammed to become pluripotent, providing the possibility to generate any type of cell in the 
body. 
In additional to providing a source of pluripotent stem cells without using human embryonic stem 
cells, which require destruction of human embyros365, iPSCs are particularly useful as they can be 
generated from cells of a particular genotype. They could therefore be used to provide genotype-
matched cells of different types. For example, the signalling and wound healing assays in chapter 8 
could be carried out in various vascular cells with the same genotype, to remove the possibility of 
background genetic variation affecting results. iPSCs have been used to generate human vascular 
smooth muscle cells and endothelial for functional assays and disease modelling366,367. iPSCs would 
also allow for the generation of subject-specific cell lines; for example, assays could be carried out 
on cells generated from groups of patients with particularly high or low IMT measures. 
Functional assays like EMSA and luciferase reporter assays are valuable for detecting allele-specific 
effects in isolation from SNPs in LD, but they cannot take into account interactions with the rest of 
the genome or chromatin state. To study these interactions work on chromosome conformation 
capture should be continued, using the CFDP1-BCAR1-TMEM170A locus and other regions of 
interest, such as the IMT/plaque loci identified by the CHARGE consortium. 
To directly assay the effect of proposed functional SNPs, genome editing techniques could be used. 
Designer zinc finger nucleases (ZFNs)368 and transcription activator-like effector nucleases 
(TALENs)369 are two methods that have been used for targeted genome editing, but particular 
promise is shown by the clustered regularly-interspaced short palindromic repeats (CRISPR) 
system312, which, compared to previous systems, is affordable and relatively easy to engineer. 
The CRISPR/Cas9 genome editing system (CRISPR combined with CRISPR-associated nuclease 9) is 
based on a prokaryotic immune system protecting against foreign genetic elements, in which CRISPR 
elements recognise and cut offending DNA sequences370. Genome editing using CRISPR uses a guide 
RNA that binds to the sequence at the locus being targeted. Upon binding, the Cas9 nuclease cuts 
the DNA strands, and non-homologous end joining occurs, resulting in deletion of the target 
sequence. Alternatively, a DNA template can be introduced, containing sequences homologous to 
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the region surrounding the target site. After cutting of the double-stranded DNA, homologous 
recombination can occur, inserting the target sequence into the gap312 (Figure 110). 
 
Figure 110: CRISPR for targeted genome editing. A guide RNA is generated that is complementary to the 
target genomic sequence. This RNA guides the Cas9 enzyme (CRISPR-associated nuclease 9) to the target 
sequence. Cas9 cuts both strands of the DNA sequence on either side of the target sequence. The ends may 
join by non-homologous end joining (NHEJ), resulting in a deletion of the target sequence. Alternatively, if a 
DNA template with flanking homologous sequences has been introduced, this template will be inserted into 
the gap with homologous recombination (HR). 
To directly assay the effect of proposed functional SNPs, the CRISPR system could be used to edit 
only the SNP of interest in the genome. This would allow cells to be assayed without using artificial 
expression vectors or otherwise modify the cells’ natural state312. CRISPR techniques are still new, 
but have already been used to study the effects of SNPs and cell culture systems in a similar method 
to that proposed. Claussnitzer et al examined the obesity-linked FTO locus, using modelling methods 
to propose a causal SNP, and testing its effect on protein-binding and expression using EMSA and 
luciferase reporter assays371. They then used CRISPR to validate this SNP in preadipocytes, finding it 
to affect IRX3 and IRX5 expression with a downstream effect on mitochondrial thermogenesis. Such 
a method would be useful in analysis of both regulatory and coding SNPs such as those studied here, 
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preventing the need for transfection and infection protocols that may itself modify cell behaviour. 
For example, the assay proposed above involving selection of cells with AA and GG coding variant 
genotypes, could instead use CRISPR to directly edit the SNP of interest to produce the mutant 
protein, eliminating the need to control for background factors. 
Genome editing could also be carried out to knock out enhancer regions such as the proposed 
enhancer at the site of rs4888378. Expression of BCAR1 and other nearby genes could then be 
measured in order to evaluate the importance of the enhancer in gene expression. Similar methods 
have previously been used with success; for example, Canver and colleagues used CRISPR to 
investigate an enhancer for the gene BCL11A, containing variation associated with foetal 
haemoglobin levels. Deletion of the enhancer was found to greatly reduce BCL11A expression, and 
more finely targeted high-throughput mutagenesis revealed critical features of the enhancer372. 
Editing of enhancers to examine expression could be expanded by using a microarray to analyse 
gene expression on a global level373, to assess whether this has effects on gene expression other 
pathways. 
The methods above can be carried out in cell culture, but further work could use animal models to 
examine the effect of enhancer disruption on a larger scale. For example, Sur and colleagues 
examined a putative MYC enhancer containing a SNP strongly associated with colorectal cancer 
mortality. They deleted the enhancer in mice using Cre-Lox recombination and found a resultant 
reduction in MYC expression and a marked resistance to intestinal tumourigenesis374. 
BCAR1 is involved in numerous processes in the body. In drug development, drugs with many roles 
are more likely to have off-target effects, a major problem in the development process375. Future 
therapeutic agents to target BCAR1 with aim of reducing atherosclerosis are therefore likely to be 
unviable. However, if further work could identify downstream proteins affected by the amino acid 
change and involved in atherosclerosis, these molecules could potentially be targets for reduction of 
risk. This study has shown how the use of multiple complementary tools can be used to identify 
novel pathways for complex diseases such as atherosclerosis from GWAS findings. Future use of such 
analyses on a larger scale is likely to help to realise the potential of genetic associations to identify 
novel therapeutic targets. 
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