On the basis of a review of the literature and three new experiments, Fowler (2006) concludes that a contrast account for phonetic context effects is not tenable and is inferior to a gestural account. We believe that this conclusion is premature and that it is based on a restricted set of assumptions about a general perceptual account. Here, we briefly address the criticisms of Fowler (2006), with the intent of clarifying what a general auditory and learning approach to speech perception entails.
Perception is not an isolated event. Context stimuli neighboring in time and space affect the encoding, representation, and interpretation of target stimuli. Phonetic context effects are a set of particularly interesting examples of context-sensitive perception, whereby identification of target speech sounds is shifted by the preceding or following phonetic context. For example, identification of an ambiguous target syllable as /da/ or / a/ is shifted by preceding /ar/ or /al/ contexts (Mann, 1980) .
A variety of studies have demonstrated that the perceived identity of target speech sounds also can be shifted by nonspeech sounds that mimic the spectral characteristics of effective phonetic contexts. For example, Lotto and Kluender (1998) presented /da/-/ a/ syllables preceded by tone glides matched in frequency to the third formant (F3) transition of /al/ or /ar/. Listeners' identification of target syllables was shifted in the same direction as when targets were preceded by the speech contexts. Even steady-state tones at the offset frequency of /al/ or /ar/ F3 resulted in a significant shift in speech target identification. In fact, the shift was the same size as that reported for speech contexts (Mann, 1980) . Multiple replications of this effect have been found across classes of targets and contexts (see Table 1 ).
In all of these cases, the shift in target identification can be described as contrastive. For example, an acoustically ambiguous syllable between /da/ and / a/ is labeled as / a/ (lower F3 onset frequency) following a higher frequency tone (modeling /al/ F3 offset frequency) and is labeled as /da/ (higher F3 onset) following a lower frequency tone (modeling /ar/ F3 offset). We have referred to this pattern of perceptual behavior as spectral contrast and have proposed that it is a result of general auditory processes that affect speech and nonspeech perception alike (Holt, in press; Holt & Lotto, 2002; Lotto, Sullivan, & Holt, 2003) . In agreement with this proposal, contrastive effects of speech contexts on the perception of nonspeech targets also are observed (Stephens & Holt, 2003) .
On the basis of our previous work, Fowler (2006) ascribes to us a spectral contrast account of context effects and compares it with gestural accounts, such as motor theory (Liberman & Mattingly, 1985) and direct realism (Fowler, 1986) . Our theoretical stance is that speech perception can be understood in terms of the operating characteristics of perceptual and cognitive systems, without requiring a specialized module for speech (motor theory) or access to invariant information specifying speakers' articulations (direct realism). (For a recent review of these theories, see Diehl, Lotto, & Holt, 2004.) Given the results summarized in Table 1 , we have proposed that perceptual contrast plays a substantial role in explaining many of the phonetic context effects that have been studied. However, it may be too generous to refer to spectral contrast as an account. In no way does contrast account for all of speech perception. It is clear that there are many other potential sources for context effects, including knowledge and expectations (e.g., syntactic, lexical, and transitional probability information in speech), as well as information from other senses (e.g., vision). The point is that these various sources can be integrated into a cognitive model of perception in context. An important component of the model is contrast, which describes the patterns of responses seen with speech and nonspeech contexts and speech and nonspeech targets alike.
On the basis of a review of the literature and three new experiments, Fowler (2006) concludes that a "contrast account" of phonetic context effects is not tenable and is inferior to a gestural account. We believe that this conclusion is premature and that it is based on a restricted set of assumptions about a general perceptual account. Below, we will briefly address the criticisms of Fowler (2006) , with the intent of clarifying what a general auditory and learning approach to speech perception entails.
Criticism 1: Contrast Effects Are Restricted to Left-to-Right Effects
Most of the demonstrations of phonetic context effects that have been studied are designed so that context precedes the target (e.g., /al/ before /da/-/ a/). Likewise, demonstrations of spectral contrast with nonspeech contexts have been left to right in time. However, there are some phonetic context effects that are right to left, or backward, with the target preceding the context. Fowler (2006) argues that these effects invalidate the "spectral contrast account" because contrast cannot work backward in time. However, there have been previous demonstrations of seemingly right-to-left nonspeech contrast effects. Diehl and Walsh (1989) have reported that the perception of the rate of a frequency-modulated tone can be influenced (contrastively) by the duration of a following steady-state tone.
Backward contrastive effects have also been observed for nonspeech interactions with speech. Experiment 3 in Fowler (2006) demonstrates a right-to-left contrast effect with nonspeech target and speech context. Similarly, Wade and Holt (2005) have reported a backward contrast effect whereby nonspeech contexts influence preceding speech targets. Interestingly, these nonspeech/speech backward context effects can be contrastive or assimilative, depending on small changes in the timing of the target and context stimuli. The response patterns in Fowler's (2006) Experiment 2, which appear to be assimilative, may have analogues in nonspeech effects. Fowler (2006) provides two reasons for discounting these examples of right-to-left contrast effects. The first is that the logic of comparing listeners' responses to speech and nonspeech is flawed, because the perception of nonspeech is likely to be different from speech perception, even if the response patterns are qualitatively similar (see Fowler, 1990) . However, this criticism does not apply to Wade and Holt's (2005) results or to many of the previous contrast examples. In these cases, listeners' speech perception was affected by the nonspeech contexts. Fowler (2006) also maintains that contrast effects are by definition left-to-right. We do not accept that there is such a restrictive definition of contrast. Spectral contrast is a description of a pattern of results mapped onto relations between context and target stimuli. It does not refer to a particular mechanism. Initially, we hypothesized that peripheral neural adaptation may play a substantial role in spectral contrast effect, but our own subsequent studies have demonstrated that the time course of the effect and its robustness to dichotic presentation require central mechanisms (Holt, 2005; Holt & Lotto, 2002; Lotto et al., 2003) . Higher level perceptual interactions provide a wider time window of integration and the possibility of later information's affecting the encoding of preceding information.
Criticism 2: Some Speech Effects Are Simultaneous or Are Not Contrastive
Fowler (2006) presents a few examples of effects for which spectral contrast is not appropriate. For example, the perception of a fundamental frequency ( f 0) contour can change as a function of vowel height (Silverman, 1987) or consonant voicing (Pardo & Fowler, 1997) . In both cases, listeners judge pitch relative to what is typical for the phonetic segment; an /i/ is perceived as lower in pitch, relative to an /a/ with the same f 0, because /i/ typically has a higher f 0. This is not a case in which spectral contrast applies. We believe that this result is predictable from a general learning account whereby categories are formed from correlations among stimulus parameters. Moreover, we have demonstrated that even birds can learn such correlations from speech sounds (Holt, Lotto, & Kluender, 2001 ).
As we argued above, it is unreasonable to expect that spectral contrast, a single perceptual pattern, can account for all speech perception phenomena. Fowler (2006) argues that this demonstrates the superiority of gestural accounts, because they provide one parsimonious explanation for all of speech perception (parsing of the signal along gestural lines), whereas a nongestural account requires multiple mechanisms. However, the application of Occam's razor depends on how one chooses to divide the phenomena of interest. The nongestural approach provides one explanation for the context effects summarized in Table 1 , whereas gestural theories require multiple explanations to cover these observations (Fowler, Brown, & Mann, 2000) .
Criticism 3: Spectral Contrast Results in a Loss of Sensitivity to Coarticulatory Information
Fowler's (2006) critique of spectral contrast in speech perception repeatedly states that contrast results in a "transient loss of sensitivity to spectral information" or that "it eliminates perceptual sensitivity to assimilative effects." This description presumes a particular type of mechanism underlying spectral contrast. We have ruled out the possibility that spectral contrast is due solely to peripheral adaptation or masking (Holt, 2005; Lotto et al., 2003) . Neural mechanisms exist (e.g., active recalibration [Anstis, 1975] or adaptation of suppression [Viemeister & Bacon, 1982] ) that can produce contrast without loss of sensitivity (Holt & Lotto, 2002 ).
According to Fowler (2006) , a loss of sensitivity is incompatible with results in which coarticulatory effects are used by listeners as information for context phonemes. For example, Whalen (1984) observed that when frication from a natural production of /sa/ is spliced to precede /u/, listeners' labeling of the cross-spliced /su/ is slower than labeling of natural /su/ tokens. Thus, it appears that information in the coarticulated vowel aids fricative identification.
It is almost certainly the case that there are regularities in acoustics that result from coarticulation (see, e.g., Sussman, McCaffrey, & Matthews, 1991) and that listeners are sensitive to these regularities in speech perception (Holt, Lotto, & Kluender, 1998; Nearey, 1997; Smits, 2001) . Nevertheless, spectral contrast may play a supporting role even in these cases. The original samples of speech to which Whalen (1984) compared the cross-spliced examples were naturally coarticulated. Due to coarticulation, adjacent frequencies of sounds are assimilated. Crosssplicing destroys this naturally assimilative relationship, moving frequencies of adjacent sounds further apart. This difference matters because spectral contrast is graded in its influence. Holt (1999) demonstrated that there is a range across which contrast has its greatest influence and that contrastive effects decrease with spectral distance. Crosssplicing serves to distance spectral energy of adjacent sounds, moving energy outside the most effective range of spectral contrast (that of naturally coarticulated speech) and, thus, lessening the effects of contrast. As such, the influence of contrast can be expected to be stronger for the original coarticulated speech productions than for the cross-spliced stimuli. These effects do not require gestural mediation for speech perception.
Criticism 4: Context Effects Can Occur Without Changes in the Acoustic Makeup of the Context
Fowler et al. (2000) have presented what appears to be a visually moderated phonetic context effect whereby a video corresponding to /al da/ or /ar da/ accompanies an acoustically ambiguous context syllable preceding /da/-/ a/ targets. The acoustic context was thought to be disambiguated by the visual information, thus shifting speech identification to more / a/ responses with the /al da/ video. Fowler et al. (2000) correctly pointed out that this effect cannot be explained by spectral contrast, because there was no change in the acoustic context.
In fact, there have been previous demonstrations of context effects in which acoustically ambiguous contexts were disambiguated by other information, such as lexical status (Elman & McClelland, 1988; Magnuson, McMurray, Tanenhaus, & Aslin, 2003; Samuel & Pitt, 2003) and transitional probabilities (Pitt & McQueen, 1998) . These designs are not tests of a spectral contrast "account," because we have never stated that context effects cannot occur in the absence of spectral contrast; our claim is that when contexts differ in spectral characteristics, spectral contrast affects the encoding of the target stimulus. There is nothing about the use of visual information in speech perception that is inconsistent with a general nongestural approach, as has been demonstrated by the work of Massaro (1987 Massaro ( , 1998 .
Given these caveats, it is actually surprising how little evidence there is for a robust visually moderated context effect. Using new stimulus materials, Holt, Stephens, and Lotto (2005) recently attempted replication of Fowler et al. (2000) but failed to find any shift in target identification related to participants' identification of the context (see also Vroomen & de Gelder, 2001) . A major difference in the stimuli used in these two studies was that Fowler et al. (2000) included video during the target syllable, whereas Holt et al. (2005) displayed video only during the context. When the Fowler et al. (2000) stimuli were edited to include video only during the context, they produced no effect. However, when only the target audio and video of the Fowler et al. (2000) stimuli were presented (i.e., when there was no context), a shift in responses equivalent to the original Fowler et al. (2000) context effect was observed. Holt et al. (2005) concluded that there were subtle differences in the video presented simultaneously with the target that had nothing to do with disambiguating the context and that these differences influenced the listeners' speech identification. That is, the original results were not a context effect.
Fowler (2006) suggests that differences in the video simultaneous with the target are informative of the context and that the participants are, in fact, parsing from the acoustics the presumed coarticulatory effects of the context gestures that are apparent in video simultaneous with the target. The problem with this account is that it does not explain why there was no effect of context when the context was actually present. That is, in the original replication attempted by Holt et al. (2005) , context was physically present, but there was no video during the target and no context effect; the listeners did not parse the effects of context. On the other hand, Fowler (2006) argues that when there was no context, the listeners parsed the context from the subtle video clues present during the target. This would appear to violate the expectations of a gestural theory. As is noted by Fowler (2006) , "A left context provides even better information than does the coarticulatory information with /da/ or / a/ as to the nature of the coarticulatory influence" (see note 6). However, that is clearly not the case for the audiovisual effects observed by Fowler et al. (2000) .
A similar problem is evident in Experiment 1 in Fowler (2006) . In that experiment, /da/ and / a/ tokens were spliced from natural productions of /al da/, /al a/, /ar da/, and /ar a/. These /da/-/ a/ syllables were used to create series of stimuli that were presented in isolation for identification. Again, this was not a test of spectral contrast in any way, because there was no context. The results indicated more / a/ responses for syllables originating from productions following /al/. Note that this demonstration is different from previous examples of phonetic context effects. It is typical to demonstrate that stimuli with identical acoustics are perceived differently or that stimuli with different acoustics are perceived the same. This experiment shows that different acoustics are perceived differently. Fowler (2006) claims that listeners are compensating for the coarticulatory effects of the missing contexts. There are several problems with this account. The first is that if this had really been an example of perceptual compensation, all of the series of stimuli should have been labeled similarly. If coarticulation perverts the acoustics of the syllable, compensating for its effects will result in percepts like those that would result if the acoustics were similar. But this is not what happens. Fowler (2006) therefore suggests that listeners are overcompensating. It is hard to imagine why this would happen if the perceptual system is really fine-tuned to the invariants that specify articulations, as would be expected according to a direct realist theory. Also, although there was actually a context stimulus present in the original demonstration of this phonetic context effect, listeners undercompensated (as can be judged from Figures 2 and 4 in Mann, 1980) . A second problem with this explanation is that the silence preceding these stimuli is not just an absence of context; it is also information that no context is present (as opposed to a preceding noise that may be masking the context). It is odd to posit that listeners overcompensate for a context that is clearly not present. Finally, the participants in this task could not identify above chance the contexts from which these syllables originated. Fowler (2006) suggests that this is just a case of unconscious perception, but this explanation is hard to motivate. According to the direct realist approach, listeners are parsing the information for the context and the target from the acoustics, and this information overlaps in time. Why, then, would the target, but not the context, information be available to consciousness, given that both of them are specified by invariant information in the signal? Experiment 1 in Fowler (2006) does not seem to offer support for any current theory.
The Adequacy of Gestural Theories
Fowler's (2006) review of context effects gives the impression that gestural theories are capable of accounting for all of the context effects involving speech and, if one disregards effects involving nonspeech or animals, gestural theories are adequate. However, there are effects involving speech contexts and speech targets that raise problems for gestural theories. Lotto and Kluender (1998) found that listeners' identification of male /da/-/ a/ targets shifted as a function of female /al/ and /ar/ contexts. This is troubling for accounts of context effects that consider them to be compensation for coarticulation, because there are no coarticulatory influences across two distinct speakers. If listeners have a special system that has evolved a knowledge of vocal tract dynamics (motor theory) or can pick up these dynamics directly from the signal (direct realism), they should not compensate across independent vocal tracts. However, if the spectral makeup of the context drives the effect, these effects are predictable from the spectra.
A second example comes from Holt, Lotto, and Kluender (2000). In their Experiment 1, the identity of a medial vowel was shifted, depending on whether it was abutted on each end by /d/s or /b/s. This is a classic contrast effect involving the frequency of the second formant (F2) and also can be induced by tones that follow the F2 trajectories of the consonants. In their Experiment 4, /b/ and /d/ were replaced by /p/ and /t/. Whereas there was a large context effect elicited by the /b/ and /d/ contexts, there was no context effect for /p/ and /t/. This is a problem for gestural theories because the supraglottal gestures for /p/ and /t/ are similar to those for /b/ and /d/. If listeners are parsing the coarticulatory consequences of the context, the voicing status of the context should not matter. The result was predicted from spectral contrast, because the formant trajectories of the contexts were excited only by aspiration energy and, therefore, had lower amplitudes and broader bandwidths than did their voiced counterparts. These acoustic characteristics made spectral contrast with the target less likely for /p/ and /t/ contexts.
As a final example, postlingually deafened adults with cochlear implants do not show the same phonetic context effects that normal hearing listeners do, despite being able to accurately label the phonetic contexts (Aravamudhan & Lotto, 2004 . The degraded spectral resolution of the implants appears to be sufficient for labeling context sounds, but not specific enough to produce spectral contrast. In support of this explanation, cochlear-implanted listeners exhibit strong temporal contrast effects (identification of /ba/ or /wa/ as a function of duration of following vowel; Miller & Liberman, 1979) because the temporal resolution of implants is rather good. Gestural theories cannot account for these results.
The Viability of Contrast in a General Perceptual and Cognitive Account of Speech Perception
Our conclusions from the experiments summarized in Table 1 are that spectral contrast is real and that the critique and experiments of Fowler (2006) do not invalidate its explanatory potential. It is hard to imagine that such a robust phenomenon would have no effect on the encoding of speech sounds. But is it possible that its role is minimal and that other aspects of speech processing easily override it?
Holt (in press) placed nonspeech contexts in competition with speech contexts for influence on a target speech syllable. Targets from a /da/-/ a/ series were preceded by a speech /al/ or /ar/ context, which itself was preceded by a series of tones shown by Holt (2005) to affect /da/-/ a/ identification. Despite the fact that the speech context was temporally adjacent to the target, target identification was best predicted by the nonspeech contexts (e.g., more / a/ responses with high-frequency tones, even with a preceding /ar/, which predicts more /da/ responses). This influence indicates that spectrally contrastive effects of nonspeech are not just minor illusions of perception but are indicative of important interactions that occur in the perception of sounds in context.
We take the large set of findings in Table 1 to be prima facie evidence for the existence of a general auditory operating characteristic that we call spectral contrast. This contrastive perceptual behavior is similar in many respects to what occurs in the visual perception of brightness, color, visual curvature, and so forth, in that perception is relative. That is, instead of providing veridical values of sensory parameters at each moment in time, perceptual systems encode stimulus values relative to surrounding context. This principle can result in contrastive perception: for example, the F3 onset of a syllable will be perceived as lower in frequency, relative to neighboring high-frequency energy. Similar demonstrations of how spectral manipulations to sentence length speech contexts influence target speech identification have been made by a number of researchers (Kluender, Coady, & Kiefte, 2003; Ladefoged & Broadbent, 1957; Watkins & Makin, 1996) . In each of these cases, the long-term spectral characteristics of the context phrase shifts perception of target speech stimuli in such a way that listeners are most likely to report hearing the speech sound with the spectrum most different from the precursor.
Fowler (2006) rightly points out that spectral contrast cannot account for all of speech perception. We agree. The spectral contrast "account" in no way presumes to be a full theory of speech perception. However, the significant body of empirical findings that indicate a role for spectral contrast in speech perception is wholly consistent with our theoretical stance that speech perception relies on general perceptual and cognitive mechanisms. To account for the full constellation of findings presented in Table 1 , it is necessary to move past gestural theories and examine speech communication within the framework of general perceptual and cognitive sciences.
