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Abstract
We propose a spatial autoregressive random ﬁeld of order p on the spatial domain Rd for
pX2 in this paper, whose univariate margins are the continuous-time autoregression of order p
on the real line, and introduce a class of semiparametric spatio-temporal covariance models
stationary in space with the spatial autoregressive margin.
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1. Introduction
One of the basic and widely used models in time-series analysis is the
autoregressive and moving average model. The discrete-time autoregressive and
moving average process has been extended to spatial lattice domain and spatio-
temporal lattice domain through stochastic difference equations; see, for instance,
[1,2,12,19,20,24,26] among others. However, very little is known in the literature for
a spatial autoregressive structure of a higher order on a continuous spatial domain
like Rd ; due partly to the difﬁculty of model formulation and identiﬁcation for a
spatial random ﬁeld whose dependence extends in all directions. Some previously
proposed spatial autoregressive models over R2; as critically pointed out by Weber
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and Talkner [23], are questionable. Other candidate models are examined in
Section 3.
One goal of this paper is to introduce the spatial autoregressive random ﬁeld of
order pX2 on Rd : To do so, in Section 2 we start from a univariate continuous-time
autoregressive covariance on the real line, formulate its spatial counterpart on Rd in
terms of the norm (or metric) that determines spatial distance, and then investigate
the permissibility of the candidate model. Somewhat surprisingly, the permissible
model must be isotropic. In other words, the spatial distance can be deﬁned only in
terms of the Euclidean norm. We refer the reader to Christakos and Papanicolaou [6]
for a thorough discussion on norm-dependent covariance permissibility of stationary
spatial random ﬁelds and its consequences in applications.
For a real-valued stochastic process Zðs; tÞ deﬁned over the spatial domain Rd and
a temporal domain T; where T ¼ Z or R; we denote its mean function by EZðs; tÞ
and its covariance function by
Cðs1; s2; t1; t2Þ ¼ E½fZðs1; t1Þ  EZðs1; t1ÞgfZðs2; t2Þ  EZðs2; t2Þg	;
when varðZðs; tÞÞ is ﬁnite for all ðs; tÞARd 
T: The process Zðs; tÞ is said to be
(weakly, or second-order) stationary in space if EZðs1; tÞ ¼ EZðs2; tÞ; and
Cðs1; s2; t1; t2Þ depends only on s1  s2 and t1; t2: In this case, its covariance is
denoted by Cðs; t1; t2Þ for simplicity. In the same manner we deﬁne the process
stationary in time or stationary in space-time. For recent developments see [5,14] and
references therein.
In Section 4 we propose a class of semiparametric spatio-temporal models on
Rd 
T; which are stationary in space but not necessarily stationary in time. The
proposed model possesses the spatial autoregressive margin derived in Section 2 and
thus has to be an isotropic function of sARd : An integral representation of spatio-
temporal stationary covariance functions isotropic in space is given by Yadrenko
[25, Theorem 2, p. 8], for a continuous-time setting and by Ma [13] in the general
case.
Proofs of theorems appear in Section 5.
2. Spatial autoregressive random ﬁelds
Let p be an integer greater than 1. In this section we propose a class of stationary
autoregressive models of order p on Rd :
Our investigation starts from a univariate continuous-time autoregressive process
fZðtÞ; tARg of order p on the real line, which formally satisﬁes the stochastic
differential equation
ZðtÞ þ f1Z0ðtÞ þ?þ fpZðpÞðtÞ ¼ e0ðtÞ; tAR;
where f1;y;fp are constants and feðtÞ; tARg is a process of orthogonal
increments, and possesses a rational density function [7, Section 10, Chapter XI].
More speciﬁcally, suppose that the spectral density of fZðtÞ; tARg can be factorized
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into 2fQpk¼1ðo2 þ a2kÞg1; oAR; where a1;y; ap are distinct positive constants. The
corresponding covariance function C0ðtÞ is
C0ðtÞ ¼
Xp
k¼1
Ak expðakjtjÞ; tAR; ð2:1Þ
where
Ak ¼ ak
Y
jak
ða2j  a2kÞ
( )1
; k ¼ 1;y; p:
The question of great interest is: does the function C0ðjjsjjÞ deﬁne a valid covariance
model on Rd? assuming that jj  jj is a norm on Rd under the normalizing restriction
jjð1; 0;y; 0Þjj ¼ 1:
The answer to the above question seems to be surprising. Theorem 1 says that the
only permissibility for (2.1) to be a covariance on Rd is that it is an isotropic or radial
function, with jj  jj being the Euclidean norm, namely, jjsjj ¼ ðPdk¼1 s2kÞ1=2; sARd :
Theorem 1. Let a1;y; ap be distinct positive constants, and Ak ¼ fak
Q
jakða2j 
a2kÞg1; k ¼ 1;y; p: For dX2; the function
CðsÞ ¼
Xp
k¼1
Ak expðakjjsjjÞ; sARd ; ð2:2Þ
is a covariance function on Rd if and only if jj  jj is the Euclidean norm.
We now focus our attention on the Euclidean norm jj  jj; and call (2.2) the pth-
order autoregressive model on Rd : Clearly, (2.2) is a stationary covariance, and its
univariate margins, Cð0;y; sk;y; 0Þ ðk ¼ 1;y; dÞ; are the pth-order autoregres-
sion (2.1).
Notice that for a40;Z
Rd
expðajjsjjÞcosðs0xÞ ds ¼ 2dpd12 aG d þ 1
2
 	
ðjjxjj2 þ a2Þdþ12 ; xARd :
From this we obtain the spectral density function of (2.2),
f ðxÞ ¼
Z
Rd
CðsÞcosðs0xÞ ds ¼ 2dpd12 G d þ 1
2
 	


Xp
k¼1
Akakðjjxjj2 þ a2kÞ
dþ1
2 ; xARd ; ð2:3Þ
which is a rational function when d is an odd integer.
ARTICLE IN PRESS
C. Ma / Journal of Multivariate Analysis 88 (2004) 152–162154
Example 1. When p ¼ 2; (2.2) reduces to
CðsÞ ¼ expða1jjsjjÞ
a1ða22  a21Þ
 expða2jjsjjÞ
a2ða22  a21Þ
; sARd : ð2:4Þ
It was suggested by Buell [4] for meteorological applications. See also [9] for
compactly supported second-order autoregressive-like covariance models. For a
ﬁxed a1 ¼ a40; letting a2-a in (2.4), yields
CðsÞ ¼ ð1þ ajjsjjÞexpðajjsjjÞ; sARd :
The spectral density function of (2.4) is
f ðxÞ ¼ 2
dpðd1Þ=2Gðdþ1
2
Þ
a22  a21
fðjjxjj2 þ a21Þ
dþ1
2  ðjjxjj2 þ a22Þ
dþ1
2 g; xARd :
It is interesting to see that (2.4) is nonnegative for every sARd : By exchanging the
roles of CðÞ and f ðÞ in the Fourier transform, with a positive constant omitted, we
obtain a new covariance function on Rd ;
CðsÞ ¼ ða22  a21Þ1fðjjsjj2 þ a21Þ
dþ1
2  ðjjsjj2 þ a22Þ
dþ1
2 g; sARd ;
which allows long-range dependence. This suggests the following interesting result.
Theorem 2. Let a1;y; ap be distinct positive constants, and Ak ¼ fak
Q
jakða2j 
a2kÞg1; k ¼ 1;y; p: Then the function
CðsÞ ¼
Xp
k¼1
Akakðjjsjj2 þ a2kÞ
dþ1
2 ; sARd ð2:5Þ
is a stationary and nonnegative covariance on Rd :
By looking at the spectral density of (2.5), we can see that covariance (2.2) is
nonnegative.
The case p ¼ 1 has been excluded from our study, since the only if part of Theorem
1 does not hold. Actually, when d ¼ 2; expðjjsjjÞ is a valid covariance on R2 for
every norm jj  jj; as was shown by Ferguson [8] and Herz [11]. A parametric family
of rational spectral density-covariance function pairs for stationary two-dimensional
random ﬁelds was introduced by Vecchia [21,22] and augmented to incorporate the
possibility of long-range dependence by Gay and Heyde [10].
One might expect that every continuous-time covariance function on the real line
with a rational spectral density could be extended to a higher dimensional domain in
terms of the Euclidean norm like (2.1). However, this is not the case in general, as
will be shown in the next section. We refer the reader to Chapter XI of Doob [7] for
properties of a continuous-time stationary process with a rational spectral density,
and to Brockwell [3] for a recent and comprehensive review of continuous-time
autoregressive and moving average processes on the real line.
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3. Permissibility of certain candidate models that are isotropic
Assume that CðtÞ; tAR is a covariance function on the real line with a rational
spectral density, and jj  jj is the Euclidean norm on Rd ; where d is an integer greater
than 1. The question we address in this section is whether or not the domain of CðtÞ
can be extended from R to Rd as that of (2.1). More precisely, is CðjjsjjÞ a valid
covariance function on Rd?
The following examples indicate that the answer to the above question is no, in
general. Hence, not all continuous-time covariance function on the real line with the
rational spectral density can be extended to a higher dimensional domain like (2.1).
Example 2. Consider a univariate stationary covariance function
CðtÞ ¼ a1
a1  a2 expða1jtjÞ 
a2
a1  a2 expða2jtjÞ; tAR; ð3:1Þ
where a1; a2 are distinct positive constants, which possesses a rational spectral
density,Z N
0
CðtÞcosðotÞ dt ¼ ða1 þ a2Þo
2
ða21 þ o2Þða22 þ o2Þ
; oAR:
The Fourier transform of the function CðjjsjjÞ; sARd is
f ðxÞ ¼
Z
Rd
CðjjsjjÞcosðs0xÞ ds
¼ 2
dpðd1Þ=2Gððd þ 1Þ=2Þ
a1  a2
a21
ðjjxjj2 þ a21Þðdþ1Þ=2
 a
2
2
ðjjxjj2 þ a22Þðdþ1Þ=2
( )
:
It is nonnegative for all xARd if and only if d ¼ 1; where the only if part follows by
noticing that f ð0ÞX0 only if d ¼ 1:
A general class of univariate stationary covariance functions that includes (3.1) as
a special case is
CðtÞ ¼ ð1 yÞa1  ya2
a1  a2 expða1jtjÞ þ
ya1  ð1 yÞa2
a1  a2 expða2jtjÞ; tAR;
where yA½0; 1	 is a constant. It possesses a rational spectral density,Z N
0
CðtÞcosðotÞ dt
¼ ð1 yÞa1  ya2
a1  a2 
a1
a21 þ o2
þ ya1  ð1 yÞa2
a1  a2 
a2
a22 þ o2
; oAR:
A distinctive case arises when y ¼ 1; only in which CðtÞ is differentiable at the origin,
and fa1a2ða1 þ a2Þg1CðjjsjjÞ is the same as (2.4). For yA½0; 1Þ; it is easy to verify
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that the function
CðjjsjjÞ ¼ ð1 yÞa1  ya2
a1  a2 expða1jjsjjÞ þ
ya1  ð1 yÞa2
a1  a2 expða2jjsjjÞ; sAR
d
deﬁnes a valid covariance on Rd if and only if d ¼ 1:
Example 3. One might hope to start the construction of a spatial autoregression over
Rd from a univariate discrete-time autoregression. As an example, let us consider a
stationary second-order autoregressive time series fZðtÞ; tAZg generated from the
stochastic difference equation
ZðtÞ  ða1 þ a2ÞZðt  1Þ þ a1a2Zðt  2Þ ¼ eðtÞ; tAZ;
where a1 and a2 are distinct positive constants between 0 and 1, and feðtÞ; tAZg is a
sequence of independent and identically distributed random variables with mean
zero and variance 1. Its correlation function is
CðtÞ ¼ ða1  a2Þ1ð1þ a1a2Þ1fð1 a22Þajtjþ11  ð1 a21Þajtjþ12 g; tAZ:
It can be embedded in a continuous-time stationary process with the correlation
function
CðtÞ ¼ ða1  a2Þ1ð1þ a1a2Þ1fð1 a22Þajtjþ11  ð1 a21Þajtjþ12 g; tAR; ð3:2Þ
and with a rational spectral density being a positive multiple of
ð1 a21Þa2 ln a2
o2 þ ðln a2Þ2
 ð1 a
2
2Þa1 ln a1
o2 þ ðln a1Þ2
; oAR:
A two-dimensional candidate model is obtained by extending the domain of (3.2)
from R to R2;
CðjjsjjÞ ¼ ða1  a2Þ1ð1þ a1a2Þ1fð1 a22Þajjsjjþ11  ð1 a21Þajjsjjþ12 g; sAR2:
Since
R
R2
CðjjsjjÞ ds is negative, CðjjsjjÞ is not a covariance function on R2 and
therefore not a covariance on any Rd with dX2:
The general problem of embedding a given discrete-time autoregressive and
moving average time series in a continuous-time autoregressive and moving average
process with a rational spectrum remains unresolved. See [3] for a detailed
discussion.
A complete solution is available for the simplest case p ¼ 1: Consider a stationary
ﬁrst-order autoregressive time series fZðtÞ; tAZg generated from the stochastic
difference equation
ZðtÞ  yZðt  1Þ ¼ eðtÞ; tAZ;
where yAð1; 1Þ is a nonzero constant, and feðtÞ; tAZg is a sequence of independent
and identically distributed random variables with mean zero and variance 1. We
distinguish two cases:
Case (i): yAð0; 1Þ: In this case, fZðtÞ; tAZg can be embedded in a continuous-time
ﬁrst-order autoregression or Ornstein–Uhlenbeck process with the correlation
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function expfðln yÞjtjg; tAR: It is known that expfðln yÞjjsjjg; sARd is a
spatial covariance in all dimensions.
Case (ii): yAð1; 0Þ: Now fZðtÞ; tAZg can be embedded in a stationary
process with the correlation function expfðlnjyjÞjtjgcosðptÞ; tAR: A more
general form is
CðtÞ ¼ expða1jtjÞcosða2tÞ; tAR; ð3:3Þ
where a1 and a2 are positive constants. As described by Yaglom [26, p. 366], CðjjsjjÞ
is a covariance on R2 if and only if a1Xa2; and a covariance on R3 if and only if
a1X
ﬃﬃﬃ
3
p
a2: In general, CðjjsjjÞ is a covariance on Rd if and only if a1 tanðp=2dÞXa2
(cf. [27]). As a consequence, a convex combination of the form
Pn
k¼1 yk
expða1kjjsjjÞcosða2kjjsjjÞ is a stationary covariance on Rd ; where ajk; yk ð j ¼
1; 2; k ¼ 1;y; nÞ are nonnegative constants such that a1k tanðp=2dÞXa2k ðk ¼
1;y; nÞ and Pnk¼1 yk ¼ 1:
It should be remarked that in this section we conﬁne ourselves to the Euclidean
norm. It would be of interest to see if a permissible case could be made for (3.1) or
(3.2) in terms of a non-Euclidean norm.
4. Spatio-temporal models with spatial autoregressive margin
The variogram of a time series fZðtÞ; tATg is deﬁned as
gðt1; t2Þ ¼ 12 varðZðt1Þ  Zðt2ÞÞ; t1; t2AT:
In particular, the time series or its variogram is said to be intrinsically stationary if
gðt1; t2Þ depends only on t1  t2; which will be denoted by gðt1  t2Þ for simplicity.
Examples of intrinsically stationary variograms gðtÞ on T are:
(i) gðtÞ ¼ ðjtj þ yÞa  ya; where aAð0; 2	 and y are nonnegative constants;
(ii) gðtÞ ¼ lnbð1þ jtjaÞ; where aAð0; 2	 and bAð0; 1	 are constants;
(iii) gðtÞ ¼ R jtj0 gðxÞ dx; where gðxÞ is a completely monotone function on Rþ:
If gðtÞ is an intrinsically stationary variogram on T and f ðxÞ is a transformation
from T to T; then gðt1; t2Þ ¼ gð f ðt1Þ  f ðt2ÞÞ is a variogram on T:
Assume that gðt1; t2Þ is a purely temporal variogram on T that may not be
intrinsically stationary. Based on gðt1; t2Þ; Theorem 3 presents a class of spatio-
temporal covariance models whose spatial margins are the pth-order autoregression
on Rd ; where pX2:
Theorem 3. Assume that gðt1; t2Þ is a purely temporal variogram on T: Let a1;y; ap
be distinct positive constants, Ak ¼ fak
Q
jakða2j  a2kÞg1; k ¼ 1;y; p: For dX2; the
function
Cðs; t1; t2Þ ¼
Xp
k¼1
Akak
expfðgðt1; t2Þ þ a2kÞ1=2jjsjjg
ðgðt1; t2Þ þ a2kÞ1=2
; sARd ; t1; t2AT ð4:1Þ
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is a spatio-temporal covariance on Rd 
T stationary in space if and only if jj  jj is the
Euclidean norm.
Suppose now that jj  jj is the Euclidean norm, so that (4.1) is a valid spatio-
temporal covariance on Rd 
T: The basic feature of model (4.1) is that it is semi-
parametric: it is nonparametric with respect to the ﬂexibility of the purely temporal
variogram gðt1; t2Þ; but it depends on parameters a1;y; ap:
The spatial margin of (4.1) is the pth-order autoregression (2.2), obtained by
letting t1 ¼ t2 ¼ t in (4.1) with a ﬁxed tAT;
Cðs; t; tÞ ¼
Xp
k¼1
Ak expðakjjsjjÞ; sARd :
Letting s ¼ 0 in (4.1) yields the temporal margin of (4.1),
Cð0; t1; t2Þ ¼
Xp
k¼1
Akakfgðt1; t2Þ þ a2kg1=2; t1; t2AT;
which allows long-range dependence when gðt1; t2Þ is intrinsically stationary. For the
deﬁnition and properties of long-range dependence see [15] and references therein.
So far we have discussed only the spatial autoregression and spatio-temporal
models that are isotropic in space. The methods of Vecchia [21] can be employed to
obtain two forms of anisotropy, one of which is to replace jjsjj simply by s0As; where
A is a d 
 d nonnegative deﬁnite matrix, and the other is based on the spectral
density. The space deformation technique of Sampson and Guttorp [17] is useful to
capture spatial anisotropy as well as spatial nonstationarity. Based on a transformation
f ðsÞ from Rd to Rd ; from (4.1) we obtain a spatio-temporal covariance on Rd 
T;
Cðs1; s2; t1; t2Þ ¼
Xp
k¼1
Akak
expfðgðt1; t2Þ þ a2kÞ1=2jj f ðs1Þ  f ðs2Þjjg
ðgðt1; t2Þ þ a2kÞ1=2
;
ðs1; t1Þ; ðs2; t2ÞARd 
T:
Let hARd be a nonzero constant vector. An application of Ma [14], Corollary 1.1
to (2.2) yields a stationary spatio-temporal covariance
Cðs; tÞ ¼
Xp
k¼1
Ak expðakjjs htjjÞ; ðs; tÞARd 
 R: ð4:2Þ
The spatial margin of (4.2) is isotropic, but in contrast, (4.2) itself is not isotropic in
space. It satisﬁes Taylor’s hypothesis (cf. [16]), with the spatial and temporal
autoregressive margins.
5. Proofs
Proof of Theorem 1. We apply Proposition 1 of Christakos and Papanicolaou [6] to
prove the only if part. To this end, it sufﬁces to check that the function C0ðtÞ deﬁned
by (2.1) is twice differentiable in an open neighborhood of the origin.
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In fact, C0ðtÞ is twice differentiable on the real line, with
dC0ðtÞ
dt
¼
Ppk¼1 Akak expðaktÞ; t40;Pp
k¼1 Akak expðaktÞ; to0;
0; t ¼ 0
8><
>:
and
d2C0ðtÞ
dt2
¼
Pp
k¼1 Aka
2
k expðakjtjÞ; ta0; tAR;Pp
k¼1 Aka
2
k; t ¼ 0
(
When deriving the ﬁrst-order derivative of C0ðtÞ at t ¼ 0; we have used the identityPp
k¼1 Akak ¼ 0; which follows by expanding the rational function f
Qp
k¼1ðx þ a2kÞg1
in partial fractions,
1
ðx þ a21Þ?ðx þ a2pÞ
¼
Xp
k¼1
Akak
x þ a2k
;
and then comparing the coefﬁcients of two sides. Hence, by Proposition 1 of
Christakos and Papanicolaou [6], jj  jj must be the Euclidean norm.
To prove the if part, we consider two cases: (i) d is an odd integer, and (ii) d is an
even integer.
Case (i): d is odd. Let d ¼ 2m  1; where m is a positive integer. By Bochner’s
theorem, (2.2) is a permissible covariance function on Rd if and only if its Fourier
transform (2.3) is nonnegative for every xARd : To show that (2.3) is nonnegative, we
prove that the function
gðxÞ ¼
Xp
k¼1
Akakðx þ a2kÞm; xARþ ð5:1Þ
is nonnegative on Rþ: Actually, a much stronger result is that gðxÞ is a
completely monotone function of xARþ: This follows from the fact that
fQpk¼1ðx þ a2kÞg1 is a completely monotone function of xARþ and that gðxÞ can
be expressed as
gðxÞ ¼
Xp
k¼1
Akakð1Þm1 d
m1
dxm1
ðx þ a2kÞ1
¼ð1Þm1 d
m1
dxm1
Xp
k¼1
Akakðx þ a2kÞ1
¼ð1Þm1 d
m1
dxm1
Yp
k¼1
ðx þ a2kÞ
( )1
:
Therefore, (2.3) is nonnegative for every xARd :
Case (ii): d is even. Notice that (2.2) depends on d only through jjsjj: Now d þ 1
is odd, and as is shown in Case (i), (2.2) is a valid covariance function of sARdþ1:
The d-dimensional Euclidean norm may be regarded as the Euclidean norm for a
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d þ 1-dimensional vector with the last coordinate being zero. Consequently, (2.2) is a
valid covariance on Rd : &
Proof of Theorem 2. The Fourier transform of (2.5) is a positive multiple of
C0ðjjxjjÞ: To show that C0ðjjxjjÞ is nonnegative for all xARd ; it sufﬁces to show that
C0ðoÞX0 for all oARþ:
Notice that for every kAf1;y; pg; ðt2 þ a2kÞ1 is a covariance on the real line. So is
the product
Qp
k¼1ðt2 þ a2kÞ1: Its spectral density is positively proportional to C0ðoÞ;
which has to be nonnegative. &
Proof of Theorem 3. The only if part follows immediately from Theorem 1 and the
fact that the spatial margin of (4.1) is the same as (2.2).
We prove the if part of Theorem 3 just for an odd d: The case where d is even
follows readily by the same argument in the proof of Theorem 1.
As in the proof of Theorem 1, let d ¼ 2m  1 and consider the function gðxÞ
deﬁned by (5.1). Being a completely monotone function of xARþ; gðxÞ possesses an
integral representation (cf. [18, p. 821]),
gðxÞ ¼
Z N
0
expðxuÞ dGðuÞ; xARþ; ð5:2Þ
where GðuÞ is nondecreasing and bounded for uARþ: According to a theorem of
Schoenberg [18], for each ﬁxed uX0; expfgðt1; t2Þug is a positive deﬁne function on
T; and is thus a purely temporal covariance function on T: As a result, for every
ﬁxed xARd ;
gðgðt1; t2Þ þ jjxjj2Þ ¼
Z N
0
expfgðt1; t2Þugexpfjjxjj2ug dGðuÞ
is a positive mixture of expfgðt1; t2Þug; uX0 and thus a purely temporal
covariance function on T: It follows from the cosine transform method (cf. [14])
that the function
R
Rd
gðgðt1; t2Þ þ jjxjj2Þcosðs0xÞ dx is a spatio-temporal covariance
on Rd 
T; which is a positive multiple of (4.1). &
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