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Abstract
The constructions of the virtual Euler (or moduli) cycles and their prop-
erties are explained and developed systematically in the general abstract
settings.
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0 Introduction
In many mathematical studies, one encounters the followingModuli Prob-
lem: E → X is a vector bundle and S : X → E is a section, the zero locus
Z(S) := S−1(0) contains a lot of information of about the triple (X,E, S).
A classical differential topology fact is: If X is a closed smooth
manifold of finite dimension and E → X is a smooth vector bundle, then
a generic smooth section S : X → E is transversal to the zero section and
Z(S) is a closed submanifold of X which is a representative cycle of the
Poincare´ dual of the Euler class of E.
For the general moduli problem above it is expected to get some analo-
gies. A nice historical discussion of work related to this question can be
found in the introduction of [CMSa]. The goal of this paper is to explain
and study constructions and properties of (virtual) Euler chains and classes
of the following four kinds models of moduli problems.
I. (X,E, S) is a Banach Fredholm bundle of index r and with compact
zero locus. Namely, X is a separable Banach manifold, E → X is a
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Banach vector bundle and S is a Fredholm section of index r and with
compact zero locus. When the determinant bundle det(S) → Z(S)
is oriented, i.e., it is trivializable and is given a continuous section
nowhere zero, (X,E, S) is said to be oriented.
II. (X,E, S) is a Banach Fredholm orbibundle of index r and with
compact zero locus. Namely, X is a separable Banach orbifold, E → X
is a Banach orbibundle and S is a Fredholm section of index r and with
compact zero locus. (X,E, S) is called oriented if the determinant
bundle det(S)→ Z(S) is oriented, (cf. §2.1 for precise definition).
III. Roughly speaking, (X,E, S) consists of a separable PS (partially smooth)
Banach manifold (Def.3.1), a PS Banach bundle E → X (Def.3.4) and
a PS section S : X → E which has a compact zero locus Z(S) and
whose restriction to each stratum is Fredholm and restrictions to the
lower strata have less indexes. (See Def.3.5 for precise definition). The
bundle E is also required to have a class of PS sections A which is rich
near Z(S) (Def.3.8) and S is k-good relative to the class A (Def.3.13).
(X,E, S) is said to be oriented if the restriction of the determinant
bundle det(S)→ Z(S) to the top strata Z(S) ∩X0 is oriented.
IV. (X,E, S) is, roughly speaking, consisting of a PS Banach orbibundle
E → X over a separable PS Banach orbifold X and a PS stratawise
Fredholm section S : X → E with similar properties as in III.
Clearly, the Model IV includes the first three models as a special case. For
each model we shall give a detailed discussions since their precise forms can
be more suitable for different problems and we can get very refined results.
For Model II and IV we shall adopt the method developed by Liu-Tian in
[LiuT1]-[LiuT2]. The study of some properties is motivated by [Lu2]-[Lu3].
Related works were done by Hofer et al in the language of polyfolds [Ho], by
Cieliebak-Mundet i Riera-Salamon for an oriented G-equivariant Fredholm
section of a Hilbert space bundle over a Hilbert manifold [CMSa]1,and by
McDuff in the language of groupoids [Mc3]. In [Mc3], McDuff proposed an
intrinsic definition of a weighted branched manifold and used it to construct
the virtual moduli cycle in a finite dimensional setting. She also adapted
the method of Liu-Tian and expected to carry this construction to certain
infinite dimensional setting which covers at least Gromov-Witten invariants.
It will be interesting to compare the construction here to hers.
Section 1 will explain the constructions of the Euler classes of Banach
Fredholm bundles though many of them are known. We here present them
so that to have a good understanding and guide for other complex cases. The
readers only need to skim over it. For a Banach Fredholm bundle (X,E, S)
of index r as above, one can give it a small perturbation section σ so that
the section S + σ is still a Fredholm one with index r and is transversal to
1Here G is a compact oriented Lie group such that the isotropy group of G at each point of
the zero locus is finite
3
the zero section. Then Z(S + σ) is a compact manifold of dimension r and
is called a Euler chain of (X,E, S). If Z(S+σ) has no part of codimension
one then it is a cycle in X of dimension r, determines a homology class in
Hr(X,Z2) (resp. Hr(X,Z) if S is orientable), denoted by e(E, S) and called
a Euler cycle of (X,E, S). In this case its homology is independent of such
a generic small perturbation section σ, called a Euler class of the triple
(X,E, S). This classical result and properties of Euler classes have a very
important position in the global analysis, geometry and topology.
In the second section we shall consider the case of the Model II. That
is, for Banach Fredholm orbibundles we develop a corresponding construc-
tion theory with Section 1. However, it is not hard to see that the usual
arguments for Banach Fredholm bundles cannot be directly applied to the
Banach Fredholm orbibundle (X,E, S) though one can prove that the zero
set Z(S) is still an orbifold when S is transversal to the zero section. In
most cases, S is not transversal to the zero section, moreover, one can-
not add an arbitrarily small section σ to S to get a section S + σ which
is transversal to the zero section. For example, let X˜ be a closed smooth
manifold of finite dimension, and Γ a finite group which has not only an
automorphism representation on X˜ but also a linear one on Rk. Assume
that γ acts on X˜ effectively. Denote by X = X˜/Γ. Then the natural pro-
jection p : E = (X˜ ×Rk)/Γ→ X˜/Γ is an orbibundle of rank k over orbifold
X = X˜/Γ. A smooth section S of p may be identified with an equivariant
smooth section S˜ : X˜ → X˜ × Rk, i.e. S˜(g · x) = g · S˜(x) for any x ∈ X˜ and
g ∈ Γ. If such a section S˜ : S˜ : X˜ → X˜ × Rk is not transversal to the zero
section it follows from Theorem 1.5(B) that there exists a sufficiently small
section σ˜ : X˜ → X˜ × Rk such that S˜ + σ˜ is transversal to the zero section.
But we can not guarantee that the section σ˜ and thus S˜ + σ˜ is equivariant.
So S˜+ σ˜ can not descend to a single value section of the orbibundle E → X
in general. So to deal with the Banach Fredholm bundles one needs to de-
velop new methods. See [FuO], [LiT], [LiuT1]-[LiuT3], [R2] and [Sie] for
some previous works. These works concern the important case of Gromov-
Witten invariants. We are more interested in constructing virtual classes in
the most general cases. More precisely, for an oriented Banach Fred-
holm orbibundle (X,E, S) with compact zero locus, if X satisfies
Assumption 2.45, i.e., each x ∈ Xsing ∩ Z(S) has the singularity of
codimension at least two, we shall construct its (virtual rational)
Euler class. These will be completed in Sections 2.3-2.8 after we give an
overall strategy in a special case in Section 2.2.
§3 deals with the case of the Model III. We abstract two essential no-
tions in Definition 3.10 and Definition 3.12 and use them to develop the
corresponding theory with §1.
Finally, in §4 we combine the methods in §2 and §3 to construct the
virtual Euler chains and classes for the PS Banach Fredholm orbibundles in
the Model IV, and study their properties. Our settings are motivated by
constructing the Floer homology and Gromov-Witten invariants on general
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symplectic manifolds, but more general. We firstly discuss the general con-
structions, and then divide into two concrete frameworks. One of them,
Framework I, is designed for the closed string Gromov-Witten invariants,
under the Assumption 4.7 we construct the virtual Euler chains and classes
and also get all corresponding results with those in §2. Framework II is
designed for the Floer homology and the open string Gromov-Witten invari-
ants, Theorem 4.20 is enough for the Floer homology. In actual applications
to them the goodness conditions relative to A can be checked by the gluing
arguments. Our attention is how to complete global constructions under the
least local assumptions.
In this paper we shall always assume: our Banach manifolds (resp.
orbifolds) are separable if we need to use Sard-Smale theorem, and admit
smooth cut-off functions if we need them (for example, Hilbert manifolds
(resp. orbifolds) and those Banach manifolds (resp. orbifolds) modelled and
Sobolev spaces Lpk with p an even integer).
A guide for the reader. The second section is the core of this paper.
In that section, we explain ideas and methods of overcoming the difficulties
of orbifolds in our construction in details as much as possible. In particular,
the reader should be able to get a clear overall strategy for the construction.
Having a good understanding of Section 2, one can easily understand Section
4 in which the related constructions are presented in a more general category
including one for GW-invariants and Floer homologies.
Acknowledgements. The first author would like to thank the Ab-
dus Salam International Centre for Theoretical Physics and the Institut des
Hautes E´tudes Scientifiques for their hospitality and financial support where
much of the work was done. We also warmly thank the referee for chasing
an uncountable number of mistakes, and suggesting many improvements.
1 The Euler cycle of Banach Fredholm bun-
dles
We first construct the Euler class of a Banach Fredholm bundle with compact
zero locus, and then give two localization formulas and some properties.
They are useful for us constructing and understanding the virtual Euler
chain (or class). The basic references of our arguments are [AS], [Bru], §4.3
in [DoKr], [LiT] and [R]. We here adopt a way that is closely related to our
generalization in the following sections though the method appears to be
more complex.
1.1 The construction of the Euler cycles
Let p : E → X be a Banach vector bundle over a Banach manifold X with
corners, and S : X → E be a C1-smooth section with zero locus Z(S) :=
{x ∈ X |S(x) = 0}. If Z(S) 6= ∅, for each x ∈ Z(S) let DS(x) : TxX → Ex
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is the composition of the projection Π(x) : T(x,0)E → Ex and the differential
dS(x) : TxX → T(x,0)E. We call DS(x) the vertical differential of S at x.
Using a connection ∇ on E ( which in general may not exist on a Banach
bundle) we can extend DS from Z(S) to M by ∇S. In the literature one
often meets the following two definitions of the Fredholm section of index r.
• For each x ∈ Z(S), DS(x) : TxX → Ex is a Fredholm operator of
index r.
• In each local trivialization S may be represented by a Fredholm map
of index r from the base to the fibre. (cf. page 137 in [DoKr].)
Clearly, the second definition seems to be stronger than the first one, and
is always well-defined whether Z(S) 6= ∅ or not. Later we say the section
satisfying the second definition to be strongly Fredholm. It is not hard
to see that a strongly Fredholm section is stable under a small perturbation
near a compact subset. The following result shows that these two definitions
have no essential differences in the most cases.
Lemma 1.1 Let p : E → X be any Banach bundle over a Banach manifold
X with corners, and S : X → E be a Fredholm section. If the zero locus
Z(S) is nonempty then there exists an open neighborhood U(Z(S)) of Z(S)
such that the restrictions S|U(Z(S)) is strongly Fredholm.
Proof. For x ∈ Z(S) let Ox be an open neighborhood of x in X and
ψ : Ox ×H → E|Ox , (y, ξ) 7→ ψy(ξ)
be a local trivialization. Here ψy : H → Ey is the topological linear isomor-
phism from a Banach space H to Ey. Then ψ
−1 ◦ (S|Ox) : Ox → Ox ×H
may be written as the form ψ−1 ◦ (S|Ox)(y) = (y, Sψ(z))∀y ∈ Ox, where
Sψ : Ox → H, y 7→ ψ
−1
y (S(y))
is called the local representation of S under the trivialization ψ, or a
local representation of S near x. For x ∈ Z(S) one easily proves that DS(x)
is Fredholm if and only if the differential dSψ(x) : TxX → H is Fredholm
for some (and thus any) local representative Sψ of S near x. Since the
Fredholmness of bounded linear operators between Banach spaces is stable
under small perturbations we may assume that the differential dSψ(y) :
TyX → H is also Fredholm and has the same index as dSψ(x) for each
y ∈ Ox by shrinking Ox if necessary. Setting U(Z(s)) = ∪x∈Z(S)Ox it
is easy to see that the restriction of S to U(Z(S)) is strongly Fredholm.
Lemma 1.1 is proved. ✷
Assume that p : E → X is a Hilbert vector bundle over a Hilbert man-
ifold. Since the tangent space of a fibre Ex at any point ξ ∈ Ex may be
identified with Ex, using the orthogonal projection from TξE to Ex, de-
noted by Pξ, we have a “connection” D defined by
DS(x) := PS(x) ◦ dS(x) : TxX → Ex. (1.1)
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It is still called the vertical differential of S at x without occurrence
of confusions. Here we put the word connection between quotation marks
because the projection Pξ can only depend on ξ continuously if both
the rank of E and the dimension of X are infinite. So we can only know
that DS(x) is continuous in x even if S is smooth. However, it is easily
checked that for any local representative Sψ, DS(x) and dSψ(x) have the
same linear functional analysis properties. For example, DS(x) is Fredholm
(resp. onto) if and only if dSψ(x) is Fredholm (resp. onto) and have the
same index. These are sufficient for our many arguments.
A Fredholm section S : X → E is called orientable if the real (de-
terminant) line bundle det(Ind(DS)) is trivial over Z(S), i.e., it admits a
continuous nowhere zero section on Z(S). Clearly, such a given section de-
termines an orientation of S. In this case we say the Banach Fredholm
bundle (X,E, S) to be oriented.
The following two lemmas are elementary functional analysis exercises.
Lemma 1.2 Let both A and B be two continuous linear operators from
Banach spaces Y to Z. Suppose that A is onto. Then there exists a ǫ > 0
such that B is also onto as ‖A−B‖ < ǫ.
Lemma 1.3 Let X,Y and Z be Banach spaces, and both A : X → Z and
B : Y → Z be continuous linear operators. Define
A⊕B : X × Y → Z, (x, y) 7→ Ax +By.
(i) If A is Fredholm and A ⊕ B is onto, then the restriction of the natural
projection X × Y → Y to Ker(A ⊕ B), Π : Ker(A⊕ B)→ Y is a Fredholm
operator with Index(Π) = Index(A);
(ii) If dimY < +∞ then A ⊕ B is Fredholm if and only if A is Fredholm,
and in this case Index(A⊕B) = Index(A) + dim Y .
Proof. We only prove (ii). Since dimY < +∞ we have a direct sum
decomposition Y = Y0 ⊕ Y1, where Y0 = Ker(B). Then B|Y1 : Y1 → Z is
an injection. Set Y10 = (B|Y1)
−1(Im(A)) and decompose Y1 into Y10 ⊕ Y11.
Then B|Y1(Y11)∩Im(A) = {0} and Im(A⊕B) = Im(A)⊕B|Y1 (Y11). This and
Ker(A) ⊂ Ker(A⊕B) imply that A is Fredholm if A⊕B is so. Conversely,
if A is Fredholm we can decompose X = X0 ⊕X1, where X0 = Ker(A). So
Ker(A⊕B) = (Ker(A)× {0})⊕ ({0} ×Ker(B))
⊕{(x, y) ∈ X1 × Y10 | A|X1x+B|Y1y = 0}.
Since A|X1 : X1 → Y is injective and B|Y1(Y10) ⊂ Im(A) = Im(A|X1) we get
dimKer(A⊕ B) = dimKer(A) + dimKer(B) + dimY10
= dimKer(A) + dimKer(B) + dimY − dim Y11 − dimY0
= dimKer(A) + dimY − dimY11.
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Hence dimKer(A⊕B) < +∞ and thus A⊕B is Fredholm (using Im(A⊕B) =
Im(A) ⊕ B|Y1(Y11) again). To get the final index equality we decompose
Z = Im(A⊕B)⊕ Z2 = Im(A)⊕B|Y1(Y11)⊕ Z2. Then Coker(A⊕B) ∼= Z2
and Coker(A) ∼= B|Y1(Y11)⊕ Z2. It follows that
Ind(A⊕ B) = dimKer(A⊕B)− dimCoker(A⊕B)
= dimKer(A) + dimY − dimY11 − dimZ2
= dimKer(A) + dimY − (dimB|Y1(Y11) + dimZ2)
= dimKer(A) + dimY − dimCoker(A)
= Index(A) + dimY.
The desired result is proved. ✷
Let (X,E, S) be a Banach Fredholm bundle of index r and with compact
zero locus Z(S). By Lemma 1.1 we may assume that the section S :
X → E is strongly Fredholm. For each x ∈ Z(S) we can take a small
open neighborhood Ox of x in X and a local trivialization ψ
(x) : Ox ×
Ex → E|Ox . Let Sψ(x) : Ox → Ex be the corresponding trivialization
representative of S|Ox , i.e., it is defined by ψ
(x)(y, Sψ(x)(y)) = S(y) ∀y ∈ Ox.
Then it is a Fredholm map. So there exist nonzero vx1, · · · , vxk ∈ Ex, such
that
dSψ(x)(x)(TxX) + span({v1x, · · · , vxk}) = Ex.
By Lemma 1.2 we may shrink Ox and assume that
dSψ(x)(y)(TyX) + span({v1x, · · · , vxk}) = Ex, ∀y ∈ Ox. (1.2)
Take a smooth cut-off function βx : Ox → [0, 1] such that it is equal to 1
near x. Denote by O0x := {y ∈ Ox |βx(y) > 0}. (This is where we need
to require X having smooth cut-off functions.) Then (2) implies that
dSψ(x)(y)(TyX) + span({βx(y) · v1x, · · · , βx(y) · vxk}) = Ex (1.3)
for any y ∈ O0x. For i = 1, · · · , k, defining σxi : X → E by
σxi(y) =
{
βx(y) · ψ(x)(y, vxi) if y ∈ Ox,
0 if y /∈ Ox,
they have trivialization representatives βx · vxi under ψ(x), and
supp(σxi) ⊂ Cl(O
0
x) ⊂ Ox, i = 1, · · · , k.
It follows from (1.2) that for y ∈ O0x ∩ Z(S),
DS(y)(TyX) + span({σx1(y), · · · , σxk(y)}) = Ex. (1.4)
Since Z(S) is compact it can be covered by finitely many such open subsets
Oxi , i = 1, · · · , n. Setting O(Z(S)) = ∪
n
i=1Oxi we easily get:
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Lemma 1.4 There exist an open neighborhood O(Z(S)) of Z(S) in X and
finitely many smooth sections σ1, σ2, · · · , σm of the bundle E → X such that:
(i) DS(y)(TyX) + span({σ1(y), · · · , σm(y)}) = Ey for any y ∈ Z(S).
(ii) supp(σi) ⊂ O(Z(S)) for i = 1, 2, · · · ,m.
Let t = (t1, · · · , tm) ∈ Rm. Consider smooth sections
Φ : X × Rm → Π∗1E, (y, t) 7→ S(y) +
m∑
i=1
tiσi(y), (1.5)
Φt : X → E, y 7→ S(y) +
m∑
i=1
tiσi(y), (1.6)
where Π1 is the projection to the first factor of X × Rm. Lemma 1.4(ii)
implies that
Z(S)× {0} ⊂ Φ−1(0) ⊂ O(Z(S))× Rm.
Theorem 1.5 There exist an open neighborhood W ⊂ O(Z(S)) of Z(S)
and a small ε > 0 such that:
(A) The zero locus of Φ in Cl(W×Bε(Rm)) is compact. Consequently, for
any given small open neighborhood U of Z(S) there exists a ǫ ∈ (0, ε]
such that Cl(W) ∩ Φ−1t (0) ⊂ U for any t ∈ Bǫ(R
m). In particular,
each set W ∩ Φ−1t (0) is compact for t ∈ Bε(R
m) sufficiently small.
(B) The restriction of Φ to W × Bε(Rm) is (strongly) Fredholm and also
transversal to the zero section. So
Uε := {(y, t) ∈ W ×Bε(R
m) |Φ(y, t) = 0}
is a smooth manifold of dimension m + Ind(S), and for t ∈ Bε(Rm)
the section Φt|W : X → E is transversal to the zero section if and only
if t is a regular value of the (proper) projection
Pε : Uε → Bε(R
m), (y, t) 7→ t,
and Φ−1t (0) ∩W = P
−1
ε (t). (Specially, t = 0 is a regular value of Pε
if S is transversal to the zero section). Then the Sard theorem yields
a residual subset Bε(Rm)res ⊂ Bε(Rm) such that:
(B.1) For each t ∈ Bε(Rm)res the section Φt|W is a Fredholm section
of index Ind(S) and the set (Φt|W)−1(0) ≈ (Φt|W)−1(0) × {t} =
P−1ε (t) is a compact smooth manifold of dimension Ind(S) and all
k-boundaries
∂k(Φt|W)
−1(0) = (∂kX) ∩ (Φt|W)
−1(0)
for k = 1, 2, · · · . Specially, if Z(S) ⊂ Int(X) one can shrink ε > 0
so that (Φt|W)−1(0) is a closed manifold for each t ∈ Bε(Rm)res.
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(B.2) If the Banach Fredholm bundle (X,E, S) is oriented, i.e., the
determinant bundle det(DS)→ Z(S) is given a nowhere vanishing
continuous section over Z(S), then it determines an orientation
on Uε. In particular, it induces a natural orientation on every
(Φt|W)−1(0) for t ∈ Bε(Rm)res.
(B.3) For any l ∈ N and two different t(1), t(2) ∈ Bε(Rm)res the
smooth manifolds (Φt(1) |W)
−1(0) and (Φt(2) |W)
−1(0) are cobor-
dant in the sense that for a generic Cl-path γ : [0, 1] → Bε(Rm)
with γ(0) = t(1) and γ(1) = t(2) the set
Φ−1(γ) := ∪t∈[0,1]{t} × (Φγ(t)|W)
−1(0)
is a compact smooth manifold with boundary
{0} × (Φt(1) |W)
−1(0) ∪ (−{1} × (Φt(2) |W)
−1(0)).
In particular, if Z(S) ⊂ Int(X) and ε > 0 is suitably shrunk so
that (Φt|W)−1(0) ⊂ Int(X) for any t ∈ Bε(Rm) then Φ−1(γ) has
no corners.
(B.4) The cobordism class of the manifold (Φt|W)−1(0) above is in-
dependent of all related choices.
When a smooth map f :M → N is transversal to a submanifold S ⊂ N ,
the inverse image f−1(S) is either a manifold or an empty set. In this paper
we always follow the usual convention: not mentioning the second case.
Proof of Theorem 1.5. The direct computation shows that the vertical
differential
DΦ(y, 0) : T(y,0)(X × R
m)→ (Π∗1E)(y,0) = Ey (1.7)
of Φ at any point (y, 0) ∈ Z(S)× Rm is given by
DΦ(y, 0)(ξ, u) = DS(y)(ξ) +
m∑
k=1
uk · σk(y)
for ξ ∈ TyX and u = (u1, u2, · · · , um) ∈ Rm. By Lemma 1.4(i), the linear
continuous operator DΦ(y, 0) is surjective for each (y, 0) ∈ Z(S) × {0} ⊂
Φ−1(0). Lemma 1.3(ii) also implies that DΦ(y, 0) is a Fredholm operator of
index Ind(S)+m. From the compactness of the subset Z(S)×{0} ⊂ X×Rm
and Lemma 1.1 it follows that in some open neighborhood of Z(S) × {0}
the section Φ is (strongly) Fredholm and also transversal to the zero section.
Using the properness of the Fredholm map again we may derive that there
exist an open neighborhood W ⊂ O(Z(S)) of Z(S) and a small ε > 0 such
that:
• The restriction of Φ to W × Bε(Rm) is a (strongly) Fredholm section
of index Ind(S) +m and is also transversal to the zero section.
• The zero locus of Φ in Cl(W ×Bε(Rm)) is compact.
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Step 1. Let us prove that the first claim in Theorem 1.5(A) implies oth-
ers. Suppose that there exist a small neighborhood U of Z(S) in W and a
sequence of zero points {(yi, t(i))} of Φ in W × Bε(Rm) such that t(i) → 0
as i → ∞ and yi /∈ U for i = 1, 2, · · · . Since Φ
−1(0) ∩ Cl(W × Bε(Rm))
is compact there exists a subsequence of {yi}, still denoted by {yi}, con-
verging to some y0 ∈ Cl(W). So Φ(y0, 0) = 0 or S(y0) = 0. That is,
y0 ∈ Z(S). This implies that yi ∈ U for very large i, which leads to a
contradiction. Next we prove the second claim. Take a neighborhood V of
Z(S) in W such that Cl(V) ⊂ W . By the first claim, after shrinking ε > 0
we get that Cl(W) ∩ Φ−1t (0) ⊂ V for any t ∈ Bε(R
m). For any sequence
{yk} ⊂ W∩Φ
−1
t (0), as above we can derive from the first claim that {yk} has
a subsequence {yki} converging to y0 ∈ Cl(V) ⊂ W . Specially, Φ(y0, t) = 0.
Therefore y0 ∈ W ∩Φ
−1
t (0). The desired conclusion is proved.
We only need to prove (B.2), (B.3) and (B.4) since other claims in The-
orem 1.5(B) are clear. (In fact, the claim above Step 1 implies that Uε
is a smooth manifold of dimension m + Ind(S). So the projection Pε has
Fredholm index Ind(S). Then the first claim in (B.1) follows from the fact
that the kernel Ker(DΦt(x)) = Ker(DPε(x)) has dimension Ind(S) and
dimCoker(DΦt(x)) = dimCoker(DPε(x)) = 0 for any x ∈ Φ
−1
t (0) ∩ W .)
The following proofs are in three steps.
Step 2. In order to prove (B.2) let us consider the homotopy sections
Ψt :W ×Bε(R
m)→ Π∗1E, (y, t) 7→ S(y) + t
m∑
i=1
tiσi(y)
for 0 ≤ t ≤ 1. By shrinking ε > 0 we can assume that they are all Fredholm
and thus have the same index as Φ. By the construction of Uε above,
T(y,t)Uε = Ker(DΦ)(y, t) and Coker(DΦ)(y, t)) = {0}.
So an orientation of Uε is equivalent to giving a continuous nowhere zero
section of det(DΦ). Note that Z(S)×{0} ⊂ (Ψt)−1(0) for any t ∈ [0, 1]. We
have
det(DΦ)|Z(S)×{0} = det(DΨ
1)|Z(S)×{0}
= det(DΨ0)|Z(S)×{0}
= (det(DS)⊗ det(Rm))|Z(S)×{0}.
Let o(S) be the given continuous nowhere zero section of det(DS)|Z(S). Then
o(S)⊗ 1 is such an section of (det(DS)⊗ det(Rm))|Z(S)×{0} and thus gives
that of det(DΦ)|Z(S)×{0}.
Since E is local trivial, so is det(DΦ)|Uε . It follows that the nowhere zero
section o(S)⊗ 1 may be extended into a continuous nowhere zero section of
det(DΦ)|Uε . The latter naturally restricts to such a section of det(DΦt) on
(Φt|W)−1(0) for each t ∈ Bε(Rm)res.
Step 3. Now let us to prove (B.3). Let P l(t(1), t(2)) denote the space of
all Cl-smooth paths γ : [0, 1] → Bε(Rm) with γ(0) = t(1) and γ(1) = t(2).
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Consider the section
F :W × [0, 1]× P l(t(1), t(2))→ Π∗1E,
(x, τ, γ) 7→ S(x) +
m∑
i=1
γi(τ)σi(x),
where Π1 : W × [0, 1] × P
l(t(1), t(2)) → W is the projection and γ =
(γ1, · · · , γm) ∈ P l(t(1), t(2)). The (vertical) differential of F at any zero
(x, τ, γ) of it is given by
DF(x, τ, γ) : TxX × R× TγP
l(t(1), t(2))→ Ex,
(ξ, e, α)→ DΦ(x, γ(τ))(ξ, α(τ) + eγ˙(τ)).
For τ = 0 and τ = 1 it is surjective as a function of ξ alone since the
sections F(·, 0, γ) = Φ
(1)
t |W and F(·, τ, γ) = Φ
(2)
t |W are transversal to the
zero section. For τ ∈ [0, 1] \ {0, 1} we can choose α(τ) arbitrarily and thus
derive that this operator is also surjective as a function of ξ and α. Hence
F is transversal to the zero section. Let P be the projection from F−1(0)
to the third factor. For (x, τ, γ) ∈ F−1(0) we have
T(x,τ,γ)F
−1(0) = Ker(DF(x, τ, γ))
= {(ξ, e, α) ∈ TxX × R× TγP
l(t(1), t(2)) |
DΦ(x, γ(τ))(ξ, α(τ) + eγ˙(τ)) = 0}.
So (ξ, e, α) ∈ Ker(DP (x, τ, γ)) if and only if α = 0 and
DΦ(x, γ(τ))(ξ, eγ˙(τ)) = 0.
Note that 0 = F(x, τ, γ) = Φ(x, γ(τ)). This means that (ξ, eγ˙(τ)) ∈
T(x,γ(τ))Uε. It follows that dimKer(DP (x, τ, γ)) = Ind(S) + 1. Hence P
is a Fredholm operator of index Ind(S) + 1. One also easily prove that
γ ∈ P l(t(1), t(2)) is a regular value of P if and only if the section
Fγ :W × [0, 1]→ Π
∗
1E, (x, τ) 7→ S(x) +
m∑
i=1
γi(τ)σi(x),
is transversal to the zero section. (This also implies Fγ to be a Fredholm
section of index Ind(S) + 1.) Hence the Sard-Smale theorem yields a resid-
ual subset P lreg(t
(1), t(2)) ⊂ P l(t(1), t(2)) such that each γ ∈ P lreg(t
(1), t(2))
gives a compact cobordsim P−1(γ) = F−1γ (0) between (Φt(1) |W)
−1(0) and
(Φt(2) |W)
−1(0). The second claim easily follows from the second one in (B.1).
(B.3) is proved.
Step 4. Finally we prove (B.4). As above assume that ε′ > 0, an open
neighborhood W ′ of Z(S) and another group of sections of E, σ′1, · · · , σ
′
m′
such that the section
Ψ :W ′ ×Bε′(R
m′)→ Π∗1E, (y, t
′) 7→ S(y) +
m′∑
i=1
t′iσ
′
i(y), (1.8)
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is Fredholm and transversal to the zero section and that the set Ψ−1t′ (0) is
compact for each t′ ∈ Bε′(Rm
′
). Here the section Ψt′ :W ′ → E is given by
Ψt′(y) = Ψ(y, t
′). Let Bε′(Rm
′
)res ⊂ Bε′(Rm
′
) be the corresponding resid-
ual subset such that for each t′ ∈ Bε′(Rm
′
)res the section Ψt′ is transversal
to the zero section and that any two t′, s′ ∈ Bε′(Rm
′
)res yield cobordant
manifolds (Ψt′)
−1(0) and (Ψs′)
−1(0).
For 0 < η < min{ε, ε′} let us consider the section
Θ :W ∩W ′ ×Bη(R
m)×Bη(R
m′)× [0, 1]→ Π∗1E, (1.9)
(y, t, t′, τ) 7→ S(y) + (1− τ)
m∑
i=1
tiσi(y) + τ
m′∑
j=1
t′jσ
∗
j (y).
Then Z(S)× {0} × {0} × [0, 1] ⊂ Θ−1(0) and the vertical differential
DΘ(y, 0, 0, τ) : TyX × R
m × Rm
′
× R→ Ey
is Fredholm and surjective for any (y, 0, 0, τ) ∈ Z(S) × {0} × {0} × [0, 1].
The standard arguments lead to:
Claim 1.6 There exist an open neighborhood W∗ ⊂ W ∩W ′ of Z(S) and a
small η > 0 such that:
(ii) The set Θ−1(0) ∩Cl(W∗ ×Bη(Rm)×Bη(Rm
′
)× [0, 1]) is compact. So
for any given small open neighborhood V of Z(S) there exists a small
ǫ ∈ (0, η] such that for any point (y, t, t′, τ) in Θ−1(0) ∩ Cl(W∗ ×
Bǫ(Rm)×Bǫ(Rm
′
)× [0, 1]) one has y ∈ V.
(ii) The restriction of Θ to W∗ × Bη(Rm) × Bη(Rm
′
) × [0, 1] is transver-
sal to the zero section. So there exists a residual subset (Bη(Rm) ×
Bη(Rm
′
))res ⊂ Bη(Rm)×Bη(Rm
′
) such that for any (t, t′) ∈ (Bη(Rm)×
Bη(Rm
′
))res the section
Θ(t,t′) :W
∗ × [0, 1]→ Π∗1(E|W∗), (y, τ) 7→ Θ(y, t, t
′, τ)
is Fredholm and transversal to the zero section, and thus Θ−1(t,t′)(0) is a
compact manifold of dimension r+1 and with boundary (and corners).
To finish the final proof we also need the following lemma.
Lemma 1.7 [LeO] Let X and Y be metric spaces which satisfy the second
axiom of countability. Suppose that S is a countable intersection of open
dense subsets in the product space X×Y . Consider the space XS consisting
of those x ∈ X such that S ∩ {x} × Y is a countable intersection of open
dense subsets in {x}×Y . Then XS is a countable intersection of open dense
subsets in X.
Take an open neighborhood V of Z(S) in X so that Cl(V) ⊂ W∗. By
Claim 1.6 and Lemma 1.7 we may take
(t, t′) ∈
(
(Bη(R
m)×Bη(R
m′))res
)
∩
(
Bε(R
m)res ×Bε′(R
m′)res
)
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so small that y ∈ V for any (y, τ) ∈ Θ−1(t,t′)(0). Note that Θ(·, t, t
′, 0) =
Φt|W and Θ(·, t, t′, 1) = Ψ(·, t′). The manifold Θ
−1
(t,t′)(0) forms a cobordsim
between (Φt|W)−1(0) ≈ (Φt|W)−1(0) × {0} and Ψ
−1
t′ (0) ≈ Ψ
−1
t′ (0) × {1},
i.e. ∂Θ−1(t,t′)(0) = (Φt|W )
−1(0) × {0} ∪ (−Ψ−1t′ (0) × {1}). If (X,E, S) is
oriented then it is also oriented cobordsim. From this and (B.2) it follows
that for any t ∈ Bregε (R
m) and t′ ∈ Bregε′ (R
m′) the corresponding manifolds
(Φt|W)−1(0) and Ψ
−1
t′ (0) are cobordism. In summary we have shown that
the cobordant class of the manifold (Φt|W)−1(0) is independent of all related
choices. Theorem 1.5 is proved. ✷
Each (Φt|W)−1(0) is called the Euler chain of (X,E, S). If it has no
boundary (Φt|W)−1(0) is a cycle, called the Euler cycle of (X,E, S). In
this case the homology class [(Φt|W)
−1(0)] in Hr(X,Z2) (resp. Hr(X,Z) if
(X,E, S) is oriented) is only dependent on (X,E, S), called the Euler class
of it and denoted by e(E, S).
Some authors, ex. [R1], [R2] and [CMSa], like to view e(E, S) as a
homomorphism µ(E,S) from H
∗(X,R) to R by
µ(E,S)(α) = 〈α, e(E, S)〉 for α ∈ H
r(X,R),
and µ(E,S)(α) = 0 for other α. Let Pε : Uε → Bε(R
m) be as in Theo-
rem 1.5(B). Take a Thom form τ on Rm with support in Bε(Rm). Then
µ(E,S)(α) =
∫
Uε
(R∗εα) ∧ (P
∗
ε τ),
where Rε is the composition of the projection Uε → W and the inclusion
W →֒ X , and we have used the same notation R∗εα to denote its closed form
representative. This sometimes is convenient.
Remark 1.8 By the arguments in lemma 1.4 we may require that at least
one of σ1(z), σ2(z), · · · , σm(z) be nonzero at each point z ∈ Z(S) even if
DS(y)(TyX) = Ey for some y ∈ Z(S). In this case the linear map
Lx : R
m → Span({σ1(x), · · · , σm(x)}), t 7→
m∑
i=1
tiσi(x).
is nonzero for any x ∈ Z(S). So the subspace Ker(Lx) ⊂ Rm has at least
codimension one. Denote by Sm the unit sphere in Rm. Take a small open
neighborhood U(Sm ∩ Ker(Lx)) of Sm ∩ Ker(Lx)) in Sm. Then Lx(t) 6= 0
for any t ∈ Sm \ U(Sm ∩ Ker(Lx)). Note that Sm \ U(Sm ∩ Ker(Lx)) is a
compact subset in Sm. By a contradiction arguments one easily shows that
there exists a small open neighborhood Ox of x in X such that Lz(t) =∑m
i=1 tiσi(z) 6= 0 for any z ∈ Ox. Let ∠U(S
m ∩Ker(Lx)) be the open cone
spanned by U(Sm ∩ Ker(Lx)). Then Bε(Rm)res \ ∠U(Sm ∩ Ker(Lx)) is a
residual subset in Bε(Rm) \∠U(Sm ∩Ker(Lx)) and for any t ∈ Bε(Rm)res \
∠U(Sm ∩Ker(Lx)) the manifold (Φt|W)−1(0) satisfies
(Φt|W)
−1(0) ∩ (Ox ∩ Z(S)) = ∅.
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So for a given finite subset F ⊂ Z(S) one can choose (Φt|W)−1(0) so that
(Φt|W)−1(0) ∩ F = ∅.
Question. Is there t ∈ Bε(Rm)res such that (Φt|W)−1(0) ∩ Z(S) = ∅ or
(Φt|W)
−1(0) ∩ Z(S) is nowhere dense in (Φt|W)
−1(0)? (Some attempts:
Using the compactness of Z(S) we can find finitely many subspaces of
codimension at least one in Rm, saying H1, · · · , Hr, and a very thin open
neighborhood U(∪ri=1S
m ∩ Hi) of ∪ri=1S
m ∩ Hi in Sm such that in some
open neighborhood of Z(S),
∑m
i=1 tiσi(y) 6= 0 for each t ∈ R
m \ {0} with
t/|t| ∈ U(∪ri=1S
m∩Hi). Since we have assumed X to be a separable Banach
manifold it possess a countable base. It follows that the compact subspace
Z(S) has a countable base and thus is also separable.)
Remark 1.9 Carefully checking the above construction one easily sees that
for any compact subset Λ ⊂ Z(S) (even if Z(S) is not compact) we can find
open neighborhoods W(Λ) ⊂ O(Λ) of Λ, smooth sections σi with supports
in O(Λ), i = 1, · · · , l, and ǫ > 0 such that:
(a) The section
ΦΛ :W(Λ)×Bǫ(R
l)→ Π∗1E, (y, t) 7→ S(y) +
l∑
i=1
tiσi(y)
is Fredholm and transversal to the zero section.
(b) The zero locus (ΦΛ)−1(0) has compact closure in Cl(W(Λ) × Bε(Rl))
and thus (ΦΛ)−1(0) ∩ (Λ × {0}) is compact.
Then there exists a residual subset Bǫ(Rl)res ⊂ Bǫ(Rl) such that for each
t ∈ Bǫ(Rl)res the section
ΦΛt :W(Λ)→ E, y 7→ Φ
Λ(y, t)
is transversal to the zero section and each intersection (ΦΛt )
−1(0)∩Λ is com-
pact. As before any two different t, t′ ∈ Bǫ(Rl)res give smooth cobordant
manifolds (ΦΛt )
−1(0) and (ΦΛt′)
−1(0) in the sense that there exist generic
paths γ : [0, 1]→ Bǫ(Rl) with γ(0) = t and γ(1) = t′ such that
(ΦΛ)−1(γ) := ∪t∈[0,1]{t} × (Φ
Λ
γ(t))
−1(0)
is a smooth manifold with boundary {0}× (ΦΛt )
−1(0)∪ (−{1}× (ΦΛt′)
−1(0))
which is relative compact in [0, 1] × Cl(W(Λ)). Note also that each inter-
section Λ∩ (ΦΛt )
−1(0) is compact since Λ is compact. Later each (ΦΛt )
−1(0)
is also called a local Euler chain of (X,E, S) near Λ. Moreover, for any
given open neighborhood U(Λ) of Λ in X we can shrink ǫ > 0 so that each
(ΦΛt )
−1(0) is contained in U(Λ) for any t ∈ Bǫ(Rl).
Remark 1.10 If Z(S) is not compact we can extend Theorem 1.5 to the
case that Z(S) is σ-compact, i.e., it is the union of countable compact sets.
In this case we can similarly define the Euler class of the triple (X,E, S)
sitting in the homology of the second kind HIIr (X,Z2) (resp. H
II
r (X,Z) if
the real (determinant) line bundle det(Ind(DS)) is trivial over Z(S)).
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1.2 Localization formula
In applications we often meet the following model: Let (X,E, S) be a
Banach Fredholm bundle of index r and with compact zero locus Z(S).
Assume that it has the Euler class e(E, S) as above. Let P be a manifold
of finite dimension, and f : X → P be a smooth map. For α ∈ Hr(P,R) let
α∗ be a differential form representative of it. If (Φt|W)−1(0) is a Euler cycle
of (X,E, S) that is a closed manifold as above then
〈f∗α, e(E, S)〉 = 〈α, f∗e(E, S)〉 =
∫
(Φt|W )−1(0)
f∗α∗. (1.10)
Proposition 1.11 (First localization formula). If α has a representa-
tive form α∗ such that f∗α∗ has support supp(f∗α∗) contained in a compact
subset Λ ⊂ Z(S) then for the family {(ΦΛt )
−1(0) | t ∈ Bǫ(Rl)res} in Re-
mark 1.9 there exists a residual subset Bǫ(Rl)⋆res ⊂ Bǫ(R
l)res such that
〈e(E, S), f∗α〉 =
∫
(ΦΛ
t
)−1(0)
f∗α∗
for t ∈ Bǫ(Rl)⋆res.
Proof. We always assume that Z(S) is compact in the following proof.
Assume that the family {(ΦΛt )
−1(0) | t ∈ Bǫ(Rl)res} is as in Remark 1.9.
Fix a small open neighborhood W(Λ)0 of Λ in W(Λ) so that
W(Λ)0 ⊂⊂ W(Λ).
Hereafter we write A ⊂⊂ B to mean that A has closure contained in
B without special statements. Note that Z(S) \ W(Λ) is compact. We
furthermore take finitely many points xi ∈ Z(S) \ W(Λ) and their open
neighborhoods Oi in X , i = k + 1, · · · , n, and smooth sections σj of E with
supports in O(Λ)2 := ∪ni=k+1Oi, j = l + 1, · · · ,m, satisfying
Z(S) \W(Λ) ⊂ O(Λ)2 and O(Λ)2 ∩W(Λ)0 = ∅.
As before one can find an open neighborhood W ⊂ W(Λ) ∪ O(Λ)2 and
ε ∈ (0, ǫ] such that:
(I) The section
Φ :W ×Bε(R
m)→ Π∗1E, (y, s) 7→ S(y) +
m∑
i=1
siσi(y)
is Fredholm and transversal to the zero section.
(II) The zero set Φ−1(0) has compact closure in Cl(W ×Bε(Rm)).
Then one has a residual subset Bε(Rm)res ⊂ Bε(Rm) such that the section
Φs :W → Π
∗
1E, y 7→ S(y) +
m∑
i=1
siσi(y)
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is transversal to the zero section for each s ∈ Bε(Rm)res.
Let Πml denote the projection from R
m onto the former l coordinates.
By Lemma 1.7, Πml (Bε(R
m)res) is still a residual subset in Bε(Rl). So is the
intersection
Bε(R
l)⋆res := Bǫ(R
l)res ∩ Π
m
l (Bε(R
m)res).
Note that for any s′ = (s1, · · · , sl) ∈ Bǫ(Rl)⋆res we can always choose
sl+1, · · · , sm in R such that s = (s1, · · · , sm) ∈ Bε(Rm)res. For such s
it is easily checked that Φ−1s (0) ∩ W(Λ)0 agrees with (Φ
Λ
s′)
−1(0) ∩ W(Λ)0
because the sections σi, i = l + 1, · · · ,m have supports outside W(Λ)0. It
follows from supp(f∗α∗) ⊂ Λ that∫
(ΦΛ
s′
)−1(0)
f∗α∗ =
∫
(ΦΛ
s′
)−1(0)∩W(Λ)0
f∗α∗
=
∫
(Φs)−1(0)∩W(Λ)0
f∗α∗
=
∫
(Φs)−1(0)
f∗α∗
= 〈e(E, S), f∗α〉.
The desired result is proved. ✷
If Λ is a connected component of Z(S), it is also compact and we can
require that the above small neighborhoodW(Λ) of Λ is disjoint with Z(S)\
Λ. In this situation {(ΦΛt )
−1(0) | t ∈ Bǫ(Rl)res} is a family of cobordant
cycles and thus determines a homology class in Hr(X), denoted by e(E, S)Λ.
Let Λi, i = 1, · · · , p, be all connected components of Λ. Then
e(E, S) =
p∑
i=1
e(E, S)Λi .
The second localization formula is as follows:
Proposition 1.12 (Second localization formula). Let (X,E, S) be an
oriented Banach Fredholm bundle of index r and with compact zero locus
Z(S). Suppose that a closed subset Y ⊂ X is a Banach submanifold of finite
positive codimension. Then (Y,E|Y , S|Y ) is still a Banach Fredholm bundle
with a natural induced orientation and there exist the Euler chains M of
(X,E, S) and N of (Y,E|Y , S|Y ) such that M ∩ Y = N . Moreover, M and
N can be chosen as closed manifolds if both e(E, S) and e(E|Y , S|Y ) exist. In
particular, if P is an oriented smooth manifold of finite dimension, Q ⊂ P is
an oriented closed submanifold and a smooth map f : X → P is transversal
to Q, then for Y := f−1(Q) ⊂ X ( a Banach submanifold satisfying the
above requirements!), when both e(E, S) and e(E|Y , S|Y ) exist, it holds that
IQ∗(a) ·P f∗(e(E, S)) = a ·Q f∗(e(E|Y , S|Y ))
for any class a ∈ H∗(Q,R) of codimension r. (This should imply that
f∗(e(E|Y , S|Y ) = f∗(e(E, S)) ∩ PD(Q).) Here IQ : Q → P is the inclu-
sion map, ·P (resp. ·Q) is the intersection product in P (resp. Q).
17
Proof. By Proposition C.1, the restriction of a bounded linear Fredholm
operator to a closed subspace of finite codimension is also Fredholm. So from
the fact that Y has finite codimension inX it easily follows that (Y,E|Y , S|Y )
is also a Banach Fredholm bundle. As before we can take an open neighbor-
hoodW of Z(S) in X , ε > 0 and smooth sections σi : X → E, i = 1, · · · ,m,
such that for each t ∈ Bε(Rm)res both sections
Φt|W :W → E, y 7→ S(y) +
m∑
i=1
tiσi(y),
ΦYt :W ∩ Y → E|Y , y 7→ S|Y (y) +
m∑
i=1
tiσi|Y (y),
are transversal to the zero section. Note thatW∩Y is an open neighborhood
of Z(S|Y ) = Z(S) ∩ Y in Y . Then (Φt|W)−1(0) ∩ Y = (ΦYt )
−1(0) and thus
M = (Φt|W)−1(0) and N = (ΦYt )
−1(0) are the desired Euler chains.
In particular, suppose that Y = f−1(Q) is as above. Let a∗Q be a differ-
ential form representative of the Poincare´ dual a ∈ H∗(Q,R) and RQ be a
retraction from a tubular neighborhood of Q in P onto Q. If Q∗ is a repre-
sentative form of the Poincare´ dual of Q in P whose support is contained in
the above tubular neighborhood, then a∗ := R∗Q(a
∗
Q)∧Q
∗ is a representative
form of the Poincare´ dual of a ∈ H∗(Q,R) ⊂ H∗(P,R) in P . So
a ·Q f∗(e(E|Y , S|Y )) =
∫
f(N)
a∗Q
=
∫
f(M)∩Q
a∗Q
=
∫
RQ(f(M)∩Q)
a∗Q
=
∫
f(M)∩Q
R∗Q(a
∗
Q)
=
∫
f(M)
R∗Q(a
∗
Q) ∧Q
∗
=
∫
f(M)
a∗ = a ·P f∗(e(E, S)).
Here the fifth equality is obtained by jiggling f |M so that it is transversal
to Q. The desired result is proved. ✷
1.3 Properties
Our first property is a stability result, which comes from Proposition 14 in
[Bru]. But we here requires slightly strong assumptions because our proof
actually give the relations of the corresponding Euler cycles.
Proposition 1.13 (Stablity) Let (X,E, S) be a Banach Fredholm bundle
of index r and with the Euler class e(E, S). Assume that there exists a
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smooth direct sum decomposition of Banach bundles E = E′ ⊕ E′′ over a
neighborhood W of Z(S). Let PE′ and PE′′ be the fibrewise projections onto
E′ and E′′ respectively. For the natural sections
S′ = PE′ ◦ S :W → E
′|W and S
′′ = PE′′ ◦ S :W → E
′′|W
(Z(S) = Z(S′) ∩ Z(S′′) and Z(S) = Z(S′|Z(S′′)) are clear), suppose that
DS′′|Z(S) is surjective, i.e. for any x ∈ Z(S) the vertical differential DS
′′(x) :
TxX → E′′x is onto. Then
(a) for some small open neighborhood U of Z(S) in X the intersection
Z(S′′)⋆ := Z(S′′) ∩ U is a smooth manifold;
(b) D(S′|Z(S′′)) : (TZ(S
′′))|Z(S) → E
′|Z(S) is a Fredholm bundle map of
index Ind(D(S′|Z(S′′)) = Ind(DS) and there exists a closed manifold
representative N of e(E′|Z(S′′)⋆ , S
′|Z(S′′)⋆) and that M of e(E, S) such
that M = N . In particular it implies
e(E, S) = (iZ(S′′)⋆)∗e(E
′|Z(S′′)⋆ , S
′|Z(S′′)⋆),
where (iZ(S′′)⋆)∗ is the homomorphism between the homology groups
induced by the inclusion iZ(S′′)⋆ : Z(S
′′)⋆ →֒ X.
Proof. The conclusion (a) is obvious. For x ∈ Z(S) = Z(S′) ∩ Z(S′′),
it is easily checked that the linear Fredholm operator DS(x) : TxX → Ex
may be decomposed into DS(x) = DS′(x) ⊕ DS′′(x) : TxX → E′x ⊕ E
′′.
So the induced operator D̂S(x) : TxX → Ex/E′x ( as the composition of
DS(x) and the quotient map Ex → Ex/E′x ) may be identified with DS
′′(x)
since we identify E′′x ≡ Ex/E
′
x. Then we can identify Ker(D̂S(x)) with
Ker(DS′′(x)) = (DS(x))−1(E′x) and the map
D˜S(x) : Ker(D̂S(x))→ E′x, v 7→ DS(x)(v),
with one
D(S′|Z(S′′))(x) : TxZ(S
′′)→ E′x
because the surjectivity of DS′′(x) implies that TxZ(S
′′) = Ker(DS′′(x)).
By Proposition C.3 in Appendix C we get that D(S′|Z(S′′))(x) is a Fredholm
operator with index Ind(D(S′|Z(S′′))(x)) = Ind(DS(x)).
Next we prove the second claim in (b). Since Z(S) is compact we may
take finitely many points x1, · · · , xm in Z(S) and their open neighborhoods
Oj in X which can be required in U , j = 1, · · · ,m such that Z(S) ⊂
O(Z(S)) := ∪mj=1Oj and that there exist trivializations ψj : Oj×Exj → E|Oj
so that for any y ∈ Oj the maps ψjy = ψj(y, ·) : Ey → Exj preserve the
splitting Ey = E
′
y ⊕ E
′′
y → Exj = E
′
xj ⊕ E
′′
xj , i.e., ψjy(E
′
y) = E
′
xj and
ψjy(E
′′
y ) = E
′′
xj . Let S
′
j : Oj → E
′
xj (resp. S
′′
j : Oj → E
′′
xj ) be trivializa-
tion representatives of S′|Oj (resp. S
′′|Oj ), i.e., ψj(y, S
′
j(y)) = S
′(y) (resp.
ψj(y, S
′′
j (y)) = S
′′(y), j = 1, · · · ,m. Then Sj := S
′
j + S
′′
j are trivializa-
tion representatives of S|Oj , i.e., ψj(y, Sj(y)) = S(y), j = 1, · · · ,m. Note
19
that DS′′|Z(S) is surjective. As before we may choose finitely many sections
σ′1, · · · , σ
′
k of E
′ such that their trivialization representatives under ψj ,
σ′ij , i = 1, · · · , k, j = 1, · · · ,m,
satisfy:
dS′j(y)(TyZ(S
′′)) + span({σ′1j(y), · · · , σ
′
kj(y)} = E
′
xj
∀y ∈ Z(S′′) ∩Oj , j = 1, · · · ,m,
}
(1.11)
dSj(y)(TyX) + span({σ′1j(y), · · · , σ
′
kj(y)} = Exj
∀y ∈ Oj , j = 1, · · · ,m.
}
(1.12)
For t ∈ Rk consider the sections
Φ′t : O(Z(S))→ E
′|O(Z(S)), x 7→ S
′(x) +
k∑
i=1
tiσ
′
i(x),
Φt : O(Z(S))→ E|O(Z(S)), x 7→ S(x) +
k∑
i=1
tiσ
′
i(x).
As before it follows from (1.11) and (1.12) that exist a small open neighbor-
hood W ⊂ O(Z(S)) of Z(S) in X and ε > 0 such that for the open neigh-
borhood N := O(Z(S))∩W of Z(S) in Z(S′′)⋆ and each t ∈ Bε(Rk)res the
sections
Φt|W :W → E|W and Φ
′
t|N : N → E
′|N
are all transversal to the zero section. Let Rt = Φ
′
t|N . Note that
PE′ ◦ Φt = Φ
′
t, PE′′ ◦ Φt = S
′′ and PE′ ◦ Φt + PE′′ ◦ Φt = Φt. (1.13)
We claim that for t ∈ Bε(Rk)res small enough,
(Φt|W)
−1(0) = R−1t (0). (1.14)
Then the desired result follows from it.
To prove (1.14) note that PE′ ◦ Φt(y) = S′(y) +
∑m
i=1 tiσ
′
i(y) = Rt(y)
for y ∈ Z(S′′) ∩W . So PE′ ◦ Φt(y) = 0 for any y ∈ R
−1
t (0). It follows from
(1.13) that for any y ∈ R−1t (0) ⊂ Z(S
′′) ∩W , Φt(y) = 0 and thus
R−1t (0) ⊂ (Φt|W)
−1(0).
On the other hand, (1.13) implies that
(Φt|W )
−1(0) ⊂ (PE′ ◦ Φt|W)
−1(0) ∩ (PE′′ ◦ S)
−1(0)
= (PE′ ◦ Φt|W)
−1(0) ∩ Z(S′′).
By the definition of Rt we get (Φt|W)−1(0) ⊂ R
−1
t (0) and thus (1.14). The
desired result is proved. ✷
In the proof above it is important for us to assume that there exists a
smooth direct sum decomposition of Banach bundles E = E′ ⊕ E′′ over a
neighborhood W of Z(S). As a consequence we get the following special
case of Proposition 2.8 in [R1].
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Corollary 1.14 Let (X,E, S) be as in Proposition 1.13. Assume:
(i) dimCokerDS(y) = k on Z(S), Z(S) is a closed smooth manifold of
dimension r + k and thus CokerDS forms an obstruction bundle E
over Z(S).
(ii) There exist an open neighborhood W of Z(S) and a decomposition of
the direct sum of Banach bundles
E|W = F ⊕ F
c
such that F c|Z(S) is isomorphic to E and that the Banach subbundle
F of corank k restricts to Im(DS) on Z(S), i.e., Fy = Im(DS(y)) for
any y ∈ Z(S).
Then there exist closed manifold representatives M of e(E, S) and N of e(E)
such that M = N ∩ Z(S), and in particular e(E, S) = e(E) ∩ [Z(S)].
Proof. Note first that e(F c|Z(S)) = e(E) because F
c|Z(S) is isomorphic to
E . Let PF : E|W → F and PF c : E|W → F c be clear bundle projections.
By the assumption above, the section PF ◦ S :W → F is transversal to the
zero section at each point y ∈ Z(S). The desired conclusions follow from
Proposition 1.13. ✷
Proposition 1.15 (Product) For i = 1, 2 let (Xi, Ei, Si) be Banach Fred-
holm bundles of index ri and with compact zero locus Z(Si). Then the
natural product (X1 × X2, E1 × E2, S1 × S2) is such a bundle of index
r = r1+ r2 and with zero locus Z(S1×S2) = Z(S1)×Z(S2) and for i = 1, 2
there exist compact submanifolds Mi of Xi, which are the Euler chains of
(Xi, Ei, Si), such that the product manifold M =M1 ×M2 is a Euler chain
of (X1 × X2, E1 × E2, S1 × S2). If both e(E1, S1) and e(E2, S2) exist then
e(E1 ×E2, S1 × S2) also exist and the compact manifolds Mi can be chosen
to be without boundary.
Proof. Let S := S1 × S2. Then S((x1, x2)) = (S1(x1), S2(x2)) for x =
(x1, x2) ∈ X1×X2. One easily checks that S is also a Fredholm section and
Ind(S) = Ind(S1) + Ind(S2).
Let open neighborhoods W ⊂ O(Z(S)) of Z(S) in X1 ×X2, ε > 0 and
the sections σj = σ
(1)
j ×σ
(2)
j : X1×X2 → E1×E2 with supports in O(Z(S)),
j = 1, · · · ,m, be such that Theorem 1.5 holds for them. Let
Φ(i) : Xi ×Bε(R
m)→ Π∗1Ei, xi 7→ Si(xi) +
m∑
j=1
tjσ
(i)
j (xi).
Then Φ = Φ
(1)
1 ×Φ
(2)
2 and Z(Φ) = Z(Φ
(1))×Z(Φ(2)). For i = 1, 2 let us take
open neighborhoods Wi of Z(Si) in Xi so that W1 ×W2 ⊂ W . Note that
for x = (x1, x2) ∈ Z(Φ) the vertical differential DΦ(x) : Tx(X1 × X2) →
E1x1 × E2x2 is onto if and only if both DΦ
(1)(x1) : Tx1X1 → E1x1 and
DΦ(2)(x2) : Tx2X2 → E2x2 are onto. By Theorem 1.5(A), by shrinking
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ε > 0 we can assume that (Φt|W)−1(0) ⊂ W1 × W2 for any t ∈ Bε(Rm).
So for each t ∈ Bε(Rm)res the sections Φt|W and Φ
(i)
t |Wi , i = 1, 2, are all
transversal to the zero section. In particular we get
(Φt|W)
−1(0) = (Φ
(1)
t |W1)
−1(0)× (Φ
(2)
t |W2)
−1(0).
This completes the proof of Proposition 1.15. ✷
Two Banach Fredholm bundles (X,E(i), S(i)), i = 0, 1, of index r and
with compact zero locus are called homotopy if there exists a Banach Fred-
holm bundle (X × [0, 1], E, S) of index r + 1 and with compact zero locus
such that E(i) = E|{i}×X and S
(i) = S|{i}×X for i = 0, 1. The homotopy
is called an oriented homotopy if (X × [0, 1], E, S) and (X,E(i), S(i)),
i = 0, 1, are also oriented and the orientation of (X × [0, 1], E, S) induces
those of (X,E(i), S(i)), i = 0, 1.
Proposition 1.16 (Homotopy) If two (oriented) Banach Fredholm bun-
dles (X,E(i), S(i)), i = 0, 1, of index r and with compact zero locus are
(oriented) homotopic, then they have the same Euler class.
Proof. By the arguments before Theorem 1.5 we may choose points
(x0i, 0) ∈ Z(S), i = 1, · · · ,m0,
(x1i, 1) ∈ Z(S), i = 1, · · · ,m1,
(yj , tj) ∈ Z(S) ∩ (X × (0, 1)), j = 1, · · · ,m2
and their open neighborhoods in X × [0, 1], O0i, i = 1, · · · ,m0, O1i, i =
1, · · · ,m1 and Oj , j = 1, · · · ,m2, and smooth sections s0i, i = 1, · · · , n0,
s1i, i = 1, · · · , n1, sj , j = 1, · · · , n2 such that:
(i) Z(S) ⊂ (∪m0i=1O0i) ∪ (∪
m1
k=1O1k) ∪ (∪
m2
j=1Oj),
(ii) Z(S(0)) ⊂ ∪m0i=1O0i ∩ (X × {0}),
(ii) Z(S(1)) ⊂ ∪m1i=1O1i ∩ (X × {1}),
(iii) each Oj is contained in X × (0, 1), j = 1, · · · ,m2,
(iv) the support of each s0i (resp. s1i, sj) is contained in some O0k (resp.
O1l, Os),
(v) span{s01(p), · · · , s0n0(p), s11(p), · · · , s1n1(p), s1(p), · · · , sn2(p)}
+ Im(DS(p)) = Ep for any p ∈ Z(S),
(vi) span{s01(x), · · · , s0n0(x)}+ Im(DS
(0)(x)) = E
(0)
x for any x ∈ Z(S(0)),
(vii) span{s11(x), · · · , s1n1(x)}+Im(DS
(1)(x)) = E
(1)
x for any x ∈ Z(S(1)).
It follows that there exists ε > 0, the residual subsets Bε(Rn0)res ⊂ Bε(Rn0),
Bε(Rn1)res ⊂ Bε(Rn1), Bε(Rn)res ⊂ Bε(Rn) with n = n0 + n1 + n2, and a
small open neighborhood W of Z(S) in X × [0, 1] such that for any
t0 = (t01, · · · , t0n0) ∈ Bε(R
n0)res,
t1 = (t11, · · · , t1n1) ∈ Bε(R
n1)res,
r = (r01, · · · , r0n0 , r11, · · · , r1n1 , r1, · · · , rn2) ∈ Bε(R
n)res,
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the sections
Φr :W → E|W , p 7→ S(p) +
n0∑
i=1
r0is0i(p) +
n1∑
k=1
r1ks1k(p) +
n1∑
j=1
rjsj(p),
Φ
(0)
t0
:W0 =W ∩ (X × {0})→ E(0)|W0 , x 7→ S
(0)(x) +
n0∑
i=1
t0is0i(x),
Φ
(1)
t1
:W1 =W ∩ (X × {1})→ E(1)|W1 , x 7→ S
(1)(x) +
n1∑
k=1
t1ks1k(x)
are all transversal to the zero section. By Lemma 1.7 we can take r0 =
(r01, · · · , r0n0) ∈ Bε(R
n0)res, r
1 = (r11, · · · , r1n1) ∈ Bε(R
n1)res such that
r = (r0, r1, r1, · · · , rn2) ∈ Bε(R
n)res some r1, · · · , rn2 ∈ R. Then for this r
it is easily checked that
∂(Φr)
−1(0) = (Φ
(0)
r0
)−1(0) ∪ (−(Φ
(1)
r1
)−1(0)).
This implies the desired result. ✷
Finally we study the functoriality of the Euler classes of Banach Fredholm
bundles. We shall give two kinds of results in two propositions. In some
senses they might be viewed as generalizations of Proposition 1.12.
Let (X,E, S) and (X ′, E′, S′) be two oriented Banach Fredholm bundles
with compact zero loci. A morphism from (X,E, S) to (X ′, E′, S′) is a
pair (f, F ) with following properties:
(i) f is a smooth embedding and F is a smooth injective bundle homomor-
phism covering f , i.e. ∀x ∈ X the restriction Fx : Ex → E′f(x) is a
continuous linear injective map;
(ii) S ◦ f = F ◦ S′ and Z(S′) = f(Z(S));
(iii) For any x ∈ Z(S) the differential df(x) : TxX → Tf(x)X
′ and the
above restriction Fx induce isomorphisms
df(x) : Ker(DS(x))→ Ker(DS′(f(x))) and
[Fx] : Coker(DS(x))→ Coker(DS
′(f(x))),
and the resulting isomorphism from det(DS) to det(DS′) is orientation
preserving.
By the definition (X,E, S) and (X ′, E′, S′) have the same index.
Proposition 1.17 Let (X,E, S) and (X ′, E′, S′) be two oriented Banach
Fredholm bundles with compact zero loci, and (f, F ) be a morphism from
(X,E, S) to (X ′, E′, S′). Then there exist Euler chains N of (X,E, S), and
M of (X ′, E′, S′), which are also compact manifolds of the same dimension,
such that f(N) =M∩f(X). Moreover, if e(E, S) and e(E′, S′) exist then M
and N can also be chosen closed manifolds. In particular, 〈f∗α, e(E, S)〉 =
〈α, e(E′, S′)〉 for any α ∈ H∗(X ′, X ′ \ f(X);R). (Since M and N have the
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same dimension this means that any connected component of M either is
disjoint with f(X) or is contained in f(X). All those components contained
in f(X) form f(N).)
Proof. By the definition of the morphism we may assume: X is a Banach
submanifold of X ′, E is a subbundle of E′|X and S = S′|X . Of course, both
f and F are inclusion maps. By (ii) and (iii) it also holds that Z(S′) =
Z(S), and that for any x ∈ Z(S), DS′(x)|TxX = DS(x), Ker(DS(x)) =
Ker(DS′(x)) and the inclusion Ex →֒ E′x induces an isomorphism
Ex/DS(x)(TxX)→ E
′
x/DS
′(x)(TxX
′),
v +DS(x)(TxX) 7→ v +DS
′(x)(TxX
′).
The final claim implies: if vi ∈ Ex, i = 1, · · · , k such that DS(x)(TxX) +
span{v1, · · · , vk} = Ex then DS′(x)(TxX ′) + span{v1, · · · , vk} = E′x. So we
can choose smooth sections of E′, σ′1, · · · , σ
′
m with supports near Z(S
′) such
that σ1 = σ
′
1|X , · · · , σm = σ
′
m|X are smooth sections of E and that
(I) the sections
Φ : (W ∩X)×Bε(R
m)→ Π∗1E, (y, t) 7→ S(y) +
m∑
i=1
tiσi(y)
Φ′ :W ×Bε(R
m)→ Π∗1E
′, (y, t) 7→ S′(y) +
m∑
i=1
tiσ
′
i(y)
are Fredholm and transversal to the zero section,
(II) the zero sets Φ−1(0) and (Φ′)−1(0) have compact closures in Cl((W ∩
X)×Bε(Rm)) and Cl(W ×Bε(Rm)) respectively.
Here ε > 0 is very small and W is an open neighborhood of Z(S′) in X ′. As
usual there exists a residual subset Bε(Rm)res ⊂ Bε(Rm) such that for each
t ∈ Bε(Rm)res one gets compact Ind(S) = Ind(S′) dimensional manifolds
(Φt)
−1(0) and (Φ′t)
−1(0). Clearly, (Φt)
−1(0) ⊂ (Φ′t)
−1(0). Note that one
of two connected closed manifolds with the same dimension cannot contain
another. When e(E, S) and e(E′, S′) exist, (Φt)
−1(0) must consist of those
connected components of (Φ′t)
−1(0) which are contained in X . The desired
results are proved. ✷
Proposition 1.18 (Pull-back) Let (X,E, S) be a Banach Fredholm bun-
dle of index r and with compact zero locus Z(S). If f : Y → X is a proper
Fredholm map of index d from another Banach manifold Y to X then the
natural pullback (Y, f∗E, f∗S) is also a Banach Fredholm bundle with com-
pact zero locus Z(f∗S). Moreover, its index equals to r + d and there exists
a Euler chain M (resp. N) of (X,E, S) (resp. (Y, f∗E, f∗S)) such that
f−1(M) = N . If both Euler classes e(E, S) and e(f∗E, f∗S) exist then M
and N can be chosen as closed manifolds.
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If d = 0 and X is connected the final claim implies
f∗(e(f
∗E, f∗S)) = deg(f)e(E, S)
and thus 〈f∗α, e(f∗E, f∗S)〉 = deg(f)〈α, e(E, S)〉 for any α ∈ H∗(X,R).
Here deg(f) is understand as follows: If we do not consider the orientation
of (X,E, S) and thus e(E, S) ∈ Hr(X ;Z2) and e(f∗E, f∗S) ∈ Hr(Y ;Z2)
then deg(f) denotes the topological degree of f mod-2; If (X,E, S) is ori-
ented and one considers the oriented Euler classes e(E, S) ∈ Hr(X ;Z) and
e(f∗E, f∗S) ∈ Hr(Y ;Z) then the notion of some kind “orientation” of f
shall be needed to define the Z-value topological degree deg(f) of f . They
shall be studied in the future.
Proof of Proposition 1.18. Note that Z(f∗S) = f−1(Z(S)) is compact
because Z(S) is compact and f is proper. Moreover, for x0 ∈ O ⊂ X and
a trivialization ψ : O × Ex0 → E|O one has, for a given y0 ∈ f
−1(x0), a
natural induced trivialization
f∗ψ : f−1(O) × (f∗E)y0 → (f
∗E)|f−1(O), (y, v) 7→ ψ(f(y), v).
If Sψ : O → Ex0 the representation of S|O under the trivialization ψ then
f∗S has, under f∗ψ, the corresponding trivialization representation
(f∗S)f∗ψ : f
−1(O)→ (f∗E)y0 , y 7→ Sψ(f(y)). (1.15)
It follows that as the composition of Fredholm maps (f∗S)f∗ψ is Fredholm
and Ind((f∗S)f∗ψ) = Ind(f) + Ind(Sψ) = d+ r. That is, (Y, f
∗E, f∗S) is a
Banach Fredholm bundle of index r + d. By (1.15),
d(f∗S)f∗ψ(y) = dSψ(f(y)) ◦ df(y) ∀y ∈ f
−1(O).
So if there exist finite elements vi ∈ Ef(y0) = Ex0 , i = 1, · · · ,m, such that
Im(d(f∗S)f∗ψ(y)) + span{v1, · · · , vm} = Ex0 ,
then it easily follows that
Im(dSψ(f(y)) + span{v1, · · · , vm} = Ex0
because Im(d(f∗S)f∗ψ(y)) ⊂ Im(dSψ(f(y)).
Let points xi ∈ Z(S) and their E-trivialized open neighborhoodsOi inX ,
i = 1, · · · , n, and smooth sections of E with support in O(Z(S))) := ∪ni=1Oi,
σi, i = 1, · · · ,m, be such that
Im(dSψi(x)) + span{σ1i(x), · · · , σmi(x)} = Exi ∀x ∈ Oi, (1.16)
where Sψxi , σji : Oi → E|Oi are representations of S, σj under the trivi-
alizations ψi : Oi × Exi → E|Oi , i = 1, · · · , n and j = 1, · · · ,m. Taking
yi ∈ f−1(xi), i = 1, · · · , n then we have
Im(d(f∗S)f∗ψi(y)) + span{(f
∗σ1)i(y), · · · , (f∗σm)i)(y)}
= (f∗E)yi ∀y ∈ f
−1(Oi)
}
(1.17)
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Here (f∗S)f∗ψxi , (f
∗σj)i : f
−1(Oi) → (f∗E)|f−1(Oi) are representations
of f∗S, f∗σj under the above pullback trivializations f
∗ψi : f
−1(Oi) ×
(f∗E)yi → (f
∗E)|f−1(Oi), i = 1, · · · , n and j = 1, · · · ,m. Consider the
sections
Φ : X ×Bε(R
m)→ E, (x, t) 7→ S(y) +
m∑
i=1
tiσi(y),
f∗Φ : Y ×Bε(R
m)→ f∗E, (y, t) 7→ f∗S(y) +
m∑
i=1
ti(f
∗σi)(y).
Then it follows from (1.16) and (1.17) that for any x ∈ Z(S) and y ∈ Z(f∗S)
the maps
DΦ(x, 0) : TxX × R
m → Ex and
D(f∗Φ)(y, 0) : TyY × R
m → (f∗E)y
are onto. Thus there exist an open neighborhood W of Z(S) in X , that
W∗ ⊂ f−1(W) of Z(f∗S) in Y , ε > 0, and a residual subset Bε(Rm)res ⊂
Bε(Rm) such that for each t ∈ Bε(Rm)res the restriction of Φt to W and
that of (f∗Φ)t = f
∗(Φt) to W
∗ are transversal to the zero section. So the
sets (Φt|W)−1(0) and ((f∗Φ)t|W∗)−1(0) are respectively closed manifolds of
dimensions r and r + d for small t ∈ Bε(Rm)res. Clearly,
((f∗Φ)t|W∗)
−1(0) ⊂ f−1((Φt|W)
−1(0)).
Moreover, since f is proper it is easily proved that for any open neighbor-
hood U of Z(f∗S) in Y there exists an open neighborhood V of Z(S) in
X such that f−1(V) ⊂ U . It follows from this and Theorem 1.5(A) that
f−1((Φt|W)−1(0)) ⊂ W∗ for t ∈ Bε(Rm)res small enough. For such a t, one
easily checks that f−1((Φt|W)−1(0)) ⊂ ((f∗Φ)t|W∗)−1(0). So we get
f−1(Φ−1t (0)) = (f
∗Φ)−1t (0) (1.18)
for t ∈ Bε(Rm)res small enough. Clearly, if both e(E, S) and e(f∗E, f∗S)
exist then (Φt|W)−1(0) and ((f∗Φ)t|W∗)−1(0) are closed manifolds for t ∈
Bε(Rm)res sufficiently small. Note that e(f∗E, f∗S) = [((f∗Φ)t|
−1
W∗(0)] and
e(E, S) = [f−1((Φt|W)−1(0))]. The desired results are proved. ✷
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2 The virtual Euler cycles of Banach Fred-
holm orbibundles
As stated in Introduction the purpose of this section is to give a way in
which we can construct an analogue of the Euler cycle in §1, called virtual
Euler cycle, for the Banach Fredholm orbibundles.
2.1 Banach orbifolds and orbibundles
Orbifolds were first defined and studied by Satake in [Sat1] and [Sat2] (he
used the term “V-manifold”, the term “orbifold” is due to Thurston [Thu]).
Before introducing our definition of a Banach orbifold we recall a basic result
due to Newman in the theory of compact transformation groups. If a finite
group Γ acts effectively on a connected manifold N of finite dimension, then
Newman theorem [Dr, Theorem 1] claims that the set of points with trivial
isotropy group is open and everywhere dense. (Here the effective action
means that the intersection of all isotropy groups, ∩x∈NΓx, only consists of
the unit element 1l.) It follows that for any x ∈ N the restriction action of the
isotropy group Γx to a Γx-invariant connected open neighborhood of x is also
effective. However, when N is of infinite dimension, Newman theorem fails,
for such a fact we can neither know how to prove it nor find a place where
this fact is proved. Thus a notion of an induced chart cannot be defined
in the effective category. This essential difference between finite dimension
and infinite dimension shows that the effectness condition is weaker in the
infinitely dimensional case and will not be able to be used to complete some
important arguments as in the case of finite dimension if we completely
imitate the definition of orbifolds of finite dimension to define orbifolds of
infinite dimension. Our strategies are to drop the effectness condition in
a definition of Banach orbifold charts of infinite dimension and then add
stronger conditions when necessary.
Definition 2.1 Let X be a paracompact Hausdorff topological space. A
Banach (or B-) orbifold chart on X is a triple (U˜ ,ΓU , πU ), where U
(resp. U˜) is a connected open subset of X (resp. a Banach manifold), ΓU
is a finite group which acts on U˜ by C∞-automorphisms of U˜ , and πU is
a continuous surjective map from U˜ to U such that for any x ∈ U˜ and
g ∈ ΓU , πU (gx) = πU (x), and that the induced map U˜/ΓU → U is a
homeomorphism. (One often call U˜ as a local cover, ΓU as a local group,
U the support of the chart, and πU as a local covering map).
Note that πU is always proper by Proposition 1.7 on the page 102 of
[B]. In fact, a map from a Hausdorff space into another Hausdorff space
is proper if it is closed and the pre-image of every point is also compact.
For any x ∈ U and x˜ ∈ (πU )−1(x) let ΓU (x˜) be the isotropy group of
ΓU at x˜, i.e., ΓU (x˜) = {g ∈ ΓU | g · x˜ = x˜}. Clearly, if y˜ ∈ (πU )−1(x) is
another element, then there exists g ∈ ΓU such that gy˜ = x˜. It follows that
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ΓU (x˜)→ ΓU (y˜), h 7→ g−1hg, is a group isomorphism. If
ΓU (x˜) = Ker(ΓU , U˜) := {g ∈ ΓU | gx = x ∀x ∈ U˜},
x˜ is called a regular point, otherwise it is called a singular point. Denote
U˜◦ (resp. U˜sing) by the set of all regular (resp. singular) points of U˜ . We
also denote ΓU x˜ by the orbit of x˜, i.e., ΓU x˜ = {g(x˜) | g ∈ ΓU}.
The following lemmas come from Lemmas 1.1, 1.2 in [LuW]. For conve-
nience we also write its proof.
Lemma 2.2 Let (U˜ ,ΓU , πU ) be a Banach orbifold chart as above. Then for
any x ∈ U and x˜ ∈ (πU )−1(x), there exists a connected open neighborhood
O˜(x˜) ⊂ U˜ of x˜ such that
(i) O˜(x˜) is ΓU (x˜)-invariant, and O˜(x˜) → O˜(x˜), y˜ 7→ g · y˜ is a homeomor-
phism for any g ∈ ΓU (x˜);
(ii) h(O˜(x˜)) ∩ O˜(x˜) = ∅ for any h ∈ ΓU \ ΓU (x˜);
(iii) (O˜(x˜),ΓU (x˜), π
x
U = πU | eO(x˜)) and (gO˜(x˜),ΓU (gx˜), π
gx
U = πU |g eO(x˜)) for
any g ∈ ΓU are Banach orbifold charts on X; Moreover, h(gO˜(x˜)) ∩
gO˜(x˜) = ∅ for any h ∈ ΓU \ ΓU (gx˜).
The Banach orbifold chart (O˜(x˜),ΓU (x˜), π
x
U = πU | eO(x˜)) in Lemma 2.2
is called an induced chart of (U˜ ,ΓU , πU ) at x˜ (or x). It follows from
Lemma 2.2 that the connected component of π−1U (O(x)) containing x˜ is O˜(x˜)
because π−1U (O(x)) is equal to the union of O˜(x˜) and ∪g∈ΓU\ΓU (x˜)g · O˜(x˜).
Proof of Lemma 2.2 If ΓU (x˜) = ΓU , we can take O˜(x˜) = U˜ . So we may
assume ΓU (x˜) 6= ΓU . For any h ∈ ΓU \ ΓU (x˜), h(x˜) 6= x˜, we can always
find an open neighborhood Vh of x˜ such that h(Vh) ∩ Vh = ∅. Then V1 :=
∩h∈ΓU\ΓU (x˜)Vh is also an open neighborhood of x˜ and satisfies h(V1)∩V1 = ∅
for any h ∈ ΓU\ΓU (x˜). Since g(x˜) = x˜ for any g ∈ ΓU (x˜), there must exist an
open neighborhood Vg of x˜ such that g(Vg) ⊂ V1. Set V2 := ∩g∈ΓU (x˜)Vg, we
have g(V2) ⊂ V1 for any g ∈ ΓU (x˜). Take a connected open neighborhood
V of x˜ such that V ⊂ V1 ∩ V2. Then O˜(x˜) := ∪g∈ ΓU (x˜)g(V ) is also a
connected open neighborhood of x˜ and satisfies (i) obviously. To see that it
also satisfies (ii), note that for any h ∈ ΓU \ ΓU (x˜),
h(O˜(x˜)) ∩ O˜(x˜) = (
⋃
g∈ΓU (x˜)
hg(V ))
⋂
(
⋃
g′∈ΓU (x˜)
g′(V ))
=
⋃
g∈ΓU (x˜)
⋃
g′∈ΓU (x˜)
(hg(V ) ∩ g′(V )).
Since hg ∈ ΓU \ ΓU (x˜), V ⊂ V1 implies hg(V ) ∩ V1 = ∅, and V ⊂ V2 implies
g′(V ) ⊂ V1. Hence hg(V ) ∩ g′(V ) = ∅, and thus h(O˜(x˜)) ∩ O˜(x˜) = ∅.
For (iii), it is clear that O(x) = πU (O˜(x˜)) is an open subset in U (and so
in X) since πU is an open map. Next, for any g ∈ ΓU (x˜) and y˜ ∈ O˜(x˜), we
have x˜y˜ := g
−1(y˜) ∈ O˜(x˜) and g(x˜y˜) = y˜ because g−1 ∈ ΓU (x˜). It implies
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g| eO(x˜) : O˜(x˜) −→ O˜(x˜) is a surjective map and thus a homeomorphism.
Finally, we show that πxU : O˜(x˜) → O(x) induces the following homeomor-
phism
πxU : O˜(x˜)/ΓU (x˜)→ O(x), [y˜]ΓU (x˜) 7→ π
x
U (y˜) = πU (y˜).
where y˜ ∈ O˜(x˜), [y˜]ΓU (x˜) := ΓU (x˜)y˜. In fact, it suffices to prove that π
x
U
is injective and open. Assume πxU ( [y˜1]ΓU (x˜)) = π
x
U ( [y˜2]ΓU (x˜)) for y˜1, y˜2 ∈
O˜(x˜). Then πxU (y˜1) = πU (y˜1) = πU (y˜2) = π
x
U (y˜2), and thus there exists
a g0 ∈ ΓU such that y˜1 = g0(y˜2). Note that h(O˜(x˜)) ∩ O˜(x˜) = ∅ for any
h ∈ ΓU \ ΓU (x˜). We get g0 ∈ ΓU (x˜) and [y˜1]ΓU (x˜) = [y˜2]ΓU (x˜).
Let A be the open subset of O˜(x˜)/ΓU (x˜) and q
x
U : O˜(x˜) −→ O˜(x˜)/ΓU (x˜)
be the quotient map. Then (qxU )
−1(A) is open in O˜(x˜) (and so in U˜). Since
πU : U˜ → U is an open map, πU ((qxU )
−1(A)) is an open subset of U . Note
that πU ((q
x
U )
−1(A)) = πxU ((q
x
U )
−1(A)) ⊂ O(x). We get that πxU ((q
x
U )
−1(A))
is an open subset of O(x). Moreover, πxU (A) = π
x
U ((q
x
U )
−1(A)). It follows
that πxU is open.
For any g ∈ ΓU , (gO˜(x˜),ΓU (gx˜), π
gx
U = πU |g eO(x˜)) is also a Banach orb-
ifold chart on X since ΓU (gx˜) = {ghg−1 |h ∈ ΓU (x˜)}. ✷
For two Banach orbifold charts (U˜ ,ΓU , πU ) and (V˜ ,ΓV , πV ) on X , an
injection from (U˜ ,ΓU , πU ) to (V˜ ,ΓV , πV ) is a pair θUV = (θ˜UV , γUV ),
where γUV : ΓU → ΓV is an injective group homomorphism and θ˜UV : U˜ →
V˜ is a γUV -equivariant open embedding such that πU = πV ◦ θ˜UV and the
following maximality condition holds:
Im(γUV ) = {g ∈ ΓV | θ˜UV (U˜) ∩ g · θ˜UV (U˜) 6= ∅}.
The last condition implies that γUV induces an isomorphism from Ker(ΓU , U˜)
to Ker(ΓV , V˜ ), where Ker(ΓU , U˜) = {g ∈ ΓU | gx = x ∀x ∈ U˜} and
Ker(ΓV , V˜ ) = {g ∈ ΓV | gx = x ∀x ∈ V˜ }. In particular, if U = V ,
γUV is a group isomorphism, and θ˜UV is a diffeomorphism from U˜ onto V˜ ,
then these two B-orbifold charts are called equivalent, and θUV is called
an equivalence between them. Clearly, (O˜(x˜),ΓU (x˜), π
x
U = πU | eO(x˜)) and
(gO˜(x˜),ΓU (gx˜), π
gx
U = πU |g eO(x˜)), g ∈ ΓU are equivalent Banach orbifold
charts on X .
Definition 2.3 Let X be a paracompact Hausdorff topological space. A
Banach orbifold atlas on X is a collection A of B-orbifold charts on X
satisfying the following properties:
(i) The supports of all charts in A form a basis for open sets in X .
(ii) For any two charts (U˜ ,ΓU , πU ) and (V˜ ,ΓV , πV ) in A with U ⊂ V there
exists an injection θUV = (θ˜UV , γUV ) from (U˜ ,ΓU , πU ) to (V˜ ,ΓV , πV ).
Let A and A′ be two Banach orbifold atlases on X . If for each chart
(U˜ ,ΓU , πU ) in A there exists a chart (V˜ ,ΓV , πV ) in A′ and an injection from
(U˜ ,ΓU , πU ) to (V˜ ,ΓV , πV ) we say A to be a refinement of A′. Such two
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atlases onX are said to be equivalent if they have a common refinement. It
may be proved that this is indeed an equivalence relation among the Banach
orbifold atlases on X . Denote by [A] the equivalent class of the atlas A on
X . It is called a Banach orbifold structure on X and the pair (X, [A])
is called a Banach orbifold, usually only denoted by X without occurring
of confusions. Any atlas in [A] is called an atlas of (X, [A]). We say that
(U˜ ,ΓU , πU ) is a Banach orbifold chart of (X, [A]) if it belongs to some
atlas B in [A]. Later we always assume that the atlas A is the maximal one
in the equivalence class containing it. A Banach orbifold (X, [A]) is called an
effective Banach orbifold if [A] contains an atlas A such that each chart
(U˜ ,ΓU , πU ) is effective in the sense that ΓU acts on U˜ effectively. In this
case the atlas A is called an effective Banach orbifold atlas. It is easily
shown that every Banach orbifold X induces an effective Banach orbifold.
Let A be a Banach orbifold atlas on X , (U˜ ,ΓU , πU ) and (V˜ ,ΓV , πV ) be
two charts in A with U ⊂ V and θUV = (θ˜UV , γUV ) be an injection from
(U˜ ,ΓU , πU ) to (V˜ ,ΓV , πV ). For x ∈ U and x˜ ∈ π
−1
U (x) the maximality con-
dition implies that γUV induces an isomorphism from ΓU (x˜) to ΓV (θ˜UV (x˜)).
Thus using Definition 2.3 every x ∈ X determines a group Γx, unique up
to isomorphism, which is isomorphic to the isotropy group of any lift of x
in any chart of A. (Sometimes Γx is simply called the isotropy group
of x.) The orders of these groups define a locally constant function on X ,
which is called the multiplicity function mulX : X → N. Given any finite
group G, the connected components of the set of all x such that Γx ∼= G are
smooth Banach manifolds. This leads to a decomposition X = ∪iXi having
the properties: Xi is a connected Banach manifold and consists of points
of a fixed isotropy group, Γi; moreover for i 6= j, Xi meets the closure of
Xj only if Γi is an abstract subgroup of Γi. Each connected component of
X has a unique open connected stratum (called principal stratum) X∗ on
which the corresponding isotropy group Γ∗ is minimal, i.e. ♯Γ∗ = minmulX .
A point x ∈ X is said to be regular (resp. singular) if its lift in some
chart of A is regular (resp. singular). Denote by X◦ (resp. Xsing) the set
of regular (resp. singular) points in X . Clearly, X◦ is equal to the union of
all principal strata of X .
If each local cover U˜ in the definition of Banach orbifolds above is re-
placed by a connected open subset of some Banach manifold with boundary
(resp. corner) and the action of ΓU is required to preserve the boundary
(resp. corner) we obtain the Banach orbifold with boundary (resp.
corner). If each local cover U˜ in the above definition is a connected open
subset of some separable Banach manifold we say X to be a separable Ba-
nach orbifold. It is not hard to prove that if X is a Banach orbifold with
boundary then its boundary ∂X also inherits a Banach orbifold structure
from X and becomes a Banach orbifold.
A topological subspace Z of a Banach orbifold X is called a Banach
suborbifold of X if it is a Banach orbifold with respect to the induced
Banach orbifold structure obtained as follows: For each Banach orbifold
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chart (U˜ ,ΓU , πU ) of X with U ∩ Z 6= ∅ there exists a Banach submanifold
Z˜U ⊂ U˜ that is not only stable under ΓU but also compatible with the
inclusion maps, such that the restriction (Z˜U ,ΓU |eZU , πU |eZU ) is a Banach
orbifold chart for Z.
A Banach orbifold X of finite dimension is called locally oriented if it
has an atlas A such that for each chart (U˜ ,Γ, πU ) in A, U˜ is oriented and
each element of ΓU is orientation preserving. In this case we say the chart
(U˜ ,Γ, πU ) to be oriented. X is called oriented if it has an atlasA such that
each chart (U˜ ,Γ, πU ) inA is oriented, and that for any two charts (U˜ ,ΓU , πU )
and (V˜ ,ΓV , πV ) in A with U ⊂ V the injection θUV = (θ˜UV , γUV ) from
(U˜ ,ΓU , πU ) to (V˜ ,ΓV , πV ) is orientation preserving.
Lemma 2.4 Let (X,A) be a Banach orbifold, (U˜ ,ΓU , πU ) be a chart in A,
and (O˜(x˜),ΓU (x˜), π
x
U = πU | eO(x˜)) be the induced chart at x˜ ∈ π
−1
U (x) as in
Lemma 2.2. Then
(i) Any chart (W˜ ,ΓW , πW ) in A with x ∈ W ⊂ O(x) has the proper-
ties: the injection θWU = (θ˜WU , γWU ) from (W˜ ,ΓW , πW ) to (U˜ ,ΓU , πU )
induces an isomorphism from ΓW to ΓU (gx˜) for some g ∈ ΓU . So the
chart (W˜ ,ΓW , πW ) is equivalent to the chart (θ˜WU (W˜ ),ΓU (gx˜), πU |θ˜WU (fW ))
and thus to the chart (g−1θ˜WU (W˜ ),ΓU (x˜), πU |g−1 θ˜WU (fW )). (Note that
the last two charts are also the induced charts of (U˜ ,ΓU , πU ) at
gx˜ and x˜ respectively.) Hence for any given x ∈ U , x˜ ∈ π−1U (U) and
a neighborhood V of x there exists an induced chart of (U˜ ,ΓU , πU ) at x˜,
(O˜(x˜),ΓU (x˜), π
x
U = πU | eO(x˜)) which is equivalent to a chart in A and such
that O(x) = πU (O˜(x˜)) ⊂ V . This chart (O˜(x˜),ΓU (x˜), πxU ) is also effective if
A is an effective atlas.
(ii) For finite charts in A, (U˜i,Γi, πi), i = 1, · · · , n, if x ∈ ∩
n
i=1Ui and
x˜i ∈ π
−1
i (x), i = 1, · · · , n, then there exist induced charts of (U˜i,Γi, πi) at
x˜i, (O˜(x˜i),Γi(x˜i), πi| eO(x˜i)), i = 1, · · · , n having the same support contained
in a given neighborhood of x, and equivalences from (O˜(x˜1),Γ1(x˜1), π1| eO(x˜1))
to (O˜(x˜i),Γi(x˜i), πi| eO(x˜i)) that map x˜1 to x˜i, i = 2, · · · , n. Of course, these
induced chart are also effective if the atlas A is effective.
Proof. (i) Since W ⊂ O(x) ⊂ U , it follows from the definition of the
injection that θ˜WU (W˜ ) ⊂ π
−1
U (O(x)). By Lemma 2.2 and the arguments
below Lemma 2.2 we may assume that θ˜WU (W˜ ) ⊂ O˜(x˜u) for some x˜u ∈
π−1U (x). Let x˜w ∈ π
−1
W (x) be such that θ˜WU (x˜w) = x˜u. By the maximality
condition each g ∈ ΓU (x˜u) sits in γ˜WU (ΓW ). Moreover, for any h ∈ ΓW we
have γ˜WU (h)x˜u = γ˜WU (h)θ˜WU (x˜w) = θ˜WU (hx˜w) ⊂ O˜(x˜u) and
γ˜WU (h)x˜u = γ˜WU (h)θ˜WU (x˜w) = θ˜WU (hx˜w) ∈ π
−1
U (x)
because πW = πU ◦ θ˜WU . It follows from Lemma 2.2 that γ˜WU (h)x˜u = x˜u.
This shows that γ˜WU (ΓW ) = ΓU (x˜u) and thus γ˜WU induces an isomorphism
from ΓW to ΓU (x˜u). Other claims are easily seen from the arguments above.
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(ii) For the remainder we only need to prove the final claim. For a given
neighborhood V of x, since all supports of charts in A form a topology basis
for X we can find a chart (W˜ ,ΓW , πW ) in A such that W ⊂ V . As above we
can also construct induced charts of (U˜i,Γi, πi) at x˜i, (O˜(x˜i),Γi(x˜i), πi| eO(x˜i)),
i = 1, · · · , n such that they are all equivalent to (W˜ ,ΓW , πW ) and that the
equivalence from (O˜(x˜i),Γi(x˜i), πi| eO(x˜i)) to (W˜ ,ΓW , πW ) can be chosen to
map all x˜1, · · · , x˜n to the same x˜w ∈ π
−1
W (x). The desired claim follows
easily. ✷
Now let us study the structures of Xsing and X◦. For points x ∈
U ∩ Xsing and x˜ ∈ π−1U (x), it follows from Theorem B.1 that there ex-
ists a ΓU (x˜)-equivariant diffeomorphism F from a neighborhood N(0x˜) of
the origin in Tx˜U˜ onto a neighborhood of x˜ in U˜ , N (x˜) = F (N(0x˜)).
That is, F (dg(x˜)v˜) = g · F (v˜) for any g ∈ ΓU (x˜) and v˜ ∈ N(0x˜). We
may shrink N(0x˜) so that h(N (x˜)) ∩ N (x˜) = ∅ for any h ∈ ΓU \ ΓU (x˜).
This implies that ΓU (y˜) = {g ∈ ΓU (x˜) | gy˜ = y˜} for any y˜ ∈ N (x˜). Let
ν(dg(x˜)) = Ker(1l− dg(x˜)). It is easily proved that
π−1U (X
sing) ∩ N (x˜) =
⋃
g∈ΓU (x˜)\Ker(ΓU ,eU)
F
(
N(0x˜) ∩ ν(dg(x˜))
)
. (2.1)
So for each g ∈ ΓU (x˜) \Ker(ΓU , U˜) the submanifold F
(
N(0x˜)∩ ν(dg(x˜))
)
⊂
U˜ , which is relatively closed in U˜ , is exactly the set of fixed points of g in
N (x˜), denoted by N (x˜)g, and N (x˜)sing = ∪g∈ΓU (x˜)\Ker(ΓU ,eU)N (x˜)
g. We
define singular codimension of U˜ near x˜ ∈ U˜sing and that of X near
x ∈ Xsing, denoted by
codimx˜U˜
sing and codimxX
sing,
to be min{codimN (x˜)g | g ∈ ΓU (x˜) \Ker(ΓU , U˜)}. Clearly, the functions
x˜ 7→ codimx˜U˜
sing and x 7→ codimxX
sing
are upper semi-continuous. As it happens, it is possible that dg(x˜) = id
for some g ∈ ΓU (x˜) \ Ker(ΓU , U˜). So in this case U˜sing contains an open
neighborhood of x˜ in U˜ . This shows that U˜◦ cannot be dense in U˜ . When
codimxX
sing ≥ 1 at any x ∈ Xsing, it is easily seen that the regular point set
X◦, is a dense open subset in X (in fact is a complementary set of a sparse
subset ofX). For integer k ≥ 1, we say the Banach orbifold chart (U˜ ,ΓU , πU )
to be k-regular if the codimension of U˜sing near any x˜ ∈ U˜sing is not less
than k. It means that the fixed point set U˜g of any g ∈ ΓU \Ker(ΓU , U˜) has
codimension not less than k near any x˜ ∈ U˜g. So for any k-regular Banach
orbifold chart (U˜ ,ΓU , πU ), U˜
◦ is a dense open subset in U˜ . A Banach orbifold
X is called a k-regular Banach orbifold if every orbifold chart of it is k-
regular. In this case Xsing is a sparse subset of X and X◦ = X \ Xsing.
Summarizing the arguments above we get:
32
Claim 2.5 For a 1-regular Banach orbifold X, X◦ is a dense open sub-
set in X and Xsing is the union of finitely many suborbifolds of positive
codimension locally.
If X is a 1-regular oriented orbifold of finite dimension then it is also
2-regular because 1 can only be an eigenvalue of dg(x˜) of even algebraic
multiplicity. Moreover, any 1-regular complex orbifold is 2-regular. From
the definitions above it is easily seen that an effective Banach orbifold is
not necessarily 1-regular, and conversely any k-regular Banach orbifold is
not necessarily an effective Banach orbifold. In Remark 1.4 of [Sie] it was
also shown how to construct a Banach orbifold structure on a Hausdorff
topological space X with a family of 2-regular Banach orbifold charts on X
whose supports cover X .
Another important notion is a smooth map between orbifolds.
Definition 2.6 For 0 < k ≤ ∞, a continuous map f from a Banach orbifold
X to another Banach orbifold X ′ is said to be Ck-smooth if there exist
Banach orbifold atlases AX on X and AX′ on X
′ such that:
(i) There is a correspondence
AX → AX′ , (U˜ ,ΓU , πU )→ (U˜
′,ΓU ′ , πU ′)
satisfying: f(U) ⊂ U ′ and there exist a homomorphism ϕU : ΓU → ΓU ′
and a ϕU -equivariant C
k-map f˜U : U˜ → U˜ ′ such that πU ′ ◦ f˜U = f ◦πU .
( Later we often say (f˜U , ϕU ) : (U˜ ,ΓU , πU ) → (U˜ ′,ΓU ′ , πU ′) to be a
local representation of f near x. Note that for any x˜ ∈ U˜ the
homomorphism ϕU maps the isotropy groups ΓU (x˜) to ΓU ′(f˜U (x˜)).)
(ii) If (f˜V , ϕV ) : (V˜ ,ΓV , πV ) → (V˜ ′,ΓV ′ , πV ′) be another local represen-
tation of f as in (i), and U ∩ V 6= ∅, then for any x ∈ U ∩ V ,
x˜u ∈ (πU )−1(x) and x˜v ∈ (πV )−1(x) there exist equivalent induced
charts at x and f(x) respectively,
(O˜(x˜u),ΓU (x˜u), π
x
U ) and (O˜(x˜v),ΓV (x˜v), π
x
V ),
(O˜(f˜U (x˜u)),ΓU ′ (f˜U (x˜u)), π
f(x)
U ′ ) and (O˜(f˜V (x˜v)),ΓV ′(f˜V (x˜v)), π
f(x)
V ′ ),
and the corresponding equivalences (λUV ,AUV ) (mapping x˜u to x˜v)
and (λU ′V ′ ,AU ′V ′) (mapping f˜U (x˜u) to f˜V (x˜v)) such that
f˜U
(
O˜(x˜u)
)
⊂ O˜(f˜U (x˜u)),
f˜V
(
O˜(x˜v)
)
⊂ O˜(f˜V (x˜v)) and
f˜V ◦ λUV = λU ′V ′ ◦ f˜U .
A smooth map f from orbifolds X to X ′ is called an orbifold embed-
ding if it is a homeomorphism to the image f(X) ⊂ X ′ and each local
representation f˜U : U˜ → U˜ ′ as above is an embedding.
Now we begin to introduce a notion of Banach orbibundles. Without
loss of generality, we always assume that a finite group G acts on a smooth
Banach vector bundle E by bundle automorphisms of E.
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Definition 2.7 Let X be a Banach orbifold. A Banach orbibundle over
X consists of a Banach orbifold E and a smooth surjective mapping p : E →
X with the additional requirements:
(i) For each Banach orbifold chart (U˜ ,ΓU , πU ) of X there exists a Banach
orbifold chart (E˜U , Γ˜U ,ΠU ) on E with support EU = p
−1(U), such
that there exist a smooth Banach bundle structure p˜U : E˜U → U˜ and
an injective homeomorphism λU from ΓU into the group of bundle
automorphisms of E˜U such that:
(a) For each g ∈ ΓU , λU (g) is a lift of g (in particular λU (g) = 1l if
g = 1l).
(b) Γ˜U = {λU (g) | g ∈ ΓU}.
(c) πU ◦ p˜U = p ◦ΠU in EU .
(ii) If (U˜ ,ΓU , πU ) and (V˜ ,ΓV , πV ) are two charts in U with U ⊂ V , θUV =
(θ˜UV , γUV ) is an injection from (U˜ ,ΓU , πU ) to (V˜ ,ΓV , πV ), then there
is an injection ΘUV = (Θ˜UV ,ΓUV ) from (E˜U , Γ˜U ,ΠU ) to (E˜V , Γ˜V ,ΠV ),
such that θ˜UV ◦ p˜U = p˜V ◦ Θ˜UV and that ΘUV = (Θ˜UV ,ΓUV ) is also a
bundle open embedding.
Such a Banach orbifold chart (E˜U , Γ˜U ,ΠU ) on E is called the Banach or-
bibundle chart corresponding with (U˜ ,ΓU , πU ).
Remark 2.8 Later we often write (E˜U , Γ˜U ,ΠU ) as (E˜U ,ΓU ,ΠU ) and un-
derstand g ∈ ΓU to act on E˜U via G := λU (g), i.e. g · ξ˜ = G(ξ˜) for ξ˜ ∈ E˜U .
If X is 1-regular, it follows from Definition 2.7(i) that E is 1-regular as well
as.
Definition 2.9 Let p : E → X and p′ : E′ → X ′ be two Banach orbibun-
dles, f : X → X ′ be a Ck-smooth map for 0 < k ≤ ∞ and AX and AX′
be respectively Banach orbifold atlases on X and X ′ associated with f as
in Definition 2.6. A continous map f¯ : E → E′ is called an Ck-orbibundle
map covering f if the following are satisfied:
(i) For each local representation of f , (f˜U , ϕU ) : (U˜ ,ΓU , πU )→ (U˜
′,ΓU ′ , πU ′)
with (U˜ ,ΓU , πU ) ∈ AX and (U˜ ′,ΓU ′ , πU ′) ∈ AX′ , there exist corre-
sponding B-orbibundle charts (E˜U ,ΓU ,ΠU ) on E, (E˜
′
U ′ ,ΓU ′ ,ΠU ′ ) on
E′ and a ϕU -equivariant bundle map
˜¯fU : E˜U → E˜
′
U ′ covering f˜U , i.e.,
˜¯fU being a bundle map satisfying p˜U ′ ◦
˜¯fU = f˜U ◦ p˜U and
˜¯fU (g · v) =
λU (g)·
˜¯fU (v) for any g ∈ ΓU and v ∈ E˜U , such that ΠU ′ ◦
˜¯fU = f |U ◦ΠU .
The triple ( ˜¯fU , f˜U , ϕU ) : (E˜U , U˜ ,ΓU )→ (E˜′U ′ , U˜
′,ΓU ′) is called a local
representation of (f¯ , f) or f¯ . For the sake of clearness we later also
call the pair (f¯ , f) a bundle map.
(ii) Let ( ˜¯fV , f˜V , ϕV ) : (E˜V , V˜ ,ΓV ) → (E˜′V ′ , V˜
′,ΓV ′) be another local rep-
resentation of (f¯ , f) or f¯ such that U ∩ V 6= ∅. For any x ∈ U ∩ V ,
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x˜u ∈ (πU )−1(x) and x˜v ∈ (πV )−1(x) let
(λUV ,AUV ) : (O˜(x˜u),ΓU (x˜u), π
x
U )→ (O˜(x˜v),ΓV (x˜v), π
x
V ) and
(λU ′V ′ ,AU ′V ′) : (O˜(f˜U (x˜u)),ΓU ′ (f˜U (x˜u)), π
f(x)
U ′ )→
(O˜(f˜V (x˜v)),ΓV ′(f˜V (x˜v)), π
f(x)
V ′ )
)
be as in Definition 2.6. By shrinking O(x) if necessary one can find
AUV (resp. AU ′V ′)- equivariant bundle isomorphisms
ΛUV : E˜U | eO(x˜u) → E˜V | eO(x˜v) covering λUV
(resp. ΛU ′V ′ : E˜U ′ | eO(f˜U (xu)) → E˜V ′ | eO(f˜V (xv)) covering λU ′V ′)
such that
˜¯fV ◦ ΛUV = ΛU ′V ′ ◦ (
˜¯fU | eO(x˜u)). (2.2)
We say an orbibundle map f¯ : E → E′ to be an orbibundle embedding
if it is also an orbifold embedding. (In particular, this implies that each
local representation bundle map ˜¯fU : E˜U → E˜′U ′ as above is injective.) An
orbibundle map f¯ : E → E′ is called an orbibundle open embedding
(from E → X to E′ → X ′) if f¯ : E → E′ (and thus f : X → X ′) is an open
embedding. (Note: It implies that for each local representation ( ˜¯fU , f˜U , ϕU ) :
(E˜U , U˜ ,ΓU )→ (E˜′U ′ U˜
′,ΓU ′) of f¯ as above both f˜U and
˜¯fU are smooth open
embedding and the restriction of ˜¯fU to each fibre (E˜U )z˜ of E˜U gives a Banach
space isomorphism to the fibre (E˜′U ′ )f˜U (z˜) of E˜
′
U ′ .) In particular, if f¯ is also
a diffeomorphism we call it an (orbibundle) isomorphism from E to E′.
Definition 2.10 For a Banach orbibundle p : E → X as above, a continu-
ous map S : X → E is called a Ck-smooth section if (i) p◦S = idX and (ii)
for each x ∈ X there exist a Banach orbifold chart (U˜ ,ΓU , πU ) of X near x, a
corresponding bundle chart (E˜U ,ΓU ,ΠU ) of E over U˜ , and a C
k-smooth ΓU -
equivariant Banach bundle section S˜U : U˜ → E˜U (i.e. S˜U (g · y˜) = g · S˜U (y˜)
for y˜ ∈ U˜ and g ∈ ΓU ) such that:
• It is a lift of S|U on U˜ , i.e. ΠU ◦ S˜U = S ◦ πU .
• All S˜U are compatible in the following sense: For any two Banach or-
bibundle charts (E˜U ,ΓU ,ΠU ) and (E˜V ,ΓV ,ΠV ), and corresponding Banach
orbifold charts (U˜ ,ΓU , πU ) and (V˜ ,ΓV , πV ), it holds that for any x ∈ U ∩V
there exist an equivalence
(λUV ,AUV ) : (O˜(x˜u),ΓU (x˜u), π
x
U )→ (O˜(x˜v),ΓV (x˜v), π
x
V )
as in Definition 2.9, and a bundle isomorphism ΛUV : E˜U | eO(x˜u) → E˜V | eO(x˜v)
covering λUV such that
S˜V ◦ λUV = ΛUV ◦ S˜U on O˜(x˜u). (2.3)
We call S˜U a local lift of S in charts (E˜U ,ΓU ,ΠU ) and (U˜ ,ΓU , πU ). Note
that all these S˜U are uniquely determined by S.
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It should also be mentioned that an orbifold map S : X → E satisfying
p ◦ S = idX is not necessarily to give rise to a section of E.
Definition 2.11 We say S to be Fredholm if each local lift S˜U of S in
charts (E˜U ,ΓU ,ΠU ) and (U˜ ,ΓU , πU ) above is so. A triple (X,E, S) consist-
ing of a Banach orbibundle p : E → X and a Fredholm section S : X → E
is called a Banach Fredholm orbibundle. The index of S is called the
index of (X,E, S).
For a Banach Fredholm orbibundle (X,E, S) and the local lift S˜U of S in
the above charts (E˜U , Γ˜U ,ΠU ) and (U˜ ,ΓU , πU ) one has a determinant (real
line) bundle det(DS˜U ) over Z(S˜U ). If this determinant line bundle det(DS˜U )
is trivial and is given a continuous nowhere zero section, i.e. S˜U is oriented
we say S to be oriented on U or simply locally oriented. We call S
oriented if the representative S˜U in each chart (E˜U ,ΓU ,ΠU ) of E is ori-
ented and the bundle open embedding det(ΘUV ) from (det(DS˜U ), Γ˜U ,ΠU )
to (det(DS˜V ), Γ˜V ,ΠV ) that is naturally induced by the bundle open embed-
ding ΘUV from (E˜U , Γ˜U ,ΠU ) to (E˜V , Γ˜V ,ΠV ) is orientation preserving in the
following sense: If τ˜U (resp. τ˜V ) is the given continuous nowhere zero sec-
tion of det(DS˜U ) (resp. det(DS˜V )) then for each x ∈ V˜ , det(ΘUV )(τ˜V (x)) is
a positive multiple of τ˜U
(
θUV (x)
)
. In the case S is oriented we say (X,E, S)
to be oriented.
Two oriented Banach Fredholm orbibundles (X,E(i), S(i)) of index r and
with compact zero locus, i = 0, 1, are called oriented homotopic if there
exists an oriented Banach Fredholm orbibundle (X×[0, 1], E, S) of index r+1
and with compact zero locus such that E(i) = E|{i}×X and S
(i) = S|{i}×X
for i = 0, 1, and that the orientation of (X × [0, 1], E, S) induces those of
(X,E(i), S(i)), i = 0, 1.
Let S : X → E and S′ : X ′ → E′ be two smooth sections of Banach
orbibundles. S is called a pullback of S′ via an orbibundle map f¯ : E →
E′ covering f : X → X ′ if S′ ◦ f = f¯ ◦ S. It means: (i) For any local
representation of f¯ as above, ( ˜¯fU , f˜U , ϕU ) : (E˜U , U˜ ,ΓU ) → (E˜′U ′ , U˜
′,ΓU ′),
and the local lifting of S, S˜U : U˜ → E˜U , and one of S′, S˜′U ′ : U˜
′ → E˜′U ′ it
holds that
˜¯fU ◦ S˜U = S˜
′
U ′ ◦ f˜U . (2.4)
(ii) If ( ˜¯fV , f˜V , ϕV ) : (E˜V , V˜ ,ΓV )→ (E˜
′
V ′ , V˜
′,ΓV ′) is another local represen-
tation of f¯ with U ∩ V 6= ∅ then for any x ∈ U ∩ V , in the notations of
Definition 2.9 it also holds that
ΛU ′V ′ ◦
˜¯fU ◦ S˜U (y˜) = S˜
′
V ′ ◦ f˜V ◦ λUV (y˜) ∀y˜ ∈ O˜(x˜u). (2.5)
A natural question is: Under what the conditions can the section S′ be
determined by S and f¯?
Claim 2.12 The answer is affirmative if each local lifting of f¯ restricts to
a Banach isomorphism on each fiber.
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Proof. Let ( ˜¯fU , f˜U , ϕU ) : (E˜U , U˜ ,ΓU )→ (E˜′U ′ , U˜
′,ΓU ′) be a local represen-
tation of f¯ as above. By the assumptions, for any y˜ ∈ U˜ ,
( ˜¯fU )y˜ : (E˜U )y˜ → (E˜U ′ )f˜U (y˜)
is a Banach space isomorphism. So we can define a smooth section
S˜U : U˜ → E˜U , y˜ 7→ (
˜¯fU )
−1
y˜
(
S˜′U ′ ◦ f˜U (y˜)
)
. (2.6)
If ( ˜¯fV , f˜V , ϕV ) : (E˜V , V˜ ,ΓV ) → (E˜′V ′ , V˜
′,ΓV ′) is another local representa-
tion of f¯ , we can also define another smooth section
S˜V : V˜ → E˜V , z˜ 7→ (
˜¯fV )
−1
z˜
(
S˜′V ′ ◦ f˜V (z˜)
)
. (2.7)
If U ∩ V 6= ∅ we need to prove that (2.3) holds. Indeed, following the
notations in Definition 2.9, for any y˜ ∈ O(x˜u) let z˜ = λUV (y˜). Then by
(2.6) and (2.7),
S˜V ◦ λUV (y˜) = S˜V (z˜)
= ( ˜¯fV )
−1
z˜
(
S˜′V ′ ◦ f˜V (z˜)
)
= ( ˜¯fV )
−1
z˜
(
S˜′V ′ ◦ f˜V ◦ λUV (y˜)
)
= ( ˜¯fV )
−1
z˜
(
ΛU ′V ′ ◦
˜¯fU ◦ S˜U (y˜)
)
= ΛUV ◦ S˜U (y˜),
where the fourth and fifth equalities come from (2.5) and (2.2) respectively.
✷
Definition 2.13 Let p : E → X be a Banach orbibundle and f : Y → X
be a smooth map between Banach orbifolds. A pull-back Banach orbi-
bundle of E over Y via f is a Banach orbibundle f∗E → Y together with
a smooth orbibundle map f¯ : f∗E → E covering f : Y → X and such that
each local lifting of f¯ restricts to a Banach space isomorphism on each fiber.
Claim 2.12 shows that for each smooth section S : X → E one can get a
smooth section of f∗E → Y by pullback via f¯ , denoted by f∗S.
Let (X,E, S) and (X ′, E′, S′) be Banach Fredholm orbibundles, and f :
X → X ′ be a Fredholm map. An orbibundle map f¯ : E → E′ covering
f is called a Fredholm orbibundle map from (X,E, S) to (X ′, E′, S′) if
S′ ◦ f = f¯ ◦ S, i.e., S is the pullback of S′ via f¯ .
Let E → X be a Banach orbibundle and (X ′, E′, S′) be a Banach Fred-
holm orbibundle. Let f¯ : E → E′ be an orbibundle map covering a Fredholm
map f : X → X ′ and S : X → E be the pullback of S′ via f¯ . From (2.4) it
is not hard to see that S is not necessarily Fredholm. Clearly, we have:
Claim 2.14 If f¯ satisfies the assumption in Claim 2.12 then S is also Fred-
holm and Index(S) = Index(f) + Index(S′).
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Consequently, for a Fredholm Banach orbibundle (X,E, S) of index r and
a Fredholm map of index d from a Banach manifold Y to X , if f¯ : f∗E → Y
is a pullback bundle of E on Y via f then one has a pullback Fredholm
section f∗S : Y → f∗E of index r + d. The Fredholm bundle (Y, f∗E, f∗S)
is called the pullback Fredholm Banach orbibundle of (X,E, S) via f .
When the word “Banach” above is replaced by the word “Hilbert” we get
the definitions of the Hilbert orbifold, Hilbert orbibundle and Hilbert
Fredholm orbibundle.
Similarly we have also the notions of complex Banach orbifolds, holo-
morphic Banach orbibundles and holomorphic sections.
2.2 An overall strategy and an example
The method developed by Liu-Tian in [LiuT1]-[LiuT3] is beautiful and com-
plicated. In this subsection we explain the overall strategy for their con-
structions and then give an example to show that this method can be used
to calculate the orbifold Euler characteristic of an orbifold. Without special
statements we always assume that all Banach orbifolds are 1-regular
in this section.
Consider a Banach orbifold (X,A) and assume that there exist two charts
in A, (W˜i,Γi, πi), i = 1, 2, such that W1 ∪ W2 = X . By them we can
understand “orbifoldness” of X on W1 and W2 respectively. This means
that on the intersectionW12 :=W1∩W2 one has two kinds of understanding
ways. By the definition of orbifolds (cf. Lemma 2.4) we can know that one
can get the same “orbifold information” near any point x ∈W12 in these two
kinds of ways (local change of coordinates). However, we have no a “global”
understanding on W12.
Firstly, assume X is a manifold and (W˜i,Γi, πi) become the usual coor-
dinate charts (W˜i, {1l}, πi) ≡ (W˜i, πi), i = 1, 2. In this case there exists a
diffeomorphism ϕ : π−11 (W1 ∩W2)→ π
−1
2 (W1 ∩W2) such that π2 ◦ ϕ = π1.
That is, ϕ is the change of coordinates (or transition function). It means
that π1 and π2 give the same smooth topology information onW12. Consider
the graph of ϕ in W˜1 × W˜2, Graph(ϕ) = {(x˜, ϕ(x˜)) | x˜ ∈ π
−1
1 (W1 ∩W2) ⊂
W˜1}, which is a submanifold in W˜1 × W˜2. It is exactly the fiber product
W˜12 := {(x˜1, x˜2) ∈ W˜1 × W˜2 |π1(x˜1) = π2(x˜2)}. Note that the projection
π12 : W˜12 → W12, (x˜1, x˜2) = π1(x˜1) = π2(x˜2) is well-defined. Denote by
π12i : W˜12 → W˜i, (x˜1, x˜2) 7→ x˜i, i = 1, 2. Then the existence of the transition
function (diffeomorphism) ϕ above is equivalent to the following claim:
There exist a smooth manifold W˜12, a continuous surjective
π12 : W˜12 →W12, and smooth open embeddings π12i : W˜12 → W˜i such
that πi ◦ π12i = π12, i = 1, 2.
Now we consider the case that X is an orbifold. In the present case there
is no a diffeomorphism such as ϕ above. We cannot expect that the claim
above is true in general. However, the fiber product W˜12 and the projections
π12 : W˜12 → W12, π12i : W˜12 → W˜i, i = 1, 2, are still well-defined, and also
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satisfy πi ◦ π12i = π12, i = 1, 2. Moreover, π12 is invariant under the obvious
action Γ12 = Γ1 × Γ2 on W˜12 and also induces a homeomorphism from
W˜12/Γ12 to W12; and for i = 1, 2 the projections π
12
i : W˜12 → W˜i, are
equivariant with respect to group homomorphisms
λ12i : Γ12 → Γi, (g1, g2) 7→ gi.
But it is regrettable that W˜12 is not a manifold in general! What is W˜12?
For any x ∈W12 and x˜i ∈ π
−1
i (x), i = 1, 2, recall that we have induced charts
of (W˜i,Γi, πi) at x˜i, (O˜(x˜i),Γi(x˜i), πi| eO(x˜i)), and an equivalence
(λ12,A12) : (O˜(x˜1),Γ1(x˜1), π1| eO(x˜1))→ (O˜(x˜2),Γ2(x˜2), π2| eO(x˜2))
consisting of a group isomorphism A12 : Γ1(x˜1) → Γ2(x˜2) and a A12-
equivariant diffeomorphism λ12 : O˜(x˜1) → O˜(x˜2). It follows that the graph
of λ12, Graph(λ12) is a submanifold of the fiber product W˜12 which is dif-
feomorphic to O˜(x˜1) and O˜(x˜2). So the graph map Gr(λ12) : O˜(x˜1) →
W˜1 × W˜2, y˜ 7→ (y˜, λ12(y˜)) is a smooth open embedding with image con-
tained W˜12. Moreover, for any g ∈ Γ2(x˜2) the composition (1l× g) ◦Gr(λ12)
is also such an open embedding. Hence we get that
π−112 (O(x)) = ∪g∈Γ1(x˜1)(1l× g) ◦Gr(λ12)(O˜(x˜1)),
that is, an union of ♯Γ1(x˜1) copies of O˜(x˜1). This shows that near (x˜1, x˜2) the
fiber product W˜12 is a Banach variety (the union of finitely many Banach
manifolds), rather than a Banach manifold in general! Such a good local
structure suggests that there is a possible desingularization of W˜12. Call a
nonempty connected relative open subset in (1l × g) ◦ Gr(λ12)(O˜(x˜1)) as a
local component of W˜12 near any point of this open subset. Two local
components containing a point y˜12 ∈ W˜12 are said to belong to different
kinds if their intersection is not a local component of W˜12. In the disjoint
union of all local components of W˜12, a true Banach manifold, two points
are called equivalent if both can be contained a local component of W˜12
and are also same as points of W˜12. It may be proved that this indeed gives
rise to a regular relation in the disjoint union of all local components of
W˜12. Let Ŵ12 denote the manifold of all equivalence classes. (Note that
it is not necessarily connected.) The compositions of the natural quotient
map from Ŵ12 to W˜12 and π12, π
12
i give the maps πˆ12 : Ŵ12 → W12 and
πˆ12i : Ŵ12 → Ŵi := W˜i satisfying πˆi ◦ πˆ
12
i = πˆ12, where πˆi = πi, i = 1, 2.
Moreover, the action of Γ12 on W˜12 naturally lifts to an action of Γ12 on
W˜12 (which is also effective if the actions of Γ1 and Γ2 are effective) such
that (i) π12i are also equivariant with respect to the group homeomorphisms
λ12i above, i = 1, 2, and (ii) πˆ12 is invariant under this action and induces a
homeomorphism from Ŵ12/Γ12 to W12. In addition the set of regular points
in Ŵ12, Ŵ
◦
12, is exactly (πˆ12)
−1(W ◦12), and the restrictions of πˆ
12
i to Ŵ
◦
12 are∏2
i=1(♯Γi − ♯Ker(Γi, W˜i) + 1)
♯Γi − ♯Ker(Γi, W˜i) + 1
− fold (regular) coverings
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to Im(πˆ12i ) ∩ Ŵ
◦
i ⊂ Ŵi, i = 1, 2. In summary, we have proved:
There exist an orbifold chart (Ŵ12,Γ12, πˆ12) for the open subset
W12 (which is not necessarily in the given orbifold structure on
X), surjective group homomorphisms λ12i : Γ12 → Γi and
λ12i -equivariant smooth maps πˆ
12
i : Ŵ12 → Ŵi such that
πˆi ◦ πˆ12i = πˆ12, i = 1, 2.
It will be a substitute of the above claim in the case of manifolds. Such a
system {
(Ŵi,Γi, πˆi), (Ŵ12,Γ12, πˆ12), πˆ
12
i , λ
12
i
∣∣ i = 1, 2}
is called a desingularization of X , and {(Ŵ12,Γ12, πˆ12), πˆ12i , λ
12
i | i = 1, 2}
will be used to replace the transition function between (Ŵ1,Γ1, πˆ1) and
(Ŵ2,Γ2, πˆ2) which does not exist in general. (In order to help the reader
understanding the construction of Ŵ12 we consider a simple example. Let
W˜12 be the union of x-axis lx and y-axis ly in R2, i.e., W˜12 = lx ∪ ly. Then
each local component of W˜12 is a relatively open subset in x-axis or y-axis.
Let 0x and 0y denote the origin in x-axis and y-axis respectively. As points
in W˜12 both are same, i.e. 0x = 0y ∈ W˜12. A local component Cx containing
0x and one Cy containing 0y are of different kinds if and only if one of both is
a nonempty relatively open subset in lx and another is such an open subset
in ly. Hence our definition of the equivalence above shows that Ŵ12 is the
disjoint union of lx and ly.)
Similarly, if p : E → X is an orbibundle, and p˜i : (E˜i,Γi,Πi) →
(W˜i,Γi, πi), i = 1, 2, are corresponding orbibundle charts, then we can get
a system of Banach bundles{
(Êi,Γi, Πˆi), (Ê12,Γ12, Πˆ12), Πˆ
12
i , λ
12
i
∣∣ i = 1, 2},
which is not only a desingularization of E as a Banach orbifold but also
there exists a Banach bundle structure pˆ12 : Ê12 → Ŵ12 such that
πˆ12 ◦ pˆ12 = p ◦ Πˆ12, πˆi ◦ pˆi = p ◦ Πˆi and pˆi ◦ Πˆ
12
i = πˆ
12
i ◦ pˆi, i = 1, 2,
where Êi = E˜i, Ŵi = W˜i and pˆi = p˜i : Êi → Ŵi, i = 1, 2. The Banach
bundle system above is called a desingularization of the orbibundle E
(associated with the above desingularization of the orbifold X). Moreover, if
Si : W˜i → E˜i, i = 1, 2, are local representations of a section S : X → E, then
we obtain a natural section Sˆ12 : Ŵ12 → Ê12 such that it together Sˆi = S˜i,
i = 1, 2, forms a collection Sˆ = {Sˆ12, Sˆ1, Sˆ2} that is compatible in the sense
that Sˆ12 is Γ12-equivariant and Sˆi = (Πˆ
12
i )
∗Sˆi := (Πˆ
12
i )
−1 ◦ Sˆi ◦ πˆ
12
i , i = 1, 2.
This collection Sˆ is called a desingularization of the section S : X → E
associated with the above desingularization of the Banach orbibundle. Any
collection with these properties is called a global section of the bundle
system.
Now assume that the zero locus Z(S) is compact. Choose open subsets
W 1i ⊂ Cl(W
1
i ) ⊂ U
1
i ⊂ Cl(U
1
i ) ⊂ Wi, i = 1, 2 such that Z(S) ⊂ W
1
1 ∪W
1
2 .
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Set
V12 =W1 ∩W2 and Vi =W
1
i \ Cl(U
1
1 ) ∩Cl(U
1
2 ), i = 1, 2.
It is easily checked that Z(S) ⊂ V1 ∪ V2 ∪ V12 and Cl(V1) ∩ V2 = ∅ =
Cl(V2) ∩ V1. Define
V̂12 = (πˆ12)
−1(V12) and V̂i = (πˆi)
−1(Vi), i = 1, 2,
F̂12 = (Πˆ12)
−1(E12|V12) and F̂i = (Πˆi)
−1(Ei|Vi), i = 1, 2.
We get a system of Banach bundles
(F̂ , V̂) :=
{
(F̂i,Γi, Πˆi), (F̂12,Γ12, Πˆ12), pˆ12, pˆi, Πˆ
12
i , λ
12
i
∣∣ i = 1, 2}
over the system of Banach manifolds{
(V̂i,Γi, πˆi), (V̂12,Γ12, πˆ12), πˆ
12
i , λ
12
i
∣∣ i = 1, 2}.
The notion of a global section of this system is defined in the same way as
above. One can prove that each smooth section σ˜ : W˜i → E˜i with support
in W˜ 1i := π
−1
i (W
1
i ) may yield a global section of the system above, denoted
by σˆ = {(σˆ)1, (σˆ)2, (σˆ)12}.
Furthermore, choose nonempty open subsets
U0i ⊂ Cl(U
0
i ) ⊂W
1
i , i = 1, 2
such that Z(S) ⊂ U01 ∪ U
0
2 . We also assume that S is a Fredholm
section of index r, and that p˜i : W˜i → E˜i has a trivialization Ti : W˜i ×
(E˜i)x˜i → E˜i, i = 1, 2. Let S˜
T
i : W˜i → (E˜i)x˜i be the representation of
S˜i under the trivialization Ti, i = 1, 2. Since S is Fredholm we can take
finitely many sections σ˜ji : W˜i → E˜i with supports in W˜
1
i such that their
trivialization representations σ˜jTi : W˜i → (E˜i)x˜i , j = 1, · · · ,mi and i = 1, 2,
satisfy
dS˜Ti (x˜)(Tx˜W˜i) + span(
{
σ˜1Ti (x˜), · · · , σ˜
miT
i (x˜)
}
) = (E˜i)x˜i
for any x˜ ∈ U˜0i and i = 1, 2. Let σˆ
j
i = {(σˆ
j
i )12, (σˆ
j
i )1, (σˆ
j
i )2} be the global
sections of the bundle system (F̂ , V̂), j = 1, · · · ,mi and i = 1, 2, and t denote
points (t11, · · · , t1m1 , t21, · · · , t2m2) in R
m1+m2 . Then it may be proved that
for generic small t the section Ψt = {(Ψt)1, (Ψt)2, (Ψt)12} is transversal to
the zero section. That is, the following three sections are transversal to the
zero section,
Ψt12 : V̂12 → F̂12, xˆ 7→ Ŝ12(xˆ) +
m1∑
j=1
t1j(σˆ
j
1)12(xˆ) +
m2∑
j=1
t2j(σˆ
j
2)12(xˆ)
Ψt1 : V̂1 → F̂1, xˆ 7→ Ŝ1(xˆ) +
m1∑
j=1
t1j(σˆ
j
1)1(xˆ) +
m2∑
j=1
t2j(σˆ
j
2)1(xˆ)
Ψt2 : V̂2 → F̂2, xˆ 7→ Ŝ2(xˆ) +
m1∑
j=1
t1j(σˆ
j
1)2(xˆ) +
m2∑
j=1
t2j(σˆ
j
2)2(xˆ).
41
Let M̂t1 = (Ψ
t
1)
−1(0), M̂t2 = (Ψ
t
2)
−1(0), M̂t12 = (Ψ
t
12)
−1(0). They are all
smooth manifolds of dimension r. Denote by
M̂t◦12 := M̂
t
12 ∩ V̂
◦
12 and M̂
t◦
i := M̂
t
i ∩ V̂
◦
i , i = 1, 2.
Here V̂ ◦12 = V̂12 ∩ Ŵ
◦
12 and V̂
◦
i = V̂i ∩ Ŵ
◦
i , i = 1, 2. Then the maps
πˆ12i : (πˆ
12
i )
−1
(
M̂t◦i
)
→ Im(πˆ12i ) ⊂ M̂
t◦
i
are ∏2
i=1(♯Γi − ♯Ker(Γi, W˜i) + 1)
♯Γi − ♯Ker(Γi, W˜i) + 1
− fold (regular) coverings, i = 1, 2.
Assume that X has at least codimension 2 singularity near Z(S)
and Z(S) ⊂ Int(X). Then the formal sum
e(E, S)t : =
2∑
i=1
1
♯Γi − ♯Ker(Γi, W˜i) + 1)
{
πˆi : M̂
t◦
i → X
}
+
1∏2
i=1(♯Γi − ♯Ker(Γi, W˜i) + 1)
{
πˆ12 : M̂
t◦
12 → X
}
represents a rational singular cycle in X of dimension r, where we only count
once on the overlaps in the summation of the singular maps above. The
homology class of e(E, S)t, e(E, S) = [e(E, S)t] ∈ Hr(X,Q) is called the
virtual Euler class of the Banach Fredholm orbibundle (E,X, S). We can
prove that this class is independent all related choices. If r = 0 one may get a
well-defined rational number e(E, S)t, called virtual Euler characteristic
of (E,X, S). In particular, when X is an orbifold of finite dimension and E
is its tangent bundle it is simply called the orbifold Euler characteristic
of X (i.e. the Euler characteristic of X as an orbifold).
Example 2.15 Calculating the orbifold Euler characteristic of a football
orbifold: It is a weighted projective space. Let q = (q1, q2) be a pair of pos-
itive integers with highest common divisor 1, and q1, q2 > 1. The weighted
(or twisted) projective space of q is defined by
CP 1(q) = (C2 \ {0})/C∗,
where C∗ = C \ {0} acts by α · z = (αq1z1, αq2z2) for z = (z1, z2) ∈ C2 \ {0}
and α ∈ C∗. The C∗-action above is free iff q1 = q2 = 1. CP
1(q) has only
isolated orbifold singularities. Let [z]q denote the orbit of z ∈ C2 \{0} under
the above C∗-action. It is a point in CP 1(q). Clearly, X = CP 1(q) has two
cone singularities, one of type q1 (the north pole pN ) and another of type
q2 (the south pole pS). The orbifold structure group Γq1 at pN = [1, 0]q
(resp. Γq2 at pS = [0, 1]q) is isomorphic to Z/q1Z (resp. Z/q2Z). Other
points are all smooth points. Thus X is an effective orbifold and 2-regular.
(Topologically, it is a 2-sphere.) It can be covered by two open disks, W1
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containing pN andW2 containing pS , that intersect in an open annulusW12.
Then π1 : W˜1 → W1 (resp. π2 : W˜2 → W2) is given by in polar coordinates
(r, θ) by (r, θ) 7→ (r, q1θ) (resp. (s, φ) by (s, φ) 7→ (s, q2φ)). Z/q1Z (resp.
Z/q2Z) acts on W˜1 (resp. W˜2) by (r, θ) 7→ (r, θ+i/q1), i = 0, · · · , q1−1 (resp.
(s, φ) 7→ (s, φ + j/q2), j = 0, · · · , q2 − 1). Here θ, φ ∈ S1 = R/Z. Choose
smaller discs V1, V2 in W1,W2 respectively. Assume that the annulus V12 is
given by {(t, θ) : t ∈ (1, 4), θ ∈ S1 = R/Z} in the polar coordinate in W1,
and that
V1 ∩ V12 = (1, 2)× S
1 and V2 ∩ V12 = (3, 4)× S
1.
The tangent bundle E˜1 = TW˜1 → W˜1 (resp. E˜2 = TW˜2 → W˜2) can be
trivialised away from pN (resp. pS) by the vector fields ∂˜r, ∂˜θ (resp. ∂˜s, ∂˜φ)
which are Γq1 (resp. Γq2) invariant. So ∂˜r, ∂˜θ (resp. ∂˜s, ∂˜φ) descend to
sections ∂r, ∂θ of E1 →W1 \ {pN} (resp. ∂s, ∂φ of E2 → W2 \ {pS}). On the
overlap, ∂r = −∂θ and ∂s = −∂φ. Let σ˜1 : W˜1 → E˜1 (resp. σ˜2 : W˜2 → E˜2)
be a section of the form β1(r)∂˜r (resp. β2(s)∂˜s) where the function β1 ≤ 0
(resp. β2 ≥ 0) has an isolated zero at r = 0 (resp. s = 0). Then the section
σˆ = {(σˆ1)1 + (σˆ2)1, (σˆ1)2 + (σˆ2)2, (σˆ1)12 + (σˆ2)12}
has only zeros pN and pS (we here have identified pN (resp. pS) with the
unique point in πˆ−11 (pN ) (resp. πˆ
−1
2 (pS))). Note that both pN and pS are
regular. However, by slightly perturbing σˆ near pN and pS we can achieve
transversality, and in this case there is a zero near pN (resp. near pS) that
counts with weight 1/q1 (resp. 1/q2). Hence the orbifold Euler characteristic
of this orbifold is 1q1 +
1
q2
. The reader may refer to [Mc1] for more details
and examples.
2.3 The resolutions of Banach orbibundles near a com-
pact subset
It is a key step of Liu-Tian’s method in [LiuT1]-[LiuT3] to resolve a Banach
orbibundle near a compact subset of its base space. We shall presently give
a detailed exposition of this construction; see also [Lu3]. For the sake of
simplicity we always assume that X is 1-regular and effective without
special statements. (Actually, for a Banach Fredholm orbibundle (X,E, S)
with compact zero locus Z(S) the condition that X is 1-regular can be
weaken to the requirement that X is 1-regular near any x ∈ Z(S) because
we can deduce that an open neighborhood of Z(S) inX is a 1-regular Banach
orbifold.) In Remark 2.49 we shall point out how to change the arguments
and results when the effectiveness assumption of X is moved.
2.3.1 A general resolution
Let p : E → X be a Banach orbibundle and K ⊂ X be a compact subset.
For each x ∈ K let (W˜x,Γx, πx) be a Banach orbifold chart around it. (This
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chart can be required to be centered at x if necessary). Since K
is compact we may choose finitely many points xi ∈ K, i = 1, · · · , n (we
assume n > 2 because of the arguments in §2.2) and corresponding Banach
orbifold charts (W˜i,Γi, πi) around them on X , i = 1, · · · , n such that their
supports {Wi}ni=1 satisfy:
K ⊂
n⋃
i=1
Wi and
n⋂
i=1
Wi = ∅. (2.8)
Let N be the set of all finite subsets I = {i1, · · · , ik} of {1, · · · , n} such that
the intersection WI := ∩i∈IWi is nonempty. Then each I ∈ N has the
length |I| = ♯(I) < n. For I = {i1, · · · , ik} ∈ N we may always assume
i1 < · · · < ik. Denote by the group ΓI :=
∏k
l=1 Γil and the fiber product
W˜I =
{
(u˜i1 , · · · , u˜ik) ∈
k∏
l=1
W˜il
∣∣ πi(u˜i) = πj(u˜j) ∀i, j ∈ I} (2.9)
equipped with the induced topology from
∏k
l=1 W˜il . Then the obvious pro-
jection
πI : W˜I →WI , (u˜i1 , · · · , u˜ik) 7→ πi1(u˜i1) = · · · = πik (u˜ik), (2.10)
has covering group ΓI whose action on W˜I is given by
φI · (u˜i)i∈I = (φi · u˜i)i∈I , ∀φI = (φi)i∈I ∈ ΓI . (2.11)
(Hereafter we often write (v˜i1 , · · · , v˜ik) as (v˜i)i∈I .) Namely, πI induces a
homeomorphism from W˜I/ΓI onto WI . Note that πI is always proper.
Claim 2.16 The action of ΓI on W˜I in (2.11) is effective.
Indeed, since each (W˜i,Γi, πi) is 1-regular it follows from Claim 2.5 that
the nonsingular set W˜ ◦i is a dense open subset in W˜i. Let
W˜ ◦I := {u˜I ∈ W˜I |ΓI(u˜I) = {1l}} and W
◦
I := πI(W˜
◦
I ), (2.12)
where ΓI(u˜I) is the isotopy subgroup of ΓI at u˜I ∈ W˜I . Then W˜ ◦I =
π−1i1 (W
◦
I ) × · · · × π
−1
ik
(W ◦I ) is a dense open subset in W˜I . Moreover, W
◦
I =
∩i∈Iπi(W˜ ◦i ) ∩WI is also a dense open subset in WI . Note that
W˜I = π
−1
i1
(WI)× · · · × π
−1
ik
(WI)
and that gsy˜ 6= y˜ for any y ∈ π
−1
is
(W ◦I ) and gs ∈ Γis \ {1l}, s = 1, · · · , k.
Then for any φ ∈ ΓI \{1l} and (u˜i)i∈I ∈ W˜ ◦I it holds that φ·(u˜i)i∈I 6= (u˜i)i∈I .
Claim 2.16 is proved.
Remark 2.17 As pointed out at the beginning of this section, the regular
set X◦ in an effective orbifold of finite dimension is always an open, dense
subset in X . So the proof of Claim 2.16 and thus all arguments till the
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end of Subsection 2.5 are still true even if X is not 1-regular. However,
for an effective orbifold of infinite dimension we need the 1-regularity of X
to complete the proof of Claim 2.16. Moreover, if we do not assume
that X is effective and do not make the arguments in the effective
category, Claim 2.16 is not needed. See Remark 2.49.
Actually, we can give a precise description for singularities of W˜I locally.
For each I ∈ N we also denote by
W˜ singI := {u˜I ∈ W˜I |ΓI(u˜I) 6= {1l}} and W
sing
I := πI(W˜
sing
I ). (2.13)
Clearly, they are relatively closed subsets in W˜I and WI respectively. For
any u ∈ W singI and u˜I = (u˜i1 , · · · , u˜ik) ∈ π
−1
I (u) ⊂ W˜I , as in the arguments
above (2.1) there exists a Γi1(u˜i1)-equivariant diffeomorphism F from a small
neighborhood N(0u˜i1 ) of the origin in Tu˜i1 W˜i1 onto a neighborhood of u˜i1
in W˜i1 , N (u˜i1) = F (N(0u˜i1 )), such that
N (u˜i1)
sing := π−1i1 (W
sing
I ) ∩N (u˜i1) =
⋃
g∈Γi1(u˜i1 )\{1l}
F
(
N(0u˜i1 ) ∩ ν(dg(u˜i1))
)
.
By Lemma 2.4, by shrinking N(0u˜i1 ) if necessary we can find group isomor-
phisms Ai1is : Γi1(u˜i1) → Γis(u˜is) and diffeomorphisms λi1is : N (u˜i1) →
N˜ (u˜is) that map u˜i1 to u˜is , and such that λi1is ◦φ = Ai1is(φ)◦λi1is for any
φ ∈ Γi1(u˜i1) and 1 < s ≤ k. It follows that
W˜ singI ∩
( k∏
i=1
N (u˜is)
)
=
{
(x˜, λi1i2(x˜), · · · , λi1ik(x˜))
∣∣∣ x˜ ∈ N (u˜i1 )sing}.
For any J ⊂ I ∈ N there are also projections
πIJ : W˜I → W˜J , (u˜i)i∈I 7→ (u˜j)j∈J ,
λIJ : ΓI → ΓJ , (φi)i∈I 7→ (φj)j∈J .
}
(2.14)
Later we also write λIJ as λ
i
J if I = {i}. Note that π
I
J is not surjective
in general. To see this point let us consider the case I = {1, 2} and
J = {1}. Then W˜I = {(u˜1, u˜2) ∈ W˜1 × W˜2 |π1(u˜1) = π2(u˜2)}. Assume
that πIJ : W˜I → W˜J is surjective. For each u˜1 ∈ W˜J = W˜1 there exists
u˜2 ∈ W˜2 such that (u˜1, u˜2) ∈ W˜I and πIJ ((u˜1, u˜2)) = u˜1. It follows that
u1 = π1(u˜1) = π2(u˜2) = u2 ∈ W2. That is, W1 ⊂ W2. Clearly, it must not
hold in general.
For any J ⊂ I ∈ N , by the definition one easily checks that W˜ ◦I =
(πIJ )
−1
(
Im(πIJ )∩W˜
◦
J
)
. These imply that for every uI ∈W
◦
I = πI(W˜
◦
I ) ⊂W
◦
J
the inverse image π−1I (uI) (resp. π
−1
J (uI)) exactly contains |ΓI | (resp. |ΓJ |)
points. So for each u˜J ∈ W˜ ◦J ∩ Im(π
I
J ) the inverse image (π
I
J )
−1(u˜J) has ex-
actly |ΓI |/|ΓJ | points. If (E˜i,Γi,Πi)(= (E˜i, Γ˜i,Πi)) are the Banach orbibun-
dle charts on E corresponding with (W˜i,Γi, πi), i = 1, · · · , n. Repeating the
same construction from E˜i one obtains the similar projections ΠI : E˜I → EI
and ΠIJ : E˜I → E˜J for J ⊂ I. In summary we get:
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Proposition 2.18 For any J ⊂ I ∈ N the projections πI , λIJ and π
I
J , and
ΠI and Π
I
J satisfy:
(i) πJ ◦ πIJ = ι
W
IJ ◦ πI (on (π
I
J )
−1(W˜J )) for the inclusion ι
W
IJ :WI →֒WJ .
(ii) πIJ ◦ φI = λ
I
J(φI) ◦ π
I
J for any φI ∈ ΓI .
(iii) πI induces an homeomorphism from the quotient W˜I/ΓI to WI , and
the restriction of πI to W˜
◦
I is a |ΓI |-fold covering of W
◦
I .
(iv) The generic fiber of πIJ contains |ΓI |/|ΓJ | = |
∏
i∈I\J Γi| points. Pre-
cisely, for each u˜J ∈ Im(πIJ )∩W˜
◦
J the inverse image (π
I
J )
−1(u˜J) ⊂ W˜ ◦J
exactly contains |ΓI |/|ΓJ | points.
(v) ΠJ ◦ΠIJ = ι
E
IJ ◦ΠI for the inclusion ι
E
IJ : EI →֒ EJ .
(vi) ΠIJ ◦ φI = λ
I
J(φI) ◦Π
I
J for any J ⊂ I ∈ N and any φI ∈ ΓI .
(vii) The obvious projection p˜I : E˜I → W˜I is equivariant with respect to the
induced actions of ΓI on them, i.e. p˜I ◦ ψI = ψI ◦ p˜I for any ψI ∈ ΓI .
(viii) πI ◦ p˜I = p ◦ ΠI for any φI ∈ ΓI , and πIJ ◦ p˜I = p˜J ◦ Π
I
J for any
J ⊂ I ∈ N .
(ix) The generic fiber of ΠIJ contains |ΓI |/|ΓJ | points.
However, as showed in Lemma 2.19 below the projection p˜I : E˜I → W˜I
is not Banach vector bundle if |I| > 1; accordingly we instead temporarily
call it the the virtual Banach vector bundle. Therefore we get a system
of virtual Banach bundles(
E˜(K), W˜ (K)
)
=
{
(E˜I , W˜I), πI ,ΠI ,ΓI , π
I
J ,Π
I
J , λ
I
J
∣∣ J ⊂ I ∈ N}. (2.15)
Lemma 2.19 For each I ∈ N with |I| > 1, p˜I : E˜I → W˜I is a Banach bun-
dle variety in the sense that locally W˜I is a finite union of Banach manifolds
and the restriction of E˜I on each of these finitely many Banach manifolds
is a Banach vector bundle.
Proof. Let I = {i1, · · · , ik} ∈ N with k > 1 and i1 < i2 < · · · < ik.
For a given u˜I ∈ W˜I and uI = πI(u˜I) we choose a small connected open
neighborhood of uI inWI , O (that is a support of a Banach orbifold chart in
A) and consider the inverse image O˜il = π
−1
il
(O) of O in W˜il , l = 1, · · · , k.
Then each O˜il is an open neighborhood of u˜il in W˜il , and the isotropy
subgroup Γ(u˜il) of Γil at u˜il acts on O˜il . ( To see the second claim, for any
φ ∈ Γil and x˜ ∈ O˜il we have φ(x˜) ∈ W˜il . So it follows from πil(φ(x˜)) =
πil(x˜) ∈ O that φ(x˜) ∈ O˜il . ) If O is small enough, for any fix s ∈ {1, · · · , k}
it follows from Lemma 2.4 that there exist diffeomorphisms λisil : O˜is → O˜il
that map u˜is to u˜il , and group isomorphisms Aisil : Γ(u˜is) → Γ(u˜il) such
that
λisil ◦ φ = Aisil(φ) ◦ λisil (2.16)
for any φ ∈ Γ(u˜is) and l ∈ {1, · · · , k} \ {s}. Those diffeomorphisms λisil
(s 6= l) in (2.16) are unique up to composition with elements in Γ(u˜is) and
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Γ(u˜il). Namely, if we have another diffeomorphism λ
′
isil
: O˜is → O˜il that
maps u˜is to u˜il , and the group isomorphism A
′
isil
: Γ(u˜is) → Γ(u˜il) such
that
λ′isil ◦ φ = A
′
isil(φ) ◦ λ
′
isil (2.17)
for any φ ∈ Γ(u˜is), then there exist corresponding φis ∈ Γ(u˜is) and φil ∈
Γ(u˜il) such that
λisil = φil ◦ λ
′
isil and λisil = λ
′
isil ◦ φis . (2.18)
In particular these imply that
λilis ◦ λisil = φis and λitis ◦ λilit ◦ λisil = φ
′
is . (2.19)
for some φis , φ
′
is ∈ Γ(u˜is), s 6= l, t and l 6= t. For convenience we make the
convention: λisis = id eOis and Aisis = 1Γ(u˜is ). Then we have |Γ(u˜is)|
k−1
smooth open embeddings from O˜is into W˜I given by
φI ◦ λ
s
I : x˜s 7→
(
φi ◦ λisi(x˜s)
)
i∈I
, (2.20)
where λsI = (λisi)i∈I with λisis = id eOis , and φI = (φi)i∈I belongs to
Γ(u˜I)s :=
{
(φi)i∈I ∈
k∏
l=1
Γ(u˜il)
∣∣ φis = 1}. (2.21)
Hereafter saying φI ◦ λ
s
I to be a smooth open embedding from O˜is into W˜I
means that φI ◦λsI is a smooth embedding from O˜is into the Banach manifold
W˜i1 × · · · × W˜ik and that the image φI ◦ λ
s
I(O˜is ) is an open subset in W˜I .
Clearly, (x˜i1 , · · · , x˜ik) ∈
∏k
l=1 O˜il ⊂
∏k
l=1 W˜il is contained in W˜I if and
only if
(x˜i1 , · · · , x˜ik) = φI ◦ λ
s
I(x˜is )
for some φI ∈ Γ(u˜I)s. So the neighborhood
O˜(u˜I) := π
−1
I (O) =
( k∏
l=1
O˜il
)
∩ W˜I (2.22)
of u˜I in W˜I can be identified with an union of |Γ(u˜is)|
k−1 copies of O˜is ,⋃
φI∈Γ(u˜I)s
φI ◦ λ
s
I(O˜is ). (2.23)
Furthermore, for any two different φI , φ
′
I in Γ(u˜I)s we have
φI ◦ λ
s
I(O˜is) ∩ φ
′
I ◦ λ
s
I(O˜is) =
{
(φi ◦ λisi(v˜))i∈I
∣∣ v˜ ∈ O˜is &
(φi ◦ λisi(v˜))i∈I = (φ
′
i ◦ λisi(v˜))i∈I
}
⊇ {u˜I}. (2.24)
In order to show that W˜I is a Banach variety, we need to prove that those
|Γ(u˜is)|
k−1 sets, φI ◦λsI(O˜is), φI ∈ Γ(u˜I)s, are intrinsic in the following sense
that {
φI ◦ λ
s
I(O˜is )
∣∣ φI ∈ Γ(u˜I)s} = {φI ◦ λtI(O˜it) ∣∣ φI ∈ Γ(u˜I)t} (2.25)
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for any two s, t in {1, · · · , k}. For simplicity we only prove it for the case
that k = 3 and s = 1, t = 2. Note that we may identify Γ(u˜I)1 (resp.
Γ(u˜I)2) with Γ(u˜i2) × Γ(u˜i3) (resp. Γ(u˜i1) × Γ(u˜i3)). Then each set in
{φI ◦ λ
1
I(O˜i1) |φI ∈ Γ(u˜I)1} has the form
(φi2 × φi3) ◦ λ
1
I(O˜i1 ) :={(
x˜i1 , φi2 ◦ λi1i2(x˜i1), φi3 ◦ λi1i3(x˜i1 )
) ∣∣ x˜i1 ∈ O˜i1}
for some φi2×φi3 ∈ Γ(u˜i2)×Γ(u˜i3). Similarly, each set in {φI ◦λ
2
I(O˜i2 ) |φI ∈
Γ(u˜I)2} has the form
(φ′i1 × φ
′
i3) ◦ λ
2
I(O˜i2 ) :={(
φ′i1 ◦ λi2i1(x˜i2 ), x˜i2 , φ
′
i3 ◦ λi2i3(x˜i2 )
) ∣∣ x˜i2 ∈ O˜i2}
for some φ′i1 × φ
′
i3 ∈ Γ(u˜i1) × Γ(u˜i3). Thus in the present case the proof of
(2.25) is reduced to finding φ′i1 × φ
′
i3
∈ Γ(u˜i1)× Γ(u˜i3) for given φi2 × φi3 ∈
Γ(u˜i2)× Γ(u˜i3) such that
(φi2 × φi3 ) ◦ λ
1
I(O˜i1 ) = (φ
′
i1 × φ
′
i3) ◦ λ
2
I(O˜i2). (2.26)
For any φ′i1 ∈ Γ(u˜i1), since φ
′
i1
◦ λi2i1 : O˜i2 → O˜i1 is a diffeomorphism it is
easily checked that the set
(φi2 × φi3) ◦ λ
1
I(O˜i1)
=
{(
x˜i1 , φi2 ◦ λi1i2(x˜i1 ), φi3 ◦ λi1i3(x˜i1)
) ∣∣ x˜i1 ∈ O˜i1}
is equal to that of all triples(
φ′i1 ◦ λi2i1(x˜i2 ), φi2 ◦ λi1i2 (φ
′
i1 ◦ λi2i1(x˜i2 )), φi3 ◦ λi1i3(φ
′
i1 ◦ λi2i1(x˜i2 ))
)
=
(
φ′i1 ◦ λi2i1(x˜i2), φi2 ◦ λi1i2 ◦ φ
′
i1 ◦ λi2i1(x˜i2 ), φi3 ◦ λi1i3 ◦ φ
′
i1 ◦ λi2i1(x˜i2 )
)
,
where x˜i2 takes over O˜i2 . By (2.17), (2.18) and (2.19) we may obtain that
φi2 ◦ λi1i2 ◦ φ
′
i1 ◦ λi2i1 = φi2 ◦ Ai1i2(φ
′
i1 ) ◦ λi1i2 ◦ λi2i1
= φi2 ◦ Ai1i2(φ
′
i1 ) ◦ φ
′′
i2
for some φ′′i2 ∈ Γ(u˜i2), and that
φi3 ◦ λi1i3 ◦ φ
′
i1 ◦ λi2i1 = φi3 ◦ Ai1i3(φ
′
i1 ) ◦ λi1i3 ◦ λi2i1
= φi2 ◦ Ai1i2(φ
′
i1 ) ◦ φ
′′′
i2 ◦ λi2i3
for some φ′′′i2 ∈ Γ(u˜i2). Hence (2.26) holds if we take
φ′i3 = φi2 ◦ Ai1i2(φ
′
i1 ) ◦ φ
′′′
i2 and φ
′
i1 = A
−1
i1i2
(φ−1i2 ◦ (φ
′′
i2 )
−1).
Similarly, (by shrinking O if necessary) using the properties of orbibun-
dles one has also smooth bundle isomorphisms
Λisil : E˜is | eOis → E˜il | eOil
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covering λisil , i.e. λisil · p˜is = p˜il · Λisil , such that
Λisil ◦Φ = Aisil(φ) ◦ Λisil
for any φ ∈ Γ(u˜is) and l ∈ {1, · · · , k} \ {s}. Hereafter
Φ : E˜is | eOis → E˜is | eOis
(
resp. Aisil(φ) : E˜il | eOil → E˜il | eOil
)
(2.27)
is the bundle isomorphism lifting of φ (resp. Aisil(φ)) produced in the
definition of orbifold bundles. (As stated in Remark 2.8 we hereafter
write (E˜il , Γ˜il ,Πil) as (E˜il ,Γil ,Πil) and understand φil ∈ Γil to acts
on E˜il via φil · ξ˜ = Φil(ξ˜) with Φil = λWil (φil ) and ξ˜ ∈ E˜il .) It is easy
to see that Φil maps E˜il | eOil to E˜il | eOil . In particular the restriction of it to
E˜il | eOil is also a smooth bundle automorphism of E˜il | eOil covering φil | eOil , and
is still denoted by Φil . So for the above λ
s
I = (λisi)i∈I with λisis = id eOis ,
and φI = (φi)i∈I ∈ Γ(u˜I)s we get the corresponding
ΦI := (Φi)i∈I and Λ
s
I := (Λisi)i∈I , (2.28)
where we have made the convention:
Φis = 1 and Λisis = id eEis | eOis
.
Corresponding with (2.20) we obtain |Γ(u˜is)|
k−1 smooth bundle open em-
beddings
ΦI ◦ Λ
s
I : E˜is | eOis → E˜I , ξ˜ 7→
(
Φi ◦ Λisi(ξ˜)
)
i∈I
(2.29)
for φI ∈ Γ(u˜I)s. Here “smooth bundle open embedding” is to be understood
in a similar way as is explained below (2.21). Clearly, each map
ΦI ◦ Λ
s
I(E˜is | eOis ))→ φI ◦ λ
s
I(O˜is ), (2.30)(
Φi ◦ Λisi(ξ˜)
)
i∈I
7→
(
φi ◦ λisi(p˜is(ξ˜))
)
i∈I
is a Banach vector bundle over the Banach manifold φI ◦ λsI(O˜is), and⋃
φI∈Γ(u˜I)s
ΦI ◦ Λ
s
I(E˜is | eOis ) = E˜I
∣∣∣S
φI∈Γ(u˜I )s
φI◦λsI(
eOis )
.
Corresponding with (2.23) and (2.24) we have also:
ΦI ◦ Λ
s
I(E˜is | eOis )
⋂
Φ′I ◦ Λ
s
I(E˜is | eOis ) ={(
Φi ◦ Λisi(ξ˜)
)
i∈I
∣∣ ξ˜ ∈ E˜is | eOis & (Φi ◦ Λisi(ξ˜))i∈I = (Φ′i ◦ Λisi(ξ˜))i∈I}.
for any two different φI , ψI in Γ(u˜I)s, and{
ΦI ◦ ΛsI(E˜is | eOis )
∣∣ φI ∈ Γ(u˜I)s}
=
{
ΦI ◦ ΛtI(E˜it | eOit )
∣∣ φI ∈ Γ(u˜I)t}
}
(2.31)
for any s, t ∈ {1, · · · , k}. Hence E˜I → W˜I is a Banach bundle variety. ✷
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Remark 2.20 By shrinking O we may also assume that each λisil in (2.16)
is not only a diffeomorphism from O˜is to O˜il , but also one from a neighbor-
hood of the closure of O˜is to that of O˜il . In this case the union in (2.23)
may be required to satisfy:
If v˜ ∈
⋃
φI∈Γ(u˜I)s
φI ◦ λ
s
I(O˜is) and v˜ /∈ φI ◦ λ
t
I(O˜it)
for some t, then v˜ /∈ Cl
(
φI ◦ λtI(O˜it)
)
.
}
(2.32)
It means that each φI ◦λ
t
I(O˜it) is relatively closed in
⋃
φI∈Γ(u˜I)s
φI ◦λ
s
I(O˜is ).
Let us prove (2.32) by contradiction arguments. Suppose that v˜ ∈ Cl
(
φI ◦
λtI(O˜it)
)
\φI ◦λtI(O˜it). Since Cl
(
φI ◦λtI(O˜it)
)
= φI ◦λtI(Cl(O˜it)) there exists a
unique x˜ ∈ Cl(O˜it), which must sit in Cl(O˜it)\O˜it , such that φI ◦λ
t
I(x˜) = v˜.
Moreover, since v˜ belongs to some φ′I ◦ λ
s
I(O˜is ) one has a unique y˜ ∈ O˜is
such that φ′i ◦λ
s
I(y˜) = v˜. So φI ◦λ
t
I(x˜) = φ
′
I ◦λ
s
I(y˜). For the sake of clearness
we assume t = 1 and s = 2 then(
x˜, φi2 ◦ λi1i2(x˜), · · · , φik ◦ λi1ik(x˜)
)
=
(
φ′i1 ◦ λi2i1(y˜), y˜, φ
′
i3 ◦ λi3i1(y˜), · · · , φ
′
ik ◦ λi2ik(x˜)
)
.
Therefore x˜ = φ′i1 ◦λi2i1(y˜). Note that λi2i1 : O˜i2 → O˜i1 and φ
′
i1
: O˜i1 → O˜i1
are both diffeomorphisms. We deduce that x˜ = φ′i1 ◦ λi2i1 (y˜) ∈ O˜i1 . This
contradicts that x˜ ∈ Cl(O˜i1) \ O˜i1 . (2.32) is proved.
Similarly, we also require that
If ξ˜ ∈
⋃
ΦI∈Γ(u˜I)s
ΦI ◦ ΛsI(O˜is ) and ξ˜ /∈ ΦI ◦ Λ
t
I(O˜it)
for some t, then ξ˜ /∈ Cl
(
ΦI ◦ ΛtI(O˜it)
)
.
}
(2.33)
Later we always assume that (2.32) and (2.33) are satisfied without special
statements.
In terms of [LiuT3] we introduce:
Definition 2.21 The family of the smooth embeddings given by (2.20),{
φI ◦ λsI |φI ∈ Γ(u˜I)s
}
, is called a local coordinate chart of W˜I over a
neighborhood O˜(u˜I) of u˜I , and each φI ◦ λsI is called a component of
this chart. Similarly, we call the family of the bundle embeddings given by
(2.29),
{
ΦI ◦ Λ
s
I |φI ∈ Γ(u˜I)s
}
, a local bundle coordinate chart of E˜I
over O˜(u˜I), and each ΦI ◦ ΛsI a component of it. For x˜I ∈ φI ◦ λ
s
I(O˜is ),
a connected relative open subset W ⊂ φI ◦ λ
s
I(O˜is) containing x˜I is called
a local component of W˜I near x˜I . In particular, φI ◦ λsI(O˜is ) is a local
component of W˜I near u˜I . The restriction of ΦI ◦ ΛsI(E˜is | eOis ) to a local
component near u˜I is called a local component of E˜I near u˜I . Two local
components of W˜I (or E˜I) near a point u˜ of W˜I are said to be of different
kind if the intersection of both is not a local component of W˜I near u˜. Let
A be a family of local components of different kind near a point u˜ ∈ W˜I . If
the union of sets in A forms an open neighborhood O(u˜) of u˜ in W˜I we call
A a complete family of local components of W˜I over O(u˜). Clearly,
we have also a notion of germ of complete families of local components.
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Note that (2.25) and (2.31) show that one can construct the same com-
plete families of local components starting from two different s and t. More-
over, suppose that Q ⊂ O is another small open neighborhood of uI in WI .
Then all constructions in the proof of Lemma 2.19 work as we replace O
with Q, and the corresponding local components of W˜I near u˜I and those
of E˜I near (E˜I)u˜I are, respectively, given by{
φI ◦ λ
s
I(Q˜is)
∣∣ φI ∈ Γ(u˜I)s} and{
ΦI ◦ Λ
s
I(E˜is | eQis )
∣∣ φI ∈ Γ(u˜I)s}.
Here Q˜il = π
−1
il
(Q) are the inverse images of Q in W˜il , l = 1, · · · , k, and
φI ◦λsI and ΦI ◦Λ
s
I as in (2.25) and (2.31). More general conclusions, stated
in Lemma 4.3 of [LiuT3], will be:
Proposition 2.22 The notion of local component is functorial with respect
to restriction and projection, that is:
(i) If {φI ◦ λsI |φI ∈ Γ(u˜I)s} is a local coordinate chart near u˜I ∈ W˜I , then
for each point v˜I ∈ ∪φI∈Γ(u˜I )sφI ◦ λ
s
I(O˜is ) there exists a neighborhood
Q of v˜I in W˜I such that {Q∩φI ◦λ
s
I(O˜is) |φI ∈ Γ(u˜I)s} is a complete
family of local components of W˜I over Q.
(ii) If {φI ◦ λsI |φI ∈ Γ(u˜I)s} is a local coordinate chart near u˜I ∈ W˜I and
is ∈ J ⊂ I, then {π
I
J ◦φI ◦λ
s
I |φI ∈ Γ(u˜I)s} is a local coordinate chart
near πIJ (u˜I) ∈ W˜J (after the repeating maps π
I
J ◦ φI ◦ λ
s
I is only taken
one at a time). In particular, not only the projection πIJ : W˜I → W˜J
maps the local component φI ◦ λsI(O˜is) near u˜I to the local component
πIJ(φI ◦ λ
s
I(O˜is)) near π
I
J (u˜I) in W˜J but also the restriction
πIJ |φI◦λsI( eOis ) : φI ◦ λ
s
I(O˜is)→ π
I
J(φI ◦ λ
s
I(O˜is))
is a smooth map. Actually one has
πIJ ◦ φI ◦ λ
s
I = λ
I
J (φI) ◦ λ
s
J = φJ ◦ λ
s
J ,
where λsJ = (λisl)l∈J .
(iii) Correspondingly, the projection ΠIJ : E˜I → E˜J restricts to a smooth
bundle map from E˜I |φI◦λsI ( eOis ) to E˜J |πIJ (φI◦λsI ( eOis )).
Proof. (i) By (2.32) we may choose a connected open neighborhood Q ⊂
π−1I (O) of v˜ in W˜I such that for any φI ∈ Γ(u˜I)s,
Q∩ Cl(φI ◦ λ
s
I(O˜is )) = ∅ as v˜I /∈ φI ◦ λ
s
I(O˜is).
If vI ∈ φI ◦λ
s
I(O˜is ) then the connected relative open subset Q∩φI ◦λ
s
I(O˜is)
in φi ◦λsI(O˜is) is a local component of W˜I near v˜I . It is easy to see that the
union of sets in {Q∩ φI ◦ λsI(O˜is ) |φI ∈ Γ(u˜I)s} is equal to Q. So (i) holds.
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(ii) We may assume that I = {i1, · · · , ik} and J = {i1, · · · , ik′} with
k′ < k. By (2.24) we may also take s = 1. Then by (2.21) we have
Γ(u˜I)1 =
{
(1, φi2 , · · · , φik)
∣∣ φil ∈ Γ(u˜il), l = 2, · · · , k},
Γ(πIJ (u˜I))1 =
{
(1, φi2 , · · · , φik′ )
∣∣ φil ∈ Γ(u˜il), l = 2, · · · , k′}.
That is, λIJ(Γ(u˜I)1) = Γ(π
I
J (u˜I))1. So for a given local component
φI ◦ λ
1
I(O˜i1 ) =
{(
x˜1, φi2 ◦ λi1i2(x˜1), · · · , φik ◦ λi1ik(x˜1)
) ∣∣ x˜1 ∈ O˜i1}
of W˜I near u˜I , we have a corresponding local component of W˜J near π
I
J (u˜I)
as follow:
φJ ◦ λ
1
J (O˜i1) =
{(
x˜1, φi2 ◦ λi1i2(x˜1), · · · , φi′k ◦ λi1ik′ (x˜1)
) ∣∣ x˜1 ∈ O˜i1}.
Here φJ = (1, φi2 , · · · , φik′ ) = λ
I
J (φI) ∈ Γ(π
I
J (u˜I))1 and λ
1
J = (φi1l)l∈J .
Clearly, πIJ ◦ φI ◦ λ
1
I = λ
I
J (φI) ◦ λ
1
J = φJ ◦ λ
1
J , and so π
I
J
(
φI ◦ λ1I(O˜i1 )
)
=
φJ ◦ λ1J (O˜i1). Moreover the restriction
πIJ |φI◦λ1I ( eOi1 ) : φI ◦ λ
1
I(O˜i1 )→ φJ ◦ λ
1
J (O˜i1 ),
which maps
(
x˜1, φi2 ◦ λi1i2(x˜1), · · · , φik ◦ λi1ik(x˜1)
)
to(
x˜1, φi2 ◦ λi1i2(x˜1), · · · , φik′ ◦ λi1ik′ (x˜1)
)
,
is explicitly a smooth map. (ii) is proved. (iii) is also proved easily. ✷
The arguments below Definition 2.21 and Proposition 2.22 show that
the notion of local component is intrinsic. Using this, for each I =
{i1, · · · , ik} ∈ N with |I| > 1 we can desingularize W˜I to get a true Banach
manifold ŴI . Consider the disjoint union of Banach manifolds
W˜I :=
∐
u˜I∈fWI
∐
φI∈Γ(u˜I)1
∐
O∈U(uI)
{(u˜I , φI)} × φI ◦ λ
1
I(O˜i1 ), (2.34)
where U(uI) is the germ of small connected open neighborhoods of uI =
πI(u˜I) inWI (that are supports of charts in the atlas A) and O˜i1 = π
−1
i1
(O).
In W˜I we define a relation ∼ as follows: For u˜I , u˜′I ∈ W˜I , and φI ∈ Γ(u˜I)1,
φ′I ∈ Γ(u˜
′
I)1, and y˜I ∈ φI ◦ λ
1
I(O˜i1 ) and y˜
′
I ∈ φ
′
I ◦ λ
′1
I (O˜
′
i1
) we define
(u˜I , φI , y˜I) ∼ (u˜
′
I , φ
′
I , y˜
′
I) (2.35)
if and only if the following two conditions are satisfied:
(i) y˜I = y˜
′
I as points in W˜I ;
(ii) φI ◦ λ1I(O˜i1)
⋂
φ′I ◦ λ
′1
I (O˜
′
i1
) is a local component of W˜I near y˜I = y˜
′
I .
By Proposition 2.22 we immediately obtain:
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Claim 2.23 The relation ∼ in (2.35) is a regular equivalence in W˜I .
Moreover, any two different points in {(u˜I , φI)}×φI ◦λ1I(O˜i1 ) are not equiv-
alent with respect to ∼.
In [MaOu, Def.4.3.1, Def.4.3.3]) an equivalence relation R ⊂ X×X on a
Ck-manifold X is said to be regular if there is a Ck-differentiable structure
on X/R such that the projection map q : X → X/R is a Ck-submersion.
This unique Ck-differentiable structure on X/R is called quotient differ-
entiable structure and the associated manifold is called quotient mani-
fold given by R on X . An equivalence relation R on X is said to preserves
the boundary if R(∂X) = ∂X . For the precise relations between ∂X and
X/R the reader may refer to [MaOu, Th.4.3.14]) (and in particular [MaOu,
Cor.4.3.15] and [MaOu, Th.4.3.17] in two special cases that ∂X = ∅ and
∂(X/R) = ∅).
Proof of Claim 2.23. We only need to prove the regularity. For the sake
of simplicity we assume that X and thus W˜I have no boundary. Let R be a
subset in W˜I × W˜I determined by the equivalence relation ∼. By Corollary
4.3.15 in [MaOu] we need to show that R is a submanifold of W˜I × W˜I
without boundary and that P1|R : R → W˜I is a submersion. Here P1 is the
projection of W˜I × W˜I to the first factor. Let (u˜I , φI , y˜I) ∼ (u˜′I , φ
′
I , y˜
′
I)
be as in (2.35). Then
(
(u˜I , φI , y˜I), (u˜
′
I , φ
′
I , y˜
′
I)
)
belongs to R. Note that for
any z˜I ∈ φI ◦ λ
1
I(O˜i1 )
⋂
φ′I ◦ λ
′1
I (O˜
′
i1) we have(
(u˜I , φI , z˜I), (u˜
′
I , φ
′
I , z˜I)
)
∈ R.
So a neighborhood of
(
(u˜I , φI , y˜I), (u˜
′
I , φ
′
I , y˜
′
I)
)
in R can be identified with
φI ◦ λ1I(O˜i1)
⋂
φ′I ◦ λ
′1
I (O˜
′
i1
), and in this situation the restriction of P1|R
to this neighborhood is the identity map. The desired conclusions follow
immediately. ✷
Denote by [u˜I , φI , y˜I ] the equivalence class of (u˜I , φI , y˜I), and by
ŴI = W˜I
/
∼ (2.36)
if |I| > 1, and by ŴI = W˜i if I = {i} ∈ N . Then ŴI is a Banach manifold,
and each
φ̂I ◦ λ1I : O˜i1 → ŴI , x˜ 7→ [u˜I , φI , φI ◦ λ
1
I(x˜)], (2.37)
gives a smooth open embedding (which is called a local coordinate chart
of ŴI near [u˜I , φI , u˜I ]). The projections πI and π
I
J induce natural ones
πˆI : ŴI →WI , [u˜I , φI , y˜I ] 7→ πI(y˜I),
πˆIJ : ŴI → ŴJ , [u˜I , φI , y˜I ] 7→ [u˜J , φJ , y˜J ]
}
(2.38)
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Here φJ = λ
I
J (φI) = (φl)l∈J , u˜J = π
I
J (u˜I) = (u˜l)l∈J and y˜J = π
I
J (y˜I) =
(y˜l)l∈J . By Proposition 2.22(ii) the map πˆ
I
J is well-defined, and as in the
arguments below (2.14) we can show that πˆIJ is not surjective in general if
I 6= J . Note that in the charts φ̂I ◦ λ1I and
φ̂J ◦ λ1J : O˜j1 → ŴJ , x˜ 7→ [u˜J , φJ , φJ ◦ λ
1
J (x˜)],
the projection πˆIJ may be represented by
O˜i1 → O˜j1 , x˜ 7→ λi1j1(x˜) (2.39)
because j1 ∈ J ⊂ I. Here λi1j1 = 1 eOi1 if j1 = i1. So πˆ
I
J is a smooth map.
Recall that the action of any ψI = (ψl)l∈I ∈ ΓI on
y˜I = φI ◦ λ
1
I(x˜) =
(
x˜, φi2 ◦ λi1i2(x˜), · · · , φik ◦ λi1ik(x˜)
)
∈ φI ◦ λ
1
I(O˜i1 ) ⊂ W˜I
is given by
ψI(y˜I) =
(
ψi1(x˜), ψi2 ◦ φi2 ◦ λi1i2(x˜), · · · , ψik ◦ φik ◦ λi1ik(x˜)
)
=
(
ψi1(x˜), φ
∗
i2 ◦ λ
∗
i1i2(ψi1 (x˜)), · · · , φ
∗
ik
◦ λ∗i1ik(ψi1 (x˜)
)
= φ∗I ◦ λ
1∗
I (ψi1(x˜)) ∈ φ
∗
I ◦ λ
1∗
I (ψi1 (O˜i1 )). (2.40)
Here φ∗I = (φ
∗
l )l∈I ∈ Γ(ψI(u˜I))1, φ
∗
l = ψl ◦ φl ◦ ψ
−1
l for l ∈ I, and λ
1∗
I =
(λ∗i1l)l∈I , λ
∗
i1l
= ψl ◦ λi1l ◦ ψ
−1
i1
for any l ∈ I. Let us define
ψI · (u˜I , φI , y˜I) =
(
ψI(u˜I), φ
∗
I , ψI(y˜I)
)
. (2.41)
Then it is easily checked that (2.41) gives a smooth effective action of
ΓI on the space W˜I . Observe that for each s ∈ {1, · · · , k} and φI ∈ Γ(u˜I)s
the above φ∗I belongs to Γ(ψI(u˜I))s. Denote by λ
s∗
I = (λ
∗
isl
)l∈I , λ
∗
isl
=
ψl ◦ λisl ◦ ψ
−1
is
for any l ∈ I. Then
φ∗I ◦ λ
s∗
I : ψis(O˜is)→ W˜I , z˜s 7→
(
φ∗l ◦ λ
∗
isl(z˜s)
)
l∈I
is a smooth open embedding, and {φ∗I◦λ
s∗
I |φI ∈ Γ(u˜I)s} is a local coordinate
chart of W˜I over the neighborhood ψI
(
O˜(u˜I)
)
of ψI(u˜I) in the sense of
Definition 2.21. In particular, we get a local coordinate chart of ŴI around
[ψI(u˜I), φ
∗
I , ψI(u˜I)],
̂φ∗I ◦ λ
∗1
I : ψi1(O˜i1)→ ŴI , x˜ 7→ [ψI(u˜I), φ
∗
I , φ
∗
I ◦ λ
∗1
I (x˜)]. (2.42)
Let (u˜I , φI , y˜I) ∼ (u˜′I , φ
′
I , y˜
′
I) be as in (2.35). Clearly, ψI(y˜I) = ψI(y˜
′
I) and
φ∗I ◦ λ
1∗
I
(
ψi1(O˜i1)
)⋂
φ′∗I ◦ λ
′1∗
I
(
ψi1(O˜
′
i1)
)
is a local component of W˜I near ψI(y˜I) = ψI(y˜
′
I). So we get:
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Lemma 2.24 The action in (2.41) preserves the equivalence relation ∼, i.e.
(u˜I , φI , y˜I) ∼ (u˜′I , φ
′
I , y˜
′
I) if and only if ψI · (u˜I , φI , y˜I) ∼ ψI · (u˜
′
I , φ
′
I , y˜
′
I). So
it induces a natural smooth effective action of ΓI on ŴI :
ψI · [u˜I , φI , y˜I ] = [ψI · (u˜I , φI , y˜I)] (2.43)
for any ψI ∈ ΓI and [u˜I , φI , y˜I ] ∈ ŴI .
Proof. We only need to prove that the action is smooth and effective.
Indeed, in the charts in (2.37) and (2.42)
[u˜I , φI , y˜I ] = [u˜I , φI , φI ◦ λ
1
I(x˜)] 7→ ψI · [u˜I , φI , y˜I ]
is given by the smooth map
O˜i1 → ψi1(O˜i1 ), x˜ 7→ ψi1(x˜).
The effectiveness follows from the fact that the action of ΓI on W˜I is
effective. ✷
Clearly, a continuous surjective map
qI : ŴI → W˜I , [u˜I , φI , y˜I ] 7→ y˜I , (2.44)
is smooth as a map from ŴI to
∏
i∈I W˜i and also satisfies πI ◦ qI = πˆI . It
follows from (2.41) and (2.43) that qI commutates with the actions on ŴI
and W˜I , i.e. qI(ψI · [u˜I , φI , y˜I ]) = ψI · (qI([u˜I , φI , y˜I ])) for each [u˜I , φI , y˜I ] ∈
ŴI and ψI ∈ ΓI . These imply that qI induces a continuous surjective map
qˆI from ŴI/ΓI to W˜I/ΓI . In fact, qˆI is a homeomorphism, and hence
πˆI induces a homeomorphism from ŴI/ΓI to WI . To see this let
[u˜I , φI , y˜I ] ∈ ŴI , [u˜′I , φ
′
I , y˜
′
I ] ∈ ŴI be such that πI(y˜I) = πI(y˜
′
I). We need to
prove that there exists ψI ∈ ΓI such that ψI · [u˜I , φI , y˜I ] = [u˜
′
I , φ
′
I , y˜
′
I ]. Since
πI(y˜I) = πI(y˜
′
I) there is ψI ∈ ΓI such that ψI(y˜I) = y˜
′
I . Recall that y˜I ∈
φI ◦ λ1I(O˜i1 ) and y˜
′
I ∈ φ
′
I ◦ λ
′1
I (O˜
′
i1 ). By (2.40), ψI(y˜I) ∈ φ
∗
I ◦ λ
1∗
I (ψi1 (O˜i1)).
That is, ψI ·[u˜I , φI , y˜I ] = [ψI(u˜I), φ∗I , ψI(y˜I)]. Note that the local structure of
W˜I near y˜I is essentially the same as that of W˜I near y˜
′
I . (By composing with
a suitable element ϕI ∈ (ΓI)y˜′
I
) ψI can be chosen so that the intersection
φ′I ◦λ
′1
I (O˜
′
i1
)∩φ∗I ◦λ
1∗
I (ψi1(O˜i1 )) is a local component of W˜I near y˜
′
I = ψI(y˜I).
Let
Ŵ ◦I := {uˆI ∈ ŴI |ΓI(uˆI) = {1}} and
Ŵ singI := {uˆI ∈ ŴI |ΓI(uˆI) 6= {1}}
}
(2.45)
where ΓI(uˆI) is the isotropy subgroup of ΓI at uˆI ∈ ŴI . Then Ŵ
◦
I is
an open and dense subset in ŴI , and Ŵ
sing
I is relatively closed in ŴI .
Moreover, πˆI(Ŵ
◦
I ) and πˆI(Ŵ
sing
I ) are equal to W
◦
I in (2.12) and W
sing
I in
(2.13) respectively. Summarizing the above arguments we get:
Proposition 2.25 (i) ŴI is a Banach manifold and πˆ
I
J is a smooth map.
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(ii) There exists a smooth effective action of ΓI on ŴI (given by (2.43))
such that πˆI is invariant under the action and induces a homeomor-
phism from ŴI/ΓI to WI .
2
(iii) πˆJ ◦πˆIJ = ι
W
IJ ◦πˆI for any J ⊂ I ⊂ N and the inclusion ι
W
IJ :WI →֒ WJ .
(iv) πˆIJ ◦ ψI = λ
I
J (ψI) ◦ πˆ
I
J for any J ⊂ I ⊂ N and ψI ∈ ΓI .
(v) For any L, J, I ∈ N with L ⊂ J ⊂ I it holds that πˆJL ◦ πˆ
I
J = πˆ
I
L.
(vi) For any I = {i1, · · · , ik} ∈ N the isotropy group of ΓI at uˆI ∈ ŴI is
given by
ΓI(uˆI) = ΓI(u˜I) = Γ(u˜i1)× · · · × Γ(u˜ik),
where u˜I = qI(uˆI) is given by (2.44) and Γ(u˜il) is the isotropy group of
Γil at u˜il as before. For l = 1, · · · , |I|, |(ΓI)uˆI | = (|Γ(u˜il)|)
|I| because
these Γ(u˜il) are isomorphic. Moreover, for uI ∈WI the inverse image
(πˆI)
−1(uI) contains
|ΓI | − |ΓI(uˆI)|+ 1 =
|I|∏
l
(|Γil | − |Γ(u˜il)|+ 1)
elements exactly.
(vii) For any J ⊂ I ∈ N and uˆJ ∈ Im(πˆIJ ) the inverse image (πˆ
I
J )
−1(uˆJ)
exactly contains
|ΓI | − |ΓI(uˆI)|+ 1
|ΓJ | − |ΓJ(uˆJ )|+ 1
=
∏
i∈I\J
(|Γi| − |ΓJ (uˆJ)|
1/|J| + 1)
elements, where uˆI ∈ (πˆIJ )
−1(uˆJ). In particular, if uˆJ ∈ Im(πˆIJ ) ∩ Ŵ
◦
J
then (πˆIJ )
−1(uˆJ) contains |ΓI |/|ΓJ | elements exactly.
(viii) For any J ⊂ I ∈ N it holds that (πˆIJ )
−1
(
Im(πˆIJ ) ∩ Ŵ
◦
J
)
= Ŵ ◦I and
(πˆIJ )
−1
(
Im(πˆIJ ) ∩ Ŵ
sing
J
)
= Ŵ singI . Moreover the restriction of πˆ
I
J to
Ŵ ◦I is a |ΓI |/|ΓJ |-fold (regular) covering to Im(πˆ
I
J ) ∩ Ŵ
◦
J .
(ix) For any J ⊂ I ∈ N and uˆI ∈ ŴI , λIJ
(
ΓI(uˆI)
)
= ΓJ(uˆJ), where
uˆJ = πˆ
I
J (uˆI).
(v) may easily follow from (2.38), and the final (vi)-(ix) are also easily
proved by the above construction. But (vii) is not derived from (ix).
Remark 2.26 By (2.25) it is not hard to check that ŴI is intrinsic in the
following sense. Assume that the space W˜I in (2.34) is replaced by∐
u˜I∈fWI
∐
O∈U(uI)
∐
1≤s≤|I|
∐
φI∈Γ(u˜I )s
φI ◦ λ
s
I(O˜is(u˜is))
2This homeomorphism fact is not used in the arguments of this paper; we only need it to be
a proper, continuous surjective map, which is obvious.
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and that the equivalence relation in it is defined by
(u˜I , φI , y˜I) ∼ (u˜
′
I , φ
′
I , y˜
′
I)
if and only if the following two conditions are satisfied:
(i) y˜I = y˜
′
I as points in W˜I ;
(ii) φI ◦ λsI(O˜is)
⋂
φ′I ◦ λ
′t
I (O˜
′
it) is a local component of W˜I near y˜I = y˜
′
I .
Here u˜I , u˜
′
I ∈ W˜I , φI ∈ Γ(u˜I)s, and φ
′
I ∈ Γ(u˜
′
I)t, and y˜I ∈ φI ◦λ
s
I(O˜is), y˜
′
I ∈
φ′I ◦ λ
t′
I (O˜
′
it
), and U(uI) is the germ of small connected open neighborhood
of uI in WI , and O˜is(u˜is) = π
−1
is
(O), s = 1, · · · , |I|. Then we get the same
ŴI , πˆI and πˆ
I
J . In particular ŴI only depends on W˜I .
Similarly, we can define a desingularization ÊI of E˜I and the bundle
projection pˆI : ÊI → ŴI so that it is a Banach vector bundle. For later
convenience we shall give necessary details. Corresponding with (2.34) let
us consider the Banach manifold
E˜I :=
∐
u˜I∈fWI
∐
φI∈Γ(u˜I)1
∐
O∈U(uI)
{(u˜I , φI)} × ΦI ◦ Λ
1
I(E˜i1 | eOi1 ), (2.46)
which is a Banach bundle over W˜I clearly. Here U(uI) and O˜i1 = π
−1
i1
(O)
are as in (2.34), and ΦI and Λ
s
I as in (2.28). Let us define a relation
e
∼
in E˜I as follows: For u˜I , u˜
′
I ∈ W˜I , and φI ∈ Γ(u˜I)1, φ
′
I ∈ Γ(u˜
′
I)1, and
ξ˜I ∈ ΦI ◦ Λ1I(E˜i1 | eOi1 ) and ξ˜
′
I ∈ Φ
′
I ◦ Λ
′1
I (E˜i1 | eO′
i1
) we define
(u˜I , φI , ξ˜I)
e
∼ (u˜′I , φ
′
I , ξ˜
′
I) (2.47)
if and only the following two conditions hold:
(1◦) ξ˜I = ξ˜
′
I as points in W˜I ;
(2◦) ΦI ◦ Λ1I(E˜i1 | eOi1 )
⋂
Φ′I ◦ Λ
′1
I (E˜i1 | eO′
i1
) is a local component of E˜I near
p˜I(ξ˜I) = p˜I(ξ˜
′
I), where p˜I : E˜I → W˜I is the obvious projection.
As in Claim 2.23 we can prove that
e
∼ is a regular equivalence. It is easy to
see that the relation
e
∼ is compatible with ∼ in (2.35). That is,
(u˜I , φI , ξ˜I)
e
∼ (u˜′I , φ
′
I , ξ˜
′
I) =⇒ (u˜I , φI , p˜I(ξ˜I)) ∼ (u˜
′
I , φ
′
I , p˜I(ξ˜
′
I)) and
(u˜I , φI , y˜I) ∼ (u˜
′
I , φ
′
I , y˜
′
I) =⇒ (u˜I , φI , o˜I(y˜I))
e
∼ (u˜′I , φ
′
I , o˜I(y˜
′
I)).
Here o˜I : W˜I → E˜I is the zero section, which is well-defined though p˜I :
E˜I → W˜I is not a bundle projection.
Let 〈u˜I , φI , ξ˜I〉 denote the equivalence class of (u˜I , φI , ξ˜I) with respect
to
e
∼. Denote by
ÊI = E˜I
/
e
∼ (2.48)
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if |I| > 1, and by ÊI = E˜i if I = {i} ∈ N . Then
pˆI : ÊI → ŴI , 〈u˜I , φI , ξ˜I〉 7→ [u˜I , φI , p˜I(ξ˜I)] (2.49)
is a Banach bundle, and each
Φ̂I ◦ Λ1I : E˜i1 | eOi1 → ÊI , ξ˜ 7→ 〈u˜I , φI ,ΦI ◦ Λ
1
I(ξ˜)〉, (2.50)
gives a smooth bundle open embedding, called a local bundle coordinate
chart of ÊI near 〈u˜I , φI , o˜I(u˜I)〉. The projections ΠI and ΠIJ induce
natural ones
ΠˆI : ÊI → EI , 〈u˜I , φI , ξ˜I〉 7→ ΠI(ξ˜I),
ΠˆIJ : ÊI → ÊJ , 〈u˜I , φI , ξ˜I〉 7→ 〈u˜J , φJ , ξ˜J 〉
}
(2.51)
which are well-defined because of Proposition 2.22(iii). Here φJ = λ
I
J (φI) =
(φl)l∈J , u˜J = π
I
J (u˜I) = (u˜l)l∈J and ξ˜J = Π
I
J (ξ˜I) = (ξ˜l)l∈J . Moreover, in the
bundle charts Φ̂I ◦ Λ1I and
Φ̂J ◦ Λ1J : E˜j1 | eOj1 → ÊJ , η˜ 7→ 〈u˜J , φJ ,ΦJ ◦ Λ
1
J(η˜)〉,
the projection ΠˆIJ may be represented by
E˜i1 | eOi1 → E˜j1 | eOj1 , ξ˜ 7→ Λi1j1(ξ˜) (2.52)
because j1 ∈ J ⊂ I. Here Λi1j1 = 1 eEi1 | eOi1
if j1 = i1. It follows that Πˆ
I
J is
a smooth bundle map and also isomorphically maps the fibre of ÊI at
[u˜I , φI , p˜I(ξ˜I)] ∈ ŴI to that of ÊJ at [u˜J , φJ , p˜J(ξ˜J )] ∈ ŴJ .
In order to see how the action of ΓI on E˜I induces a natural one on E˜I ,
note that ψI = (ψl)l∈I ∈ ΓI acts on E˜I via
ψI · ξ˜I = ΨI(ξ˜I) = (Ψl(ξ˜l))l∈I . (2.53)
So for
ξ˜I = ΦI ◦ Λ
1
I(η˜) =
(
η˜,Φi2 ◦ Λi1i2(η˜), · · · ,Φik ◦ Λi1ik(η˜)
)
∈ ΦI ◦ Λ
1
I(E˜i1 | eOi1 ) ⊂ E˜I
it holds that
ψI · ξ˜I =
(
Ψi1(η˜),Ψi2 ◦ Φi2 ◦ Λi1i2(η˜), · · · ,Ψik ◦ Φik ◦ Λi1ik(η˜)
)
=
(
Ψi1(η˜),Φ
∗
i2 ◦ Λ
∗
i1i2(Ψi1(η˜)), · · · ,Φ
∗
ik
◦ Λ∗i1ik(Ψi1(η˜))
)
= Φ∗I ◦ Λ
1∗
I (Ψi1(η˜)) ∈ Φ
∗
I ◦ Λ
1∗
I
(
Ψi1(E˜i1 | eOi1 )
)
,
where Φ∗I = (Φ
∗
l )l∈I = (Ψl ◦ Φl ◦ Ψ
−1
l )l∈I , and Λ
1∗
I = (Λ
∗
i1l
)l∈I , Λ
∗
i1l
=
Ψl ◦ Λi1l ◦Ψ
−1
i1
for any l ∈ I. These motivate us to define
ψI · (u˜I , φI , ξ˜I) =
(
ψI(u˜I), φ
∗
I , ψI · ξ˜I
)
. (2.54)
58
Here φ∗I = (φ
∗
l )l∈I = (ψl ◦ φl ◦ ψ
−1
l )l∈I ∈ Γ(ψI(u˜I))1 as in (2.40). It gives a
smooth effective action of ΓI on E˜I . As above φ
∗
I belongs to Γ(ψI(u˜I))s
as φI ∈ Γ(u˜I)s. And for each s ∈ {1, · · · , k}, if we define Λs∗I = (Λ
∗
isl
)l∈I ,
Λ∗isl = Ψl ◦ Λisl ◦Ψ
−1
is
for any l ∈ I, then
Φ∗I ◦ Λ
s∗
I : Ψis(E˜is | eOis )→ E˜I , ξ˜s 7→
(
Φ∗l ◦ Λ
∗
isl(ξ˜s)
)
l∈I
(2.55)
is a smooth bundle open embedding, and {Φ∗I ◦ Λ
s∗
I |φI ∈ Γ(u˜I)s} is a lo-
cal bundle coordinate chart of E˜I over the neighborhood ψI
(
O˜(u˜I)
)
of
ψI(u˜I). In particular, we get a local bundle coordinate chart of ÊI around
〈ψI(u˜I), φ∗I , o˜I(ψI(u˜I))〉,
̂Φ∗I ◦ Λ
∗1
I : E˜i1 |ψi1( eOi1 ) → ÊI , ξ˜ 7→ 〈ψI(u˜I), φ
∗
I ,Φ
∗
I ◦ Λ
∗1
I (ξ˜)〉. (2.56)
Let (u˜I , φI , ξ˜I)
e
∼ (u˜′I , φ
′
I , ξ˜
′
I) be as in (2.47). Then ΨI(ξ˜I) = ΨI(ξ˜
′
I) and
Φ∗I ◦ Λ
1∗
I
(
E˜i1 |ψi1( eOi1 )
)⋂
Φ′∗I ◦ Λ
′1∗
I
(
E˜i1 |ψi1( eO′i1
)
)
is a local component of E˜I near p˜I(ΨI(ξ˜I)) = p˜I(ΨI(ξ˜
′
I)). So the action in
(2.54) preserves the equivalence relation
e
∼ in E˜I , i.e.
(u˜I , φI , ξ˜I)
e
∼ (u˜′I , φ
′
I , ξ˜
′
I)⇐⇒ ψI · (u˜I , φI , ξ˜I)
e
∼ ψI · (u˜
′
I , φ
′
I , ξ˜
′
I).
It follows that (2.54) induces a natural smooth effective action of ΓI on ÊI :
ψI · 〈u˜I , φI , ξ˜I〉 = 〈ψI · (u˜I , φI , ξ˜I)〉. (2.57)
In fact, in the charts in (2.50) and (2.56) the action
〈u˜I , φI , ξ˜I〉 = 〈u˜I , φI ,ΦI ◦ Λ
1
I(η˜)〉 7→ ψI · 〈u˜I , φI , ξ˜I〉
is given by the smooth map
(E˜i1 | eOi1 → E˜i1 |ψi1 ( eOi1 )) η˜ 7→ Ψi1(η˜).
The effectiveness is also easily proved as before. Moreover, the clear contin-
uous surjective map
QI : ÊI → E˜I , 〈u˜I , φI , ξ˜I〉 7→ ξ˜I
commutates with the above actions of ΓI on ÊI and E˜I and also satisfies
ΠI ◦ QI = ΠˆI . As in the arguments above (2.45) we can derive that the
projection ΠˆI is invariant under the ΓI -action and induces a homeomorphism
ÊI/ΓI → EI , 〈u˜I , φI , ξ˜I〉 7→ ΠI(ξ˜I).
These arguments yield:
Proposition 2.27 (i) Each pˆI : ÊI → ŴI is a Banach bundle.
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(ii) There exists a smooth effective action of ΓI on ÊI (given by (2.57)),
and ΠˆI is invariant under the action and induces a homeomorphism
from ÊI/ΓI to EI .
(iii) The projection pˆI : ÊI → ŴI is equivariant with respect to the actions
of ΓI on them, i.e. pˆI ◦ ψI = ψI ◦ pˆI for any ψI ∈ ΓI .
(iv) ΠˆJ ◦ΠˆIJ = ι
E
IJ ◦ΠˆI for any J ⊂ I ∈ N and the inclusion ι
E
IJ : EI →֒ EJ .
(v) For any J ⊂ I ∈ N , ΠˆIJ is a smooth bundle map covering πˆ
I
J and also
isomorphically maps the fibre of ÊI at uˆI ∈ (πIJ )
−1(ŴJ ) to that of ÊJ
at πˆIJ(uˆI). Moreover, it is ΓI-equivariant, i.e., Πˆ
I
J ◦ ψI = λ
I
J (ψI) ◦ Πˆ
I
J
for ψI ∈ ΓI .
(vi) πˆI ◦ pˆI = p ◦ ΠˆI for any φI ∈ ΓI .
(vii) pˆJ ◦ ΠˆIJ = πˆ
I
J ◦ pˆI for any J ⊂ I ∈ N .
(viii) For any L, J, I ∈ N with L ⊂ J ⊂ I it holds that ΠˆJL ◦ Πˆ
I
J = Πˆ
I
L.
(vii) may easily follow from (2.51). We get a system of Banach bundles(
Ê(K), Ŵ (K)
)
=
{(
ÊI , ŴI
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N}, (2.58)
which is called a desingularization of
(
E˜(K), W˜ (K)
)
in (2.15).
Definition 2.28 A global section of the bundle system (Ê(K), Ŵ (K)) is
a compatible collection Ŝ = {ŜI | I ∈ N} of sections ŜI of ÊI → ŴI in the
sense that
ŜI = (Πˆ
I
J )
∗ŜJ := (Πˆ
I
J )
−1 ◦ ŜJ ◦ πˆ
I
J , (2.59)
i.e. ŜJ(πˆ
I
J (x)) = Πˆ
I
J (ŜI(x)) for any x ∈ ŴI and J ⊂ I ∈ N . Ŝ is said
to be smooth if each ŜI is. Ŝ is called transversal to the zero section
if each section ŜI : ŴI → ÊI is so. Furthermore, a global smooth section
Ŝ = {ŜI | I ∈ N} is called Fredholm if each ŜI is a Fredholm section. If
each section ŜI is ΓI -equivariant the global section Ŝ = {ŜI} is said to be
equivariant.
Lemma 2.29 For each I ∈ N with |I| > 1, and l ∈ I we denote by Il = {l}
for 1 ≤ l ≤ n. Then each smooth section σ˜l : W˜l → E˜l can define one
σˆlI : ŴI → ÊI by
ŴI → ÊI , xˆ 7→
(
(ΠˆIl )
∗σ˜l
)
(xˆ) = (ΠˆIl )
−1
(
σ˜l(πˆ
I
Il
(xˆ))
)
(2.60)
which is equal to σ˜l if I = Il. Moreover, if σ˜l is Fredholm then so is σˆlI .
Proof. We first prove that the section σˆlI is smooth. To this end let us
write it in the charts in (2.37) and (2.50). Let xˆ = φ̂I ◦ λ1I(x˜) = [u˜I , φI , φI ◦
λ1I(x˜)] for x˜ ∈ O˜i1 . Then π
I
Il
(xˆ) = [u˜l, φl, φl ◦ λi1l(x˜)] = φl ◦ λi1l(x˜), and
specially equals x˜ if l = i1. So σ˜l(φl ◦ λi1l(x˜)) = 〈u˜l, φl, σ˜l(φl ◦ λi1l(x˜))〉. As
in (2.52), under the bundle charts Φ̂I ◦ Λ1I in (2.50) and
̂ΦIl ◦ Λ
1
Il
: E˜l| eOl → ÊIl ,
η˜ 7→ 〈u˜Il , φIl ,ΦIl ◦ Λ
1
Il
(η˜)〉 = 〈u˜l, φl, η˜〉 = η˜,
60
the projection ΠˆIIl may be represented by
E˜i1 | eOi1 → E˜l| eOl , ξ˜ 7→ Φl ◦ Λi1l(ξ˜).
It follows that σˆlI may locally be represented as
O˜i1 → E˜i1 | eOi1 , x˜ 7→ (Φl ◦ Λi1l)
−1
(
σ˜l(φl ◦ λi1l(x˜))
)
. (2.61)
This shows that σˆlI is smooth. The other claims follows from this clearly.
✷
A class of special sections of the bundle system (Ê(K), Ŵ (K)) may be
derived from those of the Banach orbibundle E → X .
Lemma 2.30 Each (smooth) section S of the Banach orbibundle E → X
may yield a global (smooth) section of the bundle system (Ê(K), Ŵ (K)),
denoted by Ŝ = {ŜI | I ∈ N}. The section Ŝ is equivariant in the sense that
each ŜI is ΓI-equivariant. If S is Fredholm so is Ŝ and they has the same
index.
Proof. Let S˜i : W˜i → E˜i unique Γi-equivariant lifts of S|Wi , i = 1, · · · , n.
They are compatible in the sense that
S˜j ◦ λij = Λij ◦ S˜i on O˜i, i, j = 1, · · · , n,
where λij , Λij and O˜i are as above. Since Πi ◦ S˜i = S ◦ πi, i = 1, · · · , n, for
each I ∈ N we have a map
S˜I : W˜I → E˜I , x˜I = (x˜i)i∈I 7→ (S˜i(x˜i))i∈I .
This map determines a (smooth) section of the Banach bundle pˆI : ŴI → ÊI .
In fact, let I = {i1, · · · , ik}, and (u˜I , φI , φI ◦ λ1I(x˜)) ∼ (u˜
′
I , φ
′
I , φ
′
I ◦ λ
′1
I (x˜
′))
in ŴI for x˜ ∈ O˜i1 and x˜
′ ∈ O˜′i1 . Using the local chart φI ◦ λ
1
I in the proof
of Proposition 2.22 we have
S˜I
(
φI ◦ λ
1
I(x˜)
)
=
(
S˜i1(x˜), S˜i2
(
φi2 ◦ λi1i2(x˜)
)
, · · · , S˜ik
(
φik ◦ λi1ik(x˜)
))
=
(
S˜i1(x˜), φi2 · S˜i2
(
λi1i2(x˜)
)
, · · · , φik · S˜ik
(
λi1ik(x˜)
))
=
(
S˜i1(x˜),Φi2
(
S˜i2
(
λi1i2(x˜)
))
, · · · ,Φik
(
S˜ik
(
λi1ik(x˜)
)))
=
(
S˜i1(x˜),Φi2
(
Λi1i2(S˜i1 (x˜))
)
, · · · ,Φik
(
Λi1ik(S˜i1(x˜))
))
= ΦI ◦ Λ
1
I(S˜i1 (x˜)),
S˜I
(
φ′I ◦ λ
′1
I (x˜
′)
)
=
(
S˜i1(x˜
′), S˜i2
(
φ′i2 ◦ λ
′
i1i2(x˜
′)
)
, · · · , S˜ik
(
φ′ik ◦ λ
′
i1ik(x˜
′)
))
=
(
S˜i1(x˜
′), φi2 · S˜i2
(
λ′i1i2(x˜
′)
)
, · · · , φ′ik · S˜ik
(
λ′i1ik(x˜
′)
))
=
(
S˜i1(x˜
′),Φ′i2
(
S˜i2
(
λ′i1i2(x˜
′)
))
, · · · ,Φ′ik
(
S˜ik
(
λ′i1ik(x˜
′)
)))
=
(
S˜i1(x˜
′),Φ′i2
(
Λ′i1i2(S˜i1 (x˜
′))
)
, · · · ,Φ′ik
(
Λ′i1ik(S˜i1(x˜
′))
))
= Φ′I ◦ Λ
′1
I (S˜i1(x˜
′)).
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Since φI ◦ λ1I(x˜) = φ
′
I ◦ λ
′1
I (x˜
′)(=⇒ x˜ = x˜′) we get that
S˜I
(
φI ◦ λ
1
I(x˜)
)
= ΦI ◦ Λ
1
I(S˜i1(x˜))
= Φ′I ◦ Λ
′1
I (S˜i1(x˜
′)) = S˜I
(
φ′I ◦ λ
′1
I (x˜
′)
)
.
Moreover, φI ◦ λ1I(O˜i1 ) ∩ φ
′
I ◦ λ
′1
I (O˜
′
i1 ) is a local component of ŴI near
φI ◦ λ1I(x˜) = φ
′
I ◦ λ
′1
I (x˜
′). It follows that
ΦI ◦ Λ
1
I(E˜i1 | eOi1 ) ∩ Φ
′
I ◦ Λ
′1
I (E˜i1 | eO′
i1
)
is a local component of ÊI near φI ◦ λ1I(x˜) = φ
′
I ◦ λ
′1
I (x˜
′). This shows that(
u˜I , φ˜I , S˜I
(
φI ◦ λ
1
I(x˜)
)) e
∼
(
u˜′I , φ˜
′
I , S˜I
(
φ′I ◦ λ
′1
I (x˜
′)
))
or
Φ̂′I ◦ Λ
′1
I (S˜i1(x˜
′)) = Φ̂I ◦ Λ1I(S˜i1(x˜)).
So we may define ŜI : ŴI → ÊI by
[u˜I , φI , x˜I ] 7→ 〈u˜I , φI , s˜I(x˜I)〉. (2.62)
It is easy to see that in the charts of (2.37) and (2.50) the section may be
expressed as
O˜i1 → E˜i1 | eOi1 , x˜ 7→ S˜i1(x˜). (2.63)
Thus ŜI is a smooth section, and its zero set is given by
Z(ŜI) = (πˆI)
−1
(
Z(S) ∩WI
)
.
From (2.38) and (2.51) one can immediately derive
ŜJ ◦ πˆ
I
J = Πˆ
I
J ◦ ŜI (2.64)
for any J ⊂ I ∈ N . Finally, one easily checks that each ŜI is ΓI -equivariant.
From (2.63) it easily follows that each ŜI and thus Ŝ are Fredholm if S is
so. ✷
As done in Section 1 our aim is to give a small perturbation of the
Fredholm section Ŝ so that it becomes transversal to the zero section. The
arguments at the beginning of this section show that such a purpose can only
be realized by perturbations of the nonequivariant global sections. However,
even if σ˜l : W˜l → E˜l has compact support contained in W˜l one mayt not
be able to extend the collection {σˆlI : I ∈ N , l ∈ I} of sections given by
Lemma 2.29 into a global smooth section of (Ê(K), Ŵ (K)) because the sets
Wi overlap too much to satisfy the compatibility conditions of the definition.
(cf. Ex.4.7 in [Mc1].) So we need to make some improvements on it.
2.3.2 Renormalization of the resolution in (2.58)
In this subsection we shall improve the resolution in last subsection. Note
that each I ∈ N has length |I| < n. For the above open sets Wi, i =
1, 2, · · · , n, one may take pairs of open sets
W ji ⊂⊂ U
j
i , j = 1, 2, · · · , n− 1,
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such that
U1i ⊂⊂W
2
i ⊂⊂ U
2
i · · · ⊂⊂W
n−1
i ⊂⊂ U
n−1
i ⊂⊂Wi.
Then for each I ∈ N with |I| = k define
VI :=
(⋂
i∈I
W ki
)
\
( ⋃
J:|J|>k
(⋂
j∈J
Cl(Ukj )
))
. (2.65)
Then the second condition in (2.8) implies
VI =W
n−1
I := ∩i∈IW
n−1
i ∀I ∈ N with |I| = n− 1.
For {VI | I ∈ N}, unlike {WI | I ∈ N} we cannot guarantee that VI ⊂ VJ
even if J ⊂ I. However, Lemma 4.3 in [LiuT1] showed:
Lemma 2.31 {VI | I ∈ N} is an open covering of ∪ni=1W
1
i and satisfies:
(i) VI ⊂WI for any I ∈ N .
(ii) Cl(VI) ∩ VJ 6= ∅ only if I ⊂ J or J ⊂ I. (Actually Cl(VI) ∩ VJ 6= ∅
implies VI ∩ VJ 6= ∅, and thus Cl(VI) ∩ VJ = ∅ for any I, J ∈ N with
|I| = |J | = n− 1.)
(iii) For any nonempty open subset W∗ ⊂ ∪ni=1W
1
i and I ∈ N let W
∗
I =
WI ∩W∗ and V ∗I = VI ∩W
∗. Then {V ∗I | I ∈ N} is an open covering
of W∗, and also satisfies the above corresponding properties (i)-(ii).
Proof. Step 1. Let Nk = {I ∈ N | |I| = k}, k = 1, · · · , n − 1. We first
prove that {VI | I ∈ N} is an open covering of ∪ni=1W
1
i . It is easy to see
that for any I ∈ N with |I| = k,
VI =
(⋂
i∈I
W ki
)
\
( ⋃
J∈Nk+1
(⋂
j∈J
Cl(Ukj )
))
.
For x ∈ Wi, set I1 = {i}. If x ∈ VI1 nothing is done. Otherwise, there is
J1 ∈ N with |J1| = 2 such that x ∈ ∩j∈J1Cl(U
1
j ) ⊂ W
2
J1
. Set I2 = I1 ∪ J1
then x ∈ W 1I1 ∩W
2
J1
⊂W 2I1 ∩W
2
J1
and thus
x ∈ W 2I2 ⊂W
|I2|
I2
, |I2| ≥ |J1| = |I1|+ 1 = 2.
If x ∈ VI2 then nothing is done. Otherwise, because of (2.65) there is J2 ∈ N
with |J2| = |I2|+ 1 such that x ∈ ∩j∈J2Cl(U
|I2|
j ) ⊂ W
|J2|
J2
. Set I3 = I2 ∪ J2
then x ∈ W 2I2 ∩W
|J2|
J2
⊂W
|I3|
I2
∩W
|I3|
J2
and thus
x ∈W
|I3|
I3
, |I3| ≥ |J2| = |I2|+ 1 ≥ 3.
After repeating finite times this process there must exist some Ik ∈ N such
that x ∈ VIk because VI = W
n−1
I for any I ∈ N with |I| = n − 1. The
desired conclusion is proved.
Step 2. We prove (i) and (ii). (i) is obvious. We only need to prove (ii).
Let Cl(VI) ∩ VJ 6= ∅ for two different I, J ∈ N with |I| = k and |J | = l.
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Since I = {1, · · · , n} /∈ N we can assume that n > k ≥ l below. Suppose
that there exists a r ∈ J \I. Let x ∈ Cl(VI)∩VJ . Take a sequence {xk} ⊂ VI
such that xk → x. Since VJ is open then xk ∈ VJ for k sufficiently large. So
VI ∩ VJ 6= ∅ and we may assume that x ∈ VI ∩ VJ . Now one hand x ∈ VJ
implies that
x ∈ Cl
(
∩i∈JW
l
i
)
⊂ Cl
(
∩i∈JW
k
i
)
⊂ Cl(W kr ).
On the other hand x ∈ VI implies that x does not belong to
∩i∈ICl(U
k
i ) ∩ Cl(U
k
r ) ⊇ ∩i∈ICl(W
k
i ) ∩Cl(W
k
r )
⊇ Cl(∩i∈IW
k
i ) ∩Cl(W
k
r ).
So x /∈ Cl(W kr ) because x ∈ VI ⊂ Cl
(
∩i∈IW ki
)
. This contradiction shows
that J ⊂ I.
Step 3. Note that Cl(V ∗I ) ∩ V
∗
J ⊂ Cl(VI) ∩ VJ ∩ W
∗ for any I, J ∈ N .
The desired conclusions follow immediately. ✷
Remark 2.32 From the proof of Lemma 2.31 one easily sees: if there exists
a positive integer 1 < n0 < n such that WI = ∅ for any I ∈ N with
|I| ≥ n0 then one only needs to take n(n0−1) pairs of open sets,W
j
i ⊂⊂ U
j
i ,
j = 1, 2, · · · , n0 − 1 such that
U1i ⊂⊂W
2
i ⊂⊂ U
2
i · · · ⊂⊂W
n0−1
i ⊂⊂ U
n0−1
i ⊂⊂Wi.
In this case for each I ∈ N with |I| = k < n0 we still use (2.65) to define
VI . Then VI = W
n0−1
I for any I ∈ N with |I| = n0 − 1, and {VI | I ∈ N}
still satisfies Lemma 2.31. Our later arguments are also effective actually
for this general case.
Set
V̂I = (πˆI)
−1(VI) and F̂I = (Π̂I)
−1(EI |VI ), (2.66)
For J ⊂ I ∈ N , though πˆIJ (ŴI) ⊂ ŴJ we cannot guarantee that πˆ
I
J (V̂I) ⊂
V̂J . So πˆ
I
J only defines a smooth map from the open subset (πˆ
I
J )
−1(V̂J )∩V̂I =
(πˆI)
−1(VI ∩ VJ) to V̂J . However, we still denote by πˆIJ the restriction of
πˆIJ to (πˆ
I
J )
−1(V̂J ) ∩ V̂I . In this case it holds that
πˆJ ◦ πˆ
I
J = ι
V
IJ ◦ πˆI
for any J ⊂ I ∈ N , where ιVIJ : VI ∩VJ →֒ VJ is the inclusion. Similarly, Π̂
I
J
denote the restriction of Π̂IJ to (Π̂
I
J )
−1(F̂J ) ∩ F̂I . We still use pˆI to denote
the bundle projection F̂I → V̂I induced by one pˆI : ÊI → ŴI in (2.49). The
system of Banach bundles
(F̂(K), V̂ (K)) =
{
(F̂I , V̂I), πˆI , πˆ
I
J , Π̂I , Π̂
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N}, (2.67)
is called renormalization of (Ê(K), Ŵ (K)).
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We can define a global section of the bundle system (F̂(K), V̂ (K)) as
in Definition 2.28, but the compatibility condition (2.59) is replaced by
SI = (Πˆ
I
J )
∗SJ := (Πˆ
I
J )
−1 ◦ SJ ◦ πˆ
I
J , on (πˆ
I
J )
−1(V̂J ). (2.68)
Clearly, each section of the bundle system (Ê(K), Ŵ (K)) restricts to one of
(F̂(K), V̂ (K)), still denoted by Ŝ = {ŜI | I ∈ N}. The other notions are
defined with the same way.
Lemma 2.33 For 1 ≤ l ≤ n, if a smooth section σ˜l : W˜l → E˜l has a support
contained in W˜ 1l := π
−1
l (W
1
l ) then it may determine a smooth global section
σˆl = {(σˆl)I : I ∈ N} of the bundle system (F̂(K), V̂ (K)) and for each I ∈ N
with l ∈ I the section (σˆl)I is exactly the restriction of the section given by
(2.60) to V̂I .
Proof. For I ∈ N with |I| = k and l /∈ I, (2.65) implies that
VI =
(⋂
i∈I
W ki
)
\
( ⋃
J:|J|=k+1
(⋂
j∈J
Cl(Ukj )
))
⊂
(⋂
i∈I
W ki
)
\
((⋂
i∈I
Cl(Uki )
)
∩Cl(Ukl )
)
⊂
(⋂
i∈I
W ki
)
\
((⋂
i∈I
Cl(Uki )
)
∩Cl(W 1l )
)
=
(⋂
i∈I
W ki
)
\ Cl(W 1l )
⊂
(⋂
i∈I
Cl(W ki )
)
\W 1l
where the second inclusion is because W 1l ⊂ U
1
l ⊂ U
k
l , and the second
equality comes from the fact that ∩i∈IW
k
i ⊂ ∩i∈IU
k
i . It follows that
Cl(VI) ⊂
(⋂
i∈I
Cl(W ki )
)
\W 1l
since the left side is closed. But πl(supp(σ˜l)) ⊂W 1l . Hence
πl(supp(σ˜l)) ∩ Cl(VI) = ∅ ∀ l /∈ I, 1 ≤ l ≤ n. (2.69)
We define
(σˆl)I =
{
0 if l /∈ I,
σ˜lI |bVI if l ∈ I.
(2.70)
Here σlI is given by (2.60). It is easily checked that the collection {(σˆl)I :
I ∈ N} is compatible in the sense of (2.68). Hence σˆl = {(σˆl)I : I ∈ N} is
a smooth global section of the bundle system (F̂(K), V̂ (K)). ✷
For an open neighborhood W∗ of K in ∪ni=1W
1
i we set V
∗
I := VI ∩ W
∗
and
V̂ ∗I = (πˆI)
−1(V ∗I ), F̂
∗
I = (ΠˆI)
−1(FI |V ∗
I
). (2.71)
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As above we get a system of Banach bundles
(F̂∗, V̂ ∗) =
{
(F̂ ∗I , V̂
∗
I ), πˆI , πˆ
I
J , Π̂I , Π̂
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N}, (2.72)
which is called the restriction of (F̂ , V̂ ) to the open subset W∗. Similarly,
we can define its global section. Clearly, each global section σˆ = {(σˆ)I | I ∈
N} of (F̂ , V̂ ) restricts to a global section of (F̂∗, V̂ ∗), still denoted by σˆ
without confusions.
Remark 2.34 For each i = 1, · · · , n let us take pairs of open subsets
W+ji ⊂⊂ U
+j
i , j = 1, · · · , n− 1 such that
W ji ⊂⊂W
+j
i ⊂⊂ U
+j
i ⊂⊂ U
j
i , j = 1, · · · , n− 1.
Then for each I ∈ N with |I| = k we follow (2.65) to define
V +I :=
(⋂
i∈I
W+ki
)
\
( ⋃
J:|J|>k
(⋂
j∈J
Cl(U+kj )
))
and get another renormalization (F̂+(K), V̂ +(K)) of the system of Banach
bundles (Ê(K), Ŵ (K)). It is easily seen that for any section σ˜l : W˜l → E˜l
with support in W˜ 1i , the same reason as above may yield a global smooth
section σˆ+l = {(σˆl)
+
I : I ∈ N} of the bundle system (F̂
+(K), V̂ +(K)) which
restricts to σˆl on (F̂(K), V̂ (K)). Note that for any I ∈ N ,
Cl(VI) ⊂
(⋂
i∈I
Cl(W ki )
)
\
( ⋃
J:|J|>k
(⋂
j∈J
Ukj
))
⊂
(⋂
i∈I
W+ki
)
\
( ⋃
J:|J|>k
(⋂
j∈J
Cl(U+kj )
))
= V +I
because Cl(W ki ) ⊂W
+k
i and Cl(U
+k
i ) ⊂ U
k
i for any i, k. Let Cl(V̂
∗
I ) (resp.
Cl(F̂ ∗I )) be the closure V̂
∗
I (resp. F̂
∗
I ) in V̂
+
I (resp. F̂
+
I ). Then we may also
consider the system of Banach bundles
(Cl(F̂∗), Cl(V̂ ∗)) =
{
(Cl(F̂ ∗I ), Cl(V̂
∗
I )), πˆI , πˆ
I
J , Π̂I , Π̂
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N}
and define its global section by requiring that SJ(πˆ
I
J (x)) = Πˆ
I
J (SI(x)) for
x ∈ (πˆIJ )
−1(Cl(V̂ ∗J )) ∩ Cl(V̂
∗
I ) and J ⊂ I ∈ N . In this case, the above
section σˆ+l naturally restricts to a section (Cl(F̂
∗), Cl(V̂ ∗)), still denoted
by σˆl without confusions. Moreover, the section Ŝ = {ŜI | I ∈ N} of the
bundle system (Ê , Ŵ ) in Lemma 2.33 naturally restricts to a global (smooth)
section of (Cl(F̂∗), Cl(V̂ ∗)).
2.4 Transversality
As in Section 2.3 we also assume that X is 1-regular and effective. Re-
mark 2.49 is still effective. From now on we always make:
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Assumption 2.35 (X,E, S) is a Banach Fredholm orbibundle of index r
and compact zero locus Z(S).
TakingK = Z(S) then (2.58) and (2.67) give a system of Banach bundles(
Ê , Ŵ
)
=
{(
ÊI , ŴI
)
, πˆI , Π̂I , πˆ
I
J , Π̂
I
J , pˆI ,ΓI , λ
I
J
∣∣ J ⊂ I ∈ N},
and its renormalization system of Banach bundles
(F̂ , V̂ ) =
{
(F̂I , V̂I), πˆI , πˆ
I
J , Π̂I , Π̂
I
J , pˆI ,ΓI λ
I
J
∣∣ J ⊂ I ∈ N}. (2.73)
Since the Fredholm map is locally proper, by shrinking open sets Wi we can
make:
Assumption 2.36 Each Banach bundle E˜i → W˜i is trivializable and the
unique Γi-equivariant lift section S˜i : W˜i → E˜i of S|Wi has a proper Fred-
holm trivialization representative.
Let Ŝ = {ŜI | I ∈ N} be the Fredholm section of the bundle systems(
Ê , Ŵ
)
produced by Lemma 2.29 from the section S. It restricts to such
a section of the bundle systems (Ê , V̂ ), also denoted by Ŝ = {ŜI | I ∈ N}
without confusions.
2.4.1 Local transversality
For each i = 1, · · · , n let S˜i : W˜i → E˜i be the Γi-equivariant lifts of S|Wi .
Fix a trivialization
Ti : W˜i × (E˜i)x˜i → E˜i, (2.74)
we get a representation of S˜i,
S˜Ti : W˜i → (E˜i)x˜i , i.e., S˜i(x˜) = Ti(x˜, S˜
T
i (x˜)) ∀x˜ ∈ W˜i. (2.75)
It is a proper Fredholm map by Assumption 2.36. Since the differential
dS˜Ti (x˜i) : Tx˜iW˜i → (E˜i)x˜i is a linear Fredholm operator there exist finitely
many nonzero elements vij ∈ (E˜i)x˜i , j = 1, · · · ,mi, such that
dS˜Ti (x˜i)(Tx˜iW˜i) + span({vi1, · · · , vimi}) = (E˜i)x˜i . (2.76)
Using vij and the trivialization Ti we get smooth sections s˜ij : W˜i → E˜i by
s˜ij(x˜) = Ti(x˜, vij) ∀x˜ ∈ W˜i, j = 1, · · · ,mi.
Note that s˜ij(x˜) 6= 0 for any x˜ ∈ W˜i since under the trivialization Ti the
section s˜ij has exactly a representation,
W˜i → (E˜i)x˜i , x˜ 7→ vij .
So using the implicit function theorem (by furthermore shrinking Wi and
increasing n) we can make:
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Assumption 2.37 dS˜Ti (x˜)(Tx˜W˜i)+span({vi1, · · · , vimi}) = (E˜i)x˜i for any
x˜ ∈ W˜i, i = 1, · · · , n.
For each i = 1, · · · , n let us take a Γi-invariant smooth cut-off function
γi : W˜
1
i → [0, 1] with support supp(γ) ⊂⊂ W˜
1
i and denote by
U˜0i := {x˜ ∈ W˜
1
i | γi(x˜) > 0} and U
0
i = πi(U˜
0
i ). (2.77)
Then U0i ⊂⊂W
1
i , i = 1, · · · , n. We may also assume that
Z(S) ⊂
n⋃
i=1
U0i . (2.78)
This can be done since Z(S) ⊂ ∪ni=1W
1
i . Setting
σ˜ij := γi · s˜ij , j = 1, · · · ,mi, (2.79)
they are smooth sections of the Banach bundle E˜i → W˜i with support in
W˜ 1i , and have representations under the trivialization Ti,
σ˜Tij : W˜i → (E˜i)x˜i , x˜ 7→ γ(x˜)vij , j = 1, · · · ,mi. (2.80)
It easily follows from Assumption 2.37 that
dS˜Ti (x˜)(Tx˜W˜i) + span({σ˜
T
i1(x˜), · · · , σ˜
T
imi
(x˜)}) = (E˜i)x˜i
∀x˜ ∈ U˜0i , i = 1, · · · , n.
}
(2.81)
By Lemma 2.33 each σ˜ij yields a smooth section σˆij = {(σˆij)I | I ∈ N} of
the bundle system (Ê , V̂ ) in (2.73), j = 1, · · · ,mi, i = 1, · · · , n.
2.4.2 Global transversality
Let m = m1 + · · · + mn. Consider the obvious pullback Banach bundle
system (
P∗1F̂ , V̂ × R
m
)
(2.82)
=
{
(P∗1F̂I , V̂I × R
m), πˆI , πˆ
I
J , Π̂I , Π̂
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N},
where P1 are the projections to the first factor, and πˆI , πˆ
I
J , Π̂I , Π̂
I
J , pˆI are
naturally pullbacks of those projections in (2.73). It has a Fredholm section
Υ = {ΥI | I ∈ N} given by
ΥI : V̂I × R
m → P∗1F̂I , (2.83)(
xˆI , {tij}1≤j≤mi
1≤i≤n
)
7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI)
= SˆI(xˆI) +
∑
i∈I
mi∑
j=1
tij(σˆij)I(xˆI).
The final equality comes from (2.69). Clearly, ΥI(xˆI , 0) = 0 for any zero xˆI
of SˆI in V̂I .
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Theorem 2.38 There exists an open neighborhood W∗ of Z(S) in ∪ni=1U
0
i
and ε > 0 such that for the restriction bundle system (F̂∗, V̂ ∗) of (F̂ , V̂ ) to
W ∗ the restriction of the global section Υ =
{
ΥI | I ∈ N
}
to (P∗1F̂
∗, V̂ ∗ ×
Bε(Rm)) is Fredholm and transversal to the zero section. Consequently, for
each I ∈ N the set
Ω̂I(S) := {(xˆI , t) ∈ V̂
∗
I ×Bε(R
m) |ΥI(xˆI , t) = 0} (2.84)
is a smooth manifold of dimension Ind(S) + m and with compact closure
in Cl(V̂ ∗I ) × R
m ⊂ V̂ +I × R
m. Moreover, the family {Ω̂I(S) | I ∈ N} is
compatible in the sense that for any J ⊂ I ∈ N ,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ×Bε(R
m)) ∩ Ω̂I(S)
)
= Im(πˆIJ ) ∩ Ω̂J(S) and
that for any (xˆJ , t) ∈ Im(πˆIJ ) ∩ Ω̂J(S) all
|ΓI | − |ΓI(xˆI)|+ 1
|ΓJ | − |ΓJ(xˆJ )|+ 1
=
∏
i∈I\J
(|Γi| − |ΓJ (xˆJ )|
1/|J| + 1)
elements of the inverse image (πˆIJ )
−1((xˆJ , t)) sit in (πˆ
I
J )
−1(V̂ ∗J ×Bε(R
m))∩
Ω̂I(S) for any (xˆI , t) ∈ (πˆIJ )
−1((xˆJ , t)). So for
Ω̂J (S)
◦ := Ω̂J(S) ∩ (Ŵ
◦
J ×Bε(R
m)), (2.85)
the restriction of the projection
πˆIJ : (πˆ
I
J )
−1(V̂ ∗J ×Bε(R
m)) ∩ Ω̂I(S)→ Im(πˆ
I
J ) ∩ Ω̂J(S) (2.86)
to (πˆIJ )
−1(V̂ ∗J ×Bε(R
m)) ∩ Ω̂I(S)◦ is a |ΓI |/|ΓJ |-fold (regular) smooth cov-
ering to Im(πˆIJ ) ∩ Ω̂J (S)
◦.
Proof. Let (F̂+, V̂ +) be another renormalization of the system of Banach
bundles (Ê , Ŵ ) as in Remark 2.34. Then Cl(V̂I) ⊂ V̂
+
I for each I ∈ N .
Moreover, Υ = {ΥI | I ∈ N} can naturally extend to a Fredholm section
(P∗1F̂
+, V̂ +×Rm), still denoted Υ = {ΥI | I ∈ N}. Let uˆI ∈ Cl(V̂I)∩Z(ŜI ).
Then ΥI(uˆI , 0) = 0. Note that uI = πˆI(uˆI) ∈ ∪ni=1U
0
i and thus sits in
U0iq ⊂ W
1
iq
for some iq ∈ I because of (2.69). By Remark 2.26 and as in
(2.37) we have the local chart of the Banach manifold ŴI near uˆI ,
φ̂I ◦ λ
q
I : O˜iq → ŴI , x˜ 7→ [u˜I , φI , φI ◦ λ
q
I(x˜)], (2.87)
such that uˆI = φ̂I ◦ λ
q
I(u˜iq ) for u˜iq ∈ O˜iq . We also have the corresponding
Banach bundle chart as in (2.50),
Φ̂I ◦ Λ
q
I : E˜iq | eOiq → ÊI , ξ˜ 7→ 〈u˜I , φI ,ΦI ◦ Λ
q
I(ξ˜)〉. (2.88)
In these charts, as in (2.63) the section SˆI has the local expression
O˜iq → E˜iq | eOiq , x˜ 7→ S˜iq (x˜),
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and as in (2.61) the section (σˆij)I can be represented as
O˜iq → E˜iq | eOiq , x˜ 7→ (Φi ◦ Λiqi)
−1
(
σ˜l(φi ◦ λiqi(x˜))
)
if i ∈ I. Using these we can get the following local expression of ΥI in the
natural pullback charts of those in (2.87) and (2.88),
ΥIq : O˜iq × R
m → P∗1(E˜iq | eOiq ), (2.89)(
x˜, {tij}1≤j≤mi
1≤i≤n
)
7→ S˜iq (x˜) +
∑
i∈I
mi∑
j=1
tij(Φi ◦ Λiqi)
−1
(
σ˜ij(φi ◦ λiqi(x˜))
)
.
(Actually we here should replace O˜iq by its open subset (φ̂I ◦ λ
q
I)
−1(V̂I) ⊂
O˜iq . To save notations we still use O˜iq .) Let φ̂I ◦ λ
q
I(u˜iq ) = uˆI . Then
u˜iq ∈ U˜
0
iq
because uI ∈ U0iq . We need to prove that the section ΥIq in (2.89)
is transversal to the zero section at (u˜iq , 0). Notice that
S˜iq (x˜) +
∑
i∈I
mi∑
j=1
tij(Φi ◦ Λiqi)
−1
(
σ˜ij(φi ◦ λiqi(x˜))
)
= S˜iq (x˜) +
miq∑
j=1
tiqj σ˜iqj(x˜)
+
∑
i∈I\{iq}
mi∑
j=1
tij(Φi ◦ Λiqi)
−1
(
σ˜ij(φi ◦ λiqi(x˜))
)
.
Let us denote by
τ˜qij(x˜) = (Φi ◦ Λiqi)
−1
(
σ˜ij(φi ◦ λiqi(x˜))
)
. (2.90)
Then in view of the trivialization representations in (2.75) and (2.80) the
section
ΥIq = S˜iq +
miq∑
j=1
tiqj σ˜iqj +
∑
i∈I\{iq}
mi∑
j=1
tij τ˜
q
ij
has the trivialization representation:
ΥTIq : O˜iq × R
m → (E˜iq )x˜iq , (2.91)
(x˜, t) 7→ STiq (x˜) +
miq∑
j=1
tiqjσ
T
iqj(x˜) +
∑
i∈I\{iq}
mi∑
j=1
tijτ
qT
ij (x˜),
where τqTij , as in (2.75), is defined by
τ˜qij(x˜) = Ti(x˜, τ˜
qT
ij (x˜)) ∀x˜ ∈ W˜i.
Note that the tangent map of ΥTIq at (u˜iq , 0) is given by
dΥTIq(u˜iq , 0) : Tu˜iq W˜iq × R
m → (E˜iq )x˜iq , (2.92)
(ξ˜,v) 7→ dSTiq (u˜iq )(ξ˜) +
miq∑
j=1
viqjσ
T
iqj(u˜iq ) +
∑
i∈I\{iq}
mi∑
j=1
vijτ
qT
ij (u˜iq ).
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It immediately follows from (2.81) that the map in (2.92) is a surjective
continuous linear Fredholm operator. This shows that the section ΥIq in
(2.89) is transversal to the zero section at (u˜iq , 0). Consequently, ΥI is
transversal to the zero section at (uˆI , 0). Note that Cl(V̂I) ∩ Z(ŜI) is a
compact subset in V̂ +I . Using the implicit function theorem we may get an
open neighborhood U
(
Cl(V̂I)∩Z(ŜI)
)
⊂⊂ V̂ +I of Cl(V̂I)∩Z(ŜI) in V̂
+
I and
ε > 0 such that:
(A) For any (uˆI , t) ∈ U
(
Cl(V̂I) ∩ Z(ŜI)
)
× Bε(Rm) and the local trivial-
ization representative ΥTIq as above the tangent map
dΥTIq(u˜iq , t) : Tu˜iq W˜iq × R
m → (E˜iq )x˜iq
is a surjective continuous linear Fredholm operator. In particular, the
restriction of ΥI to the open subset U
(
Cl(V̂I) ∩ Z(ŜI)
)
× Bε(Rm) is
Fredholm and also transversal to the zero section.
(B) The restriction of ΥI to the closure of U
(
Cl(V̂I) ∩ Z(ŜI)
)
× Bε(Rm)
(in V̂ +I × R
m) has compact zero set.
Let us take an open neighborhood W∗ of Z(S) in ∪ni=1Wi so that
πˆ−1I (W
∗ ∩ VI) ⊂ U
(
Cl(V̂I) ∩ Z(ŜI)
)
∀I ∈ N .
Then for the bundle F̂ ∗I → V̂
∗
I obtained from this W
∗ and as in (2.71) it
holds that:
(C) For any (uˆI , t) ∈ V̂ ∗I × Bε(R
m) and the local trivialization representa-
tive ΥTIq as above the tangent map
dΥTIq(u˜iq , t) : Tu˜iq W˜iq × R
m → (E˜iq )x˜iq
is a surjective continuous linear Fredholm operator. In particular, the
section ΥI : V̂
∗
I × Bε(R
m) → P∗1F̂
∗
I is Fredholm and also transversal
to the zero section.
(D) the zero set of ΥI has compact closure in V̂
+
I × R
m.
Since N is finite, by shrinking ε > 0 it follows that the restriction of the
section Υ =
{
ΥI | I ∈ N
}
to (P∗1F̂
∗, V̂ ∗ × Bε(Rm)) is Fredholm and also
transversal to the zero section. In particular, from the implicit function theo-
rem we derive that each Ω̂I(S) is a smooth manifold of dimension Ind(S)+m
and with compact closure in Cl(V̂ ∗I )× R
m ⊂ V̂ +I × R
m.
Since Υ restricts to a global section of
(
P∗1F̂
∗, V̂ ∗ ×Bε(Rm)
)
it is clear
that πˆIJ
(
(πˆIJ )
−1(V̂ ∗J × Bε(R
m)) ∩ Ω̂I(S)
)
= Im(πˆIJ ) ∩ Ω̂J(S) for any J ⊂
I ∈ N . Next note that the section SˆI (resp. (σˆij)I) is defined by the
pullback of SˆJ (resp. (σˆij)J ) under the projection πˆ
I
J . It follows that for
any (xˆJ , t) ∈ Im(πˆIJ ) ∩ Ω̂J(S) the inverse image (πˆ
I
J )
−1((xˆJ , t)) must be
contained in (πˆIJ )
−1(V̂ ∗J ×Bε(R
m))∩Ω̂I(S). The other conclusions are easily
derived. ✷
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From now on assume that X is separable so that the Sard-Smale
theorem may be used. Since N is a finite set Theorem 2.38 and the Sard-
Smale theorem immediately give:
Corollary 2.39 There exists a residual subset Bε(Rm)res ⊂ Bε(Rm) such
that for each t ∈ Bε(Rm)res the global section Υ(t) = {Υ
(t)
I | I ∈ N} of
the Banach bundle system
(
F̂∗, V̂ ∗
)
is Fredholm and transversal to the zero
section. Here t = {tij}1≤j≤mi
1≤i≤n
and
Υ
(t)
I : V̂
∗
I → F̂
∗
I , (2.93)
xˆI 7→ ΥI(x˜, t) = SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI).
So the set M̂tI(S) := (Υ
(t)
I )
−1(0) is a manifold of dimension r = Ind(S) and
has a compact closure in Cl(V̂ ∗I ) ⊂ V̂
+
I . Moreover, the family
M̂t(S) =
{
M̂tI(S) : I ∈ N
}
(2.94)
is compatible in the sense that for any J ⊂ I ∈ N ,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
)
= Im(πˆIJ ) ∩ M̂
t
J(S) and
that for any xˆJ ∈ Im(πˆIJ ) ∩ M̂
t
J(S) the inverse image (πˆ
I
J )
−1(xˆJ ) contains
|ΓI | − |ΓI(xˆI)|+ 1
|ΓJ | − |ΓJ(xˆJ )|+ 1
=
∏
i∈I\J
(|Γi| − |ΓJ (xˆJ )|
1/|J| + 1)
elements and all sit in (πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S) for any xˆI ∈ (πˆ
I
J )
−1(xˆJ ). So
for
M̂tJ(S)
◦ := M̂tJ(S) ∩ Ŵ
◦
J = M̂
t
J(S) ∩ V̂
∗◦
J and
M̂tJ(S)
sing := M̂tJ(S) ∩ Ŵ
sing
J = M̂
t
J(S) ∩ V̂
∗sing
J
}
(2.95)
it also holds that
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
◦
)
= Im(πˆIJ ) ∩ M̂
t
J(S)
◦,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
sing
)
= Im(πˆIJ ) ∩ M̂
t
J(S)
sing
and the restriction of the projection
πˆIJ : (πˆ
I
J )
−1(V̂ ∗J ) ∩ M̂
t
I(S)→ Im(πˆ
I
J ) ∩ M̂
t
J(S) (2.96)
to (πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
◦ is a |ΓI |/|ΓJ |-fold (regular) smooth covering to
Im(πˆIJ ) ∩ M̂
t
J(S)
◦. Also note that each πˆI : M̂tI(S)(resp.M̂
t
I(S)
◦) → X is
proper.
Furthermore, we also have:
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Proposition 2.40 (i) For any given small open neighborhood U of Z(S)
in ∪ni=1U
0
i there exists ǫ ∈ (0, ε) such that πˆI(M̂
t
I(S)) ⊂ U and t ∈
Bǫ(Rm).
(ii) For any two t, t′ ∈ Bε(Rm)res there exist generic path γ : [0, 1] →
Bε(Rm) with γ(0) = t and γ(1) = t′ such that for each I ∈ N the set
(ΨγI )
−1(0) := ∪t∈[0,1]{t} × (Υ
γ(t)
I )
−1(0)
is a smooth manifold of dimension Ind(S) + 1 and with boundary 3
{0} × M̂tI(S) ∪ (−{1} × M̂
t′
I (S)); Moreover, the family (Ψ
γ)−1(0) =
{(ΨγI )
−1(0) | I ∈ N} is compatible in the similar sense to (2.96).
(iii) Assume δ ∈ (0, ε] so that the closure of ∪I∈N πˆI(M̂
t
I(S)) in ∪
n
i=1Wi
may be contained in ∪I∈NV ∗I for any t ∈ Bδ(R
m). (This is always
possible by (i) and Theorem 2.38.) Then for any t ∈ Bδ(Rm) the
set ∪I∈N πˆI(M̂tI(S)) is compact. Consequently, the family M̂
t(S) ={
M̂tI(S) | I ∈ N
}
is “like” an open cover of a compact manifold. Spe-
cially, each M̂tI(S) is a finite set provided that Ind(S) = 0.
(iv) For any z ∈ Z(S) there exists a residual subset Bε(Rm)zres ⊂ Bε(R
m)res
such that for each t ∈ Bε(Rm)zres the union ∪I∈NM̂
t(S) cannot con-
tain z. Furthermore, there exist a small neighborhood Oz of z in X
and a subset Hz ⊂ Rm, which is the union of finitely many subspaces
in Rm of codimension at least one, such that for a small open neigh-
borhood U(Sm ∩Hz) of Sm ∩Hz in the unit sphere Sm of Rm and the
open cone ∠U(Sm ∩Hz) spanned by U(Sm ∩Hz) it holds that(
∪I∈NM̂
t(S)
)
∩ (Ox ∩ Z(S)) = ∅
for any t ∈ Bε(Rm)res \ ∠U(Sm ∩Hz).
Proof. (i) Assume that the conclusion does not hold. Since N is finite
there exists a small open neighborhood U of Z(S) in ∪ni=1U
0
i , some I ∈ N ,
tk ∈ Rm and uˆIk ∈ M̂
tk
I (S), k = 1, 2, · · · , such that tk → 0 and uIk =
πˆI(uˆIk) /∈ U for k = 1, 2, · · · . Note that (uIk, tk) ∈ Ω̂I(S) for each k. By
Theorem 2.38, Ω̂I(S) has a compact closure in Cl(V̂
∗
I )×R
m ⊂ V̂ +I ×R
m. We
may assume that uˆIk → uˆI ∈ Cl(V̂ ∗I ) ⊂ V̂
+
I . It follows that ΥI(uˆI , 0) = 0
and thus uI = πˆI(uˆI) ∈ Z(S) ⊂ U . This contradicts to the fact that uIk /∈ U
for each k.
(ii) Let P l(t, t′) denote the space of all Cl-smooth paths γ : [0, 1] →
Bε(Rm) connecting t to t′. It is a Banach manifold. Consider the pullback
Banach bundle system(
P∗1F̂
∗, V̂ ∗ × P l(t, t′)× [0, 1]
)
=
{(
P∗1F̂
∗
I , V̂
∗
I × P
l(t, t′)× [0, 1]
)
, πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N}
3We here have assumed that (X,E, S) is oriented and the moduli spaces have been oriented
according to Proposition 2.44. Otherwise the following negative sign should be removed.
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and its global section Ψ = {ΨI | I ∈ N} given by
ΨI : V̂
∗
I × P
l(t, t′)× [0, 1]→ P∗1F̂
∗
I , (2.97)
(xˆI , γ, s) 7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
γ(s)ij(σˆij)I(xˆI).
Here γ(s) = {γ(s)ij}1≤j≤mi
1≤i≤n
, P1 is the projection to the first factor, and
πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI are naturally pullbacks of those projections in (2.72). We
want to prove that ΨI is transversal to the zero section. Let (uˆI , γ0, τ) ∈
V̂ ∗I × P
l(t, t′) × [0, 1] be the zero of ΨI . As in proof of Theorem 2.38 we
have uI = πˆI(uˆI) ∈ ∪ni=1U
0
i and thus may assume that uI ∈ U
0
iq
⊂ Wiq for
some iq ∈ I. Similar to (2.89), using the pullback charts of those in (2.87)
and (2.88) we can get the local expression of ΨI ,
O˜iq × P
l(t, t′)× [0, 1]→ P∗1(E˜iq | eOiq ),
(x˜, γ, s) 7→ S˜iq (x˜) +
miq∑
j=1
γ(s)ij σ˜iqj +
∑
i∈I\{iq}
mi∑
j=1
γ(s)ij τ˜
q
ij ,
where τ˜qij is defined by (2.90). As in (2.91) it has the following trivialization
representation:
ΨTIq : O˜iq × P
l(t, t′)× [0, 1]→ (E˜iq )x˜iq , (2.98)
(x˜, γ, s) 7→ STiq (x˜) +
miq∑
j=1
γ(s)iqjσ
T
iqj(x˜) +
∑
i∈I\{iq}
mi∑
j=1
γ(s)ijτ
qT
ij (x˜).
Here τqTij is as in (2.91). Then for Υ
T
Iq in (2.91) it holds that Ψ
T
Iq(x˜, γ, s) =
ΥTIq(x˜, γ(s)). So for τ 6= 0, 1 and any (ξ˜, α) ∈ T(u˜iq ,γ0)
(
O˜iq × P
l(t, t′)
)
it
holds that
dΨTIq(u˜iq , γ0, τ)(ξ˜, α, 0) = dΥ
T
Iq(u˜iq , γ(τ))(ξ˜, α(τ)).
This and (C) in the proof of Theorem 2.38 together imply that the tangent
map dΨTIq(u˜iq , γ0, τ) is a surjective continuous linear Fredholm operator.
If τ = 0 or 1 then γ(0) = t and γ(1) = t′. Note that the sections Υ(t)
and Υ(t
′) are transversal to the zero section. That is,
(φ̂I ◦ λ1I)
−1(V̂I) ⊂ O˜iq → E˜iq | eOiq ,
x˜ 7→ S˜iq (x˜) +
∑
i∈I\{iq}
mi∑
j=1
tij τ˜ij(x˜) and
x˜ 7→ S˜iq (x˜) +
∑
i∈I\{iq}
mi∑
j=1
t′ij τ˜ij(x˜)
74
are transversal to the zero section, or their trivialization representations
(φ̂I ◦ λ
q
I)
−1(V̂I) ∩ O˜
α
iq → (E˜iqα)x˜iqα ,
x˜ 7→ STiq (x˜) +
miq∑
j=1
tiqjσ
T
iqj(x˜) +
∑
i∈I\{iq}
mi∑
j=1
tijτ
qT
ij (x˜) and
x˜ 7→ STiq (x˜) +
miq∑
j=1
t′iqjσ
T
iqj(x˜) +
∑
i∈I\{iq}
mi∑
j=1
t′ijτ
qT
ij (x˜)
have the surjective tangent map at u˜iq respectively. These imply that if
τ = 0 (resp. τ = 1) the map ΨTIq in (2.98) has the surjective tangent map
at (u˜iq , γ0, 0) (resp. (u˜iq , γ0, 1)).
In summary, we have proved that the tangent map dΨTIq(u˜iq , γ0, τ) is
a surjective continuous linear Fredholm operator. So the section ΨI is
transversal to the zero section at (uˆI , γ0, τ). Then the standard arguments
show that the section
ΨγI : V̂
∗
I × [0, 1]→ P
∗
1F̂I , (2.99)
(xˆI , s) 7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
γ(s)ij(σˆij)I(xˆI)
is transversal to the zero section for a generic γ ∈ P l(t, t′). Since N is finite
we get that the global section Ψγ = {ΨγI | I ∈ N} of the pullback Banach
bundle system(
P∗1F̂
∗, V̂ ∗ × [0, 1]
)
=
{
(P∗1F̂
∗
I , V̂
∗
I × [0, 1]), πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N},
is transversal to the zero section for a generic γ ∈ P l(t, t′). Fix a generic
γ ∈ P l(t, t′) then the (smooth) manifold with boundary (and corner)
(ΨγI )
−1(0) =
{
(xˆI , s) ∈ V̂
∗
I × [0, 1] |ΨI(xˆI , γ, s) = 0
}
(2.100)
forms a cobordism between M̂tI(S) and M̂
t′
I (S) for each I ∈ N . Note that
Υ
γ(t)
I (x) = Ψ
γ
I (x, t) for (x, t) ∈ V̂
∗
I × [0, 1]. (ii) is proved.
(iii) By the choice of δ, for any t ∈ Bδ(Rm), the closure of ∪I∈N πˆI(M̂tI(S))
in ∪ni=1Wi is contained in ∪I∈NV
∗
I . We want to prove that ∪I∈N πˆI(M̂
t
I(S))
is compact. By Corollary 2.39 each πˆI(M̂tI(S)) has the compact closure in
∪I∈N V̂
+
I ⊂ ∪
n
i=1Wi, and the compact subset
Cl
(
∪I∈N πˆI(M̂
t
I(S))
)
= ∪I∈NCl
(
πˆI(M̂
t
I(S))
)
⊂ ∪I∈NV
∗
I .
It follows that any x ∈ Cl
(
πˆI(M̂tI(S))
)
\ πˆI(M̂tI(S)) ⊂ Cl(V
∗
I ) may be
contained in V ∗L for some L ∈ N . So Cl(VI) ∩ Cl(VL) 6= ∅. By Lemma 2.31
it holds that I ⊂ L or L ⊂ I. Let I ⊂ L and x = πˆL(xˆL) for some
xˆL ∈ V̂ ∗L . By Remark 2.34 we may assume x = πˆI(xˆI) for some xˆI ∈
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Cl(V̂ ∗I ). Since Υ
(t) = {Υ
(t)
I | I ∈ N} may be extended into a global section
of the bundle system
(
Cl(F̂∗), Cl(V̂ ∗)
)
naturally. We get that Υ
(t)
I (xˆI) = 0.
Since πˆLI (xˆL) = xˆI we get that Υ
(t)
L (xˆL) = 0 and thus x ∈ πˆL(M̂
t
L(S))
because of x ∈ V ∗L . This shows that Cl
(
πˆI(M̂tI(S))
)
⊂ ∪J∈N πˆJ(M̂tJ (S).
For the case L ⊂ I we have πˆIL(xˆI) = xˆL. It follows from Υ
(t)
I (xˆI) = 0
that Υ
(t)
L (xˆL) = 0. Hence it also holds that x = πˆL(xˆL) ∈ πˆL(M̂
t
L(S)). In
summary we get that ∪I∈NCl
(
πˆI(M̂tI(S))
)
⊂ ∪I∈N πˆI(M̂tI(S)) and hence
∪I∈N πˆI(M̂
t
I(S)) = ∪I∈NCl
(
πˆI(M̂
t
I(S))
)
is compact.
The final claim is actually a direct consequence of the above arguments.
For the sake of clearness we prove it as follows. If Ind(S) = 0 then each
M̂tI(S) is a manifold of dimension zero. Assume that it contains infinitely
many points xˆ(k), k = 1, 2, · · · . We may assume that {πˆI(xˆ(k))} converges
to some x ∈ πˆL
(
M̂tL(S)
)
because ∪I∈N πˆI(M̂
t
I(S)) is compact. Note that
the inverse image of each point by πˆI contains at most |ΓI | points and
that {πˆI(xˆ(k))} are contained in the closed subset Cl(V̂ ∗I ) ⊂ V̂
+
I . After
passing to a subsequence we may assume that {xˆ(k)} converges to some
xˆI ∈ Cl
(
M̂tI(S)
)
. Thus Υ
(t)
I (xˆI) = 0. However, the section Υ
(t)
I is still
transversal to the zero section at xˆI because t ∈ Bε(Rm)res. This destroys
the manifold structure of (Υ
(t)
I )
−1(0) near xˆI . The desired conclusion is
proved.
(iv) By (2.78) we may assume z ∈ U01 without loss of generality. It
follows from the constructions of s˜1j and σ˜1j in (2.79) that σ˜1j(z˜) 6= 0 for
any z˜ ∈ π−11 (z). By Lemma 2.33 one easily sees that for I ∈ N with 1 /∈ I,
(σˆ1j)I(zˆ) 6= 0 for any zˆI ∈ πˆ
−1
I (z). For each such I and zˆI the kernel of the
nonzero linear map
Rm → FˆIzˆ , t→
n∑
i=1
mi∑
j=1
tij(σˆij)I(zˆI)
has at lease codimension one. Denote the kernel by HzˆI . Let N1 = {I ∈
N | 1 /∈ I} and Hz = ∪I∈N1 ∪zˆI∈πˆ−1I (z)
HzˆI . Then Bε(R
m)zres := (R
m \Hz)∩
Bε(Rm)res is also a residual subset in Bε(Rm) and for each t ∈ Bε(Rm)zres,
I ∈ N1 and zˆI ∈ πˆ
−1
I (z) we have
n∑
i=1
mi∑
j=1
tij(σˆij)I(zˆI) 6= 0.
This implies the conclusion.
Next the proof of the second claim is similar to Remark 1.8. For a given
small open neighborhood U(Sm ∩Hz) of S
m ∩Hz in the unit sphere S
m in
Rm it is easily proved that there exists a small neighborhood Oz of z in X
such that for each I ∈ N1, xˆI ∈ πˆ
−1
I (Oz) and t ∈ S
m \ U(Sm ∩Hz) one has
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI) 6= 0.
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So for the open cone ∠U(Sm ∩ Hz) spanned by U(Sm ∩ Hz) and any t ∈
Bε(Rm)res \ ∠U(Sm ∩Hz) it holds that(
∪I∈NM̂
t(S)
)
∩ (Oz ∩ Z(S)) = ∅.
✷
Remark 2.41 Now M̂tJ(S)
◦ in (2.95) is not necessarily dense in M̂tJ(S).
It might even be empty. The set M̂tJ(S)
sing in (2.95) is not necessarily a
subvariety in M̂tJ(S) of lower dimension.
Because of the shortcoming stated in the above remark one cannot use
the family {M̂tJ(S) | I ∈ N} to construct the desired Euler class. We need
to suitably refine the above arguments so as to improve our present results.
Firstly, we require that the Banach orbifold charts (W˜i,Γi, πi) at the
beginning of Section 2.3.1 are all centred at some xi ∈ X , i = 1, · · · , n. This
means that π−1i (xi) = {x˜i} and Γi = Γi(x˜i), i = 1, · · · , n. If Γi 6= {1l}, i.e.,
xi ∈ Xsing, by the proof of Claim 2.5 we may shrink Wi to require that
π−1i (X
sing ∩Wi) =
⋃
g∈Γi\{1l}
Fi
(
N(0x˜i) ∩ ν(dg(x˜i))
)
, (2.101)
where ν(dg(x˜i)) = Ker(1l−dg(x˜i)) and Fi is a Γi-equivariant diffeomorphism
from a neighborhood N(0x˜i) of the origin in Tx˜iW˜i onto W˜i. Note that Γi
is finite. There exist two cases:
• Each subspace in {ν(dg(x˜i)−1l)|g ∈ Γi \{1l}} is the zero space {0} and
thus xi must be an isolated singular point.
• There exist at least a nonzero space in {ν(dg(x˜i) − 1l)|g ∈ Γi \ {1l}}.
In this case we may assume that Hi1, · · · , Hili are all nontrivial subspaces
consisting of the subspaces in {ν(dg(x˜i)− 1l)|g ∈ Γi} and their intersections.
If someHis has codimension more than r+1 = Ind(S)+1, by Proposition C.2
we can choose a closed subspace of codimension r+1 containing it to replace
His. Let us also denote this subspace by His. Then we can assume that
codim(Hi1) ≤ codim(Hi2) ≤ · · · ≤ codim(Hili) ≤ r + 1. (2.102)
Clearly, ∩lis=1His = {0}. Set P˜is = Fi
(
N(0x˜i) ∩ His
)
, s = 1, · · · , li. Then
each P˜is is a (relatively closed connected) Banach submanifold of W˜i which
contains x˜i as a (relative) interior point, and has also the same codimension
as His, s = 1, · · · , li. Moreover it also holds that
π−1i (X
sing ∩Wi) ⊂ ∪
li
s=1P˜is and ∩
li
s=1 P˜is = {x˜i}
Tx˜iP˜is = His, s = 1, · · · , li.
}
(2.103)
It follows from Proposition C.1 that the restriction of the section S˜i :
W˜i → E˜i in (2.75) to each P˜is is also Fredholm and has index r− codimP˜is.
Moreover under the trivialization naturally induced by Ti in (2.74) these
restrictions have trivialization representatives
S˜Ti | ePis : P˜is → (E˜i)x˜i , s = 1, · · · , ni.
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These are Fredholm. By increasing mi in (2.76) and shrinking Wi we may
also require that
dS˜Ti | ePis(x˜i)(Tx˜iP˜is) + span({vi1, · · · , vimi}) = (E˜i)x˜i
and furthermore that for i = 1, · · · , n and s = 1, · · · , ni
dS˜Ti | ePis(y˜)(Ty˜P˜is) + span({vi1, · · · , vimi}) = (E˜i)x˜i ,
dS˜Ti (x˜)(Tx˜P˜is) + span({vi1, · · · , vimi}) = (E˜i)x˜i
∀y˜ ∈ W˜i ∩ P˜is and ∀x˜ ∈ W˜i.
 (2.104)
In this case the sections σ˜ij (and s˜ij) obtained as in (2.79) are called optimal
(for (X,E, S)). From these it follows that if u˜iq in (2.92) belongs to some
P˜iqs then the tangent map of the restriction of Υ
T
Iq at (u˜iq , 0),
dΥTIq(u˜iq , 0) : Tu˜iq H˜iqs × R
m → (E˜iq )x˜iq ,
(ξ˜,v) 7→ d(STiq | eHiqs)(u˜iq )(ξ˜) +
miq∑
j=1
viqjσ
T
iqj(u˜iq ) +
∑
i∈I\{iq}
mi∑
j=1
vijτ
qT
ij (u˜iq )
is also surjective. So by shrinking W ∗ and ε > 0 in Theorem 2.38 we get
that for each I ∈ N , i ∈ I and s = 1, · · · , li the restriction of the section ΥI
to each Banach submanifold
πˆ−1I (V̂
∗
I ∩ Pis)×Bε(R
m) ⊂ V̂ ∗I ×Bε(R
m)
is also transversal to the zero section, where Pis = πi(P˜is). In this case
we say the section ΥI to be strongly transversal to the zero section. It
follows that for generic t ∈ Bε(Rm) the restriction of the section Υ
(t)
I in
Corollary 2.39 to each Banach submanifold πˆ−1I (V̂
∗
I ∩ Pis) ⊂ V̂
∗
I is also
transversal to the zero section. Thus the submanifold
πˆ−1I (Pis) ∩ M̂
t
I(S) = πˆ
−1
I (V̂
∗
I ∩ Pis) ∩ M̂
t
I(S) ⊂ M̂I(S)
has codimension codimPis. Set
M̂tI(S)
v = ∪i∈I ∪
li
s=1 πˆ
−1
I (V̂
∗
I ∩ Pis) ∩ M̂
t
I(S). (2.105)
It is a subvariety in M̂tI(S) and also contains M̂
t
I(S)
sing.
Furthermore, carefully checking the proof of Proposition 2.40(ii) one eas-
ily sees that for each I ∈ N , i ∈ I and s = 1, · · · , li, the restriction of the
section ΨI in (2.97) to πˆ
−1
I (V̂
∗
I ∩Pis)×P
l(t, t′)× [0, 1] is not only Fredholm
but also transversal to the zero section. Since Z(S) is compact and N is
finite it follows that for a generic path γ ∈ P l(t, t′) the restriction of the sec-
tion ΨγI in (2.99) to each πˆ
−1
I (V̂
∗
I ∩Pis)×[0, 1] is Fredholm and transversal to
the zero section. Denote this restriction by ΨγIis. Then the smooth manifold
(ΨγIis)
−1(0) has codimension codimPis in (Ψ
γ
I )
−1(0) and also boundary(
πˆ−1I (V̂
∗
I ∩ Pis) ∩ M̂
t
I(S)
)⋃(
−πˆ−1I (V̂
∗
I ∩ Pis) ∩ M̂
t′
I (S)
)
.
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4 Here (ΨγI )
−1(0) is as in (2.100). Denote by
(ΨγI )
−1(0)v =
(
∪i∈I ∪
li
s=1 πˆ
−1
I (V̂
∗
I ∩ Pis)× [0, 1]
)
∩ (ΨγI )
−1(0). (2.106)
It is a subvariety in (ΨγI )
−1(0) and contains all singular points of (ΨγI )
−1(0).
Moreover, if we understand the boundary of (ΨγI )
−1(0)v to be the union of
all branch submanifolds, i.e.,
∂(ΨγI )
−1(0)v =
⋃
i∈I
li⋃
s=1
∂
(
(πˆ−1I (V̂
∗
I ∩ Pis)× [0, 1]) ∩ (Ψ
γ
I )
−1(0)
)
. (2.107)
Then it holds that
∂(ΨγI )
−1(0)v = M̂tI(S)
v ∪ (−M̂t
′
I (S)
v). (2.108)
Summarizing the above arguments we get:
Proposition 2.42 There exists a residual subset Bε(Rm)res ⊂ Bε(Rm)
such that for each t ∈ Bε(Rm)res the family M̂t(S) in Corollary 2.39 can
be chosen to have also properties: For each I ∈ N there exists a subvariety
M̂tI(S)
v ⊂ M̂tI(S) such that
(i) M̂tI(S)
sing ⊂ M̂tI(S)
v,
(ii) each branch of M̂tI(S)
v has dimension lower than r and thus M̂tI(S)
◦ =
M̂tI(S)\M̂
t
I(S)
sing ⊇ M̂tI(S)\M̂
t
I(S)
v is an open and dense subman-
ifold in M̂tI(S),
(iii) if each x ∈ Xsing∩Z(S) has singular codimension r′ ≥ 1 then M̂tI(S)
v
has no branch submanifolds of codimension r′ ≥ 1,
(iv) the family M̂t(S)v = {M̂tI(S)
v | I ∈ N} is compatible in the sense that
that for any J ⊂ I ∈ N ,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
v
)
= Im(πˆIJ ) ∩ M̂
t
J(S)
v,
(v) ∪I∈N πˆI
(
M̂tI(S)
v
)
is a compact subset in ∪I∈N πˆI
(
M̂tI(S)
)
,
(vi) for any two t, t′ ∈ Bε(Rm)res there exist generic paths γ : [0, 1] →
Bε(Rm) with γ(0) = t and γ(1) = t′ such that for each I ∈ N there
exists a subvariety ∂(ΨγI )
−1(0)v of the manifold ∂(ΨγI )
−1(0) in Propo-
sition 2.40(ii) such that:
• containing all singular points of ∂(ΨγI )
−1(0),
• (2.108) holding, i.e., ∂(ΨγI )
−1(0)v = M̂tI(S)
v ∪ (−M̂t
′
I (S)
v),
• satisfying the obvious properties corresponding with (ii)-(v) above.
Later we call (Ψγ)−1(0) = {(ΨγI )
−1(0)|I ∈ N} as in (vi) a strong cobor-
dsim between M̂t(S) = {M̂tI(S)|I ∈ N} and M̂
t′(S) = {M̂t
′
I (S)|I ∈ N}.
4The negative signs here and in the following (2.108) are to be understood as in the footnote
to Proposition 2.40(ii).
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Remark 2.43 (i) If X has no boundary (or more generally Z(S) ⊂ Int(X))
then (smooth) manifold (ΨγI )
−1(0) in (2.100) has only boundary but no cor-
ner for ε > sufficiently small. In this case the family M̂t(S) =
{
M̂tI(S) | I ∈
N
}
is “like” an open cover of a closed manifold. If Z(S)∩ ∂X 6= ∅ then the
manifold (ΨγI )
−1(0) in (2.100) might has only boundary but corner.
(ii) If S has been transversal to the zero section so is the section Ŝ =
{ŜI : I ∈ N}. In this case S−1(0) is a compact orbifold of dimension
Ind(S) and t = 0 ∈ Bε(Rm)res. It follows from Proposition 2.42 that
∪I∈N πˆI(M̂
0
I (S)) = S
−1(0) and that M̂0(S) = {M̂0I (S) : I ∈ N} is cobor-
dant to M̂t(S) = {M̂tI(S) : I ∈ N} for any t ∈ Bε(R
m)res. Actually,
M̂t(S) is exactly a resolution of the orbifold S−1(0).
(iii) Sometimes it is useful and convenient to write the compatible family
M̂t(S) = {M̂tI(S) | I ∈ N} in the tight version. Following [Mc1] consider
the disjoint union
∐
I∈N M̂
t
I(S) and let ∼ be the equivalence relation that
is generated by setting yˆI ∼ zˆJ if J ⊂ I and πˆIJ (yˆI) = zˆJ . Denote by
M
t
(S) :=
∐
I∈N
M̂tI(S)/ ∼
and by qˆI : M̂tI(S) → M
t
(S) the restriction of the obvious quotient map
to M̂tI(S). Let us write M
t
I(S) := qˆI(M̂
t
I(S)). In general, qˆI is not a
homeomorphism from M̂tI(S) onto M
t
I(S). We also write
M
t
(S)◦ :=
∐
I∈N
M̂tI(S)
◦/ ∼ and M
t
I(S)
◦ = qˆI(M̂
t
I(S)
◦)
for each I ∈ N . Set
λI :M
t
I(S)→ Q, x¯ 7→
|qˆ−1I (x¯)|
|ΓI | − |(ΓI)xˆI |+ 1
,
where |qˆ−1I (x¯)| is the number of elements in the set qˆ
−1
I (x¯) and xˆI is any
element in qˆ−1I (x¯). If J ⊂ I and x¯ ∈ M
t
I(S) ∩M
t
J(S) it is easily checked
that λI(x¯) = λJ (x¯). So all these λI give a positive rational function on
M
t
(S), denoted by λ, is called the label function. In particular, λ(x¯) =
|qˆ−1I (x¯)|/|ΓI | for any x¯ ∈M
t
I(S)
◦. All πˆI can be glued into a natural map
πˆ :M
t
(S)→ X.
Its restriction on M
t
(S)◦ ⊂ M
t
(S) is also denoted by πˆ when there is no
danger of confusion.
Later we directly write (πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S) as (πˆ
I
J )
−1(M̂tJ (S)) when
there is no danger of confusion. Moreover, we always assume that the family
M̂t(S) =
{
M̂tI(S) | I ∈ N
}
also satisfies Proposition 2.42.
2.5 Orientation
We assume that X is as in Section 2.4. Now we begin to consider the
orientation of the family of manifolds M̂t(S) =
{
M̂tI(S) | I ∈ N
}
. By
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Proposition 2.42 each M̂tI(S)
◦ is an open dense subset of M̂tI(S). Moreover
for any J ⊂ I ∈ N , by (2.96) the projection πˆIJ restricts to a |ΓI |/|ΓJ |-fold
regular smooth covering
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
◦ → Im(πˆIJ ) ∩ M̂
t
J(S)
◦.
Thus we may say it to be orientation preserving provided that both
M̂tI(S) and M̂
t
J (S) are oriented. Later, the statement that πˆ
I
J is orientation
preserving should always be understood in the way. We call the family
M̂t(S) =
{
M̂tI(S) | I ∈ N
}
oriented if each M̂tI(S) is oriented and each
projection πˆIJ , J ⊂ I, is orientation preserving.
Proposition 2.44 If the Banach Fredholm orbibundle (X,E, S) is oriented
then the family M̂t(S) has an induced orientation.
Proof. We only need to prove that Ŝ = {ŜI | I ∈ N} is oriented as
a Fredholm section of the system of Banach bundles (Ê , Ŵ ). This
means that each determinant line bundle det(DŜI)→ ŴI is given an orien-
tation, i.e. a continuous nowhere zero section, and that for any I ∈ N and
J ⊂ I the bundle map
det(DŜI)|(πˆI
J
)−1(cW◦
I
) → det(DŜJ)|cW◦
J
induced by the projection (πˆIJ , Πˆ
I
J), which maps a fiber at xˆI ∈ (πˆ
I
J )
−1(Ŵ ◦I )
to that of πˆIJ (xˆI) ∈ Ŵ
◦
J isomorphically, is orientation preserving.
By the definition below Definition 2.11 let S˜i : W˜i → E˜i be the Γi-
equivariant lift of S|Wi , i = 1, · · · , n. Then for any u ∈Wi∩Wj , u˜i = π
−1
i (u)
and u˜j = π
−1
j (u) there exist a connected open neighborhood O of u in
Wi ∩Wj , a group isomorphism Aij : Γ(u˜i) → Γ(u˜j), a Aij -equivariant dif-
feomorphism λij : O˜i = π
−1
i (O)→ O˜j = π
−1
j (O) and a bundle isomorphism
Λij : E˜i| eOi → E˜j | eOj covering λij such that
S˜j ◦ λij = Λij ◦ S˜i on O˜i. (2.109)
That S is oriented means that each S˜i is oriented, i.e. the determinant bun-
dle det(DS˜i) over Z(S˜i) is given a continuous nowhere zero section o(S˜i), and
that for every pair i, j = 1, · · · , n there exist positive continuous functions
fij : O˜i → R, such that for any x˜ ∈ O˜i,
det(Λij)
(
o(S˜i)(x˜)
)
= fij(λij(x˜)) · o(S˜j)
(
λij(x˜)
)
.
We first show that they induce such a section of det(DŜI) for each I ∈ N
with |I| > 1. Here ŜI : ŴI → ÊI is defined by (2.62). Let I = {i1, · · · , ik} ∈
N with k > 1. For any u˜I ∈ W˜I and uI = πI(u˜I) let O˜il = π
−1
il
(O), λiqil
and Aiqil : Γ(u˜iq )→ Γ(u˜il) be as in the proof of Lemma 2.19. Let o(S˜i) be
the continuous nowhere zero section of det(DS˜i) defining the orientation of
S˜i. For any two iq, il ∈ I, by the bundle isomorphism Λiqil above (2.17) and
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the first paragraph there exist positive continuous functions filiq : O˜il → R
such that
det(Λiqil)
(
o(S˜iq )(x˜)
)
= filiq (λiqil(x˜)) · o(S˜il)
(
λiqil(x˜)
)
for any x˜ ∈ O˜iq . For the section in (2.63),
ŜI : ŴI → ÊI , [u˜I , φI , x˜I ] 7→ 〈u˜I , φI , S˜I(x˜I)〉,
it may be expressed as
O˜iq → E˜iq | eOiq , x˜ 7→ S˜iq (x˜) (2.110)
in the charts φ̂I ◦ λ
q
I in (2.87) and Φ̂I ◦ Λ
q
I in (2.88), q = 1, · · · , k. So the
orientation of S˜iq naturally gives one of ŜI |φ̂I◦λqI ( eOiq )
. What we need to
prove is that these orientations agree on overlaps.
Let Ŵ ◦I be as in (2.45). Then it suffices to check that those orientations
agree on overlaps near any uˆI ∈ Ŵ ◦I . In this case we may require that
O˜iq ⊂ W˜
◦
iq , and thus the corresponding charts in (2.87) and (2.88) may be
written as
λ̂qI : O˜iq → Ŵ
◦
I , x˜ 7→ [u˜I , 1I , λ
q
I(x˜)],
Λ̂qI : E˜iq | eOiq → ÊI , ξ˜ 7→ 〈u˜I , 1I ,Λ
q
I(ξ˜)〉
respectively. Here λqI = (λiqi)i∈I with λiqiq = id eOiq , Λ
q
I = (Λiqi)i∈I and
each Λiqi is the lifting of λiqi as before and thus Λiqiq = id eEiq | eOiq
. So we
have transition functions
(λ̂lI)
−1 ◦ λ̂qI : O˜iq → O˜il , x˜ 7→ λiqil(x˜),
(Λ̂lI)
−1 ◦ Λ̂qI : E˜iq | eOiq → E˜il | eOil , ξ˜ 7→ Λiqil(ξ˜).
This, (2.109) and (2.110) for i = iq, j = il together imply that the orientation
of ŜI |φ̂I◦λ1I ( eOi1 )
given by the above one of S˜i1 agree with (on their overlaps)
those of ŜI |φ̂I◦λqI( eOiq )
given by the ones of S˜iq , q = 1, · · · , n.
Moreover, for uˆ′I ∈ πˆ
−1
I (O) and a small connected open neighborhood
O′ of u′I in W
◦
I = πˆI(Ŵ
◦
I ) and O˜
′
il
= π−1il (O
′), l = 1, · · · , k, we have the
corresponding charts
λ̂′lI : O˜
′
il
→ ŴI , x˜ 7→ [u˜I , 1I , λ
′l
I (x˜)],
Λ̂′lI : E˜il | eO′
il
→ ÊI , ξ˜ 7→ 〈u˜I , 1I ,Λ
′l
I (ξ˜)〉.
Note that π−1iq (O
′ ∩O) = O˜′iq ∩ O˜iq and that both λiqil both λ
′
iqil
are diffeo-
morphisms from O˜′iq ∩ O˜iq to O˜
′
il
∩ O˜il , q, l = 1, · · · , k. Using the fact that
πil ◦ λiqil = πiq and πil ◦ λ
′
iqil
= πiq we derive that
λiqil = λ
′
iqil
on O˜′iq ∩ O˜iq and Λiqil = Λ
′
iqil
on E˜iq | eO′
iq
∩ eOiq
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for any q, l = 1, · · · , k. In particular, we have
(λ̂′1I )
−1 ◦ λ̂1I : O˜
′
i1 ∩ O˜i1 → O˜
′
i1 ∩ O˜i1 , x˜ 7→ x˜,
(Λ̂′1I )
−1 ◦ Λ̂1I : E˜i1 | eO′
i1
∩ eOi1 → E˜i1 | eO′i1∩ eOi1
, ξ˜ 7→ ξ˜.
It follows from these and the above arguments that the orientation of ŜI
defined as above is independent of choices of the coordinate charts.
Finally we show that for any I, J ∈ N with J ⊂ I the covering projection
ΠˆIJ preserves the orientation that we just defined. In fact, using the local
expression of ŜI in (2.52) the relation in (2.64) may be written as
S˜j1 ◦ λi1j1 = Λi1j1 ◦ S˜i1 .
So it follows from (2.110) that ΠˆIJ is orientation preserving for any J ⊂ I ∈
N . That is, there exists a positive continuous function fIJ : ŴI → R such
that
det(ΠˆIJ )
(
o(ŜI)(xˆ)
)
= fIJ(πˆ
I
J (xˆ)) · o(ŜJ )
(
πIJ (xˆ)
)
for any xˆ ∈ (πˆIJ )
−1(ŴJ ). The proof is completed. ✷
2.6 Virtual Euler cycle and class
Assume that X is as in Section 2.5. Let (X,E, S) be an oriented Banach
Fredholm bundle of index r and with compact zero locus Z(S). Then we have
a family of compatible oriented manifolds M̂t(S) =
{
M̂tI(S) : I ∈ N
}
, t ∈
Bε(Rm)reg to satisfy Corollary 2.39, Proposition 2.40, Proposition 2.42 and
Proposition 2.44. However, in order to use the family M̂t(S) to construct a
cycle we also assume that (X,E, S) satisfies the following:
Assumption 2.45 Each x ∈ Xsing ∩ Z(S) has singularity of codimension
at least two. More precisely, for some Banach orbifold chart (W˜ ,Γ, π) at
centred at x, i.e. π−1(x) = {x˜} and Γ = Γx˜, if 1 is an eigenvalue of the
linearization of any g ∈ Γ\{1l}, dg(x˜) : Tx˜W˜ → Tx˜W˜ then the corresponding
eigenspace Ker(dg(x˜)− 1l) has codimension at least two.
Clearly this assumption is weaker than the condition that X is 2-regular
near Z(S). The Assumption 2.45 is automatically satisfied if X is either an
oriented orbifold of finite dimension or a complex Banach orbifold. On the
other hand there exist examples of oriented Banach Fredholm bundles not
to satisfy Assumption 2.45. For example, let X˜ = R× Sn, E˜ = X˜ × R and
Γ = Z2 = {1l, e} acts on them by
e · (t, x) = (−t, x) and e · (t, x; t′) = (−t, x;−t′).
Let the section S˜ : X˜ → E˜ be given by (t, x) 7→ (t, x; t). Then Z(S˜) = {0}×
Sn and Xsing = {0} × Sn. Let X = X˜/Γ, E = E˜/Γ and S : X → E be the
natural descent of S˜. One can check that (X,E, S) is an orientable Banach
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Fredholm bundle with compact zero locus. However, each x ∈ Xsing ∩Z(S)
has singularity of codimension one.
Now under Assumption 2.45 we can require that each M̂tI(S)
◦ is an open
and dense in M̂tI(S) and that the singular set M̂
t
I(S)
sing is contained in a
subvariety of M̂tI(S) of codimension two. It follows that for any J ⊂ I ∈ N
the map
πˆIJ : (πˆ
I
J )
−1
(
M̂tJ(S)
◦
)
→ Im(πˆIJ ) ⊂ M̂
t
J(S)
◦
is a |ΓI |/|ΓJ |-fold regular smooth covering preserving orientation. As in
[LiuT1], for each I ∈ N we take an increasing sequence of compact subman-
ifolds with boundary of M̂tI(S)
◦, {K̂pI }
∞
p=1, and choose a triangulation of
each K̂pI such that:
(i) M̂tI(S)
◦ = ∪∞p=1K̂
p
I .
(ii) For each simplex cpI ∈ K̂
p
I , πˆ
I
J(c
p
I) is a simplex of K̂
p
J provided that
J ⊂ I and K̂pJ ∩ πˆ
I
J(K̂
p
I ) 6= ∅.
(iii) If q > p, K̂qI | bKp
I
is obtained from K̂pI by some divisions as simplicial
complex.
For each simplex in K̂pI of dimension r = Ind(S) we give it an orientation
induced from that of M̂tI(S), and then take the summation of them to get
an integral chain in M̂tI(S), denoted by S(K̂
p
I ). Let
Ŝ(K̂pI ) :=
1
|ΓI |
πˆI ◦ S(K̂
p
I )
be the corresponding smooth singular rational chain in X . All these Ŝ(K̂pI ),
I ∈ N , form a smooth singular rational chain in X ,
C(K̂p) := “
∑
I∈N
”Ŝ(K̂pI ).
Here the summation is put in double quotation marks because we only count
them once on those overlaps where more than one singular maps appear. Let
e(E, S)t denote the inverse limit of {C(K̂p)}p. It is a rational singular chain
in X of dimension r. We also formally write it as
e(E, S)t := “
∑
I∈N
”
1
|ΓI |
{
πˆI : M̂
t
I(S)
◦ → X
}
(2.111)
for any t ∈ Bε(Rm)res if no confusion occurs, where
∑
I∈N is put in double
quotation marks in (2.111) because of the same reason as above. We call
e(E, S)t a virtual Euler chain of the triple (X,E, S).
If X has boundary and ∂X ∩ Z(S) 6= ∅, then it is possible that
∂M̂tI(S)
◦ := M̂tI(S)
◦ ∩ πˆ−1I (∂X) 6= ∅.
In this case, for any J ⊂ I the covering πˆIJ also restricts to a regular one
πˆIJ : (πˆ
I
J )
−1
(
∂M̂tJ(S)
◦
)
→ Im(πˆIJ ) ∩ ∂M̂
t
J(S)
◦.
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We can require that the above triangulation is compatible with these bound-
aries. Namely, the triangulation is an extension of a given triangulation of
the family {∂M̂tJ(S)
◦ | I ∈ N}. Then the corresponding singular rational
chain in ∂X constructed from the latter is exactly the boundary of C(K̂pI ),
∂C(K̂p) = “
∑
I∈N
”∂Ŝ(K̂pI ) = “
∑
I∈N
”
1
|ΓI |
πˆI ◦ ∂S(K̂
p
I ).
We later write it as
∂e(E, S)t = “
∑
I∈N
”
1
|ΓI |
{
πˆI : ∂M̂
t
I(S)
◦ → ∂X
}
without special statements. Consequently, we get:
Claim 2.46 If X has no 2-boundary ∂2X then the class [∂e(E, S)
t] is zero
in Hr−1(X,Q).
Actually, for any smooth map f from X to a finite dimensional smooth
orbifold M and any closed (r − 1)-form ω on M with compact support it
directly follows from the Stokes theorem that∫
∂e(E,S)t
f∗ω := “
∑
I∈N
”
1
|ΓI |
∫
∂ cMt
I
(S)◦
(f ◦ πˆI)
∗ω
= “
∑
I∈N
”
1
|ΓI |
∫
cMt
I
(S)◦
(f ◦ πˆI)
∗(dω) = 0.
Here the properness of πˆI is used.
Claim 2.43 is an analogue of the fact that for an n-dimensional compact
oriented manifold (resp. orbifold) M with boundary the boundary ∂M is
an (n− 1)-dimensional manifold (resp. orbifold) with a natural orientation
induced from the orientation of M and the image of the fundamental class
[∂M ] is zero in Hn−1(M,Z) (resp. Hn−1(M,Q)).
If Z(S) ⊂ Int(X) it follows from the above arguments that for t suffi-
ciently small, ∂e(E, S)t = ∅ and thus e(E, S)t is a rational singular cycle
in X of dimension r. In this case e(E, S)t is called a virtual Euler cycle
of the triple (X,E, S). By Proposition 2.40(i)-(ii) and Proposition 2.42(v)-
(vi) it is easily seen that the homology class of this cycle is independent of
choices of generic small t. Thus the homology class [e(E, S)t] ∈ Hr(X,Q)
is well-defined. We call the class
e(E, S) = [e(E, S)t] ∈ Hr(X,Q), (2.112)
the virtual Euler class of the triple because we shall prove in next two
subsections that it is independent of the different choices above.
In Remark 2.43, as singular chains e(E, S)t can be identified with πˆ :
M
t
I(S)
◦ → X . Later we shall also write e(E, S)t = {πˆ :M
t
I(S)
◦ → X}.
An important example of the Banach Fredholm orbibundles is a triple
consisting a finitely dimensional orbibundle p : E → X and a smooth section
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S : X → E. As pointed out below (2.1), if X is also orientable it has no
singularities of codimension one naturally. In particular, if X is a closed
oriented orbifold we may take E to be the tangent orbibundle TX and S
to be the zero section. The corresponding Euler class e(TX, 0) becomes a
rational number, called the orbifold Euler characteristic (number) of
X and simply denoted by e(X).
Let P be a smooth orbifold of finite dimension and f : X → P be a
smooth map. Then f∗(e(E, S)) ∈ Hr(P,Q), and 〈f∗(e(E, S)), α〉 ∈ Q for
any α ∈ Hr(P,Q). Let α∗ be a closed differential form representative of it.
As usual we have
〈α, f∗(e(E, S))〉 =
∫
f◦e(E,S)t
α∗ =
∫
e(E,S)t
f∗α∗
for any t ∈ Bε(Rm)res. By the definition of integration over chains it is not
hard to check that∫
e(E,S)t
f∗α∗ = “
∑
I∈N
”
1
|ΓI |
∫
cMt
I
(S)◦
(f ◦ πˆI)
∗α∗.
So we get that for any t ∈ Bε(Rm)res,
〈f∗α, e(E, S)〉 = “
∑
I∈N
”
1
|ΓI |
∫
cMt
I
(S)◦
(f ◦ πˆI)
∗α∗ (2.113)
=
∫
M
t
I(S)
◦
(f ◦ πˆ)∗α∗.
Remark 2.47 If E → X is a Banach bundle then all groups Γi and ΓI in
the arguments above are trivial. In this case each πˆI (resp. Πˆ
I
J) is an open
embedding (resp. bundle embedding) from Banach manifolds (resp. bun-
dles) ŴI (resp. ÊI) into X (resp. E), and for any J ⊂ I ∈ N the projection
πˆIJ (resp. Πˆ
I
J ) is an open embedding (resp. bundle embedding) from Ba-
nach manifolds (πˆIJ )
−1
(
ŴI)
)
(resp. bundles ÊI |(πˆI
J
)−1(cWJ )) to Im(πˆ
I
J ) ⊂ ŴJ
(resp. Im(ΠˆIJ ) ⊂ ÊJ). So ŴI (resp. ÊI) may be identified an open subset
WI of X (resp. E|WI = EI), and πˆ
I
J (resp. Πˆ
I
J ) is identified with the inclu-
sion WI →֒ WJ (resp. EI →֒ EJ ). The systems of Banach bundles (Ê , Ŵ )
and (F̂ , V̂ ) actually becomes Banach bundles E|W → W and E|V → V
respectively. Moreover, the global section Ŝ = {ŜI | I ∈ N} of (Ê , Ŵ ) (resp.
(F̂ , V̂ )) is actually the restriction of the section S : X → E to W (resp.
V ). As the global sections of (F̂ , V̂ ), σˆij become ones of the Banach bundle
E → M with support in Wi, j = 1, · · · ,mi. Finally the virtual Euler cycle
e(E, S)t in (2.111) becomes the Euler cycle in Section 1. Hence our virtual
Euler cycle is a generalization of the Euler cycle in Section 1.
As expected we need to show that the class e(E, S) is independent of the
different choices of the sections σij and the open sets Wi. It should be first
noted that the dependence on choices of the smooth cut-off function γi may
be reduced to one on choices of sections σij . This may be reduced to the
cases in the following two subsections. We follow the arguments in [Lu3].
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2.6.1 The dependence on choices of sections σ˜ij
We only need to consider the case in which a section σn(mn+1) is added to
{σn1, · · · , σnmn}. Let m
′
n = mn + 1 and m
′
i = mi, i = 1, · · · , n − 1. Then
m′1 + · · ·+m
′
n = m+ 1. Replacing the system of Banach bundles in (2.82)
and its section in (2.83) we use the system of Banach bundles(
P∗1F̂ , V̂ × R
m+1
)
=
{
(P∗1F̂I , V̂I × R
m+1), πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N},
and its corresponding global Fredholm section Υ′ = {Υ′I | I ∈ N},
Υ′I : V̂I × R
m+1 → P∗1F̂I ,(
xˆI , {tij}1≤j≤m′i
1≤i≤n
)
7→ SˆI(xˆI) +
n∑
i=1
m′i∑
j=1
tij(σˆij)I(xˆI)
= SˆI(xˆI) +
∑
i∈I
m′i∑
j=1
tij(σˆij)I(xˆI).
Here P1 is still the projection to the first factor, and πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI are
naturally pullbacks of those projections in (2.72). (Later we shall use these
notations without confusion occurs.) By shrinking W∗ and ε > 0 in Theo-
rem 2.38 we assume that (F̂∗, V̂ ∗) and (P∗1F̂
∗, V̂ ∗ ×Bε(Rm+1)) therein are
the corresponding systems of Banach bundles and that Υ′ = {Υ′I | I ∈ N}
is the corresponding section which is strongly transversal to the zero sec-
tion. Then corresponding with the manifold Ω̂I(s) of dimension Ind(S) +m
in (2.84) and the projection in (2.86) we have the manifold of dimension
Ind(S) +m+ 1,
Ω̂′I(S) := {(xˆI , t) ∈ V̂
∗
I ×Bε(R
m+1) |Υ′I(xˆI , t) = 0}
and the projection
πˆIJ : (πˆ
I
J )
−1
(
Ω̂′J(S)
)
→ Im(πˆIJ ) ⊂ Ω̂
′
J(S)
for any J ⊂ I ∈ N . Note that for any I ∈ N and (xˆI , t) ∈ V̂ ∗I ×Bε(R
m+1),
Υ′I
(
xˆI , {tij}1≤j≤m′i
1≤i≤n
)
= ΥI
(
xˆI , {tij}1≤j≤mi
1≤i≤n
)
+ tn(mn+1)(σˆn(mn+1))I(xˆI)
if n ∈ I, and
Υ′I
(
xˆI , {tij}1≤j≤m′i
1≤i≤n
)
= ΥI
(
xˆI , {tij}1≤j≤mi
1≤i≤n
)
(2.114)
if n /∈ I. Let tn(mn+1) denote the final coordinate in R
m+1 and t(1) the first
m coordinates. It follows from (2.114) that
(Υ′I)
−1(0) =
{
(xˆI , t) ∈ V̂
∗
I ×Bε(R
m+1) |Υ′I(xˆI , t) = 0
}
=
{
(xˆI , t) ∈ V̂
∗
I ×Bε(R
m+1) |ΥI(xˆI , t
(1)) = 0
}
= (ΥI)
−1(0)× (−ε, ε)
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if n /∈ I. Here ΥI is as in Theorem 2.38. In this case, by Lemma 1.7 we may
choose t = (t(1), tn(mn+1)) ∈ Bε(R
m+1)res such that t
(1) ∈ Bε(Rm)res. So
for such a t,
M̂′tI (S) = M̂
t(1)
I (s)×
{
tn(mn+1)
}
if n /∈ I. (2.115)
Here M̂′tI (S) := (Υ
′(t)
I )
−1(0) and M̂t
(1)
I (S) = (Υ
(t(1))
I )
−1(0) is as in Corol-
lary 2.39.
Now let n ∈ I. In order to relate Ω̂′I(S) to Ω̂I(S) we need to consider
the system of Banach bundles(
P∗1F̂ , V̂ × R
m+1 × [0, 1]
)
=
{
(P∗1F̂I , V̂I × R
m+1 × [0, 1]), πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N},
and the Fredholm section Φ = {ΦI | I ∈ N},
ΦI : V̂I × R
m+1 × [0, 1]→ P∗1F̂I ,(
xˆI , {tij}1≤j≤m′i
1≤i≤n
, s
)
7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI)
+s · tn(mn+1)(σˆn(mn+1))I(xˆI)
= SˆI(xˆI) +
∑
i∈I
mi∑
j=1
tij(σˆij)I(xˆI)
+s · tn(mn+1)(σˆn(mn+1))I(xˆI).
As in (2.92) we have its trivialization representation:
O˜iq × R
m+1 × [0, 1]→ (E˜iq )x˜iq ,
(x˜, t, s) 7→ STiq (x˜) +
miq∑
j=1
tiqjσ
T
iqj(x˜) +
∑
i∈I\{iq}
mi∑
j=1
tijτ
qT
ij (x˜)
+s · tn(mn+1)σ
T
n(mn+1)
(x˜).
As in the proofs of Theorem 2.38 and Proposition 2.42, by shrinkingW∗ and
ε > 0 therein we can prove that the restriction of the section Φ = {ΦI | I ∈
N} to the system of bundles
(
P∗1F̂
∗, V̂ ∗ × Bε(Rm+1) × [0, 1]
)
is strongly
transversal to the zero section. By Lemma 1.7 we can choose a regular value
t of the projection
PI : (ΦI)
−1(0)→ Rm+1, (xˆ, t, s) 7→ t,
i.e. t ∈ Bε(Rm+1)res such that t(1) ∈ Bε(Rm)res. Then the manifold
P−1I (t) := {(xˆ, t, s) ∈ V̂
∗ ×Bε(R
m+1)× [0, 1] |Φ(xˆ, t, s) = 0}
forms a strong cobordsim between M̂′tI (S) and{
(xˆI , t, 0) ∈ P
−1
I (t)
}
= M̂t
(1)
I (S)× {tn(mn+1)} ≈ M̂
t(1)
I (S).
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Combing this and (2.115) we get that M̂′tI (S) and M̂
t(1)
I (S) are always
strongly cobordant. Clearly, for any J ⊂ I ∈ N the corresponding projection
πˆIJ : (πˆ
I
J )
−1
(
P−1J (t)
)
→ Im(πˆIJ ) ⊂ P
−1
J (t)
also forms a cobordsim between the projection
πˆIJ : (πˆ
I
J )
−1
(
M̂t
(1)
J (S)
)
→ Im(πˆIJ ) ⊂ M̂
t(1)
J (S)
and
πˆIJ : (πˆ
I
J )
−1
(
M̂′tJ (S)
)
→ Im(πˆIJ ) ⊂ M̂
′t
J (S).
Consider the orientation given in Proposition 2.44. The above cobordsims
are also oriented ones. In summary we arrive at:
Proposition 2.48 For different choices of optimal sections σ˜ij, the corre-
sponding families such as M̂t(S) are oriented strongly cobordant, and thus
the corresponding singular chains as in (2.110), e(E, S)t, are oriented cobor-
dant. In particular, if Z(S) ∩ ∂X = ∅ then the class e(E, S) is well-defined
and is independent of different choices of optimal sections σ˜ij .
2.6.2 The dependence on choices of Wi
In this subsection we assume that Z(S) ⊂ Int(X) and Assumption 2.45 is
satisfied (so that e(E, S) is well-defined). We only need to consider the case
that an open subset Wn+1 and the corresponding optimal sections
σ˜(n+1)j = γ(n+1)j · s˜(n+1)j, j = 1, · · · ,mn+1, are added.
The proof can be done as in §4.3 in [Lu3]. Here we shall prove it as a
consequence of Claim 2.43 and the restriction principle in Proposition 2.51.
By the above we may assume that X has no boundary. Consider the Banach
orbifold X × [0, 1] with boundary ∂(X × [0, 1]) = (X × {0}) ∪ (X × {1})
and natural pullback Fredholm orbibundle (X × [0, 1], pr∗E, pr∗S) via the
projection to the first factor pr : X× [0, 1]→ X . (X× [0, 1], pr∗E, pr∗S) has
an orientation induced from one of (X,E, S). Let Yi = X × {i}, i = 0, 1.
They are Banach suborbifolds of X × [0, 1], and also closed subsets of the
latter. Obviously, (Yi, (pr
∗E)|Yi , (pr
∗S)|Yi), i = 0, 1 can be identified with
(X,E, S). Let (W˜i,Γi, πi) be the chosen Banach orbifold charts centred at
xi ∈ Z(S) on X , i = 1, · · · , n+ 1 such that Z(S) ⊂ ∪ni=1Wi and ∩
n
i=1Wi =
∅. Suppose also that (E˜i,Γi,Πi), i = 1, · · · , n + 1 are the corresponding
orbibundle charts on them. As before let pairs of open sets W ji ⊂⊂ U
j
i ,
i = 1, · · · , n+ 1, j = 1, 2, · · · , n, be such that Z(S) ⊂ ∪ni=1W
1
i and
U1i ⊂⊂W
2
i ⊂⊂ U
2
i · · · ⊂⊂W
n
i ⊂⊂ U
n
i ⊂⊂Wi.
For i = 1, · · · , n and j = 1, · · · , n+ 1 denote by
W˜ ′i = W˜i × [0,
3
4 ), W
′
i =Wi × [0,
3
4 ), π
′
i = πi × 1,
W˜ ′n+j = W˜j × (
1
4 , 1], W
′
n+j =Wj × (
1
4 , 1], π
′
n+j = πj × 1,
Γ′i = {g × 1 | g ∈ Γi}, Γ
′
n+j = {g × 1 | g ∈ Γj},
E˜′i = p
∗
i E˜i, E
′
i = (pr
∗E)|W ′
i
, pi : W˜i × [0,
3
4 )→ W˜i,
E˜′n+j = q
∗
j E˜j , E
′
n+j = (pr
∗E)|W ′
n+j
, qj : W˜j × (
1
4 , 1]→ W˜j ,
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where all pi, qj are the projections to the first factors. Let
N = {I ⊂ {1, · · · , n} |WI = ∩i∈IWi 6= ∅},
N ′′ = {I ⊂ {1, · · · , n+ 1} |WI = ∩i∈IWi 6= ∅},
N ′ = {I ⊂ {1, · · · , 2n+ 1} |W ′I = ∩i∈IW
′
i 6= ∅}.
Then each I ∈ N ′ contains at most 2n − 2 elements. By Remark 2.32 we
only need to take pairs of open sets
W ′ji ⊂⊂ U
′j
i , i = 1, · · · , 2n+ 1, j = 1, 2, · · · , 2n− 2,
such that Z(S)× [0, 1] ⊂ ∪2n+1i=1 W
′1
i and
U ′1i ⊂⊂W
′2
i ⊂⊂ U
′2
i · · · ⊂⊂W
′2n−2
i ⊂⊂ U
′2n−2
i ⊂⊂W
′
i .
Clearly, for a very small positive η < 1100 one can require that
W ji × [0, η) = (X × [0, η]) ∩W
′j
i ,
U ji × [0, η) = (X × [0, η]) ∩ U
′j
i ,
for i = 1, · · · , n, j = 1, · · · , n− 1, and that
W ji × (1− η, 1] = (X × [1− η, 1]) ∩W
′j
n+i,
U ji × (1− η, 1] = (X × [1− η, 1]) ∩ U
′j
n+i
for i = 1, · · · , n+ 1, j = 1, · · · , n. These imply that
W˜ ′ji ∩ (π
′
i)
−1(W ′i ) =W
j
i × [0, η),
U˜ ′ji ∩ (π
′
i)
−1(W ′i ) = U
j
i × [0, η),
Cl(U ji )× {0} = (X × {0}) ∩ Cl(U
′j
i )
 (2.116)
for i = 1, · · · , n, j = 1, · · · , n− 1, and that
W˜ ′ji+n ∩ (π
′
i+n)
−1(W ′i+n) =W
j
i × (1 − η, 1],
U˜ ′ji+n ∩ (π
′
i+n)
−1(W ′i+n) = U
j
i × (1 − η, 1],
Cl(U ji )× {1} = (X × {1}) ∩Cl(U
′j
n+i)
 (2.117)
for i = 1, · · · , n+ 1, j = 1, · · · , n.
Let γk, k = 1, · · · , n+ 1, are the corresponding smooth cut-off functions
on W˜k as given by (2.77). One can take Γ
′
k-invariant smooth cut-off functions
γ′k on W˜
′
k, k = 1, · · · , 2n+ 1 such that:
• γ′k(x, 0) = γk(x), ∀(x, 0) ∈ W˜
′
k and k = 1, · · · , n;
• γ′k(x, 1) = γk−n(x), ∀(x, 1) ∈ W˜
′
k and k = n+ 1, · · · , 2n+ 1;
• U˜ ′0k := {e ∈ W˜
′
k | γ
′
k(e) > 0} ⊂⊂ W˜
′
k, k = 1, · · · , 2n+ 1;
• ∪2n+1k=1 U
′0
k ⊃ Z(S)× [0, 1], where U
′0
k := π
′
k(U˜
′0
k ), k = 1, · · · , 2n+ 1.
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Then we have:
U ′0k ∩ (Wk × {0}) = U
0
k × {0}, k = 1, · · · , n,
U ′0n+k ∩ (Wk × {1}) = U
0
k × {1}, k = 1, · · · , n+ 1.
Let σ˜ij = γi · s˜ij be the (optimal) sections of the bundle E˜i → W˜i as in
(2.79), i = 1, · · · , n+ 1 and j = 1, · · · ,mi. Then the sections of the bundle
E˜′k → W˜
′
k,
σ˜′kj(x, t) = γ
′
k(x, t) · s˜kj(x) ∀ (x, t) ∈ W˜
′
k,
k = 1, · · · , n, j = 1, · · · ,mk, and ones of the bundle E˜′n+k → W˜
′
n+k,
σ˜′(n+k)j(x, t) = γ
′
n+k(x, t) · s˜kj(x) ∀(x, t) ∈ W˜
′
n+k,
k = 1, · · · , n + 1, j = 1, · · · ,mk, form a optimal family, and these m′ :=
m+m′′ sections satisfy the corresponding properties with (2.104). Here
m =
n∑
i=1
mi and m
′′ =
n+1∑
i=1
mi.
Let W ′∗ be a small open neighborhood Z(p∗1S) = Z(S)× [0, 1] in X × [0, 1]
such that Z(S) × [0, 1] ⊂ ∪2n+1k=1 U
′0
k . As usual we can use all these data
to construct a family of strongly cobordant virtual Euler chains of (X ×
[0, 1], pr∗E, pr∗S),
e(pr∗E, pr∗S)t
′
= “
∑
I∈N ′
”
1
|Γ′I |
{πˆ′I : M̂
t′
I (pr
∗S)◦ → X × [0, 1]}
for t′ = {tij} 1≤j≤mi
1≤i≤2n+1
∈ Bε(Rm
′
)res. Clearly, we can write t
′ = (t, t′′),
t := {tij}1≤j≤mi
1≤i≤n
∈ Bε(R
m) and t′′ := {tij} 1≤j≤mi
n+1≤i≤2n+1
∈ Bε(R
m′′).
Note that the boundary of e(pr∗E, pr∗S)t
′
,
∂e(pr∗E, pr∗S)t
′
= “
∑
I∈N ′
”
1
|Γ′I |
{πˆ′I : ∂M̂
t′
I (pr
∗S)◦ → ∂(X × [0, 1])},
is equal to △(0, t) ∪ (−△(1, t′′)). Here
△(0, t) = “
∑
I∈N ′
”
1
|Γ′I |
{πˆ′I : ∂M̂
t′
I (pr
∗S)◦ ∩ (πˆ′I)
−1(X × {0})→ X × {0}}
= “
∑
I∈N
”
1
|Γ′I |
{πˆ′I : ∂M̂
t′
I (pr
∗S)◦ ∩ (πˆ′I)
−1(X × {0})→ X × {0}},
△(1, t′′) = “
∑
I∈N ′
”
1
|Γ′I |
{πˆ′I : ∂M̂
t′
I (pr
∗S)◦ ∩ (πˆ′I)
−1(X × {1})→ X × {1}}
= “
∑
I∈N∗
”
1
|Γ′I |
{πˆ′I : ∂M̂
t′
I (pr
∗S)◦ ∩ (πˆ′I)
−1(X × {1})→ X × {1}},
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where (2.116) and (2.117) are used, and
N ∗ = {I ∈ N ′ | max I > n} = {J + n | J ∈ N ′′}.
Let e(E, S)t and e(E, S)t
′′
be respectively the virtual Euler cycles of (X,E, S)
constructed from the following data of two groups{
W∗ := {x ∈ X | (x, 0) ∈ W ′∗ ∩ (X × {0})}, {Wi}ni=1,
{σ˜ij}1≤j≤mi
1≤i≤n
, {W ji ⊂⊂ U
j
i } 1≤i≤n
1≤j≤n−1
, t := {tij}1≤j≤mi
1≤i≤n
∈ Bε(Rm)
{
W ′′∗ := {x ∈ X | (x, 1) ∈ W ′∗ ∩ (X × {0})}, {Wi}
n+1
i=1 ,
{σ˜ij} 1≤j≤mi
1≤i≤n+1
, {W ji ⊂⊂ U
j
i }1≤i≤n+1
1≤j≤n
), t := {tij} 1≤j≤mi
1≤i≤n+1
∈ Bε(Rm
′′
).
Then by the above choices and the restriction principle in Proposition 2.51
one easily checks that △(0, t) (resp. △(1, t′′)) can be exactly identified with
the virtual Euler cycle e(E, S)t (resp. e(E, S)t
′′
). So Claim 2.43 yields
[e(E, S)t]− [e(E, S)t
′′
] = [e(E, S)t] + [−e(E, S)t
′′
]
= [△(0, t)] + [−△(1, t′′)]
= [△(0, t) ∪ (−△(1, t′′))]
= [∂e(pr∗E, pr∗S)t
′
] = 0.
The desired result is proved.
From our above result one easily derives that e(E, S) is independent of
concrete choices of the cut-off functions γk and pairs of open setsW
j
i ⊂⊂ U
j
i .
Remark 2.49 If we only assume that X is 1-regular, the affectivity argu-
ments in Claim 2.16 is not needed, and Claim 2.23 still holds true. In this
case, after some numbers such as |ΓI |, |Γ(u˜i)| are replaced by{
|Γi| − |Ker(Γi, W˜i)|+ 1 if I = {i},∏k
s=1(|Γis | − |Ker(Γis , W˜is)|+ 1) if I = {i1, · · · , ik} ∈ N ,
|Γ(u˜i)| − |Ker(Γ(u˜i), O˜(u˜i))|+ 1,
respectively, all arguments in this subsection and next two subsections are
all true. We leave them to reader for checking.
2.7 Localization formula and restriction principle
Motivated by the localization formula in §5 of [Lu3] we here shall give two
abstract versions of them. The second one is given as a consequence of a
restriction principle. Without special statements, all Banach orbifolds
are also supposed to be 1-regular and effective, and all Banach
Fredholm orbibundles are oriented, have compact zero loci and
also satisfy Assumption 2.45. (Remark 2.49 is still effective.) In partic-
ular, (X,E, S) denote an oriented Banach Fredholm orbibundle of index r
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and with compact zero set Z(S), and satisfy Z(S) ⊂ Int(X) and Assump-
tion 2.45. Another approach to localization in symplectic geometry was
presented in [Chen].
Let Λ ⊂ Z(S) be a nonempty compact subset. In the construction of the
above virtual Euler cycle of (X,E, S) if one only requires:
(i) the finitely many points xi, i = 1, · · · , n belong to Λ,
(ii) {Wi}ni=1 is an open cover of Λ,
(iii) W∗ is an open neighborhood of Λ contained in ∪ni=1U
0
i , denoted by
W∗(Λ),
then we get the corresponding systems of Banach bundles,(
Ê(Λ), Ŵ (Λ)
)
:=
{(
ÊI , ŴI
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N},(
F̂(Λ), V̂ (Λ)
)
:=
{(
F̂I , V̂I
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N},(
F̂∗(Λ), V̂ ∗(Λ)
)
:=
{(
F̂ ∗I , V̂
∗
I
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N},
where VI , V̂I , F̂I (resp. V
∗
I , V̂
∗
I , F̂
∗
I ) are defined by (2.65) and (2.66) (resp.
(2.71)). These are called the Banach bundle systems of (X,E, S) rela-
tive to Λ. Corresponding with (2.93) we have a family of Fredholm sections
of
(
F̂∗(Λ), V̂ ∗(Λ)
)
, Υ(t)(Λ) = {Υ
(t)
I (Λ) | I ∈ N}, where t = {tij}1≤j≤mi
1≤i≤n
∈
Bε(Rm) and the section Υ
(t)
I (Λ) : V̂
∗
I → F̂
∗
I is given by
xˆI 7→ ΥI(x˜, t) = SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI).
Moreover, there exists a residual subset Bε(Rm)Λres ⊂ Bε(R
m) such that for
each t ∈ Bε(Rm)Λres the global section Υ
(t)(Λ) is strongly transversal to the
zero section. So we get a family of strongly cobordant rational chains near
Λ of dimension r, denoted by
e(E, S)tΛ := “
∑
I∈N
”
1
|ΓI |
{πˆI : M̂
t
I(S,Λ)
◦ → X}, ∀t ∈ Bε(R
m)Λres.
They are called virtual Euler chains relative to Λ of the triple (X,E, S).
Here M̂tI(S,Λ) := (Υ
(t)
I (Λ))
−1(0) is a manifold of dimension Ind(S) and
with compact closure in Cl(V̂ ∗I ) ⊂ V̂
+
I , and M̂
t
I(S,Λ)
◦ is the regular part of
M̂tI(S,Λ). Clearly, if Z(S) is compact then for any compact subset Λ ⊂ Z(S)
one may view e(E, S)t as virtual Euler chains of (X,E, S) relative to Λ. As
below (2.112) we can also defineM
t
(S,Λ),M
t
(S,Λ)◦ and identify e(E, S)tΛ
with πˆ :M
t
(S,Λ)◦ → X .
Proposition 2.50 (First localization formula). Let P be a smooth
orbifold of finite dimension and f : X → P be a smooth map. If α ∈
Hr(P,R) has a closed differential form representative α∗ such that the sup-
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port supp(f∗α∗) of f∗α∗ is contained in Λ, then
〈f∗α, e(E, S)〉 =
∫
e(E,S)tΛ
f∗α∗
:= “
∑
I∈N
”
1
|ΓI |
∫
cMt
I
(S,Λ)◦
(f ◦ πˆI)
∗α∗
=
∫
M
t
(S,Λ)◦
(f ◦ πˆ)∗α∗
for any t ∈ Bε(Rm)⋆res ⊂ Bε(R
m)Λres. Here Bε(R
m)⋆res is also a residual
subset in Bε(Rm), and
∑
I∈N is put in double quotation marks because of
the same reason as before, i.e. the repeating part is only counted once.
Proof. Recall the construction of e(E, S)tΛ. We have chosen pairs of open
sets W ji ⊂⊂ U
j
i such that
W 1i ⊂⊂ U
1
i ⊂⊂W
2
i ⊂⊂ U
2
i · · · ⊂⊂W
n−1
i ⊂⊂ U
n−1
i ⊂⊂Wi,
i = 1, · · · , n, j = 1, · · · , n − 1. For each i = 1, · · · , n, let σ˜il = γi · s˜il
be the chosen optimal sections with support in W˜ 1i , l = 1, · · · ,mi, and
U˜0i = {x˜ ∈ W˜i | γi(x˜) > 0} and U
0
i = πi(U˜i).
Fix a small open neighborhood W(Λ)0 of Λ in X so that
W(Λ)0 ⊂⊂ W
∗(Λ).
Here W∗(Λ) is a small open neighborhood of Λ contained in ∪ni=1U
0
i . Since
Z(S) \W∗(Λ) is compact we may furthermore take finite many points xi ∈
Z(S) \W∗(Λ) and the corresponding orbifold charts (W˜i,Γi, πi) centred at
xi in X , i = n+ 1, · · · , n′ such that
Z(S) \W∗(Λ) ⊂ W(Λ)2 and W(Λ)2 ∩W(Λ)0 = ∅ (2.118)
for W(Λ)2 := ∪n
′
i=n+1Wi = ∪
n′
i=n+1πi(W˜i). Of course we have also the
corresponding orbibundle charts (E˜i,Γi,Πi), i = n+1, · · · , n
′. Furthermore
we choose pairs of open sets W ji ⊂⊂ U
j
i , i = 1, · · · , n, j = n, · · · , n
′− 1, and
W lk ⊂⊂ U
l
k, k = n+ 1, · · · , n
′, l = 1, · · · , n′ − 1 such that
W 1i ⊂⊂ U
1
i ⊂⊂W
2
i ⊂⊂ U
2
i · · · ⊂⊂W
n′−1
i ⊂⊂ U
n′−1
i ⊂⊂Wi,
i = 1, · · · , n′, j = 1, · · · , n′ − 1. By (2.118) we can require that
Z(S) \W∗(Λ) ⊂ W(Λ)′2 for W(Λ)
′
2 := ∪
n′
i=n+1W
1
i .
So for each i = n+1, · · · , n′, we can take Γi-invariant smooth cut-off function
γi : W˜i → [0, 1] with support in W˜ 1i , and smooth sections σ˜il = γi · s˜il,
l = 1, · · · ,mi, such that
Z(S) \W∗(Λ) ⊂ ∪n
′
i=n+1U
0
i for U˜
0
i = {x˜ ∈ W˜i | γi(x˜) > 0}, (2.119)
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and that all sections σ˜ij , j = 1, · · · ,mi and i = 1, · · · , n′, are optimal for
(X,E, S). Denote by N ′ the collection of all subsets I of {1, · · · , n′} such
that WI := ∩i∈IWi 6= ∅. Then we have a system of Banach bundles,(
Ê ′, Ŵ ′
)
:=
{(
Ê′I , Ŵ
′
I
)
, πˆ′I , Πˆ
′
I ,Γ
′
I , πˆ
′I
J , Πˆ
′I
J , λ
′I
J
∣∣ J ⊂ I ∈ N ′}.
It is easily checked that for any J ⊂ I ∈ N ,
(Ê′I , Ŵ
′
I
)
= (ÊI , ŴI
)
, πˆ′I = πˆI , Πˆ
′
I = ΠˆI ,
Γ′I = ΓI , πˆ
′I
J = πˆ
I
J , Πˆ
′I
J = Πˆ
I
J , λ
′I
J = λ
I
J .
}
(2.120)
Following (2.65), for each I ∈ N ′ with |I| = k we define
V ′I :=
(⋂
i∈I
W ki
)
\
( ⋃
J:|J|>k
(⋂
j∈J
Cl(Ukj )
))
.
Since ∩ni=1Wi = ∅, then V
′
I = W
|I|
I for any I ∈ N
′ containing {1, · · · , n}.
Note that V ′I ⊂ VI for any I ∈ N in general. Setting V̂
′
I = πˆ
−1
I (V
′
I ) and
F̂ ′I = Ê
′
I |bV ′
I
we get the renormalization of
(
Ê ′, Ŵ ′
)
,(
F̂ ′, V̂ ′
)
:=
{(
F̂ ′I , V̂
′
I
)
, πˆ′I , Πˆ
′
I ,Γ
′
I , πˆ
′I
J , Πˆ
′I
J , λ
′I
J
∣∣ J ⊂ I ∈ N ′}.
By (2.119) one can take an open neighborhood W∗ of Z(S) in X so small
that
W∗ ⊂ W∗(Λ) ∪ (∪n
′
i=n+1U
0
i ).
Setting V ′∗I = V
′
I ∩ W
∗, V̂ ′∗I = (πˆ
′
I)
−1(V ′∗I ) and F̂
′∗
I = F̂
′
I |bV ′∗
I
we get the
restriction of
(
F̂ ′, V̂ ′
)
to W∗,(
F̂ ′∗, V̂ ′∗
)
:=
{(
F̂ ′∗I , V̂
′∗
I
)
, πˆ′I , Πˆ
′
I ,ΓI , πˆ
′I
J , Πˆ
′I
J , λ
′I
J
∣∣ J ⊂ I ∈ N ′}.
By shrinking W∗ and ε > 0 we have a family of sections of
(
F̂ ′∗, V̂ ′∗
)
that
are strongly transversal to the zero section, Υt
′
= {Υ
(t′)
I | I ∈ N
′},
Υ
(t′)
I : V̂
′∗
I → F̂
′∗
I , xˆI 7→ ΥI(x˜, t
′) = Sˆ′I(xˆI) +
k∑
i=1
mi∑
j=1
tij(σˆ
′
ij)I(xˆI),
where t′ = {tij}1≤j≤mi
1≤i≤l
∈ Bε(Rm
′
)res and m
′ =
∑n′
i=1mi. These yield a
family of cobordant virtual Euler cycles of dimension r,
e(E, S)t
′
= “
∑
I∈N ′
”
1
|Γ′I |
{πˆ′I : M̂
t′
I (S)
◦ → X} ∀t′ ∈ Bε(R
m′)res,
where M̂t
′
I (S) = (Υ
(t′)
I )
−1(0). Note that
〈f∗α, e(E, S)〉 = “
∑
I∈N ′
”
1
|Γ′I |
∫
cMt′
I
(S)◦
(πˆ′I ◦ f)
∗α∗
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for any t′ ∈ Bε(Rm
′
)res. By Lemma 1.7 the set{
t = {tij}1≤j≤mi
1≤i≤n
∣∣∣ t′ = {tij}1≤j≤mi
1≤i≤n′
∈ Bε(R
m′)res
}
is a residual subset in Bε(Rm). Let Bε(Rm)⋆res be the intersection of it
and Bε(Rm)Λres, which is also a residual subset in Bε(R
m). Then for each
t = {tij}1≤j≤mi
1≤i≤n
∈ Bε(Rm)⋆res one may take a t
′ ∈ Bε(Rm
′
)res of form
{tij}1≤j≤mi
1≤i≤n′
∈ Bε(Rm
′
)res. So it suffice to prove that
“
∑
I∈N ′
”
1
|Γ′I |
∫
cMt′
I
(S)◦
(πˆ′I ◦ f)
∗α∗ = “
∑
I∈N
”
1
|ΓI |
∫
cMt
I
(S,Λ)◦
(f ◦ πˆI)
∗α∗
for such t and t′ very small. To this end note that the second condition in
(2.118) implies ∫
cMt′
I
(S)◦
(πˆ′I ◦ f)
∗α∗ = 0
if I ∈ N ′ contains a number in {n+1, · · · , n′} because the support supp(f∗α∗)
of f∗α∗ is contained in Λ. So we only need to prove that
“
∑
I∈N
”
1
|Γ′I |
∫
cMt′
I
(S)◦
(πˆ′I ◦f)
∗α∗ = “
∑
I∈N
”
1
|ΓI |
∫
cMt
I
(S,Λ)◦
(f◦πˆI)
∗α∗. (2.121)
For any I ∈ N , it is clear that V̂ ′I ⊂ V̂I and F̂
′∗
I = F̂
∗
I |bV ′
I
. Moreover, by
(2.70), (σˆ′ij)I = 0 for any i > n. So Υ
(t′)
I is equal to the restriction of Υ
(t)
I
to V̂ ′∗I . From these it follows that
M̂t
′
I (S) ⊂ M̂
t
I(S,Λ) and πˆI |cMt′
I
(S)
= πˆ′I . (2.122)
Moreover, for any J ⊂ I ∈ N it is also easily seen that the inclusion and
restriction in (2.122) are compatible with the projections
πˆIJ : (πˆ
I
J )
−1
(
M̂tJ(S,Λ)
)
→ Im(πˆIJ ) ⊂ M̂
t
J(S,Λ) and
πˆ′IJ : (πˆ
′I
J )
−1
(
M̂t
′
J (S)
)
→ Im(πˆ′IJ ) ⊂ M̂
t′
J (S).
Note also that (2.119) and the second condition in (2.118) implies
πˆI
(
M̂tI(S,Λ) \ M̂
t′
I (S)
)
∩W(Λ)0 ⊂ πˆI(V̂I \ V̂
′
I ) ∩W(Λ)0 = ∅
for each I ∈ N . Then the desired result (2.121) follows from these, (2.120)
and the fact that supp(f∗α∗) ⊂ Λ ⊂ W(Λ)0. ✷
Similar to the arguments above Proposition 1.12, for a connected com-
ponent Λ of Z(S) we choose the above neighborhood W(Λ) of Λ such
that W(Λ) ∩ (Z(S) \ Λ) = ∅, and then get a family of cobordant cycles
{e(E, S)tΛ | t ∈ Bǫ(R
l)res} and corresponding homology class in e(E, S)Λ ∈
Hr(X,Q). If Λi, i = 1, · · · , p, are all connected components of Λ, then
e(E, S) =
p∑
i=1
e(E, S)Λi .
This easily follows from the following result.
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Proposition 2.51 (The restriction principle). Let (X,E, S) be an ori-
ented Banach Fredholm orbibundle with compact zero locus. Assume that
a closed subset Y ⊂ X is a Banach suborbifold of finite positive codimen-
sion. Then (Y,E|Y , S|Y ) is also an oriented Banach Fredholm orbibundle
with compact zero locus, and there exist a family of strongly cobordant virtual
Euler chains of the triple (X,E, S),
e(E, S)t
′
= “
∑
I∈N ′
”
1
|ΓI |
{πˆI : M̂
t′
I (S)
◦ → X} ∀t′ ∈ Bε(R
m′)res,
and that of strongly cobordant virtual Euler chains of the triple (Y,E|Y , S|Y ),
e(E|Y , S|Y )
t = “
∑
I∈N
”
1
|ΓI |
{πˆyI : M̂
t
I(S|Y )
◦ → Y } ∀t ∈ Bε(R
m)res,
such that m < m′, N ⊂ N ′, M̂t
′
I (S) ∩ πˆ
−1
I (Y ) = ∅ for any I ∈ N
′ \ N , and
that
M̂tI(S|Y ) = M̂
t′
I (S) ∩ πˆ
−1
I (Y ),
M̂tI(S|Y )
◦ = M̂t
′
I (S)
◦ ∩ πˆ−1I (Y ),
M̂tI(S|Y )
sing = M̂t
′
I (S)
sing ∩ πˆ−1I (Y ),
πˆyIJ = πˆ
I
J |cMt
I
(S|Y )
,
 (2.123)
for any I ∈ N and J ⊂ I, and
t′ = {tij}1≤j≤mi
1≤i≤n′
∈ Bε(R
m′)res and t := {tij}1≤j≤mi
1≤i≤n
.
Consequently, for such t′ and t it holds that
M
t
(S|Y )
◦ =M
t′
(S)◦ ∩ πˆ−1(Y ) and πˆy = πˆ|
M
t
(S|Y )◦
. (2.124)
In this case we say e(E|Y , S|Y )t to be the intersection of e(E, S)t
′
with Y ,
or the restriction of e(E, S)t
′
to Y .
Proof. Since Z(S) is compact and Y is closed inX , the zero locus Z(S|Y ) =
Z(S)∩Y is also a compact subset in Y . One can check that Assumption 2.45
also holds for the suborbifold Y . By the definition of the suborbifold in Sec-
tion 2.1 we can choose finitely many points
xi ∈ Z(S|Y ), i = 1, · · · , n,
xi ∈ Z(S) \ Z(S|Y ), i = n+ 1, · · · , n
′
and orbifold charts (W˜i,Γi, πi) on X centered at xi, i = 1, · · · , n′ such that:
(1◦) For each i = 1, · · · , n there exists a submanifold W˜ yi ⊂ W˜i that is
stable under Γi and compatible with the inclusion map, such that
the restriction (W˜ yi ,Γ
y
i , π
y
i ) = (W˜
y
i ,Γi|fWyi , πi|fWyi ) is a Banach orbifold
chart on Y , and thus W yi := πi(W˜
y
i ) =Wi ∩ Y . (Warning: Γ
y
i = Γi as
abstract groups. Thus later we also write Γyi as Γi without danger of
confusions.)
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(2◦) {W yi = πi(W˜
y
i )}
n
i=1 is an open cover of Z(S|Y ) with ∩
n
i=1W
y
i = ∅, and
{Wi = πi(W˜i)}n
′
i=1 is an open cover of Z(S) in X with ∩
n′
i=1Wi = ∅.
(3◦) For i = n+ 1, · · · , n′, Wi = πi(W˜i) are disjoint with Y .
Similarly, let (E˜i,Γi,Πi) be the orbifold bundle charts on E corresponding
with (W˜i,Γi, πi) for i = 1, · · · , n′, then we get such a chart on E|Y ,
(E˜yi ,Γi,Π
y
i ) = (E˜i|Wyi ,Γi,Πi| eEyi )
which is corresponding with (W˜ yi ,Γi, π
y
i ) for i = 1, · · · , n. As before take
pairs of open sets W ji ⊂⊂ U
j
i , i = 1, · · · , n
′, j = 1, 2, · · · , n′ − 1, such that
U1i ⊂⊂W
2
i ⊂⊂ U
2
i · · · ⊂⊂W
n′−1
i ⊂⊂ U
n′−1
i ⊂⊂Wi.
We can also require that
Cl(U ji ∩ Y ) = Cl(U
j
i ) ∩ Y, i = 1, · · · , n, j = 1, · · · , n− 1. (2.125)
(These are easily satisfied by using local coordinate charts and shrinkingWi
if necessary.) As before let N ′ be the set of all finite subsets I ∈ {1, · · · , n′}
with WI = ∩i∈IWi 6= ∅, and N = {I ∈ N ′ | max I ≤ n}. For each I ∈ N ′
with |I| = k one uses (2.65) to define VI . Then for i = 1, · · · , n, j =
1, · · · , n− 1 set W yji =W
j
i ∩ Y and U
yj
I = U
j
i ∩ Y . Then W
yj
i ⊂⊂ U
yj
i and
for i = 1, · · · , n,
Uy1i ⊂⊂W
y2
i ⊂⊂ U
y2
i · · · ⊂⊂W
y(n−1)
i ⊂⊂ U
y(n−1)
i ⊂⊂W
y
i .
Such choices are reasonable because of ∩ni=1W
y
i = ∅ and Remark 2.32. As
before, for each I ∈ N with |I| = k one uses (2.65) to define
V yI :=
(⋂
i∈I
W yki
)
\
( ⋃
J:|J|>k
(⋂
j∈J
Cl(Uykj )
))
.
Using these we can, as before, get the system of Banach bundles of (X,E, S),(
Ê , Ŵ
)
:=
{(
ÊI , ŴI
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N ′},(
F̂ , V̂
)
:=
{(
F̂I , V̂I
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N ′},(
F̂∗, V̂ ∗
)
:=
{(
F̂ ∗I , V̂
∗
I
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N ′},
and those corresponding with (Y,E|Y , S|Y ),(
Êy, Ŵ y
)
:=
{(
ÊyI , Ŵ
y
I
)
, πˆyI , Πˆ
y
I ,ΓI , πˆ
yI
J , Πˆ
yI
J , λ
I
J
∣∣ J ⊂ I ∈ N},(
F̂y, V̂ y
)
:=
{(
F̂ yI , V̂
y
I
)
, πˆyI , Πˆ
y
I ,ΓI , πˆ
yI
J , Πˆ
yI
J , λ
I
J
∣∣ J ⊂ I ∈ N},(
F̂y∗, V̂ y∗
)
:=
{(
F̂ y∗I , V̂
y∗
I
)
, πˆyI , Πˆ
y
I ,ΓI , πˆ
yI
J , Πˆ
yI
J , λ
I
J
∣∣ J ⊂ I ∈ N},
where the small neighborhood Wy∗ of Z(S|Y ) in Y is taken as W∗ ∩ Y .
Moreover, by (3◦) and (2.125) it is easy to see that
WI ∩ Y = ∅ ∀I ∈ N ′ \ N ,
VI ∩ Y = V
y
I ∀I ∈ N .
}
(2.126)
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It follows that for any I ∈ N ,(
ÊyI , Ŵ
y
I
)
=
(
ÊI |cWy
I
, ŴI ∩ (πˆI)−1(Y )
)(
F̂ yI , V̂
y
I
)
=
(
F̂I |bV y
I
, V̂I ∩ (πˆI)−1(Y )
)(
F̂ y∗I , V̂
y∗
I
)
=
(
F̂ ∗I |bV y∗
I
, V̂ ∗I ∩ (πˆI)
−1(Y )
)
.
 (2.127)
As before we assume that each bundle E˜i → W˜i is trivial. Then the
trivializations Ti : W˜i × (E˜i)x˜i → E˜i in (2.74) restrict to natural ones
T yi : W˜
y
i × (E˜i)x˜i → E˜
y
i , i = 1, · · · , n.
Note that the lift section S˜i : W˜i → E˜i of S|Wi also restricts to such a section
S˜yi = S˜i|fWy
i
: W˜ yi → E˜
y
i
of S|Wy
i
. Let S˜Ti be the trivialization representation of S˜i under Ti. It is
easily checked that under T yi the trivialization representation of S˜
y
i ,
S˜yTi : W˜
y
i → (E˜
y
i )x˜i ,
is exactly the restriction of S˜Ti to W˜
y
i , i.e., S˜
yT
i = S˜
T
i |fWy
i
.
Moreover, let γi be the smooth cut-off functions in (2.77), i = 1, · · · , n′.
Then γi, i = 1, · · · , n, naturally restricts to such a one γ
y
i : W˜
y1
i → [0, 1]
with support in W˜ y1i , and such that
U˜y0i := {x˜ ∈ W˜
y
i | γi(x˜) > 0} = U˜
0
i ∩ W˜
y
i ⊂⊂ W˜
y1
i and
Z(S|Y ) ⊂ ∪
n
i=1U
y0
i = ∪
n
i=1πi(U˜
y0
i ).
Carefully checking (2.79) and (2.80) we see that the sections σ˜yij := γi · s˜
y
ij :
W˜ yi → E˜
y
i and their trivialization representations
σ˜yTij : W˜
y
i → (E˜i)xi , x˜ 7→ γ(x˜)vij
are exactly the restrictions of σ˜ij in (2.79) and σ˜
T
ij in (2.80) to W˜
y
i , j =
1, · · · ,mi. As before we use these to get a global section of
(
F̂∗, V̂ ∗
)
, Υ(t
′) =
{Υ
(t′)
I | I ∈ N
′} given by
Υ
(t′)
I : V̂
∗
I → F̂
∗
I , xˆI 7→ SˆI(xˆI) +
n′∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI),
and that of
(
F̂y∗, V̂ y∗
)
, Υy(t) = {Υ
y(t)
I | I ∈ N} given by
Υ
y(t)
I : V̂
y∗
I → F̂
y∗
I , xˆI 7→ Sˆ
y
I (xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
y
ij)I(xˆI).
Here N = {I ∈ N ′ | max I ≤ n}. Furthermore we can find a small ε > 0
and a residual subset Bε(Rm
′
)res ⊂ Bε(Rm
′
), m′ =
∑n′
i=1mi such that for
any
t′ = {tij}1≤j≤mi
1≤i≤n′
∈ Bε(R
m′)res and t := {tij}1≤j≤mi
1≤i≤n
(2.128)
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(Note: when t′ takes over Bε(Rm
′
)res all corresponding t form a residual
subset Bε(Rm)res ⊂ Bε(Rm)), the above sections are strongly transversal
to the zero section (by shrinking W∗ and increasing n and n′ if necessary).
As before we set
M̂t
′
(S) =
{
M̂t
′
I (S) = (Υ
(t′)
I )
−1(0) | I ∈ N ′
}
and
M̂t(S|Y ) =
{
M̂tI(S|Y ) = (Υ
(t)
I )
−1(0) | I ∈ N
}
.
Note that πˆI (resp. ΠˆI) restricts to πˆ
y
I (resp. Πˆ
y
I ) on Ŵ
y
I , V̂
y
I and V̂
y∗
I (resp.
ÊyI , F̂
y
I and F̂
y∗
I ) and these restrictions are also compatible with πˆ
I
J and πˆ
yI
J
for any J ⊂ I ∈ N . One can checks that
(σˆyij)I =
{
(σˆij)I |bV y
I
if I ∈ N ,
0 if I ∈ N ′ \ N .
It follows from these, (2.126) and (2.127) that for t, t′ in (2.128), Υ
y(t)
I =
Υ
(t′)
I |bV y∗
I
and thus
M̂t
′
I (S) ∩ (πˆI)
−1(Y ) = M̂tI(S|Y ), ∀I ∈ N and
M̂t
′
I (S) ∩ (πˆI)
−1(Y ) = ∅, ∀I ∈ N ′ \ N .
(2.123) and (2.124) follow immediately. ✷
Corollary 2.52 (Second localization formula). Let f be an oriented
smooth orbifold of finite dimension, Q ⊂ P be an oriented closed suborbifold
of dimension k and a smooth map f : X → P be such that Y := f−1(Q) ⊂ X
is a Banach suborbifold of codimension dimP−k. Then (Y,E|Y , S|Y ) is still
an oriented Banach Fredholm orbibundle of index Ind(S|Y ) = r+ k− dimP
and for any class κ ∈ H∗(Q,R) of dimension dimP − r it holds that
〈PDQ(κ), f∗(e(E|Y , S|Y ))〉 = 〈PDP (κ), f∗(e(E, S))〉.
Here PDQ(a) (resp. PDP (a)) is the Poincare´ dual of a in H
∗(Q,R) (resp.
H∗(P,R)).
Proof. Let RS be a retraction from a tubular neighborhood U(Q) of Q in
P onto Q (which is identified with the projection the normal bundle of Q
in P .) We can take a representative form Q∗ of the Poincare´ dual PDP (Q)
of Q in P whose support can be required to be contained in U(Q). Then
for a representative form κ∗Q of PDQ(κ) the form κ
∗ := R∗S(κ
∗
Q) ∪ Q
∗ is a
representative form of PDP (κ) whose support is contained in U(Q).
Let e(E, S)t
′
and e(E|Y , S|Y )t be as constructed in Proposition 2.51. As
in the proof of Proposition 1.12, it follows from (2.113) and (2.124) that
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〈PDQ(κ), (f |Y )∗(e(E|Y , S|Y ))〉 = 〈(f |Y )
∗(PDQ(κ)), e(E|Y , S|Y )〉
=
∫
e(E|Y ,S|Y )t
(f |Y )
∗κ∗Q
=
∫
M
t
(S|Y )◦
(f |Y ◦ πˆ
y
I )
∗κ∗Q
=
∫
(f |Y ◦πˆ
y
I
)(M
t
(S|Y )◦)
κ∗Q
=
∫
(f◦πˆI)(M
t′
(S)◦)∩Q
κ∗Q
=
∫
RQ((f◦πˆI)(M
t′
(S)◦)∩Q)
κ∗Q
=
∫
(f◦πˆI)(M
t′
(S)◦)∩Q
R∗Qκ
∗
Q
=
∫
(f◦πˆI)(M
t′
(S)◦)
(R∗Qκ
∗
Q) ∧Q
∗
=
∫
(f◦πˆI)(M
t′
(S)◦)
κ∗
=
∫
e(E,S)t′
f∗κ∗
= 〈f∗(PDP (κ)), e(E, S)〉
= 〈PDP (κ), f∗(e(E, S))〉.
This completes the proof of the proposition. ✷
2.8 Properties
In this subsection we shall generalize the other properties for Euler classes
of the Banach Fredholm bundles in §1.3 to virtual Euler classes. Without
special statements, all Banach orbifolds are supposed to 1-regular and
effective, and all Banach Fredholm orbibundles are oriented, have
compact zero loci and also satisfy Assumption 2.45. (Remark 2.49
is still effective.)
Lemma 2.53 Let pi : E
(i) → X, i = 1, 2, be two Banach orbibundles, and
E := E(1) ⊕ E(2) → X be their direct sum. For any compact subset K ⊂ X
let (W˜j ,Γj , πj) be orbifold charts centred at xj ∈ K on X, j = 1, · · · , n,
and them satisfy (2.8). For i = 1, 2 and j = 1, · · · , n let (E˜
(i)
j ,Γj ,Π
(i)
j )
be the corresponding Banach orbibundle charts on (W˜j ,Γj , πj) of E
(i) with
support E
(i)
j = (p
(i))−1(Wj) such that (E˜
(1)
j ⊕ E˜
(2)
j ,Γj ,Π
(1)
j ⊕Π
(2)
j ) are such
charts on (W˜j ,Γj , πj) of E
(1) ⊕ E(2) with support Ej := E
(1)
j ⊕ E
(2)
j =
(p(1) ⊕ p(2))−1(Wj). Denote by the bundle projections p˜
(i)
j : E˜
(i)
j → W˜j and
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p˜j := p˜
(1)
j ⊕ p˜
(2)
j : E˜j := E˜
(1)
j ⊕ E˜
(2)
j , i = 1, 2 and j = 1, · · · , n. Note that
the action of Γj on E˜j is given by φ · u˜ = (φ · u˜1, φ · u˜2) for φ ∈ Γj and
u˜ = (u˜1, u˜2) ∈ E˜j . Assume that
(Ê(i)(K), Ŵ (K)) =
{(
Ê
(i)
I , ŴI
)
, πˆI , Πˆ
(i)
I ,ΓI , πˆ
I
J , Πˆ
(i)I
J , λ
I
J
∣∣ J ⊂ I ∈ N}
are resolutions of (E(i), X) as given in §2.2, i = 1, 2. Then their direct sum
(Ê(1)(K)⊕ Ê(2)(K), Ŵ (K)) :={(
Ê
(1)
I ⊕ Ê
(2)
I , ŴI
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N}
is such a resolution of (E,X) near K, where ΠˆI = Πˆ
(1)
I ⊕ Πˆ
(2)
I , and Πˆ
I
J =
Πˆ
(1)I
J ⊕ Πˆ
(2)I
J . Moreover, for the chosen pairs of open sets W
j
i ⊂⊂ U
j
i ,
i = 1, · · · , n, j = 1, 2, · · · , n− 1, such that
U1i ⊂⊂W
2
i ⊂⊂ U
2
i · · · ⊂⊂W
n−1
i ⊂⊂ U
n−1
i ⊂⊂Wi,
the renormalization of (Ê(1)(K)⊕Ê(2)(K), Ŵ (K)), denoted by (F̂ , V̂ (K)), is
equal to the direct sum (F̂ (1)(K)⊕ F̂ (2)(K), V̂ (K)), where (F̂ (i)(K), V̂ (K))
are the renormalizations of (Ê(i)(K), Ŵ (K)) constructed from the above
pairs of open sets, i = 1, 2. Furthermore, one has also:
(a) If Ŝ(i) = {Ŝ
(i)
I : I ∈ N} are the global sections of (Ê
(i)(K), Ŵ (K))
generated by the sections S(i) : X → E(i), i = 1, 2 then Ŝ(1) ⊕ Ŝ(2) =
{Ŝ
(1)
I ⊕ Ŝ
(2)
I : I ∈ N} is the section of (Ê
(1)(K) ⊕ Ê(2)(K), Ŵ (K))
generated by the section S(1) ⊕ S(2) : X → E(1) ⊕ E(2).
(b) If σˆl = {(σˆl)I : I ∈ N} are the sections of (F̂
(i), V̂ (K)) generated by
smooth sections σ˜
(i)
l : W˜l → E˜
(i)
l with supports in W˜
1
l then σˆ
(1)
l ⊕
σˆ
(2)
l := {(σˆ
(1)
l )I ⊕ (σˆ
(2)
l )I : I ∈ N} is such a section of (F̂
(1)(K) ⊕
F̂ (2)(K), V̂ (K)) generated by the section σ˜
(1)
l ⊕σ˜
(2)
l : W˜l → E˜
(1)
l ⊕E˜
(2)
l .
Proof. Carefully checking the constructions and arguments in § 2.3 one
easily gets the proof of the lemma. ✷
As a generalization of Proposition 1.13 we have:
Proposition 2.54 (Stability). Let the Banach orbibundles pi : E
(i) → X,
i = 1, 2 and E := E(1) ⊕ E(2) → X be as in Lemma 2.53. For sections
S(i) : X → E(i), i = 1, 2 and their natural sum S := S(1) ⊕ S(2) : X → E,
assume that (X,E, S) is an oriented Banach Fredholm orbibundle of index
r and with compact zero locus Z(S). Clearly, Z(S) = Z(S(1)) ∩ Z(S(2))
and Z(S) = Z(S(1)|Z(S(2)). Also assume that S
(2) is transversal to the zero
section at each point x ∈ Z(S). (So there exists an open neighborhood U of
Z(S) in X such that Z(S(2))⋆ := Z(S(2)) ∩ U is a smooth orbifold). Then
D(S(1)|Z(S(2))) : (TZ(S
(2)))|Z(S) → E
(1)|Z(S)
is Fredholm and has index Ind(D(S(1)|Z(S(2))) = Ind(DS). Furthermore
if both (X,E, S) and (Z(S(2))⋆, E(1)|Z(S(2))⋆ , S
(1)|Z(S(2))⋆) also satisfy As-
sumption 2.45 then there exists a virtual Euler cycle representative C (resp.
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C1) of e(E, S) (resp. e(E
(1)|Z(S(2))⋆ , S
(1)|Z(S(2))⋆)) such that C = C1 and
thus
e(E, S) = (iZ(S(2))⋆)∗e(E
(1)|Z(S(2))⋆ , S
(1)|Z(S(2))⋆).
Here (iZ(S(2))⋆)∗ is the homomorphism between homology groups induced by
the inclusion iZ(S(2))⋆ : Z(S
(2))⋆ →֒ X.
Proof. Since the Euler class of (X,E, S) depends only on the restriction
of (X,E, S) to a neighborhood of Z(S) in X we have assumed that Z(S(2))
itself is a smooth orbifold. As in the proof of Proposition 2.51 we may
use the definition of the suborbifold to choose finitely many points xi ∈
Z(S) ⊂ Z(S(2)) and orbifold charts (W˜i,Γi, πi) centered at xi on X and
with Wi ⊂ U , i = 1, · · · , n such that:
(i) For each i there exists a submanifold W˜ zi ⊂ W˜i that is stable un-
der Γi and compatible with the inclusion map, such that the restric-
tion (W˜ zi ,Γ
z
i , π
z
i ) = (W˜
z
i ,Γi|fW z
i
, πi|fW z
i
) is a Banach orbifold chart on
Z(S(2)). (As explained in the proof of Proposition 2.51, Γzi = Γi and
they shall be written as Γi below.)
(ii) Z(S) ⊂ ∪ni=1W
z
i = ∪
n
i=1πi(W˜
z
i ) (⊂ ∪
n
i=1Wi = ∪
n
i=1πi(W˜i)).
For k = 1, 2 and each i let (E˜
(k)
i ,Γi,Π
(k)
i ) be the orbifold bundle charts on
E(k) corresponding with (W˜i,Γi, πi), then we get such a chart
(E˜
(1)z
i ,Γi,Π
(1)z
i ) = (E˜
(1)
i |W zi ,Γi,Π
(1)
i | eE(1)zi )
on E(1)|Z(S(2)) corresponding with (W˜
z
i ,Γi, π
z
i ). As before we assume that
all bundles E˜
(k)
i → W˜i are trivial, i = 1, · · · , n and k = 1, 2. For the chosen
trivializations
T
(k)
i : W˜i × (E˜
(k)
i )xi → E˜
(k)
i , i = 1, · · · , n, (2.129)
they restrict to natural ones
T
(1)z
i : W˜
z
i × (E˜
(1)
i )x˜i → E˜
(1)z
i , i = 1, · · · , n. (2.130)
Now the lift section S˜
(1)
i : W˜i → E˜
(1)
i of S
(1)|Wi restricts to such a section
S˜
(1)z
i = S˜
(1)
i |fW zi : W˜
z
i → E˜
(1)z
i of S
(1)|W z
i
. It is easily checked that the
trivialization representation S˜
(1)zT
i : W˜
z
i → (E˜
(1)z
i )x˜i of S˜
(1)z
i under T
(1)z
i
is exactly the restriction of S˜
(1)T
i to W˜
z
i , i.e. S˜
(1)zT
i = S˜
(1)T
i |fW z
i
. As in the
proof of Proposition 1.13 we can show that the vertical differentialDS˜
(1)z
i (x)
at each zero point x of S˜
(1)z
i is Fredholm and has the same index asDS˜
(1)
i (x).
This yields the first conclusion.
Take pairs of open sets W ji ⊂⊂ U
j
i , i = 1, · · · , n, j = 1, 2, · · · , n − 1,
such that Z(S) ⊂ ∪ni=1W
1
i and that
U1i ⊂⊂W
2
i ⊂⊂ U
2
i · · · ⊂⊂W
n−1
i ⊂⊂ U
n−1
i ⊂⊂Wi.
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Let (F̂ (j), V̂ ), j = 1, 2 and (F̂ , V̂ ) = (F̂ (1) ⊕ F̂ (2), V̂ ) be the corresponding
bundle systems constructed in Lemma 2.53 (by taking K = Z(S)). As the
construction of the bundle system
(
F̂y, V̂ y
)
in the proof of Proposition 2.51
we now can get such bundle systems of (Z(S(2)), E(j)|Z(S(2)), S
(j)|Z(S(2))),(
F̂ (j)z , V̂ z
)
:=
{(
F̂
(j)z
I , V̂
z
I
)
, πˆzI , Πˆ
(j)z
I ,ΓI , πˆ
zI
J , Πˆ
(j)zI
J , λ
I
J
∣∣ J ⊂ I ∈ N},
which are exactly the restriction of the bundle system (F̂ (j), V̂ ), j = 1, 2.
Let us choose a small neighborhood W∗ of Z(S) in X and set W∗z :=
W∗ ∩ Z(S(2)). Denote by
(
F̂ (j)z∗, V̂ z∗
)
(resp.
(
F̂∗, V̂ ∗
)
) the restriction
system of bundles of
(
F̂ (j)z , V̂ z
)
(resp.
(
F̂ , V̂
)
) toWz∗ (resp. W∗), j = 1, 2.
Then
(
F̂ (1)z∗, V̂ z∗
)
is exactly the restriction of
(
F̂ (1)∗, V̂ ∗
)
to Wz∗.
Moreover, the smooth cut-off function γi in (2.77) naturally restricts to
such a one γzi : W˜
z
i → [0, 1] and such that
U˜z0i := {x˜ ∈ W˜
z
i | γi(x˜) > 0} = U˜
0
i ∩ W˜
z
i ⊂⊂ W˜
z1
i ,
Z(S) ⊂ ∪ni=1U
z0
i = ∪
n
i=1πi(U˜
z0
i ).
Note that S(2) is transversal to the zero section. As before, for each
i = 1, · · · , n we can choose mi vectors v
(1)
il ∈ (E˜
(1)
i )xi , l = 1, · · · ,mi and
then use γi, γ
z
i and the trivializations in (2.129) and (2.130) to construct
the sections σ˜
(1)
ij = γi · s˜
(1)
ij : W˜i → E˜
(1)
i ⊂ E˜i and
σ˜
(1)z
ij = γi · s˜
(1)z
ij : W˜
z
i → E˜
(1)z
i
such that for sufficiently small W∗, ε > 0 and each t = {tij}1≤j≤mi
1≤i≤n
in
a residual subset Bε(Rm)res ⊂ Bε(Rm) the global section of the Banach
bundle system
(
F̂∗, V̂ ∗
)
, Υ(t) = {Υ
(t)
I | I ∈ N},
Υ
(t)
I : V̂
∗
I → F̂
∗
I , xˆI 7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
(1)
ij )I(xˆI),
and that of
(
F̂ (1)z∗, V̂ z∗
)
, Υ(t)(1)z = {Υ
(t)(1)z
I | I ∈ N},
Υ
(t)(1)z
I : V̂
z∗
I → F̂
(1)z∗
I , xˆI 7→ Sˆ
(1)z
I (xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
(1)z
ij )I(xˆI),
are strongly transversal to the zero section. Here {(σˆ
(1)
ij )I | I ∈ N} denotes
the global section of
(
F̂∗, V̂ ∗
)
generated by σ˜
(1)
ij . Clearly, (σˆ
(1)
ij )I takes values
in F̂
(1)z∗
I . Consider the families of manifolds of the zero loci of these sections,
M̂t(S) = {M̂tI(S) | I ∈ N} and
M̂t(S(1)|Z(S(2))⋆) = {M̂
t
I(S
(1)|Z(S(2))⋆) | I ∈ N}.
We claim that
M̂tI(S) = M̂
t
I(S
(1)|Z(S(2))⋆) ∀I ∈ N . (2.131)
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In fact, for any xˆI ∈ V̂ ∗I one can derive from Lemma 2.53 that
SˆI(xˆI) = Sˆ
(1)
I (xˆI)⊕ Sˆ
(2)
I (xˆI) ∈ (F̂
∗
I )xˆI = (F̂
(1)∗
I )xˆI ⊕ (F̂
(2)∗
I )xˆI
and (σˆ
(1)
ij )I(xˆI) ∈ (F̂
(1)∗
I )xˆI ⊕ 0 ⊂ (F̂
(1)∗
I )xˆI ⊕ (F̂
(2)∗
I )xˆI = (F̂
(1)∗
I )xˆI . So
xˆI ∈ M̂tI(S)I , i.e.
SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
(1)
ij )I(xˆI) = 0
implies that Sˆ
(2)
I (xˆI) = 0 and
Sˆ
(1)
I (xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
(1)
ij )I(xˆI) = 0. (2.132)
It follows from the first equality that xˆI ∈ V̂ z∗I . Note that the restriction of
(σˆ
(1)
ij )I to V̂
z∗
I is equal to (σˆ
(1)z
ij )I . We derive from (2.132) that
Sˆ
(1)
I (xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
(1)z
ij )I(xˆI) = 0.
That is, xˆI ∈ M̂tI(S
(1)|Z(S(2))). This shows that M̂
t
I ⊂ M̂
t
I(S
(1)|Z(S(2))⋆).
On the other hand SˆI(xˆI) = Sˆ
(1)
I (xˆI) and (σˆ
(1)z
ij )I(xˆI) = (σˆ
(1)
ij )I(xˆI) for
any xˆI ∈ V̂ z∗I . So it is clear that M̂
t
I(S
(1)|Z(S(2))⋆) ⊂ M̂
t
I . (2.131) is proved.
One can also easily prove that for any J ⊂ I ∈ N the projections
πˆIJ and πˆ
zI
J have the same domain and image as maps from M̂
t
I(S) =
M̂tI(S
(1)|Z(S(2))⋆) to M̂
t
J(S) = M̂
t
J(S
(1)|Z(S(2))⋆). It follows that for each
t ∈ Bε(Rm)res the corresponding virtual Euler chains (or cycles)
e(E, S)t = “
∑
I∈N
”
1
|ΓI |
{πˆI : M̂
t
I(S)
◦ → X} and
e(E(1)|Z(S(2))⋆ , S
(1)|Z(S(2))⋆)
t
= “
∑
I∈N
”
1
|ΓI |
{πˆzI : M̂
t
I(S
(1)|Z(S(2))⋆)
◦ → Z(S(2))⋆}
are same. The desired result is proved. ✷
As a consequence we can get the following slight generalization of Propo-
sition 2.8 in [R1].
Corollary 2.55 Let X be a separable Banach orbifold satisfying Assump-
tion 2.45 and (X,E, S) be an oriented Banach Fredholm orbibundle of index
r and with compact zero locus Z(S). Assume:
(i) dimCokerDS(y) = k on Z(S), Z(S) is a closed smooth orbifold of di-
mension r + k and thus CokerDS forms an obstruction bundle E over
Z(S).
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(ii) There exist an open neighborhood W of Z(S) and a decomposition of
the direct sum of Banach orbibundles
E|W = F ⊕ F
c
such that F c|Z(S) is isomorphic to E and that the Banach orbisubbundle
F of corank k restricts to Im(DS) on Z(S), i.e., Fy = Im(DS(y)) for
any y ∈ Z(S).
Then there exist a virtual Euler cycle representation M of e(E, S) and that
N of E such that M = N , and in particular e(E, S) = e(E) ∩ [Z(S)].
Indeed, as in the proof of Corollary 1.14 we can use Proposition 2.54 to
derive it.
Similar to the arguments in §2.5.2 we can directly use Claim 2.43 and
the restriction principle in Proposition 2.50 to prove the following property.
Proposition 2.56 (Homotopy) Let (X,E(i), S(i)), i = 0, 1, be two ori-
ented Banach Fredholm bundles of index r and with compact zero locus.
Assume that ∂X = ∅ and (X × [0, 1], E, S) is an oriented homotopy be-
tween them. Then there exist virtual Euler chains of (X × [0, 1], E, S),
(X,E(0), S(0)) and (X,E(1), S(1)) respectively, e(E, S)t, e(E(0), S(0))t0 and
e(E(1), S(1))t1 such that
∂e(E, S)t = e(E(0), S(0))t0 ∪ (−e(E(1), S(1))t1).
In particular if the virtual Euler classes of (X,E(i), S(i)), i = 0, 1, also exist,
then e(E(0), S(0)) = e(E(1), S(1)).
Actually, in the theorem above, for anym ∈ N if them-boundary ∂mX 6=
∅ then e(E, S)t has the m-boundary (defined in an obvious way),
∂me(E, S)t = ∂m−1e(E(0), S(0))t0 ∪ ∂m−1e(E(1), S(1))t1 ∪ e(E, S)tm,
where we neglect the orientation and
e(E, S)tm := “
∑
I∈N
”
1
|ΓI |
{
πˆI : M̂
t
I(S)
◦∩ (πˆI)
−1(∂mX× (0, 1))→ X× [0, 1]
}
.
Next we study the functoriality of the Euler class of the Banach Fred-
holm orbibundles. Let (X,E, S) and (X ′, E′, S′) be two oriented Banach
Fredholm orbibundles with compact zero loci. A morphism from (X,E, S)
to (X ′, E′, S′) is an orbibundle embedding (ψ,Ψ) : E → E′ with following
properties:
(A) S ◦ ψ = Ψ ◦ S′ and Z(S′) = ψ(Z(S));
(B) For any x ∈ Z(S), the differential dψ(x) : TxX → Tψ(x)X
′ and the
above restriction Ψx : Ex → E′f(x) induce isomorphisms
dψ(x) : Ker(DS(x))→ Ker(DS′(ψ(x))) and
[Ψx] : Coker(DS(x))→ Coker(DS
′(ψ(x))),
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and the resulting isomorphism from det(DS) to det(DS′) is orientation
preserving. (These are all understand on levels of lifts.)
Clearly, (X,E, S) and (X ′, E′, S′) have the same index. Corresponding
with Proposition 1.17 we have:
Proposition 2.57 Let (X,E, S) and (X ′, E′, S′) be two oriented Banach
Fredholm orbibundles with compact zero loci, and (ψ,Ψ) be a morphism from
(X,E, S) to (X ′, E′, S′). Then there exist a family of strongly cobordant
virtual Euler chains of the triple (X ′, E′, S′),
e(E′, S′)t = “
∑
I∈N
”
1
|Γ′I |
{πˆ′I : M̂
t
I(S
′)◦ → X ′} ∀t ∈ Bε(R
m)res,
and that of strongly cobordant virtual Euler chains of the triple (X,E, S),
e(E, S)t = “
∑
I∈N
”
1
|Γ′I |
{πˆI : M̂
t
I(S)
◦ → X} ∀t ∈ Bε(R
m)res,
and a family of embeddings {ψ̂I | I ∈ N}, ψ̂I : ŴI → Ŵ ′I , which are also
compatible with the projections πˆIJ and πˆ
′I
J , such that for any I ∈ N and
J ⊂ I,
ψ̂I(M̂tI(S)
◦) = M̂tI(S
′)◦ ∩ (πˆ′I)
−1(ψ(X)),
ψ̂I(M̂tI(S)
sing) = M̂tI(S
′)sing ∩ (πˆ′I)
−1(ψ(X)),
ψ̂J ◦ πˆIJ = πˆ
′I
J |bψI( cMtI (S)) ◦ ψ̂I ,(
πˆ′IJ
(
(πˆ′IJ )
−1(V̂ ′∗J ) ∩ M̂
t
I(S
′)
))
∩ (πˆ′J )
−1(ψ(X))
= ψ̂I
(
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
))
,(
Im(πˆ′IJ ) ∩ M̂
t
J(S
′)
)
∩ (πˆ′J )
−1(ψ(X))
= ψ̂I
(
Im(πˆIJ ) ∩ M̂
t
J(S)
)

(2.133)
IfW andW
′
are the spaces constructed from {ŴI | I ∈ N} and {Ŵ ′I | I ∈ N}
respectively then {ψ̂I | I ∈ N} induce a natural map ψ¯ :W →W
′
such that
ψ¯(M
t
(S)◦) =M
t
(S′)◦ ∩ (πˆ′)−1(ψ(X)),
ψ¯ ◦ πˆ = πˆ′|
ψ¯(M
t
(S)◦)
◦ ψ¯
}
(2.134)
Consequently, if e(E, S) and e(E′, S′) exist, 〈ψ∗α, e(E, S)〉 = 〈α, e(E′, S′)〉
for any α ∈ H∗(X ′, X ′ \ ψ(X);R). (In this case we say ψ∗e(E, S) to be the
intersection of e(E′, S′) with ψ(X).)
Proof. By the definition of the morphism we may assume: X is a Banach
suborbifold of X ′, E is a suborbibundle of E′|X and S = S′|X . Of
course, both f and F are inclusion maps. In particular, by (A) we have
Z(S′) = Z(S). As in the proof of Proposition 2.51 we can choose finitely
many points
xi ∈ Z(S) = Z(S
′), i = 1, · · · , n,
and orbifold charts (W˜ ′i ,Γ
′
i, π
′
i) on X
′ centered at xi, i = 1, · · · , n such that:
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(1◦) For each i there exists a submanifold W˜i ⊂ W˜ ′i that is stable under
Γ′i and compatible with the inclusion map, such that the restriction
(W˜i,Γ
′
i, πi) = (W˜i,Γ
′
i|fWi , π
′
i|fWi) is a Banach orbifold chart on X . (see
the explanations in the proof of Proposition 2.51 for the reason that
Γ′i = Γ
′
i|fWi .)
(2◦) {Wi = πi(W˜i)}ni=1 is an open cover of Z(S) in X and thus {W
′
i =
π′i(W˜
′
i )}
n
i=1 is such a cover of Z(S
′) in X ′.
Similarly, for each i let (E˜′i,Γ
′
i,Π
′
i) be the orbifold bundle chart on E
′ cor-
responding with (W˜ ′i ,Γ
′
i, π
′
i), then there exists a suborbibundle E˜i ⊂ E˜
′
i|Wi
that is stable under Γ′i and compatible with the inclusion map, such that
the restriction (E˜i,Γ
′
i,Πi) = (E˜i,Γ
′
i| eEi ,Π
′
i| eEi) is a Banach orbibundle chart
on E which is corresponding with (W˜i,Γ
′
i, πi).
As usual take pairs of open setsW ′ji ⊂⊂ U
′j
i , i = 1, · · · , n, j = 1, 2, · · · , n−
1, such that Z(S) ⊂ ∪ni=1W
′1
i and that
U ′1i ⊂⊂W
′2
i ⊂⊂ U
′2
i · · · ⊂⊂W
′n−1
i ⊂⊂ U
′n−1
i ⊂⊂W
′
i .
Set W ji := W
′j
i ∩X and U
j
i := U
′j
i ∩X then they are pairs of open sets in
X and Z(S) ⊂ ∪ni=1W
1
i . Moreover, for i = 1, · · · , n, j = 1, 2, · · · , n − 1 it
also holds that W ji ⊂⊂ U
j
i ⊂⊂Wi and
U1i ⊂⊂W
2
i ⊂⊂ U
2
i · · · ⊂⊂W
n−1
i ⊂⊂ U
n−1
i ⊂⊂Wi.
As before we can use these to construct the corresponding bundle systems
(Ê , Ŵ ), (F̂ , V̂ ) (Ê ′, Ŵ ′), (F̂ ′, V̂ ′) and(
F̂∗, V̂ ∗
)
:=
{(
F̂ ∗I , V̂
∗
I
)
, πˆI , ΠˆI ,Γ
′
I , πˆ
I
J , Πˆ
I
J , λ
′I
J
∣∣ J ⊂ I ∈ N},(
F̂ ′∗, V̂ ′∗
)
:=
{(
F̂ ′∗I , V̂
′∗
I
)
, πˆ′I , Πˆ
′
I ,Γ
′
I , πˆ
′I
J , Πˆ
′I
J , λ
′I
J
∣∣ J ⊂ I ∈ N},
where the small neighborhoods W∗ of Z(S) in X is taken as W ′∗ ∩X .
For each i = 1, · · · , n, as before we take Γ′i-invariant smooth cut-off
function γ′i : W˜
′
i → [0, 1] with support in W˜
′1
i , such that
Z(S′) ⊂ ∪ni=1U
′0
i = ∪
n
i=1π
′
i(U˜
′0
i )
for U˜ ′0i := {x˜ ∈ W˜
′
i | γ
′
i(x˜) > 0}. Then for U
0
i := U
′0
i ∩ X , i = 1, · · · , n, it
holds that Z(S) ⊂ ∪ni=1U
0
i .
Let S˜i : W˜i → E˜i (resp. S˜
′
i : W˜
′
i → E˜
′
i) be the lift of S|Wi (resp. S
′|W ′
i
).
Then by (A) and (B) it also holds that Z(S˜′i) = Z(S˜i), and that for any
x˜ ∈ Z(S˜i), DS˜′i(x˜)|Tx˜fWi = DS˜i(x˜), Ker(DS˜i(x˜)) = Ker(DS˜
′
i(x˜)) and the
inclusion (E˜i)x˜ →֒ (E˜′i)x˜ induces an isomorphism
(E˜i)x˜/DS˜i(x˜)(Tx˜W˜) → (E˜
′
i)x˜/D(S˜
′
i)(x˜)(Tx˜W˜
′
i ),
v˜ +DS˜i(x˜)(Tx˜W˜i) 7→ v˜ +DS˜
′
i(x˜)(Tx˜W˜
′
i ).
As a consequence we get:
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Claim 2.58 Let x˜ ∈ Z(S˜′i) = Z(S˜i) and v˜i ∈ (E˜i)x˜, i = 1, · · · , k, satisfy
DS˜i(x˜)(Tx˜W˜i) + span{v˜1, · · · , v˜k} = (E˜i)x˜.
Then DS˜′i(x˜)(Tx˜W˜
′
i ) + span{v˜1, · · · , v˜k} = (E˜
′
i)x˜.
For the chosen trivializations
T ′i : W˜
′
i × (E˜
′
i)x˜i → E˜
′
i, i = 1, · · · , n,
they restrict to natural ones
Ti : W˜i × (E˜i)x˜i → E˜i, i = 1, · · · , n.
By increasing n and shrinking W ′i one can take v˜ij ∈ (E˜i)x˜i , j = 1, · · · ,mi
such that for any x˜ ∈ W˜i and s˜ij(x˜) := Ti(x˜, v˜ij), j = 1, · · · ,mi,
DS˜i(x˜)(Tx˜W˜i) + span{s˜i1(x˜), · · · , s˜imi(x˜)} = (E˜i)x˜. (2.135)
Note that for any x˜ ∈ W˜i, s˜′ij(x˜) := T
′
i (x˜, v˜ij) are equal to s˜ij(x˜) for i =
1, · · · ,mi. By Claim 2.58 we get that for any x˜ ∈ W˜ ′i ,
DS˜′i(x˜)(Tx˜W˜
′
i ) + span{s˜
′
i1(x˜), · · · , s˜
′
imi(x˜)} = (E˜
′
i)x˜. (2.136)
Consider the sections σ′ij := γ
′
i · s˜
′
ij of E˜
′
i with supports in W˜
′1
i , and
those σij := γ
′
i · s˜ij of E˜i with supports in W˜
1
i , j = 1, · · · ,mi. Clearly,
σi1 = σ
′
i1|fWi , · · · , σimi = σ
′
imi |fWi , i = 1, · · · , n. Assume that the above
small neighborhood W ′∗ of Z(S′) in X is contained in ∪ni=1U
′0
i (and thus
W∗ =W ′∗ ∩X ⊂ ∪ni=1U
0
i ). By (2.135) and (2.136), as before we can shrink
W ′∗ and find a small ε > 0 such that for each t = {tij}1≤j≤mi
1≤i≤n
in a residual
subset Bε(Rm)res ⊂ Bε(Rm) with m =
∑n
i=1mi the sections sections
Υ
(t)
I : V̂
∗
I → F̂
∗
I , xˆI 7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI),
Υ
′(t)
I : V̂
′∗
I → F̂
′∗
I , xˆI 7→ Sˆ
′
I(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
′
ij)I(xˆI),
are strongly transversal to the zero section for all I ∈ N .
One also easily checks that F̂ ∗I is a Banach subbundle of F̂
′∗
I |bV ∗
I
,
V̂ ∗I = V̂
′∗
I ∩ (πˆ
′
I)
−1(X), F̂ ∗I = F̂
′∗
I ∩ (Πˆ
′
I)
−1(E), Υ
(t)
I = Υ
′(t)
I |bV ∗
I
and these relation are also compatible with πˆIJ , Πˆ
I
J and πˆ
′I
J , Πˆ
′I
J . As usual
let M̂tI(S) = (Υ
(t)
I )
−1(0) and M̂tI(S
′) = (Υ
′(t)
I )
−1(0). Then (2.133) and
(2.134) easily follows from these. ✷
Note that the family M̂t(S) = {M̂tI(S) | I ∈ N} may be viewed a ‘sub-
set’ of the system
V̂ =
{
V̂I , πˆI , πˆ
I
J , pˆI ,ΓI , λ
I
J
∣∣ J ⊂ I ∈ N}
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( a resolution of X near Z(S)) and the Euler chain e(E, S)t may be viewed
as a smooth map from M̂t(S) to X . One can also consider the Euler class
of pull-back Banach Fredholm orbibundles by Fredholm maps. It is possible
for us to get the following generalization of Proposition 1.18.
Proposition 2.59 Let X and X ′ be two separable Banach orbifolds sat-
isfying Assumption 2.45, and (X,E, S) (resp. (X ′, E′, S′)) be the Banach
Fredholm orbibundle of index r (resp. r′). Let f : X → X ′ be a proper
Fredholm map of index d. Assume that that f¯ : (X,E, S) → (X ′, E′, S′)
is a bundle map covering f , i.e. a bundle map f¯ : E → E′ satisfying
S′ ◦ f = f¯ ◦ S, and that each local lifting of f¯ is a Banach space isomor-
phism when restricted to each fiber. (That is, (X,E, S) is the pull-back of
(X ′, E′, S′) via f). Furthermore assume that f is also a submersion. Then
one has:
(i) r = r′ + d and Z(S′) = f−1(Z(S)) is compact.
(ii) There exist a resolution V̂ of X near Z(S) and that V̂ ′ of X ′ near Z(S′),
and a natural map fˆ : V̂ → V̂ ′ induced by f , and the virtual Euler chain
e(E, S)t (resp. e(E′, S′)t), as a smooth map from M̂t(S) ⊂ V̂ (resp.
M̂t(S′) ⊂ V̂ ′) to X (resp. X ′) satisfy
f ◦ e(E, S)t = e(E′, S′)t ◦ fˆ . (2.137)
The proof of Proposition 2.59 can be completed by slightly modifying
the proof of Proposition 4.15. We omit them.
Remark 2.60 We conjecture that there exists some kind Q-value topolog-
ical degree deg(f) of f so that (2.137) gives
f∗e(E, S) = deg(f)e(E
′, S′)
in the case d = 0 and both e(E, S) and e(E′, S′) exist.
Finally, corresponding to Proposition 1.15, one may expect the follow-
ing:
Let (X,E, S) and (X ′, E′, S′) be two Banach Fredholm orbibundles with
compact zero loci Z(S) and Z(S′). r and r′ are their indexes respectively.
Then the natural product (X ×X ′, E ×E′, S×S′) is such a bundle of index
r′′ = r + r′ and with zero locus Z(S × S′) = Z(S)× Z(S′), and there exist
virtual Euler chains C of (X,E, S), C′ of (X ′, E′, S′) such that the product
C′′ = C × C′ is a Euler chain of (X × X ′, E × E′, S × S′). Furthermore,
if Assumption 2.45 is also satisfied for (X,E, S) and (X ′, E′, S′) (so that
e(E, S) and e(E′, S′) exist), then e(E ×E′, S × S′) also exists, and is equal
to e(E, S)× e(E′, S′).
We cannot prove it here. The problem can be explained briefly as
follows: Let (W˜i,Γi, πi) be the orbifold charts on X such that Z(S) ⊂
∪ni=1Wi, and (E˜i,Γi,Πi) be the corresponding orbifold bundle charts on E
with (W˜i,Γi, πi), i = 1, · · · , n; moreover, let (W˜ ′i ,Γ
′
i, π
′
i) be the orbifold
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charts on X ′ such that Z(S′) ⊂ ∪ni=1W
′
i , and (E˜
′
i,Γ
′
i,Π
′
i) be the corre-
sponding orbifold bundle charts on E′ with (W˜ ′i ,Γ
′
i, π
′
i), i = 1, · · · , n
′. For
(X × X ′, E × E′, S × S′) we naturally choose the orbifold charts (W˜i ×
W˜ ′k,Γi × Γ
′
k, πi × π
′
k) on X × X
′, and the corresponding orbifold bundle
charts (E˜i× E˜′k,Γi×Γ
′
k,Πi×Π
′
k) on E×E
′ with (W˜i×W˜ ′k,Γi×Γ
′
k, πi×π
′
k),
i = 1, · · · , n, k = 1, · · · , n′. Clearly, Z(S ×S′) ⊂ ∪ni=1 ∪
n′
k=1Wi ×W
′
k. When
we start from (W˜i×W˜ ′k,Γi×Γ
′
k, πi×π
′
k) and (E˜i× E˜
′
k,Γi×Γ
′
k,Πi×Π
′
k) and
attempt to use the standard way to construct a system of virtual Banach
vector bundles, the first difficulty we meet is: not each index I ∈ N ×N ′
can be expressed as form I × I ′, I ∈ N and I ′ ∈ N ′. Here N and N ′ are
respectively corresponding sets of index with {W˜i}ni=1 and {W˜
′
i}
n′
i=1.
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3 The Euler cycle of the partially smooth Ba-
nach Fredholm bundle
We begin with the introduction of the notion of partially smooth Banach
manifolds and Banach vector bundles and then extend Theorem 1.5 to the
partially smooth category. Here one needs to overcome another kind of dif-
ficulty. We shall abstract the most essential properties which can guarantee
the expected conclusions. That is, Theorem 1.5 can be extended to a class of
the partially smooth Banach Fredholm bundles. From now on we abbreviate
“partially smooth” as “PS”. Moreover, we consider the boundary as a
special case of the corner.
Definition 3.1 A Hausdorff topological space X is called a PS Banach
manifold (with corner) if there exists a decomposition X = ∪α∈ΛXα
indexed by a set Λ with a partial order ≺ with 0 as the largest element such
that the following two conditions are satisfied:
(i) Any two Xα and Xβ with α 6= β are disjoint, and each point of X has
a neighborhood that may only intersect with finitely many Xα.
(ii) Each Xα, called a stratum, is a smooth Banach manifold with corner
whose topology assures the inclusion Xα →֒ X to be continuous.
(iii) The stratum X0, called the top stratum of X , is a nonempty open
subset in X . Other strata cannot contain any interior point of X , and
are called lower strata.
(iv) For each α ∈ Λ the stratum Xα is relatively open in ∪β≺αXβ with
respect to the induced topology from X . For any β ∈ Λ with β ≺ α
and β 6= α, the stratum Xβ cannot contain any relative interior point
of Xα in ∪β≺αXβ .
If only conditions (i) and (ii) are satisfied, X is called a weakly PS Banach
manifold. (In this case Λ may not required to have a partial order.) For
k ∈ N ∪ {0}, a weakly k-PS manifold of dimension r is a weakly PS
manifold whose lower strata have dimension less than r − k.
Remark 3.2 (1◦) Actually one usually makes arguments near a compact
subset. So we may assume that our PS Banach manifold has only finitely
many strata in the following arguments. The condition (ii) implies that the
Banach manifold topology of each stratum is either the same as the induced
topology from X or stronger than the induced topology.
(2◦) The condition (iii) implies that
X∞0 :=
⋂
K⊂X0 compact
Cl(X0 \K)
is contained in the union of all lower strata of X , where Cl(X0 \K) is the
closure of X0 \ K in X . (The condition (iv) implies a similar remark for
Xα.) Let us denote by
∂tX (resp. ∂tX0 )
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the topological boundary of X (resp. X0), and by
∂X (resp. ∂X0 )
the boundary PS Banach manifold of X (resp. the boundary Banach
manifold of X0). That is, ∂X = ∪α∂Xα = ∪α∂1Xα, where ∂1Xα is the
(codimension one) boundary Banach submanifold of Xα, see Definition A.6
for the precise sense of ∂1. Then ∂tX = ∂tX0 consists of two parts, the
union of the lower strata of X , and the union of all corner submanifolds of
X0. Thus ∂tX = ∂tX0 = X
∞
0 if X0 has no corners (including boundary).
Warning: a PS Banach manifold without corner might still have nonempty
topological boundary.
(3◦) A Banach manifold with corner may be viewed as a PS Banach mani-
fold. The lower strata of it consist of the various dimensional corners of X .
However, by Definition A.4 one easily sees that a PS Banach manifold is not
necessarily a Banach manifold with corner. They are different two notions.
A topological subspace Z of X is called a PS Banach submanifold of
X if there exists a partial order subset Λ0 ⊂ Λ with maximal element α0 such
that (i) Z = ∪α∈Λ0Zα, where Zα = Z ∩Xα is a Banach submanifold of Xα
for each α ∈ Λ0, (ii) Z = ∪α∈Λ0Zα is also a PS Banach manifold with respect
to the induced stratified smooth structure. Clearly, if X = ∪α∈ΛXα is a PS
Banach manifold, for each α ∈ Λ the subset ∪β≺αXβ is a PS submanifold of
X . A PS Banach submanifold Z = ∪αΛ0Zα as above is called completely
neat if for any α ∈ Λ0 and x ∈ Zα it holds that indZα(x) = indXα(x) and
BkZα = Zα ∩BkXα for all k ∈ N ∪ {0} (cf. Appendix A for the definitions
of indZα(x) and BkZα.) For r ∈ N ∪ {0}, a weakly PS Banach manifold
X is said to be r-dimensional if each stratum of it has finite dimension
and r is the maximum of dimensions of all strata of it. (In this case the
stratum of dimension r is called its top stratum.) In particular, we say
a PS manifold to be r-dimensional if the top stratum of it has dimension
r. A (weakly) PS manifold of dimension r is said to be oriented if its top
stratum is oriented. A topological subspace Z of a weakly PS manifold X is
called a weakly PS submanifold if it is a weakly PS manifold with respect
to the induced topology structure and stratified smooth structure from X .
For k ∈ N∪{0}, a weakly k-PS submanifold of dimension r is a weakly
PS submanifold whose lower strata have dimension less than r − k. That
is, this weakly PS submanifold itself is a weakly k-PS manifold according to
the induced structure. It is obvious that
weakly k-PS submanifold =⇒ weakly PS submanifold.
A compact (weakly) PS manifold X (resp. a compact weakly k-PS manifold
X) of dimension r is called closed if (i) its top stratum is a manifold without
corner (including boundary), and (ii) all strata of dimension lower than r
have at most dimensions r− 2. Thus a compact weakly 1-PS manifold X of
dimension r is closed if its top stratum has no corner (including boundary).
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(When the top stratum of a compact (weakly) k-PS submanifold has no
corner (including boundary) we also say it to be closed.) Clearly, one has
Claim 3.3 Any closed weakly PS Banach manifoldX of dimension r carries
a fundamental class in Hr(X,Z2), or Hr(X,Z) if X is also oriented.
In particular, a compact (weakly) PS manifold of dimension zero is a
finite set. A (weakly) PS Banach manifold X is called separable if each
stratum Xα is separable.
For x ∈ X , if Xα is the stratum of X containing it, we write TxX =
TxXα. For 0 < k ≤ ∞, a PS Ck-map f from the PS Banach manifold X
to Y is a continuous map f : X → Y such that the restriction of f to any
stratum Xα, fα = f |α, is a Ck-smooth map into a certain stratum Yβ of
Y . If f is a topological embedding and the restriction of it to any stratum
Xα is a smooth embedding into some stratum Yβ of Y , then f is called a
PS embedding. In particular, if the image of f is also open in Y we say
f to be a PS open embedding. When f is a homeomorphism and both
f and f−1 are PS embeddings we call f a PS-diffeomorphism from X
to Y . In particular the PS-diffeomorphism from X to itself is called a PS
automorphism of X . Denote by Aut(X) the group of automorphisms of
X .
Definition 3.4 Let both X and E be two PS Banach manifolds. A surjec-
tive PS map p : E → X is called a PS Banach vector bundle if for the
stratum decomposition X =
⋃
α∈ΛXα one has:
(i) The inverse image p−1(Xα) of each stratumXα ofX is exactly a stratum
of E.
(ii) The restriction p|p−1(Xα) : p
−1(Xα) → Xα is a smooth Banach vector
bundle.
(iii) E has the stratum decomposition E =
⋃
α∈Λ p
−1(Xα).
Naturally, one may define a weakly PS Banach bundle over a weakly
PS Banach manifold.
Corresponding with smooth bundle maps we may define a notion of a
PS bundle map. In particular, for a PS bundle map (f, F ) : (E, p,X)→
(E′, p′, X ′), if both f : X → X ′ and F : E → E′ are PS open embeddings
and for each x ∈ X the restriction F |Ex : Ex → E
′
f(x) is a Banach space
isomorphism, we call (f, F ) a PS bundle open embedding from (E, p,X)
to (E′, p′, X ′). Similarly, we have also the notions of PS bundle isomor-
phisms, PS bundle automorphisms, PS subbundles, and so on. In
particular, for an open subset U ⊂ X , a PS finite rank equi-rank subbundle
of E|U is called a local PS finite rank equi-rank subbundle of E|U . A
PS section of E is a continuous section S : X → E whose restriction on
each stratum Xα of X gives a smooth section S|Xα : Xα → Eα = E|Xα .
Such a section is called transversal to the zero section if the restriction
S|Xα of it to each stratum Xα is transversal to the zero section. (In this
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case, we can only assure that the zero locus S−1(0) is a weakly PS Banach
manifold, rather than a PS Banach manifold. This is a reason that we in-
troduce a weakly PS Banach manifold!) Denote by Γ(E) the space of all PS
sections of E. It might be empty when X is not a Banach manifold.
Definition 3.5 Let E → X be a PS bundle. A PS section S : X → E is
called weakly Fredholm if the restriction of it to each stratum of X is a
strongly Fredholm section in the sense above Lemma 1.1. The index of such
a section is defined as the maximum of Fredholm indexes of restrictions of it
to all strata. For an integer k ≥ 0, a weakly Fredholm PS section S : X → E
is said to be a weakly k-Fredholm PS section if
Index(S|Xα) + k < Index(S|X0)
for any α ∈ Λ with α 6= 0. Furthermore, this weakly Fredholm PS section is
called a k-Fredholm PS section if
Index(S|Xβ ) + k < Index(S|Xα)
for any two different α, β ∈ Λ with β ≺ α. More generally, for a family of
negative integers k := {kβα |β ≺ α, β, α ∈ Λ}, the above weakly Fredholm
PS section S is called a k-Fredholm PS section if
Index(S|Xβ ) + kβα < Index(S|Xα)
for any two different α, β ∈ Λ with β ≺ α.
By the definition, a k-Fredholm PS section is a weakly k-Fredholm PS
section, and the latter is a weakly Fredholm PS section. Moreover, it is also
clear that the index of the restriction of a (weakly) k-Fredholm PS section
to the top stratum is at least greater k than the indexes of the restrictions of
it to the lower strata. It may be considered as a generalization of the notion
of the strongly Fredholm section in Section 1. In the case of Gromov-Witten
invariants the corresponding section is 1-Fredholm.
Remark 3.6 In Definition 3.1, one may define a PS Banach manifold by
the conditions (i)-(iii) and does not require Λ to be a partial order set. In
this case we can define the notion of the k-Fredholm section as the above
definition of the weakly k-Fredholm section. According to such definitions all
arguments in this section (and next one after some corresponding changes
have been made) still hold. However, such a definition of a k-Fredholm
section can not give a relation among indexes of the restrictions to different
lower strata, which is needed for some possible problems. Perhaps, in this
case the following definition of a k-Fredholm section is a good choice. Under
the above representatives, it holds that Index(S|Xβ ) + k < Index(S|Xα) if
α, β ∈ Λ are such that Xα is relatively open in Xα ∪ Xβ and Xβ does not
contain any relative interior points of Xα ∪Xβ .
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Definition 3.7 A weakly PS Banach Fredholm bundle (of index r)
is a triple (X,E, S) consisting of a weakly PS Banach bundle p : E → X
and a weakly Fredholm PS section S : X → E (of index r). Clearly, each
stratum of it, (X,E, S)α = (Xα, E|Xα , S|Xα) is a Banach Fredholm bundle.
If Index(Sα) = n we call (X,E, S)α the stratum of codimension r − n
of (X,E, S). A (weakly)5 PS Banach k-Fredholm bundle (of index
r) is a triple (X,E, S) consisting of a PS Banach bundle p : E → X and
a (weakly) k-Fredholm PS section S : X → E (of index r). With the
same way we define their strata of codimension r − n. These three kinds
of bundles are said to be oriented if their strata of codimension zero, still
denoted by (X,E, S)0 without occurrence of confusions, are oriented (as
Banach Fredholm bundles).
Clearly, the stratum of codimension zero of a (weakly) PS Banach k-
Fredholm bundle (X,E, S) is exactly (X0, E|X0 , S|X0) for any k ≥ 0. More-
over, every (weakly) PS Banach k-Fredholm bundle (X,E, S) with k ≥ 1
has no strata of codimension one.
If the above word “Banach” are all replaced by “Hilbert” one gets the
partially smooth Hilbert manifolds and Hilbert bundles.
As said at the beginning of this section our purpose is to generalize
Theorem 1.5 to the PS Banach Fredholm bundle. However carefully checking
the proof of Theorem 1.5 it is easy to see that in the present case one cannot
necessarily extend an element v ∈ Ex into a local PS section of the PS
bundle E → X near x. This motivates us to introduce:
Definition 3.8 A class of PS sections A of E is said to be rich near x ∈ X
if for any v ∈ Ex, ǫ > 0 and given open neighborhood of x, U ⊂ X , there
exists a PS section Sv : X → E of class A such that ‖Sv(x) − v‖ < ǫ and
supp(Sv) ⊂ U .6 It is called rich near a subset K ⊂ X if it is rich near each
point of K.
Clearly, if v 6= 0 we may choose ǫ < 12‖v‖ so that ‖Sv(x)‖ >
1
2‖v‖. It
follows that Sv(y) 6= 0 for any y sufficiently close to x. More generally, we
have:
Lemma 3.9 Let A be a class of PS sections of E, which is rich near x.
Then for linearly independent elements v1, · · · , vn in Ex and 0 < ǫ <<
1
2 min1≤i≤n |vi| there exist an open neighborhood U of x and PS sections
S1, · · · , Sn of E of class A such that ‖Si(x) − vi‖ < ǫ, i = 1, · · · , n, and
that the elements S1(y), · · · , Sn(y) are linearly independent in Ey for each
y ∈ U .
Proof. By the definition there exist PS sections S1, · · · , Sn of E of class
A such that ‖Si(x)− vi‖ < ǫ for i = 1, · · · , n. The remains is to prove that
5In this paper we often write “(A) B”. It means two cases “A” and “A B”.
6The second condition shall be used in the proofs of Theorem 3.14 and Proposition 3.16 and
below (4.4).
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S1(y), · · · , Sn(y) are linearly independent for each y in a small neighbor-
hood U of x. Otherwise there exist a sequence {ym} ⊂ X and t(m) =
(t
(m)
1 , · · · , t
(m)
n ) ∈ Sn−1 such that
∑n
k=1 t
(m)
k Sk(ym) = 0 and ym → x
as m → ∞. Since Sn−1 is compact we may assume that t(m) → t =
(t1, · · · , tn) ∈ Sn−1 as m → ∞. So
∑n
k=1 tkSk(x) = 0. This contradiction
implies the desired result. ✷
It should be remarked that we do not assume that our PS Banach mani-
folds must admit PS cut-off functions. (In fact, in actual examples one needs
such a condition to check that a class of PS sections is rich near a compact
subset in the sense of Definition 3.8). The assumption of richness will take
the place of the assumptions about cutoff functions used in the previous
sections. It is easily checked that for a PS Banach bundle having rich PS
sections of class A near x ∈ X and a PS map ϕ : Y → X from a PS Banach
manifold Y to X , if Y admits PS cut-off functions with arbitrarily small
support near any point then the pull-back PS Banach bundle ϕ∗E → Y has
also rich PS sections of class A near any point y ∈ f−1(x).
Let (X,E, S) be any one of the three kinds of bundles in Definition 3.7.
It is said to have rich PS sections of class A if the (weakly) PS Banach
bundle E → X has such PS sections near the zero locus Z(S) of X . For
such a bundle (X,E, S) and each x ∈ Z(S) we have finitely many elements
v1, · · · , vn in Ex such that Im(DS(x))+span({v1, · · · , vn}) = Ex. It follows
from Lemmas 1.2 and 3.9 that there exist PS sections σ1, · · · , σk of E of
class A such that the linear operator
TxX × R
k → Ex, (ξ, t) 7→ DS(x) +
k∑
i=1
tiσi(x)
is surjective. Furthermore, if Xα is the stratum containing x we can find a
small neighborhood U of x in X such that the linear operator
L(S, y) : TyX × R
k → Ey, (ξ, t) 7→ DS(y) +
k∑
i=1
tiσi(y)
is surjective for any y ∈ Xα ∩ U ∩ Z(S). However, if Z(S) cannot be con-
tained a single stratum then it is impossible using the present assumptions
to derive that L(S, y) is surjective for y ∈ U∩Z(S) no matter how U is small.
The reasons are that different strata are only related continuously and thus
one cannot compare differentials of different Fredholm sections S|Xα . Fur-
thermore, even if L(S, y) is surjective for any y ∈ U ∩ Z(S) we can only
deduce that the restriction of the section
X × Rk → Π∗1E, (y, t) 7→ S(y) +
k∑
i=1
tiσi(y)
to U ×Rk is transverse to the zero section along (U ∩Z(S))×{0} ⊂ U ×Rk,
and cannot prove that the restriction of the section to a small neighborhood
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of (x, 0) in X × Rk is transverse to the zero section yet. Here Π1 is the
projection from X × Rk to X . This means that the local transversality
cannot be obtained from the present assumptions simply. One needs to
apply more assumptions on the PS Banach Fredholm bundle (X,E, S).
Definition 3.10 Let (X,E, S) be a weakly PS Fredholm bundle of index
r (resp. a (weakly) PS k-Fredholm bundle of index r) as in Definition 3.7,
and have rich PS sections of class A. S is called quasi-transversal (resp.
(weakly) k-quasi-transversal) to the zero section relative to class A
near x ∈ Z(S) if for any PS sections σ1, · · · , σm of E of class A the equality
DS(x)(TxX) + span({σ1(x), · · · , σm(x)}) = Ex
(including the case DS(x)(TxX) = Ex) implies that there exist a small open
neighborhood U(x) of x in X and η > 0 such that the section
Φ : U(x)×Bη(R
m)→ Π∗1(E|U(x)),
(x; t1, · · · , tm) 7→ S(x) +
m∑
i=1
tiσi(x), (3.1)
is transversal to the zero section, and is also a weakly Fredholm PS section
of index m + r (resp. a (weakly) k-Fredholm PS section of index m + r)
in the sense of Definition 3.5. Here Π1 : U(x) × Bη(Rm) → U(x) is the
natural projection. We say S to be quasi-transversal (resp. (weakly)
k-quasi-transversal) to the zero section relative to class A if it is
quasi-transversal (resp. (weakly) k-quasi-transversal) to the zero section
relative to class A near each x ∈ Z(S). Furthermore, S is called smoothly
quasi-transversal (resp. smoothly (weakly) k-quasi-transversal) to
the zero section relative to class A near x ∈ Z(S) if the zero locus of
Φ in (3.1), Φ−1(0) is a true smooth manifold of dimension m+ r. Naturally,
S is said to be smoothly quasi-transversal (resp. smoothly (weakly)
k-quasi-transversal) to the zero section relative to class A if it is
smoothly quasi-transversal (resp. smoothly (weakly) k-quasi-transversal) to
the zero section relative to class A. (In this case an orientation on the top
stratum of Φ−1(0) may naturally induce ones on the lower strata.)
Remark 3.11 (i) Clearly, when S is quasi transversal to the zero section
relative to class A near x ∈ Z(S), if DS(x) is also onto then the restriction
of S to a small neighborhood U(x) of x is transversal to the zero section.
(ii) Note that U(x) ∩ Z(S)× {0} ⊂ Z(Φ) and for any y ∈ U(x) ∩ Z(S) and
(ξ,u) ∈ TyX × Rm,
DΦ(y, 0)(ξ,u) = DS(y)(ξ) +
m∑
i=1
uiσi(y).
That the section Φ in (3.1) is transversal to the zero section implies that
DS(y)(TyX) + span({σ1(y), · · · , σm(y)}) = Ey ∀y ∈ U(x) ∩ Z(S).
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(iii) When the section Φ in (3.1) is a weakly Fredholm PS section of index
m + r (resp. a (weakly) k-Fredholm PS section of index m + r), for any
t ∈ Bη(Rm), it follows from Lemma 1.3(ii) that the section Φt : U(x) →
E, y 7→ Φ(y, t) is also a weakly Fredholm PS section of index r (resp. a
(weakly) k-Fredholm PS section of index r). In fact, let Φα be the restriction
of Φ to the stratum U(x)α ×Bη(Rm) of U(x) ×Bη(Rm). It is given by
U(x)α ×Bη(R
m)→ Π∗1(E|U(x)α), (y; t1, · · · , tm) 7→ S
α(y) +
m∑
i=1
tiσ
α
i (y),
where Sα and σαi are the restrictions of S and σi to U(x)α, i = 1, · · · ,m.
Assume that E|U(x)α is trivializable over an open subset V ⊂ U(x) and that
Sαt, σαti : V 7→ Ez for some z ∈ V are trivialization representatives of S
α
and σαi over V , i = 1, · · · ,m. By the definition of the strongly Fredholm
section the map
Φαt : V ×Bη(R
m)→ Ez, (y; t1, · · · , tm) 7→ S
αt(y) +
m∑
i=1
tiσ
αt
i (y),
is Fredholm. So for any (y, t) ∈ V ×Bη(Rm) the tangent map
dΦαt(y, t) : TyV × R
m → Ez ,
(ξ;u1, · · · , um) 7→ dS
αt(y)(ξ) +
m∑
i=1
tidσ
αt
i (y)(ξ) +
m∑
i=1
uiσ
αt
i (y),
is Fredholm. By Lemma 1.3(ii) the linear map
dΦαtt (y) : TyV → Ez, ξ 7→ dS
αt(y)(ξ) +
m∑
i=1
tidσ
αt
i (y)(ξ),
is Fredholm, where Φαtt : V → Ez , y 7→ Φ
αt(y, t). It follows that Φαtt and
thus Φαt , Φt are all Fredholm. The conclusions on index are easily derived
from Lemma 1.3(ii).
(iv) In applications to Floer homology one needs stronger conclusions be-
cause the strata of codimension one must exist. This is the reason that we
introduce the smooth quasi-transversality.
Unlike in Section 1 the corresponding section with one in (3.1) is Fred-
holm and thus is locally proper, a weakly Fredholm section might not be
locally proper. We need to introduce the following notion.
Definition 3.12 Let (X,E, S) be any one of the three kinds of bundles
in Definition 3.7, and have rich PS sections of class A. S is called locally
proper relative to class A near Z(S) if for any x ∈ Z(S) and PS sections
σ1, · · · , σm of class A there exists a neighborhood U(x) and η > 0 such that
the closure of the set{
(x, t) ∈ U(x) ×Bε(R
m) | (S +
m∑
i=1
tiσi)(x) = 0
}
is compact in X × Rm, where t = (t1, · · · , tm) ∈ Rm.
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Definition 3.13 Let (X,E, S) be a weakly PS Fredholm bundle of index r
(resp. a (weakly) PS k-Fredholm bundle of index r) as in Definition 3.7, and
have rich PS sections of class A. It is called good (resp. (weakly) k-good)
relative to class A if the following conditions are satisfied:
(a) S is quasi (resp. (weakly) k-quasi) transversal to the zero section rela-
tive to class A;
(b) S is locally proper relative to class A near Z(S).
If S is smoothly quasi-transversal (resp. smoothly (weakly) k-quasi-transversal)
to the zero section relative to class A, the above bundle (X,E, S) is called
smoothly good (resp. smoothly (weakly) k-good) relative to class A.
We now are in a position to give and prove the analogue of Theorem 1.5.
Theorem 3.14 Let X be a separable PS Banach manifold X with corner,
and (X,E, S) be a (weakly) PS Banach k-Fredholm bundle of index r. Then
one has:
(i) Z(S) is a weakly k-PS submanifold of X of dimension r and with cor-
ners provided that S is transversal to the zero section. Moreover, an
orientation of (X,E, S) determines one of Z(S). (If (X,E, S) is only
a weakly PS Banach Fredholm bundle of index r then Z(S) is a weakly
PS submanifold of dimension r.)
(ii) In general, if (X,E, S) has rich PS sections of class A and compact
zero locus Z(S), and is also (weakly) k-good then one can find an
open neighborhood W of Z(S) in X satisfying:
(ii.1) There exists a sufficiently small perturbation PS section S′ of
E, which is a sum of finite PS sections of class A, such that the
restriction
(S + S′)|W :W → E|W
is a (weakly) k-Fredholm PS section which is transversal to the
zero section and has also a compact zero locus Z((S + S′)|W ). In
particular, if S is transversal to the zero section one may take
S′ = 0.
(ii.2) S′ can be chosen so small that Z((S + S′)|W) is contained in a
given small neighborhood of Z(S). Specially, one can require all
k-boundaries ∂k(Z((S+S′)|W)) to be equal to Z((S+S′)|W)∩∂kX
for k = 1, 2, · · · .
(ii.3) If (X,E, S) is oriented then Z((S+S′)|W) is an oriented weakly
k-PS manifold of dimension r.
(ii.4) Any two such sufficiently small perturbations S′ and S′′ yield
cobordant r-dimensional weakly k-PS manifolds Z((S+S′)|W ) and
Z((S + S′′)|W).
Moreover, if (X,E, S) is smoothly good (resp. smoothly ( weakly) k-
good) relative to class A then all words “weakly k-PS manifold(s)” in
(ii.1)-(ii.4) above will be replaced by “manifold(s)”.
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Similar to the convention below Theorem 1.5, in this and next sections we
make the following convention: when using Sard theorem or Sard-Smale
theorem to get an empty set or a PS manifold of dimension lower than
expected one we shall not mention that case !
Proof of Theorem 3.14. Noting the convention just, by the definition
of the weakly PS Banach manifold in Definition 3.1, the definitions above
Claim 3.3 and Definition 3.7 we may apply Theorem 1.5 to the restriction
of S to each stratum of X to arrive at the desired (i).
To prove (ii), note that S is stratawise Fredholm. For each x ∈ Z(S) there
exist v1, · · · , vp ∈ Ex such that DS(x)(TxX) + Span({v1, · · · , vp}) = Ex.
Since (X,E, S) has rich PS sections of class A it follows from Lemma 1.2
and Lemma 3.9 that there exist PS sections σ1, · · · , σp of class A such that
DS(x)(TxX) + Span({σ1(x), · · · , σp(x)}) = Ex.
Since S is (weakly) k-quasi transversal to the zero section relative to class
A near any x ∈ Z(S), by Remark 3.11(ii) and the compactness of Z(S) one
can find finitely many PS sections of class A, say S1, · · · , Sm 7, such that
DS(z)(TzX) + span({S1(z), · · · , Sm(z)}) = Ez (3.2)
for any z ∈ Z(S). Using the facts that S is (weakly) k-quasi transversal to
the zero section relative to class A and also locally proper relative to class
A again, it follows from the compactness of Z(S) that there exist an open
neighborhood W of Z(S) and ε > 0 such that:
(3.2)1 The PS section
Φ :W ×Bε(R
m)→ Π∗1(E|W), (y, t) 7→ S(y) +
m∑
i=1
tiSi(y)
is a (weakly) k-Fredholm PS section of index m+r which is transversal
to the zero section. Here Π1 is the projection from W × Bε(Rm) to
W . So Φ−1(0) is a weakly k-PS submanifold of dimension m + r( if
Z(S) ∩X0 6= ∅).
(3.2)2 The closure of Φ
−1(0) in X ×Rm is compact. It follows that for any
small neighborhood V of Z(S) in X there exists an ǫ ∈ (0, ε) such that
for each t ∈ Bǫ(Rm),
Cl(W) ∩
(
S +
m∑
i=1
tiSi
)−1
(0) ⊂ V . (3.3)
Let P2 be the restriction of the natural projection W ×Bε(Rm)→ Bε(Rm)
to Φ−1(0). For each stratum Wα with Φ−1(0) ∩ (Wα × Bε(Rm)) 6= ∅, as in
the proof of Theorem 1.5 we deduce that the restriction of P2 to Φ
−1(0) ∩
7These sections can be required to have small supports by Definition 3.8.
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(Wα×Bε(Rm)) is Fredholm and has the same index as S|Wα . Moreover, t ∈
Bε(Rm) is a regular value of this restriction if and only if the section Φt|Wα :
Wα → E|Wα is transversal to the zero section. (cf. Proposition A.14). Here
Φt :W → E|W , y 7→ Φ(y, t). (3.4)
Applying the Sard-Smale theorem to the restriction of P2 to each stratum
of Φ−1(0) we get a residual subset Bε(Rm)reg ⊂ Bε(Rm) such that for each
t ∈ Bε(Rm)reg the section Φt in (3.4) is transversal to the zero section, and
is also a (weakly) k-Fredholm PS section of index r by Remark 3.11(iii).
Take an open neighborhood V of Z(S) such that Cl(V) ⊂ W . By (3.2)2
we may find an ǫ ∈ (0, ε) such that (3.3) holds for each t ∈ Bǫ(Rm). It
follows that Φ−1t (0) ⊂ V for any t ∈ Bǫ(R
m). So each t ∈ Bǫ(Rm)reg :=
Bǫ(Rm) ∩ Bε(Rm)reg gives a desired perturbation section S′ =
∑m
i=1 tiSi
for which Z((S + S′)|W ) = Φ
−1
t (0) is a compact weakly k-PS manifold of
dimension r. Then the conclusions in (ii.1) and (ii.2) may follow directly.
The proof of (ii.3) is almost repeat of that of Theorem1.5(B.2). Indeed,
the map
W ×Bε(R
m)× [0, 1]→W ×Bε(R
m), (x, t, t) 7→ (x, tt)
is stratawise Fredholm and the restriction to each stratum has index 1. So
the composition of it with Φ gives a (weakly) k-Fredholm PS section
W ×Bε(R
m)× [0, 1]→ Π∗1(E|W), (y, t, t) 7→ S(y) + t
m∑
i=1
tiSi(y),
where Π1 is also the projection to the first factor. As in Remark 3.11(iii) we
get a family of homotopic (weakly) k-Fredholm PS sections
Ψt :W ×Bε(R
m)→ Π∗1(E|W), (y, t, t) 7→ S(y) + t
m∑
i=1
tiSi(y)
for any t ∈ [0, 1]. As in the proof of (ii.3) of Theorem1.5(B.2), we can
derive from a given continuous nowhere zero section of the restriction of
det(DS) to Z(S) ∩X0 that the weakly k-PS manifold of dimension m+ r,
Φ−1(0) = {(y, t) ∈ W × Bε(Rm) |Φ(y, t) = 0} carries an orientation on its
stratum of dimension r +m. This orientation naturally induces one on the
top stratum of each weakly k-PS submanifold Φ−1t (0) of X .
Obviously, if (X,E, S) is smoothly good (resp. smoothly ( weakly) k-
good) relative to class A, Φ−1t (0) is a manifold of dimension r because
Φ−1t (0) = P
−1
2 (t) and that t is a common regular value of the restriction
of P2 to each stratum Φ
−1(0) ∩ (Wα × Bε(Rm)) implies that t is a regular
value of P2 as a smooth map from the smooth manifolds Φ
−1(0) to Bε(Rm).
Note also that each stratum Φ−1(0) ∩ (Wα × Bε(Rm)) is a submanifold of
Φ−1(0).
Finally we prove (ii.4) in two steps. The first step is completely similar
to §1. The method in the second step can also be applied to §1. For com-
pleteness we will give the detailed proof.
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Step 1. For t = (t1, · · · , tm) ∈ Bε(Rm)reg and r = (r1, · · · , rm) ∈ Bε(Rm)reg
let P l(t, r) denote the space of all Cl-smooth paths γ : [0, 1]→ Bε(Rm) with
γ(0) = t and γ(1) = r. Consider the section
Ψ :W × [0, 1]× P l(t, r)→ Π∗1(E|W),
(x, τ, γ) 7→ Φ(x, γ(τ)) = S(x) +
m∑
i=1
γi(τ)Si(x),
where Π1 : W × [0, 1] × P l(t, r) → X is the natural projection and γ =
(γ1, · · · , γm) ∈ P l(t, r). (Note that Ψ−1(0) ∩ (W0 × [0, 1]×P l(t, r)) 6= ∅ for
W0 := W ∩ X0 if Z(S) ∩ X0 6= ∅.) For any zero (x, τ, γ) of Ψ one has the
(vertical) differential
DΨ(x, τ, γ) : TxX × R× TγP
l(t, r)→ Ex,
(ξ, e, α)→ DΦ(x, γ(τ))(ξ, α(τ) + eγ˙(τ)).
For τ = 0 and τ = 1 it is surjective as a function of ξ alone since the sections
Ψ(·, 0, γ) = Φ(·, t) and Ψ(·, τ, γ) = Φ(·, r) are transversal to the zero section.
For τ ∈ [0, 1]\{0, 1} we can choose α(τ) arbitrarily and thus derive that this
operator is also surjective as a function of ξ and α. Hence Ψ is transversal
to the zero section. Let P be the projection from Ψ−1(0) to the third factor.
Applying the arguments in Step 3 of the proof of Theorem 1.5 to each
stratum Ψ−1(0) ∩ Wα, we get that dimKer(DP (x, τ, γ)) = Ind(S|Wα) + 1
at any (x, τ, γ) ∈ Ψ−1(0) ∩Wα. Hence the restriction of P to Ψ−1(0) ∩Wα
is a Fredholm operator of index Ind(S|Wα) + 1. Moreover, γ ∈ P
l(t(1), t(2))
is a regular value of the restriction of P to Ψ−1(0) ∩Wα if and only if the
restriction of the section
Ψγ :W × [0, 1]→ Π
∗
1E, (x, τ) 7→ S(x) +
m∑
i=1
γi(τ)σi(x),
to Wα × [0, 1] is transversal to the zero section, which implies that this
restriction is a (weakly) k-Fredholm section of index Ind(S|Wα) + 1. Since
W has only finitely many strata we may use the Sard-Smale theorem to get
a residual subset P lreg(t, r) ⊂ P
l(t, r) such that each γ ∈ P lreg(t, r) gives a
compact weakly k-PS manifold Ψ−1γ (0) which forms a weakly k-PS manifold
cobordsim between Φ−1t (0) and Φ
−1
r (0).
Step 2. Assume that S′1, · · · , S
′
m′ are another group of PS sections satis-
fying
DS(z)(TzX) + span({S
′
1(z), · · · , S
′
m′(z)}) = Ez (3.5)
for any z ∈ Z(S). Then we have an open neighborhood W ′ of Z(S) and
ε′ > 0 such that:
(3.5)1 The PS section
Φ′ :W ′ ×Bε′(R
m′)→ Π∗1(E|W′), (y, t) 7→ S(y) +
m′∑
i=1
t′iS
′
i(y)
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is a (weakly) k-Fredholm PS section of index m′+ r that is transversal
to the zero section. Here Π1 is the projection from W ′ × Bε(Rm
′
) to
W . So (Φ′)−1(0) is a weakly k-PS submanifold of dimension m′+ r (if
Z(S) ∩X0 6= ∅).
(3.5)2 The closure of the zero locus (Φ
′)−1(0) in X × Rm
′
is compact.
Let Bε′(Rm
′
)reg ⊂ Bε(Rm
′
) be the corresponding residual subset such that
for each t′ = (t′1, · · · , t
′
m′) ∈ Bε′(R
m′)reg the section
Φ′t′ :W
′ → E|W′ , y → Φ
′(·, t′)
is a (weakly) k-Fredholm PS section of index r that is transversal to the zero
section.
By (3.2) and (3.5), for any z ∈ Z(S) one has
DS(z)(TzX) + span({S1(z), · · · , Sm(z), S
′
1(z), · · · , S
′
m′(z)}) = Ez.
As before we can take an open neighborhood W∗ ⊂ W ∩W ′ of Z(S) and
0 < ε∗ < min{ε, ε′} such that:
(3.5)3 The PS section
G :W∗ ×Bε∗(R
m)×Bε∗(R
m′)→ Π∗1(E|W),
(y, t, t′) 7→ S(y) +
m∑
i=1
tiSi(y) +
m′∑
i=1
t′iS
′
i(y)
is a (weakly) k-Fredholm PS section of indexm+m′+r that is transver-
sal to the zero section. Here Π1 is the projection fromW∗×Bε∗(Rm)×
Bε(Rm
′
) toW∗. So G−1(0) is a weakly k-PS submanifold of dimension
m+m′ + r( if Z(S) ∩X0 6= ∅).
(3.5)4 The closure of the zero locus G−1(0) in X × Rm × Rm
′
is compact.
(One has also G−1(0) ∩ (X0 ×Rm × Rm
′
) 6= ∅ if Z(S) ∩X0 6= ∅.)
Let (Bε∗(Rm)×Bε∗(Rm
′
))reg ⊂ Bε∗(Rm)×Bε∗(Rm
′
) be the corresponding
residual subset such that for each (t, t′) ∈ (Bε∗(Rm) × Bε∗(Rm
′
))reg the
section
G(t,t′) :W
∗ → E|W∗ , y → G(·, t, t
′)
is a (weakly) k-Fredholm PS section of index r that is transversal to the zero
section.
Take an open neighborhood V of Z(S) such that Cl(V) ⊂ W∗. By (3.5)4
we have ǫ ∈ (0, ε∗] such that the set
∪|t|≤ǫ ∪|t′|≤ǫCl(W
∗) ∩ (G(t,t′))
−1(0) ⊂ V , (3.6)
where t = (t1, · · · , tm) ∈ Rm and t′ = (t′1, · · · , t
′
m′) ∈ R
m′ .
By Lemma 1.7 we can take a small
(tˆ, tˆ′) ∈ (Bε∗(R
m)×Bε∗(R
m′))reg ∩Bǫ(R
m)×Bǫ(R
m′)
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such that tˆ ∈ Bε(Rm)reg and tˆ′ ∈ Bε′(Rm
′
)reg. Let Bl(tˆ, tˆ′) denote the space
of all Cl-smooth paths ζ : [0, 1]→ Bǫ(Rm)×Bǫ(Rm
′
) with ζ(0) = (tˆ, 0) and
ζ(1) = (0, tˆ′). Consider the section
Θ :W∗ × [0, 1]× Bl(tˆ, tˆ′)→ Π∗1(E|W∗),
(x, τ, ζ) 7→ S(x) +
m∑
i=1
ζi(τ)Si(x) +
m′∑
j=1
ζ′j(τ)S
′
j(x),
where ζ = (ζ1, · · · , ζm; ζ
′
1, · · · , ζ
′
m′) belongs to B
l(tˆ, tˆ′) and Π1 :W
∗× [0, 1]×
Bl(tˆ, tˆ′)→W∗ is the projection. Clearly, Θ(·, 0, ζ) = Φ(·, tˆ) and Θ(·, 1, ζ) =
Φ′(·, tˆ′). Since both sections Φ(·, tˆ) and Φ′(·, tˆ′) are transversal to the zero
section it follows from (3.5)3 that at any zero (x, τ, ζ) of Θ the (vertical)
differential
DΘ(x, τ, ζ) : TxX × R× TζB
l(tˆ, tˆ′)→ Ex
is surjective. Hence Θ is transversal to the zero section. (Clearly, Θ−1(0) ∩
(W∗0 × [0, 1]× B
l(tˆ, tˆ′)) 6= ∅ if Z(S) ∩X0 6= ∅ and W∗0 := W
∗ ∩X0). As in
Step 1 we have a residual subset Bl(tˆ, tˆ′)reg ⊂ Bl(tˆ, tˆ′) such that any path
ζ ∈ Bl(tˆ, tˆ′)res yields a compact weakly k-PS manifold (Θζ(·, ·))−1(0) which
forms a weakly k-PS cobordism between (Θζ(·, 0))−1(0) = (Φtˆ)
−1(0) and
(Θζ(·, 1))
−1(0) = (Φ′
tˆ′
)−1(0) because (3.6) implies that Θ−1ζ (0) ⊂ V × [0, 1].
Here Θζ :W∗ × [0, 1]→ Π∗1(E|W∗) is given by Θζ(x, τ) = Θ(x, τ, ζ).
Combing Step 1 and Step 2 we complete the proof of (ii.4).
Finally, if (X,E, S) is smoothly good (resp. smoothly ( weakly) k-good)
relative to class A it is easily checked that the argument techniques above
Step 1 may also apply to Step 1 and Step 2. ✷
In general Z(S + S′) is called a Euler chain of (X,E, S). Under the
assumptions of Theorem 3.14, if S is a (weakly) 1-Fredholm PS section and
the top stratum X0 of X has no boundary (including corner) as a Banach
manifold then it follows from Theorem 3.14 (ii) that Z(S+S′) is a compact
(weakly) 1-PS manifold of dimension r and without strata of codimension
one, and, in particular, is a closed weakly PS manifold of dimension r. Thus
it determines a well-defined homology class [Z(S + S′)] in Hd(X,Z2), or a
class [Z(S + S′)] in Hd(X,Z) if (X,E, S) is oriented, which is independent
of choices of generic S′. In this case this class is called the Euler class of
the triple (X,E, S), and denoted by e(E, S). Correspondingly, Z(S + S′)
is called a Euler cycle of (X,E, S). Later we always consider the oriented
case without special statements.
Before discussing furthermore properties we give a relation between finitely
dimensional closed weakly PS manifolds and pseudo-cycles. Recall on the
page 90 of [McSa1] that a m-dimensional pseudo-cycle in a (smooth) man-
ifold V is a smooth map g : M → V defined on an oriented m-dimensional
manifold M(possibly noncompact) such that the boundary
g(M∞) =
⋂
K⊂M compact
g(M \K)
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of g(M) has dimension at mostm−2 in the sense that there exists a smooth
manifoldW of dimension at most m−2 and a smooth map h : W → V such
that g(M∞) ⊂ h(W ). When g(M) has compact closure in V , g was called
a strong pseudo-cycle in [Lu1]. Clearly, these two notions are equivalent
in a compact manifold. Note that the identity map V → V is not a strong
pseudo-cycle in the noncompact manifold V according to the definition. It
was proved in [McSa] and [Sch]: (i) every strong pseudo-cycle in V represents
an integral singular homology class of V , (ii) each integral singular homology
class α ∈ H∗(V,Z) may be represented by smooth cycles (a kind of special
strong pseudo-cycles) and all smooth cycles representing α are cobordant.
Actually Thom showed in [Th] that a suitable integer multiple of any integral
singular homology class α ∈ H∗(V,Z) may be represented by a compact
oriented submanifold of X without boundary. Two pseudo-cycles e : P →
V and g : Q → V are called transverse if either e(P ) ∩ g(Q) = ∅ or
e(P∞) ∩ g(Q) = ∅, e(P ) ∩ g(Q∞) = ∅ and TxV = Im(de(p)) + Im(dg(q))
whenever e(p) = g(q) = x. However, for two transverse pseudo-cycles e
and g as above, if ∆(e, g) := {(p, q) ∈ P × Q|e(p) = g(q)} 6= ∅ then it is a
compact manifold of dimension dimP + dimQ − dimV provided that only
one of e and g is strong. Specially, ∆(e, g) is a finite set if P and Q are
of complementary dimension. By Remark 3.2(2◦) and the definition of the
closed weakly PS Banach manifold below Remark 3.2 we immediately get:
Proposition 3.15 Let N be a closed oriented weakly PS manifold of di-
mension n. Then for any smooth manifold Y , the restriction of any PS
map f : N → Y to the top stratum of N is a strong pseudo-cycle of dimen-
sion n in Y , and therefore determines an integral singular homology class in
Hn(Y,Z), denoted by f∗([N ]).
It follows that a closed oriented (weakly) PS manifold of finite dimension
behaves as a closed oriented manifold from the point of view of topology.
As in Remark 1.9 we can start from a compact subset Λ ⊂ Z(S) to
construct a family of relatively compact (in X) weakly k-PS manifolds of
dimension r in any given open neighborhood U(Λ),
{(ΦΛt )
−1(0) | t ∈ Bǫ(R
l)res} (3.7)
with the following properties:
(i) Each intersection Λ ∩ (ΦΛt )
−1(0) is compact. (Such (ΦΛt )
−1(0) is also
called a local Euler chain of (X,E, S) near Λ later.)
(ii) Any two t, t′ ∈ Bǫ(Rl)res give a weakly k-PS manifold cobordism be-
tween (ΦΛt )
−1(0) and (ΦΛt′)
−1(0) in the sense that there exist generic
paths γ : [0, 1]→ Bǫ(Rl) with γ(0) = t and γ(1) = t′ such that
(ΦΛ)−1(γ) := ∪t∈[0,1]{t} × (Φ
Λ
γ(t))
−1(0)
is a weakly k-PS manifold with boundary {0} × (ΦΛt )
−1(0) ∪ (−{1} ×
(ΦΛt′)
−1(0)) which is relative compact in [0, 1]× Cl(U(Λ)).
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Now let (X,E, S) be an oriented (weakly) PS Banach k-Fredholm bun-
dle of index r and with k ≥ 1. Furthermore, we also make the following
assumptions:
• The zero locus Z(S) is compact.
• It has rich PS sections of class A and is (weakly) k-good relative to the
class A;
• The top stratum X0 of X has no boundary (including corners) as a Banach
manifold (near Z(S)).
Then by Theorem 3.14(ii), we get the Euler class e(E, S) = [Φ−1t (0)] ∈
Hr(X,Z), given by a family of cobordant Euler cycles of (X,E, S),
{Φ−1t (0) | t ∈ Bε(R
m)reg},
where each Φ−1t (0) is actually an oriented closed weakly k-PS manifold of
dimension r. If f : X → P is a PS map from X to a manifold P of finite
dimension, by Proposition 3.15 we get a class
f∗e(E, S) = f∗([Φ
−1
t (0)]) ∈ Hr(P,Z).
Let α ∈ Hr(P,R) and α∗ be a differential form representative of it. One
easily checks that for any t ∈ Bε(Rm)reg,
〈f∗α, e(E, S)〉 = 〈α, f∗e(E, S)〉 =
∫
Φ−1
t
(0)
f∗α∗, (3.8)
where the integration in the right side is understood as follows: Multiply the
form f∗α∗ by a PS function to [0, 1] which is 1 outside a small neighborhood
of Φ−1t (0) \ (Φ
−1
t (0))0 and 0 inside a smaller neighborhood and then pass to
a limit as these neighborhoods get smaller. Here (Φ−1t (0))0 = Φ
−1
t (0) ∩X0.
Then almost completely repeating the proof of Proposition 1.11 we get:
Proposition 3.16 (First localization formula). If α has a representa-
tive form α∗ such that f∗α∗ has support supp(f∗α∗) contained in a compact
subset Λ ⊂ Z(S) then for the family {(ΦΛt )
−1(0) | t ∈ Bǫ(Rl)res} in (3.7)
there exists a residual subset Bǫ(Rl)⋆res ⊂ Bǫ(R
l)res such that
〈e(E, S), f∗α〉 =
∫
(ΦΛ
t
)−1(0)
f∗α∗
for t ∈ Bǫ(Rl)⋆res.
The arguments above Proposition 1.12 can also move to here almost
directly. Let (X,E, S) be as in Proposition 3.16. Recall that X = ∪α∈ΛXα.
Denote by rα the index of the restriction S to Xα. We are interested in the
following two classes of PS submanifolds of X :
• Xα := ∪β≺αXβ , where α ∈ Λ and α 6= 0.
• A PS submanifold Y = ∪α∈Λ0Yα ⊂ X indexed by a partial order subset
Λ0 ⊂ Λ with the maximal element α0 is said to be of finite codimension n
if the top stratum Yα0 of Y is a Banach submanifold of codimension n in Xα0
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and other strata of Y have at least finite codimension n in the corresponding
strata of X .
By definition 3.5 it is easily proved that the (weakly) k-Fredholm PS
section S : X → E restricts to a (weakly) k-Fredholm section S|Xα : X
α →
E|Xα . So (Xα, E|Xα , S|Xα) is also a (weakly) PS Banach k-Fredholm bundle
of index rα.
By Proposition C.1, the (weakly) k-Fredholm PS section S : X → E
restricts to a Fredholm section S|Yα0 of index rα0 − n. Moreover, for other
strata Yα, since α ≺ α0 it follows from Definition 3.5 that
Index(S|Yα) + k ≤ rα − n+ k < rα0 − n = Index(S|Yα0 ).
These show that (Y,E|Y , S|Y ) is only a weakly PS Banach k-Fredholm
bundle of index rα0 − n. Clearly, if Y is closed in X then Z(S|Y ) is also
closed and thus compact in Y because of the compactness of Z(S).
In the following we always assume that the PS submanifold Y belong to
the above two classes without special statements, and also assume:
• Y is closed in X .
Then S|Y is locally proper relative to class A|Y near Z(S|Y ). Here A|Y is
the class of PS sections of E|Y obtained by restricting the PS sections of E
of class A to Y . One also easily prove that the bundle (Y,E|Y , S|Y ) has also
rich PS sections of class A|Y . We conclude:
• S|Y is weakly k-quasi transversal to the zero section relative to class A|Y .
In fact, for any x ∈ Z(S|Y ), if PS sections σ1|Y , · · · , σm|Y of E|Y of class
A|Y satisfies
D(S|Y )(x)(TxY ) + span({σ1(x), · · · , σm(x)}) = Ex
then the relation TxY ⊂ TxX implies
D(S)(x)(TxX) + span({σ1(x), · · · , σm(x)}) = Ex.
Since S is (weakly) k-quasi transversal to the zero section relative to class A
there exist a small open neighborhood U(x) of x in X and η > 0 such that
U(x)×Bη(R
m)→ Π∗1(E|U(x)), (x; t1, · · · , tm) 7→ S(x) +
m∑
i=1
tiσi(x),
is a (weakly) k-Fredholm PS section of index r+m that is transversal to the
zero section, where Π1 : U(x) × Bη(Rm) → U(x) is the natural projection.
So the restriction section
U(x) ∩ Y ×Bη(R
m)→ Π∗1(E|U(x)∩Y ),
(x; t1, · · · , tm) 7→ S|Y (x) +
m∑
i=1
tiσi|Y (x)
is transversal to the zero section as well. Note that this section is (weakly)
k-Fredholm (resp. weakly k-Fredholm ) if Y is of form Xα (resp. a PS
submanifold of finite codimension as the above second class). In summary,
under the above assumptions we have proved:
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(Y,E|Y , S|Y ) is a (weakly) PS Banach k-Fredholm bundle which is
(weakly) k-good if Y = Xα, and a weakly PS Banach k-Fredholm
bundle which is weakly k-good if Y is a PS submanifold of finite
codimension that is closed in X.
The following is a generalization of Proposition 1.12.
Proposition 3.17 (Second localization formula). Let (X,E, S) be an
oriented (weakly) PS Banach k-Fredholm bundle of index r and with compact
zero locus Z(S) and k ≥ 1, and the closed subset Y ⊂ X be one of the above
two classes of PS submanifolds. Assume also that (X,E, S) has rich PS
sections of class A and is (weakly) k-good relative to the class A. Then
there exist Euler chains M of (X,E, S) and N of (Y,E|Y , S|Y ) such that
M ∩ Y = N . Moreover, if the top strata of X and Y have no boundary
(including corner), then the above M and N can be chosen as closed weakly
k-PS manifolds. In particular, for a smooth map f from X to an oriented
smooth manifold P of finite dimension, assume that it is transversal to an
oriented closed submanifold Q ⊂ P and Y := f−1(Q) ⊂ X is a PS Banach
submanifold of finite codimension whose top stratum is contained in X0.
Then when both e(E, S) and e(E|Y , S|Y ) exist, it holds that
IQ∗(a) ·P f∗(e(E, S)) = a ·Q f∗(e(E|Y , S|Y ))
for any class a ∈ H∗(Q,R) of codimension r, where IQ : Q → P is the
inclusion map, ·P (resp. ·Q) is the intersection product in P (resp. Q).
Proof. Under the present assumptions it follows from the proof of Theo-
rem 3.14 that there exist an open neighborhoodW of Z(S) in X , ε > 0 and
PS sections Si : X → E, i = 1, · · · ,m, such that:
(i) • the PS section
Φ :W ×Bε(R
m)→ Π∗1(E|W), y 7→ S(y) +
m∑
i=1
tiσi(y)
is a (weakly) k-Fredholm PS section of index r+m that is transversal
to the zero section;
• the PS section
ΦY :W ∩ Y × Bε(R
m)→ Π∗1(E|W∩Y ), y 7→ S|Y (y) +
m∑
i=1
tiσi|Y (y)
is transversal to the zero section and is also a weakly k-Fredholm PS
section (of index rα+m in the case Y = X
α or rα0 −n+m in another
case).
(ii) Both zero sets Φ−1(0) ⊂ Cl(W × Bε(Rm)) and (ΦY )−1(0) ⊂ Cl(W ∩
Y ×Bε(Rm)) are compact.
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Let Bε(Rm)res ⊂ Bε(Rm) be the set of the common regular values of both
projections
Φ−1(0)→ Bε(R
m), (y, t) 7→ t and
(ΦY )−1(0)→ Bε(R
m), (y, t) 7→ t.
Then as in the arguments below (3.4), for each t ∈ Bε(Rm)res
Φt :W → E, y 7→ S(y) +
m∑
i=1
tiσi(y)
is a (weakly) k-Fredholm PS section that is transversal to the zero section,
and
ΦYt :W ∩ Y → E|Y , y 7→ S|Y (y) +
m∑
i=1
tiσi|Y (y)
is a weakly k-Fredholm section that is transversal to the zero section. Since
W ∩ Y is an open neighborhood of Z(S|Y ) = Z(S)∩ Y in Y , it is clear that
Φ−1t (0) ∩ Y = (Φ
Y
t )
−1(0). (3.9)
This proves the first claim. The second claim is also obvious. Other conclu-
sions may be easily proved as in Proposition 1.12 as well. ✷
Now let us state a generalization of Proposition 1.13. Let (X,E′, S′)
(resp. (X,E′′, S′′)) be an oriented (weakly) PS Banach k-Fredholm bundle
with rich PS sections of class A′ (resp. A′′) and compact zero locus Z(S′)
(resp. Z(S′′)). Consider the direct sum E = E′⊕E′′, S = S′⊕S′′ : X → E
and A = A′ ⊕ A′′. Clearly, Z(S) = Z(S′) ∩ Z(S′′), Z(S) = Z(S′|Z(S′′)),
and (X,E, S) has rich PS sections of class A near Z(S). Suppose that both
(X,E′, S′) and (X,E′′, S′′) are (weakly) k-good. We conclude:
• (X,E, S) is also (weakly) k-good.
In fact, for x ∈ Z(S) let PS sections σ1, · · · , σm of E of class A be such that
DS(x)(TxX) + span({σ1(x), · · · , σm(x)}) = Ex.
Since Ex = E
′
x ⊕E
′′
x , DS(x)(v) = DS
′(x)(v) ⊕DS′′(x)(v) for v ∈ TxX and
σi = σ
′
i ⊕ σ
′′
i , i = 1, · · · ,m, the above equality implies
DS′(x)(TxX) + span({σ
′
1(x), · · · , σ
′
m(x)}) = E
′
x,
DS′′(x)(TxX) + span({σ
′′
1 (x), · · · , σ
′′
m(x)}) = E
′′
x .
Hence that (X,E′, S′) and (X,E′′, S′′) are (weakly) k-good implies that
there exist an open neighborhood U(x) and η > 0 such that:
(i) • both sections
Φ′ : U(x) ×Bε(R
m)→ Π∗1(E
′|U(x)), y 7→ S
′(y) +
m∑
i=1
tiσ
′
i(y)
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and
Φ′′ : U(x)×Bε(R
m)→ Π∗1(E
′′|U(x)), y 7→ S
′′(y) +
m∑
i=1
tiσ
′′
i (y)
are (weakly) k-Fredholm PS sections of indexes Index(S′) + m and
Index(S′′) +m respectively that are transversal to the zero section.
(ii) Both zero sets (Φ′)−1(0) ⊂ Cl(U(x)×Bε(Rm)) and (Φ′′)−1(0) ⊂ Cl(U(x)×
Bε(Rm)) are compact.
Consider the PS section
Φ : U(x)×Bε(R
m)→ Π∗1(E|U(x)),
y 7→ S′(y)⊕ S′′(y) +
m∑
i=1
tiσ
′
i(y)⊕ σ
′′
i (y).
Clearly, it is (weakly) k-Fredholm and transversal to the zero section (be-
cause its zero locus Z(Φ) is equal to Z(Φ′) ∩ Z(Φ′′)). It follows that S is
(weakly) k-quasi transversal to the zero section relative to class A. More-
over, by the compactness of Z(Φ) = Z(Φ′)∩Z(Φ′′) we get that S = S′⊕S′′
is also proper relative to class A near Z(S). Hence (X,E, S) is (weakly)
k-good.
Proposition 3.18 Let (X,E′, S′) and (X,E′′, S′′) be as above, and have
indexes r′ and r′′ respectively. Furthermore, assume that DS′′|Z(S) is sur-
jective and Z(S) ∩X0 6= ∅. Then
(a) For some small open neighborhood U of Z(S) in X the intersection
Z(S′′)⋆ := Z(S′′) ∩ U is a weakly k-PS manifold of dimension r′′. (In
particular, the top stratum of Z(S′′)⋆ is contained in X0.)
(b) D(S′|Z(S′′)) : (TZ(S
′′))|Z(S) → E
′|Z(S) is a PS Fredholm bundle map
of index Ind(D(S′|Z(S′′)) = Ind(DS) (which precisely means
Ind(D(S′|Z(S′′))(x)) = Ind(DS(x)) ∀x ∈ Z(S) ).
Moreover, if (Z(S′′)⋆, E′|Z(S′′)⋆ , S
′|Z(S′′)⋆) is (weakly) k-good relative
to the class A′|Z(S′′)⋆ then there exist Euler chains N of it and M
of (X,E, S) such that M = N . Furthermore, if both e(E, S) and
e(E′|Z(S′′)⋆ , S
′|Z(S′′)⋆) exist then M and N can be chosen as closed
weakly k-PS manifolds, and therefore
e(E, S) = (iZ(S′′)⋆)∗e(E
′|Z(S′′)⋆ , S
′|Z(S′′)⋆).
Here (iZ(S′′)⋆)∗ is the homomorphism between the homology groups in-
duced by the inclusion iZ(S′′)⋆ : Z(S
′′)⋆ →֒ X.
Proof. (a) Since (X,E′′, S′′) is (weakly) k-good, S′′ is (weakly) k-quasi
transversal to the zero section relative to class A′′. Note that DS′′|Z(S) is
surjective. By Remark 3.11(i), for each x ∈ Z(S) there exists a small open
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neighborhood U(x) of x in X such that S′′ : U(x)→ E′′|U(x) is transversal
the zero section. It follows from the compactness of Z(S) that there exists
a small open neighborhood U of Z(S) in X such that S′′ : U → E′′|U
is transversal the zero section. Moreover, our assumption Z(S) ∩ X0 6= ∅
implies Z(S′) ∩X0 6= ∅ and Z(S′′) ∩X0 6= ∅. So Z(S′′)⋆ := Z(S′′) ∩ U is a
weakly k-PS manifold of dimension r′′ and its top stratum is also intersecting
with Z(S′|Z(S′′)) = Z(S).
(b) Applying the first claim in Proposition 1.13(b) to each stratum of
Z(S′′)⋆ we immediately get the first conclusion.
To prove the second claim note that Z(S′′)⋆ has finite dimension and
DS′′|Z(S) is surjective. We can find finitely many PS sections S
′
j : X → E
′,
j = 1, · · · ,m such that for each y ∈ Z(S),
D(S′|Z(S′′))(y)(TyZ(S
′′)⋆)+
span({S′1(y), · · · , S
′
m(y)} = E
′
y ,
DS′(y)(TyX) + span({S′1(y), · · · , S
′
m(y)} = E
′
y ,
DS(y)(TyX) + span({S′1(y), · · · , S
′
m(y)} = Ey.
 (3.10)
Since (Z(S′′)⋆, E′|Z(S′′)⋆ , S
′|Z(S′′)⋆) is (weakly) k-good relative to the class
A′|Z(S′′)⋆ , (X,E
′, S′) is (weakly) k-good relative to the classA′ and (X,E, S)
is (weakly) k-good relative to the class A ⊃ A′ it follows from (3.10) that
there exist an open neighborhood W of Z(S) in U and ε > 0 such that:
(1◦) The PS sections
Φ :W ×Bε(R
m)→ E, y 7→ S(y) +
m∑
i=1
tiS
′
i(y),
Φ′ :W ×Bε(R
m)→ E′, y 7→ S′(y) +
m∑
i=1
tiS
′
i(y),
Ψ :W ∩ Z(S′′)⋆ ×Bε(R
m)→ E′|W∩Z(S′′)⋆ ,
y 7→ S′|Z(S′′)(y) +
m∑
i=1
tiS
′
i|Z(S′′)(y),
are (weakly) k-Fredholm and transversal to the zero section.
(2◦) The zero sets Φ−1(0) ⊂ Cl(W×Bε(Rm)), (Φ′)−1(0) ⊂ Cl(W×Bε(Rm))
and (Ψ)−1(0) ⊂ Cl(W ∩ Z(S′′)⋆ ×Bε(Rm)) are all compact subsets.
Let Bε(Rm)res ⊂ Bε(Rm) be the set of the common regular values of the
following three projections
Φ−1(0)→ Bε(R
m), (y, t) 7→ t,
(Φ′)−1(0)→ Bε(R
m), (y, t) 7→ t,
Ψ−1(0)→ Bε(R
m), (y, t) 7→ t.
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Then by Remark 3.11(iii), for each t ∈ Bε(Rm)res the PS sections
Φt :W → E|W , x 7→ S(x) +
m∑
i=1
tiS
′
i(x),
Φ′t :W → E
′|W , x 7→ S
′(x) +
m∑
i=1
tiS
′
i(x),
Ψt :W ∩ Z(S
′′)⋆ → E′|W∩Z(S′′)⋆ , x 7→ S
′(x) +
m∑
i=1
tiS
′
i(x),
are all (weakly) k-Fredholm and transversal to the zero section. Let Rt =
Φ′t|N . Note that PE′ ◦Φt = Φ
′
t, PE′′ ◦Φt = S
′′ and PE′ ◦Φt+PE′′ ◦Φt = Φt.
As in the proof of Proposition 1.13 we can derive that Φ−1t (0) = R
−1
t (0) for
t ∈ Bε(Rm)res small enough. By the assumptions, Φ, Φ′ and Ψ have all zero
loci intersecting with the top strata of their domains. For t ∈ Bε(Rm)res
small enough, Φ−1t (0), (Φ
′
t)
−1(0) and Ψ−1t (0) have nonempty intersections
with the top strata ofW andW∩Z(S′′)⋆ as well. The desired result follows.
✷
Corresponding to Proposition 1.15 we easily get:
Proposition 3.19 Let (Xi, Ei, Si) be (weakly) PS Banach k-Fredholm bun-
dles of index ri and with compact zero locus Z(Si), i = 1, 2. Assume that
(X1, E1, S1) (resp. (X2, E2, S2)) is (weakly) k-good relative to the class
A1 (resp. A2) and that Z(S1) (resp. Z(S2)) has a nonempty intersec-
tion with the top stratum of X1 (resp. X2). Then the natural product
(X1×X2, E1×E2, S1×S2) is a (weakly) PS Banach k-Fredholm bundle of in-
dex r = r1+r2 that is (weakly) k-good relative to the class A1×A2, and there
exist Euler chains Mi of (Xi, Ei, Si), i = 1, 2, such that the product weakly
k-PS manifold M =M1×M2 is a Euler chain of (X1×X2, E1×E2, S1×S2).
Moreover, if e(X1, E1) and e(X2, E2) exist, then e(E1 × E2, S1 × S2) also
exists and Mi can be chosen as closed weakly k-PS manifolds, i = 1, 2.
Similar to Proposition 1.16 we also have:
Proposition 3.20 (Homotopy) Let (X,E(i), S(i)) be oriented (weakly) PS
Banach k-Fredholm bundles of index r and with compact zero loci, and be
also (weakly) k-good relative to the classes Ai, i = 0, 1. They are said
to be oriented homotopic if there exists an oriented (weakly) PS Ba-
nach k-Fredholm bundle (X × [0, 1], E, S) of index r + 1 and with com-
pact zero locus that is (weakly) k-good relative to some class A, such that
(X×{i}, E|X×{i}, S|X×{i}) = (X,E
(i), S(i)) and A|X×{i} = Ai, i = 0, 1. In
this case, if r-dimensional Euler classes e(E(0), S(0)) and e(E(1), S(1)) exist
then these two Euler classes are same.
We can also define the notion of amorphism from oriented (weakly) PS
Banach k-Fredholm bundles (X,E, S) to (X ′, E′, S′) and get a corresponding
generalization of Proposition 1.17. A PS Fredholm map of index d from
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PS Banach manifolds Y to X is a PS map whose restriction to the top
stratum (resp. each lower stratum) is a Fredholm map of index d (resp.
index less than or equal to d).
The following proposition is a generalization of Proposition 1.18. Its
proof is still given for reader’s conveniences.
Proposition 3.21 Let (X,E, S) be a (weakly) PS Banach k-Fredholm bun-
dle of index r and with compact zero locus Z(S). Assume that Z(S)∩X0 6= ∅
and (X,E, S) is also (weakly) k-good relative some class A. Let Y be an-
other PS Banach manifold admitting PS cut-off functions with arbitrarily
small support near any point, and f : Y → X be a proper PS Fredholm
map of index d from Y to X. Assume that f is a PS submersion and
f−1(X0 ∩ Z(S)) ∩ Y0 6= ∅. Then the natural pullback (Y, f∗E, f∗S) is a
weakly PS Banach k-Fredholm bundle of index r + d and with compact zero
locus Z(f∗S) that is weakly k-good relative to the class f∗A, and there ex-
ists a Euler chain M (resp. N) of (X,E, S) (resp. (Y, f∗E, f∗S)) such that
f−1(M) = N . Furthermore, if both Euler classes e(E, S) and e(f∗E, f∗S)
exist then M and N can be chosen as closed weakly k-PS manifolds.
As noted below Proposition 1.18, if d = 0, X0 is connected and the Euler
classes e(E, S) and f∗(e(f
∗E, f∗S)) exist, then the final claim in Proposi-
tion 3.21 implies
f∗(e(f
∗E, f∗S)) = deg(f)e(E, S)
for some kind topological degree deg(f) of f .
Proof. Since Z(S) is compact, so is Z(f∗S) = f−1(Z(S)) by the proper-
ness of f . Clearly, f−1(X0 ∩ Z(S)) ∩ Y0 6= ∅ implies that Z(f∗S) ∩ Y0 6= ∅.
From the proof of Proposition 1.18 it is not hard to see that pullback
(Y, f∗E, f∗S) has index r + d. One also easily checks that (Y, f∗E, f∗S)
has rich local PS sections of class f∗A. Moreover, for x ∈ Z(S) and PS
sections of E, S1, · · · , Sm, assume that there exist an open neighborhood
U(x) of x in X and δ > 0 such that
⋃
|t|≤δ
Cl(U(x)) ∩ (S + ti
m∑
i=1
Si)
−1(0)
is compact. Then
⋃
|t|≤δ
f−1(Cl(U(x))) ∩ (f∗S + ti
m∑
i=1
f∗Si)
−1(0)
=
⋃
|t|≤δ
f−1
(
Cl(U(x)) ∩ (S + ti
m∑
i=1
Si)
−1(0)
)
is also compact because f is proper. So f∗S is locally proper relative to the
class f∗A.
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We conclude that f∗S is weakly k-quasi transversal to the zero
section relative to the class f∗A. In fact, for any y ∈ Z(f∗S) assume
that there exist PS sections f∗σ1, · · · , f∗σp of f∗E of class f∗A such that
D(f∗S)(y)(TyY ) + span({f
∗σ1(y), · · · , f
∗σp(y)}) = (f
∗E)y = Ef(y).
Then x = f(y) ∈ Z(S) and
DS(x)(TxX) + span({f
∗σ1(y), · · · , f
∗σp(y)}) = (f
∗E)y = Ef(y).
becauseD(f∗S)(y) = DS(x)◦df(y) andDS(x)◦df(y)(TyY ) ⊂ DS(x)(TxX).
Note that S is (weakly) k-quasi transversal to the zero section. There exist
an open neighborhood U(x) of x and δ > 0 such that the PS section
Ψ : U(x)× Bδ(R
p)→ Π∗1(E|U(x)), (x, t) 7→ S(x) +
p∑
i=1
tiσi(x)
is (weakly) k-Fredholm and also transversal to the zero section. Take a small
open neighborhood V (y) of y so that f(V (y)) ⊂ U(x). Consider the section
f∗Ψ : V (y)×Bδ(R
p)→ Π∗1(f
∗E|V (y)),
(y, t) 7→ f∗S(y) +
p∑
i=1
ti(f
∗σi)(y).
For any zero (y, t) of f∗Ψ, one easily checks that (f(y), t) ∈ Z(Ψ) and the
vertical differentials of f∗Ψ at (y, t) is given by
D(f∗Ψ)(y, t)(ξ,u) = D
(
S +
p∑
i=1
tiσi
)
(f(y)) ◦ df(y)(ξ) +
p∑
i=1
uiσi(f(y)).
Let us prove that D(f∗Ψ)(y, t) is surjective. For any given ζ ∈ (f∗E)y =
Ef(y). Since DΨ(x, t) : TxX × R
p → Ex is surjective we have (η,v) ∈
TxX × Rp such that DΨ(x, t)(η,v) = ζ, i.e.
D
(
S +
p∑
i=1
tiSi
)
(x)(η) +
p∑
i=1
viσi(x) = ζ.
Since f is a PS submersion there exists ξ ∈ TyY such that df(y)(ξ) = η. It
follows that D(f∗Ψ)(y, t)(ξ,v) = ζ. Consequently, f∗Ψ is transversal to
the zero section.
Let Sαt, σαti :W ⊂ U(x)→ Ez be the local representatives of the restric-
tions of S and σi to the stratum U(x)α, i = 1, · · · , p. Then the restriction
of Ψ to U(x)α ×Bδ(Rp) has a local representative
Ψαt : W ×Bδ(R
p)→ Ez , (u, t) 7→ S
αt(u) +
p∑
i=1
tiσ
αt
i (u).
Correspondingly, the restriction of f∗Ψ to V (y)α × Bδ(Rp) has a local rep-
resentative
(f∗Ψ)αt : f−1(W )×Bδ(R
p)→ Ez, (y, t) 7→ S
αt(f(v)) +
p∑
i=1
tiσ
αt
i (f(y)).
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Clearly, this representative may be viewed a composition of Ψαt with the
Fredholm map
f−1(W )×Bδ(R
p)→W ×Bδ(R
p), (u, t) 7→ (f(u), t)
of index Ind(f). As in the arguments of Remark 3.11(iii), one easily proves
that (f∗Ψ)αt is a Fredholm map of index
p+ Ind(S|U(x)α) + dα ≤ p+ Ind(S|U(x)α) + d.
It follows that f∗Ψ is a weakly k-Fredholm PS section. Summarizing up the
above arguments, we get that (Y, f∗E, f∗S) is weakly k-good relative to
the class f∗A.
In order to prove other conclusions, assume that
Φ :W ×Bε(R
m)→ Π∗1(E|W), (x, t) 7→ S(x) +
m∑
i=1
tiSi(x)
is a (weakly) k-Fredholm PS section of index r +m that is transversal to
the zero section. Since Z(S) ∩X0 6= ∅, Φ−1(0) is intersecting with the top
strata of W ×Bε(Rm). Let W∗ = f−1(W). Consider the section
f∗Φ :W∗ ×Bε(R
m)→ Π∗1(f
∗E|W∗),
(y, t) 7→ f∗S(y) +
m∑
i=1
ti(f
∗Si)(y).
For any (y, t) ∈ Z(f∗Φ), one easily checks that (f(y), t) ∈ Z(Φ) and the
vertical differentials of f∗Φ at (y, t) is given by
D(f∗Φ)(y, t)(ξ,u) = D
(
S +
m∑
i=1
tiSi
)
(f(y)) ◦ df(y)(ξ) +
m∑
i=1
uiSi(f(y)).
As above we can prove that D(f∗Φ)(y, t) is surjective, and thus that f∗Φ
is transversal to the zero section.
Let Bε(Rm)res be the set of the common regular values of the projections
Φ−1(0)→ Bε(R
m), (x, t)→ t and
(f∗Φ)−1(0)→ Bε(R
m), (y, t)→ t.
Then it is a residual subset in Bε(Rm), and for each t ∈ Bε(Rm)res both
the (weakly) k-PS sections Φt : W → E|W and (f∗Φ)t = f∗(Φt) : W∗ →
(f∗E)|W∗ are transversal to the zero sections. (Note that Z(f∗S) ∩ Y0 6= ∅
implies that (f∗Φ)−1(0) and the top strata ofW∗×Bε(Rm) have a nonempty
intersection.) So the sets
Φ−1t (0) := {x ∈ W |Φ(x, t) = 0} and
(f∗Φ)−1t (0) := {y ∈ W
∗ | f∗Φ(x, t) = 0}
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are respectively compact weakly k-PS manifolds of dimensions r and r+d for
small t ∈ Bε(Rm)res. Now as in the proof of Proposition 1.16 we can prove
that f−1(Φ−1t (0)) = (f
∗Φ)−1t (0) for t ∈ Bε(R
m)res small enough. Finally, it
is clear that both Φ−1t (0) and (f
∗Φ)−1t (0) are closed weakly k-PS manifolds
when the Euler classes e(E, S) of dimension r and e(f∗E, f∗S) of dimension
r + d exist. ✷
Remark 3.22 The weakly k-Fredholm PS section may be defined for the
weakly PS Banach Fredholm bundle. One only need to require that the
restrictions of it to those strata which are not open in X have Fredholm
indexes less at least k than the Fredholm index of the restriction of it to
the (open) top stratum. In this case unless Propositions 3.17, 3.18 need be
suitably modified other results in this section still hold.
In the constructions of Liu-Tian’s virtual module cycles for Floer ho-
mology and Gromov-Witten invariants the uniformizer charts of PS Banach
orbifolds are PS Banach manifolds. In Appendix D we shall prove the exis-
tence of PS cut-off functions on such PS Banach manifolds.
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4 Virtual Euler chains and cycles of PS Ba-
nach Fredholm orbibundles
As said in Introduction our motivations in this paper come from the study
of Floer homology and Gromov-Witten invariants theory. Our abstract ver-
sions of this section exactly contain applications needed in these two cases.
We first give a general framework and then discuss two kinds of more con-
crete ones, Framework I and Framework II. They are respectively used to
construct Gromov-Witten invariants and Floer homology.
4.1 A general framework
Let X be a (weakly) PS Banach manifold and Aut(X) be the group of
PS automorphisms of X . From now on saying a finite group G acting
on X always means that G acts on X by PS automorphisms of X , i.e. a
homomorphism representation G→ Aut(X).
In Definition 2.1, if U˜ is required to be a connected open subset of
a (weakly) PS Banach manifold (with corner) one gets the notion of a
(weakly) PS Banach orbifold chart (or simply (weakly) PS B-orbifold
chart) on X . Such a chart (U˜ ,ΓU , πU ) is called effective if ΓU acts on U˜
effectively. Replacing the words “smooth”, “diffeomorphism”, “embedding”
and “bundle open embedding”) by “PS”, “PS diffeomorphism”, “PS embed-
ding” and “PS bundle open embedding”) in the other part of Section 2.1 one
obtains all corresponding notions in the PS category, e.x. a PS injection
from a (weakly) PS B-orbifold chart (U˜ ,ΓU , πU ) to another one (V˜ ,ΓV , πV ),
a (weakly) PS Banach orbifold, and a (weakly) PS Banach orbibun-
dle etc. In particular, a (weakly) PS Banach orbifold (X, [A]) is called an
effective (weakly) PS Banach orbifold if [A] contains an atlas A con-
sisting of effective (weakly) PS Banach orbifold charts.
Before continuing our definitions we discuss stratifications of a PS Banach
orbifold. Let (U˜ ,ΓU , πU ) and (V˜ ,ΓV , πV ) be two charts on X with U ⊂ V ,
and θUV = (θ˜UV , γUV ) be an injection from (U˜ ,ΓU , πU ) to (V˜ ,ΓV , πV ). As-
sume that U˜ = ∪a∈Λu U˜a and V˜ = ∪a∈Λv V˜a are respectively stratification
decompositions of U˜ and V˜ . Correspondingly we have stratification decom-
positions U = ∪a∈ΛuUa and V = ∪a∈ΛvVa of U and V respectively. Since
θ˜UV is a PS open embedding from U˜ into V˜ , it must induce an injection
ιuv : Λu → Λv preserving order such that for any a ∈ Λu the restric-
tion of θ˜UV to the stratum U˜a is an open embedding into V˜ιuv(a). Clearly,
∪a∈Λv\ιuv(Λu)Va is disjoint with U . Now we take a collection of PS Banach
orbifold charts Ω on X such that supports of all charts in Ω forms an open
cover of X . Note that each chart (U˜ ,ΓU , πU ) in Ω gives a partially order set
Λu via the stratification decomposition of U , U = ∪a∈ΛuUa. Consider the
disjoint union
Λ̂ =
⋃
(eU,ΓU ,πU )∈Ω
Λu,
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and introduce an equivalence in it as follows: For (U˜ ,ΓU , πU ) and (V˜ ,ΓV , πV )
in Ω we call a ∈ Λu and b ∈ Λv directly equivalence if Ua ∩ Vb 6= ∅, and
equivalence if there exists a chain of charts in Ω, (U˜i,ΓUi , πUi), i = 0, · · · , n
such that (U˜ ,ΓU , πU ) = (U˜0,ΓU0 , πU0), (V˜ ,ΓV , πV ) = (U˜n,ΓUn , πUn) and
there exist ai ∈ Λui , i = 0, · · · , n such that a0 = a, an = b and ai is directly
equivalent to ai+1 for i = 0, · · · , n− 1. It is easily checked that this indeed
defines an equivalence relation ∼ in Λ̂ and that the equivalence relation is
also compatible with the partial order of each Λu. Thus the partial orders
in all these Λu induce a partial order in Λ = Λ̂/ ∼ (with a maximal element
0). It is not hard to prove that this partial order set Λ is unique up to a
bijection preserving order, i.e. independent choices of chart covers of X . For
α ∈ Λ let
Xα =
⋃
(eU,ΓU ,πU )∈Ω
⋃
a∈Λu,a∈α
Ua
Then X = ∪α∈ΛXα is the stratification decomposition of X indexed by
Λ, and for each chart (U˜ ,ΓU , πU ) with stratification decomposition U˜ =
∪a∈Λu U˜a we have an injection preserving order, ιu : Λu → Λ to satisfy
U ∩ Xιu(a) = Ua for any a ∈ Λu. It is not hard to check that these Xα
satisfy:
• Any two Xα and Xβ with α 6= β are disjoint, and each point of X has a
neighborhood that may only intersect with finitely many Xα.
• Each Xα, called a stratum, is a smooth Banach orbifold with corner
whose topology assures the inclusion Xα →֒ X to be continuous.
• The stratum X0, called the top stratum of X , is a nonempty open subset
in X . Other strata cannot contain any interior point of X , and are called
lower strata.
• For each α ∈ Λ the stratum Xα is relatively open in ∪β≺αXβ with respect
to the induced topology from X . For any β ∈ Λ with β ≺ α and β 6= α, the
stratum Xβ cannot contain any relative interior point of Xα in ∪β≺αXβ.
The above arguments show that the stratification decomposition of X ,
X = ∪α∈ΛXα, is intrinsic. Similarly, we have a natural stratification decom-
position of a weakly PS Banach orbifold indexed by a finite set which is not
necessarily a partial order set.
Many corresponding terminology with ones in Section 3 can be natu-
rally introduced. (They will be omitted and be directly used when we
need because one easily understands them.) In particular, we point out
that a closed (weakly) PS Banach orbifold dimension n is a compact
(weakly) PS Banach orbifold whose lower strata have at least codimension
two and whose top stratum is a n-dimensional Banach orbifold without cor-
ners (including boundary). Moreover, a topological subspace Z of a (weakly)
PS Banach orbifold X is called a (weakly) PS Banach suborbifold of X
if it is a (weakly) PS Banach orbifold with respect to the induced PS Banach
orbifold structure obtained as follows: For each (weakly) PS Banach orbifold
chart (U˜ ,ΓU , πU ) of X with U ∩ Z 6= ∅ there exists a (weakly) PS Banach
submanifold Z˜U ⊂ U˜ that is not only stable under ΓU but also compatible
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with the inclusion map, such that the restriction (Z˜U ,ΓU |eZU , πU |eZU ) is a
(weakly) PS Banach orbifold chart for Z.
Let p : X → E be a (weakly) PS Banach orbibundle whose definition is
obtained by replacing the words “Banach orbifold”, “Banach orbifold chart”
and “smooth” in Definition 2.7 with the words “PS Banach orbifold”, “PS
Banach orbifold chart” and “PS” respectively. For a PS B-orbifold chart
(W˜ ,ΓW , πW ) on X let (E˜W ,ΓW ,ΠW ) be the corresponding PS Banach or-
bibundle chart on E with it, and p˜W : E˜W → W˜ be the PS Banach bundle
projection with πW ◦ p˜W = p ◦ΠW on EW . If W˜ = ∪a∈ΛwW˜a is the stratifi-
cation decomposition of W˜ , then E˜W = ∪a∈Λw (p˜W )
−1(W˜a) is the stratifica-
tion decomposition of E˜W . It follows that E = ∪α∈Λp−1(Xα) is exactly the
stratification decomposition of E which is obtained as the above construc-
tion of the stratification decomposition of X . Denote by Eα = p
−1(Xα)
and by pα the restriction of p to Eα. Then each pα : Eα → Xα is a Ba-
nach orbibundle. Having these we have essentially same two methods to
define a weakly Fredholm PS section and a weakly k-Fredholm PS
section. The first is to replace the words “PS bundle” by “PS orbibun-
dle” in Definition 3.5. To describe the second note that the restriction of
each continuous section S : X → E to W = πW (W˜ ) has a unique ΓW -
equivariant lift S˜W : W˜ → E˜W , called a local lift of S. A continuous
section S : X → E is called weakly Fredholm PS section (resp. weakly
k-Fredholm PS section, resp. k-Fredholm PS section) if each local lift
S˜W : W˜ → E˜W as above is such a section in the sense of Definition 3.5.
In particular, it restricts to a Fredholm section Sα : Xα → E|Xα on each
stratum Xα of X . The index of S is defined as that of the top stratum
restriction S|X0 : X0 → E|X0 . Correspondingly, the notions of the weakly
PS Banach Fredholm orbibundle of index r, weakly PS Banach k-
Fredholm orbibundle and PS Banach k-Fredholm orbibundlemay be
defined naturally. For example, a triple (X,E, S) consisting of a PS Banach
orbibundle p : E → X and its weakly Fredholm section S : X → E (of in-
dex r) is called a weakly PS Banach Fredholm orbibundle (of index r).
The Banach Fredholm bundle (W˜ , E˜W , S˜W ) is called a local lift of (X,E, S)
over W . A weakly PS Banach Fredholm orbibundle (resp. (weakly) PS Ba-
nach k-Fredholm orbibundle) (X,E, S) is called oriented if its top stratum
(X,E, S)0 = (X0, E|X0 , S|X0), as a Banach Fredholm orbibundle, is ori-
ented.
Since there is no corresponding slice theorem for action of Lie groups on
PS Banach manifolds, a k-regular PS Banach orbifold is defined as a PS
Banach orbifold X on which each chart (W˜ ,ΓW , πW ) of it is k-regular in
the sense that the fixed point set Fix(g) of each g ∈ ΓU \Ker(ΓW , W˜ ) and the
top stratum W˜0 of W˜ intersects at the union of finitely many submanifolds
of W˜0 of codimension at least k locally, i.e. Fix(g)∩ W˜0 is locally the union
of finitely many submanifolds of W˜0 of codimension at least k. Remark
that in Definition 3.1 of the PS Banach manifold we do not require that the
top stratum is dense. So W˜0 and thus the regular point set of W˜0, W˜
◦
0 is
140
not necessarily dense in W˜ . (The dense condition is needed if we make our
construction in the category of effective PS Banach Fredholm orbibundles).
In the following, for simplicity, as in Sections 2.3-2.8 we always assume:
♣1 all PS Banach orbifolds are effective and 1-regular,
♣2 all PS Banach orbifolds (or orbibundles) have dense top strata.
(Of course, the second condition will be moved out if our arguments are not
in the effective category, but in arbitrarily one.)
Then W˜0 and thus the regular point set of W˜0, W˜
◦
0 , is open and dense
in W˜ . It is sufficient for proving the action of ΓI on W˜I to be effective as in
Claim 2.16.
For a compact subsetK ⊂ X , one only need replace the words “Banach”,
“diffeomorphism” and “smooth” by “PS Banach”, “PS diffeomorphism” and
“PS” respectively in the arguments in § 2.2 and § 2.3, and then repeats word
by word the constructions therein to get a system of virtual PS Banach
bundles(
E˜(K), W˜ (K)
)
=
{
(E˜I , W˜I), πI ,ΠI ,ΓI , π
I
J ,Π
I
J , λ
I
J
∣∣ J ⊂ I ∈ N}
corresponding with (2.15), and its resolution system of PS Banach bundles(
Ê(K), Ŵ (K)
)
=
{(
ÊI , ŴI
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N},
Then take the pairs of open sets W ji ⊂⊂ U
j
i , j = 1, · · · , n − 1 such that
U1i ⊂ W
2
i ⊂⊂ U
2
i ⊂⊂ · · · ⊂⊂ W
n−1
i ⊂⊂ U
n−1
i ⊂⊂ W
n
i = Wi, i = 1, · · · , n,
and thatK ⊂ ∪ni=1W
1
i . As in §2.3.2 we can use them to get a renormalization
of (Ê(K), Ŵ (K)), another system of PS Banach bundles(
F̂(K), V̂ (K)
)
=
{(
F̂I , V̂I
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N}.
From the local expressions in (2.39) and (2.52) one easily sees that both maps
πˆIJ and Πˆ
I
J are partially smooth in the present case. As in Lemma 2.30 we
can prove that every PS section S of E → X may yield a global PS sections
of the above PS Banach bundle systems, denoted by Ŝ = {ŜI | I ∈ N}.
The section Ŝ is equivariant in the sense that each ŜI is ΓI -equivariant. If
S is weakly Fredholm (resp. (weakly) k-Fredholm), so is Ŝ, and Ind(S) =
Index(Ŝ).
Note that our PS Banach orbifolds might not have PS cut-off functions
even if each stratum (as a Banach orbifold) admits smooth cut-off functions.
From now on we make the following:
Assumption 4.1 Each x ∈ X admits PS cut-off functions with arbitrarily
small supports.8
So we easily obtain:
Claim 4.2 Under Assumption 4.1, for any PS B-orbifold chart (W˜ ,ΓW , πW )
on X, any point x˜ ∈ W˜ and any neighborhood O˜ of it there exists a PS cut-off
function δ such that supp(δ) ⊂ O˜ and δ ≡ 1 near x˜.
8It can be satisfied in the cases of Floer homology and GW-invariants, see Appendix D.
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A weakly PS Banach Fredholm orbibundle (X,E, S) is called to have
rich local PS sections of class A if each local lift (W˜ , E˜W , S˜W ) of it, as
a weakly PS Banach Fredholm bundle, has rich PS sections of class A(W ).
Let (X,E, S) have rich local PS sections of class A. If (W˜ , E˜W , S˜W )
and (V˜ , E˜V , S˜V ) are any two local lifts of it with W ∩ V 6= ∅, then for any
x ∈ W∩V , x˜w ∈ (πW )−1(x) and x˜v ∈ (πV )−1(x), as in Lemma 2.19 it follows
from Lemma 2.4 that there exist small open connected neighborhoods O˜(x˜w)
of x˜w and O˜(x˜v) of x˜v, a PS diffeomorphism λWV : O˜(x˜w) → O˜(x˜v) that
maps x˜w to x˜v, and a group isomorphism AWV : ΓW (x˜w) → ΓV (x˜v) such
that
λWV ◦ φ = AWV (φ) ◦ λWV
for any φ ∈ ΓW (x˜w). Here ΓW (x˜w) is the isotropy group of ΓW at x˜w. Note
also that the PS diffeomorphism λWV is unique up to composition with
elements in ΓW (x˜w) and ΓV (x˜v). Shrinking O˜(x˜w) and O˜(x˜v) if necessary
it follows from the properties of PS orbifold bundles that there exists a PS
bundle isomorphism
ΛWV : E˜W | eO(x˜w) → E˜V | eO(x˜v)
which is a lifting of λWV , to satisfy
ΛWV ◦ Φ = AWV (φ) ◦ ΛWV
for any φ ∈ ΓW (x˜w). Here
Φ : E˜W | eO(x˜w) → E˜W | eO(x˜w)
(
resp. AWV (φ) : E˜V | eO(x˜v) → E˜V | eO(x˜v)
)
is the PS bundle isomorphism lifting of φ (resp. AWV (φ)) produced in the
definition of PS orbifold bundles.
Now let σ˜v : V˜ → E˜V be a PS section of class A(V ). Then
λ∗WV (σ) : O˜(x˜w)→ E˜W | eO(x˜w), y˜ 7→ Λ
−1
WV
(
σv(λWV (y˜))
)
is also a PS section. By Claim 4.2 we may take a PS cut-off function δ :
W˜ → [0, 1] such that supp(δ) ⊂ O˜(x˜w) and δ ≡ 1 near x˜w. Then
δ · λ∗WV (σ) : W˜ → E˜W , (4.1)
is a PS section that equals λ∗WV (σ) near x˜w and has support contained in
O˜(x˜w). Adding all such PS sections of E˜W to the class A(W ) we get a new
class of PS sections of E˜W , denoted by
A˜(W ). (4.2)
Corresponding with Definition 3.13 we introduce:
Definition 4.3 Let (X,E, S) be a weakly PS Banach Fredholm orbibundle
(resp. a (weakly) PS Banach k-Fredholm orbibundle) with rich local PS
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sections of class A. It is called good (resp. (weakly) k-good relative
to class A) if the PS Banach orbifold X satisfies Assumption 4.1 and each
local lift (W˜ , E˜W , S˜W ) of (X,E, S) is good (resp. (weakly) k-good relative to
class A˜(W ) in the sense of Definition 3.13, i.e. the following two conditions
are also satisfied:
(i) For each local lift (W˜ , E˜W , S˜W ) of (X,E, S) the PS section S˜W is quasi
(resp. (weakly) k-quasi) transversal to the zero section relative to class
A˜(W ).
(ii) For each local lift (W˜ , E˜W , S˜W ) of (X,E, S) the PS section S˜W is locally
proper relative to class A˜(W ) near Z(S˜W ).
Moreover, (X,E, S) is called smoothly good (resp. smoothly (weakly)
k-good ) relative to class A if the above condition (i) is replaced by
(i)′ For each local lift (W˜ , E˜W , S˜W ) of (X,E, S) the PS section S˜W is
smoothly quasi-transversal (resp. smoothly (weakly) k-quasi-transversal)
to the zero section relative to class A˜(W ).
In the applications to Gromov-Witten invariants and Floer theory, the
condition (i) or (i)′ in Definition 4.3 shall be checked by complicated gluing
arguments.
From now on we assume that S is a (weakly) k-Fredholm PS sec-
tion of index r and with compact zero locus Z(S). As before we
always write(
Ê , Ŵ
)
=
(
Ê(Z(S)), Ŵ (Z(S))
)
,
(
F̂ , V̂
)
=
(
F̂(Z(S)), V̂ (Z(S))
)
.
As in Remark 2.34, for each i = 1, · · · , n let us take pairs of open subsets
W+ji ⊂⊂ U
+j
i , j = 1, · · · , n− 1 such that
W ji ⊂⊂W
+j
i ⊂⊂ U
+j
i ⊂⊂ U
j
i , j = 1, · · · , n− 1.
Then one gets another renormalization of the PS bundle system (Ê , Ŵ ),
(F̂+, V̂ +) =
{(
F̂+I , V̂
+
I
)
, πˆ+I , Πˆ
+
I ,ΓI , πˆ
+I
J , Πˆ
+I
J , λ
I
J
∣∣ J ⊂ I ∈ N},
such that Cl(VI) ⊂ V
+
I and thus Cl(V̂I) ⊂ V̂
+
I for each I ∈ N and that πˆ
+
I ,
Πˆ+I , πˆ
+I
J and Πˆ
+I
J respectively restrict to πˆI , ΠˆI , πˆ
I
J and Πˆ
I
J .
Take the Γi-invariant PS cut-off functions
9 γi : W˜i → [0, 1] with support
in W˜ 1i , i = 1, · · · , n such that
Z(S) ⊂ ∪ni=1U
0
i , (4.3)
where U0i = πi(U˜
0
i ) and U˜
0
i = {x˜ ∈ W˜i | γi(x˜) > 0}. Let S˜i : W˜i → E˜i be the
unique Γi-equivariant lifts of S|Wi , i = 1, · · · , n. Since Cl(U
0
i ) ⊂W
1
i ⊂⊂Wi
and Z(S˜i) ∩ Cl(W˜ 1i ) ⊂ W˜i are compact, and as in § 3 we can find finitely
9Under Assumption 4.1 one might suspect the existence of such PS cut-off functions. If
necessary, we can always shrink Wi and make suitable adjustments for completing arguments.
143
many PS sections of the PS Banach bundles E˜i → W˜i of class A(Wi), s˜ij ,
j = 1, · · · ,mi such that
DS˜i(z˜)(Tz˜W˜i) + span({s˜i1(z˜), · · · , s˜imi(z˜)}) = (E˜i)z˜
for any z˜ ∈ Z(S˜i) ∩ Cl(W˜ 1i ), i = 1, · · · , n. (Note: the second condition in
Definition 3.8 is used again!). Set σ˜ij = γ˜i · s˜ij , j = 1, · · · ,mi. Then
DS˜i(y˜) + span({σ˜i1(y˜), · · · , σ˜imi(y˜)}) = (E˜i)y˜ (4.4)
for any y˜ ∈ Z(S˜i) ∩ U0i and i = 1, · · · , n. By Lemma 2.33 each σ˜ij yields a
global PS section σˆij = {(σˆij)I | I ∈ N} of the system of PS Banach bundles
(F̂ , V̂ ).
As in (2.82) and (2.83) let m = m1 + · · · + mn and consider the PS
Banach bundle system(
P∗1F̂ , V̂ × R
m
)
(4.5)
=
{
(P∗1F̂I , V̂I × R
m), πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N},
and its (weakly) k-Fredholm PS section Υ = {ΥI | I ∈ N},
ΥI : V̂I × R
m → P∗1F̂I , (4.6)(
xˆI , {tij}1≤j≤mi
1≤i≤n
)
7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI)
= SˆI(xˆI) +
∑
i∈I
mi∑
j=1
tij(σˆij)I(xˆI).
Then Cl(V̂I) ⊂ V̂
+
I for each I ∈ N , and Υ = {ΥI | I ∈ N} is naturally
viewed as a PS section of (P∗1F̂
+, V̂ +×Rm). Let uˆI ∈ Cl(V̂I)∩Z(ŜI). Then
ΥI(uˆI , 0) = 0 and it follows from (4.3) that uI = πˆI(uˆI) ∈ ∪ni=1U
0
i . So uI
sits in U0iq ⊂ Wiq for some iq ∈ I because of (2.69). As in (2.89), in the
natural pullback charts of those in (2.87) and (2.88) we have the following
local expression of ΥI ,
ΥIq : O˜iq × R
m → P∗1(E˜iq | eOiq ), (4.7)(
x˜, {tij}1≤j≤mi
1≤i≤n
)
7→ S˜iq (x˜) +
∑
i∈I
mi∑
j=1
tij(Φi ◦ Λiqi)
−1
(
σ˜ij(φi ◦ λiqi(x˜))
)
= S˜iq +
miq∑
j=1
tiqj σ˜iqj +
∑
i∈I\{iq}
mi∑
j=1
tij τ˜
q
ij .
Here τ˜qij(x˜) = (Φi ◦ Λiqi)
−1
(
σ˜ij(φi ◦ λiqi(x˜))
)
. Note that multiplying τ˜qij by
a PS cut-off function near u˜iq ∈ O˜iq gives a PS section of the PS Banach
bundle E˜iq → W˜iq of class A˜(Wiq ). So by Definition 4.3 we get a small open
neighborhood O(u˜iq ) of u˜iq in O˜iq and ε > 0 such that:
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(4.7)1 The restriction of the PS section ΥIq to O(u˜iq )×Bε(R
m) is a (weakly)
k-Fredholm PS section that is transversal to the zero section.
(4.7)2 The closure of the set (O(u˜iq )×Bε(R
m)) ∩Υ−1Iq (0) in Cl(O(u˜iq ))×
Rm ⊂ W˜iq × R
m is compact.
It follows that there exists a neighborhood U(uˆI) of uˆI in V̂
+
I such that:
(4.7)3 The restriction of the PS section ΥI to U(uˆI)×Bε(Rm) is a (weakly)
k-Fredholm PS section that is transversal to the zero section.
(4.7)4 The closure of the set (U(uˆI) × Bε(Rm)) ∩ Υ
−1
I (0) in Cl(U(uˆI)) ×
Rm ⊂ V̂ +I × R
m is compact.
As before using the compactness of Cl(V̂I) ∩ Z(ŜI) ⊂ V̂
+
I we can find a
small neighborhood UI of Cl(V̂I) ∩ Z(ŜI) in V̂
+
I such that:
(4.7)5 The restriction of the PS section ΥI to UI × Bε(Rm) is a (weakly)
k-Fredholm PS section that is transversal to the zero section.
(4.7)6 The set (UI ×Bε(Rm)) ∩Υ
−1
I (0) has a compact closure in Cl(UI)×
Rm ⊂ V̂ +I × R
m.
Take an open neighborhood W∗ of Z(S) such that
W∗ ⊂ (∪I∈NUI) ∩ (∪
n
i=1U
0
i ).
Then as before we have a system of PS Banach bundles
(F̂∗, V̂ ∗) =
{
(F̂ ∗I , V̂
∗
I ), πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N},
called the restriction of (F̂ , V̂ ) to the open subset W∗. Clearly, V̂ ∗I ⊂ V̂I
and thus Cl(V̂ ∗I ) ⊂ V̂
+
I for any I ∈ N . Note that each global section
σˆ = {(σˆ)I | I ∈ N} of (F̂ , V̂ ) restricts to a global section of (F̂∗, V̂ ∗), still
denoted by σˆ without confusions. Since N is finite by shrinking ε > 0 and
W∗ we get:
Theorem 4.4 There exists a small open neighborhood W∗ of Z(S) in X
and ε > 0 such that for the restriction bundle system (F̂∗, V̂ ∗) of (F̂ , V̂ ) to
W∗ the restriction of the global section Υ =
{
ΥI | I ∈ N
}
to (P∗1F̂
∗, V̂ ∗ ×
Bε(Rm)) is a (weakly) k-Fredholm PS section that is transversal to the zero
section. Consequently, for each I ∈ N the set
Ω̂I(S) := {(xˆI , t) ∈ V̂
∗
I ×Bε(R
m) |ΥI(xˆI , t) = 0}
is a weakly k-PS submanifold of dimension Ind(S) + m and has compact
closure in Cl(V̂ ∗I )×R
m ⊂ V̂ +I ×R
m. They are compatible in the sense that
for any J ⊂ I ∈ N ,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ×Bε(R
m)) ∩ Ω̂I(S)
)
= Im(πˆIJ ) ∩ Ω̂J(S) and
that for any (xˆJ , t) ∈ Im(πˆIJ ) ∩ Ω̂J(S) all
|ΓI | − |ΓI(xˆI)|+ 1
|ΓJ | − |ΓJ(xˆJ )|+ 1
=
∏
i∈I\J
(|Γi| − |ΓJ (xˆJ )|
1/|J| + 1)
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elements of the inverse image (πˆIJ )
−1((xˆJ , t)) sit in (πˆ
I
J )
−1(V̂ ∗J ×Bε(R
m))∩
Ω̂I(S) for any (xˆI , t) ∈ (πˆIJ )
−1((xˆJ , t)). So for
Ŵ ◦J := {xˆI ∈ ŴJ (S) |ΓI(xˆI) = {1}} and
Ω̂J(S)
◦ := Ω̂J(S) ∩ (Ŵ
◦
J ×Bε(R
m)),
the restriction of the projection
πˆIJ : (πˆ
I
J )
−1(V̂ ∗J ×Bε(R
m)) ∩ Ω̂I(S)→ Im(πˆ
I
J ) ∩ Ω̂J(S)
to (πˆIJ )
−1(V̂ ∗J ×Bε(R
m)) ∩ Ω̂I(S)◦ is a |ΓI |/|ΓJ |-fold (regular) PS covering
to Im(πˆIJ )∩Ω̂J (S)
◦. Moreover, if (X,E, S) is smoothly good (resp. smoothly
(weakly) k-good) then the above each Ω̂I(S) is a smooth manifold of dimen-
sion Ind(S) +m (though it is not necessarily equal to Ω̂I(S)
◦).
The remarks and conventions below Theorem 3.14 are also effective in
this section.
From now on we also assume that X is separable, i.e. each stratum
of it is separable. Since N is a finite set Theorem 4.4 and the Sard-Smale
theorem immediately give:
Corollary 4.5 There exists a residual subset Bε(Rm)res ⊂ Bε(Rm) such
that for each t ∈ Bε(Rm)res the global section Υ(t) = {Υ
(t)
I | I ∈ N} of
the PS Banach bundle system
(
F̂∗, V̂ ∗
)
is a (weakly) k-Fredholm PS section
that is transversal to the zero section and the set M̂tI(S) := (Υ
(t)
I )
−1(0) is a
weakly k-PS submanifold of dimension Ind(S) and with compact closure in
Cl(V̂ ∗I ) ⊂ V̂
+
I ⊂ Ŵ
+
I . Here t = {tij}1≤j≤mi
1≤i≤n
and
Υ
(t)
I : V̂
∗
I → F̂
∗
I , xˆI 7→ ΥI(x˜, t) = SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI).
Moreover, the family
M̂t(S) =
{
M̂tI(S) : I ∈ N
}
(4.8)
is compatible in the sense that for any J ⊂ I ∈ N ,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
)
= Im(πˆIJ ) ∩ M̂
t
J(S) and
that for any xˆJ ∈ Im(πˆIJ ) ∩ M̂
t
J(S) the inverse image (πˆ
I
J )
−1(xˆJ ) contains
|ΓI | − |ΓI(xˆI)|+ 1
|ΓJ | − |ΓJ(xˆJ )|+ 1
=
∏
i∈I\J
(|Γi| − |ΓJ (xˆJ )|
1/|J| + 1)
elements and all sit in (πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S) for any xˆI ∈ (πˆ
I
J )
−1(xˆJ ). So
for each stratum V̂ ∗Jα of V̂
∗
J and
M̂tJ(S)α := M̂
t
J(S) ∩ V̂
∗
Jα,
M̂tJ(S)
◦ := M̂tJ(S) ∩ V̂
∗◦
J and
M̂tJ(S)
sing := M̂tJ(S) ∩ V̂
∗sing
J
 (4.9)
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it also holds that
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ ∂
kM̂tI(S)α
)
= Im(πˆIJ ) ∩ ∂
kM̂tJ(S)α,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
◦
)
= Im(πˆIJ ) ∩ M̂
t
J(S)
◦,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
sing
)
= Im(πˆIJ ) ∩ M̂
t
J(S)
sing
 (4.10)
where k ∈ N and ∂kV̂ ∗Jα is the k-boundary of V̂
∗
Jα as defined in Defini-
tion A.6. Moreover, the restriction of the projection
πˆIJ : (πˆ
I
J )
−1(V̂ ∗J ) ∩ M̂
t
I(S)→ Im(πˆ
I
J ) ∩ M̂
t
J(S) (4.11)
to (πˆIJ )
−1(V̂ ∗J )∩M̂
t
I(S)
◦ is a |ΓI |/|ΓJ |-fold (regular) PS covering to Im(πˆIJ )∩
M̂tJ(S)
◦. Note, as in §2, that each πˆI : M̂tJ(S)(resp. M̂
t
J(S)
◦) → X is
also proper. Furthermore, if (X,E, S) is smoothly good (resp. smoothly
(weakly) k-good) then the above each M̂tI(S) is a smooth manifold of dimen-
sion Ind(S) (though it is not necessarily equal to M̂tI(S)
◦), and each stratum
M̂tI(S)α is a submanifold of it.
For the final claim the reader may refer to the proof of Theorem 3.14.
Corresponding to Propositions 2.40, 2.44 we also have:
Proposition 4.6 (i) For any given small open neighborhood U of Z(S)
in ∪ni=1Wi there exists ǫ ∈ (0, ε) such that πˆI(M̂
t
I(S)) ⊂ U for any
t ∈ Bǫ(Rm).
(ii) If (X,E, S) is oriented then each weakly k-PS manifold M̂tI(S) in (4.8)
may be oriented naturally and the map πˆIJ in (4.11) is orientation
preserving for any J ⊂ I ∈ N .
(iii) For any two t, t′ ∈ Bε(Rm)res the families of weakly k-PS manifolds
M̂t(S) = {M̂tI(S)|I ∈ N} and M̂
t′(S) = {M̂t
′
I (S)|I ∈ N} are cobor-
dant in the sense that there exist generic paths γ : [0, 1] → Bε(Rm)
from t to t′ such that:
(a) for I ∈ N the set
Υ−1I (γ) :=
⋃
t∈[0,1]
(Υ
γ(t)
I )
−1(0)× {t}
is a weakly k-PS manifold of dimension Ind(S) + 1 and with boundary
{0}×M̂tI(S)∪(−{1}×M̂
t′
I (S)) (Here (X,E, S) has been assumed to be
oriented. Otherwise the negative sign before {1} should be removed.)
(b) the family Υ−1(γ) = {Υ−1I (γ) | I ∈ N} is compatible in the similar
sense to (4.11);
(c) Υ−1I (γ) has a compact closure in Cl(V̂
∗
I )× [0, 1] ⊂ V̂
+
I × [0, 1].
(iv) Assume δ ∈ (0, ε] so that the closure of ∪I∈N πˆI(M̂
t
I(S)) in ∪
n
i=1Wi
may be contained in ∪I∈NV ∗I for any t ∈ Bδ(R
m). (This is always
possible by (i) and Theorem 4.4.) Then for any t ∈ Bδ(Rm)res the
set ∪I∈N πˆI(M̂tI(S)) is compact. Consequently, the family M̂
t(S) ={
M̂tI(S) | I ∈ N
}
is “like” an open cover of a compact weakly k-PS
manifold. Specially, each M̂tI(S) is a finite set provided that Ind(S) =
0.
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Proof. (i) The claim can be proved by completely repeating the proof of
Proposition 2.40(i).
(ii) Combining the proof of Proposition 2.44 with that of Theorem 3.14(ii.3)
one can complete the proof.
(iii) Let P l(t, t′) denote the space of all Cl-smooth paths γ : [0, 1] →
Bε(Rm) from t to t′. It is a Banach manifold. Consider the obvious pullback
PS Banach bundle system(
P∗1F̂
∗, V̂ ∗ × P l(t, t′)× [0, 1]
)
=
{(
P∗1F̂
∗
I , V̂
∗
I × P
l(t, t′)× [0, 1]
)
, πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N}
and its global section Ψ = {ΨI | I ∈ N} given by
ΨI : V̂
∗
I × P
l(t, t′)× [0, 1]→ P∗1F̂
∗
I ,
(xˆI , γ, s) 7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
γ(s)ij(σˆij)I(xˆI).
Here γ(s) = {γ(s)ij}1≤j≤mi
1≤i≤n
, P1 is the projection to the first factor. As in
Step 1 in the proof of Theorem 3.14(ii.4) we can prove that ΨI is transversal
to the zero section. Since N is finite, the standard arguments yields a
residual subset P l(t, t′)reg ⊂ P l(t, t′) such that for each I ∈ N and γ ∈
P l(t, t′)reg the PS section
ΨγI : V̂
∗
I × [0, 1]→ P
∗
1F̂I ,
(xˆI , s) 7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
γ(s)ij(σˆij)I(xˆI)
is a (weakly) k-Fredholm PS section of index Ind(S) + 1 that is transversal
to the zero section. That is, for each γ ∈ P l(t, t′)reg the global section
Ψγ = {ΨγI | I ∈ N} of the pullback PS Banach bundle system(
P∗1F̂
∗, V̂ ∗ × [0, 1]
)
=
{
(P∗1F̂
∗
I , V̂
∗
I × [0, 1]), πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N},
is a (weakly) k-Fredholm PS section of index Ind(S) + 1 that is transversal
to the zero section. It follows that for each γ ∈ P l(t, t′)reg and I ∈ N the
weakly k-PS manifold with boundary (and corner)
(ΨγI )
−1(0) =
{
(xˆI , s) ∈ V̂
∗
I × [0, 1] |ΨI(xˆI , γ, s) = 0
}
(4.12)
forms a cobordism between the weakly k-PS manifolds M̂tI(S) and M̂
t′
I (S).
This completes the proof of (a) in (iii).
The conclusion of (b) in (iii) is obtained naturally. In order to prove (c)
in (iii), note that Υ
γ(s)
I (x) = Ψ
γ
I (x, s) for (x, s) ∈ V̂
∗
I × [0, 1]. Let (xˆIk, sk) ∈
(ΨγI )
−1(0) and sk → s0 ∈ [0, 1]. Then
SˆI(xˆIk) +
n∑
i=1
mi∑
j=1
γ(sk)ij(σˆij)I(xˆIk) = 0
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for k = 1, 2, · · · , and γ(sk)ij → γ(s0)ij in Rm as k → ∞. By Theorem 4.4
the sequence {(xˆIk, γ(sk))} has a convergent subsequence in Cl(V̂ ∗I )×R
m ⊂
V̂ +I ×R
m. It follows that {xˆIk} has a convergence subsequence in Cl(V̂ ∗I ) ⊂
V̂ +I . Hence Υ
−1
I (γ) = (Ψ
γ
I )
−1(0) has a compact closure in Cl(V̂ ∗I )× [0, 1] ⊂
V̂ +I × [0, 1]. (iii) is proved.
(iv) The proof can be obtained by replaceing the word “manifold” therein
by “PS manifold”, and Corollary 2.39 by Corollary 4.5 in the proof of Propo-
sition 2.40(iii). ✷
As in Remark 2.43, if Z(S) ⊂ Int(X)) then PS manifold (ΨγI )
−1(0) in
(4.12) has only boundary but no corner for ε > 0 sufficiently small. In this
case the family M̂t(S) =
{
M̂tI(S) | I ∈ N
}
is “like” an open cover of a
compact weakly k-PS manifold. If Z(S) ∩ ∂X 6= ∅ then the PS manifold
(ΨγI )
−1(0) might have only boundary but corner.
Clearly, if S is transversal to the zero section so is the section Ŝ =
{ŜI : I ∈ N}. In this case S−1(0) is a compact PS orbifold of dimen-
sion Ind(S) and t = 0 ∈ Bε(Rm)res. It follows from Proposition 4.6 that
∪I∈N πˆI(M̂
0
I (S)) = S
−1(0) and that M̂0(S) = {M̂0I (S) : I ∈ N} is cobor-
dant to M̂t(S) = {M̂tI(S) : I ∈ N} for any t ∈ Bε(R
m)res. Actually,
M̂t(S) is exactly a resolution of the PS orbifold S−1(0).
4.2 Framework I
This framework is designed for the application to the (closed string) Gromov-
Witten invariants. We shall develop our theory in a weaker framework
though what is needed in GW-theory as in [LiT] is the case that (X,E, S)
is a (weakly) PS 1-Fredholm orbibundle which is smoothly (weakly) 1-good
and satisfies Assumptions 4.1, 4.7.
From now on, besides the assumptions in Section 4.1 we also assume that
k ≥ 1 and
• (X,E, S) is oriented,
• all PS Banach orbifolds satisfy Assumption 4.1.
As before let X0 be the top strata of X . Denote by
M̂tI(S)0 = M̂
t
I(S) ∩ (πˆI)
−1(X0),
∂iM̂tI(S)0 = M̂
t
I(S) ∩ (πˆI)
−1(∂iX0) ∀i ∈ N.
In this subsection we also write ∂M̂tI(S)0 = ∂
1M̂tI(S)0. By (4.10) it holds
that for any J ⊂ I ∈ N and i ∈ N,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)0
)
= Im(πˆIJ ) ∩ M̂
t
J(S)0,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ ∂
iM̂tI(S)0
)
= Im(πˆIJ ) ∩ ∂
iM̂tJ(S)0.
}
(4.13)
In order to use the family M̂t(S), t ∈ Bδ(Rm)res constructing the virtual
Euler class we need to make a stronger assumption than 1-regularity of X :
Assumption 4.7 The top stratum X0 of X is contained in the regular part
X◦ of X .
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If we only discuss the results on the level of chains, this assumption is
not actually needed. Under Assumption 4.7 the top stratum M̂tI(S)0 is
contained in the regular part M̂tI(S)
◦ of M̂tI(S) and other strata of M̂
t
I(S)
have at most dimension r − 2. As in Section 2.6 we can use the family
{M̂tI(S)0 | I ∈ N} to construct a family of cobordant rational singular chains
of dimension Ind(S) in X , denoted by
e(E, S)t := “
∑
I∈N
”
1
|ΓI |
{
πˆI : M̂
t
I(S)0 → X
}
∀t ∈ Bδ(R
m)res. (4.14)
Then as before the boundary of e(E, S)t is given by
∂e(E, S)t = “
∑
I∈N
”
1
|ΓI |
{
πˆI : ∂M̂
t
I(S)0 → X
}
. (4.15)
Corresponding with Claim 2.46 we have:
Claim 4.8 ∂e(E, S)t is a rational singular cycle in X and the class of it,
[∂e(E, S)t], is zero in Hr−1(X,Q).
As in Remark 2.43(iii) let ∼ be the equivalence relation in the disjoint
union
∐
I∈N M̂
t
I(S)0 generated by setting yˆI ∼ zˆJ if J ⊂ I and πˆ
I
J (yˆI) = zˆJ .
Denote by
M
t
(S)0 :=
∐
I∈N
M̂tI(S)0/ ∼ (4.16)
and by qˆI : M̂tI(S)0 →M
t
(S)0 the restriction of the obvious quotient map
to M̂tI(S)0. Since M̂
t
I(S)0 ⊂ M̂
t
I(S)
◦ we have a well-defined label function
λ :M
t
(S)0 → Q, x¯ 7→
|qˆ−1I (x¯)|
|ΓI |
if x¯ ∈ Im(qˆI), (4.17)
where |qˆ−1I (x¯)| is the number of elements in the set qˆ
−1
I (x¯) and xˆI is any
element in qˆ−1I (x¯). With the same way we also define
∂M
t
(S)0 :=
∐
I∈N
∂M̂tI(S)0/ ∼ (4.18)
Then the label function above naturally restricts to it, and all πˆI , I ∈ N ,
can be glued into a map πˆ from M
t
(S)0 to X . It is not hard to check that
as rational singular chains in X ,
e(E, S)t = [πˆ :M
t
(S)0 → X ]. (4.19)
If the top stratum X0 is a Banach orbifold without boundary
and corner, then for t sufficiently small e(E, S)t is a rational singular cycle
in X , called a virtual Euler cycle of the triple (X,E, S), and its homology
class
e(E, S) = [e(E, S)t] ∈ Hr(M,Q) (4.20)
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is said to be the virtual Euler class of the triple. Combining the above
arguments with ones in Section 2.6 we can also prove that the homology
class e(E, S) is independent of choices of the PS section σ˜ij of class A and
open subsets Wi.
Now we begin to discuss the properties of the virtual Euler cycle (class)
of the (weakly) PS Banach k-Fredholm orbibundles. Their proofs can be
obtained by combining those of the corresponding properties in § 2 and § 3,
and are left to the interested readers. We only point out the places where
some differences shall occur.
Let (X,E, S) be as above and Λ ⊂ Z(S) be a nonempty compact subset.
As in Section 2.7, if one only requires:
(i) {Wi}ni=1 is an open cover of Λ,
(ii) W∗ is an open neighborhood of Λ, denoted by W∗(Λ),
then we get the corresponding systems of PS Banach bundles,(
Ê(Λ), Ŵ (Λ)
)
:=
{(
ÊI , ŴI
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N},(
F̂(Λ), V̂ (Λ)
)
:=
{(
F̂I , V̂I
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N},(
F̂∗(Λ), V̂ ∗(Λ)
)
:=
{(
F̂ ∗I , V̂
∗
I
)
, πˆI , ΠˆI ,ΓI , πˆ
I
J , Πˆ
I
J , λ
I
J
∣∣ J ⊂ I ∈ N},
where VI , V̂I , F̂I (resp. V
∗
I , V̂
∗
I , F̂
∗
I ) are defined as in (2.65) and (2.66)
(resp. (2.71)). Corresponding with the sections Υ(t) = {Υ
(t)
I | I ∈ N}
in Corollary 4.5 we have a family of (weakly) k-Fredholm PS sections of(
F̂∗(Λ), V̂ ∗(Λ)
)
,{
Υ(t)(Λ) = {Υ
(t)
I (Λ) | I ∈ N}
∣∣∣ t = {tij}1≤j≤mi
1≤i≤n
∈ Bε(R
m)
}
,
Υ
(t)
I (Λ) : V̂
∗
I → F̂
∗
I , xˆI 7→ ΥI(xˆ, t) = SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI),
and a residual subset Bε(Rm)Λres of Bε(R
m) such that for each I ∈ N the
following are true.
(a) For each t ∈ Bε(Rm)Λres the PS section Υ
(t)
I (Λ) is a (weakly) k-Fredholm
section that is transversal to the zero section,
(b) (Υ
(t)
I (Λ))
−1(0) is a PS manifold with compact closure in Cl(V̂ ∗I ) ⊂ V̂
+
I ,
(c) For any t, t′ ∈ Bε(Rm)Λres the corresponding PS manifolds (Υ
(t)
I (Λ))
−1(0)
and (Υ
(t′)
I (Λ))
−1(0) are cobordant.
So we get a family of cobordant rational chains near Λ of dimension r,
denoted by
e(E, S)tΛ := “
∑
I∈N
”
1
|ΓI |
{πˆI : M̂
t
I(S,Λ)0 → X} ∀t ∈ Bε(R
m)Λres,
and called virtual Euler chains relative to Λ of the triple (X,E, S). Here
M̂tI(S,Λ) := (Υ
(t)
I (Λ))
−1(0) is a weakly k-PS manifold of dimension r and
with compact closure in Cl(V̂ ∗I ) ⊂ V̂
+
I , and M̂
t
I(S,Λ)0 is the top stratum
of M̂tI(S,Λ), i.e., M̂
t
I(S,Λ)0 = M̂
t
I(S,Λ) ∩ (πˆI)
−1(X0).
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Let P be a smooth orbifold of finite dimension and f : X → P be a PS
map. If α ∈ Hr(P,R) has a differential form representative α∗ such that
the support supp(f∗α∗) of f∗α∗ is contained in Λ then we can define the
integration ∫
e(E,S)tΛ
f∗α∗ := “
∑
I∈N
”
1
|ΓI |
∫
cMt
I
(S,Λ)0
(f ◦ πˆI)
∗α∗. (4.21)
Here the integration in the right side is understand as follows: Multiply the
form f∗α∗ by a PS function to [0, 1] which is 1 outside a small neighborhood
of M̂tI(S,Λ)\M̂
t
I(S,Λ)0 and 0 inside a smaller neighborhood and then pass
to a limit as these neighborhoods get smaller. As before,
∑
I∈N is put in
double quotation marks in (4.21) because the repeating part is only counted
once. Corresponding with Proposition 2.50 and Proposition 3.16 we have:
Proposition 4.9 (First localization formula). Let Assumption 4.7 be
satisfied so that the virtual Euler class e(E, S) is well-defined as in (4.14).
Then there exists a residual subset Bε(Rm)⋆res ⊂ Bε(R
m)Λres such that
〈e(E, S), f∗α〉 =
∫
e(E,S)tΛ
f∗α∗
for any t ∈ Bε(Rm)⋆res.
As above Proposition 2.51, if e(E, S) exists and Λi, i = 1, · · · , p, are all
connected components of Z(S), then one can start from these Λi to construct
homology classes e(E, S)Λi ∈ Hr(X,Q), i = 1, · · · , p such that
e(E, S) =
p∑
i=1
e(E, S)Λi .
Let (X,E, S) be as above and X = ∪α∈ΛXα be the stratification de-
composition of X . Denote by rα the index of the restriction of S to Xα.
Then for each α ∈ Λ, Xα := ∪β≺αXβ is a PS Banach suborbifold of X ,
and (Xα, E|Xα , S|Xα) is also a (weakly) PS Banach k-Fredholm orbibundle
of index rα. Moreover, a PS suborbifold Y = ∪α∈Λ0Yα ⊂ X indexed by a
partial order subset Λ0 ⊂ Λ with the maximal element α0 is said to have fi-
nite codimension n if the top stratum Yα0 of Y is a Banach suborbifold of
codimension n in Xα0 and other strata of Y have at least finite codimension
n in the corresponding strata of X . As arguments below Proposition 3.16,
(Y,E|Y , S|Y ) is only a weakly PS Banach k-Fredholm orbibundle of index
rα0 − n. When Y is closed in X , Z(S|Y ) is also closed and thus compact
in Y by the compactness of Z(S) in X . In the following we always con-
sider these two kinds of PS suborbifolds and assume that they are
closed in X . Then (Y,E|Y , S|Y ) is also a PS Banach Fredholm orbibundle
with rich PS sections of A|Y , where A|Y is the class of PS sections of E|Y
obtained by restricting the PS sections of E of class A to Y .
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Note that each local lift (W˜ , E˜W , S˜W ) of (X,E, S) with W ∩ Y 6= ∅
restricts to a natural lift of (Y,E|Y , S|Y ),
(W˜ y , E˜yW , S˜
y
W ) =
(
π−1W (W ∩ Y ), E˜W |π−1
W
(W∩Y ), S˜W |eSW
)
. (4.22)
Since Y is closed in X one may easily prove that S˜yW is locally proper relative
to class A˜(W ∩ Y ) near Z(S˜yW ). Here A˜(W ∩ Y ) denotes the class of those
sections consisting of the restrictions of the PS sections in A˜(W ) to W˜ y.
Carefully checking arguments above Proposition 3.17 and ones between
Claim 4.2 and Definition 4.3 we can prove that S˜yW is weakly k-quasi transver-
sal to the zero section relative to class A˜(W ∩ Y ). So we get
(Y,E|Y , S|Y ) is a (weakly) PS Banach k-Fredholm orbibundle
which is (weakly) k-good if Y = Xα, and a weakly PS Banach
k-Fredholm orbibundle which is weakly k-good if Y is a PS
suborbifold of finite codimension that is closed in X.
The following is a generalization of Proposition 2.51 and Proposition 3.17.
Proposition 4.10 (The restriction principle). Let (X,E, S) be an ori-
ented (weakly) PS Banach k-Fredholm orbibundle of index r and with com-
pact zero locus, have rich PS sections of class A and be (weakly) k-good
relative to the class A. Suppose that a closed subset Y ⊂ X belongs to one
of the above two classes of PS suborbifolds. 10 Assume also that Y is flat
in X in the sense that for each point y ∈ Y and each open neighborhood U
of it in X there exists another open neighborhood V ⊂ U of y in X such
that Cl(V ∩ Y ) = Cl(V )∩ Y . Then there exist a family of cobordant virtual
Euler chains of the triple (X,E, S),
e(E, S)t
′
= “
∑
I∈N ′
”
1
|ΓI |
{πˆI : M̂
t′
I (S)0 → X} ∀t
′ ∈ Bε(R
m′)res,
and another family of cobordant virtual Euler chains of (Y,E|Y , S|Y ),
e(E|Y , S|Y )
t = “
∑
I∈N
”
1
|ΓI |
{πˆyI : M̂
t
I(S|Y )0 → Y } ∀t ∈ Bε(R
m)res,
such that for
t′ = {tij}1≤j≤mi
1≤i≤n′
∈ Bε(R
m′)res and t := {tij}1≤j≤mi
1≤i≤n
one has
M̂t
′
I (S) ∩ πˆ
−1
I (Y ) = ∅ ∀I ∈ N
′ \ N ,
M̂tI(S|Y ) = M̂
t′
I (S) ∩ πˆ
−1
I (Y ),
M̂tI(S|Y )
◦ = M̂t
′
I (S)
◦ ∩ πˆ−1I (Y ),
M̂tI(S|Y )
sing = M̂t
′
I (S)
sing ∩ πˆ−1I (Y ),
πˆyIJ = πˆ
I
J |cMt
I
(S|Y )

10Actually we only need to assume that some closed neighborhood of Z(S|Y ) in Y is flat in
X.
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for any I ∈ N and J ⊂ I. It follows that
M
t
(S|Y )
◦ =M
t′
(S)◦ ∩ πˆ−1(Y ) and πˆy = πˆ|
M
t
(S|Y )◦
.
Roughly speaking, e(E|Y , S|Y )t is the intersection of e(E, S)t
′
with Y .
It should be noted that if Y ∩ X0 = ∅ then M
t′
(S)◦ ∩ πˆ−1(Y ) = ∅. In
this case even if both classes e(E|Y , S|Y ) and e(E, S) exist we cannot get
any relation between them. However, this restriction principle is convenient
for understanding relations among chains.
Proof of Proposition 4.10. This result can be obtained by almost repeat-
ing the proof of Proposition 2.51. We only give different arguments. The
first is to omit the second sentence “ One can check that Assumption 2.45
also holds for the suborbifold Y .” in the proof of Proposition 2.51. Next, in
the present case the corresponding result with (2.125) cannot be obtained.
The purpose that we assume Y to be flat is for getting it.
Finally, let us replace the arguments below (2.127) as follows. Recall
the arguments between (4.3) and (4.4). We have the Γi-invariant PS cut-
off functions γi : W˜i → [0, 1] with support in W˜ 1i , i = 1, · · · , n
′ such that
Z(S) ⊂ ∪n
′
i=1U
0
i , where U
0
i = πi(U˜
0
i ) and U˜
0
i = {x˜ ∈ W˜i | γi(x˜) > 0}. Let
S˜i : W˜i → E˜i be unique Γi-equivariant lifts of S|Wi , i = 1, · · · , n
′. Since
Cl(U0i ) ⊂W
1
i ⊂⊂Wi, using the compactness of Z(S˜i) ∩ Cl(W˜
1
i ) ⊂ W˜i and
the assumption of richness we can find finitely many PS sections of the PS
Banach bundle E˜i → W˜i of class A(Wi), s˜ij , j = 1, · · · ,mi such that
DS˜i(z˜)(Tz˜W˜i) + span({s˜i1(z˜), · · · , s˜imi(z˜)}) = (E˜i)z˜
for any z˜ ∈ Z(S˜i) ∩ Cl(W˜ 1i ), i = 1, · · · , n
′. Set σ˜ij = γ˜i · s˜ij , j = 1, · · · ,mi.
Then
DS˜i(z˜) + span({σ˜i1(z˜), · · · , σ˜imi(z˜)}) = (E˜i)z˜
for any z˜ ∈ Z(S˜i) ∩ Cl(U0i ) and i = 1, · · · , n
′. By Lemma 2.33 each σ˜ij
yields a global PS section σˆij = {(σˆij)I | I ∈ N} of the system of PS Banach
bundles (F̂ , V̂ ).
Note that for each i = 1, · · · , n, the restriction
S˜yi = S˜i|fWy
i
: W˜ yi → E˜
y
i
is exactly the lift of the restriction S|Wy
i
, and the restriction of γi to W˜
y1
i ,
denote by γyi , has support contained in W˜
y1
i . Hence
U˜y0i := {x˜ ∈ W˜
y
i | γ
y
i (x˜) > 0} = U˜
0
i ∩ W˜
y
i ⊂⊂ W˜
y1
i and
Z(S|Y ) ⊂
n⋃
i=1
Uy0i =
n⋃
i=1
πi(U˜
y0
i ).
Let s˜yij denote the restriction of s˜ij to W
y
i . Define sections
σ˜yij := γ
y
i · s˜
y
ij : W˜
y
i → E˜
y
i , j = 1, · · · ,mi.
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They are restrictions of σ˜ij to W
y
i . Since both the sections S˜i and S˜
y
i are
weakly k-Fredholm, by increasing mi we may assume
DS˜yi (z˜) + span({σ˜
y
i1(z˜), · · · , σ˜
y
imi
(z˜)}) = (E˜yi )z˜
for any z˜ ∈ Z(S˜yi ) ∩ Cl(U
y0
i ) and i = 1, · · · , n.
By the assumptions, (X,E, S) is (weakly) k-good relative to class A
and (Y,E|Y , S|Y ) is weakly k-good relative to class A|Y as showed above
Proposition 4.10. As the arguments below (4.5) we use these to get a global
PS section of
(
F̂∗, V̂ ∗
)
, Υ(t
′) = {Υ
(t′)
I | I ∈ N
′} given by
Υ
(t′)
I : V̂
∗
I → F̂
∗
I , xˆI 7→ SˆI(xˆI) +
n′∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI),
and that of
(
F̂y∗, V̂ y∗
)
, Υy(t) = {Υ
y(t)
I | I ∈ N} given by
Υ
y(t)
I : V̂
y∗
I → F̂
y∗
I , xˆI 7→ Sˆ
y
I (xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
y
ij)I(xˆI).
Here N = {I ∈ N ′ | max I ≤ n}. Furthermore we can find a small ε > 0
and a residual subset Bε(Rm
′
)res ⊂ Bε(Rm
′
), m′ =
∑n′
i=1mi such that for
any
t′ = {tij}1≤j≤mi
1≤i≤n′
∈ Bε(R
m′)res and t := {tij}1≤j≤mi
1≤i≤n
the above PS sections Υ
(t′)
I and Υ
y(t)
I are all weakly k-Fredholm PS sections
that are transversal to the zero section (by shrinking W∗ and increasing n
and n′ if necessary). (Note that when t′ takes over Bε(Rm
′
)res all corre-
sponding t := {tij}1≤j≤mi
1≤i≤n
form a residual subset Bε(Rm)res ⊂ Bε(Rm).)
Set
M̂t
′
(S) =
{
M̂t
′
I (S) = (Υ
(t′)
I )
−1(0) | I ∈ N ′
}
and
M̂t(S|Y ) =
{
M̂tI(S|Y ) = (Υ
(t)
I )
−1(0) | I ∈ N
}
,
and repeat the remnant arguments in the proof of Proposition 2.51 to arrive
at the desired conclusions. ✷
Recall that Proposition 2.51 is used in the proofs of Propositions 2.54,
2.56 and 2.57. When proving the corresponding result with 2.56, i.e., the
following Proposition 4.14, we need the flatness of Y = X×{i} in X× [0, 1],
i = 0, 1. These hold obviously. However, for the corresponding results with
Propositions 2.54 and 2.57, i.e., the following Proposition 4.12 and 4.15 we
shall add this condition.
Corollary 4.11 (Second localization formula). Let f : X → P be a PS
map from X to an oriented smooth orbifold of finite dimension, and Q ⊂ P
be an oriented closed suborbifold of dimension m such that
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(i) Y := f−1(Q) ⊂ X is a PS Banach suborbifold of codimension dimP−m,
(ii) Y is flat in X and satisfies Assumption 4.7,
(iii) the top stratum of Y , Y0, is contained in the top stratum X0 of X.
Assume also that e(E, S) exists and that (Y,E|Y , S|Y ) is orientable and
e(E|Y , S|Y ) exists (after choosing an orientation of it). Then for any class
κ ∈ H∗(Q,R) of dimension dimP − r it holds that
〈PDQ(κ), f∗(e(E|Y , S|Y ))〉 = 〈PDP (κ), f∗(e(E, S))〉.
Here PDQ(a) (resp. PDP (a)) is the Poincare´ duality of a in H
∗(Q,R)
(resp. H∗(P,R)).
Since Y0 ⊂ X0, (Y,E|Y , S|Y ) has index r−dimP +m and it follows from
Proposition 4.10 that M̂tI(S|Y )0 = M̂
t′
I (S) ∩ πˆ
−1
I (Y0) = M̂
t′
I (S)0 ∩ πˆ
−1
I (Y )
for any I ∈ N . The desired equality can be obtained as in the proof of
Proposition 1.12. If the top stratum of Y can be contained a lower stratum
ofX , then f∗(e(E|Y , S|Y )) ∈ H∗(P,Q) has degree less than r+m−dimP . In
this case 〈PDQ(κ), f∗(e(E|Y , S|Y ))〉 is necessarily zero because PDQ(κ) ∈
Hr+m−dimP (Q,R). But 〈PDP (κ), f∗(e(E, S))〉 might be nonzero. So the
assumption Y0 ⊂ X0 is reasonable and necessary.
Now we shall give a common generalization of Proposition 2.54 and
Proposition 3.18.
Let X be a separable PS Banach orbifold satisfying Assumption 4.7, and
(X,E(i), S(i)) be the oriented (weakly) PS Banach k-Fredholm orbibundles
of index ri and with compact zero locus Z(S
(2)), i = 1, 2. Assume also
that (X,E(i), S(i)) has rich local PS sections of class Ai and is (weakly)
k-good relative to the class Ai, i = 1, 2. Consider the direct sum E :=
E(1) ⊕ E(2) → X , S := S(1) ⊕ S(2) : X → E and A := A1 ⊕ A2. Clearly,
Z(S) = Z(S(1)) ∩ Z(S(2)) and Z(S) = Z(S(1)|Z(S(2)). Then (X,E, S) is
an oriented (weakly) PS Banach k-Fredholm orbibundle with rich local PS
sections of class A. One also easily shows that (X,E, S) is also (weakly)
k-good relative to the class A from the arguments above Proposition 3.18
and ones above Definition 4.3 (by showing that A(W ) = A1(W ) ⊕ A2(W )
and A˜(W ) = A˜1(W )⊕ A˜2(W ), which are easily proved).
Proposition 4.12 (Stability). Let (X,E(i), S(i)), i = 1, 2 be above. Fur-
thermore, assume: (i) Z(S(1)) ∩X0 6= ∅ and Z(S(2)) ∩X0 6= ∅, (ii) S(2) is
transversal to the zero section at each point x ∈ Z(S), (iii) DS(2)|Z(S) is
surjective. Then one has:
(a) For some small open neighborhood U of Z(S) in X the intersection
Z(S(2))⋆ := Z(S(2))∩U is a weakly k-PS Banach orbifold of dimension
r2. (In particular, the top stratum of Z(S
(2))⋆ is contained in X0.)
(b) D(S(1)|Z(S(2))⋆) : (TZ(S
(2)))|Z(S) → E
(1)|Z(S) is a PS Fredholm bundle
map of index Ind(D(S(1)|Z(S(2))⋆) = Ind(DS) (which precisely means
Ind
(
D(S(1)|Z(S(2))⋆)(x)
)
= Ind(DS(x)) ∀x ∈ Z(S) ).
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(c) If (Z(S(2))⋆, E(1)|Z(S(2))⋆ , S
(1)|Z(S(2))⋆) is (weakly) k-good relative to
A1|Z(S(2))⋆ and some closed neighborhood of Z(S) in Z(S
(2))⋆ is flat
in X, then (Z(S(2))⋆, E(1)|Z(S(2))⋆ , S
(1)|Z(S(2))⋆) and (X,E, S) have re-
spectively virtual Euler chains C1 and C such that C = C1. In particu-
lar, if both e(E, S) and e(E(1)|Z(S(2))⋆ , S
(1)|Z(S(2))⋆) exist, then C and
C1 can be chosen as closed weakly k-PS manifolds (thus being cycles).
Consequently,
e(E, S) = (iZ(S(2))⋆)∗e(E
(1)|Z(S(2))⋆ , S
(1)|Z(S(2))⋆).
Here (iZ(S(2))⋆)∗ is the homomorphism between homology groups in-
duced by the inclusion iZ(S(2))⋆ : Z(S
(2))⋆ → X.
Proof. The proof may be obtained by almost completely repeating the
proof of Proposition 2.54. The main changes are:
• All words “Banach orbifold”, “Banach orbibundle”, ”bundle”, “suborb-
ifold” and “section” are changed into words “PS Banach orbifold”, “PS Ba-
nach orbibundle”, “PS bundle”, “PS suborbifold” and “PS section”.
• Delete “As before we assume ...” from the third line above (2.129) to the
end of this paragraph, and add “Since the lift PS section S˜
(1)
i : W˜i → E˜
(1)
i
of S(1)|Wi restricts to a lift PS section S˜
(1)z
i = S˜
(1)
i |fW z
i
: W˜ zi → E˜
(1)z
i
of S(1)|W z
i
, as in the proof of Proposition 1.13 we can show that on each
stratum the vertical differential DS˜
(1)z
i (x) at each zero point x of S˜
(1)z
i is
Fredholm and has the same index as DS˜
(1)
i (x). This yields the first conclu-
sion.”
• Change “Note that S(2) is transversal to the zero section..... are strongly
transversal to the zero section.” in the fourth pargraph of proof of Propo-
sition 2.54 into: “Note that S(2) is transversal to the zero section and that
(Z(S(2))⋆, E(1)|Z(S(2))⋆ , S
(1)|Z(S(2))⋆) is (weakly) k-good relative toA1|Z(S(2))⋆ .
As in the proof of Proposition 4.10, for each i = 1, · · · , n we can construct
the PS sections σ˜
(1)
ij = γi · s˜
(1)
ij : W˜i → E˜
(1)
i ⊂ E˜i and
σ˜
(1)z
ij = γi · s˜
(1)z
ij : W˜
z
i → E˜
(1)z
i
such that for sufficiently small W∗, ε > 0 and each t = {tij}1≤j≤mi
1≤i≤n
in a
residual subset Bε(Rm)res ⊂ Bε(Rm) the global PS section of the PS Banach
bundle system
(
F̂∗, V̂ ∗
)
, Υ(t) = {Υ
(t)
I | I ∈ N},
Υ
(t)
I : V̂
∗
I → F̂
∗
I , xˆI 7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
(1)
ij )I(xˆI),
and that of
(
F̂ (1)z∗, V̂ z∗
)
, Υ(t)(1)z = {Υ
(t)(1)z
I | I ∈ N},
Υ
(t)(1)z
I : V̂
z∗
I → F̂
(1)z∗
I , xˆI 7→ Sˆ
(1)z
I (xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
(1)z
ij )I(xˆI),
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are all weakly k-Fredholm PS sections that are transversal to the zero sec-
tion.” The remnant arguments are the same as ones in the proof of
Proposition 2.54. (Note that in the present case our proof seems to be sim-
per because many technically local arguments are actually absorbed in the
good assumption of PS orbibundles.) ✷
Let (X,E(i), S(i)) be the oriented (weakly) PS Banach k-Fredholm orbi-
bundle of index r and with compact zero locus Z(S(i)), i = 1, 2. Assume also
that (X,E(i), S(i)) has rich local PS sections of class Ai and is (weakly) k-
good relative to the class Ai, i = 1, 2. As in Section 2.8 or Proposition 3.20
we can similarly define a homotopy between them and get the following
result corresponding with Proposition 2.56.
Proposition 4.13 (Homotopy) Let (X,E(i), S(i)), i = 0, 1, be as above,
and (X×[0, 1], E, S) be an oriented homotopy (weakly) PS Banach k-Fredholm
orbibundle between them which is (weakly) k-good relative to class A. As-
sume that ∂X0 = ∅. Then there exist virtual Euler chains of (X×[0, 1], E, S),
(X,E(0), S(0)) and (X,E(1), S(1)) respectively, e(E, S)t, e(E(0), S(0))t0 and
e(E(1), S(1))t1 such that
∂e(E, S)t = e(E(0), S(0))t0 ∪ (−e(E(1), S(1))t1).
In particular e(E(0), S(0)) = e(E(1), S(1)) because they exist by Assump-
tion 4.7 and ∂X0 = ∅.
As pointed out below Proposition 2.56, for any m ∈ N if the m-boundary
∂mX0 6= ∅ then we have more general conclusion in the proposition above,
i.e., after neglecting the orientation the m-boundary of e(E, S)t,
∂me(E, S)t = ∂m−1e(E(0), S(0))t0 ∪ ∂m−1e(E(1), S(1))t1 ∪ e(E, S)tm,
where e(E, S)tm is defined by
“
∑
I∈N
”
1
|ΓI |
{
πˆI : M̂
t
I(S) ∩ (πˆI)
−1(∂mX0 × (0, 1))→ X × [0, 1]
}
.
Finally, we study the functoriality. Let (X,E, S) and (X ′, E′, S′) be two
oriented (weakly) PS Banach k-Fredholm orbibundles with compact zero
loci. Assume that (X,E, S) (resp. (X ′, E′, S′)) has rich PS sections of
class A (resp. A′) and is also (weakly) k-good relative to class A (resp.
A′). Amorphism from (X,E, S) to (X ′, E′, S′) is a PS Banach orbibundle
embedding (ψ,Ψ) : E → E′ with following properties:
(A) S ◦ ψ = Ψ ◦ S′ and Z(S′) = ψ(Z(S));
(B) For any x ∈ Z(S), the differential dψ(x) : TxX → Tψ(x)X
′ and the
above restriction Ψx : Ex → E′f(x) induce isomorphisms
dψ(x) : Ker(DS(x))→ Ker(DS′(ψ(x))) and
[Ψx] : Coker(DS(x))→ Coker(DS
′(ψ(x))),
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and the resulting isomorphism from det(DS) to det(DS′) is orientation
preserving. (These are all understand on levels of lifts.)
Clearly, (X,E, S) and (X ′, E′, S′) have the same index. Moreover, (A)
implies that Z(S′) ⊂ ψ(X). Later writing “(ψ,Ψ)∗A′ ⊇ A” will be under-
stood as follows. (By the definition of the morphism we may assume: X
is a PS Banach suborbifold of X ′ , E is a PS suborbibundle of E′|X and
S = S′|X . ψ and Ψ become the natural inclusions.) For a PS orbifold chart
(W˜ ′,Γ′, π′) on X ′ and W =W ′ ∩X let W˜ ⊂ W˜ ′ be a PS submanifold that
is stable under Γ and compatible with the inclusion maps, such that the
restriction (W˜ ,Γ′, π) = (W˜ ,Γ′|fW , π|fW ) is a PS Banach orbifold chart on X
with support W . Then “(ψ,Ψ)∗A′ ⊇ A” means that each PS section of the
PS bundle E˜ → W˜ of class A(W˜ ) can be extended into a PS section of the
PS bundle E˜′ → W˜ ′ of class A′(W˜ ).
The following is corresponding result with Proposition 2.57:
Proposition 4.14 Let (X,E, S) and (X ′, E′, S′) be as above, and (ψ,Ψ) be
a morphism from (X,E, S) to (X ′, E′, S′) satisfying (ψ,Ψ)∗A′ ⊇ A. Sup-
pose that X and X ′ satisfy Assumption 4.7 and that some closed neighbor-
hood of Z(S′) = ψ(Z(S)) in ψ(X) is flat in X ′. Then there exist a family
of strongly cobordant virtual Euler chains of the triple (X ′, E′, S′),
e(E′, S′)t = “
∑
I∈N
”
1
|Γ′I |
{πˆ′I : M̂
t
I(S
′)0 → X
′} ∀t ∈ Bε(R
m)res,
and that of strongly cobordant virtual Euler chains of the triple (X,E, S),
e(E, S)t = “
∑
I∈N
”
1
|Γ′I |
{πˆI : M̂
t
I(S)0 → X} ∀t ∈ Bε(R
m)res,
and a family of PS embeddings {ψ̂I | I ∈ N}, ψ̂I : ŴI → Ŵ ′I , which are also
compatible with the projections πˆIJ and πˆ
′I
J , such that for any I ∈ N and
J ⊂ I,
ψ̂I(M̂
t
I(S)
◦) = M̂tI(S
′)◦ ∩ (πˆ′I)
−1(ψ(X)),
ψ̂I(M̂
t
I(S)
sing) = M̂tI(S
′)sing ∩ (πˆ′I)
−1(ψ(X)),
ψ̂J ◦ πˆ
I
J = πˆ
′I
J |bψI( cMtI (S)) ◦ ψ̂I ,(
πˆ′IJ
(
(πˆ′IJ )
−1(V̂ ′∗J ) ∩ M̂
t
I(S
′)
))
∩ (πˆ′J )
−1(ψ(X))
= ψ̂I
(
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)
))
,(
Im(πˆ′IJ ) ∩ M̂
t
J(S
′)
)
∩ (πˆ′J )
−1(ψ(X))
= ψ̂I
(
Im(πˆIJ ) ∩ M̂
t
J(S)
)
.
IfW andW
′
are the spaces constructed from {ŴI | I ∈ N} and {Ŵ ′I | I ∈ N}
respectively then {ψ̂I | I ∈ N} induce a natural map ψ¯ :W →W
′
such that
ψ¯(M
t
(S)◦) =M
t
(S′)◦ ∩ (πˆ′)−1(ψ(X)),
ψ¯ ◦ πˆ = πˆ′|
ψ¯(M
t
(S)◦)
◦ ψ¯.
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Consequently, if Z(S) ∩X0 6= ∅, Z(S′) ∩ X ′0 6= ∅ and ψ(X0) ⊂ X
′
0, ∂X0 =
∂X ′0 = ∅ and hence e(E, S) and e(E
′, S′) exist, then 〈ψ∗α, e(E, S)〉 =
〈α, e(E′, S′)〉 for any α ∈ H∗(X ′, X ′ \ ψ(X);R). (In this case we say
ψ∗e(E, S) to be the intersection of e(E
′, S′) with ψ(X).)
Proof. The proof may be obtained by almost completely repeating the
proof of Proposition 2.57. The main changes are:
• The terms such as “manifold”, “orbifold” and “bundle” are changed into
corresponding terms in the PS category.
• Below Claim 2.58, from “For the chosen trivializations....” to the end of
the next paragraph “.....are strongly transversal to the zero section for all
I ∈ N .” is changed into: “Note that (ψ,Ψ)∗A′ ⊇ A. By the explanation
above Proposition 4.14, for W˜ ′i and W˜i as above each PS section of the PS
bundle E˜i → W˜i of class A(W˜i) can be extended into a PS section of the
PS bundle E˜′i → W˜
′
i of class A
′(W˜ ′i ). Since (X,E, S) has rich PS sections
of class A, we may choose PS sections s˜ij , j = 1, · · · ,mi of the PS bundle
E˜i → W˜i such that
DS˜i(x˜)(Tx˜W˜i) + span{s˜i1(x˜), · · · , s˜imi(x˜)} = (E˜i)x˜ ∀x˜ ∈ Z(S˜i).
(This is always possible by shrinkingWi if necessary.) Let s˜
′
ij , j = 1, · · · ,mi
be the PS sections of E˜′i → W˜
′
i of class A
′(W˜ ′i ) obtained by extending s˜ij ,
j = 1, · · · ,mi. With the same proof as in Claim 2.58 we get that
DS˜′i(x˜)(Tx˜W˜
′
i ) + span{s˜
′
i1(x˜), · · · , s˜
′
imi(x˜)} = (E˜
′
i)x˜ ∀x˜ ∈ Z(S˜
′
i) = Z(S˜i).
Consider the sections σ′ij := γ
′
i · s˜
′
ij of E˜
′
i with supports in W˜
′1
i , and
σij := γ
′
i · s˜ij of E˜i with supports in W˜
1
i , j = 1, · · · ,mi. Clearly, σi1 =
σ′i1|fWi , · · · , σimi = σ
′
imi |fWi , i = 1, · · · , n. Note that Z(S
′) ⊂ X . We can
assume that the above small neighborhood W ′∗ of Z(S′) in X is contained
in ∪ni=1U
′0
i (and thus W
∗ = W ′∗ ∩ X ⊂ ∪ni=1U
0
i ). Since (X,E, S) (resp.
(X ′, E′, S′)) is (weakly) k-good relative to class A (resp. A′), as before we
can shrink W ′∗ and find a small ε > 0 such that for each t = {tij}1≤j≤mi
1≤i≤n
in
a residual subset Bε(Rm)res ⊂ Bε(Rm) with m =
∑n
i=1mi, the sections
Υ
(t)
I : V̂
∗
I → F̂
∗
I , xˆI 7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI),
Υ
′(t)
I : V̂
′∗
I → F̂
′∗
I , xˆI 7→ Sˆ
′
I(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
′
ij)I(xˆI),
are all weakly k-Fredholm PS sections that are transversal to the zero sec-
tion for all I ∈ N . The remnant arguments are the same as the proof of
Proposition 2.57. ✷
As above Proposition 3.21, a PS Fredholm map of index d from PS
Banach orbifolds Y to X is a PS map whose restriction to the top stratum
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(resp. each lower stratum) is a Fredholm map of index d (resp. index less
than or equal to d). Finally we give a generalization of Proposition 2.59 and
prove it carefully. Still using the notations therein we have:
Proposition 4.15 Let X and X ′ be two separable PS Banach orbifolds sat-
isfying Assumptions 4.1, 4.7, and f : X → X ′ be a proper Fredholm map
of index d. Let (X,E, S) (resp. (X ′, E′, S′)) be the (weakly) PS Banach k-
Fredholm orbibundle of index r (resp. r′) with compact zero locus. Assume
that f¯ : (X,E, S) → (X ′, E′, S′) is a PS bundle map, i.e., a bundle map
f¯ : E → E′ covering f and satisfying S′ ◦ f = f¯ ◦ S, and that each local lift-
ing of f¯ is a Banach space isomorphism when restricted to each fiber. (That
is, (X,E, S) is the pull-back of (X ′, E′, S′) via f). Furthermore assume that
f is a PS submersion, Z(S) ∩X0 6= ∅ and f−1(X0 ∩ Z(S)) ∩ Y0 6= ∅. (The
latter implies f(Y0) ⊂ X0). Then
(i) r = r′ + d and Z(S′) = f−1(Z(S)) is compact.
Moreover, if (X ′, E′, S′) has also rich PS sections of class A′ and is (weakly)
k-good relative to the class A′, then
(ii) (X,E, S) is weakly k-good relative to the class f¯∗A′, and there exist a
resolution V̂ of X near Z(S) and that V̂ ′ of X ′ near Z(S′), and a natural
map fˆ : V̂ → V̂ ′ induced by f , and the virtual Euler chain e(E, S)t (resp.
e(E′, S′)t), as a PS map from M̂t(S) ⊂ V̂ (resp. M̂t(S′) ⊂ V̂ ′) to X (resp.
X ′) satisfy
f ◦ e(E, S)t = e(E′, S′)t ◦ fˆ . (4.23)
In addition, for i = 0, 1, 2, if f sends the strata (X,E, S)i of (X,E, S)
of codimension i to those (X ′, E′, S′)i of (X
′, E′, S′) of codimension i, fˆI
also sends the strata of M̂tI(S) of codimension i to those of M̂
t
I(S
′) of
codimension i.
As conjectured in Remark 2.60 there should exists some kind of Q-valued
topological degree deg(f) of f so that (4.23) gives
f∗e(E, S) = deg(f)e(E
′, S′)
in the case that d = 0 and both e(E, S) and e(E′, S′) exist.
Proof of Proposition 4.15. Since each local lifting of f restricts to a
Banach space isomorphism on each fiber we have Z(S′) = f−1(Z(S)). This
local lift is also proper because of the properness of f .
Firstly, we prove (i). For x ∈ Z(S) let (U˜ ,ΓU , πU ) be the PS B-
orbifold chart centered at x, and (U˜ ′,Γ′U ′ , πU ′ ) be one centered at f(x). As
in Section 2.1 assume that ( ˜¯fU , f˜U , ϕU ) : (E˜U , U˜ ,ΓU ) → (E˜′U ′ , U˜
′,Γ′U ′) is a
local representation of f¯ . Let S˜U : U˜ → E˜U and S˜′U ′ : U˜
′ → E˜′U ′ be the
local lifts of S and S′ in the above PS Banach charts respectively.
By (2.4), ˜¯fU ◦ S˜U = S˜′U ′ ◦ f˜U . It follows that
d ˜¯fU (S˜U (x˜)) ◦ dS˜U (x˜) = dS˜
′
U ′(f˜U (x˜)) ◦ df˜U (x˜)
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for the lifting x˜ of x in U˜ . Note that S˜U (x˜) = (x˜, 0) and that T(x˜,0)E˜U =
Tx˜U˜ ⊕ (E˜U )x˜. One easily checks that
d ˜¯fU (x˜, 0)(Tx˜U˜) = df˜U (x˜)(Tx˜U˜) and
d ˜¯fU (x˜, 0)((E˜U )x˜) = (
˜¯fU )x˜((E˜U )x˜).
So the vertical differentials DS˜U (x˜) and DS˜
′
U ′(f˜U (x˜)) satisfy:
( ˜¯fU )x˜ ◦DS˜U (x˜) = DS˜
′
U ′(f˜U (x˜)) ◦ df˜U (x˜). (4.24)
This leads to r = r′ + d. (i) is proved.
Next we prove that (X,E, S) is weakly k-good relative to the
class f¯∗A′. For y˜ ∈ Z(S˜U ) denote by y˜
′ = f˜U (y˜). For PS sections of E˜
′
U ′ ,
σ′1, · · · , σ
′
k, we can define PS sections σi : U˜ → E˜U by
σi(y˜) := (
˜¯f)−1y˜
(
σ′i(f˜U (y˜))
)
(4.25)
because ( ˜¯fU )z˜ is the Banach space isomorphism for each z˜. Suppose that
Im(DS˜U (y˜)) + span({σ1(y˜), · · · , σk(y˜)}) = (E˜U )y˜. (4.26)
By (4.24) we can easily get that
Im
(
DS˜′U ′(y˜
′) ◦ df˜U (y˜
′)
)
+ span({σ′1(y˜
′), · · · , σ′k(y˜
′)}) = (E˜′U )y˜′ .
Note that Im
(
DS˜′U ′(y˜
′) ◦ df˜U (y˜)
)
⊂ Im
(
DS˜′U ′(y˜
′)
)
. We get that
Im
(
DS˜′U ′(y˜
′)
)
+ span({σ′1(y˜
′), · · · , σ′k(y˜
′)}) = (E˜′U )y˜′ . (4.27)
Since (X ′, E′, S′) is (weakly) k-good relative to the class A′ there exist a
small open neighborhood O(y˜′) of y˜′ in U˜ ′ and η > 0 such that the section
O(y˜′)×Bη(R
k)→ Π∗1(E˜
′
U ′ |O(y˜′)),
Φ′ : (z˜′; t1, · · · , tk) 7→ S˜
′
U ′(z˜
′) +
k∑
i=1
tiσ
′
i(z˜
′),
is a (weakly) k-Fredholm PS section that is transversal to the zero section.
Here Π1 : O(y˜
′) × Bη(Rk) → O(y˜′) is the natural projection. As in (4.24),
we can derive from (4.25) that for any z˜ ∈ (S˜U +
∑k
i=1 tiσi
)−1
(0),
( ˜¯fU )z˜ ◦D
(
S˜U +
k∑
i=1
tiσi
)
(z˜) = D
(
S˜′U ′ +
k∑
i=1
tiσ
′
i
)
◦ df˜U (z˜).
As in the proof of Proposition 3.21, all these imply that the section
f˜−1U (O(y˜
′))×Bη(R
k)→ Π∗1(E˜U |f˜−1
U
(O(y˜′))),
Φ : (z˜; t1, · · · , tk) 7→ S˜U (z˜) +
k∑
i=1
tiσi(z˜),
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is a weakly PS k-Fredholm section that is transversal to the zero section.
Hence this shows that S˜U is weakly k-quasi transversal to the zero section
relative to class f¯∗A˜(U˜ ′).
Note that for any t = (t1, · · · , tk) ∈ Rk,
(
S˜U +
k∑
i=1
tiσi
)−1
(0) = f˜−1U
[(
S˜′U ′ +
k∑
i=1
tiσ
′
i
)−1
(0)
]
.
One also easily proves that S˜U is locally proper relative to class f¯
∗A˜(U˜ ′)
near Z(S˜U ). So (X,E, S) is weakly k-good relative to the class f¯
∗A′.
Finally we prove (ii). Since Z(S′) is compact we can choose finitely
many such local representations of f¯ ,
( ˜¯fUi , f˜Ui , ϕUi) : (E˜Ui , U˜i,ΓUi)→ (E˜
′
U ′
i
, U˜ ′i ,Γ
′
U ′
i
), (4.28)
the corresponding open subsets U ′0i ⊂ W
′j
i ⊂⊂ U
′j
i ⊂⊂ W
′
i ⊂⊂ U
′
i , i =
1, · · · , n, j = 1, · · · , n− 1, and the PS sections
σ′i1, · · · , σ
′
imi : U˜
′
i → E˜
′
U ′
i
with support in Cl(U˜ ′0i ), such that
Z(S′) ⊂ ∪ni=1U
′0
i ,
Im(DS˜′U ′
i
(y˜′)) + span({σ′i1(y˜
′), · · · , σ′imi(y˜
′)}) = (E˜′U ′
i
)y˜′
∀y˜′ ∈ Cl(U˜ ′i0) ∩ Z(S˜
′
U ′
i
), i = 1, · · · , n.
 (4.29)
For i = 1, · · · , n, set U0i = f
−1(U ′0i ), W
j
i = f
−1(W ′ji ), U
j
i = f
−1(U ′ji ),
Wi = f
−1(W ′i ) and Ui = f
−1(U ′i), and
σil(y˜) := (
˜¯f)−1y˜
(
σ′il(f˜U (y˜))
)
, l = 1, · · · ,mi,
then U0i ⊂W
j
i ⊂⊂ U
j
i ⊂⊂Wi ⊂⊂ Ui, j = 1, · · · , n− 1, each σil has support
in Cl(U˜0i ), and it also holds that
Z(S) ⊂ ∪ni=1U
0
i ,
Im(DS˜Ui(y˜)) + span({σi1(y˜), · · · , σimi(y˜)}) = (E˜Ui)y˜
∀y˜ ∈ Cl(U˜i0) ∩ Z(S˜Ui), i = 1, · · · , n.
 (4.30)
Let m = m1 + · · · +mn. As in (4.5) and (4.6) we have the PS Banach
bundle systems(
P∗1F̂ , V̂ × R
m
)
=
{
(P∗1F̂I , V̂I × R
m), πˆI , πˆ
I
J , ΠˆI , Πˆ
I
J , pˆI ,ΓI
∣∣ J ⊂ I ∈ N},(
P∗1F̂
′, V̂ ′ × Rm
)
=
{
(P∗1F̂
′
I , V̂
′
I × R
m), πˆ′I , πˆ
′I
J , Πˆ
′
I , Πˆ
′I
J , pˆ
′
I ,Γ
′
I
∣∣ J ⊂ I ∈ N}
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and their global PS sections Υ = {ΥI | I ∈ N} and Υ′ = {Υ′I | I ∈ N},
where
ΥI : V̂I × R
m → P∗1F̂I ,(
xˆI , {tij}1≤j≤mi
1≤i≤n
)
7→ SˆI(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆij)I(xˆI),
Υ′I : V̂
′
I × R
m → P∗1F̂
′
I ,(
xˆI , {tij}1≤j≤mi
1≤i≤n
)
7→ Sˆ′I(xˆI) +
n∑
i=1
mi∑
j=1
tij(σˆ
′
ij)I(xˆI)
So each t = {tij}1≤j≤mi
1≤i≤n
∈ Rm gives a global PS section Υ(t) = {Υ(t)I | I ∈
N} (resp. Υ′(t) = {Υ′
(t)
I | I ∈ N}) of the PS Banach bundle systems (V̂ , F̂ )
(resp. (V̂ ′, F̂ ′)), where
Υ
(t)
I : V̂I → F̂I , xˆI 7→ ΥI(xˆI , t) and
Υ′
(t)
I : V̂
′
I → F̂
′
I , xˆI 7→ Υ
′
I(xˆ
′
I , t).
Carefully applying the resolution arguments in Section 2.3, one can prove
that for each I ∈ N , (4.28) induces a natural group homomorphism ϕI :
ΓI → Γ′I , a ϕI -equivariant PS map fˆI : V̂I → V̂
′
I and a ϕI -equivariant PS
bundle map ˆ¯fI : F̂I → F̂ ′I covering fˆI such that for any J ⊂ I ∈ N it holds
that
πˆ′IJ ◦ fˆI = fˆ
′
J ◦ πˆ
I
J (resp. Πˆ
′I
J ◦
ˆ¯fI =
ˆ¯f ′J ◦ Πˆ
I
J) (4.31)
on (πˆIJ )
−1(VˆJ ) (resp. (Πˆ
I
J )
−1(FˆJ )). So they give a PS map
(fˆ , ˆ¯f) = {(fˆI ,
ˆ¯fI) | I ∈ N} : (V̂ , F̂ )→ (V̂
′, F̂ ′).
By the assumptions one can check that each fˆI is a proper PS Fredholm map
and sends the strata of V̂I of codimension i to those of V̂
′
I of codimension
i, i = 0, 1, 2. Moreover, each ˆ¯f restricts to a Banach space isomorphism on
each fiber. The sections Υ
(t)
I and Υ
′(t)
I above satisfy:
ˆ¯fI ◦Υ
(t)
I = Υ
′(t)
I ◦ fˆI (4.32)
for any I ∈ N .
Since f is proper for each sufficiently small open neighborhood W ′∗ of
Z(S′) in ∪ni=1U
′0
i the inverse imageW
∗ := f−1(W ′∗) is also very small open
neighborhood of Z(S) in ∪ni=1U
0
i . Note that (X,E, S) and (X
′, E′, S′) are
f¯∗A-good and A-good respectively. As before, using (4.29) and (4.30) we
have a sufficiently small ε > 0 and a residual subset Bε(Rm)res in Bε(Rm)
such that for each t = {tij}1≤j≤mi
1≤i≤n
∈ Bε(Rm)res both sections
Υ
(t)
I : V̂
∗
I → F̂
∗
I , xˆI 7→ ΥI(xˆI , t)
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and
Υ′
(t)
I : V̂
′∗
I → F̂
′∗
I , xˆI 7→ Υ
′
I(xˆ
′
I , t)
are (weakly) k-Fredholm PS section and also transversal to the zero section.
Here
V̂ ′∗I = (πˆ
′
I)
−1(W ′∗ ∩ V ′I ), F̂
′∗
I = F̂
′
I |bV ′∗
I
,
V̂ ∗I = (πˆI)
−1(W ∗ ∩ VI) and F̂
∗
I = F̂I |bV ∗
I
.
As before we set
M̂tI(S) = (Υ
(t)
I )
−1(0) and M̂tI(S
′) = (Υ′
(t)
I )
−1(0).
Then (4.32) implies that for any I ∈ N and J ⊂ I ∈ N ,
fˆI(M̂
t
I(S)) = M̂
t
I(S
′) and πˆ′IJ ◦ fˆI = fˆJ ◦ πˆ
I
J . (4.33)
Since f(Y0) ⊂ X0, it easily follows that the following commutative diagram
holds:
M
t
(S)0 ✲
fˆ
❄
πˆ
M
t
(S′)0
❄
πˆ′
X ✲
f
X ′
which is, by (4.16), is equivalent to (4.23). (That is, e(E, S)t, as a PS map
from M̂t(S)0 ⊂ V̂ to X , and e(E′, S′)t, as a PS map from M̂t(S′)0 ⊂ V̂ ′ to
X ′, satisfy (4.23).) Here we also use fˆ to denote the induced natural map
from M
t
(S)0 to M
t
(S′)0.
Under the final assumption, it is easily seen that fˆI also sends the strata
of M̂tI(S) of codimension i to those of M̂
t
I(S
′) of codimension i, i = 0, 1, 2.
✷
4.3 Framework II
In the studies of the Floer homology and the (open string) Gromov-Witten
invariants one needs to consider the oriented (weakly) PS Banach 0-Fredholm
orbibundles with the strata of codimension 1. (Actually, the bundle should
also be smoothly (weakly) 0-good.) By Definition 3.7 there is a stratum ofX ,
denoted by X1, such that (X,E, S)1 = (X1, E|X1 , S|X1) is a Banach Fred-
holm bundle of index Ind(S)−1. As before let (X,E, S)0 = (X0, E|X0 , S|X0)
denote the top stratum of (X,E, S), i.e. the stratum of codimension 0. De-
note by X01 = X0 ∪X1 and
M̂tI(S)i = M̂
t
I(S) ∩ (πˆI)
−1(Xi), i = 0, 1,
M̂tI(S)01 = M̂
t
I(S) ∩ (πˆI)
−1(X01).
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Then by (4.10) it holds that
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ M̂
t
I(S)i
)
= Im(πˆIJ ) ∩ M̂
t
J(S)i,
πˆIJ
(
(πˆIJ )
−1(V̂ ∗J ) ∩ ∂
kM̂tI(S)i
)
= Im(πˆIJ ) ∩ ∂
kM̂tJ(S)i
}
(4.34)
for any i = 0, 1 and k ∈ N. In general, M̂tI(S)01 is a weakly 0-PS manifold
of dimension r. Since the closure of M̂tI(S) in Cl(V̂
∗
I ) is compact, the
topological boundary of M̂tI(S)01 in V̂
∗
I
∂tM̂
t
I(S)01 ⊆ ∂M̂
t
I(S)0 ∪ M̂
t
I(S)1 ∪ M̂
t
I(S)≥2, (4.35)
where ∂M̂tI(S)0 = M̂
t
I(S)0 ∩ (πˆI)
−1(∂X0) and ∂X0 is the boundary Ba-
nach orbifold of X0, and M̂tI(S)≥2 is the union of all strata of M̂
t
I(S) of
codimension more than 1. We first prove:
Lemma 4.16 If r = 1 and t ∈ Bδ(Rm)res then all sets M̂tI(S)1 and
∂M̂tI(S)0 are finite.
Proof. Firstly, ∪I∈N πˆI(M̂tI(S)1) is a closed subset in ∪I∈N πˆI(M̂
t
I(S)).
In fact, let πˆI(xˆIk)→ x for some sequence {xˆIk} ⊂ πˆI(M̂tI(S)1). Since the
set ∪I∈N πˆI(M̂tI(S)) is compact by Proposition 4.6(iv), so is Cl(M̂
t
I(S)1). It
follows that πˆ−1I
(
Cl(M̂tI(S)1)
)
is compact in Cl(V̂ ∗I ). By Remark 2.34, after
passing a subsequence (if necessary), we may assume xˆIk → xˆI ∈ πˆ
−1
I (x) ⊂
Cl(V̂ ∗I ) ⊂ V̂
+
I . This xˆI must belong to V̂
+
I ∩ πˆ
−1
I (X1) since r = 1 and
thus X = X0 ∪X1. Moreover, the compactness of ∪I∈N πˆI(M̂tI(S)) implies
x ∈ πˆL(M̂tL(S)) for some L ∈ N , where L ⊂ I or I ⊂ L. Let x = πˆL(xˆL)
for some xˆL ∈ M̂tL(S). As at the beginning of the proof of Theorem 2.38,
Υ = {ΥI | I ∈ N} can naturally extend to a (weakly) PS 0-Fredholm section
of (P∗1F̂
+, V̂ + × Rm), denoted by Υ+ = {Υ+I | I ∈ N}. Let Υ
(t)
+I be the
corresponding (weakly) PS 0-Fredholm section with Υ
(t)
I in Corollary 4.5.
Then each Υ
(t)
+I restricts to Υ
(t)
I on V̂
∗
I . By the compatibility of the family
{(Υ
(t)
+I)
−1(0) | I ∈ N}, we have xˆI ∈ (Υ
(t)
+I)
−1(0)1 and thus xˆL ∈ M̂tL(S)1
and x ∈ πˆL(M̂tL(S)1). The claim is proved.
Next, the compactness of ∪I∈N πˆI(M̂tI(S)) implies that ∪I∈N πˆI(M̂
t
I(S)1)
is compact. The desired conclusion easily follows from the fact that each
M̂tI(S)1 is a manifold of dimension zero.
Similarly, we can prove that ∪I∈N πˆI(∂M̂tI(S)0) is a closed subset in
∪I∈N πˆI(M̂tI(S)). Thus it is compact and hence a finite set. ✷
In contrast with Assumption 4.7 in Framework I, from now on we make:
Assumption 4.17 The union X01 of X0 and X1 is contained in the regular
part X◦ of X .
In contrast to (4.14), for any t ∈ Bε(Rm)res we formally write
e(E, S)t := “
∑
I∈N
”
1
|ΓI |
{
πˆI : M̂
t
I(S)01 → X
}
(4.36)
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where “
∑
I∈N ” is understand as in (2.111). It is a rational singular chain
in X of dimension r = Ind(S), called a virtual Euler chain of the triple
(X,E, S).
As in Remark 2.43(iii) let ∼ be the equivalence relation in the disjoint
union
∐
I∈N M̂
t
I(S)01 generated by setting yˆI ∼ zˆJ if J ⊂ I and πˆ
I
J (y˜I) =
zˆJ . Denote by
M
t
(S)01 :=
∐
I∈N
M̂tI(S)01/ ∼ (4.37)
and by qˆI : M̂tI(S)01 → M
t
(S)01 the restriction of the obvious quotient
map to M̂tI(S)01. Since M̂
t
I(S)01 ⊂ M̂
t
I(S)
◦ we have a well-defined label
function
λ :M
t
(S)01 → Q, x¯ 7→
|qˆ−1I (x¯)|
|ΓI |
if x¯ ∈ Im(qˆI), (4.38)
where |qˆ−1I (x¯)| is the number of elements in the set qˆ
−1
I (x¯).
We hope that M̂tI(S)01 is a smooth manifold with boundary M̂
t
I(S)1.
In the case that the bundle (X,E, S) is also smoothly (weakly) 0-good, the
final claim in Corollary 4.5 tells us that each M̂tI(S) is a smooth manifold
of dimension r and with corner, and each stratum M̂tI(S)i is a submanifold.
Proposition 4.18 Under Assumption 4.17, if the bundle (X,E, S) is also
smoothly (weakly) 0-good, then each M̂tI(S)01 is a r-dimensional oriented
manifold with boundary ∂M̂tI(S)0 ∪ M̂
t
I(S)1, i.e.
∂M̂tI(S)01 = ∂M̂
t
I(S)0 ∪ M̂
t
I(S)1. (4.39)
In particular, if X0 has no boundary as a Banach orbifold, then ∂M̂tI(S)01 =
M̂tI(S)1 because ∂M̂
t
I(S)0 = ∅.
Proof. By (4.35), ∂tM̂tI(S)01 ⊆ ∂M̂
t
I(S)0 ∪ M̂
t
I(S)1 ∪ M̂
t
I(S)≥2. In the
present case we conclude
∂tM̂
t
I(S)01 = ∂M̂
t
I(S)0 ∪ M̂
t
I(S)1 ∪ M̂
t
I(S)≥2. (4.40)
In fact, for any x ∈ M̂tI(S)1 ∪ M̂
t
I(S)≥2, if there exists a small open neigh-
borhood U(x) of x in V̂ ∗I such that U(x)∩M̂
t
I (S)0 = ∅, then the intersection
U(x)∩M̂tI(S) = U(x)∩M̂
t
I(S)≥1 is a weakly PS manifold of dimension less
than r and with finitely many strata. This contradicts to the fact that
U(x) ∩ M̂tI(S) is a nonempty open subset of the r-dimensional manifold
M̂tI(S). Hence M̂
t
I(S)1 ∪ M̂
t
I(S)≥2 ⊆ ∂tM̂
t
I(S)01 and thus (4.40) holds
true.
Recall that a boundary manifold (or manifold boundary) of the manifold
M̂tI(S)01 is a submanifold of codimension one on which each point is a
topological boundary point. Hence (4.39) follows immediately. ✷
Under the assumption of Proposition 4.18, the boundary of e(E, S)t is
defined as
∂e(E, S)t := “
∑
I∈N
”
1
|ΓI |
{
πˆI : ∂M̂
t
I(S)01 → X
}
. (4.41)
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Corresponding with Claim 4.8 we still have:
Claim 4.19 Under the assumptions of Proposition 4.18, then ∂e(E, S)t is a
rational singular cycle in X and its homology class [∂e(E, S)t] ∈ Hr−1(X,Q)
is zero.
If r = 1, by Proposition 4.18 each M̂tI(S) = M̂
t
I(S)01 is a 1-dimensional
oriented manifold with boundary ∂M̂tI(S)0 ∪M̂
t
I(S)1. By the classification
theorem of the 1-dimensional manifold each connected component of M̂tI(S)
is diffeomorphic to either the circle S1 or one of three intervals [0, 1], [0, 1)
and (0, 1). For each xˆI ∈ ∂M̂tI(S), as usual the orientation of M̂
t
I(S) induces
an one of xˆI , i.e., a number o(xˆI) ∈ {1,−1}. More precisely, since there
must exist an embedding ϕ : (0, 1)→ Int(M̂tI(S)) such that ϕ(1/n)→ xˆI as
n→∞, o(xˆI) is defined as 1 (resp. −1) if ϕ is orientation preserving (resp.
reversing). From this definition and (4.34) it immediately follows that
o(πˆIJ (xˆI)) = o(xˆI) (4.42)
for any J ⊂ I ∈ N and xˆI ∈ (πˆ
I
J )
−1(V̂ ∗J ) ∩ ∂M̂
t
I(S). Moreover, under
Assumption 4.17, if r = 1 then for any J ⊂ I ∈ N the projection
πˆIJ : (πˆ
I
J )
−1(V̂ ∗J ) ∩ M̂
t
I(S)→ Im(πˆ
I
J ) ∩ M̂
t
J(S)
is a |ΓI |/|ΓJ |-fold (regular) PS covering. So using (4.34) and (4.42) we can
derive that for any J ⊂ I ∈ N ,∑
xˆ∈(πˆI
J
)−1(bV ∗
J
)∩∂ cMt
I
(S)
1
|ΓI |
o(xˆ) =
∑
yˆ∈Im(πˆI
J
)∩∂ cMt
J
(S)
1
|ΓJ |
o(yˆ). (4.43)
We call the rational number
♯∂e(E, S)t := “
∑
I∈N
”
∑
xˆ∈∂ cMt
I
(S)
1
|ΓI |
o(xˆ) (4.44)
the oriented number of ∂e(E, S)t, where as before “
∑
I∈N ” means that
for the parts ∑
xˆ∈(πˆI
J
)−1(bV ∗
J
)∩∂ cMt
I
(S)
1
|ΓI |
o(xˆ) in
∑
x˜∈∂ cMt
I
(S)
1
|ΓI |
o(xˆ)
and ∑
yˆ∈Im(πˆI
J
)∩∂ cMt
J
(S)
1
|ΓJ |
o(yˆ) in
∑
y˜∈∂ cMt
J
(S)
1
|ΓJ |
o(y˜)
we only count them once because they are same by (4.43).
By (4.42), for x¯ ∈ ∂M
t
(S) = ∂M
t
(S)01 we can define
o(x¯) := o(xˆ) (4.45)
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with any representative of the equivalence class x¯, and then using the label
function λ in (4.41) define the oriented number of ∂M
t
(S) by
♯∂M
t
(S) :=
∑
x¯∈∂M
t
(S)
λ(x¯)o(x¯). (4.46)
One easily proves that
♯∂e(E, S)t = ♯∂M
t
(S). (4.47)
It follows from Claim 4.19 that
Theorem 4.20 Under the assumptions of Proposition 4.18, if r = 1 then
the oriented number ♯∂e(E, S)t = 0 for any t ∈ Bε(Rm)res.
In the Floer homology, though the case r = 0 is sufficient for defining the
boundary map, the case that r = 1 and X0 has no boundary as a Banach
orbifold will be used when one proves the boundary map to be indeed a
boundary operator. The case that r = 1 and X0 has a boundary is also
needed for one proving the associated chain homomorphisms with different
Hamiltonian homotopies are chain homotopy equivalent.
Finally, after replaceing Assumption 4.7 by Assumption 4.17 (if neces-
sary) in Prop.4.10 (the restriction principle), Prop.4.12 (stability), Prop.4.13
(homotopy), Prop.4.14 and Prop.4.15 (functoriality) all corresponding con-
clusions about the virtual Euler chains still hold.
The deep studies of different product operators in Floer theory require
us to consider the case r > 1. For a smoothly (weakly) 0-good PS Banach
0-Fredholm orbibundle, our theory and techniques can easily be further de-
veloped to satisfy different needs. We here do not present them.
A Appendix: Banach manifolds with corners
For convenience of the readers we review some basic materials on the Ba-
nach manifolds, cf. [MaOu]. Let B1, · · · , Bn be real Banach spaces. For
(x1, · · · , xn) ∈ B1 × · · · ×Bn,
‖(x1, · · · , xn)‖ = max{‖x1‖, · · · , ‖xn‖},
define one of three typical equivalent norms on the real linear space B1 ×
· · · ×Bn. Their topology is the product topology of the spaces B1, · · · , Bn.
For a real Banach space B denote by L(B,R) the space of all continuous
real linear functionals on B. Let Λ = {λ1, · · · , λn} be a linearly independent
system of elements of L(B,R). The set
B+Λ := {x ∈ B |λ1(x) ≥ 0, · · · , λn(x) ≥ 0}
is called the Λ-quadrant of order n of B. If Λ = {λ} we also denote B+Λ
by B+λ . Then it is clear that B
+
Λ = ∩
n
i=1E
+
λi
and B+Λ = B if Λ = ∅. We also
denote ∩ni=1Ker(λi) by B
0
Λ or B
0
λ if Λ = {λ}. Then we have B
0
Λ = ∩
n
i=1B
0
λi
and B0Λ = B if Λ = ∅.
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Definition A.1 Let B and F be two real Banach spaces, B+Λ a Λ-quadrant
of B and U an open set of B+Λ . For p ∈ N we say that a map f : U → F is
of class p on U if f is p times differentiable on U and the map Dpf : U →
Lps(B,F ) is continuous. If f is of class p on U for all p ∈ N we say that f is
of class ∞ on U .
Proposition A.2 Let f : U → F be as in Definition A.1, and p ∈ N ∪∞.
(i) If the real Banach space B admits differentiable partitions of unity of
class p, then f is of class p on U if and only if for any x ∈ U there
exist an open neighborhood V (x) of x in B and a map fx : V (x)→ F
of class p (in the sense of the ordinary Differential Calculus) such that
fx and f coincide on V (x) ∩ U .
(ii) If p ∈ N, then f is of class p on U if and only if there exist an open set
G of B and a map f¯ : G→ F of class p (in the sense of the ordinary
Differential Calculus) such that G ∩B+Λ = U and f = f¯ on U .
Let X be a Hausdorff topological space. A Banach chart on X is a 4-
tuple (U,ϕ,B,Λ) consisting of an open subset U of X , a real Banach space
B, a linearly independent system Λ of elements of L(B,R) and a homeomor-
phism ϕ from U to an open subset ϕ(U) of B+Λ . The space B is called the
model of the chart, and U the domain of the chart. Two Banach charts
(U,ϕ,B,Λ) and (U ′, ϕ′, B′,Λ′) on X are said to be compatible of class p
if ϕ(U ∩ U ′) and ϕ′(U ∩ U ′) are open subsets in B+Λ and B
′+
Λ′ respectively,
and
ϕ′ ◦ϕ−1 : ϕ(U ∩U ′)→ ϕ′(U ∩U ′) and ϕ ◦ϕ′−1 : ϕ′(U ∩U ′)→ ϕ(U ∩U ′)
are of class p (and hence Cp-diffeomorphisms).
Definition A.3 A collection A of charts on a Hausdorff space X is called
an atlas of class p on X if the domains of the charts of A cover X and any
two of them are compatible of class p. Such two atlases A and A′ on X is
said to be equivalent of class p if A ∪ A′ is also an atlas of class p on X .
It may be proved that this is indeed a equivalence relation over the atlases
of class p on X for each p ∈ N∪ {∞}. Denote by [A] the equivalent class of
the atlas of class p on X . It is called differentiable structure of class p on
X and the pair (X, [A]) is called Cp-Banach manifold, usually only denoted
by X .
It should be remarked that for two charts (U,ϕ,B,Λ) and (U ′, ϕ′, B′,Λ′)
of a Banach manifold X at x the Banach spaces B and B′ are not linearly
homeomorphic.
Definition A.4 LetB+Λ be a Λ-quadrant of order n in the real Banach space
B as above, and U an open set of B+Λ . For x ∈ B
+
Λ , indΛ(x) := ♯({i |λi(x) =
0} is called Λ-index of x. The sets ∂ΛU := {x ∈ U | indΛ(x) ≥ 1} and
intΛU := {x ∈ U | indΛ(x) = 0} are called Λ-boundary of U and Λ-interior
of U , respectively.
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Proposition A.5 Let B+Λ be a Λ-quadrant of order n in the real Banach
space B as above, and U an open set of B+Λ . Then we have:
(i) U − ∂ΛU = intΛU = U ∩ intΛB
+
Λ ;
(ii) U = (∂ΛU) ∪ intΛU and (∂ΛU) ∩ intΛU 6= ∅;
(iii) If Λ = ∅ then ∂ΛU = ∅ and intΛU = U ;
(iv) intΛU is the topological interior of U in B.
(v) If ∂ΛU 6= ∅ then Λ 6= ∅ and intΛU 6= ∅.
Moreover, if F+γ is a Γ-quadrant of order m in another Banach space F , V
an open set of F+γ and f : U → V a diffeomorphism of class p ≥ 1, then
(vi) indΛ(x) = indΓ(f(x)) for all x ∈ U ;
(vii) ∂ΛU 6= ∅ if and only if ∂ΓV 6= ∅;
(viii) f(intΛU) = intΓV and f(∂ΛU) = ∂γv;
(ix) f |intΛU : intΛU → intΓV is a diffeomorphism of class p.
It follows that for any Banach manifold X of class p ≥ 1, if x ∈ X is con-
tained in the domains of two Banach charts (U,ϕ,B,Λ) and (U ′, ϕ′, B′,Λ′)
of X one has indΛ(ϕ(x)) = indΛ′(ϕ
′(x)). Thus we may define indΛ(ϕ(x)) to
be index of x, denoted by ind(x), where (U,ϕ,B,Λ) is any Banach chart of
X whose domain contains x. One can prove that for any x ∈ X there exists
a Banach chart (U,ϕ,B,Λ) of X such that x ∈ U and ϕ(x) = 0. Such a
chart is called centered chart at x.
Definition A.6 Let X be a Banach manifold of class p ≥ 1. For any
k ∈ N ∪ {0} we define
∂kX := {x ∈ X | ind(x) ≥ k} and BkX = {x ∈ X | ind(x) = k}.
The former is called k-boundary of X . In particular ∂1X is called bound-
ary of X and denoted by ∂X . Clearly, ∂0X = X . B0X is called interior
of X and denoted by Int(X).
Proposition A.7 Let X be a Banach manifold of class p ≥ 1. Then we
have:
(a) Int(X) is a dense open set of X.
(b) ∂kX is a closed set of X for any k ∈ N.
(c) For every k ∈ N ∪ {0} there exists a unique differentiable structure of
class p on BkX such that for all x ∈ BkX and all charts (U,ϕ,B,Λ) of
X centered at x, the triplet (U ∩BkX,ϕ|U∩BkX , B
0
Λ) is a Banach chart
of that structure. Furthermore Bk has no boundary, i.e. ∂(BkX) = ∅,
and the topology of the manifold BkX is the topology induced by X.
(d) There is a unique differentiable structure of class p on Int(X) such that
for all x ∈ Int(X) and all charts (U,ϕ,B,Λ) of X centered at x (hence
Λ = ∅, U ⊂ Int(X) and B0Λ = B) the triplet (U,ϕ,B) is a chart of
Int(X). Furthermore Int(X) has no boundary and its topology is the
topology induced by X.
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(e) If ∂2X = ∅, there is a unique differentiable structure of class p on ∂X
such that for all x ∈ ∂X and all charts (U,ϕ,B,Λ) of X centered at
x (hence Λ = {λ}), it happens that (U ∩ ∂X,ϕ|U∩∂X , B0λ) is a chart
of ∂X. Furthermore ∂X has boundary and its topology is the topology
induced by X.
Proposition A.8 Let X and X ′ be two Banach manifolds of class p ≥ 1,
and f : X → X ′ a diffeomorphism of class p. Then we have:
(1) ind(x) = ind(f(x)) for all x ∈ X;
(2) f(∂kX) = ∂kX ′ and f(BkX) = BkX
′ for all k ∈ N ∩ {0};
(3) For all k ∈ N ∩ {0}, f |BkX : BkX → BkX
′ is a diffeomorphism of
class p, where BkX and BkX
′ are the manifolds described in Proposi-
tion A.7(c). In particular, if ∂2X = ∅, f is a diffeomorphism of class
p of ∂X = B1X onto ∂X
′ = B1X
′.
Proposition A.9 Let X and Y be two Banach manifolds of class p. Then
there is a unique structure of differentiable manifold of class p, [A], in X ×
Y such that for every chart (U,ϕ,B,Λ) of X and every chart (V, ψ, F,Γ),
(U × V, ϕ × ψ,B × F,Λ ◦ p1 ∪ Γ ◦ p2)) is a chart of (X × Y, [A]). The pair
(X × Y, [A]) is called the product manifold of X and Y . Then we have:
(1) The topology of the product manifold X×Y is the product of the topolo-
gies of X and Y ;
(2) For every (x, y) ∈ X × Y , ind(x, y) = ind(x) + ind(y);
(3) ∂(X × Y ) = (∂x× Y ) ∪ (X × ∂Y ), more generally, for all k ∈ N ∩ {0},
∂k(X × Y ) =
⋃
i+j=k
i≥0,j≥0
(∂ix× ∂jY );
(4) Int(X × Y ) = Int(X)× Int(Y ), more generally, for all k ∈ N ∩ {0},
Bk(X × Y ) =
⋃
i+j=k
i≥0,j≥0
(Bix×BjY );
and these BiX ×BjY are pairwise disjoint open sets of Bk(X × Y ).
Theorem A.10 (Local Inverse Mapping Theorem for Open Sets
with Corners). Let U be an open subset of a quadrant B+Λ , F
+
Γ a quadrant
of a Banach space F , f : U → F+Γ a map of class p (p ∈ N ∪ {∞}) such
that f(∂Λ(U)) ⊂ ∂F
+
Γ . For x ∈ U , suppose that DF (x) : B → F is a
linear homeomorphism. Then there exist an open neighbourhood U1(x) of
x in U and an open neighborhood U ′ of f(x) in F+Γ such that f |U1(x) is a
diffeomorphism of class p from U1(x) onto U
′.
Theorem A.11 (The Implicit Function Theorem for Manifolds with
Corners). Let X,Y, Z be differentiable manifolds of class p (p ∈ N∪ {∞}),
f : X × Y → Z a map of class p and (a, b) ∈ X × Y . Suppose that
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D2f(a, b) : TbY → Tf(a,b)Z is a linear homeomorphism and suppose that
there are an open neighborhood V (a) of a and an open neighborhood V (b) of
b such that f(V (a)× (V (b) ∩ ∂y)) ⊂ ∂Z.
Then there are an open neighborhood W (a) of a, an open neighborhood
W (b) of b and a unique map g :W (a)→W (b) such that:
(1) f(x, g(x)) = f(a, b) for x ∈ W (a);
(2) g(a) = b and g is of class p on W (a);
(3) For every x ∈ W (a), D2f(x, g(x)) is a linear homeomorphism from
TxW (a) = TxX to Tg(x)W (b) = Tg(x)Y , and Dg(x) = −(D2f(x, g(x)))
−1◦
D1f(x, g(x)).
Proposition A.12 (Topological properties of the differential mani-
folds). Let X be a Banach manifold. Then
(1) X is locally connected and locally path-connected;
(2) X satisfies the first axiom of countability;
(3) X satisfies the second axiom of countability if and only if one of the
following two conditions hold:
(3.1) X satisfies the Lindelo¨f property and has an atlas whose charts
are modelled over separable real Banach spaces;
(3.2) X has a countable atlas whose charts are modelled over separable
real Banach spaces;
(4) X is locally compact if and only if it is locally of finite dimension;
(5) X is a Baire space;
(6) X is a metrizable space if and only if X is a paracompact space.
Let X and Y be Cp Banach manifolds with p ≥ 1. A C1-map f : X → Y
is called Fredholm at x ∈ X if df(x) : TxX → Tf(x)Y is a Fredholm
operator. In this case the Fredholm index of f at x, indx(f), is defined
as the Fredholm index of df(x). f is said to be a Fredholm map if it is
Fredholm at each point of X . A point x ∈ X is called singular if df(x)
is not surjective. The set of singular points of f is denoted by S(f). Each
point in X \ S(f) is called a regular point of f . A point in Y \ f(S(f)) is
called a regular value of f .
Theorem A.13 (Smale and Quinn Density Theorem). Let X and Y
be Cp Banach manifolds. For a Cp Fredholm map f : X → Y such that
p ≥ 1 + indx(f) for every x ∈ X one has:
(Smale) If X and Y are T3 topological spaces and X is Lindelo¨f then Y \
f(S(f)) is a residual set in Y and therefore it is dense in Y .
(Quinn) If X is a T3 space and f is also σ-proper then Y \ f(S(f)) is a
residual set in Y and therefore it is dense in Y . Moreover, if f is proper
then Y \ f(S(f)) is open and dense in Y .
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Proposition A.14 Let X and Y be separable Banach manifolds, and Z
be a Banach space. Suppose that Φ : X × Y → Z is transversal to a point
q ∈ Z. ThenM(Φ, q) := {(x, y) ∈ X×Y |Φ(x, y) = q} is a separable Banach
manifold and y ∈ Y is a regular value of the restriction of the projection PY
(to the second factor Y ) to M(Φ, q) if and only if the map
Φy : X → Z, x 7→ Φ(x, y)
is transversal to q. In particular, if Φ is equal to f⊕g : X×Y → Z, (x, y) 7→
f(x) + g(y), where f : X → Z is a Cl Fredholm map of and g : Y → Z a
Cl-smooth map, then the restriction of the projection PY to M(Φ, q) is a
Fredholm map of index Ind(f).
Proof. The first conclusion is standard. To arrive at the second note
that y /∈ PY (M(Φ, q)) if and only if Φ(x, y) 6= q for any x ∈ X . When
y ∈ PY (M(Φ, q)) and x ∈ (Φy)−1(q), i.e. Φ(x, y) = q, the differential
d
(
PY
∣∣∣
M(Φ,q)
)
(x, y) : T(x,y)M(Φ, q)→ TyY, (ξ, η) 7→ η
is surjective if and only if for each η ∈ TyY there exists ξ ∈ TxX such
that (ξ, η) ∈ Ker(Φ(x, y)), i.e. dxΦ(x, y)(ξ) + dyΦ(x, y)(η) = dΦy(x)(ξ) +
dyΦ(x, y)(η) = 0. If Φy is transversal to q at this x, then dΦy(x) : TxX →
is onto, and thus for any η ∈ TyY one has ξ ∈ TxX satisfying dΦy(x)(ξ) =
−dyΦ(x, y)(η). Conversely, for any z ∈ Z, since dΦ(x, y) is surjective we
have (ζ1, η) ∈ TxX×TyY such that dxΦ(x, y)(ζ1)+dyΦ(x, y)(η) = z. More-
over, d
(
PY
∣∣∣
M(Φ,q)
)
(x, y) is surjective one has also ζ2 ∈ TxX such that
(ζ2,−η) ∈ T(x,y)M(Φ, q), i.e dxΦ(x, y)(ζ2) + dyΦ(x, y)(−η) = 0. It follows
that dxΦ(x, y)(ζ1 + ζ2) = z. That is, dxΦy(x) is surjective.
Finally, if Φ = f ⊕ g, then at any (x, y) ∈ M(Φ, q) the tangent space
T(x,y)M(Φ, q) = Ker(Φ(x, y)) = {(ξ, η) ∈ TxX×TyY | df(x)(ξ)+dg(y)(η) =
0}. Since the differential
dΦ(x, y) : T(x,y)(X × Y )→ TqZ = Z, (ξ, η) 7→ df(x)(ξ) + dg(y)(η)
is onto, and df(x) is Fredholm, by Lemma 1.3(i) the projection P2 : TxX ×
TyY → TxY to Ker(dΦ(x, y)) (which is equal to the restriction of the differ-
ential dPY (x, y) to Ker(dΦ(x, y))) is Fredholm and has index Index(df(x)).
✷
B Appendix: Slice theorem for actions of Lie
groups on Banach manifolds
This appendix is written in terms of Section 2 in Appendix.B of [GuGiKa]
by Guillemin-Ginzburg-Karshon. Let X be a connected Banach manifold,
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and a compact Lie group G smoothly acts on X by automorphisms of X .
The isotropy group (or stabilizer) of a point x ∈ X is
Gx = {g ∈ G | g · x = x},
and the orbit of a point x ∈ X is
G · x = {g · x | g ∈ G}.
The orbit type of a point x ∈ X is defined to be the conjugacy class
of its isotropy group Gx in G. Since Gg·x = gGxg
−1 the conjugacy class
is constant along an orbit. For any subgroup H ⊂ G let (H) denote the
conjugacy class of H in G. We set
XH = {x ∈ X |Gx = H},
X(H) = {x ∈ X |Gx is conjugate toH}.
The fixed point set of a non-trivial subgroup H ⊂ G is defined by
XH := {x ∈ X | g · x = x∀g ∈ H}.
Theorem B.1 For any x ∈ XG there exists a G-equivariant diffeomor-
phism from a neighborhood of the origin in TxX onto a neighborhood of x
in X.
Proof. For any smallG-invariant neighborhood U of x we can take a smooth
map f : U → TxX such that its differential at x is the identity map on
TxX . With the Haar measure dg of G we define the average of f over G as
F : U → TxX ,
F (y) =
∫
G
g∗f(g
−1y)dg.
(If G is a finite group F is defined by F (y) = 1|G|
∑
g∈G g∗f(g
−1 · y)). Then
dF (x) = 1TxX and F (h · y) = h∗(F (y)) for any y ∈ U and h ∈ G. By
the implicit function theorem there exists a small G-invariant neighborhood
V ⊂ U of x such that F |V : V → F (V ) is a diffeomorphism. Its inverse is a
desired diffeomorphism. ✷
Theorem B.1 is often called the local linearization theorem.
The tangent space of an orbit G · x at x, Tx(G · x), is a Gx-invariant
subspace of TxX . Since Tx(G · x) is finite dimensional, elementary func-
tional analysis arguments imply that there exists a direct sum decomposi-
tion TxX = Tx(G ·x)⊕ Y . However Y is not necessarily Gx-invariant. Note
that the direct sum decomposition TxX = Tx(G · x) ⊕ Y corresponds with
bounded projection P : TxX → Tx(G · x) in a one-to-one way. We can
average a projection by the Gx-action to get an Gx-invariant complement
subspace Y of Tx(G · x), TxX = Tx(G · x) ⊕ Y . Let W be an open Gx-
invariant neighborhood of the origin in Y , and G ×Gx W be the associated
bundle.
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Theorem B.2 (Slice theorem) For small W there exists a G-equivariant
diffeomorphism Φ from the bundle G×GxW onto a neighborhood of the orbit
G·x in X such that the restriction of it to the zero section G×Gx{0} = G/Gx
is given by
G/Gx → X, gGx 7→ g · x.
Proof. By Theorem B.1 there exists a G-equivariant diffeomorphism φ from
a neighborhood U of the origin in TxX onto a G-invariant neighborhood V
of x in X . Shrink W so that W ⊂ U , then the map
Φ : G×Gx W → X, [g, ξ] 7→ g · φ(ξ),
is well defined and is a local diffeomorphism at the point [e, 0]. Here e is the
unit in G. The G-equivariance implies that Φ is a local diffeomorphism at
all points of the form [e, 0]. Thus one only need to prove that Φ is one-to-one
for sufficiently smallW . The latter can be easily obtained by a contradiction
argument because G is compact. ✷
Using the slice theorem we easily derive:
Corollary B.3 For any subgroup H ⊂ G the set X(H) is a submanifold
of X. If H is nontrivial then its fixed point set XH is a disjoint union of
closed submanifolds of X. Moreover, if the action of G is effective, X◦ :=
{x ∈ X |Gx = {1}} is an open and dense subset of X, and Xsing := {x ∈
X |Gx 6= {1}} is equal to the union ∪H 6={1}X
H .
Corollary B.4 If the action of G on X is locally free, i.e., each point x ∈ X
has finite isotropy group Gx, then the quotient X/G is a Banach orbifold.
C Appendix: Three results on linear func-
tional analysis
All Banach spaces are real unless otherwise stated.
Proposition C.1 Let A : X → Y be a bounded linear Fredholm operator
of index r from Banach spaces X to Y . Assume that H ⊂ X is a subspace
of finite codimension r′ ≥ 1. Then the restriction A|H : H → Y is also a
Fredholm operator and Index(A|H) = r − r′.
Proof. Case 1. Ker(A) ⊂ H. We have direct sum decompositions H =
Ker(A) ⊕ H1 and X = H ⊕ X1. Then A(X) = A(H1) ⊕ A(X1). Since
dimY/A(X) is finite there exists a direct sum decomposition Y = Y1 ⊕
A(X) = Y1 ⊕ A(H1) ⊕ A(X1). Note that A|H(H) = A(H1). We have
Y/Im(A|H) ∼= Y1 ⊕A(X1) and thus
Index(A|H) = dimKer(A|H)− dimY/Im(A|H)
= dimKer(A)− dim(Y1 ⊕A(X1))
= dimKer(A)− dimY1 − dimA(X1)
= r − r′.
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Case 2. Ker(A) ∩ H = {0}. We have direct sum decompositions X =
H ⊕Ker(A)⊕H2 and Y = Y1⊕A(X) = Y1⊕A(H2)⊕A(H). So Y/A(H) ∼=
Y1 ⊕ A(H2). It follows that
Index(A|H) = dimKer(A|H)− dimY/Im(A|H)
= 0− dim(Y1 ⊕A(H2))
= 0− dimCoker(A)− dimH2
= − dimCoker(A) − (r′ − dimKer(A))
= dimKer(A)− dimCoker(A) − r′
= r − r′.
Case 3. Ker(A) ∩H 6= {0} and Ker(A) can not be contained in H.
We have direct sum decompositions Ker(A) = Ker(A)∩H⊕Z, H = Ker(A)∩
H ⊕H3 and X = H ⊕ Z ⊕X2 and Y = Y1 ⊕A(X) = Y1 ⊕A(X2)⊕A(H).
So Y/A(H) ∼= Y1 ⊕A(X2) and
Index(A|H) = dimKer(A|H)− dimY/Im(A|H)
= dimKer(A|H)− dim(Y1 ⊕A(X2))
= dimKer(A) ∩H − dimCoker(A) − dimA(X2)
= dimKer(A) ∩H − dimCoker(A) − dimX2
= dimKer(A) ∩H − dimCoker(A) − (r′ − dimZ)
= dimKer(A) ∩H + dimZ − dimCoker(A)− r′
= dimKer(A)− dimCoker(A) − r′
= r − r′.
✷
Let X be a Banach space and M ⊂ X be a closed subspace. codimM :=
dim(X/M) is called codimension of M (in X). We have the following ele-
mentary fact, which is still proved for completeness.
Proposition C.2 If the subspace M ⊂ X has codimension k ∈ [2,+∞]
then for any natural number l ≤ k there exists a closed subspace X0 ⊂ X of
codimension l such that M ⊂ X0.
Proof. Since M ⊂ X is a proper closed subspace there exists a nonzero
x1 ∈ X such that d1 = dist(x1,M) > 0. By the Hahn-Banach theorem we
have f1 ∈ X∗ such that f1(x1) = 1 and f1(M) = 0. Let M1 be the subspace
spanned byM and x1. It is a closed subspace of codimension k−1. If l = 1 or
k we may takeX0 = Ker(f1) orM . If 1 < l < k−1We can continue to choose
a nonzero x2 ∈ X such that d2 = dist(x2,M1) > 0. Using the Hahn-Banach
theorem again we get a f2 ∈ X∗ such that f2(x2) = 1 and f2(M1) = 0.
Note that f1 and f2 are linearly independent. Thus Ker(f1) ∩ Ker(f2) is
a closed subspace of codimension 2 and contains M . If l = 2 we may
take X0 = Ker(f1) ∩ Ker(f2). If l > 2 we may continue this procedure.
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After l steps we get l linearly independent vectors x1, · · · , xl and functionals
fi ∈ X∗, i = 1, · · · , l such that fi(xi) = 1 and fi(Mi−1) = 0, where Mi is
the subspace spanned by xi and Mi−1, i = 1, · · · , l and M0 = M . Clearly,
f1, · · · , fl are linearly independent. Then X0 = ∩
l
i=1Ker(fi) is a desired
closed subspace because any finite elements in {f1, · · · , fl} are also linearly
independent. ✷
Proposition C.3 Let G and H be two Banach spaces, and A : G → H
be a bounded linear Fredholm operator. Suppose that H = H1 ⊕ H2 is a
direct sum decomposition of Banach spaces, and Pi : H → Hi are natural
projections and Ai = Pi ◦A for i = 1, 2. If A2 : G→ H2 is onto, then
A˜ : Ker(A2) = A
−1(H1)→ H1, x 7→ A(x)
is a bounded linear Fredholm operator and Ind(A˜) = Ind(A).
Proof. Denote by Ai = Pi ◦A, i = 1, 2. We first prove that A˜ has a closed
range. Let {Axn} ⊂ Im(A˜) converge to y ∈ H . Since Im(A) is closed,
there is a x ∈ G such that Ax = y. Note that H1 is closed and Axn ∈ H1
for n = 1, 2, · · · . We get Ax = y ∈ H1, and thus x ∈ A−1(H1). Hence
y ∈ Im(A˜). Namely, Im(A˜) is closed.
Next it is clear that Ker(A˜) = Ker(A) since Ker(A) ⊂ A−1(H1).
Finally, we prove Coker(A˜) = Coker(A). Since Im(A˜) ⊂ Im(A) we have
a well-defined linear map
ϕ : Coker(A˜) = H1/Im(A˜)→ Coker(A) = H/Im(A), [y]0 7→ [y],
where [y]0 = y + Im(A˜) and [y] = y + Im(A). So it suffices to prove that ϕ
is a linear isomorphism. Assume that ϕ([y]0) = 0 for some [y]0 ∈ Coker(A˜).
Then [y] = 0 and thus y ∈ Im(A), i.e., y = Ax for some x ∈ G. Since y ∈ H1,
we get A2x = 0 or x ∈ Ker(A2) = A−1(H1). Hence y = Ax ∈ Im(A˜), i.e.,
[y]0 = 0. This shows that ϕ is injective. To see that ϕ is also surjective, we
take any [y] ∈ Coker(A). Decompose y into y1 + y2, where yi ∈ Hi, i = 1, 2.
Since A2 is onto, we have y2 = A2x for some x ∈ G. Set z = y1−A1x ∈ H1.
Then z − y = y1 − A1x − y1 − y2 = −A1x − A2x = −Ax ∈ Im(A). Hence
ϕ([z]0) = [z] = [y]. It follows that A˜ is Fredholm and has index Ind(A˜) =
Ind(A) because ϕ is a linear isomorphism. ✷
D Appendix: Existence of partially smooth
cut-off functions in GW-theory
In this appendix we shall show how to construct desired PS cut-off functions.
To limit the length of this paper we directly adopt the constructions in §2.4
of [Lu3]. Let [f ] ∈ Mg,m(M,J,A) and f = (f ; Σ, z¯) be a representative of
it. Let y¯ = {y1, · · · , yl} be the set of all points added to Σ for stabilizing
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(Σ, z¯). Then σ := (Σ, z¯ ∪ y¯) is a genus g stable curve with m + l marked
points. By (2.5) in [Lu3] we have a local deformation of σ:
Vdeform(σ) × Vresolve(σ)→Mg,m+l, (u, v) 7→ [Σ(u,v), z¯ ∪ y¯],
where Vdeform(σ)×Vresolve(σ) is a small open neighborhood of the origin in
some vector spaces of finite dimension. In §2.4.2 of [Lu3], for each (u, v) ∈
Vdeform(σ)×Vresolve(σ) we constructed a map f(u,v) : Σ(u,v) →M satisfying
diamµ(f(u,v)(Σ(u,v))) ≤ diamµ(f(Σ)) + 4|v|
1/4
with respect to a fixed Riemannian distance dM on M . By Remark 2.12 in
[Lu3] we can choose a δf > 0 so small that the open ball Vδf with center 0
and radius δf is contained in Vdeform(σ) × Vresolve, and that each f(u,v) =
(f(u,v),Σ(u,v), z¯), (u, v) ∈ Vδf , is a stable L
k,p-map and has the homology
class A and the energy E(f(u,v)) ≤ ω(A)+1 since E(f) = ω(A). For ǫ > 0 let
U˜ǫ(δf ) by the set of all tuples (g(u,v),Σ(u,v), z¯ ∪ y¯) satisfying the following
conditions: (i) (u, v) ∈ Vδf , (ii) g(u,v) : Σ(u,v) → M is a L
k,p-map, (iii)
‖g(u,v) − f(u,v)‖k,p < ǫ, where the norm ‖ · ‖k,p is measured with respect to
the metrics τ(u,v) and gJ = µ. For each 0 < δ ≤ δf we denote by
U˜δ,ǫ(f) := {(g(u,v),Σ(u,v), z¯ ∪ y¯) ∈ U˜ǫ(δf ) | (u, v) ∈ Vδf , |(u, v)| < δ}
and by
Uδ,ǫ(f) := {[g(u,v),Σ(u,v), z¯] | (g(u,v),Σ(u,v), z¯ ∪ y¯) ∈ U˜δ,ǫ(f)} ⊂ B
M
g,m,A.
The latter is the desired neighborhood of [f ] ∈ BMg,m,A, and the U˜δ,ǫ(f) is
the uniformizer of Uδ,ǫ(f).
For 0 < δ0 ≪ δ and 0 < ǫ0 ≪ ǫ let us choose two smooth cut-off functions
η1 : Vδf → [0, 1] and η2 : [0,+∞)→ [0, 1]
such that
η1((u, v)) =
{
1 if |(u, v)| ≤ δ0,
0 if |(u, v)| ≥ 2δ0,
η2(t) =
{
1 if 0 ≤ t ≤ ǫp0,
0 if t ≥ 2ǫp0.
Let us define η : U˜δ,ǫ(f)→ R by
η(g(u,v)) = η1((u, v))η2(‖g(u,v) − f(u,v)‖
p).
It is not hard to check that η is a partially smooth cut-off function on
U˜δ,ǫ(f). By shrinking δ0 > 0 and ǫ0 > 0 we can also require that its support
is contained in a given small neighborhood of f . As in §2.4.4 of [Lu3] let
U˜δ,ǫ(f ,H) := {(g(u,v),Σ(u,v), z¯ ∪ y¯) ∈ U˜δ,ǫ(f) | g(u,v)(yj) ∈ Hj ∀yj ∈ y¯}
for 0 < δ ≤ δf and small ǫ > 0. Clearly, the above η restricts to a natural
PS cut-off function on U˜δ,ǫ(f ,H). By the obvious averaging process we can
get a Aut(f)-invariant PS cut-off function on U˜δ,ǫ(f ,H) from it.
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