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Abstract
Thanks to their ability to capture complex dependence structures,
copulas are frequently used to glue random variables into a joint model
with arbitrary one-dimensional margins. More recently, they have
been applied to solve statistical learning problems such as regression
or classification. Framing such approaches as solutions of estimating
equations, we generalize them in a unified framework. We derive
consistency, asymptotic normality, and validity of the bootstrap for
copula-based Z-estimators. We further illustrate the versatility of
such estimators through theoretical and simulated examples.
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1. Introduction
Over the last two decades, there has been an exponentially increasing interest
in copula-based models. Thanks to their ability to capture complex dependence
structures, copulas have been applied to a wide range of scientific problems, and
their successes have led to continual advances in both theory and open-source
software availability. While they are often used as convenience tools to glue
together arbitrary marginal distributions, copulas have also been applied to solve
regression problems (Song, 2000, Oakes and Ritz, 2000, Pitt et al., 2006, Kolev and
Paiva, 2009, Song et al., 2009, Yin and Yuan, 2009, Noh et al., 2013, Cooke et al.,
2015). Another recent development is in quantile regression (Koenker, 2005), with
contributions from the econometrics and statistics literatures, respectively in the
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context of univariate quantile auto-regression (Bouye´ and Salmon, 2009, Chen
et al., 2009) and conditional quantile estimation (Noh et al., 2015, Kraus and
Czado, 2017, Re´millard et al., 2017). A problem with those approaches is that
they use parametric copula families, which only allow for monotonic regression
functions (Dette et al., 2014). In De Backer et al. (2017), the authors alleviate
this issue by considering a semiparametric estimator. Schallhorn et al. (2017)
suggests a fully nonparametric estimator, but lacks theoretical results.
Using the fact that both the mean and quantiles can be regarded as roots
of estimating functions (Godambe, 1991), we propose a unified framework to
solve a wide range of statistical learning problems using copulas. Assume that
one is interested in finding the roots of estimating functions of a set of response
variables conditionally on covariates. The main idea explored in this paper is
that conditional expectations can be replaced by weighted unconditional ones,
with the weight being a ratio of copula densities. In other words, copula-based
Z-estimators are built by estimating the weight function first, and then solving
for the roots of an estimating function using this weight. Such an approach has
an obvious practical appeal: it works off-the-shelf in combination with software
targeted at unconditional estimators but accepting weights as input.
We develop a rigorous asymptotic theory justifying this approach, along with
verifiable assumptions. In particular, we prove consistency, asymptotic normality,
and validity of the bootstrap of the corresponding Z-estimators. Note that our
theory also applies to consistent M-estimators (based on maxima instead of roots)
when their estimating functions are differentiable (see, Kosorok, 2007, Section
2.2.6).
The remainder of this article is organized as follows. In Section 2, we formalize
the problem and give motivating examples. The main results are presented in
Section 3. We also discuss our assumptions, both in general and in the context of
the motivating examples. We showcase our method in various simulations setups
in Section 4. Finally, we put our results in a larger context and discuss possible
extensions in Section 5.
2. Copula-based solutions to estimating equations
2.1. Representing estimating equations in terms of copulas
For arbitrary random vectors Y and X, we denote by FY,X(y, x) = Pr(Y ≤ y,X ≤
x) their joint distribution, FY |X(y, x) = Pr(Y ≤ y | X = x) the distribution of Y
conditional on X, FYj(yj) = Pr(Yj ≤ yj) and FXj(xj) = Pr(Xj ≤ xj) the marginal
distributions. Assuming that all random variables are absolutely continuous, we
write the corresponding densities as fY,X , fY |X , fYj , and fXj .
Let Y ∈ Y ⊆ Rq the subject of interest (called response), and X ∈ X ⊆ Rp
a vector of auxiliary variables (called predictors or covariates). The response is
often a univariate random variable in the context of regression or classification,
but can be enriched to encompass an exogenous treatment effect or instrumental
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variables (see Example 5 below). Then, let θ ∈ Θ be a parameter of interest and
ψθ : Y → R be an identifying function, i.e., a function with the property
E
{
ψθ0(Y ) | X = x
}
= 0, (1)
where θ0 ∈ Θ denotes the true parameter. We shall see that the conditional
expectation in (1) can be replaced by an unconditional one viz.
E
{
ψθ0(Y )wx(Y )
}
= 0, (2)
where wx is a weight function that accounts for the conditioning on X = x.
This unconditional representation is explained by Sklar’s theorem (Sklar, 1959)
for densities. It states that the joint density fZ for any absolutely continuous
random vector Z ∈ Rd can be represented as
fZ(z) = cZ{FZ1(z1), . . . , FZd(zd)}
d∏
j=1
fZj(zj), (3)
where cZ is called copula density. More precisely, cZ is the density of the vector
of probability integral transforms
(
FZ1(Z1), . . . , FZd(Zd)
)
, where all components
are standard uniform variables. In particular, cZ ≡ 1 for univariate Z.
Using (3), we can write the conditional density of Y given X as
fY |X(y | x) = fY,X(y, x)
fX(x)
=
q∏
j=1
fYj(yj)
cY,X{FY1(y1), . . . , FXp(xp)}
cX{FX1(x1), . . . , FXp(xp)}
. (4)
Since the denominator in (4) does not depend on θ0 and y, it has no effect when
we are solving for a zero of (1). Thus, (2) is obtained with
wx(y) =
cY,X{FY1(y1), . . . , FXp(xp)}
cY {FY1(y1), . . . , FYq(yq)}
. (5)
We then consider a class of estimators θ̂ that arises from two successive approxi-
mations:
(i) using an estimate ŵx instead of the unknown wx,
(ii) replacing (2) by its empirical counterpart, i.e.,
1
n
n∑
i=1
ψθ̂(Yi)ŵx(Yi) = 0, (6)
where Yi, i = 1, . . . , n is an iid sequence of observations.
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2.2. Examples
The estimator solving (6) is quite versatile. With different choices of the identi-
fying function ψθ0 , we can solve for a variety of conditional functionals. In the
following, we introduce a few popular examples that will be discussed further in
later sections.
Example 1 (Mean regression). The classical example with a univariate response
is the conditional mean θ0 = E(Y | X = x) which is identified by ψθ(y) = y − θ.
The estimating equation (2) then has the explicit solution
θ̂ =
∑n
i=1 Yi ŵx(Yi)∑n
i=1 ŵx(Yi)
,
which is quite similar to the Nadaraya-Watson estimator. A difference is that
the weights ŵx are also functions of the response Y .
Example 2 (Quantile regression). The conditional quantile θ0 = F
−1
Y |X(t |
X = x) for t ∈ (0, 1) can be found by minimizing the expected value of the
“check-function” ρθ,t(y) = (y− θ){t−1(Y < θ)} or, equivalently, solving (2) with
ψθ,t(Y ) = t1(y > θ)− (1− t)1(y ≤ θ).
In this context, ψθ,t ∈ Ψ, where Ψ is a class of identifying functions indexed by
the quantile level t. For quantile regression, (2) has to be solved numerically,
although there are efficient algorithms to compute “weighted quantiles”.
Example 3 (Expectile regression). Expectiles generalize the mean of a distri-
bution in a way that is similar to how quantiles generalize the median (Newey
and Powell, 1987). The identifying function is
ψθ,t(y) = t(y − θ)1(y ≥ θ)− (1− t)(θ − y)1(y < θ),
for t ∈ T = (0, 1), and mean regression is recovered by t = 1/2.
Example 4 (Exponential family regression). Suppose fY |X=x is a one parameter
exponential family with canonical parameter θ, i.e.,
f(y; θ) = h(y) exp {a(y)θ − b(θ)} ,
where h, a, and b are known functions. Then the parameter can be identified via
ψθ(y) =
{
a(y)− b′(θ)}.
Example 5 (Instrumental variable regression). Assume that the goal is to
characterize the relationship between a response Y1 and a treatment Y2. When
Solving estimating equations with copulas 5
the treatment is endogenous, identifying its effect further requires an exogenous
instrument Y3. More formally, let Y = (Y1, Y2, Y3) ∈ Y ⊆ R3 and Z ∈ Z ⊆ R be
random variables such that
Y1 = f(Y2) + Z,
where E
(
Z
)
= 0, Z is independent of Y3 but not necessarily of Y2. In this
setting, we can identify f through E
(
Y1|Y3 = y3
)
= E
{
f(Y2)|Y3 = y3
}
, which
is an ill-posed inverse problem. This issue can be resolved by assuming that f
lives in a compact space (Newey and Powell, 2003). With f(y) ≈ θ>b(y) for
y ∈ R an approximation with K coefficients θ = (β1, . . . , βK) and basis functions
b(y) = (b1(y), · · · , bK(y)), compactness is imposed by assuming bounded basis
coefficients. The estimating equation is then
ψθ(y1, y2, y3) = b(y3)
{
y1 − θ>b(y2)
}
.
3. Asymptotic theory
We now consider the asymptotic properties of θ̂. We use a general framework
to encompass a wide range of identifying functions and both parametric and
nonparametric estimators of wx. In Section 3.1, we state and discuss the main
results. In Section 3.2, we detail our assumptions and point to alternative
conditions that are sometimes easier to verify. In Section 3.3, we use specific
examples to illustrate how the assumptions can be verified in practice. All proofs
are relegated to Appendix A.
3.1. Main results
In what follows, we ignore measurability issues, because the functions that we
consider are generally well behaved. We use →P and oP
(
an
)
for convergence in
probability without rate and with rate an. For a process {Zn,t, t ∈ T} indexed
by elements of T , we let  denote weak convergence in `∞(T ) = {g : T →
R, supt∈T |g(t)| <∞}.
Consider a collection of identifying functions Ψ = {ψθ,t : θ ∈ Θ, t ∈ T}. If
{θt : t ∈ T} is a process indexed by elements of T , then it is understood that
ψθ,t = ψθt,t. For instance, the estimator θ̂ and the true parameter θ0 are processes
{θ̂t : t ∈ T} and {θ0,t : t ∈ T}, with ψθ0,t = ψθ0,t,t and ψθ̂,t = ψθ̂t,t. In what follows,
we drop the t subscripts from processes indexed by elements of T whenever there
is no confusion.
While θ̂ and θ0 are functions of the value conditioned upon through ŵx and
wx, we assume x fixed for the remainder of this section. Our first result shows
that θ̂ is consistent uniformly in the indexing set T .
Theorem 1 (Consistency). Under (A1)–(A3), supt∈T
∣∣θ̂ − θ0∣∣→P 0.
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While stronger than point-wise consistency, Theorem 1 is insufficient for statis-
tical inference. For instance, to test hypotheses and construct confidence bands,
an asymptotic distribution is essential. To obtain a weak convergence result,
we specify the estimator ŵx further. In what follows, we assume that ŵx is
asymptotically linear in the sense that
sup
y
∣∣∣∣ŵx(y)− 1n
n∑
i=1
an,x(y, Yi, Xi)
∣∣∣∣ = oP (n−1/2rn),
where an,x is a sequence of continuous functions and r
−1
n = O(1). This assumption
is satisfied by many popular estimators of wx, and we refer to Section 3.3.2
for examples. The rate rn is introduced to encompass both parametric and
nonparametric estimators within the same formalism. While rn is a diverging
sequence for nonparametric estimators, rn = 1 gives the standard
√
n rate for
parametric ones.
Theorem 2 (Weak convergence). Under (A1-A8),
r−1n
√
n(θ̂ − θ0 − βn) −V −1θ0,t,wxGt in `∞(T ),
where βn = rnE{ωn,t,x(Y,X)}, ωn,t,x(y, x) = r−1n E{ψθ0,t(Y )an,x(Y, y, x)}, Vθ0,t,wx
is the Hadamard derivative of E
{
ψθ0,t(Y )wx(Y )
}
with respect to θ0, and G is
a tight, zero-mean Gaussian element with covariance limn→∞ cov{Kn,t1 , Kn,t2},
where
Kn,t = r
−1
n ψθ0,t(Y )wx(Y ) + ωn,t,x(Y,X).
Recall that θ̂ is defined as a plug-in type estimator, obtained by substituting
ŵx for wx to solve the empirical estimating equation. As such, the asymptotic
distribution of θ̂ combines the effects of two approximations: using ŵx for wx
and replacing the true estimating equation by its empirical counterpart. Since
the latter approximation is unbiased, the bias βn is driven by the bias of ŵx, but
“averaged out” by taking the expectation. Furthermore, the sequence converging
to the asymptotic variance can be decomposed into var
{
Kn,t
}
= A1n,t+A
2
n,t+A
3
n,t,
where
• A1n,t = r−2n var{ψθ0,t(Y )wx(Y )} isolates the variance contribution of the
second approximation,
• A2n,t = var{ωn,t,x(Y,X)} is driven by the variance of ŵx, but with some
“averaging out” as for βn,
• A3n,t = 2r−1n E{ψθ0,t(Y )wx(Y )ωn,t,x(Y,X)} reflects the dependence between
the approximations, caused by the fact that the same data is used in both.
Theorem 2 allows us to compute the exact limiting distribution for specific
choices of identifying functions and estimator ŵx. But the limit also depends on
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θ0 and wx. In practice, we can only approximate this distribution by replacing θ̂
and ŵx for the true values. Such computations are rather involved, especially for
complex estimators ŵx. And even for simple ones, they may not suffice: when T
is not finite, critical values for confidence bands cannot in general be determined
from the limiting distribution.
To remediate this issue, a popular alternative is the bootstrap method. The
idea is to define a new estimator θ˜, based on a randomly reweighted version of the
data. The distribution of
√
n(θ̂ − θ0) is then approximated by the distribution
of
√
n(θ˜ − θ̂) (or by an adequately scaled version). Originally a resampling
technique (Efron, 1979), we use a slightly different formulation of the boostrap
that facilitates its asymptotic analysis.
Let ξi, i = 1, . . . , n, be an iid sequence of positive random variables indepen-
dent of the data and satisfying E(ξ1) = µ ∈ (0,∞), var(ξ1) = σ2 ∈ (0,∞),
and E(|ξ1|2+) < ∞ for some  > 0. For example, choosing ξi to be standard
exponential results in the Bayesian bootstrap (Rubin, 1981). Define the bootstrap
estimator
{
θ˜t, t ∈ T
}
as solving
1
n
n∑
i=1
(ξi/ξ¯)ψθ˜,t(Yi)w˜x(Yi) = 0,
where ξ¯ = n−1
∑n
i=1 ξi and
w˜x(y) =
n∑
i=1
(ξi/ξ¯)an,x(y, Yi, Xi).
For some process Zn, let Z˜n be its bootstrapped version with random weights
ξ, and Z some tight process. We write Z˜n  ξ,P Z if
sup
h∈BL1
∣∣∣Eξ{h(Z˜n)}− E{h(Z)}∣∣∣→P 0,
where BL1 is the space of functions with Lipschitz norm bounded by 1 and the
subscript indicates conditioning on the observations (see Section 2.2.3 of Kosorok,
2007).
We can now state the next theorem, which implies that the conditional law of
a properly scaled version of r−1n
√
n(θ˜ − θ̂) given the observed data converges to
the law of Gt.
Theorem 3 (Validity of the bootstrap). Under assumptions (A1)–(A9),
(µ/σ)r−1n
√
n(θ˜ − θ̂) ξ,P −V −1θ0,t,wxGt in `∞(T ),
where Gt is as in Theorem 2.
Remark 1. The boostrap of Efron (1979) is different in that resampling from
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the data amounts to choosing (ξ1, . . . , ξn) ∼ Multinomial(n, 1/n, . . . , 1/n), which
violates the independence requirement. While this issue can be resolved by a
Poissionization argument (see, van der Vaart and Wellner, 1996, Section 3.6), it
requires substantial additional effort.
3.2. Assumptions
Let G be an arbitrary class of functions such that (G, ‖ · ‖) is a subset of a normed
space. Define N(,G, ‖·‖) as its covering number (the minimum number of -balls
needed to cover G) and N[ ](,G, ‖ · ‖) as its bracketing number (the minimum
number of -brackets needed to cover G); see Definitions 2.1.5 and 2.1.6 of van der
Vaart and Wellner (1996). Both N(,G, ‖ · ‖) and N[ ](,G, ‖ · ‖) measure the
complexity of the class G: the larger their value, the larger is the class. A function
G is called envelope of G if G ≥ supg∈G |g|. To further simplify notation here and
in the proofs, we write gθ,t,w = ψθ,tw so that
E{gθ,t,wx(Y )} = E
{
ψθ,t(Y )|X = x
}
.
Assumptions. l
(A1) |ŵx(y)− wx(y)| →P 0 for all y ∈ Y.
(A2) There is a class W and δ > 0 such that
(i) the class Gδ = {gθ,t,w : ‖θ − θ0,t‖ < δ, t ∈ T,w ∈ W} is P -Donsker.
(ii) Pr(ŵx ∈ W)→ 1.
(A3) ∃θ0 ∈ Θ such that ∀ > 0, inf‖θ−θ0‖> |E{gθ,t,wx(Y )}| > 0 = E{gθ0,t,wx(Y )}.
(A4) The map θ 7→ ψθ,t is continuous in L2(P ) at θ0.
(A5) The map θ 7→ E{gθ,t,wx(Y )} is Hadamard differentiable in a neighborhood
of θ0 and the derivatives Vθ0,t,wx are nonsingular.
(A6) for Ψθ0 = {ψθ0,t : t ∈ T}, it holds∫ δn
0
√
logN
{
/2,Ψθ0 , L1(P )
}
d→ 0, for every δn ↓ 0.
(A7) There is a sequence of continuous functions an,x and r
−1
n = O(1) such that
sup
y
∣∣∣∣ŵx(y)− 1n
n∑
i=1
an,x(y, Yi, Xi)
∣∣∣∣ = oP (n−1/2rn), sup
s
|an,x(s, y¯, x¯)| <∞.
(A8) With ωn,t,x(y, x) = r
−1
n E{ψθ0,t(Y )an,x(Y, y, x)}, the sequence of function
classes On = {ωn,t,x : t ∈ T} admits envelopes Ωn satisfying for every  > 0
E{Ω2n(Y,X)} = O(1), E{Ω2n(Y,X)1(Ωn > 
√
n)} → 0.
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(A9) |w˜x(y)− wx(y)| →P 0 and Pr(w˜x ∈ W)→ 1 with W is as in (A2).
First, note that (A1) and (A2ii) together imply that wx ∈ W. Then for any
θ such that ‖θ − θ0‖ < δ, we have gθ,t,wx ∈ Gδ. (A2i) is crucial to prove weak-
convergence of θ̂ and, along with (A2ii), arguably the hardest to verify. There is
a trade off between them: the larger the class W , the easier it is to show (A2ii),
but the it is harder to show (A2i) and vice versa. Also, since wx ∈ W , the class
W must be large enough to include the true weight function.
Assumption (A3) implies that the true estimating equation uniquely identifies
the parameter of interest. Assumption (A9) is the bootstrap equivalent of (A1)
and (A2ii) and could be replaced by a condition on an,x that is similar to (A8).
Assumptions (A3) and (A9) are easily verified for most cases of practical interest,
and thus will not be discussed further.
In Section 3.2.1 and Section 3.2.2, we give alternative conditions to (A2) that
are less general but easier to verify. Assumptions (A4), (A5) and (A6) are easily
verifiable for many identifying functions of practical interest, and Section 3.3.1
discusses quantiles, expectiles and exponential families. Assumptions (A1), (A7)
and (A8) allow to use the same formalism to obtain general results for a wide class
of estimators, and Section 3.3.2 discusses both parametric and nonparametric
examples.
3.2.1. Assumption (A2i)
Recalling the definition of Gδ and defining Ψδ = ∪‖θ−θ0‖<δ{ψθ,t : t ∈ T}, we get
that Gδ = Ψδ · W. Consider the map φ(u, v) = uv for each (u, v) ∈ R2. (A2i)
amounts to showing that φ ◦ (Ψδ,W) is P -Donsker. Define ψ¯ and w¯ as any
envelope function of Ψδ and W, respectively. Then for every ψ1, ψ2 ∈ Ψδ and
w1, w2 ∈ W ,
|ψ1(y)w1(y)− ψ2(y)w2(y)|2 ≤ 2
{
ψ¯2(y)|w1(y)− w2(y)|2 + w¯2(y)|ψ1(y)− ψ2(y)|2
}
.
Further, we abbreviate ‖P‖G = supg∈G |E{g(Y )}| for some class G of measurables
functions from Y to R. The following refinement follows from Corollarly 2.10.13
of van der Vaart and Wellner (1996).
Lemma 1. If there are envelope functions ψ¯ and w¯ such that
(B1) ψ¯W and w¯Ψδ are P -Donsker,
(B2) ‖P‖ψ¯W <∞ and ‖P‖w¯Ψδ <∞,
(B3) E{g(Y )}2 <∞ for at least one g ∈ Gδ,
then (A2i) holds.
We now give a set of sufficient conditions for (B1)–(B3) to hold and discuss
how they can be verified. Denote by CβM(Y) the class of functions whose partial
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derivatives up to order bβc (the greatest integer smaller than β) are uniformly
bounded by M and whose highest partial derivatives are Lipschitz of order β−bβc.
Lemma 2. Let Y ⊆ Rq. If
(C1) W = CβM(Y) with β > q/2,
(C2) Ψδ is P -Donsker and ‖P‖Ψδ <∞,
(C3) there exists a partition Y = ∪∞j=1Yj such that ψ¯
∣∣
Yj ∈ C
β
Mj
(Yj) and∑∞
j=1MjP (Yj)1/2 <∞,
then (B1) holds.
(C1) might seem restrictive since usual copula densities are unbounded in the
corners of the unit hypercube, thus implying cY X(FY (y), FX(x)) 6∈ CβM(Y × X ).
However, the assumption only requires wx ∈ CβM(Y), namely boundedness of
the copula density for fixed x. (C2) is easily verified for quantiles, expectiles
(provided that α is in a compact subset of (0, 1)), and exponential families.
(C3) is used to prove that ψ¯W is P -Donsker. If Y is a bounded, convex subset
of Rq with nonempty interior and ψ¯ ∈ CβM(Y) for some M <∞, then W has a
finite bracketing integral provided β > q/2, by van der Vaart and Wellner (1996),
Theorem 2.7.1. As such, it is P -Donsker and so is ψ¯W. Furthermore, if Y = R
and Mj = M for all j, then
∑∞
j=1MjP (Yj)1/2 < ∞ can be replaced by a tail
condition like E(|y|2+) <∞ for some  > 0 by van der Vaart and Wellner (1996),
Corollary 2.7.4. If Mj is not constant, but satisfies Mj ∼ supy∈Yj |y|, then a
sufficient condition for
∑∞
j=1MjP (Yj)1/2 <∞ is that E(|y|4+) <∞.
3.2.2. Assumption (A2ii)
(A2ii) requires that the estimator ŵx lies in a P -Donsker class with probability
going to one. In the setting of Lemma 2, a sufficient condition is that ŵx’s first
bβc + 1 derivatives are uniformly consistent for the respective derivatives of wx.
Lemma 3. If (C1), (C2), (C3), and
(C4) supy |∂k(ŵx − wx)(y)| = oP (1) for all |k| = 0, . . . , bβc+ 1,
with k = (k1, · · · , kq), ∂k = ∂k11 · · · ∂kqq , and |k| =
∑q
1 kj, then (A2ii) holds.
An estimator ŵx will typically have the form ĉY,X{F̂Y (y), F̂X(x)}, where F̂Y , F̂X
are estimators of the marginal distributions and ĉY,X is an estimator of the
copula density. Then (C4) is satisfied if ĉY,X and F̂Y (as functions of y) have
uniformly converging derivatives up to order bβc+ 1. This is true for sufficiently
smooth parametric models and most classical nonparametric techniques (see e.g.,
Gawronski, 1985, Silverman, 1978). Note that (C4) technically excludes the
empirical distribution function as an estimator for the marginal distributions,
although this is likely not an issue in practice.
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3.3. Examples
3.3.1. Identifying functions
Assumption (A4) is obvious in all following examples and not discussed further.
Example 2 (Quantile regression, cont.). For (A5), we see that the map θ 7→
E{gθ,t,wx(Y )} = t−FY |X(θ | x) is differentiable with derivative Vθ,t,wx = −fY |X(θ |
x). The class Ψδ has a smooth envelope ψ¯θ,t(y) = 1 and contains only monotone
functions from R to [−1, 1]. Hence, logN[ ]{,Ψδ, Lr(P )} = O(−1) for all r ≥ 1
by Theorem 2.7.5 in van der Vaart and Wellner (1996). In particular, Ψδ is P -
Donsker (C2), and (A6) follows from the inequality N(/2,G, ‖·‖) ≤ N[ ](,G, ‖·‖)
for any class G and norm ‖ · ‖. (C3) is trivially satisfied and (C1), (B1), and (B3)
become mild conditions on W and FY .
Example 3 (Expectile regression, cont.). We have the map
θ → E{gθ,t,wx(Y )} = t
∫ ∞
θ
{
1− FY |X(y | x)
}
dy − (1− t)
∫ θ
−∞
FY |X(y | x)dy,
and its derivative is Vθ,t,wx = (2t− 1)FY |X(θ | x)− t, which implies (A5). For the
special case of mean regression (t = 1/2), this yields Vθ,1/2,wx = −1/2. If t takes
values in a compact subset of (0, 1), Zwingmann and Holzmann (2017) show that
Ψδ is P -Donsker (C2) by deriving bounds on its bracketing entropy. One can
similarly verify that the covering integral condition (A6) is satisfied. A possible
smooth envelope for Ψδ is ψ¯(y) = supt∈T sup|θ−θ0(t)|<δ |θ|+ δ + 1 + y2. With this,
(C3), (C1), (B1), and (B3) again become mild conditions on W and FY .
Example 4 (Exponential family regression, cont.). We have
θ → E{gθ,wx(Y )} = E(Y | X = x)− b′(θ)E{wx(Y )},
and its derivative is Vθ,wx = −b′′(θ)E{wx(Y )}, which implies (A5) provided that
b′′(θ) exists in a neighborhood of θ0. Since there is no indexing parameter t,
conditions (A2i) and (A6) only relate to the function b′ which is usually well
behaved.
Example 5 (Instrumental variable regression, cont.). We have
θ → E{gθ,wx(Y )} = E
[
b(Y3)
{
Y1 − θ>b(Y2)
} | X = x],
and its derivative is Vθ,wx = −E
{
b(Y3)b(Y2)
> | X = x}, which implies (A5) for
reasonable choices of basis functions. Similarly, (A2i) and (A6) only relate to the
basis, which can be chosen arbitrarily. For instance, b(y) = (1, y)> gives a linear
treatment effect, and
Vθ,wx =
{
1 E
(
Y2 | X = x
)
E
(
Y3 | X = x
)
E
(
Y2Y3 | X = x
) } .
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3.3.2. Estimators for the weight function
In this section, we discuss parametric and nonparametric estimators of wx. For
the sake of simplicity, we focus on Y ⊆ R, while stressing that similar arguments
follow for multivariate responses.
Example 6 (Fully parametric estimator). Let ηY ∈ HY ⊆ RdY , ηX ∈ HX ⊆
RdX and ηC ∈ HC ⊆ RdC be parameters, indexing a family of marginal and copula
densities. We further write η = (ηY , ηX , ηC) and η̂ for the maximum-likelihood
estimator of the true η0, viz.
η̂ = arg max
η
n∑
i=1
∇η log fY X(Yi, Xi; η).
We denote wx(y) = wx(y; η0) and ŵx(y) = wx(y; η̂) the true and estimated weight
functions. Assumption (A1) is satisfied except for pathological cases. Provided
that wx(·; η) is sufficiently smooth in η, (C4) is also an immediate consequence
of the consistency of η̂. Furthermore, (A7) holds with rn = 1 and
an,x(y, y¯, x¯) = wx(y) +∇ηwx(y)E
{−∇ηη log fY X(Y,X; η0)}−1∇η log fY X(y¯, x¯; η0).
Condition (A8) is satisfied under a simple regularity condition like
E
{∫
ψ¯(y)an,x(y, Y,X)fY (y)dy
}2
<∞.
Example 7 (Simple kernel estimator). For any univariate margin Z, the clas-
sical kernel estimator of the cumulative distribution function is
F̂Z(y) =
1
nbn
n∑
i=1
∫ y
−∞
K
(
s− Zi
bn
)
ds,
where K is a probability density and bn > 0 a bandwidth parameter. And using
a multivariate analog for the density, we obtain the estimator
ŵx(y) =
1
nh1+pn
n∑
i=1
K
(
F̂Y (y)− F̂Y (Yi)
hn
) p∏
k=1
K
(
F̂Xk(yk)− F̂Xk(Xi,k)
hn
)
.
When bn vanishes at an appropriate rate, the marginal estimators can be shown
to be uniformly
√
n-consistent and, thus, asymptotically negligible for estimating
wx (Silverman, 1978) . Hence, we get (A7) with
an,x(y, y¯, x¯) =
1
h1+pn
K
(
FY (y)− FY (y¯)
hn
) p∏
k=1
K
(
FXk(xk)− FXk(x¯k)
hn
)
for any r−1n = o(1). Assumption (A1) follows from the consistency of the classical
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kernel density estimator. If hn → 0 and nhp+2(bβc+1)n / lnn → ∞, (C4) can be
verified (e.g., Hansen, 2008), but only for suprema over compact interior subsets
of Y . The reason is that the simple form of this estimator induces boundary bias
for FY (y) close to 0 or 1. Nevertheless, it is possible to show that derivatives
of ŵx converge to smooth functions provided wx satisfies standard regularity
conditions, i.e., (A2ii) holds when W is a smoothness class. Assumption (A8)
can be verified for rn = h
p/2
n with tedious calculations using standard arguments
for kernel smoothers. Taking hn ∼ n−1/(4+p), the estimator θ̂ converges at rate
OP{n−2/(4+p)} which is optimal for nonparametric regression problems with p
covariates (Stone, 1980).
More sophisticated versions of ŵx include semiparametric estimators (Genest
et al., 1995) and nonparametric techniques that specialize on copula densities
(for a review, see, Nagler et al., 2017). They can be treated in a similar manner,
but require more effort.
4. Numerical illustrations
In this section, we illustrate the versatility of our approach and compare them to
state-of-the-art methods in various contexts. Based on the theory developed in
Section 3, we build one parametric and two nonparametric estimators of ŵx.
The parametric estimator, param in what follows, is constructed by fitting Gaus-
sian marginal distributions and a Gaussian copula using the maximum-likelihood
estimator at each step. Both nonparametric estimators use one-dimensional ker-
nel estimators for the marginal distributions with the direct plug-in methodology
to select the bandwidth (Sheather and Jones, 1991), but they differ in the copula
estimator. The first one, nonparam, uses a multivariate Gaussian kernel estimator
(see Example 6) for the copula, with a bandwidth equal to n−2/(p+4)Σ, where n
is the sample size and Σ the covariance matrix of the data on the copula scale
(i.e., transformed through the margins). The second, vine, uses a nonparametric
vine estimator for the copula (method tll2 in Nagler et al., 2017).
4.1. Linear Gaussian model and mean regression
In this section, we build intuition about the inner workings of our method by
using the simplest example: a linear Gaussian model, that is Y = βX + Z, with
X ∈ Rp a vector of iid N(0, 1) random variables, β = (1, . . . , 1), and Z ∼ N(0, 1)
independent of X. If the goal is to estimate E(Y | X = x) for x ∈ Rp, the
main advantage of this example is that the copula is Gaussian. As such, the
first estimator described above is correctly specified, and can be compared to the
ordinary least-square estimator (OLS).
In Figure 1, we show the results of a simulation study using various estima-
tors, sample sizes, and covariates dimension. In the legend, direct estimators
correspond respectively to the OLS estimator (for param) and a d-variate kernel
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regression estimator (for nonparam) using least-squares cross validation for the
bandwidth (Li and Racine, 2004); eecop estimators are built using the theory of
Section 3.
There are two main observations resulting from this simulation study. First,
the
√
n rate in the root-mean-square error (RMSE) clearly appears for both
parametric methods. As expected however, the OLS is more efficient, with the
relative efficiency of the copula-based estimator being between 60% and 70%.
Second, the curse of dimensionality affects the convergence rates of both nonparam
estimators. For the estimator based on vine copulas however, the convergence
rate of a nonparametric regression with a single covariate is retained. This is
no surprise, since it is based on a structural assumption that lifts the curse of
dimensionality (Nagler and Czado, 2016).
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Figure 1: Linear Gaussian model and mean regression: Y = βX+Z, with X ∈ Rp
a vector of iid N(0, 1) random variables, β = (1, . . . , 1), Z ∼ N(0, 1)
independent of X, and RMSE =
[
E
{
θ̂(X)− E(Y | X)}2]1/2.
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4.2. Quantile regression
In this section, we illustrate how our method performs in the context of quantile
regression. We assume that Y = f(X,Z), with X ∈ Rp a vector of iid U(−1, 1)
random variables, Z ∼ N(0, 1) independent of X, and that the goal is to estimate
F−1Y |X(α | X = x) for x ∈ Rp and α ∈ (0, 1).
In Figure 2, we show the results of a small simulation using various estimators,
two deterministic functions f , and 10 covariates. In the left and right panels,
we use Y = exp (X1) + Z and Y =
{
1 + exp (X1)
}
Z, corresponding respectively
to mean and variance shifts. In both cases, Y depends on X only through its
first component, and the other covariates are irrelevant. In the legend, mboost
corresponds to an estimator based on gradient boosting (Hothorn et al., 2010),
implemented in the R package Hothorn et al. (2016). Furthermore, grf corre-
sponds to an estimator based on generalized random forests (Athey et al., 2017),
implemented in the R package Tibshirani et al. (2018). Finally, eecop estimators
are built using the theory of Section 3.
For the mean shift, it seems that all methods perform appropriately, in the
sense that they are all able to extract the important feature. Even predictions
from eecop param, which is misspecified, are reasonably close to the truth. For
the variance shift, the picture is different. While it is clear that eecop param,
by assumption, is not suited to capture variance shifts, it appears that eecop
nonparam also struggles, most likely due to both the curse of dimensionality
and the choice of bandwidth. However, eecop vine is on par with state-of-
the-art methods. Note that, for mboost, the step size (i.e., the ν argument of
boost control) was fine-tuned to match the true quantiles, as the variance shift
is not captured using the default setup. It is also noteworthy that neither eecop
vine nor grf needed parameter tuning to capture the relevant feature of this
dataset, and that predictions from grf are considerably more wiggly using the
default setup.
4.3. Instrumental variable regression
In this section, we illustrate how our method performs in the context of instru-
mental variable regression. We assume that
Y1 = f(Y2, X) + Z,
Y2 = Y3 + V
Z = −V +W
with X ∈ Rp a vector of iid N(0, 1) random variables, and Y3, V and W are three
other standard Gaussian random variables independent of X and each other, and
that the goal is to estimate f(y, x) for y ∈ R and x ∈ Rp. In other words, Y1 is
the response, Y2 is the endogenous treatment, and Y3 is an exogenous instrument.
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Figure 2: Quantile regression with 1’000 observations and 10 covariates: Y =
exp (X1) + Z (left panel) and Y =
{
1 + exp (X1)
}
Z (right panel),
with X ∈ [−1, 1]10 a vector of iid U(−1, 1) variables and Z ∼ N(0, 1)
independent of X.
For instance, when f(Y2, X) = g(X)Y2, the effect of Y2 on Y1 is
g(x) =
cov (Y1, Y3 | X = x)
cov (Y2, Y3 | X = x) . (7)
In Figure 3, we show the results resulting from an experiment where p = 10,
and f(X, Y2) = (1 +X1)Y2 (left panel) and f(X, Y2) = (1 +X1)Y
2
2 (right panel).
In both cases, Y depends on X only through its first component, and the other
covariates are irrelevant. In the legend, grf corresponds to an estimator based on
generalized random forests (Athey et al., 2017), implemented in the R package
Tibshirani et al. (2018). Furthermore, eecop estimators are built by feeding the
estimated weights, along with Y1, Y2 and Y3, to the crsiv function from the
R package Racine and Nie (2018), implementing the method of Darolles et al.
(2011). Note that crsiv could be fed the covariates vector X directly to solve this
problem, instead of using weights from the approach of this paper. However, such
an approach is computationally burdensome and actually infeasible in practice
except for very low dimensional X.
For the linear effect, it seems that all methods perform appropriately, in the
sense that they are all able to extract the important feature. Even predictions from
eecop param, which is misspecified, are reasonably close to the truth. Nonetheless,
grf, which is specifically targeted at capturing this effect through the estimation
of (7), performs slightly better. For the quadratic effect, the picture is different.
It is clear that grf cannot capture such a functional relationship. Furthermore,
while eecop vine performs appropriately, eecop param does not capture the effect
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of X1. Additionally, eecop nonparam struggles, most likely due to the reasons
already described in Section 4.2. Note that generalized random forests could be
used to capture nonlinear causal effects, at the cost of additional implementation
efforts. Comparatively, our framework works off-the-shelf in combination with
any software accepting weights as input.
X1 = 0 X1 = 1
Linear
Quadratic
−2 −1 0 1 2 −2 −1 0 1 2
−2.5
0.0
2.5
0
2
4
6
8
Y2
Y1
model
truth
grf
eecop param
eecop nonparam
eecop vine
Figure 3: Instrumental variable regression with 10’000 observations and 10 covari-
ates: Y1 = (1 +X1)Y2 + Z (left panel) and Y1 = (1 +X1)Y
2
2 + Z (right
panel), with Y2 = Y3 + V , Z = −V +W , and X ∈ R10 a vector of iid
N(0, 1) variables, and Y3, V and W are three other standard Gaussian
random variables independent of X and each other.
5. Discussion
5.1. Connection to previous results
The results in Section 3 provide an umbrella theory for solutions to copula-based
estimating equations. They have close connections to several recent results. Noh
et al. (2013) shows consistency and asymptotic normality for mean regression.
Noh et al. (2015) and De Backer et al. (2017) provide similar results for quantile
regression, the latter using a semiparametric method for estimating the copula
density. Re´millard et al. (2017) establish weak convergence of the conditional
quantile estimate as a process of the quantile level and prove validity of a para-
metric bootstrap procedure.
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Our results generalize and extend the above in several ways:
• While the focus of previous research was on mean and quantile regression
with univariate response, we allow for large classes of (potentially multivari-
ate) identifying functions ψθ,t. This opens new possibilities for copula-based
solutions to other regression problems (see Section 2.2).
• Most previous results study only parametric or semiparametric estimators of
cY,X (and thereby wx). Our conditions allow for parametric, semiparametric,
and fully nonparametric methods.
• We establish weak convergence of θ̂ as a process of the parameter t ∈ T
indexing the identifying functions. This can be used to derive the asymptotic
distribution of continuous functionals of θ0 or a vector of solutions that
correspond to different identifying functions.
• We suggest and validate a multiplier bootstrap scheme for cases where exact
calculation of the asymptotic distribution is inconvenient or insufficient.
Being more general, our results are also less explicit. However, it is usually
straightforward to bring them in a more explicit form given a specific choice for
the class of identifying functions Ψ and the estimator ŵx.
The above references also contain results that go beyond the context of Section 3.
Noh et al. (2015) relax the iid -assumption and De Backer et al. (2017) allow for
potentially right-censored Y . We discuss these and other possible extensions in
the following.
5.2. Extensions
5.2.1. Stationary data
Our results in Section 3 rely heavily on empirical process theory for iid data.
But the literature on empirical processes under serial dependence is much less
developed. Nonetheless, a few classical results (e.g. Andrews, 1991) and more
recent developments (Dehling et al., 2002) give hope that our results can be
extended to stationary sequences, albeit under more stringent conditions.
5.2.2. Censored and missing response
Our approach can be extended to allow for censoring or missingness in the
response. Such effects can be accounted for by adding a second weight function in
the estimating equation. For example, suppose we only observe a right-censored
version Y c = min(Y, Z) ∈ R of Y along with a censoring indicator ∆ = 1(Y ≤ Z),
then (2) is equivalent to
E
{
ψθ(Y
c)wcx(Y
c) ζx
}
= 0,
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where ζx = ∆/Pr(Z > Y | x) and wcx is defined similar to wx in (5), but with Y
replaced by Y c.
This technique was used in De Backer et al. (2017) to allow for right censoring
in copula-based quantile regression. It is only one instance of a larger class of
methods based on inverse probability weighting. Other weight functionals ζx can
be used similarly to account for other forms of censoring and missingness (see,
e.g. Robins et al., 1994, Wooldridge, 2007, Han et al., 2016).
5.2.3. Discrete and mixed data
In applications, one often encounters discrete variables. Classical examples are
classification problems (where Y is a class indicator) or count data. However, the
ideas in this article are developed under the assumption that (Y,X) is absolutely
continuous. Several subtle issues arise when discrete data are modeled with
copulas (see, Genest and Nesˇlehova´, 2007), but our assumption is mainly for
convenience.
Indeed, the ideas from Section 2 can be extended to discrete and mixed data. To
give a simple example, suppose that Y is a Bernoulli variable and X is continuous
and univariate. Sklar’s theorem guarantees that there is a function CY,X satisfying
FY,X(y, x) = CY,X{FY (y), FX(x)}. Denoting C(2)Y,X = ∂CY,X(u, v)/∂v, one can
verify that (2) is satisfied with
wx(y) = C
(2)
Y,X
{
FY (y), FX(x)
}− C(2)Y,X{FY (y − 1), FX(x)}.
Similar expressions exist in more than two dimensions with the simple difference
above generalizing to a volume in a multi-dimensional space.
A simpler but slightly awkward solution is jittering. By adding noise to
discrete variables, one can transform the general regression problem into a purely
continuous one. Nagler (2017) shows that, under a suitable choice of noise density,
the two problems become equivalent: asymptotic properties carry over from the
purely continuous to the mixed data setting. In particular, consistent estimators
for the latter are automatically consistent for the former.
A. Proofs
Most arguments below are framed in the language of empirical processes, which
requires some additional notation. For Z1, . . . , Zn iid random elements in (Z,Ω)
with law P , and for a measurable function g : Z → R, we let
Pg =
∫
g(z)dP (z), Pn g =
1
n
n∑
i=1
g(Zi), Gn g =
√
n(Pn g − Pg),
denote respectively the expectation, empirical measure and empirical process at
g.
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A.1. Proof of Theorem 1
Denote Θδ = {θ : ‖θ− θ0‖ < δ} for some 0 < δ <∞. For any (θ, y) ∈ Θδ ×Y , let
f̂θ(y) = sup
t∈T
|gθ,t,ŵx(y)− gθ,t,wx(y)| ≤ ψ¯δ(y)|ŵx(y)− wx(y)|,
where ψ¯δ(y) is an envelope of the set {ψθ,t : θ ∈ Θδ, t ∈ T}. By (A1), we have that
for every y ∈ Y , supθ∈Θδ f̂θ(y)→P 0, which implies f̂θn(y)→P 0, for any random
sequence θn ∈ Θδ. Furthermore, if G is an integrable envelope for Gδ, it holds
f̂θ(y) ≤ 2G(y) <∞. As G(y) does not depend on θ, f̂θn(y)→P 0 and f̂θn(y) ≤
2G(y) together imply that f̂θn(y) is uniformly integrable. Therefore, it converges
to zero in mean, namely
(
P{Yi,Xi}ni=1 f̂θn
)
(y) → 0, where P{Yi,Xi}ni=1 denote the
expectation with respect to {Yi, Xi}ni=1. By Fubini’s theorem and with P the
expectation with respect to y, we have that P{Yi,Xi}ni=1P f̂θn = PP{Yi,Xi}ni=1 f̂θn ,
which implies that P{Yi,Xi}ni=1P f̂θn → 0 by the dominated convergence theorem,
and finally that P f̂θn →P 0. Using θ̂ instead of the arbitrary θn, we have
P f̂θ̂ →P 0 and hence
sup
ψθ∈Ψ0
|Pn gθ̂,t,ŵx − Pgθ̂,t,wx| ≤ sup
ψθ∈Ψ0
|(Pn − P )gθ̂,t,ŵx|+ Pfθ̂ →P 0, (8)
where the first term goes to zero in probability since, with probability going to
one, gθ̂,t,ŵx is contained in a Glivenko-Cantelli class by (A2). Since Pn gθ̂,t,ŵx = 0
by definition of θ̂, (8) implies supt∈T |Pgθ̂,t,wx| →P 0, which, along with (A3),
finally yields supt∈T |θ̂ − θ0| →P 0.
A.2. Proof of Theorem 2
To improve readability, we make use of the following two lemmas. Their proofs
are deferred to later sections.
Lemma 4. Under (A1)–(A5),
√
n(θ̂ − θ0) = −V −1θ0,t,wx
(
Gn gθ0,t,wx +
√
nPgθ0,t,ŵx
)
+ oP
(
1 +
√
n‖θ̂ − θ0‖
)
.
Lemma 5. Suppose that (A2) and (A6)–(A8) hold. Define hn = r
−1
n gθ0,t,wx +
ωn,t,x, Gn = r−1n Gδ, On = {ωn,t,x : t ∈ T}, Hn = Gn + On, and the semi-metric
ρ(h1, h2) = ‖h1 − h2‖P,2 = {P (h1 − Ph1 − h2 + Ph2)2}1/2. Then Hn is totally
bounded by ρ and for all  > 0,
lim
δ↓0
lim sup
n→∞
Pr
{
sup
h1,h2∈Hn,ρ(h1,h2)<δ
∣∣Gn (h1 − h2)∣∣ > } = 0.
The second term in the asymptotic representation in Lemma 4 can be written
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as
√
nPgθ0,t,ŵx =
rn√
n
n∑
i=1
ωn,t,x(Yi, Xi) + oP (1) = rn
√
nPn ωn,t,x + oP (1),
and, hence,
r−1n
√
n(θ̂ − θ0 − rnPωn,t,x) = −V −1θ0,t,wxGn
(
r−1n gθ0,t,wx + ωn,t,x
)
+ oP
{
r−1n
(
1 +
√
n‖θ̂ − θ0‖
)}
.
To prove our claim, we need to show that Gn (r−1n gθ0,t,wx+ωn,t,x) Gt. Conver-
gence of finite-dimensional distributions is an immediate consequence of conditions
(A2i) and (A8) and the Lindeberg-Feller central limit theorem (van der Vaart,
1998, Theorem 2.27). Asymptotic equicontinuity is established in Lemma 5,
which concludes the proof.
A.3. Proof of Theorem 3
We start with the following lemma, whose proof can be found at the end of this
section.
Lemma 6. Suppose (A1)–(A5), (A7) and (A9) hold and define P˜n = n−1
∑n
i=1(ξi/ξ¯)δYi,Xi
and G˜n =
√
n(P˜n − Pn ). Then,
√
n(θ˜ − θ̂)
= −V −1θ0,t,wxG˜n
(
gθ0,t,wx + rnωn,t,x
)
+ oP
{
1 +
√
n‖θ˜ − θ̂‖+√n‖θ̂ − θ0‖
}
.
Now we need to show that (µ/σ)G˜n (r−1n gθ0,t,wx +ωn,t,x) ξ,P Gt. We shall first
show that it converges weakly. Using µ/ξ¯ →P 1 and the notation
h˜n(ξ, y, x) = (ξ − µ){r−1n gθ0,t,wx + ωn,t,x(y, x)}/σ
we can write (µ/σ)G˜n (r−1n gθ0,t,wx +ωn,t,x) = Gn h˜n{1+oP (1)}. Weak convergence
of Gn h˜n can be established similarly to the convergence of Gn (r−1n gθ0,t,wx +ωn,t,x)
in the proof of Theorem 2, provided that additionally (A2), (A6) and (A8) hold
with gθ0,t,wx and ωn,t,x replaced by g˜θ0,t,wx and ω˜n,t,x. These conditions follow
immediately from the fact that the sequence ξi is independent from the data and
has finite variance. In particular, Gn h˜n converges weakly to Gt and, thus, is
asymptotically tight. The remaining steps to show ξ,P -convergence are identical
to the last paragraph of the proof of Theorem 2 in Kosorok (2003).
A.4. Proof of Lemma 2
First, w¯ being bounded along with (C2) imply that w¯Ψδ is P -Donsker by van der
Vaart and Wellner (1996), Example 2.10.10. Second, (C3) implies that ψ¯W|Yj ∈
T. Nagler, T. Vatter 22
CβAM Mj for some constant A = A(β) and
∑∞
j=1AMMjP (Yj)1/2 < ∞. Thus,
ψ¯W is P -Donsker by van der Vaart and Wellner (1996), Example 2.10.25.
A.5. Proof of Lemma 3
This follows from the triangular inequality (first) and the mean value theorem
(second), viz.
sup
y,y′
|∂bβcŵx(y)− ∂bβcŵx(y′)|
‖y − y′‖β−bβc
≤ sup
y,y′
|∂bβcwx(y)− ∂bβcwx(y′)|
‖y − y′‖β−bβc +
|∂bβc(ŵx − wx)(y)− ∂bβc(ŵx − wx)(y′)|
‖y − y′‖β−bβc
≤M + sup
y
|∂bβc+1(ŵx − wx)(y)|
≤M + oP (1),
and similarly for lower order derivatives.
A.6. Proof of Lemma 4
Because (θ̂, ŵx) and (θ, wx) are such that Pn gθ̂,t,ŵx = 0 and Pgθ0,t,wx = 0, we have
that
−Gn gθ̂,t,ŵx =
√
nP (gθ̂,t,ŵx − gθ0,t,ŵx) +
√
nPgθ0,t,ŵx .
Linearizing the first term on the right-hand side yields
√
n(θ̂ − θ0) = −V −1θ0,t,wx
(
Gn gθ̂,t,ŵx +
√
nPgθ0,t,ŵx
)
+ oP
(√
n‖θ̂ − θ0‖
)
.
Then the consistency of (θ̂, ŵx), (A2), and (A4) imply
Gn (gθ̂,t,ŵx − gθ0,t,wx)→P 0,
and we obtain the desired result.
A.7. Proof of Lemma 5
First note that Gn, On, and Hn are all totally bounded by ρ. By Lemma 7.20 in
Kosorok (2007), we need to show that for every , η > 0, there is a finite partition
∪mj=1Hn,j such that
lim sup
n→∞
Pr
{
sup
1≤j≤m
sup
h1,h2∈Hn,j
∣∣Gn (h1 − h2)∣∣ > } < η. (9)
For any fixed δ1, δ2 > 0, we can construct finite partitions Gn = ∪mj=1Gn,j and
On = ∪mk=1On,k such that ρ(g1, g2) < δ1 and ρ(ω1, ω2) < δ2 for any two g1, g2 ∈
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Gn,j, 1 ≤ j ≤ m, and similarly for On. Then ∪mj,k=1Hn,j,k = ∪mj,k=1(Gn,j +On,k) is
a finite partition of Hn such that
Pr
{
sup
1≤j,k≤m
sup
h1,h2∈Hn,j,k
∣∣Gn (h1 − h2)∣∣ > }
≤ Pr
{
sup
1≤j≤m
sup
g1,g2∈Gn,j
∣∣Gn (g1 − g2)∣∣ > /2}
+ Pr
{
sup
1≤k≤m
sup
ω1,ω2∈On,k
∣∣Gn (ω1 − ω2)∣∣ > /2}.
Since Gδ is P -Donsker, we can assume that δ1 was such that the first term on
the right is asymptotically less than η/2. Using Markov’s inequality, the second
term is bounded from above by
2

E
{
sup
1≤k≤m
sup
ω1,ω2∈On,k
∣∣Gn (ω1 − ω2)∣∣}, (10)
and using Lemma 19.34 of van der Vaart (1998), there is 0 < a(δ2) < ∞ such
that (10) is bounded from above by a universal constant times∫ δ2
0
√
logN[ ]
{
‖Ωn‖P,2,On, L2(P )
}
d+
√
nE
[
Ωn1{Ωn > a(δ2)
√
n}]. (11)
For the second term in (11), we obtain the bound
√
nE
[
Ωn1{Ωn > a(δ2)
√
n}] ≤ E[Ω2n1{Ωn > a(δ2)√n}]/a(δ2),
which, by (A8), becomes arbitrarily small for any δ2 and sufficiently large n. For
the first term in (11), observe that∣∣ωn,t1,x(y, x)− ωn,t2,x(y, x)∣∣ ≤ r−1n ∫ |ψθ0,t1(s)− ψθ0,t2(s)| |an,x(s, y, x)|fY (s)ds
≤ r−1n sup
s
|an,x(s, y, x)|
∫
|ψθ0,t1(s)− ψθ0,t2(s)|fY (s)ds
= r−1n sup
s
|an,x(s, y, x)|‖ψθ0,t1 − ψθ0,t2‖P,1.
Hence, ωn,t,x(y, x) is Lipschitz in ψθ0,t with respect to the L1(P ) metric. Then
Theorem 2.7.11 of van der Vaart and Wellner (1996) yields∫ δ2
0
√
logN[ ]
{
‖Ωn‖P,2,On, L2(P )
}
d ≤
∫ δ2
0
√
logN
{
/2,Ψθ0 , L1(P )
}
d.
Now (A6) implies that we can choose δ2 such that the left hand side is asymptot-
ically less than η/2 and, thus, (9) holds.
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A.8. Proof of Lemma 6
First note that assumptions (A2)–(A5) continue to hold when ŵx and ψθ,t(y) are
replaced with w˜x and ψ˜θ,t(ξ, y) = ξψθ,t(y), respectively. Then supT |θ˜−θ0| →P can
be established using (A9) and the same arguments as in the proof of Theorem 1.
Using a similar expansion as in the proof of Theorem 2, we get
− G˜n gθ˜,w˜x
= Gn gθ˜,w˜x +
√
n(Pgθ˜,w˜x − Pgθ̂,w˜x) +
√
n(Pgθ̂,w˜x − Pgθ0,w˜x) +
√
nPgθ0,w˜x .
After linearizing the second and third term, we get
− G˜n gθ˜,w˜x
= Gn gθ˜,t,w˜x + Vθ̂,t,w˜x
√
n(θ˜ − θ̂) + Vθ0,t,w˜x
√
n(θ̂ − θ0) +
√
nPgθ0,t,w˜x
+ oP
(
1 +
√
n‖θ˜ − θ̂‖+√n‖θ̂ − θ0‖
)
.
Since by (A5) Vθ,t,w is continuous in θ and w, the consistency of θ̂ and w˜x
(Theorem 1 and A9) imply Vθ̂,t,w˜x = Vθ0,t,wx + op(1). Then using Lemma 4 for√
n(θ̂ − θ0) yields
− G˜n gθ˜,w˜x
= Gn gθ˜,t,w˜x + Vθ0,t,wx
√
n(θ˜ − θ̂)−Gn gθ0,t,wx −
√
nPgθ0,t,ŵx +
√
nPgθ0,t,w˜x
+ oP
(
1 +
√
n‖θ˜ − θ̂‖+√n‖θ̂ − θ0‖
)
.
Consistency of (θ˜, w˜x), (A2), and (A4) imply G˜n (gθ˜,t,w˜x−gθ0,t,wx) = oP (1). Hence,
−G˜n gθ0,wx = Vθ0,t,wx
√
n(θ˜ − θ̂) +√n(Pgθ0,t,w˜x − Pgθ0,t,ŵx)
+ oP
(
1 +
√
n‖θ˜ − θ̂‖+√n‖θ̂ − θ0‖
)
= Vθ0,t,wx
√
n(θ˜ − θ̂) + rn
√
n(P˜n ωn,t,x − Pn ωn,t,x)
+ oP
(
1 +
√
n‖θ˜ − θ̂‖+√n‖θ̂ − θ0‖
)
= Vθ0,t,wx
√
n(θ˜ − θ̂) + rnG˜n ωn,t,x + oP
(
1 +
√
n‖θ˜ − θ̂‖+√n‖θ̂ − θ0‖
)
.
Rearranging terms proves our claim.
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