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Abstract
The accuracy of a 3D reconstruction using laser scan-
ners is signiﬁcantly determined by the detection of the laser
stripe. Since the energy pattern of such a stripe corresponds
to a Gaussian proﬁle, it makes sense to detect the point of
maximum light intensity (or peak) by computing the zero-
crossing point of the ﬁrst derivative of such Gaussian pro-
ﬁle. However, because noise is present in every physical
process, such as electronic image formation, it is not sen-
sitive to perform the derivative of the image of the stripe
in almost any situation, unless a previous ﬁltering stage is
done. Considering that stripe scanning is an inherently row-
parallel process, every row of a given image must be pro-
cessed independently in order to compute its corresponding
peak position in the row. This paper reports on the use of
digital ﬁltering techniques in order to cope with the scan-
ning of different surfaces with different optical properties
and different noise levels, leading to the proposal of a more
accurate numerical peak detector, even at very low signal-
to-noise ratios.
1. Introduction
The reconstruction accuracy depends on a set of cross-
related issues like calibration [8], camera resolution, optics
distortion, noise [2, 3], etc, while the range acquisition time
is dependent on a smart image processing algorithm (re-
sponsible of segmenting the appropriate regions of interest)
in addition to a fast imaging sensor. A review on laser scan-
ning methods can be found in [5]. In this paper, a numerical
peak detector based on the computation of the zero-crossing
of the ﬁrst derivative of each image row is analysed. Sim-
ilarly to the estimator proposed by Blais and Rioux [1], a
derivative ﬁlter is used for computing the ﬁrst derivative,
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but its coefﬁcients and order are selected according to the
surface optical properties and a previous frequency analy-
sis [7, 9, 10] of the image. The performance in terms of
peak location error of this method is similar to that of [1]
when the signal-to-noise ratio of the stripe image is high,
but it is signiﬁcantly improved when the nature of the sur-
face or a low light power induce a high noise level in the
stripe image [6]. This paper is structured as follows: the next
section explains the different surface properties under con-
sideration. The noise sources which affect the 3D measure-
ment are brieﬂy explained in section 3. Section 4 analyses
the proposed method. Section 5 reports on the experimen-
tal results and in section 6 a discussion about the method is
addressed in the form of conclusions.
2. Scanning different surfaces
The optical properties of the surface signiﬁcantly deter-
mine the performance of the laser scanner. The optimal sur-
face type for scanning purposes is a totally lambertian sur-
face with a high reﬂection index. Figures 1a and 1b show
how a light ray behaves under both a specular and a lam-
bertian surface. Translucid surfaces are often present in our
everyday life (certain types of plastic, animal tissue, sili-
con, resins, certain rocks or minerals, etc.). Figure 1c shows
how a ray of light behaves when it impinges such kind of
surface. In a translucid surface, light reﬂects as in a lam-
bertian surface, but it goes through the material until a cer-
tain depth. The higher the light power, the deeper the light
penetrates inside the material. In addition, the light scatters
inside the material, so that a camera looking at it ”sees”
laser reﬂexions sourcing from inside it. See [6] for an exam-
ple of light behaviour and a study of how it affects the 3D
measurement on marble surfaces. Figure 2 (right), shows
a laser stripe reﬂected on a lambertian surface, while ﬁg-
ure 2 (left), shows how the reﬂection on a translucid sur-
face is seen by the camera. As it is shown, a laser stripe im-
pinging on a translucid surface induces a lot of undesired
light peaks where they are not expected to be. In addition,
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Figure 1. Behaviour of light reﬂected on a
specular surface (a), a lambertian surface (b)
and a translucid surface (c).
Figure 2. A laser stripe on a translucid (left)
and a lambertian (right) surface.
if the light power is lowered, the noise due to the differ-
ent sources becomes more and more signiﬁcant and hence,
the reconstruction quality degrades.
3. Noise sources
In standard cameras, the most inﬂuencing noise has been
found to follow a Gaussian probability distribution, which
is a consequence of the point spread function, due to the
imperfections in the lenses and the grey level digitisation.
Three noise sources have been found to inﬂuence the three-
dimensional measurement of camera-laser based 3D scan-
ners: electrical noise, quantisation noise and speckle. The
latter noise source is directly related to the nature of laser
light, while the former two are inherent to the image sensor.
Electrical and quantisation noise are very signiﬁcant when
the S/N1 is very low, i.e. when the stripe light power is very
low. A thorough study about the performance of CMOS im-
age sensors and how electrical noise affects the image qual-
ity can be found in [3]. This is commonly found when the
1 S/N: Signal-to-noise ratio
surface exhibits a very low reﬂection index or when scan-
ning at high speeds. In addition, speckle noise inﬂuences
dramatically on the measurement. Speckle is due to the re-
duced wavelength of light compared to the surface rough-
ness and the monochromacity of laser light [2] and inﬂu-
ences the 3D measurement. These three noise sources, com-
bine together and make the observer see the constructive
and destructive interferences within the laser stripe.
4. Filtering and detection
Either due to any of the noise sources explained in the
previous section or the scattering of light inside a translu-
cid material, the camera images a laser stripe with a cer-
tain amount of undesired lighting peaks superimposed to it.
From the point of view of signal processing, it seems rea-
sonable to consider it as the manifestation of a noisy signal,
which complies with the principle of superposition. Regard-
ing each row of the stripe image as a signal, a digital low
pass ﬁlter can be designed with the right cut-off frequency,
attenuation and transition band width parametres. There are
several methods for obtaining the ﬁlter coefﬁcients. Haddad
et.al. [7] developed a new technique for designing FIR2 ﬁl-
ters based on the method of vector-space projection. Other
approaches include the method of adjustable windows [9]
or the use of genetic algorithms for certain types of FIR ﬁl-
ters [10]. Overall, the estimators presented in the litterature
are very sensitive to the variations in S/N, seriously con-
straining their performance on many types of materials, es-
pecially considering translucid surfaces. In this work, the
computiation of the zero crossing point of the ﬁrst derivative
of each stripe image row has been considered for obtaining
an estimation of the peak position. Although other meth-
ods use the same approach, in the present work much more
emphasis has been put in the obtention of the derivative op-
erator, generalising the notation in terms of the convolution
operation. As stated in equation 1 FIR ﬁltering consists on
computing the convolution of the row signals (  ) with
the coefﬁcients of the ﬁlter  . As it has been shown, the
ﬁrst derivative of the convolution of    and the ﬁlter coef-
ﬁcients   is equal to the convolution of    and the ﬁrst
derivative of  . Once the ﬁltered ﬁrst derivative has been
computed, assuming that the S/N is high enough for differ-
entiating the laser stripe from the rest of the scene by sim-
ple thresholding, the method for obtaining the zero cross-
ing point is as follows. Formerly, the maximum grey level
value is selected. Second, the signal is tracked from its max-
imum, left to right in the image, until the ﬁrst negative value
is found. Finally a straight line is computed between the
points corresponding to the ﬁrst negative and the last posi-
tive signal values, and the zero crossing is computed. Figure
2 FIR: Finite Impulse Response
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Figure 3. Laser peak and ﬁrst derivative.
3 summarises this process and equation 3 shows how the es-
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The ﬁrst derivative of the ﬁltered row, 

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In order to evaluate the effect on the peak estimation,
two experiments have been arranged. The former consists
on evaluating the behaviour of the proposed method on a
mate surface, for different S/N values, comparing with 5
other peak estimators. The performance of these peak esti-
mators has been previously studied by [4], and are known as
Gaussan approximation (GA), Centre of mass (CM), Lin-
ear approximation (LA), Blais and Rioux detector (BR) and
Parabolic estimator (PA). The description of these meth-
ods falls beyond the scope of this paper, however, table 3
enumerates their mathematical equations. The BR detector,
uses a signal   for estimating the peak position. This
  is the ﬁltered and derived row signals, using the ﬁl-
ter proposed in the Blais and Rioux work [1].
In the second experiment, a piece of translucid white plas-
tic has been partially painted in a mate, white colour. The
thickness of the paint layer is  in average. This exper-
iment is similar to that performed by [6]. The ﬁlter coefﬁ-
cients have been previously estimated using the Matlab fda-
tool function.
In the ﬁrst experiment, the image with the lowest S/N has
been chosen for computing the ﬁlter coefﬁcients. In the sec-
ond case the most noisy side of the image is the one cor-
responding to the response of a translucid surface, hence
this side of the image has been used for obtaining the ﬁlter
coefﬁcients. In both cases, the stop-band has been chosen
to have an attenuation of 80dB. The cut-off frequency and
the width of the transition band have been selected after the
study of the row signals in the frequency domain. In the ﬁrst
experiment, the ﬁlter order has been 56 while for the sec-
ond experiment the ﬁlter order has been selected to be 296.
These results are consistent with the fact that the laser im-
pinging on the translucid surface show a much higher noise
level, and that the stripe is signiﬁcantly wider in the sec-
ond case than in the ﬁrst one.
In the ﬁrst experiment, the 6 peak estimators have been ap-
plied to the whole stripe image, computing the standard de-
viation of the peaks on each image, for 4 S/N levels. This re-
sults are summarised in table 1. In this table, the Proposed
Method has been identiﬁed with the acronym ”PM”. As can
be observed, PM keeps a lower and more constant value of
	 compared to the other methods for any S/N value, even
when it is considerably low.
In the second experiment, the stripe is considerably wider
than in the former one, with a large saturation width (i.e.
each row peak is far from ﬁtting a pure Gaussian shape).
This prevented us to use the 6 methods, since GA, LA and
PE can not be applied without modiﬁcations in the algo-
rithms. Instead, we have used only PM, BR and CM al-
gorithms, computing the standard deviation in both sides
-opaque and translucid- of the surface for two S/N condi-
tions. It is worth noting that speckle noise is much more
signiﬁcant under these contitions than thermal noise. This
makes the S/N levels to be lower for high light power than
low light power. In addition, considering the peak estima-
tion on a translucid material, this effect is magniﬁed due to
the light scattering. Furthermore, a bias is observed when
estimating the peak on the translucid material. Table 2 com-
piles the peak estimation data in terms of standard devia-
tion and mean values. It is worth observing that for opaque
surfaces, PM shows better results (in terms of 	) for low
light power than for high power. This is due to the wider
image of the stripe for high light power. The peak estima-
tion for translucid surfaces, however, is better for high than
low light power. CM is the best option under these condi-
tions, but it has been shown previously that CM is not a
good choice when the stripe is narrow. Comparing PM and
BR, using ﬁlters of the same order but different coefﬁcients,
PM performs better in both light power conditions and both
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SN   13.34 dB 8.12 dB 4.13 dB 0.92 dB
PM 1.719 1.712 1.728 1.777
BR 1.755 1.799 1.910 4.228
CM 1.744 1.809 1.813 1.892
GA 1.759 1.842 1.816 1.910
LA 2.194 3.088 2.159 1.890
PE 1.792 1.833 1.820 1.889
Table 1. Values of   estimating the peak us-
ing the 6 methods with 4 S/N levels.
  Opaque (11dB) Trans. (7 dB)
Light            
PM 382.841 1.862 338.361 4.258 44.480
BR 380.719 2.314 321.756 4.560 58.963
CM 378.858 1.895 350.054 2.132 28.804
 Opaque (21dB) Trans. (12 dB)
Light            
PM 383.647 1.639 365.478 6.010 18.168
BR 382.544 1.640 363.043 9.363 19.501
CM 379.732 1.519 355.054 2.687 24.677
Table 2. Mean value and  , estimating the
peak on two types of material under different
light power conditions (S/N values in dB).
types of materials, especially with low S/N. In addition, the
logical bias in the measurement of the translucid material
( of paint thickness) varies in both light power situa-
tions, and is more signiﬁcant using BR than PM, as stated
in the column labelled    in table 2. PM and BR are much
more sensitive to light changes than CM, however, a visual
inspection let us observe that     is closer to reality un-
der low light power and better estimated by PM and BR.
6. Conclusions and further work
A new method for estimating the peak position of a laser
stripe has been reported, and its performance has been com-
pared with other existing 5 methods. The experimental re-
sults show that the proposed method yield to better esti-
mations of the peak position, especially when the S/N is
very low. When translucid surfaces are scanned, a bias in
the peak estimation appears, which is a function of the im-
pinging light power. The computational complexity of the
proposed method is similar to that of BR but increases its
accuracy in a wider range of stripe light power or non-
cooperative surfaces. The strong point of this method is the





































Table 3. Estimator formulae. The  Æ stand for
the subpixel offset. The a,b and c stand for
the 3 consecutive pixels of the peak, where b
is the maximum in intensity value.
yields to the cut-off frequency and the transition band width
for obtaining the coefﬁcients of an optimised ﬁlter.
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