In randomized trials, adjustment for measured covariates during the analysis can reduce variance and increase power. To avoid misleading inference, the analysis plan must be pre-specified. However, it is often unclear a priori which baseline covariates (if any) should be adjusted for in the analysis. Consider, for example, the Sustainable East Africa Research in Community Health (SEARCH) trial for HIV prevention and treatment. There are 16 matched pairs of communities and many potential adjustment variables, including region, HIV prevalence, male circumcision coverage, and measures of community-level viral load. In this paper, we propose a rigorous procedure to data-adaptively select the adjustment set, which maximizes the efficiency of the analysis. Specifically, we use cross-validation to select from a pre-specified library the candidate targeted maximum likelihood estimator (TMLE) that minimizes the estimated variance. For further gains in precision, we also propose a collaborative procedure for estimating the known exposure mechanism. Our small sample simulations demonstrate the promise of the methodology to maximize study power, while maintaining nominal confidence interval coverage. We show how our procedure can be tailored to the scientific question (intervention effect for the study sample vs. for the target population) and study design (pair-matched or not).
Introduction
The objective of a randomized trial is to evaluate the effect of an intervention on the outcome of interest. In this setting, the difference in the average outcomes among the treated units and the average outcomes among the control units provides a simple and unbiased estimator of the intervention effect. Adjusting for measured covariates during the analysis can substantially reduce the estimator's variance and thereby increase study power (e.g., [1] [2] [3] [4] [5] ). Nonetheless, recommendations on how and when to adjust in randomized trials have been conflicting [6] [7] [8] [9] [10] [11] [12] . The advice seems to depend on the study design, the unit of randomization, the application, and the sample size. As a result, many researchers are left wondering how to adjust for baseline covariates, if at all.
Let n be the number of study units (e.g., patients or communities). Consider a trial where the treatment is randomly allocated to n∕2 units and the remaining units are assigned to the control. There is a rich literature on locally efficient estimation in this setting (e.g., [4, 5, [13] [14] [15] ). For example, parametric regression can be used to obtain an unbiased and more precise estimate of the intervention effect. Briefly, the outcome is regressed on the exposure and covariates according to a working model. Following Rosenblum and van der Laan [16] , we use 'working' to emphasize that the regression function need not be and often is not correctly specified. This working model can include interaction terms and can be linear or nonlinear. The estimated coefficients are then used to obtain the predicted outcomes for all units under the treatment and the control. The difference or ratio of the average of the predicted outcomes provides as is common in early phase clinical trials and in cluster randomized trials. As a motivating example, we discuss the Sustainable East Africa Research in Community Health (SEARCH) study, an ongoing cluster randomized trial for HIV prevention and treatment (NCT01864603) [35] . The methodology proposed in this article will be used in the primary analysis of the SEARCH trial. Full R code is provided in the Supporting Information [36] .
Motivating example and causal parameters
SEARCH is a community randomized trial to estimate the effect of immediate and streamlined antiretroviral therapy (ART) on HIV incidence as well as other health, economic, and educational outcomes. The trial is being conducted in 32 rural communities in Uganda and Kenya. Extensive baseline characteristics were collected through ethnographic mapping and community-wide censuses. Examples include region, occupational mix, measures of mobility, HIV prevalence, and community-level HIV RNA viral load. A subset of these characteristics was used to create the 16 best matched pairs of communities [25] . The intervention was then randomized within matched pairs. In treatment communities, HIV testing is expanded, and all individuals testing HIV+ are immediately eligible for ART with enhanced services for linkage, initiation, and retention in care. In control communities, all individuals testing HIV+ are eligible for ART according to in-country guidelines. The primary outcome is the five-year cumulative incidence of HIV and will be measured through longitudinal follow-up. The observed data for a given SEARCH community can be denoted
O = (W, A, Y)
where W represents the vector of baseline covariates, A represents the intervention assignment, and Y denotes the outcome. Specifically, W includes region, HIV prevalence, male circumcision coverage, and community-level HIV RNA viral load; A is a binary indicator equalling one if the community was randomized to the treatment and zero if the community was randomized to the control; and Y is the estimated five-year cumulative HIV incidence.
In this paper, we consider estimation and inference for the population average treatment effect (PATE) and the sample average treatment effect (SATE). Let Y(a) denote the outcome if possibly contrary-to-fact the unit were assigned intervention-level A = a. The causal parameters are functions of the distribution of the full data, comprised of the baseline covariates and the counterfactual outcomes of interest: (W, Y (1) , Y(0)) [34, 37] . Specifically, the PATE is the expected difference in the counterfactual outcomes if all members of the population were assigned the intervention and if all members of that population were assigned the control:
where the expectation is over the full data distribution. There is one true value of PATE for the target population. For the SEARCH trial, the population effect is the expected difference in the counterfactual cumulative incidence of HIV if all communities in the hypothetical target population implemented the test-and-treat strategy versus the counterfactual cumulative incidence of HIV if all communities in that target population maintained the standard of care. The sample parameter is the average difference in the counterfactual outcomes for the study units [34] :
were Y i (a) denotes the outcome if possibly contrary-to-fact unit i were assigned intervention-level A = a. The SATE is data-adaptive; its true value depends on the n units in the sample. The SATE is easily interpretable and arguably the most relevant when the study units were not sampled from some super population of interest. For the SEARCH trial, the SATE is the average difference in the counterfactual cumulative incidence of HIV under the test-and-treat strategy and under the standard of care for the 32 study communities.
Targeted estimation in a randomized trial without matching
In this section, we ignore the pair-matching scheme in the SEARCH trial and assume the observed data consist of n independent, identically distributed (i. unknown distribution P 0 , which factorizes as
We do not make any assumptions about the common covariate distribution P 0 (W) or about the common conditional distribution of the outcome, given the intervention and covariates P 0 (Y|A, W). By design, the intervention A is randomized with probability 0.5. Therefore, the exposure mechanism is known: P 0 (A = 1|W) ≡ g 0 (1|W) = 0.5. The statistical model M describing the set of possible observed data distributions is semiparametric.
Because the intervention is randomized, we can easily identify the PATE (Eq. 1) from the observed data distribution. Our statistical estimand is the difference in the expected outcome given the treatment and covariates and the expected outcome given the control and covariates, averaged (standardized) with respect to the covariate distribution in the population [17] :
denotes the true conditional mean outcome, given the intervention and covariates. As discussed in the introduction, there are many algorithms available for unbiased and locally efficient estimation of this statistical parameter in a randomized trial (e.g. [4, 5, [13] [14] [15] ). Throughout, our focus is on TMLE, a general methodology for the construction of double robust, semiparametric, efficient substitution estimators [18, 19] .
A TMLE for the population effect (Eq. 1) also serves as a consistent and asymptotically linear estimator of the sample effect (Eq. 2) [26] . The estimator can be implemented in three steps.
Step 1. Initial estimation: Estimate the expected outcome, given the exposure and covariates Q 0 (A, W) ≡ E 0 (Y|A, W). We could rely on a pre-specified parametric working model or implement a more data-adaptive approach (as discussed below). The initial estimator is denotedQ n (A, W).
Step 2. Targeting: Update the initial estimatorQ n (A, W).
• Calculate the 'clever' covariate based on the known or estimated exposure mechanism g n (A|W):
) .
• If the outcome is continuous and unbounded, run linear regression of the outcome Y on the covariate H n (A, W) with the initial estimator as offset. Plug in the estimated coefficient n to yield the targeted update:
• If the outcome is binary or bounded in [0, 1] ‡ , run logistic regression of the outcome Y on the covariate H n (A, W) with the logit(x) ≡ log{x∕(1 − x)} of the initial estimator as offset. Plug in the estimated coefficient n to yield the targeted update:
Step 3. Parameter estimation: Obtain the predicted outcomes for all observations under the treatment Q * n (1, W) and controlQ * n (0, W). Average the difference in predicted outcomes:
] .
updating step can be skipped [16] . Further precision, however, can be attained by using a data-adaptive algorithm for initial estimation of the outcome regressionQ 0 (A, W) and/or by estimating the exposure mechanism g 0 (A|W) [39] . Under standard regularity conditions, the TMLE is an asymptotically linear estimator of both the population and sample effects [19, 26] . The estimator minus the true effect can be written as an empirical mean of an influence curve and a second-order term going to 0 in probability. As a result, the TMLE is asymptotically normal with variance well approximated by the variance of its influence curve, divided by sample size n. The influence curve for the TMLE of the population effect (PATE) is given by
whereQ(A, W) denotes the limit of the targeted estimator of the conditional mean functionQ 0 (A, W) and where we are assuming the exposure mechanism g 0 (A|W) is known or consistently estimated, as will always be true in a randomized trial [19] . A plug-in estimator of this influence curve is given by
where * n denotes the point estimate. In finite samples, the variance of the TMLE for the PATE is well approximated by the sample variance of this estimated influence curve, scaled by sample size:
The influence curve for the TMLE of the sample effect (SATE) relies on non-identifiable quantities, specifically the counterfactual outcomes Y i (1) and Y i (0) [26] . Nonetheless, a conservative plug-in estimator of its influence curve is obtained by ignoring these non-identifiable quantities:
In finite samples, the variance of the TMLE for the SATE is conservatively approximated by the sample variance of this estimated influence curve, scaled by sample size:
We refer the reader to Balzer et al. [26] for further details.
With an estimate of the standard error ( P n for the population effect or S n for the sample effect), we construct Wald-type 95% confidence intervals as * n ± 1.96 n . Analogously, we test the null hypothesis of no average effect with the test statistic * n ∕ n . For trials with a limited number of independent units, the Student's t-distribution is an appropriate alternative to the standard normal distribution. Randomization inference may not be appropriate, however, because it is testing the sharp null of no treatment effect for any unit [40, 41] , whereas our interest is in the null hypothesis of no treatment effect on average.
Comparing Eqs (3) and (4), we see that for the SATE there is no variance contribution from the covariate distribution, which is considered fixed. As a result, the sample effect will often be estimated with more precision than the population effect [34, 42, 43] . Indeed, the TMLE for the PATE and the TMLE for the SATE will only have the same efficiency bound if the conditional meanQ 0 (A, W) is consistently estimated and if there is no variability in the intervention effect across units [26] . In many settings, there will be effect heterogeneity, and specifying the SATE as the target of inference can yield more power, especially in large trials. In small trials, the gains in precision from targeting the SATE can be attenuated, because this influence curve-based variance estimator is conservative (biased upwards).
Adaptive pre-specified approach for Step 1. Initial estimation
Consider again the SEARCH trial for HIV Recall that the outcome Y is the five-year cumulative incidence of HIV and bounded between 0 and 1. The first step of the TMLE algorithm is to obtain an initial estimator of the expected outcome, given the exposure and measured covariatesQ 0 (A, W). Suppose that as a working model, we consider running logistic regression § of the outcome Y on the treatment A and covariates W. It is unclear a priori which covariates should be included in the working model and in what form. For example, baseline HIV prevalence is a known predictor of the outcome and may be imbalanced between the treatment and control groups. Therefore, as initial estimator ofQ 0 (A, W), we could consider a logistic regression working model with an intercept and main terms for the treatment and HIV prevalence. Likewise, there might be substantial heterogeneity in the treatment effect by region, and allowing for an interaction between region and the intervention may reduce the variance of the TMLE. Including all the covariates and the relevant interactions in the working model is likely to result in overfitting and misleading inference. To facilitate selection between candidate initial estimators and thereby candidate TMLEs, we propose the following cross-validation selector.
First, we propose a library of candidate working models for initial estimation of the conditional mean outcomeQ 0 (A, W). This library should be pre-specified in the protocol or the analysis plan. A possible library could consist of the following logistic regression working models:
where, for example, W1 denotes baseline prevalence and W2 denotes region. Of course, there are many more candidate algorithms, and we are considering this simple set for pedagogic purposes. We also note that the first working model corresponds to the unadjusted estimator. Second, we need to pre-specify a loss function to measure the performance of the candidate estimators. Following the principle of empirical efficiency maximization [14, 31] , we propose using the squared influence curve of the TMLE for the parameter of interest. The expectation of this loss function, called the 'risk', is then the asymptotic variance of the TMLE. Thereby, our goal is to select the candidate estimator that maximizes precision. If the target of inference is the population effect, our loss function is
where we are not estimating the known exposure mechanism g 0 (A|W) = 0.5. Because the true influence curve of the TMLE for the sample effect relies on non-identifiable quantities [26] , our loss function for the SATE is the estimated influence curve-squared:
where again we are not estimating the known exposure mechanism g 0 (A|W) = 0.5. In this case, the loss function for the SATE corresponds to the L2 squared error loss function:
Next, we need to pre-specify our cross-validation scheme, used to generate an estimate of the risk for each of the candidate estimators. For generality, we present V-fold cross-validation, where the data are randomly split into V partitions, called 'folds', of size ≈ n∕V. To respect the limited sample sizes common in early phase clinical trials and in cluster randomized trials, leave-one-out cross-validation is often appropriate. Leave-one-out cross-validation corresponds with V = n-fold cross-validation, where each fold corresponds to one observation. The cross-validation procedure for initial estimation of the conditional meanQ 0 (A, W) can be implemented as follows. 
(c) For each algorithm, use the estimated fit to predict the outcome(s) for the observation(s) in the validation set under the treatment and the control. For the first algorithm, for example, we would haveQ
For each algorithm, evaluate the loss function for the observation(s) in the validation set by plugging in the algorithm-specific predictions. For example, if our target of inference were the SATE, we would have for the first algorithm
for observation O k in the validation set. The exposure mechanism is known: g 0 (A|W) = 0.5. (e) For each algorithm, obtain an estimate of the risk by averaging the estimated losses across the observations in validation set v. If our target of inference were the SATE, we would have for the first algorithm
where n v denotes the number of observations in validation set v.
(B) For each algorithm, average the estimated risks across the V-folds.
(C) Select the algorithm with the smallest cross-validated risk. This is the algorithm yielding the smallest cross-validated variance estimate. The selected working model is then used for initial estimation of the conditional mean outcomē Q 0 (A, W) in Step 1 of the TMLE algorithm, as described in Section 3. Specifically, we would re-fit the selected algorithm using all the data. Because the exposure mechanism was treated as known and our library was limited to simple parametric working models with a main term for the exposure and an intercept, the updating step (Step 2) can be skipped. In other words, the chosen estimator is already targeted Q n (A, W) =Q * n (A, W) and can be used for Step 3 parameter estimation.
Targeted estimation in a randomized trial with matching
Recall the pair-matching scheme briefly described in Section 2 for the SEARCH trial. First, the potential study units were selected. Then the baseline covariates, such as region, occupational mix, and measures of migration, were collected. A matching algorithm was applied to the baseline covariates of candidate units to create the best 16 matched pairs. The intervention was randomized within the resulting pairs, and the outcome will be measured with longitudinal follow-up. This pair-matching scheme is considered to be adaptive, because the resulting matched pairs are a function of the baseline covariates of all the candidate units [24] [25] [26] . This design has also been called 'nonbipartite matching' and 'optimal multivariate matching' [44] [45] [46] . The adaptive design creates a dependence in the data. Because the construction of the matched pairs is a function of the baseline covariates of all n study units, the observed data do not consist of n∕2 i.i.d. paired observations, as current practice sometimes assumes (e.g., [8, 22, 47, 48] ). Instead, we have n dependent copies of O = (W, A, Y). Nonetheless, there remains substantial conditional independence in the data. Mainly, once we consider the baseline covariates of the study units as fixed, we recover n∕2 conditionally independent units:
where the index j = 1, … , n∕2 denotes the partitioning of the candidate units {1, … n} into matched pairs according to similarity in their baseline covariates (W 1 , … , W n ). Throughout subscripts j1 and j2 index the observations within matched pair j. The conditional distribution of the observed data, given the baseline covariates of the study units, factorizes as
where the second line follows from randomization of the intervention within matched pairs. For estimation and inference of the population effect (PATE), we need to assume that each community's baseline covariates W i are independently drawn from some common distribution P 0 (W). For estimation and inference of the sample effect (SATE), this assumption on the covariate distribution can be weakened [26] . Despite the dependence in the data, a TMLE for the population or sample effect can be implemented by ignoring the pair-matched design [24, 26] . In other words, a point estimate is obtained by following the procedure outlined in Section 3. In Step 1, we obtain an initial estimator of the conditional mean outcome with an a priori-specified parametric working model or with a more data-adaptive method (as detailed below). In Step 2, we target the initial estimator by using information in the known or estimated exposure mechanism. Finally in Step 3, we obtain the predicted outcomes for all observations under the treatment and the control, and then take the sample average of the difference in these targeted predictions.
In a trial with adaptive pair matching, the TMLE is an asymptotically normal estimator of both the population and sample effects [24, 26] . For the PATE, we could estimate its variance with the sample variance of the estimated influence curve in the non-matched trial
This variance estimator, however, ignores any gains in precision from pair-matching and will be conservative under reasonable assumptions. A less conservative variance estimator is obtained by accounting for the potential correlations of the residuals within matched pairs:
[24]. In finite samples, we recommend estimating of the variance of the TMLE for the population effect under pair matching with
In a pair-matched trial, the TMLE minus the sample effect (SATE) again behaves as an empirical mean of an influence curve, depending on non-identifiable quantities [26] . Nonetheless, a conservative plug-in estimator of its influence curve is given by
is the estimated influence curve for observation O in the non-matched trial (Eq. 4). In finite samples, we conservatively estimate the variance of the TMLE for the sample effect with the sample variance of the estimated (paired) influence curve divided by n∕2:
If we order observations within matched pairs such that first corresponds to the intervention (A j1 = 1) and the second to the control (A j2 = 0) and do not estimate the exposure mechanism g 0 (A|W) = 0. 
In this setting, the sample variance of the pairwise differences in residuals, divided by n∕2, provides a conservative variance estimator. With an estimate of the standard error ( P * n for the population effect or S * n for the sample effect) , we can create 95% confidence intervals and conduct hypothesis tests, as described previously.
Adaptive pre-specified approach for Step 1. Initial estimation
By balancing intervention groups with respect to baseline determinants of the outcome, pair-matching increases the efficiency of the study (e.g., [24, 26, 49] ). Nonetheless, residual imbalance on the baseline predictors often remains, and adjusting for these covariates during the analysis can further increase efficiency. In the SEARCH trial, for example, the matched pairs were created before baseline HIV prevalence was measured. As a result, there is likely to be variation across the pairs in baseline prevalence, a known driver of HIV incidence. Adjusting for baseline prevalence during the analysis is likely to increase power via two mechanisms: (i) reducing the variance of the TMLE for the point estimate and (ii) resulting in a less conservative variance estimator. Unfortunately, it is unclear a priori whether adjusting for prevalence will yield more power than adjusting for other covariates, such as male circumcision coverage or measures of community-level HIV RNA viral load. With only 16 (conditionally) independent units, we are limited as to the size of the adjustment set. Adjusting for too many covariates can result in overfitting. As before, we want to data-adaptively select the candidate TMLE (i.e., working regression model), which maximizes the empirical efficiency.
The data-adaptive procedure for initial estimation of the conditional mean outcomeQ 0 (A, W) for a non-matched trial (Section 3.1) can be modified for a pair-matched trial. As before, we need to prespecify our library of candidate estimators, our measure of performance, and the cross-validation scheme. We can use the same library of candidate working models for initial estimation of the conditional mean outcomeQ 0 (A, W). To measure performance, however, we want to use as risk the estimated variance of the TMLE under pair-matching. To elaborate, consider the loss function for the sample effect (SATE) in a non-matched trial. Minimizing the sum of squared residuals (Eq. 6) targets the conditional mean outcomeQ 0 (A, W). As a result, the algorithm could select a working model adjusting for a covariate that is highly predictive of the outcome but on which we matched perfectly. In the SEARCH trial, for example, communities were paired within region, because HIV incidence is expected to be highly heterogeneous across regions. Therefore, minimizing the empirical variance of D S n ( g 0 ,Q ) might lead to selection of the candidate TMLE with main terms for the intervention and region. This selection would not improve the precision of the analysis over the unadjusted algorithm. (We already 'controlled' for region in the design.) Instead, we want to select the candidate TMLE maximizing precision for the parameter of interest in a pair-matched trial. Thereby, our loss function for the PATE is
and our loss function for the SATE is
(For further details, see Section 1 of the Supporting Information.) Again, we are treating the exposure mechanism as known: g 0 (A|W) = 0.5. Finally, in the cross-validation scheme, the pair should be treated as the unit of (conditional) independence. In other words, when the data are split into V-folds, the pairing should be preserved. In small trials, leave-one-pair-out cross-validation will often be appropriate. With these modifications, we can implement the cross-validation scheme, outlined in Section 3.1, to data-adaptively select the candidate working model, which minimizes the estimated variance of the TMLE in a pair-matched trial. As before, the selected working model would then be refit using all the data and used to estimate outcomes for all observations under the treatment and control. The average difference in the predicted outcomes would provide an estimate of the intervention effect. 
Collaborative estimation of the exposure mechanism
Even though the intervention A is randomized with balanced allocation, estimating the known exposure mechanism g 0 (A|W) = 0.5 can increase the precision of the analysis [39] . As before, we want to respect the study design (i.e., pair-matched or not) as well as adjust for a covariate only if its inclusion improves the empirical efficiency. For example, we will generally not want to adjust for a covariate that is imbalanced between the intervention groups (i.e., predictive of A) but not predictive of the outcome. Likewise, if a given covariate (e.g., baseline prevalence) was included in the working model for conditional mean outcomeQ 0 (A, W), further adjusting for this covariate when estimating the exposure mechanism may not increase precision. To this end, we incorporate the collaborative TMLE (C-TMLE) approach into our algorithm [32, 33] .
Adaptive pre-specified approach for Step 2. Targeting
First, we propose a library of candidate estimators of the exposure mechanism g 0 (A|W). As before, this library should be pre-specified in the protocol or analysis plan. A possible library could consist of the following logistic regression working models:
where, for example, W1 is baseline prevalence and W2 is male circumcision coverage. Each algorithm would yield a different update to the initial estimator of the conditional mean outcomeQ n (A, W), selected by the data-adaptive procedure for Step 1 (Section 3.1 for trials without matching and Section 4.1 for trials with matching). In other words, each candidate estimator of g 0 (A|W) results in a different targeted estimatorQ * n (A, W). We also note that the first working model corresponds to the unadjusted estimator.
To choose between candidate algorithms, we need to pre-specify a measure of performance. As before, we propose using as risk the estimated asymptotic variance of the TMLE, appropriate for the study design (i.e., pair-matched or not) and the scientific question (i.e., population or sample effect). Therefore, our loss functions are
• without matching and for the PATE: L P (g,Q n ) as in Eq. (5) • without matching and for the SATE: L S (g,Q n ) as in Eq. (6) • with matching and for the PATE: L P * (g,Q n ) as in Eq. (8) • with matching and for the SATE: L S * (g,Q n ) as in Eq. (9) where g denotes a candidate estimator of the exposure mechanism andQ n denotes our selected initial estimator of the outcome regression (Sections 3.1 and 4.1).
Finally, we need to pre-specify our cross-validation scheme, used to obtain an honest measure of risk and to reduce the potential for overfitting. As before, we present V-fold cross-validation, where the data are partitioned into V-folds of size ≈ n∕V. If matching is used, the partitioning should preserve the pairs. The cross-validation selector for collaborative estimation of the exposure mechanism can be implemented as follows. 
for observation O k in the validation set. (f) For each algorithm, obtain an estimate of the risk by averaging the estimated losses across the observations in validation set v. If our target of inference were the SATE in a nonmatched trial, we would have for the first algorithm for estimating the exposure mechanism
(C) Select the algorithm with the smallest cross-validated risk. This is the algorithm yielding the smallest cross-validated variance estimate.
The chosen estimator for estimating the exposure mechanism is then used for targeting in Step 2 of the TMLE algorithm.
Obtaining inference
In summary, we have proposed the following data-adaptive C-TMLE to maximize the precision and power of a randomized trial.
Step 1. Initial estimation of the conditional mean outcome with the working modelQ n (A, W), which was data-adaptively selected to maximize the empirical efficiency of the analysis (Section 3.1 for a non-matched trial and Section 4.1 for a matched trial).
Step 2. Targeting the initial estimator using the estimated exposure mechanism g n (A|W), which was data-adaptively selected to further maximize the empirical efficiency of the analysis (Section 5.1).
Step 3. Obtaining a point estimate by averaging the difference in the targeted predictions of the outcome under the treatment and under the control:
We now need a variance estimator that accounts for the selection process. For this, we propose using a cross-validated variance estimator. As before, the data are split into validation and training sets, respecting the unit of (conditional) independence. The selected TMLE is fit using the data in the training set and used to estimate the influence curve ¶ for the observation(s) in the validation set. The sample variance of the cross-validated estimate of the influence curve can then be used for hypothesis testing and the construction of Wald-type confidence intervals.
Step-by-step instructions are given in Section 2 of the Supporting Information. We note that for a very small library (e.g., two candidate TMLEs), simulations support the use of the standard, as opposed to cross-validated, variance estimator for inference. 
Small sample simulations
We present the following simulation studies to demonstrate (i) implementation of the proposed methodology, (ii) the potential gains in precision and power from data-adaptive estimation of the conditional mean outcome, (iii) the additional gains in precision and power from collaborative estimation of the exposure mechanism, and (iv) maintenance of nominal confidence interval coverage. All simulations were conducted in R v3.2.3 [36] .
Study 1
For each unit i = {1, … , n}, we generated the nine baseline covariates by drawing from a multivariate normal with mean 0 and variance 1. The correlation between the first three covariates {W1, W2, W3} and between the second three covariates {W4, W5, W6} was 0.5, while the correlation between the remaining covariates {W7, W8, W9} was 0. The exposure A was randomized such that the treatment allocation was balanced overall. For the non-matched trial, we randomly assigned the intervention to n∕2 units and the control to the remaining n∕2 units. For the pair-matched trial, we used the non-bipartite matching algorithm nbpMatch to pair units on covariates {W1, … , W6} [50] , and the exposure A was randomized within the resulting matched pairs. Recall A is a binary indicator, equalling 1 if the unit was assigned the treatment and 0 if the unit was assigned the control. For each unit, the outcome Y was then generated as
where U Y was drawn from a standard normal. We also generated the counterfactual outcomes Y(1) and Y(0) by intervening to set A = a. To reflect the limited sample sizes common in early phase clinical trials and in cluster randomized trials, we selected a sample size of n = 40. This resulted in n∕2 = 20 conditionally independent units in the pair-matched trial.
For each study design (non-matched or matched), this data generating process was repeated 2500 times. Recall that the sample effect (Eq. 2) is a data-adaptive parameter; its value changes with each new selection of units. Thereby, for each repetition, the SATE was calculated as the sample average of the difference in the counterfactual outcomes. The SATE ranged from 0.22 to 0.59 with a mean of 0.40. In contrast, the population effect (Eq. 1) is constant and was calculated by averaging the difference in the counterfactual outcomes over a population of 900,000 units. The true value of the PATE was 0.40.
We compared the performance of the unadjusted estimator with TMLE with various approaches to covariate adjustment. Specifically, we implemented the TMLE algorithm, where the initial estimation of the conditional mean outcomeQ 0 (A, W) was based on a linear working model with main terms for the intervention A and the irrelevant covariate W9 and where the exposure mechanism was treated as known: g 0 (A|W) = 0.5. This approach was equivalent to standard maximum likelihood estimation (MLE) and represented the unfortunate scenario where the researcher pre-specified adjustment for a covariate that was not predictive of the outcome.
We also implemented a TMLE with the data-adaptive approach for Step 1 initial estimation of the conditional mean outcome (Sections 3.1 and 4.1). Our library consisted of 10 working linear regression models, each with an intercept, a main term for the exposure A and a main term for one baseline covariate: {∅, W1, … , W9}, where ∅ corresponds to the unadjusted estimator. Our measure of performance (i.e., our risk function) was the estimated asymptotic variance of the TMLE, appropriate for the target parameter and study design. We chose the candidate working model based on leave-one-out cross-validation for the non-matched trial and leave-one-pair-out cross-validation for the matched trial. We also implemented C-TMLE, which couples the data-adaptive approach for Step 1 initial estimation of the conditional mean outcome (Sections 3.1 and 4.1) with the data-adaptive approach for Step 2 targeting (Section 5.1). For the latter, our library of candidates to estimate the exposure mechanism consisted of 10 working logistic regression models, each with an intercept and a main term for one baseline covariate: {∅, W1, … , W9}. The same loss function and cross-validation scheme were used for C-TMLE.
For the unadjusted estimator and the MLE, inference was based on the estimated influence curve. For the data-adaptive TMLEs, inference was based on the cross-validated estimate of the influence curve (Section 6). We assumed the standardized estimator followed the Student's t-distribution with n − 2 = 38 degrees of freedom for the non-matched trial and with n∕2 − 1 = 19 degrees of freedom for the matched trial. The rows denote the study design and the estimator: unadjusted, MLE adjusting for W9, TMLE with data-adaptive selection of the initial estimator, and C-TMLE with data-adaptive selection of the initial estimator paired with data-adaptive estimation of the exposure mechanism. The columns denote the performance. The relative MSE (rMSE) is the MSE of the unadjusted estimator for the PATE in a nonmatched trial relative to (divided by) the MSE of another estimator. The average standard error estimate (̂) is based on the estimated influence curve. The attained power ('Pow') is the proportion of times the false null hypothesis was rejected. The coverage ('Cov') is the proportion of times the true value was contained in the calculated 95% confidence intervals. PATE, population average treatment effect; SATE, sample average treatment effect; MSE, mean squared error; rMSE, relative MSE; MLE, maximum likelihood estimation; TMLE, targeted MLE; C-TMLE, collaborative-TMLE. Table I illustrates the performance of the estimators over the 2500 simulated data sets. Specifically, we show the mean squared error (MSE), the relative MSE, the average standard error estimatê, the attained power, and the 95% confidence interval coverage. As expected, matching improved efficiency. The MSE of the unadjusted estimator, for example, was over two times larger in the nonmatched trial than in the pair-matched trial. Furthermore, for the pair-matched trial, targeting the sample effect, as opposed to the population effect, resulted in substantial gains in attained power: 36% with the unadjusted estimator for the PATE and 53% with the same estimator for the SATE. For the trial without matching, targeting the sample parameter increased efficiency (smaller MSE), but did not directly translate into increased power because of the conservative variance estimator for the SATE. In all scenarios, the MSE of the MLE, adjusting for the irrelevant covariate W9, was worse than the other estimators. This demonstrates the potential peril of relying on one pre-specified adjustment variable. Indeed, the TMLE with data-adaptive selection of the initial estimator ofQ 0 (A, W) improved precision over the unadjusted estimator and the MLE. Collaborative estimation of the exposure mechanism g 0 (A|W) led to further gains in precision. Consider, for example, estimation of the PATE in a trial without matching. The MSE of the unadjusted estimator was 1.49 times larger than the TMLE and 1.57 times larger than the C-TMLE. The attained power was 34%, 48%, and 48%, respectively. As a second example, consider the attained power to detect that the SATE was different from zero in the pair-matched trial. We would have 53% power with the unadjusted estimator and with the MLE, adjusting for the irrelevant covariate W9. By incorporating the cross-validation selector for initial estimation of the conditional mean outcomeQ 0 (A, W), the TMLE achieved 65% power. By further incorporating collaborative estimation of the exposure mechanism g 0 (A|W), the C-TMLE achieved 67% power.
Results.
Overall, the greatest efficiency was achieved with C-TMLE for the SATE in the pair-matched trial. Indeed, the MSE of the unadjusted estimator for the population parameter in the trial without matching was three times larger than the MSE of the C-TMLE for the sample effect in the pair-matched trial. Throughout, the confidence interval coverage was maintained near or above the nominal rate of 95%. Table 1 in the Supporting Information provides the proportion of times each working model was selected with the TMLE and C-TMLE algorithms.
Study 2
For the second simulation study, we increased the complexity of the data generating process and reduced the sample size to n = 30. As before, we generated nine baseline covariates from a multivariate normal with mean 0, variance 1, and the same correlation structure. We also generated a binary variable R, equalling 1 with probability 0.5 and equalling −1 with probability 0.5. The final covariate Z was generated as a function of these baseline covariates and random noise U Z :
where U Z was drawn independently from a standard normal. As before, the intervention A was randomized with balanced allocation. For the pair-matched trial, we used the non-bipartite matching algorithm nbpMatch to explore two matching sets [50] . In the first, units were matched on R, a baseline covariate strongly impacting Z. In the second, units were matched on {R, W2, W5, W8}. For each unit, the outcome Y was then generated as
where U Y was drawn from a standard normal. Thereby, the outcome was a continuous variable bounded in [0, 1] (e.g., a proportion). We also generated the counterfactual outcomes Y(1) and Y(0) by intervening to set A = a. For each study design, this data generating process was repeated 2500 times. The SATE and PATE were calculated as before. The SATE ranged from 0.2% to 3.3% with a mean of 1.6%. The true value of the PATE was 1.6%. Table II depicts the relationship between the baseline covariates and the outcome as well as the adaptive pair-matching schemes. We compared the same algorithms: the unadjusted estimator, the MLE adjusting for the irrelevant covariate W9, the TMLE with data-adaptive estimation of the conditional mean outcome, and the C-TMLE pairing data-adaptive estimation of the conditional mean outcome with data-adaptive targeting. Our library for initial estimation of the conditional mean outcomeQ 0 (A, W) consisted of 12 working logistic regression models, each with an intercept and a main term for the exposure A and a main term for one candidate adjustment variable {∅, R, W1, … , W9, Z}. Our library for collaborative estimation of the exposure mechanism g 0 (A|W) included 12 working logistic regression models, each with an intercept and a main term for one candidate adjustment variable: {∅, R, W1, … , W9, Z}. We used the same measure of performance and cross-validation scheme. As before, inference was based on the estimated influence curve for the unadjusted estimator and the MLE and on the cross-validated estimate of the influence curve for the TMLEs (Section 6). We assumed the standardized estimator followed the Student's t-distribution with n − 2 = 28 degrees of freedom for the non-matched trial and with n∕2 − 1 = 14 degrees of freedom for the matched trial.
Results.
The results for the second simulation study are given in Table III and largely echoed the aforementioned findings. Pair-matching, even on a single covariate (i.e., matching set 1), improved the precision of the analysis. Targeting the sample effect instead of the population effect further improved efficiency. Allowing for data-adaptive selection of the working model for initial estimation ofQ 0 (A, W) yielded even greater precision, and the most efficient analysis was with C-TMLE. Indeed, the MSE of the unadjusted estimator for the PATE in the non-matched trial was nearly 4.5 times higher than the MSE of the C-TMLE for the SATE when matching on predictive covariates (i.e., matching set 2). This resulted in 29% more power to detect the intervention effect.
For these simulations, there was a notable impact of parameter specification on estimator performance. We first focus on the estimation of the PATE and then on estimation of the SATE. When the population effect was the target of inference, the gains in attained power from pair-matching were attenuated despite the gains in MSE. This was likely due to the slight underestimation of the standard error in the nonmatched trial and overestimation in the pair-matched trial. Indeed, the 95% confidence interval coverage Table II . For Simulation 2, the relationships between baseline covariates and the outcome as well as the adaptive pair-matching schemes. The rows denote the study design and the estimator: unadjusted, MLE adjusting for W9, TMLE with dataadaptive selection of the initial estimator, and C-TMLE with data-adaptive selection of the initial estimator paired with data-adaptive estimation of the exposure mechanism. The columns denote the performance. The relative MSE (rMSE) is the MSE of the unadjusted estimator for the PATE in a non-matched trial relative to (divided by) the MSE of another estimator. The average standard error estimate (̂) is based on the estimated influence curve. The attained power ('Pow') is the proportion of times the false null hypothesis was rejected. The coverage ('Cov') is the proportion of times the true value was contained in the calculated 95% confidence intervals. PATE, population average treatment effect; SATE, sample average treatment effect; MSE, mean squared error; rMSE, relative MSE; MLE, maximum likelihood estimation; TMLE, targeted MLE; C-TMLE, collaborative-TMLE.
in the non-matched trial was slightly less than nominal (93-94%), while the coverage when matching well (i.e., set 2) approached 100%. For this set of simulations, the correction factor n (Eq. 7) used in variance estimation for the pair-matched design was approximately 0. As a result, the variance estimator in the pair-matched trial was quite conservative, and the cross-validation selection scheme was more optimized for the non-matched trial. The latter point is evidenced by Table 2 in the Supporting Information, which shows the proportion of times each candidate working model was selected. The logistic regression model adjusting for R was selected for initial estimation ofQ 0 (A, W) in 10% of the studies without matching and in 7% of the studies when matching well on R (i.e., set 1). Furthermore, when matching on several covariates (i.e., set 2), the selection of working models forQ 0 (A, W) was very similar to the selection in the non-matched trial. In contrast, when estimating the sample effect, smaller MSE translated to greater attained power, while maintaining nominal, if not conservative, confidence interval coverage. For example, the attained power of the TMLE was 33% in the non-matched trial, 40% when matching on a single covariate, and 47% when matching on several covariates. Likewise, the attained power of the C-TMLE was 34% in the nonmatched trial, 44% in the trial pair-matching on a single covariate, and 53% in trial matching on several covariates. In Table 2 in the Supporting Information, we see that the working model adjusting for R was selected for initial estimation ofQ 0 (A, W) in 10% of the studies without matching and only in 2% of the studies when matching well on R (i.e., set 1). In the latter, more weight was given to other predictive baseline covariates, such as W2 and Z.
Discussion
This paper builds on the rich history of covariate adjustment in randomized trials [1-4, 13, 15, 21, 27, 51] . In particular, Rubin and van der Laan [14] proposed the principle of empirical efficiency maximization as a strategy to select the estimator of conditional mean outcomeQ 0 (A, W) that minimized the empirical variance of the estimated efficient influence curve. Their procedure, however, relied on solving a weighted nonlinear least squares problem. Our approach only requires researchers to take the sample Copyright variance. More recently, van der Laan and Gruber [32] proposed collaborative estimation of the exposure mechanism to achieve the greatest bias reduction in the targeting step of TMLE in a observational study. In randomized trials, there is no risk of bias from regression model misspecification [16] . Thereby, the collaborative approach, implemented here, serves only to increase precision by estimating the known exposure mechanism. To our knowledge, this is the first to C-TMLE in a randomized trial setting. Most recently, van der Laan [31] suggested selection of the candidate (C-)TMLE based on minimizing the estimated variance of its influence curve. Our paper generalizes this scheme for estimation and inference of both the population and sample average treatment effects in randomized trials with and without pair matching.
Our simulations illustrate the performance of the proposed procedure in realistically sized (i.e., small) trials. In particular, with only 15 (conditionally) independent units, our procedure was able to identify the optimal working model for initial estimation of the conditional mean outcomeQ 0 (A, W) from a library of 12 candidates as well as for collaborative estimation of the exposure mechanism g 0 (A|W) from a library of 12 candidates, while maintaining close to nominal confidence interval coverage. The simulations also indicated the most efficient combination (design, target parameter, and adjustment approach) was estimating the sample effect with C-TMLE in pair-matched trial. Indeed, this approach was nearly 4.5 times more efficient than targeting the population effect with the unadjusted estimator in the non-matched trial. Thereby, our procedure dispels the common concern of 'analytical limitations' to pair-matched trials (e.g., [11, 22, 23] ).
There are several areas of future work. First, our library of candidate estimators was limited to simple parametric working models. This choice was made both for pedagogic purposes and to avoid overfitting in small studies. Although not studied directly in simulations, it should be possible for larger trials to expand the library to include working models with multiple adjustment variables and interactions as well as selection procedures (e.g., stepwise regression) and other semiparametric algorithms. Future work will involve simulations to evaluate the methodology in larger trials. Simulations, such as those presented here, can inform the practitioner as to the optimal library size for his or her specific application. Future work will also evaluate using cross-validation to select the size of the candidate library. Second, this manuscript focused on randomized trials with and without pair matching. The application to matched triplets, as opposed to matched pairs, should be straightforward. However, the impact of other designs (e.g., adaptive stratification, restricted randomization, and the minimization method) on estimation and inference merits additional consideration. Finally, we focused on two causal parameters: the population and sample average treatment effects. However, TMLE is a general methodology for the construction of double robust, semiparametric, efficient substitution estimators for a wide range of parameters. Our proposed strategy for covariate selection should extend to other causal parameters, such as the conditional average treatment effect (e.g., [25, 52] ), the average treatment effect among the treated (e.g., [43] ), and the natural direct effect (e.g., [53, 54] ).
Overall, we proposed a general strategy to increase power in randomized trials. The proposed methodology is applicable to early and later phase clinical trials as well as cluster randomized trials. Specifically, we used cross-validation to select the candidate TMLE that optimized the efficiency of the analysis. Because the step-by-step algorithm (including the library definition) was pre-specified, there was no risk of bias or misleading inference from ad hoc analytic decisions. In other words, we have proposed a black box procedure to data-adaptively select the most powerful analysis. Furthermore, including the unadjusted estimator as a candidate obviates the need for guidelines on whether or not to adjust (e.g., [21, 27] ). Finally, our procedure is tailored to the scientific question (population vs. sample effect) and study design (with or without pair matching). Decisions about whether to adjust and how to adjust are made with a rigorous and principled approach, removing some of the 'human art' from statistics.
