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Resumo 
trabalho estabelecemos algumas propriedades da equação Schrodinger não-
linear não-local , em especial as relacionadas ao problema de Cauchy. Primeira-
mente fizemos um capítulo de notações e teoria básica utilizada no esta-
belecimento dos resultados; essa parte também visa facilitar a leitura do trabalho. 
seguida apresentamos o principal resultado: boa colocação local para o problema de valor 
inicial (problema de Cauchy) associado à equação NLSNL para dados iniciais pequenos 
nos espaços de Sobolev reais usuais de ordem maior que três meios; o método permite 
estabelecer que a aplicação dado inicial-solução é suave. No seguinte prova-
mos o mesmo resultado para a equação de Schri:idinger não-linear não-local intermediária 
(INLSNL), a qual é mais geral que a outra. Depois estabelecemos boa colocação para a 
equação NLSNL em espaços de Sobolev com peso. Em outro capítulo apresentamos um 
resultado de má colocação: estabelecemos que não se pode obter boa colocação local, em 
espaços de Sobolev de índice negativo, para o PVI associado à equação NLSNL por meio 
de método iterativo de Picard; como conseqüência, a aplicação dado-solução não é suave 
nesses espaços. Provamos também, fazendo uso de uma identidade de Pohozaev, a não-
existência de soluções standing waves para a equação NLS não-local. Finalizamos com 
um capítulo onde exibimos alguns problemas interessantes relacionados principalmente à 
equação NLSNL e algumas possíveis dificuldades a serem enfrentadas em uma eventual 
tentativa de solucioná-los. 
Vl 
Abstract 
In this work we establish some properties of the nonlocal nonlinear Schrodinger equa-
tion . First we present a preliminary chapter notations and basíc 
meury used to establish our results; also to facilitate the reading of 
work. Soon afterwards comes the result: local well-posedness the value 
problem (the Cauchy problem or IVP) for the NLSNL equation with initial data in real 
Sobolev spaces of index larger than three and a half; the method of proof allows to es-
tablish that the data-solution map is smooth. In the following chapter we proved that 
previous result for the nonlinear Schréidinger which is 
more general than the NLSNL equation. we establish local well-posedness for 
the NLSNL equation in weighted Sobolev spaces. In another chapter the ill-posedness 
issue is discussed: we established that one cannot obtain local well-posedness, in Sobolev 
spaces of negative index, for the IVP associated to NLSNL equation through a iterative 
Picard method; as a consequence, the data-solution map is not smooth in those spaces. 
\Ve also proved, making use of a Pohozaev's identity, the no-existence of standing waves 
solutions for the NLSNL equation. We concluded with a chapter where we exhibited 
some interesting problems mainly related to the NLSNL equation and possible difficulties 
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Desde a década de 1960 muitos pesquisadores têm se dedicado ao estudo do pro-
blema de auto-modulação de ondas não-lineares de pequena ampíitude. equação de 
Schrodinger línear cúbica (NLS cúbica) 
(1) 
u = u(x, t) é função complexa, x, t, 'I E IR, é um modelo universal para a descrição da 
evolução de pacotes de ondas longas. Mas um importante caso, quando temos pacotes de 
ondas entre dois fluidos de densidades e profundidades diferentes, conhecido como limite 
raso-fundo ( shallow-deep) (ou seja, quando a profundidade superior é rasa e a de baixo 
é grande se comparadas com o comprimento do pacote de ondas) não é modelado pela 
NLS cúbica. Dessa forma, surge o problema de deduzir um tipo de equação NLS mais 
universal, que modele pacotes de ondas quasi-harmônicas. D. Pelinovsky, em [28] deu o 
primeiro passo para resolvê-lo, obtendo a equação 
(2) 
onde u = u(x, t) é uma função complexa que representa o invólucro das ondas, 1h é um 
operador pseudo-diferencial definido por 
1hf(x) = 2~p.v.1: coth c·(y2~ x)) f(y)dy, (3) 
com p.v. a denotar o valor principal da integral e h > O denota um parâmetro proporcional 
à profundidade do fluido. 
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A equação (2) governa a evolução de ondas de primeira ordem no limite raso-fundo. 
Tal equação é não-local e é denominada equação intermediária NLS não-local (INLSNL). 
Intermediária porque quando a profundidade é pequena, i.e. h --+ O, a equação (2) 
reduz-se à seguinte equação defocusing, 
após redefinir x, teu conforme a relação x = Vhx, t = ht e u(x, t) = u(x, t), respectiva-
mente, onde foi usado a expansão TBxf = -h-1 f+ O(h) juntamente com a condição de 
fronteira limlxl~oo lul p; enquanto em grandes profundidades (h-----" oo) a equação (2) 
transforma-se na equação NLS não-local 
io,u = a;,u + u (i+ 1i) &x ,x,tEJR (5) 
(consulte [22]) onde 1i é a transformada de Hilbert, L e., 
1 loo u(y, t) 
1iu(x, t) = -p.v. dy. 
7r -oo y- X 
(6) 
Também em [28] foi mostrado que a equação INLS é integráveL Sua teoria de espal-
hamento inverso foi construída em [30]. 
Mas a equação INLS não descreve efeitos de segunda ordem na expansão de ondas e 
esses têm influência na expansão de ondas internas. Mais tarde D. Pelinovsky e R. H. J. 
Grimshaw (veja [29]) resolveram de uma vez por todas esse problema: levando em conta 
tais efeitos de segunda ordem, eles deduziram uma equação de evolução universal do tipo 
NLS no limite shallow-deep de um fluido contínuo estratificado - ou seja, com pelo menos 
duas camadas de densidades diferentes). A equação obtida por eles é a seguinte: 
(7) 
onde os coeficientes a, j3 e "f são positivos e são expressados pelo parâmetro de estrati-
ficação do fluido (para maiores esclarecimentos consulte Apêndice A de [29]). Note que 
para r-+ O a equação (7) transforma-se na equação INLS (2), enquanto para j3-+ O, ela 
transforma-se na conhecida equação NLS cúbica (1). 
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Nosso objetivo principal é estabelecer algumas propriedades relacionadas a boa colo-
cação local para o problema de valor inicial (PVI) associado à equação (7) tanto no limite 
h ----+ oo, a saber, 
(8) 
como para O < h < oo. Além disso, investigamos a existência de soluções de tipo ondas 
viajantes, conhecidas como stading waves, quando h --+ oo. 
Antes de nossa abordagem na tese de doutorado, somente propriedades tais como, 
obtenção de soluções multi-periódicas e multi-soliton, estabilidade linear de soluções de 
tipo ondas solitárias dark, geração de dark soliton, o problema linear espectral, soluções 
cipalmente com 1 = O) tinham sido estudadas, especialmente por . Matsuno (veja 
[21, 22, 23] e referências relacionadas). 
É importante registrarmos que a estrutura da equação (8) é similar à da equação 
i&, v (9) 
que é obtida por meio de uma mudança de variável, da seguinte maneira: Seja u uma 
solução de (8) suficiente suavidade em x e t, e integrabilidade em relação a x, e considere, 
sem perda de generalidade (veja [23], equação (2.32)), a= f3 = 1 = 1 (tomar ~I= 1 ou 
~I f 1 não altera em nada os cálculos). Seja 
p(x, t) = l~ iu(y, tWdy (10) 
e defina (mudança gauge) 
v (11) 




daí, encontramos a equação (9) calculando i81v- a; v por meio da expressões (12) e (ll) 
aplicadas à equação (8), como segue: 
Inversamente, se v satisfaz a equação (9) então 
satisfaz a equação (8). as equações (8) e (9) são ditas gauge equivalentes. 
detalhes sobre equações gauge equivalentes consulte [4], [27] e referências aí contidas. 
Notemos que os cálculos acima não nos impedem de aplicar a mudança de variável (ll) 
à equação intermediária (7) com a = (3 = 1, ou seja, a equação (7), com a = (3 = 1, é 
gauge equivalente à seguinte equação: 
(13) 
Mesmo ainda acompanhada da "incômoda" não-linearidade não-local, a equação (9) 
é interessante porque por meio dela fica mais fácil enxergar algumas propriedades do 
modelo original; por exemplo, ela nos possibilitou provar a não-existência de soluções de 
tipo standing waves ; também foi possível encontrarmos a seguinte quantidade conservada, 
sugerindo que o problema pode ser globalmente bem posto em H 1(JR). Como, a exemplo 
do seu irmão 1i8x, o operador 7h8x é simétrico sobre seu domínio em L2 (1R), podemos 
provar também que o funcional 
é uma quantidade conservada para a equação (13). 
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O trabalho é organizado da seguinte forma: O primeiro capítulo é dedicado às 
notações usuais, definições dos espaços funcionais e operadores sobre esses espaços junto 
com suas propriedades, a serem utilizadas no decorrer do No capítulo 2 prova-
mos que o associado à equação (8), com inicial suficientemente pequeno e em 
Hs(JR), s > ~' é localmente bem posto, onde por boa postura (ou boa colocação) sig-
nificamos existência, unicidade, persistência (a solução u(t) descreve uma curva continua 
no mesmo espaço do dado inicial) e dependência contínua da solução em relação ao dado 
inicial. Nossas principais ferramentas serão os efeitos suavizantes, as estimativas para 
a função maximal nas normas L;u; e L~L'T e uma estimativa de tipo Strichartz, para 
o grupo {eit&~ (consulte os artigos [13], [16], [17] e [36]). O resultado abrange o 
interessante caso 7 = O. Nosso procedimento é parecido (porém ao 
adotado por Kenig, G. Ponce e Vega no artigo [13], onde eles provaram um resultado 
análogo para o PVI associado à equação 
(14) 
com P : IC4 -> IC polinomial, sem termos constantes nem lineares e v x u = ( Ôx1 u, ... , Ôxn u), 
paradados iniciais pequenos em H8 (1R), s ;::: ~· O principal obstáculo a ser superado é 
reverter a perda de derivadas acarretada pelos termos uôx(!ul 2 ) e u1íôx(lul 2), já que o 
método depende exclusivamente de propriedades do grupo unitário e de estimativas de 
efeito suavizante (pois, como vê-se acima, não fomos bem sucedidos em eliminar a perda 
de regularidade no termo com transformada de Hilbert via transformação gauge ou outra 
maneira qualquer) aplicado diretamente sobre a equação integral 
Seguindo os mesmos passos da boa colocação do PVI para a equação (8), no Capítulo 3 
logramos estender aquele resultado para o PVI associado à equação (7), ou seja, provamos 
que o PVI para a equação (7), com dado suficientemente pequeno, é também localmente 
bem posto em H5 (JR), s > ~· Além das ferramentas utilizadas no Capítulo 2, foi de suma 
importância a seguinte estimativa de comutadores em L2 (JR) para o operador 7hôx: 
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11[1h8x, f] gll:::; Clfloollgll, para f E C00 (1R) (com f' E L00 (JR)) e g E L2 (JR)). 
equação (7) possui um termo não-linear com um operador integral singular mais com-
plicado que a transformada de Hilbert, dificultando mais ainda a prova de boa colocação 
para dados em espaços de Sobolev de índice baixo. capítulo 4 estudamos o comporta-
mento assintótico em relação à variável espacial solução garantida no Capítulo 2 para 
a equação ( 8). Tal estudo é inspirado nos trabalhos Kato, R. Iorio e D. F. (con-
sul te [32] e referências). O capítulo seguinte é dedicado a mostrar que não se pode aplicar 
um método interativo de Picard à equação integral associada (15) e também à equação 
integral associada ao PVI para a equação (7) (para os casos "f > O e "f= O) para dados em 
espaços de Sobolev usuais s < 
não é de classe C 3 em Hs(JR) se s < 
o qual garante-nos que a aplicação dado-fluxo 
prova é por absurdo: o passo fundamental é 
exibir uma função em ( JR) que não satisfaz uma desigualdade indispensável na hora de 
fazer estimativas para provar que a aplicação dado-solução é C 3-diferenciável. No Capítulo 
6 provamos a não-existência de soluções de tipo standing waves, isto é, u(x, t) = ei"'1<p(x) 
com <p suave satisfazendo propriedades de decaimento da forma I xi'P(nl(x) ---+ O quado 
lxl ---+ oo, para a equação (8), com a /3 = 1 e "f 2: O arbitrário. Não há perda de 
generalidade em se considerar a = /3 = 1 ( veja [23] e referências relacionadas). A prova 
é feita por meio da equação gauge-equivalente ( 9). A idéia é obter uma identidade de 
Pohozaev e com ela chegarmos a uma contradição. Finalizamos com um capítulo onde 
apresentamos e comentamos fatos que julgamos relevantes para eventuais tentativas de 




Esta parte tem como principal função apresentar as notações a serem utilizadas. 
Também exibiremos alguns resultados básicos (omitiremos as demonstrações) amplamente 
divulgados (e conseqüentemente amplamente conhecidos) para facilitar a leitura do nosso 
trabalho. 
1.1 Principais Notações 
Dada uma função complexa f, sua parte real será denotada por !Rf e a imaginária 
por Imf. 
Denotamos a transformada de Fourier de uma função u com relação à variável espacial 
x por F{ u} ou simplesmente por ú. Dado 1 :S p::; oo, denotaremos a norma de Il'(JR) por 
j · jp; para a norma L2(JR) usaremos a notação 11 · jj, ou então 11 · llo . Para 1 :S p, q < oo 
definimos o espaço de Banach 
L~L~ = {f : IR x [O, TJ --+ IC : JJfllL~L~ < oo} (1.1) 
onde 
jjJjjL~Lj, = (1: (1T Jf(x, tWdtr/q dx) l/p 
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Quando a notação for J4Li (observe que agora o t é minúsculo) significa que a integral 
em relação a t é de -oo a +oo. llfiiLj-L~ é definido de maneira similar, e quando p = oo 
ou q = oo, llfiiL~L} é definido da forma natural. 
Dados Y espaços de representará o espaço dos operadores !in-
eares limitados de X em B (X) será o espaço dos operadores lineares limitados de X 
em Ck(X, denotará o espaço da aplicações de em com k derivadas contínuas, 
enquanto que C!(X, Y) será a notação para as aplicações com k derivadas fracamente 
contínuas. 
Por S(JR) significamos o espaço de Schwartz em IR, e C'Z"(IR) := {f E C00 (JR) : 
f tem suporte compácto}. J' representará o potencial de Bessel, = (1- !J;J'I2 , e D:i, 
rerlre:;entará o de = ( -a;)s/2 
Denotamos por H 8 (IR) o espaço Sobolev usual (de tipo L2 (JR)) de ordem s, com 
norma 
li f 11, := IIJ' filo= IIJ' f li. 
O comutador de um operador K será denotado por 
[K, u]v := K(uv)- uK(v). 
Sejam C, D constantes positivas arbitrárias. Por C ;S D (resp. C ;::; D) significamos 
que existe uma constante c> O tal que C:::; cD (resp. C;::: cD). Denotamos C ;S D ;S C 
por C~ D. 
Dada uma região Q C JRn, sua medida será denotada por lfll. 
1.2 Algumas estimativas e teoremas importantes 
Começamos listando a desigualdade de Minkowski para integrais, a qual estabelece 
que a norma 1Y de uma "soma" é a "soma" das normas J.J': 
LEMA 1.1 . Se 1 :::; p < oo e F(x, y) é mensurável no espaço produto de medida cr-finito 
8 




) ~ if iP IJ(x,y), dy dx, 
ou seya, 
li 
Demonstração. Veja o Teorema (6.19) de [9]. 111 
Também é suma importância para o desenvolvimento do nosso cnctmt::uu o seguinte 
lema de imersão de Sobolev: 
LEMA L2 Se s > ~- ~ com p > 2, então H 5 (JR) está continuamente imerso em V(JR). 
resultado é ainda válido no caso extremo s = ~ - ~, se p < oo. 
Demonstração. Veja, por exemplo, Teorema 3.13 de [19]. 111 
A seguir apresentamos uma importante versão vetorial do conhecido fato de que a 
transformada de Hilbert é um operador limitado nos espaços LP, para 1 < p < oo. 
LEMA 1.3 Seja H a transformada de Hilbert na variável espacial x e sejam 1 < p, q < oo. 
Então H E B(V(JR)), além disso, para f E [{L~ temos, 
(L2) 
Demonstração. Como a prova deste fato é uma conseqüência de alguns resultados 
que se encontram dispersos pelo livro [35] (ou no livro [33], entre outros), optamos por 
executá-la aqui. A transformada de Hilbert é é definida por 
Hf(x, t) = 2.p.v. joo f(y, t) dy = 2. lim 1 f(y, t) dy. 
1i -oo Y- X 1i c-o+ jy-xj>E Y- X 
(L3) 
Seja K, o operador integral singular definido por 
r g(y) dy. 
Jly-x!>< IY- xl 
Pelo teorema teorema de Calderón-Zygmund (veja por exemplo, Teorema 4.3 de [33]) 
temos que, para qualquer E > O, 
(1.4) 
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onde Cp não depende de E. 
Pela definição acima junto com a desigualdade de Minkowski (Lema 1.1) e a desigual-
) 








onde, chegarmos à última expressão aplicamos o teorema de Calderón-Zygmund 
(veja por exemplo, Teorema 4.3 de [33]). 111 
A estimativa abaixo, deduzida em [34] é indispensável para a demonstração do Teo-
rema 2.1. 
LEMA 1 Sejam s > 1, r > ~ números reais eu, v E S(JR). Então, existe c= c(/, s) > O 
tal que, 
II[Ds, u]vllo :S: c{ llullsllvll-,. + llull.r+lllvlls-1 }. 
Em [15] (Teorema A.12, Teorema A.8 e Teorema A.13, respectivamente) foram es-
tabelecidas as seguintes estimativas para derivadas fracionárias: 
LEMA 1.5 Sejam a E (0, 1), a1, a2 E [0, a] com a= a 1 + a 2. Então: 
(i) Dado 1 < p < oo, vale, 
('') p (l ) 1 1 1 1 l 1 t n ara p,p1,P2. q, qlo qz E , oo , com P = Pl + Pz e;;=;;;-+ q,. emos 
Além disso, para a 1 = O o valor q1 = oo pode ser assumido. 
(iii) Se Pl,P2:, q1, qz E (1, oo), com 1 = }, + }, e ~ = ;, + q~, temos 
a obtenção de um de nossos resultados vamos utilizar a seguinte versão do 
Te(Jrema da Função Implícita retirada de [18]: 
LEMA 1.6 Sejam U C V c abertos (E e F espaços de Banach) e f : U x V __, G 
uma aplicação de classe Ck Considere (a, b) E U x V e assuma que D2 f (a, b) : F --> G 
é um isomorfismo. Se f(a, b) = O, então existe uma aplicação contínua g : U0 --> V, 
U0 C U é uma vizinhança aberta de a, tal que, g(a) = b e g(x)) =O, para todo 
x E U0 . Além disso, se U0 é uma bola suficientemente pequena, então g é determinada de 
maneira única e é de classe Ck 
O resultado abaixo provado por G. Ponce em [31] (Proposição 2.3) será empregado 
no estudo do comportamento assintótico em relação à variável espacial da solução do 
problema de Cauchy associado à equação (8). 
d 
LEMA 1. 7 Seja 1j; : IR --> IR uma função coo não-decrescente tal que, dx 1j; = 1 e 
d 
suppdx'lj; Ç (-1,2) e, para qualquer j E ::Z, 1/;j(·) = 1/;(- -j). Se s?: O, então existe 
c= c(s) >O tal que para qualquer f E H 8 (IR) 
Essa desigualdade é ainda válida se trocamos 1/Jj por 1/Jt), para cada k E ::Z, k 2': 2. 
11 
Capítulo 2 
-BOA COLOCAÇAO LOCAL PARA 
A EQUAÇAO NLS NAO-LOCAL 
Neste capítulo temos como objetivo provar um resultado de boa colocação local para o 
problema de valor inicial (PVI) associado à equação (8), com dado inicial suficientemente 
pequeno. Sem perda de generalidade, vamos considerar em todo o capítulo, a = f3 = 1 = 
1; portanto, o PVI a ser estudado é o seguinte: 
{ 
iiJ,u = o~u + iu(l- i1i)8x(lul 2)- lul 2u, 
u(x, O)= tj;(x). 
O teorema é o seguinte: 
X, tE IR 
(2.1) 
TEOREMA 2.1. Existe um o> O tal que para qualquer tjJ E H' (IR) com s > ~ e 11911, <o, 
existe uma única solução u para o PVI (2.1) no intervalo de tempo [0, T], T = T(ll9ll,) > O 
com T(B) ___, oo quando 8--+ O, satisfazendo 
u E Zs,T ={v E C([O, T]; W(IR)) Ar( v)< oo}, 
com 
Ar(u) = max{.:\~(u) _ Ài(u); i 1, 2, 3,4}, (2.2) 
12 
onde 




\ ( ) IID2 'I IIDS " A4 U := i i x Ui:L~L~ + xUJIL~L~· 
Além disso, para qualquer E T) existe E > O tal que a aplicação 'P ---> w de { 'P E 
H 5 (JR); II'P- ólls <E} em Zs,T é Lipschitz. 
Observemos que Zs.T é um espaço métrico completo. 
provar o Te•:Jrema 2.1 necessárias algumas propriedades do problema 
associado, já largamente conhecidas, que foram deduzidas por C. Kenig, 
Vega em [16] (consulte também as seções 2 e 3 de [13]). 
2.1 Estimativas Lineares 
Considere o problema de valor inicial 
{ 
iíJ,u = a;u, 
u(x,O) = ,P(x). 
u = u(x, t), x, tE IR 
Ponce e 
(2.3) 
Sua solução é descrita pelo grupo unitário {e-ità~};;,_00 , que a título de simplificação, 
vamos denotar por {U(t)};;,_
00
, ou seja, 
(2.4) 
LEMA 2.2 (caso homogêneo). Seu satisfaz (2.4) então, 
IIDlU(t)tjJ(x)IIL=L' ::; c llt/JII-
" t 
(2.5) 
Sua versão dual é, 
(2.6) 
13 
Observemos que, para t E [0, T], (2.6) implica que 
cionamos. 
estabelecida uma versão não-homogênea para 
Considere o PVI 
{ 
iatu = a;u + F(x, t), 
u(x, O)= O, 
X, tE IR, 





Em [14] foi provado o seguinte resultado de L 2-continuidade para a função maximal 
SUP[o,r]IU(t)-1: 
LEMA 2.4 . Para qualquer r> 1/2 e qualquer p > 1/4, 
(2.10) 
A seguinte estimativa sharp, que é uma versão de (2.10), foi estabelecida por Kenig 
e Ruiz em [17]: 
LEMA 2.5 
(2.11) 
Como conseqüência do Lema 2.2 (desigualdade (2.5)) e da estimativa (2.11) temos o 
seguinte resultado, que é indispensável para a demonstração do Teorema 2.1. 
LEMA 2.6 Se rjJ E L2 (IR), então 
IIU(t).PIIL~Lí ::; c 114>11- (2.12) 
14 
Demonstração. Considere a família analítica de operadores 
3 
D;4 zU(t)cjJ, com z E C, O :S: Re z :S: L 
z = ie, temos 
Então, do 2.2 (estimativa (2.5)) segue-se 
Quando z 1 + ie, 
logo, segue da estimativa 11) que, 
Assim, usando o Téorema de interpolação analítica de Stein (veja [35]) chega-se à 
estimativa, 
com 
1 1- p p 
-=--+-
p 00 4 
IIU(t)9IIL~Li :s: c 11911' 
p e ~ = 1 - p + ..!:'.. = 1 - p p = Re z. 
4 q 2 00 2 ' 
Para chegarmos ao resultado esperado, devemos tomar ! - ~z = O, ou seja, z = ~ = 
Re z = p. Assim, p q = 6. 11 
OBSERVAÇÃO 1. Há uma versão mais abrangente do Lema 2.6 que foi estabelecida por 






2 :S: p < ~ se n ;::: 3, 
2 :::; p < oo se n = 2, 
15 
2 ::; p ::; oo se n = 1, 
e 
2 n n 
q 2 p 
onde c = c(p, n) é uma constante que depende de p e n. 
2.2 Demonstração Teorema 2.1 
Dado <f; E H 8 (IR), denotemos por <I> (v) = <I>q, (v) a solução do problema linear não-
homogêneo 
{ 
= a;u + (1 - iH) 8x 
u(x, O) = ÇJ(x ), 
(2.13) 
onde 
vEZ~= {v: IRx [O,T]-+ICI AT(v)::; a}. 
Provaremos que para um determinado a e um T adequado, se v E Z~ então u = 
<I>q,(v) =<I>( v) definido por 
<I>(v)(t) = U(t)if; + l U(t- r)[v8x([v[ 2)- ivH8x(lv[ 2) + i[v[ 2v](r)dr (2.14) 
pertence a Zf} e <I> : Zf} -+ ZJ. é uma contração. 
Iniciamos estimando a norma H 8 de u = <I>( v) : Fazendo uso das propriedades do 
grupo {U(t)};;;_00 e das desigualdades de Holder e Minkowski sobre a equação integral 
(2.14) chegamos à seguinte desigualdade: 
[[u(t)lls ;S ll<Plls + lll U(t- r)(i[v[ 2v + v8x([v[ 2)- ivH(v8xii))(r)drll 
+ IID! l U(t- r)(i[v[ 2v + v8x([v[ 2)- ivH(v8xii))(r)drll 
;S [[9l[s+Tsup[[v(t)[[;+ IID! t U(t-r)(v8x(lv[ 2))(r)drll 
[O,TJ lo 
+ IID! l U(t- r)(vH(vDxii))(r)drll + IID~ l U(t- r)(vH(iioxv))(r)drll· (2.15) 
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Salientamos que é suficiente estimarmos o último termo do lado direito da desigual-
dade (2.15), porque os demais podem ser controlados exatamente do mesmo modo. 
Estimamo-lo por meio dos Lemas e das desigualdades de Holder e 
Minkc>ws.ki como segue: 
Com o uso dos Lemas 
1.1) obtemos, 
1.3, 1 2.2 e da desigualdade de Minkowski (ver Lema 
IID; l U(t- r)(vn(iíélxv))(r)drll 
::; li U(t- r)([D~, v]n(iíélxv))(r)drll + lll U(t- r)(vnD~(iíélxv))(r)drll 
;S Tf0~~ llv(t)ll; + 11 U(t- r)(vn([D~,v]élxv))(r)drll ,, r " 
+ IIJo U(t- r)(vn(vD!Dxv))(r)drll 
;S Tsup llv(t)ll~ + Tsup (llvi!Lgolln([D~, v]élxv)ll) +li r U(t- r)(vélxn(vD!v))(r)drl!' 
[O,T] [O,TJ J O 
+ lll U(t- r)(vn(oxiíD~v))(r)drll 
;::; Tsup llv(t) li;+ T sup (llviiLgo li [D~, v]oxvll) + li f' U(t r)(vox n(vD~v ))( T )drll' 
[O,T] [O,T] J O 
;S Tsup llv(t)il; +li f' U(t- r)(oxvn(vD~v))(r)drll 
[O,T] 1Jo , 
+ lll U(t- r)ox(vn(vD~v))(r)drll 
1 
;S Tsup llv(t)ll; + IIDl(vn(vD~v))iloL'. 
[O,T] X T 
(2.16) 
1 
Para estimar o termo IIDl (vn(vD~v))lloL', aplicamos primeiramente o Lema 1.5 (iii), 
x T 
tomando P1 = 4, P2 = t• q1 = q2 = 4, a1 = ~. az = 0: 
JJDJ(vn(vD~v))tL} ;S JJDJ(vn(vD~v))- DJvn(vD~v)- vdn(vD~vlJJLlL} 
+ 'IIDlvn(vD~vlJJ + 11 '1vDln(vD~v)i1 J i LiL} L1L} 
< IIDJviiL'L' llvD~viiL4J3L' + JJDlvn(vD!vJJJ + JJvDJn(vD!v)J11' . (2.17) r-.,; X T X T .L1L} L1L} 
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Observemos que, pelas desigualdades de Cauchy-Schwartz e de Minkowski, 
11 viiL~L} ;5 { 1: (1T ID~vj 2dt) ~ (1T ID~v 






Aplicando a desigualdade de Holder em relação à variável t (com p = oo), depois a mesma 
desigualdade em relação à variável x (com p = ~e q 3) e em seguida usando a estimativa 
1 
(2.18) com o operador D~ no lugar de Dl, obtemos: 
< { llviiiF (1T I D~vl 4dt) ~ 
< llviiLzL~ IIDx8 viiL4L4 
,-...; X T X T 
;5 T~l\viiPL00 IID~vlli,L' sup llv(t)\II; 




Usando a desigualdade de Cauchy-Schwartz em relação à variável t, em seguida aplicando 
a desigualdade de Holder em relação à variável x (com p = 4 e q = ~) e depois as 
estimativas (2.18) e (2.19), segue que 
(2.20) 
Para o termo que falta aplicamos primeiro a desigualdade de Héilder com relação a t, 
com p = oo, depois a desigualdade de Cauchy-Schwartz em relação a x, para em seguida 
utilizarmos o Lema 1.5 (ii) com p1 = p 2 = q1 = q2 = 4 junto com a desigualdade de 
Holder em relação a x (com p = oo) e depois a estimativa (2.18): 
18 
1 
:':: llvi[L;L;p IIDª (vD~v) li Li L} 
{ 
1 1 } 
;S llviJLiLT IID~ (DD!v)- Dl;VD~v- viiLªL} 
+llviiLiLf' { IIDivD~vllL;;L} + ltvD!+!viiL;L}} 
;S [[v[[LiLy{ [[DJviiL~Lj.iiD~v[[L;Lj, + llvD~+~vilL;'L}} 
< 
~ 
Daí, aplicando (2.17)-(2.21) sobre a desigualdade (2.16), chega-se à seguinte estimativa: 






O quarto termo do lado direito de (2.15) pode ser estimado exatamente como o termo 
envolvendo transformada de Hilbert, portanto 
(2.24) 
O terceiro termo do lado direito de (2.15) não oferece qualquer obstáculo: é imediato 
que 
II D~ [' U(t- T)([v[ 2v)(T)dTII ;S Tsup [[v(t)[[~. lo I [o,T] (2.25) 
Aplicando as estimativas (2.16)-(2.25) em (2.15) e tomando o supremo em [0, T], 
segue-se que 
(2.26) 
Combinando o efeito regularizante (2.5) com a equação integral (2.14), mais o Lema 
1.3 e as estimativas (2.22)-(2.25), chegamos que 
Àz(u) ;S [[4>[[ 8 + IID~ lU( -T)([v[ 2v)(T)dT!! + IID~ lU( -T)(v3x([v[ 2))(T)dTII 
+ IID~ l U(-T)(v1í3x(lv[ 2 ))(T)dTII ;S [[4>[[ 5 + . (2.27) 
19 
Para avaliar À3 (u) vamos aplicar a estimativa (2.10) para a função maximal 
SUP[o,r]IU(t) ·I (tomando, no Lema 2.4, p = 1 e r= s -1) à equação integral (2.14) como 
segue: 
llui!L~L'f' ;S + { II<PIIs + U(-r)(!vl 2v)(r)drt
1 
+ 11 U(-r)(v8x(lv!2))(r)d)l\ + U(-r)(v1iélx(lv\2))(r)dr
1
tl \ 
11 ls-1 s-1J 
;S (1 + T){ II<PIIs + Tsup (!ilvl 2vlls-1 + l!vélx(i vl 2)\ls-1 + l\v1iélx(lv!2)lls-1)} 
[O,Tj 
;S (1 + T){ ll<i>lis + T sup llv(t) 11; }, 
[ü,T] 
(2.28) 
onde nos valemos também do fato de 
Assim, segue de (2.28) que, 
(JR) ser uma álgebra de Banach, pois s-1 > ~-
À3(u) ;S II<PIIs + Tsup llv(t)ll;. 
[O,T] 
(2.29) 
Finalmente, falta estimar somente À4 (u). A aplicação dos lemas 2.2 e 2.6 à equação 
integral (2.14) juntamente com as desigualdades envolvidas na estimativa de À 1(u), resulta 
na seguinte desigualdade: 
l 
!!Dlui!LsLs + !!D~ui!LsLs 
X T ;;; T 
;S II<PIIs + llDl lU( -r)(i!v! 2v + v3x(!v! 2)- iv1télx(lvl2))(r)dr[[ 
+ [[D! lU( -r)(i!v! 2v + vâx(!v! 2 ) - iv1tâx(lv! 2 ))(r)drll 
;S II<PIIs + E1. (2.30) 
Portanto, pelas desigualdades (2.26), (2.27), (2.29) e (2.30), vemos que Ar( v) satis-
faz, 
(2.31) 
onde II<PIIs < 6 (a ser determinado), e a constante c> 1 depende da estrutura da parte 
não-linear da equação e das estimativas lineares (2.5), (2.6), (2.9) e (2.10). Desejamos 
Ar(u)::; a, o que nos motiva a escolher um a= a(II<PIIsl >O de forma que 
a E (2cii<PII,,4cii<PIIs), (2.32) 
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pois queremos c I!<PIIs ::; a/2, Agora, como devemos ter 
e esta desigualdade, com os cáiculos a serem efetuados para a obtenção da pro-
priedade de contração, sugerem-nos escolher um arbitrário de modo que 
4c(l + Tj2(4c 
Fixemos então um 5 tal que 
1 < -, 
- 2 
Logo, para < o, fi.xJwclo um a como em (2.32) e um T como em (2,33) 
u = iP9 (v) E Z'f para v E 
(2.33) 
que 
Para provar que iJ'l é uma contração, a idéia é seguir o mesmo raciocínio que nos 
levou a obtermos as estimativas acima, fazendo uso dos mesmos recursos. Consideremos 
a seguinte equação integral: 
iP(v)- iP(v1) = u(t)- u 1(t) 
= l U(t- T) [ilvl 2v- ilvd2vr + lvl2 ÔxV -lvrl 2 ÔxVr + v2ÔxV v~Ôxvl] dT 
-ilU(t T)[v1i(ôxvv)-v11i(âxvlv1 )+v1i(vâxv) v11i(v1âxv1)]dT, (2.34) 
Necessitamos analisar um por um os Ài(u-u1), i= 1,2,3,4. Comecemos com À2(u-u1), 
e como a.c1teriormente, pelo termo mais desafiador. Pelo Lema 2.2 temos: 
IID~+~ l U(t- T)(v1i(âxvv)- vr1i(âxwi!r))(T)dTIILooL' 
x T 
~ IID~ l U(-r)(v1i(âxvv) -vr1t(âxv1v1 ))(r)drll 
~ IID~ lU( -r)((v- vr)1t(vâxv))(r)drll + IID~ lU( -r)(v11i((v- v 1)âxv))(r)drll 
+ IID~ l U(-r)(vr1t(vrâx(v- v1))(r)drll (2.35) 
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Analisemos cada termo de (2.35) separadamente. Utilizaremos os mesmos recursos em-
pregados na obtenção das estimativas (2.26)-(2.30). 
!I 11 
IID; U(-T)((v- vi)1í(v8xv))(T)dTii ;S Tf0~~ (v- v1) llsllv(t)JI;) 




(onde usamos diretamente a estimativa (2.18)), 
(aqui recorremos à estimativa (2.19)) e 
1 1 'ª ª 1 
+T 4 IIv- viiiLn= IIDivll1sLsiiD~vll1sL' sup llv(t)Jii · (2.40) 
- T X T X T [O,T) 
Aplicando (2.37)-(2.40) juntamente com (2.19), em (2.35), segue-se que 
II D~ 1' U( -r)( (v - v1)1í(v8xv) )(r)drll ;S Tsup llv(t) 11; sup li (v- v1) (t) lls o I [O,T) [O,T) 
11 -ª 1 2 1 
+ T 4 11Di (v- v1) 111, L' sup li (v- v1)(t) I li llviiL;L= IID~vii1'L' sup llv(t) I li 
X T [O,T) T X T [O,T) 
1 1 3 3 l 
+T4 IIv vi!ILiLf'IIDJvllf,L,JID~vllf,L' sup IJv(t)ll: 
X T X T [O,T] 
• 1 
+li v vdiLiLf' llviiLiLf' IID~T 2 viiLgoL}· (2.41) 
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Procedendo-se do mesmo modo que para a obtenção da estimativa (2.41), chegamos 
às duas seguintes estimativas: 
I In! 1' U( -r)( v1 H( (v- vJDxv) )( r)drll ;S Tsup.[Jv(t) 11; sup li (v- v!)(t) lls 
li O JO,T! [ü,Tj 
3 1 3 1 1 
IILªL= IID!v1Jf,1 , llfll (v -vi) 1Jf,1 , sup li (v- v1)(t) 111 sup J[v(t) li I 
T x T x T [O,Tj [O,Tj 
l l 1. ª l 1 
+T4 [[Divdl1s 1 siiD;vJI1s 1s sup (t)!Jt sup !Jv(t)Jj;' !I v- vdiL;L= 
x T :x: T [O,Tj [O,T] T 
s+l 




1 3 1 3 l 
+T4 [1 vdf, 1 , sup[[vl(t)!II!Iv~IIL;L=IID~(v-vl[lfs1s supJI -v~)(t)[[t 
x T [O,T] T x T [O,TJ 
+J[vl[[i_,L= + IID~+i (v- vl)IIL=L'. (2.43) 
:x T x T 
Assim, por (2.35) e (2.41)- (2.43) obtemos: 
lln~+~ l U(t- r)(vn(D8xv)- vln(v1Dxv1))(r)driiL=L' 
x T 
1 1 :! ª 1 
;S Tsup [Jv(t)JJ; sup IJ(v vl)(t)Jis + T4 [[Div[J1'L'IID~vll1sLs sup [Jv(t)Jii [Jv- vl[ILiL:f' 
JO,Tj Jü,T] $ T X T JO,T] 
1 ª 11 :1 1 
+T4 [Ivi1LiL= IID~vl!1,1s sup llv(t) !li li Di (v - v1) 111, L' sup li( v- vl)(t)JI.i 
T x T [O,TJ x T [O,T] 
1 3 3 1 1 
llfllvl[[f,L, !ID~vl[f,L, sup llvl(t)JII sup llv(t)Jit llv- vl[[L;'L= 
:t T x T [O,TJ [O,Tj T 
1 ª 1 ª 1 1 
+ T4 [[v1JIL~L= JID~v!J1,1,[!Di (v- v1) 111, L' sup li (v- v1)(t) I li sup llv(t) I li 
T x T x T [O,T] [O,T] 
1 1 -ª- 1 ª 1 
+T4 [[Divdi1'L' sup Jlv1 (t) I li [[vi[[m= J[D;( v- v1111, L' sup li (v- vl)(t)lli 
" r [O,TJ " r x r [o,T] 
2 s+l s+l +J[vi[[L'L=IIDx '(v- vl)IIL=L2 + Jlvi[[L2 L=IIDx 'viiL=L2 [[v- vl[[L2 L=- E2, (2.44) xT x T xT x T xT 
analogamente, 
[[n~+~ 1' U(t -r)(vn(v8xií)- vln(v18xD1))(r)driiL=L' :::; cE2 . (2.45) 
X T 
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O termo com derivada mas sem a transformada de Hilbert também pode ser limitado 
por E 2 ; para isso, é suficiente seguirmos os mesmos passos acima. Quanto ao termo sem 
derivadas temos: 
U(t- r)([v[ 2v -lvll 2vl)(r)drll ~ ~~~ 
liL=L2 i x T 
~ sup{ 11 
[O,T] 
li 








Pela estimativa para a função maximal (2.10) aplicada à equação integral (2.34) e 
seguindo o procedimento para a obtenção de (2.28), obtemos: 
[[u- u1l1L2LT' ~ (1 + T)Tsup { (liv(t)[[s + [[vl(t)[[s)2 [[(v- vl)(t)[[s} (2.49) 
X [O,T] 
e então, 
À3(u- u1) :S cTsup{(l!v(t)[[z + 1lv1(t)[[2)2 [[(v v1)(t)[[2} :S cEz. (2.50) 
[O.T] 
Finalmente, estimemos A4(u- u 1). Aplicando o efeito regularizante do Lema 2.6 à 
equação integral (2.34), o fato de que H8 (1R) está imerso continuamente em H~(JR) e 
aplicando em seguida as mesmas ferramentas usadas para estimar A2(u- u1), obtemos 
À4(u- u1) ~ lll U( -r)([vl 2v -[v1[2v1)(r)drlls 
+ lll U( -r)(v8x(lv[2)- vlôx([vi[ 2))(r)drlls 
+ lll U(-r)(v'Hôx([v[ 2) vl'Hôx([v1[ 2))(r)drlls :S cE2 . (2.51) 
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Por conseguinte, vemos das estimativas (2.47), (2.48), (2.50) e (2.51) que Ar(<P(v)-
<P( v1)) satisfaz a seguinte desigualdade, 
Ar( <I>( v)- <P(v1)) < c(l + T) 2 [Ar(v) + Ar(v1)] 2 Ar(v- v1) 
< 4c(l+T?a2Ar(v-vl) 
(2.52) 
Agora é suficiente escolher tal como em (2.33) e um a como em (2.32). Isso prova 
que <P é contração. 
A demonstração de persistência (isto é, que u, como função do tempo, descreve uma 
curva contínua no mesmo espaço dado inicial) e de unicidade (em uma classe 
que Z!}, mais precisamente, em Zs,T) segue um procedimento padrão, o pode ser 
encontrado, por exemplo, na prova do Teorema 4.1 do artigo [13]. A título de completude 
vamos reproduzi-la em nosso trabalho. 
Para demonstrar a propriedade de persistência de u(t) em H 5 (JR), ou seja, 
u E C([O, T]; H 8 (1R.)), 
usa-se o seguinte argumento: 
(i) Basta que estabeleçamo-la em t =O, porque a equação (8) é autônoma. 
(ii) Consideremos um To pequeno. Combinando a equação integral 
(2.53) 
com a estimativa (2.5) e as propriedades de grupo, e procedendo da mesma maneira que 
na obtenção das estimativas (2.15)-(2.30) junto com a informação de que u E Z!} obtemos, 
para t E (0, To), 
1 1 3 3 1 
llu(t)- <PIIs ;S IIU(t)q\- <PIIs + To4 llui1LiL'C' IIDJuil:f,L6 IID~ull:f,Ls sup llu(t)lll 
o z To x To [O,To] 
3 2 3 2 s+ 1 
+To sup llu(t)lls + (1 +To) {II<PIIs +To sup llu(t)lls} IIDx 2uiiLooL' 
~~ ~ ·~ 
' l 






f(To, a) {To+ To' (1 + To)}a3 + Toa3 (l + a2T0 )(l + a2 + T0 ). 
Fazendo t -+ é imediato que IIU(t)\1> - <PIIs -+ O, mas não é imediato que o termo 
,, 
li uilL=L' se comporte do mesmo modo, ou x To que esteja próximo de zero, para To 
pequeno. Assim, visando provar tal fato, consideremos a equação integral<Pç,(u) = u, 
u(t) = U(t)<P + (2.55) 
Aplicando sobre a equação (2.55) os mesmos recursos usados na obtenção das estimativas 
(2.27) e (2.28) chegamos que, 
li U.( • 'I' t)O :L=L2 + ' ' ' x To 
+To sup IJu(t)ll~ + (1 + To?{ll9lls +To sup [[u(t)11~} 2 ll 
[O,To] [O,To] 
;S IID~+~ U(t)9l!LgoLh + f(To, a)+ a2 IID~+~uJ[LgoL}0 , (2.56) 
portanto, 
(2.57) 
e então, para T0 suficientemente pequeno, 
(2.58) 
(iii) Para E> O, seja 9' E H 00 (1R) tal que, 119- 9'lls :::; E. Então, segue do Lema 2.2 
e do teorema de imersão de Sobolev que 
II D;+iu(t)(<P- <P'l l'l' + IID~+~u(twll L= L 2 I L 00 L 2 x To :z: To 





< CE + cTo' 1WIIs+2 · (2.59) 
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Portanto, de (2.57) e (2.59) segue que, 
o(l) (2.60) 
se T0 é suficientemente pr<:íximo de zero. 
Logo, das estimativas (2.54) e (2.60) segue que, 
llu(t)- ólls --+O 
quando t--> O, ou seja, u E C([O,Tj,H3 (1R)). 
Agora, via um argumento padrão, estabeleceremos a unicidade. Seja w uma solução 
(2.13) no intervalo de tempo [0, T1] com < T. Além disso, considere que w E Z~ 
para algum a1 > a, com w E ; H3 (1R)). Então w satisfaz a equação integral (2. 
Pela continuidade, existe um T2 E (0, Ti) tal que 
sup l!w(t) !ls .:S a. 
[O,Tz] 
Combinando esta desigualdade com (2.10) como em (2.29), vê-se que existe um T3 E 
(0, T2 ) de modo que 
para t E [0, T3]. Também temos que existe T4 E (0, T3) tal que, 
para tE [0, T4]. 
Similarmente, mostra-se que existe T5 E (0, T4 ) tal que, 
Portanto w E Zy
5 
e conseqüentemente, u = w para (x, t) E lR x [O, T5]. Aplicando 
esse processo novamente ao PVI (2.13) com dado inicial u(x, T5 ) conseguimos estender 
um pouco, e procedendo deste modo, como [0, T] é compacto, estendemos o resultado de 
unicidade ao intervalo [0, T] com um número finito de iterações. 
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Salientamos que a seqüência {T5i}~1 obtida acima não acumula em um tempo T < 
porque se isso fosse o caso, como os valores de T para se chegar a uma contração dependem 
inversamente do dado mlCHiJ, tEoríacmcJs a seqüência 
uma contradição. 
lls ----+ oo, o que caracteriza 
agora somente provar a dependência contínua. Sejam u(t), as soluções do 
(2.13) com valores iniciais cf;, respectivamente. Então 
u(t)- w(t) = U(t)(<P -'lj;) + U(t- T) (F(u, ... ) - F(w, ... )) (T)dT, 
onde F( v, ... ) corresponde à parte não-linear da equação, ou seja, 
... ) = v, + 
Aplicando o argumento de contração desenvolvido acima, encontramos que 
onde B depende somente de F(·), II<PIIs, 111/'lls e T0 E (0, T). De fato, tal argumento 
mostra que podemos tomar B ::; ~ se 
li</> -1/'lls < 6 
e então, para B :S ~ segue-se que 
Ar0 (U- w) :S 2c II<P -1/'lls · 
Asssim, tomando 6 = c/2c, obtemos o resultado de dependência contínua. Com isso, o 
Teorema 2.1 está provado. o 
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OBSERVAÇÃO 2. Salientamos que o (2.13) é reversível no tempo; daí, o Teorema 2.1 
é válido no intervalo de tempo [-T, T]. 
Fechamos o capítulo com o resultado de que a aplicação dado-fluxo, a o Teorema 
2.1 assegura somente a continuidade LiJJScJiüt:6, é na verdade 0 00 • 
que nem sempre tal propriedade é válida. 
Capítulo 5 veremos 
COROUÍ.RJO 2.7. Sob as hipóteses do Teorema 2.1, existe uma vizinhança V de <f; E 
(IR), s > ~. tal que, a aplicação dado fluxo 9 ,______, u de V em Zs,T, é suave. 
Demonstração. A ferramenta fundamental será o Teorema da função implícita 
(veja Lema 1.6). Consideremos 
e, para uma vizinhança V de <f;, definamos G : V x Zs,T ---+ Zs,T por 
G(?jJ, v)(t) = v(t)- ( U(t)?jJ + l U(t- T)F(v)(r)dr). 
Observemos que G está bem definida, e pelo Teorema 2.1, G(<f;, u) = O. A derivada de 
Frechet de G com relação a u é a seguinte: 
DuG(<f;, u)v(t) = v(t) -l U(t- T) (2ilul 2v + iu2v + vax(lul 2 ) + 2íu11Wx(uv) 
-ivHax(lul 2)- 2iuHRax(uv)) (r)dr. 
Podemos calcular do mesmo modo derivadas de qualquer ordem de G( <f;, ·) em relação a u, 
porque F(-) é constituída de uma parte polinomial mais uma envolvendo transformada de 
Hilbert (que comuta com derivadas, como feito acima) e portanto G é suave como função 
de u. Daí concluímos que G é suave. 
Vejamos que DuG(<j;, u): Zs,T--> Zs,T é inversível. Seja I: Zs,T 
identidade. Escrevamos 
Zs T o operador 
(J- DuG)v(t) l U(t- T) (2ilul 2v + iu2v + vax(lul 2 ) + 2iu11Wx(uv) 
-iv'Hax(lul 2)- 2iuHfR8x(uv)) (r)dr. 
Agora estimamos os J-T( (I - DuG)v ), í = 1, 2, 3, 4. Seguindo os mesmos procedimentos 
feitos para a obtenção da estimativa (2.22) e usando os efeitos suavizantes dos lemas 2.2 
e 
sup llu(t) 11; sup 1\v(t) lls + llviiL'L= IJui!LiL= IID~+~uiiL=L2 
[O.T] [O,T] X T T X T 
+T%J\·u\\LiL;?ildvii!6 Ls sup llv(t)JiliiD~ull!sL5 sup \lu(t)I\Í 
- X T [O,T] X T [O,T] 
' 1 3 l 3 1 
+T~ 1\uiJLiL= IIDJullisLs sup 1\v(t)llt 1\D~u\lfeLs sup 1\u(tl~J: 
T xrror1 xTroT] 
! ' J l, 
1 l ~ ~ .l 
+ T 4 Jivi1LiL= \IDiu\l1sLs IID~ull1sLs sup llu(t)ll§ 
T X T X T [O,T] 
+llullhuf' li viiL:;oL}• (2.61) 
para i = 1, 2, e com os mesmos recursos usados para a obtenção da estimativa (2.29), 
encontramos, 
,\3((!- DuG)v) ~ Tsup llu(t)ll; sup llv(t)lls· 
[O,Tj [O,T] 
Pelas estimativas (2.61), (2.62) e como u E Z!f, chegamos que 
Ar(U-DuG)v) < c(T+Tl(l+T)+(l+Tf)A~(u)Ar(v) 
< c(l + T) 2a2 Ar( v), 
(2.62) 
(2.63) 
onde c> 1 é como em (2.31). Então, escolhendo a como em (2.32) e T como em (2.33), 
concluímos que: 
portanto, I- (I DuG) = DuG E B(Zs,T, Zs,T) é inversível. Logo, pelo Teorema da 
Função Implícita (veja Lema 1.6), existe uma vizinhança V C V de if; E (IR) e uma 
aplicação g: V--+ Zs,T tal que, G('lj;, g('I/J)) =O para qualquer 1/J E V, ou seja, 
g('lj;) = U(t)'lj; + l U(t- r)F(g('if;))(r)dr = u(t) 
é a solução do PVI (2.1) com valor inicial 'lj; E V e g, que é o fluxo dado-solução, é suave. 
Isto finaliza a prova. D 
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OBSERVAÇÃO 3. Notemos que o tempo T de Zs.T no Cor. 2.7 é o mesmo do Teor. 2.1. 
OBSERVAÇÃO 4. propriedade de suavidade da aplicação dado-solução é interessante, 
primeiro porque se não é válida para o PVI com dados iniciais em espaços de Sobolev 
de determinados índices, sabe-se que é impossível a aplicabilidade de um método iter-
ativo de para a do com dados em espaços de Sobolev 
com aqueles índices (veja o Capítulo 5); segundo porque podemos com ela provar a in-
stabilidade não-linear de ondas viajantes de equações de evolução não-lineares por meio 
da instabilidade linear (que é menos difícil de ser obtida), isso porque instabilidade linear 
mais a propriedade de suavidade implicam em instabilidade não-linear (veja [20] e [10]). 
Capítulo 3 
BOA COLOCAÇAO LOCAL PARA 
QUAÇAO INLS NAO-LOCAL 
Neste capítulo vamos estender o resultado de boa colocação local do capítulo anterior 
para o PVI associado à equação de Schriidinger intermediária não-locai (7). O procedi-
mento será semelhante ao do Capítulo 2, mas é necessário o uso de algumas "ferramentas" 
a mais, como veremos. Sem perda de generalidade, vamos considerar em todo o capítulo, 
o: = (3 = í = 1 e assim, o PVI a ser estudado é o seguinte: 
{ 
i8tU = o;u + iu(l- i7h)ox(lul 2)- lul 2u, 
u(x, O) = <j;(x), 
onde 1h é o operador definido em (3). 
O teorema que iremos provar é o seguinte: 
x, tE IR 
(3.1) 
TEOREMA 3.1. Existe um 5 > O tal que para qualquer 4> E H 8 (IR) com s > i e II<PIIs < 5, 
existe uma única solução u para o PVI (3.1) no intervalo de tempo [0, T], T = T(II<PIIsl >O 
com T( O) --> oo quando O --> O, satisfazendo 




Ay(u) = max{À~(u) =: Ài(u); i= 1, 2, 3, 4}, 
À1(u) := sup llu(t)lls, 
[O,T] 
(3.2) 
Além disso, para qualquer T' E (0, T) existe E > O tal que a aplicação 'P -+ w de { 'P E 
(JR) · l[w -
\ I) 1 ' < em é 
Demonstração. Assim como no Teorema a prova do Teorema 3.1 é feita por 
meio do princípio de contração, utilizando-se propriedades do problema linear associado, 
deduzidas por C. Kenig, G. Ponce e L. Vega em [16], já listadas na Seção 2.1 do Capítulo 
2 deste trabalho. Também serão imprescindíveis as seguintes propriedades do operador 
integral singular I;, listadas no lema abaixo: 
LEMA 3.2. (i) O operador integral singular I;,, definido por 
T;..u(x) = 2~p.v.l: coth cr(y2~ x)) u(y)dy, 
é limitado de L2(IR) em L 2(JR). 
(ii) Sejam f e g funções arbitrárias, onde f E C00 (JR) com f' E L 00 (JR), e g E L 2 (JR). 
Então existe uma constante C > O tal que 
Demonstração. Foi feita no Lemma 3.7 de [2]. No intuito de tornar mais agradável 
a leitura do nosso trabalho, vamos transcrevê-la. Por um argumento padrão de densidade, 
é suficiente provar o resultado para f arbitrária e g E C;:"(JR). 
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m(Ç) = Ç coth(hÇ)- ~ > 
Assim, 1h é definido como, 7;(V = k(Ç)iJ(Ç), com k(Ç) = m(Ç)/iÇ = í/hÇ- i coth(hÇ). Um 
cálculo simples mostra que k(Ç) E L00 (IR). Então, pelo teorema de Plancherel, temos que 
1h é limitado em L 2(IR). 
( ii ): Observemos que, 
I ( d )n sup li: In ,1. -
f,EJR , dÇ 
para todo n E N, e portanto, pelo Teorema 35 




[8] existe um cl > o tal que, 
11[7h8x,f]gll - lllhd~(fg)- JThd~gll 
117h(f'g) + 1h(fg')- f1hg'll 
< 117h(fg)ll + 11[7h,J]g'll 
< 117hllulf'looll9ll + Cllf'locllgll, 
onde 117hllu denota a norma de 1h em L2 (IR). Portanto, o resultado segue com C = 
117hiiL2 + C1. '" 
Agora temos em mãos todas as ferramentas para provar o teorema. Dado if; E H 8 (IR), 
denotemos por i!> (v) = i!>.p (v) a solução do problema linear não-homogêneo 
{ 
8,u = -ia;u + v8x(lvl 2)- iv1h8x(lvl 2 ) + ilvl 2v, x, tE IR 
u(x, O) if;(x), 
(3.3) 
onde 
vEz~= {v: IR X [ü,T]-+ q Ar(v) :S a} 
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A equação integral associada ao problema (3.3) é, 
Vamos provar que existem a e T que, u = <P(v) E e <J? I Zy -+ Zy é uma contra1;ão. 
Como no capítulo anterior, é suficiente estimarmos o termo vTh.(vBxv). Das desigual-
lll U(t- r)(vTh.(vBxv))(r)dTIIs 
1
1 l' 11 ;S Tsu~ llv(t)ll~ + ·~D~ U(t- r)(vTh(vBxv))(r)dT i. 
[O,TJ O >i 
(3.5) 
aplicando ao segundo termo do lado direito da desigualdade (3.5) o efeito regular-
izante (2.5), os Lemas 1.4 e propriedades grupo, as desigualdades Hi:ilder e 
Minkowski, chegamos à seguinte estimativa para ela: 
lln~ l U(t- r)(vTh(voxv))(T)dTil 
;S lll U(t- r)([D~, v]Th(vàxv))(r)drll + lll U(t- r)(vTh.D~(vàxv))(r)drll 
;S Tsu~ llv(t)ll; + 11 (' U(t- r)(vTh([D~,v]àxv))(r)drll 
[O,T, lo 
+ lll U(t- r)(vTh(vàxD~v))(r)drll 
;S Tsup llv(t) li;+ Tsup (llv(t) llv;;o IITh.([D~, v]àxv)(t) li) 
[O,TJ [O,TJ 
+ lll U(t- r)(vàxTh.(vD~v))(r)drll + lll U(t- r)(vTh(àxvD~v))(r)drll 
;S Tsup llv(t)ll; + 11 (' U(t- r)(v[Thàx,v]D~v)(r)drll 
[O,T] lo 
+ lll U(t- r)(lvi 2BxTh.D~v))(r)drll 
;S Tsup llv(t) li;+ Tsup (llv(t) IIL:;o li [Th.Bx, v]D~vll) 
[O,T] [O,Tj 




Mas ainda falta avaliar o termo IID:F (lvl 21hD~v) IIL1L} de (3.6). Pelo Lema 1.5 (i) 
com a = ~ e p = 2, junto com as desigualdades de Hõlder e de Minkowski e Lema 3.2, 
temos: 
< • :: 
!"V i I 
1 1 
1:-nz "Ds " · 11 D 2 (-rrns '11 +~V xV.th xVI!L1L~ +,V x V.th xV) L~L~ 
1 1 
+ IJvD]v'JhD~vliL1L} + ilvD](v'JhD;v)jjL~L}· (3.7) 
Agora, pelas desigualdades de Hõlder e de Minkowski (veja (2.18)), 
IJflivJIL'L' ;S TtjJD1vJI1sLs sup llv(t)JI!. 
X T X T [O,T] 
(3.8) 
Como é lin:lita:do em ( JR) (veja ( i ) ) , segue das desigualdades de Holder e 
de Minkowski aplicadas como em (2.19), 
llv'lhD~viiL]L} ;S llviiLl\L'f (1T I:oo l1hD~vj 2dxdt) t (l:oo 1T 11hD~vJ 6dtdx) t 
;S TtjJviiL~L= IID~1hvii1,L' sup llv(t)ll!. (3.9) 
- T X T [ü,T] 
Com os mesmos recursos usados na obtenção das desigualdades (2.20) e (2.21) junto com 
o Lema 3.2 (i), obtemos: 
(3.10) 
ll vd(vThD~v)l'l :S llvlluL=IIDl(v'JhD~v)llmz LJ::L} X T X T 
;S JJvJJL~L'f {JJfli(v'JhD~v) fliv'JhD~v- v'JhD~+~v)JJL~L}} 
+llviiL~L'f { IID1v1hD~viiL~L} + llv'lhD~+~v)IIL~L}} 
;S llviiPL={ IID1viiL'L4 II1hD~viiL'L' + llv1hD~+~v)llm2 } XT xT zT xT 
1 l -ª -ª 1 
;S T4 llviiL;L=IID.ivll1sLsiiD~1hvll1sL' sup llv(t)lll 
T xT xT[OT1 
' ' 
• 1 
+llvlli2Loo II'Jhfl~T 2 viiL=L' · (3.11) 
x T X T 
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As mesmas estimativas são válidas para os termos da equação integral (3.4) envol-
vendo vôx(lv\ 2 ) e i\v\ 2v. Daí, por (3.5) - (3.11) segue que, 
1 
i i 2 
lis 
(3.12) 
estimativa (2.6) aplicada à equação integral (3.4) junto com o Lema 3.2 (i) e o 
procedimento para a a obtenção da desigualdade (3.12) fornece-nos a seguinte estimativa 
para .\2(u): 
.\2( u) ;S II<PIIs + 1\n~Th 
li 
(i\v[ 2v + vôx(\v\ 2 )- ívTnôx(\v\2 ))(r)drj\ 
!I 
;S II<PIIs + li lU( -r l " \2v + v&x( - iv1h&x([v\ 2))(r)drll ;S E1. (3.13) 
Estimamos .\3 (u) aplicando a estimativa (2.10) para a função maximal 
SUP[o,T]IU(t) ·I (tomando, no Lema 2.4, p = 1 e r= s -1) à equação integral (3.3) como 
segue: 
1\u\\L~L'f' ;S (1 + T) { \\<P\Is + lll U( -r)(\ v\ 2v)(r)drlls-l 
+ lll U(-r)(v&x(\v\ 2 ))(r)drlls-l + lll U(-r)(v1h&x(\v\ 2))(r)drtJ 
;S (1 +T){ \\<P\\s +Tsup (l\\v\ 2v\ls-l + \\vôx(\v\2 )\\s-l + \\v1hôx(\v\2 )lls-l)} 
[O,T] 
;S (1+ T){ 1\<P\Is + Tsup 1\v(t)\\D, (3.14) 
[O,T] 
onde nos valemos também do fato de Hs-l(JR) ser uma álgebra de Banach, pois s 1 > ~· 
Logo, segue de (3.14) que, 
(3.15) 
Para finalizar, vamos avaliar À4 (u). A aplicação dos lemas 2.2, 2.6 e 3.2 (i) à equação 
integral (3.3) juntamente com as desigualdades envolvidas na estimativa de À1(u), resulta 
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na seguinte desigualdade: 
l 
íiDiuiiL~L~ + IID!7huiiL~L~ 
;S JI<PIIs + IIDJ l + VOx(Jvl 2)- iv7hàx(Jvj 2))(T)dTI 
+ IID; [' U( -T)(ijvj2v + V0x(Jvj 2)- iv7hàx(lvj 2 ))(T)dTII 
J lo 11 
;S E1. (3.16) 
Agora, as etapas seguintes podem ser omitidas sem perda de generalidade, porque 
basta seguir os mesmos passos da demonstração do Teorema 2.1 no capítulo anterior. D 
Para encerrar, ressaltamos que assim como o ,o 3.1 também possui a 
COROLÁRIO 3.3. Sob as hipóteses do Teorema 3.1, existe uma vizinhança V de <P E 
H 8 (1R), s > ~' tal que, a aplicação dado fluxo q, ,____, u de V em Z 8,r, é suave. 
Demonstração. A prova pode ser omitida, pois segue repetindo exatamente o 
mesmo argumento da demonstração do Corolário 2.7, sem diferenças significativas. D 
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Cap ulo 
O PROBLEMA LOCAL COM 
PESO PARA A QUAÇAO NLS 
-NA O-LOCAL 
Nosso propósito neste capítulo é estudar o comportamento assintótico em relação à 
variável espacial das soluções obtidas no Capítulo 2. Como anteriormente, vamos consid-
erar a = {3 = 1 = 1, sem perda de generalidade. O capítulo é organizado da seguinte 
forma: primeiramente vamos definir os espaços de Sobolev com peso adequados ao prob-
lema e enunciar o teorema a ser provado, em seguida enunciamos e exibimos a demon-
stração dos resultados básicos a serem utilizados na demonstração do teorema principal, 
demonstração essa, que por ser longa, será feita através de uma seqüência de lemas. 
Começamos definindo os espaços de Hilbert 




\f,g) := Re -oo fg dx. 
DEFINIÇÃO 1 . Seja s E IR e seja w um peso arbitrário. Definimos o seguinte espaço 
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de Hilbert 
Hs,w(IR) = W(JR) n L~(JR) 
munido do produto interno 
(u,v)sw = (u,v) 5 + (u,v)L'. , w 
Vamos fazer uso seguinte conjunto de pesos: 
P :={o E C1(/R,JR) I inf o(x) >O, 
xEJR 
sup !o'(x)l < oo} 
xElR 
(4.3) 
O resultado a ser provado é o seguinte: 
Sejam s > ~ e w = cr8 , com cr E e 
u E C ([O, T]; W(JR)) n C 1 ([0, T]; w-2(/R)) 
é a solução do PVI (2.1) com u(O) = ,P, então 
u E C ([0, T]; Hs,w(IR)). (4.4) 
Além disso, a aplicação cp ~ u é contínua. 




4.1 Resultados Preliminares. 
A proposição abaixo exibe uma relação entre diferenciabilidade e decaimento de funções 
de Hs,w(IR) (versões semelha.'ltes para outros problemas podem ser encontradas em [32], 
[12] Teorema A.7 e [11] Teorema A.2). 
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PROPOSIÇÃO 4.3. Para cada s 2: O e V > 1 existe C = C(s, V) > O tal que, dado 
qualquer peso satisfazendo 
w(y) :s; Vw(x), x, y E IR, ' ' 1 IX- Yl :S L 
valem, para k E Z, O :S k :S s, as seguintes estimativas: 
l'lwl-kís[ykull < C liul'l-kís ''ul!kís 
I X , - I IL~ li s ' 
Demonstração. Seja e = ~. O :S k :S s; então 
Observe que lx- Jl :S 1 para x E [j, j + 1], e ttooun, 
portanto de ( 4.9) segue que 
implica que w(x) :S 
(4.8) 
(4.10) 
Consideremos um ?.j; E C00 , O :s; ?.j; :s; 1, com supp(?ÍJ) c (-1,2) e ?.j; = 1 em [0,1]. 
Para j E Z, definindo ?.j;j(-) =?.f;(·- j), como ?ÍJJ = 1 em [j,j + 1], segue-se que 
llw1-e8~ull2 :S y2(H) I::w(j)2(1-e) [+llo:(?ÍJJuWdx. 
jEZ J 
(4.11) 
Sabemos que (veja Cap. 3 de [19], por exemplo) 
(4.12) 
A desigualdade (4.11) junto com (4.12) implicam 
jEZ 
< V2(1-B) I::w(j)2(1-8) 11 1ÍJjU 11 2(1-B)II?ÍJjU 11:e · (4.13) 
jEZ 
Usando o Lema de Holder obtemos: 
llwl-e8!uli 2 :S V 2(1-8) (I::w(j)2 !11ÍJjU 11 2)
1
-e (2:: II?ÍJJu 11:) 8 (4.14) 
JEZ JEZ 
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Pelo Lema temos que 
L 111./JJu 11;::; c(s) 11 u 11; · 
jEZ 
w(j)::; Vw(x), portanto 
quando x E [j- 1, j + 1]. Para x E [j + l,j + 2] temos que 
e assim) 
Conseqüentemente, 





4 ~ 1: w(x) 2 11.fJJul 2dx 
- V 4 I: ij w(xnlj!jU[2dx 
jEZ j-l 
2 .• l 
< V 4 I: I: l~ w(x) 211.fJJul 2dx 
jEZ 1=0 j+l-l 
( 4.15) 
3V4 11 u III' . (4.16) 
w 
De (4.14), (4.15) e (4.16) segue o resultado. 111 
Se fJ E P, fj 2: fJo e I fJ'I ::; M, então, pelo Teorema do Valor Médio (fj(y)- fJ(x) = 
fJ1(c)(y- x)::; M[x- Yl ), dado [x- Yl::; 1 temos que 
fJ(y)::; fj(x) + M < (1 + (fJ(x))-1 M) fJ(x) 
< (1 + MfJõ1)fJ(x), 






(porque (4.17) =? CT(y) 5 ::; (l+MCT0
1
)
3 CT(x)s =? w(y)::; (l+MCT0
1 )sw(x)). Logo, os pesos 
no Teorema 4.2 satisfazem (4.7). 




Demonstração. Podemos tomar, sem perda de generalidade, u E S(JR). Pela 




Fazendo uso da desigualdade 




u(x-y)-u(x+y)l ::S ~1Y làxu(x+ç)ldç::; hilàxull Y-1/ 2 (4.22) 
y y -y 
De (4.20) e (4.22) segue que 
1(1íu)(x)i < ~ 11 llàxull y-J/2dy +.!:, J+oo !u(x- y)j + iu(x + y)j dy 
T< o 1C 1 y 
< .!:,llàxull + ~lu!Jjy- 1 !Loo(l.oo) 
1i il 
1 2 




cr1í(u) = 1í(cru)- [1í,cr]u. ( 4.24) 
O operador comutador [1í, <7] pode ser definido como 
1100 ([1í, crju) (x) =;: -oo K(x, y)u(y)dy, ( 4.25) 
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com 
que K E 
K(x, y) = o-(x)- o-(y) 
X y 
( 4.26) 
Portanto, por (4.23), (4.24) e (4.26), com o-' E L00 (JR) e 1/o-::; c (onde c é urna constante) 
temos, 
la'H(u)lco < I'H(au)loo + I['H, a]uloo 
< c(ll8x(au)ll + laull) + IIKIIL=(JR') luh 
< + + 
LEMA 4.5 Dados s > ~ e a E P, existe c= c(s, a) >O tal que 
la'H(uv)loo S c(ll U llsll V IIL; + 11 V llsll U IIL;) 
Demonstração. Observe que 
lauvl1 :S llavll li v li, 
llaBx(uv)ll S li:lxuloo 11 av 11 +IBxvloo 11 au li, 
llauvll :S luloo 11 av 11 · 
De (4.19), (4.28)-(4.30) obtemos: 
la'H(uv)loo < c(jauvl1 + llai:lx(uv)ll + lluvlll 
< c(ljauli llvll + IBxuloollavll + IBxvloollaull + lluvll) 





O lema a seguir será empregado para a demonstração da propriedade de dependência 
contínua da solução em relação ao dado iniciaL Primeiramente carecemos definir alguns 
operadores em L;, a saber: 
f1(u)v = lul 28xv, (u)v = u28xv, f3(u)v = -2iu'HSR(ü8xv), f4(u)v = ijuj2v. 
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LEMA 4.6 . Sejam s > ~. w = U 8 com f7 E P, e seja R> O. Existe c= c(s, u, R) >O tal 
que, se u, v E Bs,w(O, R) então, 
( , .. < I' V )V liL2 C I "U- 1.) 
.F d w- ' v (4.31) 
fato, temos 
- li w[(u- v)u + (u- v)v]8xv 11 
< ilw(u- v)u8xvll + ilw(u- v)v8xvll 
( 4.32) 
analogamente, 
11 r3(u)v- r3(v)v IIL~ = 2llu'H~(u8xv)- v'H~(v8xv)IIL;:, 
:S: 2 (11u'H~(ii8xv)- v'H~(u8xv)[IL~ + llv'H~(u8xv)- v'H~(v8xv)IIL:;,) 
:S: C (I lu- vil L:;, llulls li V lls,w + llviiL:;, I lu- vlls,w llvlls) 
:S: C I lu- vlls,w ltvlls,w' 
11 r4(u)v- r4(v)v IIL:, - 11 w(lul 2 lvl2)v 11 
< C I lu- vlls,w llvll,,w' 
logo o lema segue de (4.32)-(4.35). ,. 
( 4.34) 
( 4.35) 




Gn :=--E p 
n+v 
inf Un(x) 2:: Uo , 




sup ll8xi7n(x)ll:::; M, ( 4.38) 
xeJR 
Portanto de (4.18) deduzimos que existe um V= V(s, o-0 , M) >O tal que se lx- Yl :::; 1 
então 
onde Wn = Observemos que Wn T w qu:'tncto n _, oo. 






Consideremos uma seqüência { <i>khen em H 00 (JR) n L'!,(JR) com <i>k _,<,i>. Pelo Teo-
rema 2.1 podemos supor que para k E IN, existe uk E G1([0, T]; H 00(IR)) solução de (8) 
com uk(O) = <Pko tal que 
sup lluk(t) lls < R. 
[O,T] 
Já que Wn:::; n5 , temos que WnUk E G1([0, T];L2(IR)) e 
2 { ( -iwné/;uk, Wnuk) + (wnJukl 28xUko Wnuk) 
+ (wnu~ÓxUko WnUk) - 2 (iwnukHRe(ukâxuk), WnUk)}, 








Pelas expressões ( 4.42), ( 4.43) e ( 4.44) temos: 
e 
Logo, substituindo ( 4.45)-( 4.48) em ( 4.42) obtemos, 
! llwnukll 2 :S c(llukll~ + llukll; + llwnukll 2). 
Integrando ( 4.49) de to a t1 (O ::; to ::; t 1 ::; T) obtemos, 








na qual aplicando a desigualdade de Gronwall concluímos que as funções llwnull2 são 
uniformemente limitadas. Então, pelo Teorema da Convergência monótona, llwnull 2 ----> 
llwull 2 e assim, llullh E C([O, T]; IR+)· Como 
u E C([O, T]; L2(JR)) n L00 ([0, T]; L~(IR)), 
temos que u E Cw([O, T]; L~(IR)). Logo, 
u E C([O, T]; L~( IR)). 
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Agora provaremos a dependência contínua da solução em relação ao dado iniciaL Já 
temos a dependência contínua em H 5 (lR) (s >~),portanto falta analizarmos a norma de 
(JR). Sejam u(t), as correspondentes soluções do (2.1) com dados iniciais cjJ e 
respectivamente. Então w = u - v satisfaz 
3 
< ( -')d~ \I ' , 
j=l 
( 4.52) 
Tomando um R> max{sup[O,TJ llu(t)lls,w, SUP[o,T] llv(t)lls,w}, temos por (4.31) no Lema 4.6 
que existe um c= c(s, a, R) >O tal que 
(w(f1(u)w-
e pelo mesmo lema, 
(wfj(u)w, ww) :::; c llwll;,w. ( 4.54) 
Substituindo ( 4.53), ( 4.54) em ( 4.52) obtemos, 
llw(t)llh :S 11!/J- 7J;II'i.e, +c [11w(r)ll~,w dr. ( 4.55) 
Agora, combinando a dependência contínua em H3 (1R) (com dado inicial pequeno) com 




Nos Capítulos 2 e 3 respectivamente, vimos que os PVIs (2.1) e (3. são localmente 
bem postos para dados iniciais pequenos em (IR), s > ~; tal resultado foi obtido por 
meio de um método iterativo sobre a equação integral associada ao problema, fazendo 
uso principalmente do ganho de regularidade proporcionado pela parte linear da equação, 
conhecidos como efeitos regularizantes. Vimos que uma das conseqüências disso é que a 
aplicação dado-solução é C00-diferenciável (Corolários 2.7 e 3.3). A pergunta que surge é: 
até que ponto um método dessa natureza poderia funcionar em nosso problema? Argu-
mentos de escala (veja Capítulo 7) sugerem que o problema é mal posto em H 3 (IR) com 
s < O; neste capítulo vamos reforçar esse fato, no sentido de que não é possível aplicar 
um método iterativo de Picard à equação integral associada a cada problema em questão, 
nos casos 1 > O e 1 =O. O método foi idealizado por J. Bourgain ([5]), aperfeiçoado por 
H. Takaoka ([38]) e L. Molinet J. Saut e N. Tzvetkov (veja [25, 26]), e aplicado a muitos 
problemas (por exemplo, veja [39], [7]). Dentre esses trabalhos, a abordagem que mais 
nos inspirou e ajudou é a feita por X. Carvajal e F. Linares ([7]). 
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5.1 Má Colocação para o PVI associado à equaçao 
NLS não-locaL 
Consideremos o PVI para a equação (8) (com /3 = 1, sem perda de generalidade): 
{ 
" •<J2 ' " fj 12\ . 'LI"' ' UtU=,-ZuxU~UUx\,U j-ZU!Wx( 
u(x, O)= cp(x). 
A fórmula de Duhamel para o PVI (5.1) é 
,, 
u(t) = U(t)cjy + Jo U(t- T)(uàx(lu\ 2 )- iunàx(iu\ 2 ) + irlu\ 2u)(T)dT. (5.2) 
Vamos estabelecer que não existe um T > O tal que o PVI (5. admita uma única 
solução local no intervalo [0, T] e tal que a aplicação dado-solução seja C3-diferenciável 
de H8 (1R) a C([O, t]; H5 (JR)), se s <O. É suficiente então que provemos tal propriedade 
na origem, mais precisamente, o seguinte teorema: 
TEOREMA 5.1 Se sE lR é tal que s <O, então não existe T >O tal que o PVI (5.1) 
admita uma única solução local definida no intervalo [0, T] e tal que a aplicação dado-
solução 
9 ,.___. u(t), tE [O,TJ 
para (5.1) é C 3 -diferenciável em zero de W(JR) a C([O, t]; H 8 (1R)). 
OBSERVAÇÃO 5. Sempre que considerarmos u(t) = U(t)cjy, a título de economia de 
espaço, a parte não-linear da equação será denotada como: 
Uma condição a priori para a aplicação dado-solução ser C 3-diferenciável de H 8 (1R) 
a C([O,T];H5 (JR)), é que exista um espaço métrico ZT continuamente imerso em 
C([O, T]; W(JR)) tal que, para 




1 t U(t- r) (irlul 2u + u8x(lul 2)- íun8x(lul 2)(r)dr) 11 :S C llull~r, u E Zy. (5A) 1Jo ,z7 
vamos supor que exista Zy tal que as desigualdades (5.3) e (5A) sejam válidas. Tomamos 
u = U(t)9 em (5A); então usando (5.3) e o fato que Zy é continuamente imerso em 
C([O, ; H 3 (IR)), segue que, para para todo tE [O, T], 
(5.5) 
Em suma necessitamos de demonstrar a seguinte proposição: 
PROPOSIÇ}i_o Se s < existe uma 9 E H 3 (IR) tal que (5.5) falha. 
5.1.1 Prova do Teorema 5.1. 
Vamos considerar já provado o resultado da Proposição 5.2, portanto, que a desigual-
dade (5.5) falha para alguma 9 E H 5 (JR), s <O. Consideremos o seguinte PVI 
onde 9 é escolhida no ato da demonstração da Proposição 5.2. Suponhamos que u = 
u(J-L, x, t) é uma solução local de (5.6) e que a aplicação dado-solução seja C 3-diferencíável 
em zero de H 5 (JR) a H 3 (!R). A fórmula de Duhamel para (5.6) é, 
u(t) J-LU(t)9 + l U(t- r)(u8x(lul 2)- iu1í8x(lul 2) + irlul 2u)(r)dr 
Diferenciando u temos: 
ou[ 
Ô!J p.=O = 
U(t)9 + l U(t- r)(â"u8x(lul 2 ) + uâxâ"(lul 2)- iâ"unâx(lul 2 )) 




pois 1-L = O anula o dado inicial de (5.6) e portanto, pela unicidade da solução, 
u(O, x, t) = O; conseqüentemente, também temos Ôxu(O, x, t) = O. Diferenciando (5.7) 
obtemos: 
- l U(t- r)(â~u8x(Juj 2 ) + 28~-'uâxâp(juj 2 ) + uâxâ~( 
-iâ~unâx( - 2iâ~'u7tâxâ,,(iul 2 ) -
+hâ~(juj 2)u + 2ifâ"(luj 2)8Mu + i!Juj 282u)(T)dTIM=O =O, (5.8) 
pois Ôxu(O, x, t) =O. Agora, diferenciando mais uma vez e fazendo uso de (5.7) obtemos: 
-3iâ"u1tâxâ~(juj 2))- íuâ!Hâx(Juj 2 ) + ifâ!(luj 2)u 
+3iJ8~(juj 2)8"u + 3iJ8~'(juj 2 )8;u + i!Juj 28!u)(T)dTj~"=o 
= 61' U(t T)(âl'uâx(l81'uj 2)- iâl'u7tâx(jâl'uj 2 ) + ijâl'uj 28"u)(T)dTI"=O 
= 61' U(t- r)F~(U(T)cjJ)dT. 
Pela hipótese de C3-diferenciabilidade obtemos, 
mas esta estimativa é (5.5) e falha se s < O e cjJ é escolhido como em (5.9) abaixo. 
5.1.2 Prova da Proposição 5.2. 
Propriedades tais como boa colocação local e comportamento assintótico provadas 
nos capítulos 2 e 3, respectivamente, para o PVI (8) são imediatamente herdadas por um 
eventual PVI para a equação (5) (isto é, para ~I= O) porque naqueles casos o termo íjuj 2u 
não oferece qualquer obstáculo, mas para se obter o resultado de má colocação estabelecido 
neste capítulo necessitamos de calcular algumas expressões que são ligeiramente diferentes 
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daquelas obtidas para o caso ~I > O. Assim, somos obrigados a dividir a demonstração da 
Proposição 5.2 nos casos: ~I > O e ~r= O. 
tomar a seguinte função rj; definida por sua transformada de 
» 1, and O< 71 « 1, (5.9) 
onde I= + , ou SeJa, 
Note que llcf;lls ~ L 
A demonstração da proposição será feita por meio de urna seqüência de lemas. A 
nos casos í > O e í = O nec:ess:ita ser feita apenas na conclusão 
Lemas Preliminares. 
O lema abaixo traz uma importante identidade. Os passos para prová-lo são parecidos 
aos do Lemma 1 de [26]. 
LEMA 5.3 Temos as seguintes identidades: 
(i) Para í >O, 
e então, 
com 





1 =O temos, 
(5.13) 
com 
e, n( I;) e n foram definidos acima. 
Demonstração. Para chegar à identidade (5.10) devemos tomar a transformada 
inversa de Fourier com relação a x na expressão do lado esquerdo de ( 5.1 O) e efetuar a 
integração com relação a t, da seguinte maneira: 
onde 
G1 - ll eixE.+t(t-r)ç'F {hiU(T)qWU(T)<fl} (Ç)dÇ 
- ir [' 1 eixf.+í(t-r)E.' tJ{;);p(ç- 6- Çz)U(;);p(/;2)tJ{;);p(6)dÇd6d6 
lo JR3 
(5.14) 
! [' 1 etxE.+itE.' ie-2iT(E.-E.l)(E.l +6) Ç&(ç - 6 - 6)Ç&( 6);,&( -6)d6d6dÇdT 
lo JR3 
3 ~- r eixÇ+itç' r' ie-2ír(Ç-f.l)(6+[,2)dTd6d6dÇ 
r('i N 3' J.l Jo 
'Y r e-2it(Ç-Çl)(6+E.2)- 1 2 




G3 - -[LeixÇ+i(t-r)ç'F{iU(r)<;D1i8x(iU(r)<PI2)}(Ç)dÇ 
i t r eixÇ+ítç' IÇ- 6ie-2ir(HI)(Çl+Ç2)~(Ç- 6 6)~(6)~( -6)d6d6dÇdT O j JR3 
1 e-2ir(Ç-Çl)(6 +Çz) _ 1 
_ + IÇ-6 dÇd6d6 
portanto, somando-se os termos G; acima chega-se à identidade (5.10). expressão (5.11) 
é obtida tomando-se a transformada de Fourier de (5.10) com relação a Ç. Para se chegar 
à identidade (5.12) procede-se exatamente como na obtenção de (5.10): 
(5.15) 
Agora, tomando a transformada de Fourier em ambos os lados de (5.12) chegamos a 
(5.13). .. 
LEMA 5.4 Fixe Ç E JR. Então: 
(a) Dados ~I> O fixo e (6,6) E D(Ç) (ou em A(Ç)) temos, 
l2(ç- 6)(6 + 6)1 :S 7!2 (5.16) 
e 
h+ ç- 6 + lç- 611 i?: L (5.17) 
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( b) Se Ç E (N, N + 17), então 
(c) Para qualquer i 2': O temos, 
+r;), então 
(5.18) 
(" 19\ \0. ) 
supp {[ U(t- r)F-y(U(r)cjJ)dr} Ç [N- ry, N + 2ry]. (5.20) 
Demonstração. (a) Observe que 
e que 
implicam em (5.16). Agora, (5.17) segue imediatamente: 
pois 17 é suficientemente pequeno ( < ~) e i > O é fixo. 
(b) Fixado Ç E (N, N + ry), como N::; Ç- 6-6::; + ry, segue que, 
-Çl + Ç- N- 7/ =: !1(6) :S 6 :S h(6) := -6 + Ç- N, 
logo, !1( Ç) situa,se na região entre as duas retas h e fz; mas como N ::; 6 ::; N + 71 e 
N ::; -6 ::; N + 7), segue que !1(Ç) é um hexágono formado pela intersecção da região 
entre as retas h e fz com o quadrado Ix-I (veja Figura 5.1); assim, 
Para provar (5.19), observemos que B(Ç) é o quadrilátero de vértices V1 (Ç + fo;-N-
fo), Vz(Ç + fo; -ry), V3(N + 17; -N -ry), 114(N + ry; -2N -1] + Ç) (veja Figura 5.2) e 
portanto, 




' ,_ '- AT 
Ç"-1\f-ry', 'Ç-J.V N N +r; 
-N 
-N -ry 
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-N 
-2N +Ç- r; 
-l\f- 7} 







Figura 5.1: Região fl(Ç). 
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Figura 5.2: Região B(Ç). 
(c) Se !1(~) é não vazio temos, 
-ry = 2N- - Tj s: N + 6 + 6 s: ~ s: ~- 6 - ~2 + 6 + 6 s: 2N + 2ry + 6 s: + 2ry, 
e então ~ E [n- ry, + . A prova para o caso 1 =O é exatamente a mesma que para o 
caso ~i> O. 111 
ÜBilER\iAÇJ\0 6. +Ti<~< +2ry, !1( ~) é um triângulo retângulo isósceles 
sobre a diagonal do quadrado I x e !1( ~) é um triângulo retângulo isósceles sob a 
diagonal do quadrado Ix-I se N -ry < ~ < N. Se N +li< Ç < N + 27), então A(Ç) é 
um triângulo retângulo isósceles sobre a diagonal do quadrado I x -I; se N- 71 < Ç < N, 
nesse caso A( Ç) é o conjunto vazio. 
Agora estamos aptos a concluir a demonstração da Proposição 5.2. Primeiro consid-
eremos o caso 1 > O. Seja k E (1, ~). Um elementar mas importante resultado diz que, 
dada uma função contínua f : JRn ---+ IR, um conjunto de medida finita fl Ç JRn tal que, 
lf(x)l 2: co para algum Co> O e para todo x E fl, então 
li f(x)dxl 2: col!ll. (5.21) 
Vamos fazer uso, sempre que necessário, das seguintes notações: 
Então, usando as notações acima, o Lema 5.3 (i) dá-nos a seguinte identidade: 
1 




e-itM -1Nd6d612 = 11 cos(tM) -1Nd6d6 -i1 sen(tM)NdÇld612 
nco M n(ç) M n(ç) M 
= (1 cos(tM) -1Nd6d6)2 + (1 sen(tM) Nd6dÇz)z 
nco M n(ç) M 
> (1 sen(tM) Vdf: d" )2 
M 




Logo, pelo Lema 5.4 junto com (5.21) e (5.24) segue que, 
li 
[, 
I, -~ (1N+(2-k)ry 11 1 \.1) 12 ) 1 U(t-T)F~(U(T)<;i>)dT 1 1 ~ TJ 2 . (l+e)s sen~ NdÇ1dE,2 dE, 
lls N+(k-1)7! J fl(Ç) "' 
l /') 
(1 + eJsln(r;Witl 2dç) -
e assim, escolhendo s < O, 7J = N 8 , obtemos: 
que é uma contradição para N » 1. Portanto, a proposição está provada para o caso 
I> 0. 
Agora passemos ao caso 1 O. Utilizando o Lema 5.3 (ii), o Lema 5.4 juntamente 
com as desigualdades (5.24) e (5.21), respectivamente, obtemos: 
1 
~ 31tl ( rN+(2-k)ry (1 + e)s I r sen2t(E,- 6)(Ç: + 6) (Ç- 6)d6d612 dE,) 2 
r(2N35 }N+(k-l)ry }B(f,) 2t(f,-6)(6+6) 
~ ( r+<z-k)ry (1 + eY!B(E,Wdç) :/z <; ltl;z. (5.26) 
N 38 JN+(k-l)ry N 5 
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Agora, escolhendo s < O e 7) = N 812 obtemos, 
5.2 Má Colocação 




Consideremos o a equação a = {3 = 1, sem perda de generalidade): 
{ 
a,u = -w;u + u8x(lul2 ) - iu1h8x(lul 2) + iJiul 2u, 
u(x, O) = cp(x ). 
A fórmula de Duhamel para o (5.27) é 
x, t, 1 E IR, i 2: O, 
(5.27) 
A exemplo da seção anterior, vamos estabelecer que não existe um T > O tal que 
o PVI (5.27) admita uma única solução local no intervalo [0, T] e tal que a aplicação 
dado-solução seja C 3-diferenciável de H8 (1R) a C([O, t]; H 8 (1R)) na origem, se s < O. O 
teorema é o seguinte: 
TEOREMA 5.5 Se s E IR é tal que s < O, então não existe T > O de modo que o PVI 
(5.27) com 1 > O, admita uma única solução local definida no intervalo [O, T] e tal que a 
aplicação dado-solução 
rf; >----+ u(t), tE [O, T] 
para (7) é C 3 -diferenciável em zero de H 8 (IR) a C([O, T]; H 5 (JR)). O mesmo resultado é 
válido para o PVI com 1 = O, tomando-se h > O suficientemente grande (veja definição 
do operador 1h em (3} na Introdução) . 
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Demonstração. Como a equação do (5.1) é um caso particular da equação 
PVI (5.27) (elas diferem "apenas" no termo não-local), será possível aproveitar grande 
parte dos cálculos da seção anterior. Como anteriormente, sempre que a 
título economia espaço, a parte não-linear da equação será denotada como: 
Vamos evitar rPnPr.•r alguns argumentos, para que a leitura não fique mulito cansativa. 
Consideremos o PVI 
{ 
Ôtu _.= -W;u + u8x(iui 2 ) - iu1hôx(lul 2 ) + i~tlul 2u, 
u(x. O)= w/J(x) 
X, tE IR 
(5.29) 
onde !f; foi definida em (5.9) e -; 2:: O. Suponhamos que u = u(J.L, x, t) é uma solução 
local de (5.29) e que a aplicação dado-solução seja 0 3-diferenciável em zero de H 5 (JR) a 
C([O, T]; H 5 (JR). A fórmula de Duhamel para (5.29) é, 
u(t) = J.LU(t)ij; + l U(t- T)(u8x(lul 2)- iu1hôx(iul 2) + hlul2u)(T)dT 
Diferenciando u temos: 
~~ l!i=O = U(t)ij; + l U(t- T)(81'uôx(lul 2 ) + u8x81'(1ul 2)- i8!lu1h8x(iui 2 )) 
-íu8~'1hôx(lul 2) + ÍfO~t(lul 2)u + Íilul 28pu)(T)dTI!i=O 
= U(t)if;, (5.30) 
Diferenciando (5.30) obtemos: 
~:~ IM=o = l U(t- T)(ô~u8x(lul 2 ) + 28~'u8x8~'(1ul 2 ) + u8x8~(1ul 2 ) 
-í8~u1h8x(lul 2))- 2í81'u1hôx81'(1ul 2)- iu8~1h8x(lul 2 ) 
+h8~(1ul 2)u + 2hô~'(lul 2 )81'u + Íilul 2ô~u)(T)dTI!i=O =O, (5.31) 
pois 8xu(O, x, t) =O. 
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Agora, diferenciando mais uma vez e fazendo uso de (5.30) obtemos: 
+u8x3~(1ul 2)- i8~u1hBx(iul 2))- 3i8~u1/,8xO,:,(Iul 2 ) 
-3i8ttu1h8x8~(1ul 2)- iu8~1h8x(lul 2 ) + i~ra;;(iul 2 )u 
+3il~(lul2)80u + 3h8~-'(lul 2 )8~u + i!lui 2a;;u)(T)dTitt=O 
61' U(t- T)(Bpu8x(IB!'ul 2 )- i8ttu1h8x(l8ttul 2 ) + il81-'ul 28i'u)(T)dTI 
o lj.L=Ü 
= 61' U(t- T)F-y(U(T)<jy)dT. 
hipótese de 
T)F,(U(T)<jJ)dTII ;S ll<PII;. 
' s 
(5.32) 
Provemos então que esta estimativa falha se s < O, escolhendo por exemplo, a função <jJ 
definida em (5.9). 




fh(x) = x +x(coth(hx)- hx). 




Demonstração. A parte polinomial da equação já foi tratada no Lema 5.3. Vejamos 
então o termo não-local. Seja 
ã3 =- r U(t- T)iU(T)q/1'hDx(IU(T)sW)dT. lo 
Como antes, vamos tomar a transformada de Fourier inversa com relação a x e depois 
integrar com relação a t, como segue: 
L eixt;+i(t-x)ç" F {iU(T),P lhox(IU(r)<Plz)} (t;)dt; 
l L3 eixt;+itç' i(t;- 6) ( coth(h(Ç- 6))- h(Ç ~ 6)) 
xe-2ir(Ç-ô)(ç,+ç,)Ç&(ç _ ç1 _ 6)\b(6)Ç&( -i;z)dÇzd6dÇdT 
e-2iT({-6)(ô +Ç2) _ 1 1 ) 
_ Ô) _ cixÇ·HW 
2(Ç- 6)(Çr + 6) h(Ç- Çr) 
Agora, basta somar C3 a G1 + G2 para chegarmos à expressão (5.33). (5.34) é obtida 
tomando-se a transformada de Fourier da expressão (5.33). O restante do lema segne de 
modo análogo. 111 
No lema a seguir exibimos as estimativas centrais em nossa análise. 
LEMA 5.7 . Fixe Ç E JR.. Então, 
(i) para h, 1 > O fixados e ( 6, 6) E O( Ç) temos, 
( ii) para h> O fixado e (6, 6) E B(Ç) vale que, 
onde B(Ç,) foi definido no Lema 5.4; 
( iíi) para qualquer ~; 2: O temos, 
supp F {l U(t- T)F..,(U(T)ç?)dT} Ç [N- ry, N + 21)]; 
(i v) para quaisquer h > O e x E JR., 
1 1 















-20 -i O 10 20 30 
Gráfico das funções 1 + coth(x)- ~ (linha mais forte) e 1 + sign(x). 
Demonstração. (i): Um cálculo simples mostra que a função coth(x) - ~ (x E JR) 
é crescente e que 
Então, 
!im (coth(x)- ~) = lim - 1- L 
x-co X x-co 1 -L l 
' X 
b + fh(E,- 6)[ - !1 +E,- 6 +(E,- 6){coth [h( E,- 6)]-1/h(E,- 6)}1 
> 1 [E,- 6[{1 + coth[h(E,- 6)]- 1/h(E,- 6)} 
> ~I- 2[E,- E,d 
porque 1 + coth(x) - ~ > O, Vx E IR (veja Figura 5.3), 1 > O é fixo e podemos tomar (por 
exemplo) 7) ::; :f. 
(ii): A prova de (ii) é muito simples: como coth(x)- ~ 2: O, se x 2: O, e E,- 6 2: {6, 
segue que, 
(E,- 6){1 + coth[h(E,- 6)]- 1/h(E,- 6)} 2: 
1
6. 
(iii): Veja a demonstração de (c) do Lema 5.4. 
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(iv) foi provado em [1] (Lemma 4.1). Com isso, o iema está demonstrado. '" 
Com os iemas acima estamos prontos para concluir a demonstração. Seja cjJ a função 
' ~ .d I" 9' aenm a em ,o. )· Eni:ão, pelos lemas 5.4 (b), 5.6, e ( iii)) e pelas desigualdades 





que é uma contradição, se consideramos s <O e 71 = N', com N » 1. 
(5.35) 
Vamos agora considerar o caso f = O. Pelo Lema 5.7 (iv)), temos que para todo 
X< 0, 
(5.36) 
Usando os lemas 5.4 (b), 5.6, 5.7 ((ii), (iii) junto com as desigualdades (5.21), (5.24), 
(5.36) e tomando s < O, temos que 
111' U(t- r)F0(U(r)cjy)drll, 
= 3 (1 +Ç )' (fh(Ç 
1 (1N+2ry 2 li e-2it(Ç-ç1)(ô+ô) _ 1 






;::;~ (l+t;2)' sen- ~ ~1 ~ 1 +~2 (fh(Ç-6))d6d6 dÇ t -~ (1N+(2-k)n li ?t(C _ C ) (C ç ) 12 ) ~ 
N 3' N+(k-l)ry fl(ç) 2t(Ç- Ç1)(6 + 6) 
;::; try~~ ( tV+(2-k)ry (1 + er IJ sen2t(Ç- 6)(6 + 6) (!h(Ç- 6)) d6d6 
N 3' }N+(k-l)n A(Ç) 2t(Ç 6)(6 +6) 
1 r sen2t(Ç-6)(6+6) 12 )' 
+ Jn(ç)\A(ç) 2t(Ç-6)(6+Ç2) (fh(Ç- 6 ))dôd6 1 dÇ 
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;:; t7)~: ( t'+(2-kh (1 + e)s I r sen 2t(Ç- Çl)(Ç~ + 6) (!h(Ç- 6)) dÇldÇz 
N JN+(k-l)ry IJA(~) 2t(Ç- 6)(6 T 6) 
1 
- ~ r sen 2t(Ç- 6)(6 + Ç2) dÇldç/ dí;,) 2 
h Jnun \.4(Ç) 2t(Ç- 6)(6 + 6) I 
t -~ (1N+(2-k)ry I > _77_ {l _,_ ~2)s , 
."'"'-/ l'T3s , , \ 1 Ç j 
.IV N+lk-1)1] i 
sen 2t(Ç- 6)(6 + 6) r \ 
2t(Ç- Çl)(çl + /;;2) \fh(Ç- Çl)l dÇldÇ2 




que é absurdo, se consideramos N » l, 7) = Ns/2 e (por exemplo) h 2: 2N-sl2 Com isso 






Neste capítulo temos como objetivo provar a não-existência de soluções conhecidas 
como standing waves, para a equação (8), com a= f3 = 1 e 1 2: O arbitrário. Observamos 
que a restrição a = f3 = 1 não tira a generalidade do modelo (para maiores detalhes veja 
[23] e referências relacionadas). Isso será feito por meio da equação gauge-equivalente (9), 
a saber, 
(6.1) 
A estratégia é proceder como no caso da equação de Schrõdinger defocusing unidimen-
sional com expoente crítico, pois tal equação está inserida na equação (6.1). Vamos 
fazer uso de uma identidade de Pohozaev e por meio dela provar (por contradição) que a 
equação ( 6.1) não possui standing waves. 
Soluções de tipo standing waves para a equação ( 6.1) são soluções da forma 
v(x, t) = eiwt<p(x), (6.2) 
onde x, t E IR, w é uma constante real e <p : IR ___. IR é uma função real suave. 
Enunciamos abaixo uma importante propriedade da transformada de Hilbert: 
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LEMA 6.1. Dada qualquer função f E S(JR), temos que 
1: xf'Ji(f)dx O. 
Como 1-í é um operador antissimétrico, segue que, 
x f'Ji(f')dx = 1-í(xf')j'dx. (6.3) 
Pela definição transformada de Hilbert, temos que 
1-í(xf') = 1100 yf'(y) p.v.- dy 
rr -oo y-x 
- p.v.2-_ 1oo (y- x)f'(y) dy + xp.v.2-_ 
7r -oo y- X 7f 
xnf'(x). (6.4) 
Agora basta substituir a identidade (6.4) em (6.3) para obtermos o resultado. 111 
O teorema que vamos provar é o seguinte: 
TEOREMA 6.2 Não existem soluções da forma v(x, t) = é"'<p(x) para a equação (6.1}, 
quando w E JR, 1 2: O, <p é suave e satisfaz propriedades de decaimento da forma 
x<p(n) (x) ----+ O quando lxl ----+ oo. 
Demonstração. A prova é feita por contradição. Substituindo (6.2) na equação (6.1) 
vemos que 'P satisfaz a seguinte equação pseudo-diferencial: 
(6.5) 
Multiplicando a equação (6.5) por 'P e integrando por partes, chegamos à identidade 
100 100 1100 100 1
00 
-oo ( <p')2dx = w -oo <p2dx- 4 -oo <p6dx- ~I -oo i.p4dx + -oo '{!21-í( <p2)' dx. (6.6) 





Do Lema 6.1 e da identidade (6.7) segue que, 















Segue então de (6.10) aplicado a (6.9) com w ::; O e 'i ;:: O que, o lado esquerdo de (6.9) 
é estritamente negativo enquanto o lado direito é estritamente positivo, o que caracteriza 
uma contradição. 
Caso w >O: Pela identidade (6.8) temos que, 
(6.11) 
De (6.9) e (6.11) segue que: 
(6.12) 
Então, aplicanco (6.10) em (6.12), chegamos a uma contradição: 
isso porque 1;:: O. Notemos que a última desigualdade é uma contradição independente-
mente do sinal de w. Portaoto está provado o teorema. o 
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OBSERVAÇÃO 7. Ainda não sabemos como estender o resultado do Teorema 6.2 para a 
equação INLS (13); isso porque não conseguimos até o momento provar uma propriedade 




Temos fortes razões para conjecturar que o resultado de boa colocação estabelecido 
no Capítulo 2 não é ótimo. Argumento de scaling não funciona para a equação com 
perturbação (i > 0), mas quando 1 =O temos a equação (5), que preserva o desafiador 
termo não local; nesse caso, se u é solução do PVI associado a ela com dado inicial </;, 
então 




uÀ(x, O)= ,\2</J(.\x) 
também é solução. Temos que, 
Portanto o termo com derivada de maior ordem na norma de H8 (1R) é invariante pela 
transformação (7.1) paras= O. Tal argumento sugere que o valor crítico de boa colocação 
para o PVI associado à equação (5) pode ser s = O. Como a equação (5) possui o termo 
problemático do modelo, a saber, iuH8x(lul 2), e em se tratando de boa colocação o termo 
i~(juj 2u não atrapalha, é de se esperar que qualquer resultado de boa colocação local para 
a equação (5) é automaticamente herdada pela equação (8). O mesmo comentário é válido 
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em relação à equação (7). Surge naturalmente a pergunta: Como provar boa (ou má) 
colocação para as equações citadas, em espaços de Sobolev H3 (1R), Os; s s; ~? 
e 
não são de fácil abordagem pelos métodos conhecidos, devido suas na!J-lJ.neaneia<1es 
locais. Entre eles, a boa colocação local (e global) em H 1(JR) (ou em qualquer H 8 (JR), 
O s; s s; ~) com o uso somente de estimativas tipo Strichartz e efeitos regularizantes 
para a equação de Schriidinger obtidos por C. Kenig, Ponce e Vega ([13, 16]) ou 
mesmo pelo método de J. Bourgain (como o fez H. Takaoka [37]); outro é a existência 
e estabilidade (ou instabilidade) de onda periódicas aplicando-se diretamente as técnicas 
desenvolvidas por J. Angulo e J. Bona (veja [3]), por exemplo. Portanto, a equação 
aplicabilidade dos métodos acima citados. alguns problemas relacionados às equações 
em questão, que julgamos serem solucionáveis: 
(Pl) Boa colocação local para os PVIs associados às equaçoes (7) e (8), 
respectivamente, para dados iniciais pequenos em H3 (1R), com s 2: ~- Pensamos 
ser possível fazê-lo seguindo a idéia do trabalho [37] de H. Takaoka, onde ele provou um 
resultado semelhate para o PVI associado à seguinte equação de Schrodinger: 
onde u = u(x, t) é complexa e À E JR. Sua prova foi baseada no método introduzido 
por J. Bourgain em [6]. Caso consigamos provar esse resultado, como conhecemos leis 
de conservação que controlam a norma H 1 da solução para ambas as equações (veja 
Proposições 7.1) e 7.2), poderíamos estender o resultado globalmente pelo menos em 
Hl(JR). 
(P2) Uma abordagem da equação NLS não-local do ponto de vista perió-
dico: Boa colocação, existência e estabilidade de ondas periódicas. Os problemas 
de tipo periódico relacionados a equações de evolução não-lineares, tais como o problema 
de Cauchy, existência e estabilidade de ondas viajantes periódicas, formam um campo 
muito fértil e ainda pouco explorado atualmente; assim, seria muito interessante poder 
72 
obter novos métodos e resultados associados a estes problemas no caso da equação (8) (ou 
(6.1)). Como tal equação está relacionada com a equação de Scrodinger não-linear (caso 
defocusing) 
acreditamos que obtendo inicialmente similares resultados para esta importante equação, 
eles poderão dar uma pista de como abordar a outra. 
Leis de conservação 
Via a equação conseguimos exibir as seguintes leis de conservação: 
PROPOSIÇÃO 7.1 Seja 9 E H 1 e suponha que existe uma única solução v do 
ado à equação (9) com v(O) = 9 e com regularidade suficiente. Então 
llv(t)ll = 11911, 
E(v(t)) =E( <f;), 




Demonstração. Multiplicando a equação (9) por v e integrando com relação a x 
obtém-se: 
(7.4) 
(7.2) é obtida tomando-se a parte imaginária em ambos os lados de (7.4). 
Multiplicando a equação (9) por ô,v e integrando em relação a x obtém-se: 
(7.5) 
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agora tomando a parte real em ambos os lados de (7.5) chega-se a (7.3). De fato, chamando 









I"' •2 1 u v! dx--X ' 4 
A equação (13) também possui leis de conservação semelhantes: 
o 
PROPOSIÇÃO 7.2 Seja c/J E H 1 e suponha que existe uma única solução v do PVI associ-
ado à equação {13) com v (O) = c/J e com regularidade suficiente. Então 
llv(tlll = llc/JII, (7.6) 
E(v(t)) = E(c/J), (7.7) 
no intervalo de existência, onde 
Demonstração. A prova é igual à da Proposição 7.1, porque assim como "H.8x, o 
operador 1h8x é auto-adjunto no seu domínio em L2 (IR). o 
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