Electrodynamics becomes nonlinear and permits the self-interaction of fields when the quantised nature of vacuum states is taken into account. The effect on a plane probe pulse propagating through a stronger constant crossed background is calculated using numerical simulation and by analytically solving the corresponding wave equation. The electromagnetic shock resulting from vacuum high harmonic generation is investigated and a nonlinear shock parameter identified.
I. INTRODUCTION
Soon after the formulation of relativistic quantum mechanics, it became clear that the propagation of light through the vacuum would be modified due to interaction with the virtual electron-positron plasma [1] [2] [3] [4] . Heisenberg and Euler derived the Lagrangian of an effective description of this interaction for constant fields [5] , which was later rederived by Schwinger [6] . The term "constant" is taken to be with respect to the Compton time h/mc 2 for electron mass m, suggesting a good approximation of the effect for time-dependent fields with a much longer period is to simply insert them in place of the constant fields in the Heisenberg-Euler Lagrangian. In particular, the vacuum virtual plasma supports the phenomenon of self-interaction when two electromagnetic waves couple via virtual electron-positron pairs and the principle of superposition no longer holds.
There have been several studies of the consequences of this self-interaction. Lutzky and Toll [7] showed that if the field invariant G = −F F * /4E 2 cr = E · B = 0 where F , F * are the Faraday tensor and its dual, E cr = m 2 c 3 / √ α = 1.3 · 10 16 Vcm −1 is the so-called "critical" field, α ≈ 1 /137 is the fine-structure constant and E and B the total electric and magnetic fields in units of the critical field, a current that depends nonlinearly on the invariant F = −F 2 /4E 2 cr = (E 2 − B 2 )/2 leads to the generation of an electromagnetic discontinuity or "shock". After identifying an application in magnetised neutron stars, shocks were analysed in a constant magnetic field background using a first- [8] , second- [9] and several- [10, 11] order weak-field expansion of the Heisenberg-Euler Lagrangian with an all-order analysis performed by Bialynicka-Birula [12] . An astrophysical environment was further modelled by introducing non-linear vacuum effects into equations of relativistic magnetohydrodynamics [11] and into a dusty plasma [13] .
In the current article we analyse a pump-probe setup of having an oscillating plane wave (probe) counterpropagate through a constant crossed and stronger plane wave (pump) background. Observables are expressed in terms of the electric and magnetic fields to aid comparison with numerical simulation. The total electric field can be written as a sum of the probe and strong electric fields E = E p + E s and likewise for the magnetic field. The initial probe E The effect of the vacuum plasma can be included with a source term T = T[E, B] occurring on the right-hand side of the wave equation. We will assume that solutions to this equation are also plane waves propagating along the same axis as the pump and probe waves. This allows us to write T = T [E] . Now it is known that a single plane wave cannot polarise the vacuum [14, 15] :
However, two counterpropagating plane waves can polarise the vacuum, as at least one field invariant F , G is non-zero. The wave equation we will solve is then:
In particular, we are interested in solutions which include the self-action of the probe that lead to a vacuum plasma instability and corresponding electromagnetic shock. Eq.
(1) will be solved in two ways. First, the scattered probe will be solved for using an analytical method based on an iterative procedure that ignores changes to the stronger background:
Second, Eq.
(1) will be solved consistently in a numerical simulation that uses tools based on the pseudocharacteristic method of lines, which are applied to the corresponding Maxwell equations. In this way, the "asymptotic" state of the probe field after it has passed through the strong field and T ≈ 0 0 0 (in contrast to the "overlap" dynamics when T = 0 0 0 [16] ) will be studied.
The source term T is derived from the HeisenbergEuler Lagrangian. This describes the behaviour of constant electromagnetic fields with the virtual electronpositron pairs of the vacuum. We restrict our analysis to the case when E ≪ 1, for two reasons. First, it allows us to neglect the creation of real electron-positron pairs, as the probability of vacuum pair production per reduced Compton wavelength λ = /mc cubed per unit reduced Compton time λ/c is R = E 2 exp(−π/E)/4π 3 , which is heavily suppressed for E ≪ 1. Second, it permits a perturbative expansion in E, the so-called "weakfield expansion", of the Heisenberg-Euler Lagrangian. Although all electromagnetic fields are classical, it is useful to envisage the corresponding quantum process involving photons and this is depicted for the weak-field expansion of the vacuum polarisation operator in Fig.  1 . (Indeed, it has been shown that the leading-order term of the weak-field expansion agrees with the direct calculation of the four-photon box diagram in the low-frequency limit ω ≪ mc 2 [17] .) The weak-field
FIG.
1. An illustration of the weak-field expansion of the vacuum polarisation diagram. expansion in Fig. 1 suggests that as E → 1 − the probability increases for larger numbers of photons to scatter with one another. As photons "merge" through this interaction when E → 1 − , higher harmonics of the incident photon frequency can be produced. This type of vacuum high harmonic generation has been investigated using the full polarisation operator in [18, 19] and using the lowest order of the weak-field expansion in [16, [20] [21] [22] . In the current article, we will investigate vacuum high harmonic generation through a different mechanism, in what we call the shock regime. If E ≪ 1, but the propagation length of the probe in the strong background is much larger than the mean free path, then via multiple scattering, photons can also be merged and higher harmonics generated. This leads to a steepening of the probe's wavefronts and an eventual electromagnetic shock. Since pair creation is exponentially suppressed for E ≪ 1 but photon merging is perturbative in E, in this regime, high harmonic generation can occur in the absence of pair creation.
Heisenberg and Euler derived a Lagrangian that is "effective" insofar as the fermion dynamics has been integrated out, which suggests that the frequency ω of the electromagnetic fields that this approach can accurately describe must fulfill ω ≪ mc 2 . In the weak-field expansion, the dominant process for generating higher harmonics parallel to the propagation direction will be the six-photon scattering or "hexagon" diagram in Fig. 1 . We are interested in the state of the "forward-scattered" signal of the probe wave after it has propagated through the strong background. In this case, three of the six photon legs must come from the strong field otherwise the asymptotic field from six-photon scattering is zero. Since the analytical approach describes only changes in the probe field, the three strong-field photon legs can be suppressed and the hexagon diagram can be effectively compared to three-wave mixing of a single frequency as depicted in Fig. 2 .
In the left-hand diagram, ωj ∈ {ωs, 3ωs, 2ωp ± ωs, 2ωp ± 3ωs}. If the strong field is approximated as constant and the three strong-field photon legs suppressed, in an effective approach, six-photon scattering of the probe can be represented as a triple interaction. The ± refer to incoming and outgoing photons respectively.
A diagrammatic approach is useful to understand how a self-consistent solution to the wave equation in Eq. (2) is generated. One such representation is given in Fig.  3 , which in some ways resembles the Schwinger-Dyson equation [23] but in this case the left-hand side is the selfconsistent solution of the probe field at a particular order of iteration, and the double line on the right-hand side is where the probe field from the previous order is applied. An example of visualising the iterative approach is given in Tab. I. This shows how the number of diagrams rapidly increases with iteration order (as the square of the number in the previous order plus one, although many are equivalent). It also demonstrates that terms of a much higher perturbative order (number of vertices) are generated at a given iterative order (E (n) contains terms from the (2 n − 1)th perturbative order, but is only accurate to the nth perturbation order).
where the rectangular function Rect(ϕ/Φ) = θ(ϕ + Φ/2) − θ(ϕ − Φ/2) and θ(·) the Heaviside function [24] ,
with the probe and strong field polarisation vectors ε ε ε p , ε ε ε s obeying ε ε ε p · ε ε ε p = 1, ε ε ε s · ε ε ε s = 1, k p · ε ε ε p = 0, k s · ε ε ε s = 0 and we assume the probe pulse is much weaker than the strong background E p ≪ E s . Initially, the probe and strong fields are well separated: lim t→−∞ F , G = 0. We define the orthonormal polarisation vectors (ε ε ε , ε ε ε ⊥ ) where ε ε ε ≡ ε ε ε p defines "parallel" polarisation, and ε ε ε ⊥ "perpendicular" polarisation with ε ε ε ⊥ ·ε ε ε = 0, ε ε ε ⊥ ·k p = 0.
We begin with a derivation of the modified Maxwell equations (Sec. II), summarise the analytical method (Sec. III) and the numerical method used in computational simulation (Sec. IV) before analysing higher harmonic generation with just four-photon scattering (Sec. V), just six-photon scattering (Sec. VI) and both fourand six-photon scattering (Sec. VII). We then discuss the results, comparing to high harmonic generation from oscillating plasmas (Sec. VIII) and conclude (Sec. IX).
II. MODIFIED MAXWELL EQUATIONS
The Heisenberg-Euler Lagrangian can be written [6] 
(we have set here and throughout = c = 1), where the secular invariants a and b are given by:
and we recall that electric and magnetic fields are in units of the critical field E cr . Applying the Euler-Lagrange
2 )/8πα is the classical Maxwell Lagrangian, gives the modified Maxwell equations:
and the general expressions for the coefficients C i are given in App. A. Expressing these equations in electric and magnetic fields, we acquire:
The current J in Maxwell's equations is related to the corresponding source T in the wave equation for the electric field via ∂ t J = T. Performing a weak-field expansion of Eq. (5) for E ≪ 1:
where µ 1 = α /90π, µ 2 = α /315π, µ 3 = 4α /945π (although α occurs in the denominator in Eq. (11), as fields are in units of the critical field, when α → 0, L HE → 0).
As we are considering the collision of counterpropagating plane waves, the general Maxwell's equations in Eqs. (8) and (9) reduce to one spatial z and one temporal t dimension. To determine which terms in the full weak-field expansion for the current Eq. (11) should be considered when calculating high harmonic generation, we employ the following scaling argument. As explained in [16] , the change in the field due to interaction with the vacuum plasma that propagates with the probe ("forward" scattering) is
where the vacuum current is:
k p = k p /|k p | and the vacuum polarisation P i = ∂L i /∂E and magnetisation M i = ∂L i /∂B (as used in e.g. [12] or [25] ). The forward-scattered signal is zero if the vectorial part of P i or M i is from the probe field and since the electromagnetic invariants are zero for the probe and strong fields independently, one can see, for single scattering,
The integration over z ′ is over the strong field and so contributes a factor τ s and the differentials in Eq. (16) contribute approximately a factor ω p , so that one can estimate ∆E
Since we assume E ≪ 1, and since we are interested in the case when the change in the probe is of the same order as the probe field and self-interaction becomes important, we require Φ ≫ 1. We also note that the coefficients µ i diverge with i because the weak-field expansion is asymptotic (see e.g. [26] ), so we do not expect the series can be truncated for arbitrarily large i and still yield a useful approximation. Although purely four-photon scattering does allow generating higher harmonics, this first occurs for double four-photon scattering. The contribution from this twice-iterated process appears in ∆E (2) p and scales as
p Φ, which when compared to the leading contribution to second harmonic generation from six-photon scattering in ∆E
2 /µ 2 ≪ 1. Therefore, when considering higher harmonic generation along the probe propagation axis in the regime E ≪ 1, Φ ≫ 1, the leading contribution originates from six-photon scattering. In Sec. V, this simple scaling argument will be seen to agree with the full numerical analysis. An argument for neglecting eight-photon scattering will be forthcoming.
III. ANALYTICAL METHOD
To solve the inhomogeneous wave equation
we employ an iterative ansatz:
where the subscript i is the order of the weak-field expansion and the retarded Green's function is [27] :
for refractive index n. If n = 1, one acquires Eq. (15), where
. These equations can be iterated to calculate the generation of higher harmonics due to multiple scattering as outlined in the introduction. Within this analytical approach, we assume ω p τ p ≫ 1 and ω p τ s ≫ 1, so that the derivative of the probe and background envelopes can be neglected with respect to the derivative of the oscillating part of the probe in J. When studying the generation of higher harmonics, we will be particularly interested in taking
which corresponds to considering purely six-photon scattering (this will be further justified shortly). Then for the example of parallel probe and strong field polarisation, the second iteration shown in Tab. I is:
2 ) and the shock parameter
The functions of ϕ s describe how the particular term is generated during the passage of the probe through the strong background (all fields are classical) and originate from repeated integration of the interaction over co-ordinate. Here:
As mentioned in the introduction, we are mainly interested in the asymptotic state of the probe:
where we note
Using this method, E
(n) p contains powers of v from 0 to 2 n − 1 but is only accurate to O(v n ). We also note that the nth iteration generates harmonics from 1 to 2 n . A power series in v multiplies each harmonic so we can write a given iteration as:
Of most interest is the asymptotic state of the full solution:
and we find that for the parallel set-up:
where ⌊j⌋ = floor(j) and J l (·) is the lth-order Bessel function of the first kind [28] . We note that the all-order solution Eq. (22) for a plane probe propagating through a constant crossed, parallel-polarised background, resembles the Fubini solution [29] for the propagation of lossless finite-amplitude planar acoustic waves in nonlinear media [30] .
To justify when it is a good approximation to only consider six-photon scattering, let us consider first eightphoton scattering. The shock-parameter for eight-photon scattering is ν 3 = 1536µ 3 E 4 s E 2 p Φ. In order that this is much less than ν 2 , we require E s E p ≪ 3 /32, and since E s ≪ 1 and E p ≪ 1, this is fulfilled. Therefore the individual effect of the next higher-order terms in the weakfield expansion should be negligible. In contrast, the importance of four-photon scattering can be quantified by the parameter υ 1 = 16µ 1 E 2 s Φ but this corresponds to the process of one incoming and one outgoing photon from a scattering event and therefore will not contribute directly to harmonic generation. Nevertheless, it does lead to a refractive index alteration, which in combination with multiple six-photon scattering, could potentially influence the generated spectrum. To ignore this in our analysis would require E s E p ≫ 7 /24, which is not fulfilled. To explore this point, the simulation results are split into three cases: i) purely four-photon scattering, ii) purely six-photon scattering and iii) both four-and six-photon scattering. We consider two polarisation scenarios: the "parallel set-up" and the "perpendicular set-up", which refer to the initial strong field polarisation being in the ε ε ε and ε ε ε ⊥ mode respectively. In the parallel set-up, we will find all harmonics are generated in the parallel polarisation mode ε ε ε , whereas for the perpendicular set-up, each odd harmonic will be generated in a perpendicular mode ε ε ε ⊥ and each even harmonic in a parallel one ε ε ε .
IV. NUMERICAL METHOD
For the scenario of two colliding plane wave pulses, the modified Maxwell equations in Eqs. (8) and (9) can be written in matrix form:
where f = (E x , E y , B x , B y )
T , ½ 4 is the identity matrix in four dimensions, Q = adiag(1, −1, −1, 1) is an antidiagonal matrix and A and B are the perturbations due to vacuum interaction given in a general form in App. B.
Our numerical method, which will be explained in more detail in the following, is based on inverting the matrix (½ 4 + A) to convert (23) to a system of ordinary differential equations (ODEs), discretising in space using the "pseudocharacteristic method of lines" (PC-MOL) [31] and integrating the equations of motion using the ODE solver CVODE [32] .
A. Linear case
Let us first consider (23) with A = B = 0 0 0. This system is hyperbolic [33] , which means that we can find a basis u := S f such that the matrix Λ = SQS −1 = diag(−1, −1, 1, 1) is diagonal with real eigenvalues:
In this new basis, we have an uncoupled system of advection equations:
The diagonal elements λ i of Λ are called the "characteristic speeds" the system, where λ = ±1 corresponds to a component travelling along the characteristics x ± with the speed of light. We proceed by introducing a co-located grid for the components u i with N grid points. The field components u i on the grid are arranged blockwise in a large 4N -dimensional vector u = (. . . u
. . .), where u l i = u i (l∆z) and 0 < l ≤ N is the index of the grid point. The PCMOL uses biased differencing for each component u i according to the sign of the corresponding characteristic speed λ i , where the component u i with λ i > 0 (λ i < 0) is thereby differentiated using backward (forward) finite differences using fourth-order accuracy (see e.g. [34] ). The derivatives at the boundary are also approximated using only field values inside the box. Instead of transforming the system back to f , which is normally done in the PCMOL, the system is solved for u. This has the advantage of having open boundary conditions since the components u i are only allowed to flow in one direction. If we take the system to be of size L and a spatial resolution of N grid points, then distance is measured in units of ∆z = L /(N−1), where N − 1 corresponds to the boundary conditions being taken into account. We are left with a system of ODEs u The initial conditions are set up in the (E, B) basis, the system is integrated in u using CVODE and transformed back using S −1 for the output. CVODE is an ODE-solver that offers variable-order, variable-step multi-step methods. Initially, we supply the "right-hand-side function" g[u(t), t] as above. Since both the linear and nonlinear cases are non-stiff (no rapidly damped modes are expected), we apply the Adams-Moulton-Methods together with the variational method to solve the resulting linear system. This provides higher accuracy with less computational effort compared to the offered Newton iterations, since neither approximations nor an analytical expression for the Jacobian have to be provided. We always use the parallel implementation of CVODE together with "extended" (long double) precision. To control the stepsize and the error in the solution, CVODE uses a weighted root-mean square norm:
, where the weights W i,l depend on a relative and an absolute tolerance and are given by 1/W i,l = rtol|u l i | + atol. Here, rtol controls the relative error tolerances and atol the absolute noise level in the solution. Further details can be found in [35] . All simulations are carried out with rtol = 0 and atol = 10 −17 .
B. Nonlinear case
The full nonlinear system (23) can be brought into ODE form u ′ (t) = g[u(t), t] by inverting the matrix (½ 4 + A). Since A depends only on the field components, the inversion of the full 4N × 4N matrix can be reduced to N times the inversion of a 4 × 4 matrix. The structure of A allows us to rewrite A as A = G H with and we can apply the Woodbury Formula [36] ,
to further reduce the inversion to one of the 2 × 2 matrix
This is performed for all grid points using an LUfactorisation at each evaluation of the function g[u(t), t].
For the parameters considered, the nonlinear corrections A and B do not change the signs of the characteristic speeds, so we use the same biased differencing as in the linear case. The nonlinear ODE-system is then given by
Similar to the linear case, the matrix S(½ 4 + A) −1 (Q + B)S −1 has to be understood as a block-diagonal 4N ×4N matrix. All fields are automatically normalised by E cr . The parameters for CVODE are the same as in the linear case. The signals are analysed under the assumption ω = |k| using a spatial Fourier Transform in Wolfram Mathematica [37] .
C. Simulational Setup
Recalling the form of the probe and strong pulses (Eqs. (3) and (4)), we consider a Gaussian probe pulse with base frequency ω p and a "constant" strong pulse. The rectangular shape of the strong pulse is approximated using a mirrored Fermi-Dirac distribution in the simulation box (see below in Eq. (25)). A snapshot of the simulation box for t = 0 is shown in Fig. 5 . The initial conditions are:
Φp 
The parameters z b and z m play the role of the "temperature" and "chemical potential", controlling the steepness and width of the strong pulse. Typical values are z b = 5 ·10 −5 cm and z m = 100 ·z b . To define the pulse duration τ s of the strong pulse, we equate the calculation of the first iteration for the simulational parallel setup with the analytical model (see Eqs. (15) and (19) ):
where h (1) (ϕ s ) is given by
The initial conditions are chosen such that the field invariants and the field values at the boundary are essentially zero initially and the system is simulated until the pulses are again well separated.
Results of the simulation were compared to the analytical result for asymptotic lowest order second harmonic generation in the parallel and perpendicular set-ups [16] . The excellent agreement when the Gaussian strong background in [16] is replaced with the mirrored Fermi-Dirac distribution Eq. (25) is displayed in Fig. 6 . The log-log Fig. 7 is calculated using: If higher harmonic generation in the shock regime is to remain unaccompanied by real electron-positron pair creation, E s , E p ≪ 1. Since we will be interested in the case ν 2 → 1, and since ν 2 = 192µ 2 E 3 s E p Φ, Φ must be very large to compensate for the weak field strengths. Such a large Φ would be computationally expensive to simulate and for that reason we allow E s > 1 in numerical simulations in which an optical probe is used. As the scattered field was found in Sec. III to depend on the field strengths only in the combination given by the shock parameter, we will often quote simulation parameters in terms of shock parameters rather than absolute field strengths and extensions.
V. ALL-ORDER FOUR-PHOTON SCATTERING
For the parameter regime of interest, the most probable effect on the probe pulse due to four-photon scattering is the well-studied modified vacuum index of refraction n 1 (ϕ s ) = 1 + δn 1 (ϕ s ) given by [38, 39] :
Following the analytical method in Sec. III, summing all perturbative orders, one finds due to purely four-photon scattering (corresponding to T = T 1 in Eq. (17)), in the parallel set-up:
which is just a shift-operator in the phase that is applied to the initial probe pulse giving:
where
This all-order solution to the phase shift in a plane wave propagating through a constant background derived from the Heisenberg-Euler Lagrangian complements a recent example solution of the phase shift derived from the Schwinger-Dyson equation applied to the polarisation operator [40] .
Photon merging via single four-photon scattering is prohibited in a plane wave counterpropagating parallel to the background [16, 41] . However, when the possibility of multiple four-photon scattering is taken into account, high harmonic generation can take place. The modified refractive index Eq. (27) , experienced by the probe due to the strong field and conversely the modified refractive index experienced by the strong field due to the probe, leads to the electromagnetic invariants F , G no longer vanishing for the probe and strong fields separately. A log-log plot of the normalised spectrum I(ω)/I (0) p (ω p ) for various cases of high harmonic generation through purely four-photon scattering is displayed in Fig. 7 . The perpendicular set-up leads to even harmonics being generated in the ε ε ε mode and odd harmonics being generated in the ε ε ε ⊥ mode. All higher harmonics in the perpendicular set-up are suppressed compared to the parallel set-up, with odd harmonics being suppressed more than even ones. In the parallel set-up, all photons are scattered into the ε ε ε mode. As will become clear in Sec. VI, compared to the six-photon channel, harmonic generation via four-photon scattering is considerably suppressed. The scaling argument given at the end of Sec. III can now be understood in the following way. For purely four-photon scattering, one scattering event must have occurred to change the electromagnetic variants (a factor δn 1 = 16µ 1 E 2 s ) and one further scattering with a probe photon (a factor υ 1 = 16µ 1 E s E p Φ), which yields the combination ν 1 = (16µ 1 ) 2 E 3 s E p Φ. If one takes this to be the shock parameter for purely four-photon scattering, for the parameters of the parallel set-up in Fig.  7 
p , which correctly predicts the numerical results to within an order of magnitude. For comparison, the shock parameter for purely six-photon scattering for this set-up would be ν 2 = 2.7 ≫ ν 1 .
VI. ALL-ORDER SIX-PHOTON SCATTERING
As already hinted, six-photon scattering is the dominant process in the generation of higher harmonics for E ≪ 1 in the plane wave set-up we are considering. For this reason we choose to analyse six-photon scattering as the single vacuum interaction. Many of the features of the following harmonic spectra will be common to the combined four-and six-photon scattering case in Sec. VII.
The parameter v
2 ) is bounded by v 2 ≤ ν 2 , so the different behaviour of the scattered probe will be quantified using the shock parameter ν 2 . As ν 2 is increased from zero, two regimes become apparent: i) the perturbative regime ν 2 ≪ 1 where the occurrence of higher harmonics is exponentially suppressed; ii) the shock regime, where the intensity of the jth harmonic is proportional to a power-law j γ(v) , with γ(v) < −2.
To highlight the nature of the harmonic generation surrounding shock formation, we refer in the following to the parallel set-up for simplicity, and discuss differences in the perpendicular set-up in Sec. VI C.
In Fig. 8 are log-log plots of three different types of normalised spectrum I(ω)/I (0) p (ω p ) in the parallel setup. In the first pane ν 2 = 0.05 ≪ 1 and the perturbative regime can be recognised by the exponential suppression of higher harmonics. In the middle pane ν 2 = 0.6 and a transition regime can be identified in which the lower harmonics are no longer exponentially-suppressed but obey a power-law behaviour and the leading-order perturbative expansion is inaccurate for higher harmonics. In the final pane ν 2 = 1 and the entire plotted spectrum has a power-law behaviour, distinctive of the shock regime, in which an all-order expansion is required to even reach a correct qualitative conclusion. Since we are considering only six-photon scattering, we set ν 2 = ν and v 2 = v in the following discussion. 
A. Perturbative regime
If ν ≪ 1, the amplitude of each harmonic in the scattered electric field is:
For νj ≪ 1 but j ≫ 1, using Stirling's approximation [42] Γ(1 + j) ≈ √ 2πj(j/e) j , we see:
and the exponential dependency of each harmonic becomes manifest. In the first pane of Fig. 8 , the dots are the intensities of the harmonics when only the leading perturbative order is taken into account. The excellent agreement is typical of the perturbative regime, in which only a small proportion of probe photons have scattered, and double-scattering is much less probable than singlescattering. In the transition regime, the leading-order terms of the perturbative expansion overestimate the intensity of the higher harmonics. In the shock regime, the leading-order perturbation terms both qualitatively and quantitatively disagree with the all-order analytical and the numerical solution.
B. Shock regime
In this regime, ν no longer fulfills ν ≪ 1 and all orders of the perturbative expansion must be summed in order to calculate the spectrum of generated harmonics. This is demonstrated in the third pane of Fig. 8 which shows excellent agreement between the numerical and analytical solution Eqs. (21) and (22) . We note that even though the all-orders solution includes the phase-dependent parameter v = ν exp(−(ϕ p /Φ p )
2 ), we can still arrive at a qualitative understanding of this regime by considering the effect on the probe pulse at the point ϕ p = 0. In this case, v = ν and the relative amplitude of consecutive harmonics is
Using the asymptotic form for jν → ∞, |J j (jν)| ∼ (2πj) −1 /2 (when phase terms are neglected) [43] , we see that for large enough argument, the ratio of harmonic amplitudes becomes:
and the power-law behaviour is manifest. For ν = 1, this gives a ratio of the intensity of the jth harmonic, I
(j) p to the initial probe intensity I (0)
The predicted gradient of γ = −3 should be an overestimate because for all parts of the probe apart from at ϕ p = 0, v < ν. In fact, the full result in the third pane of Fig. 8 yields γ = −3.4.
FIG. 9. After passing through the polarised vacuum in the parallel set-up, the probe pulse wavefronts can steepen significantly.
A plot of the scattered probe field and induced electromagnetic shock is displayed in Fig. 9 . Since the vacuum polarisation P 2 depends on the square of the probe field in six-photon scattering, the corresponding vacuum refractive index n 2 depends linearly on the probe field n 2 = n 2 (E p ). Those parts of the probe field that are positive and have a larger amplitude are decelerated more than those that are positive with a smaller amplitude. Where the field is positive, this leads to a steepening behind the peaks. Those parts of the probe that are negative but have a larger amplitude are decelerated less than those that are negative but have a smaller amplitude, hence leading to a steepening in the opposite direction where the field is negative. The result is the development of a saw-tooth waveform shown in Fig. 9 , which is typical of a second-order susceptibility [44] .
The coefficient of the jth harmonic is weighted with the Bessel function J j (jv). When v is small, J j (jv) is a rapidly decaying function of j so higher harmonics are strongly suppressed. As v → 1 − , the decay becomes much shallower. So a simplified picture of what type of shock is generated for the scenario explored in this paper can be made by setting the Bessel function to a constant. In the parallel set-up, a discontinuous electric field with a backwards-leaning waveform of the form Fig.   9 is generated with:
with polarisation ε ε ε and amplitude E, and the corresponding intensity spectrum has a power law ∼ j −2 for harmonic j. Indeed we find on a plot of γ(ν) (see Fig. 10 ), that as ν increases above 1, the power-law exponent in the numerical spectrum increases, tending toward a theoretical maximum of −2, at which point the lack of a unique solution to Maxwell's equations would halt further propagation of the probe. For ν > 1, the numerical spectrum displays a variable power law, which is shallower for higher harmonics where the agreement with the analytical solution Eqs. (21) and (22) becomes increasingly worse. The power law exponent calculated using the fourth and tenth harmonic is displayed in Fig. 10 , where unlike in the numerical solution, in which the spectrum becomes progressively shallower, the analytical solution reaches a maximum shallowness. It is unclear what physical mechanism would cause this maximum to occur, which suggests this is a limitation of the viability of the analytical solution. Indeed when v > 1 in the analytical solution, J j (jv) can oscillate with j, and the ordering of harmonics is no longer monotonic. As the numerical spectrum becomes shallower, very high harmonics appear, which questions the validity condition jω p ≪ m for using the Heisenberg-Euler Lagrangian to describe the vacuum interaction, and questions how steep the power law can become before relaxation processes take over.
C. Polarisation Dependency
The previous sections are for the parallel set-up. For the perpendicular set-up, even harmonics are generated in the parallel mode ε ε ε and odd harmonics in the perpendicular mode ε ε ε ⊥ . This is demonstrated in the spectrum in Fig. 11 , where the thick and thin lines distinguish how the generated harmonics are polarised.
The shock wave generated in the perpendicular setup is displayed in Fig. 12 . The scattered field in the ε ε ε mode demonstrates a shock of a different nature to in the parallel set-up, tending towards a square rather than a saw-tooth waveform. Such a waveform can be generated with the sum:
which is just the odd frequencies of Eq. (33). In the ε ε ε ⊥ mode, a similar shock to in the parallel set-up is seen, only with double the frequency. Such a saw-tooth electric field is given by the sum [42] :
which is just the even frequencies of Eq. (33), beginning at double the frequency of the seed probe field.
VII. ALL-ORDER FOUR-AND SIX-PHOTON SCATTERING
Although six-photon scattering is the most efficient process in generating high harmonics, for the parameter regime we are interested in, the effect of four-photon scattering as a modified vacuum refractive index cannot be neglected. Since the interaction with the vacuum includes powers of the probe field, the effect of the modified index and the effect of harmonic generation can mix in a highly nonlinear way. In this section we give the re-
A probe that is initially polarised perpendicular to the background (blue dashed line) experiences different shocks in the ε ε ε ⊥ (dot-dashed red line) and ε ε ε (solid green line) modes.
sults of numerical simulation that include both processes.
For the parallel set-up, the spectrum generated by sixphoton scattering (for example, as shown in Fig. 8 ), is not visibly affected by the inclusion of four-photon scattering. However, for the perpendicular set-up, since even and odd harmonics are in different polarisation modes and since the vacuum is birefringent so each polarisation mode is affected by a different vacuum refractive index, the inclusion of four-photon scattering was found to increase the asymmetry between the even and odd harmonics compared with the purely six-photon scattering case. This is demonstrated in Fig. 13 for the case υ 1 = 100, ν 2 = 1, which compares the spectrum of harmonics generated when: i) only four-photon scattering is included (left-hand pane); ii) only six-photon scattering is included (middle pane) and iii) four-and sixphoton scattering are included (right-hand pane). The right-hand pane demonstrates the increased asymmetry between even and odd harmonics. High harmonic generation for the perpendicular set-up when four-and six-photon scattering are present and fourphoton scattering is much more prevalent than six-photon scattering (υ1 = 100, ν2 = 1). The first pane is for just four-photon scattering, the second for just six-photon scattering and the third for when both are present.
As the case of four-and six-photon scattering differs from the six-photon scattering case only for the perpendicular set-up, we focus our discussion on this. Then there are three cases of interest: i) weak dispersive:
The first case of weak vacuum dispersion is within the parameter regime of interest, but outside of the regime that can be numerically simulated as it would require µ 2 Φ 0.1 if the hierarchy E s ≫ E p were to be maintained. In the limit of vanishing dispersion, we expect the results from purely six-photon scattering case to be valid (this will be seen to be implied from the results of a dispersive vacuum).
A. Dispersive vacuum υ1 ≈ ν2
When vacuum dispersion is significant, one might expect the nature of the shock wave to change. Two cases were simulated: i) when υ 1 = ν 2 = 1 and ii) when υ 1 = 5, ν 2 = 1. For the first case of equal parameters, the shock wave in Fig. 14 was generated.
This bears a close resemblance to the shock wave generated in the perpendicular set-up for a dispersionless vacuum (υ 1 → 0), i.e. when only six-photon scattering is present, but with a noticeable lag due to the now non-unitary refractive index. However, when the amount of dispersion is increased, setting υ 1 = 5 and ν 2 = 1, the shock wave takes on the different form shown in Fig. 15 . In this dispersive case, the parallel mode develops a shock reminiscent of an optical Kerr medium, in which the polarisation contains a cubic nonlinearity P = χ (1) E + χ (3) E 2 E. This is in some ways unsurprising because the parallel mode only contains odd harmonics and therefore odd powers of the field, and the largest nonlinear term originates from an E 3 p term. The nonlinear index in the perpendicular set-up n ⊥ ≈ n ⊥ (E 2 p ) and so does not depend on the sign of the probe field, which is why, in contrast to the parallel set-up, n ≈ n (E p ), which does depend on the sign of E p , in the perpendicular set-up, the parallel mode of the probe is decelerated for positive and negative values, as shown in Fig. 15 . This is different to the case of having only six-photon scattering because there, the vacuum
14. In the perpendicular set-up, the initially ε ε ε polarised probe (blue dashed line) experiences the mixture of a vacuum refractive index significantly larger than unity, and the electromagnetic shock accompanying prolific photon merging. The ε ε ε mode (dot-dashed red line) and ε ε ε ⊥ mode (solid green line) behave differently.
In the perpendicular set-up, the initially ε ε ε polarised probe (blue dashed line) experiences the mixture of a vacuum refractive index significantly different to unity, and the electromagnetic shock accompanying prolific photon merging. The ε ε ε mode (dot-dashed red line) and ε ε ε ⊥ mode (solid green line) behave differently.
refractive index is not modified.
Carrier-wave shocking also occurs in nonlinear optical materials. Our findings are similar to those reported in [45] , where excellent agreement was obtained between theory and simulation in the dispersionless limit of a Kerr-like nonlinear material, but where it was noted how involved the analysis becomes if there is a complicated phase dependency between the generated harmonics. In the current work, in the parallel set-up with dispersion (i.e. four-and six-photon scattering present), all harmonics experience the same refractive index so a shock wave can build up. In the perpendicular set-up, the refractive index in the ε ε ε ⊥ mode is different to in the ε ε ε mode. We are studying a regime in which harmonics are generated by a chain of single-scattering processes. Since, in each chain of processes, the probe spends a different amount of time in the ε ε ε ⊥ than in the ε ε ε mode, the probability for each chain will be multiplied by a different phase. When the probability of all possible chains is summed over, it is reduced compared to the parallel set-up due to each probability being added incoherently. This leads to a suppression of shock wave generation.
B. Strongly-dispersive vacuum υ1 ≫ ν2
To investigate shock wave generation in the stronglydispersive regime, we set υ 1 = 100 and ν 2 = 1. A new type of behaviour becomes apparent, namely the deformation of the probe pulse envelope. The bandwidth of the probe is of the order 1/τ p but due to dispersive effects, frequencies of this magnitude can no longer be neglected. Since υ 1 = δϕ p = ω p T , where T is the duration of propagation, frequencies from the probe envelope separated by 1/τ p will acquire a temporal separation relative to the duration of the pulse of υ 1 /ω p τ p ≪ 1. Furthermore, the second harmonic is considerably suppressed when dispersion is included, such that it is of the same order of magnitude as the scattering of the probe envelope frequency. For this reason, the effect on the probe envelope can be seen so clearly in the ε ε ε ⊥ component in Fig. 16 . 16 . The probe pulse after passing scattering when υ1 = 100, ν2 = 1.
VIII. DISCUSSION

A. Comparison with high harmonic generation in oscillating plasmas
There is a certain similarity between high harmonic generation in the neutral electron-ion plasma of a laser-irradiated foil and in the neutral virtual electronpositron plasma of the laser-irradiated vacuum. The vacuum is transparent when the invariants E 2 − B 2 and E · B are zero. Therefore the vacuum is transparent to a pure plane wave and these invariants also remain small for a focused pulse. Unlike with the plasma present in a foil, the vacuum plasma is first "activated" by being polarised by some second "pump" pulse, similar to in a pump-probe experiment. In the current work, the vacuum was polarised by a background with the profile of a rectangular function. As the leading-order nonlinear polarisation was proportional to the applied field cubed, it suggests that the local charge density is also non-zero in this region. The rectangular function is used to model the electron density in a solid before it is exposed to a laser pulse [46] and also to represent the laser's profile and in capillary discharge waveguides [47] . The difference with the vacuum is that the polarised material can in some way be "formed" by the pump pulse in the moment it is traversed by a probe.
For the parallel set-up, all harmonics were generated in the parallel mode, but for the perpendicular set-up odd harmonics were generated in the parallel mode with even harmonics in the perpendicular one. Just as in single nonlinear Compton scattering [48] , the generation of the parallel mode is more probable than the perpendicular one. The relationship between polarisation and harmonic order is reminiscent of selection rules for harmonics generated in laser-plasma collisions, for example in the "p-polarised" (parallel to plane of incidence) and "s-polarised" (perpendicular to plane of incidence) harmonics in the widely-used oscillating mirror model [49] .
In the harmonic spectrum of an irradiated overdense plasma, there is also a region of power-law decay and a region of exponential decay, as found here for vacuum high harmonic generation. The predicted power-law exponent of an overdense plasma γ = −8 /3 found in [50] is close to the analytical and numerical values found in the current work for vacuum high harmonic generation in the shock regime, −4.5 γ < −2 (the lower limit corresponds to the gradient when the power-law behaviour becomes manifest at ν 2 ≈ 0.85). In contrast to the overdense plasma case, with our planar-wave model and increasing shock parameter, we found no indication of a frequency cutoff, although at some frequency, pair-creation processes will play a role. Moreover, the power-law exponent γ = γ(ν 2 ) is a function of the shock parameter ν 2 ∝ Φ and therefore increases with further propagation of the probe through the polarised vacuum, up to a theoretical maximum of γ(ν 2 ) < −2.
In the parallel set-up, each harmonic has a regular phase relationship to the others and so a shock wave can build up as the amplitude of higher harmonics increases. In contrast to this, in the perpendicular set-up, since there are many different chains of processes that can lead to the creation of a given harmonic, and since in each chain a different amount of time is spent in the other polarisation and hence with a different dispersion relation, the phase of each harmonic is related to the others in a non-trivial way and they are summed incoherently. This behaviour is similar to that found in studies of non-linear optical materials [45] , and leads to the suppression of shock wave generation.
B. Validity of approach
By considering colliding plane waves, scattering in the transverse direction was ignored. One can approximate when this is a good approximation by defining the diffraction parameter l = w 2 /λ p τ s , where w is the width of the probe pulse in the transverse plane (assumed smaller than the width of the background). When l ≫ 1 one is in the "near zone" and diffraction effects should be negligible whereas l ≪ 1 represents the "far zone" and diffraction effects become important [51] .
The numerical simulation and analytical calculation predict a self-steeping of the probe wavefronts, which increases with shock parameter ν, until the wavefronts reach a theoretical maximum of becoming infinitely steep at which point the solutions to the wave equation are no longer unique. Since the Heisenberg-Euler Lagrangian is expected to be valid when the typical scale of a field inhomogeneity is much larger than the reduced Compton wavelength, this infinite steepening is not expected to be physically realisable. Moreover, no relaxation processes are included. If transverse dimensions would be taken into account, since six-photon scattering essentially allows the vacuum refractive index to depend on the probe amplitude, self-focusing effects should be present. In this case, as the probe propagates, it becomes less like a plane wave and the higher harmonics can seed real electron-positron pair creation [52, 53] in the background field or colliding photons with wavevectors k 1 and k 2 satisfying k 1 k 2 2m 2 can lead to multiphoton pair creation (the Breit-Wheeler process [54, 55] ).
The polarisation of other vacuum virtual particle species such as muons, pions and quarks was neglected, as the energy scale associated with these particles is much higher [56] . For that reason, we confined our discussion to the polarisation of a virtual electron-positron plasma.
C. Measurability
Vacuum high harmonic generation in the shock regime becomes important when the shock parameter ν ≈ 1. Taking as an example six-photon scattering for the parallel set-up, ν = ν 2 = 192µ 2 E 3 s E p Φ. The current record for the highest electric field of a laser pulse produced in a laboratory [57] is of the order 3 × 10 −4 E cr . Recalling that fields are written in units of the critical field, and that µ 2 = α /315π ≪ 1, it is clear that the shock regime is currently well out of the reach of terrestrial experiments.
Vacuum polarisation effects that can more likely be measured in laser-based experiments include elastic photon-photon scattering [22, [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] or lowest-order photon merging [20, 21, 69, 70] . (A review of strong-field QED effects can be found in [71, 72] .)
Where such vacuum electromagnetic shocks and accompanying harmonic generation might play a role, is in the evolution of X-ray pulsars and strongly-magnetised neutron stars or "magnetars" [73] [74] [75] . Photons are emitted from the surface of such objects and propagate through magnetic fields of strength up to and beyond E cr , in plasmas of around 0.1-10 cm in depth [76] . The current results were derived for a constant crossed field background, but can be generalised to a constant magnetic field, which should be a good approximation to the local field in strongly-magnetic pulsars, which is expected to be that of a dipole [76] on the stellar scale.
IX. CONCLUSION
When the quantum nature of the vacuum is taken into account, an electromagnetic shock accompanies high harmonic generation in an oscillating plane probe pulse counterpropagating through a stronger slowly-varying plane pulse. We have identified a nonlinear shock parameter that indicates when the self-interaction of the probe due to the polarised vacuum becomes important.
As the shock parameter increases from zero, the spectrum of generated harmonics moves from an exponential decay to a power-law decay. The intensity of the jth harmonic in the shock regime was found in an all-order analytical solution and numerical simulation to be j γ , where γ increases with propagation distance. A power law behaviour was observed for −4.5 γ −2.4, where the exponent is limited by γ < −2 as the probe pulse wavefronts theoretically would become infinitely steep and could no longer propagate. Due to the very high generated frequencies, the Heisenberg-Euler approach is no longer applicable at this point. Moreover, relaxation processes such as photon-seeded and Breit-Wheeler pair creation should then become probable.
When the polarisation of the probe and background is parallel, all harmonics are generated in the parallel mode, but when the probe is perpendicularly-polarised to the background, odd and even harmonics are split into probe and background polarisation modes respectively. Due to the birefringence of the vacuum, the probe polarisation mode is generated more abundantly than in the background polarisation mode. Moreover, due to the separation of frequencies, the parallel set-up displays a saw-tooth shock in the parallel mode, whereas the perpendicular set-up displays a Kerr-like shock.
Both the simulational and analytical methods presented can be generalised to more complicated probe and background fields. 1
For the first order (box diagram) and the second order (hexagon diagram) in the weak-field expansion, we find the following coefficients: 
